In this paper, we first propose a new parameterized definition of comparison matrix of a given complex matrix, which generalizes the definition proposed by Liu & Xue (2012) . Based on this, we propose a new class of complex nonsymmetric algebraic Riccati equations (NAREs) which extends the class of nonsymmetric algebraic Riccati equations proposed by Liu & Xue (2012) . We also generalize the definition of the extremal solution of an NARE and show that the extremal solution of an NARE exists and is unique. Some classical algorithms can be applied to search for the extremal solution of an NARE, including Newton's method, some fixed-point iterative methods and doubling algorithms. Besides, we show that Newton's method is quadratically convergent and the fixed-point iterative method is linearly convergent. We also give some concrete strategies for choosing suitable parameters such that the doubling algorithms can be used to deliver the extremal solutions, and show that the two doubling algorithms with suitable parameters are quadratically convergent. Numerical experiments show that our strategies for parameters are effective.
Introduction
A complex nonsymmetric algebraic Riccati equation (NARE) has the following form
where A ∈ C m×m , B ∈ C m×n ,C ∈ C n×m and D ∈ C n×n are known matrices and X ∈ C m×n is an unknown matrix. Let which will be abbreviated as cARE, where Y ∈ C n×m is the unknown matrix.
where ω is a real in the interval [0, 1] . Then
where κ is a given real number and l takes all real numbers, represents a straight line passing through κ 1−ω j; and R(z ⊥ ω ) = rz ⊥ ω , where r takes all positive real numbers, represents a ray orthogonal to L(z ω , κ). In particular, L(z ω , 0) = lz ω , where l takes all real numbers, represents a straight line passing through the origin. Obviously, L(z ω , 0) is parallel to L(z ω , κ) for any nonzero real number κ.
In the literature, many researchers have studied the NARE (1.1). Some definitions about comparison matrix of a given matrix are introduced as auxiliary tools. Definition 1.1 below has been given by Liu & Xue (2012) . Definition 1.2 below is usual definition of comparison matrix. Definition 1.3 below is a generalization of Definition 1.1. DEFINITION 1.1 (Liu & Xue (2012) ). The first comparison matrix of the complex square matrix A, will be denoted by A, is defined by
(1.4) DEFINITION 1.2 The second comparison matrix of the complex square matrix A, will be denoted by A, is defined by
(1.5) DEFINITION 1.3 The ω-comparison matrix of the complex square matrix A, will be denoted by A ω , is defined by 6) where ω is a given real number in the interval [0, 1].
Next, we give some simple terminologies which have been introduced in the literature. We call the NARE (1.1) is an M-matrix algebraic Riccati equation (MARE) if the matrix Q defined by (1.2) is a nonsingular M-matrix or an irreducible singular M-matrix (see. Bini et al., 2012) . We call the NARE 4 of 32 LIQIANG DONG ET AL.
LEMMA 2.2 ((see Liu & Xue, 2012) ). Let A ∈ R n×n be a nonsingular M-matrix. If B ∈ C n×n satisfies that 
we have that (S 11 ) ω is a nonsingular M-matrix by Lemma 2.1. Similarly, (S 22 ) ω is also a nonsingular M-matrix.
3. The existence and uniqueness of the extremal solution of the NARE (1.1) in class H ω THEOREM 3.1 Suppose the NARE (1.1) is in class H ω and Q ω 1 > 0. Let Q be a nonsingular M-matrix satisfying Q Q ω and Q1 > 0, and partition Q as
where A, B, C and D have same sizes as A, B, C and D, respectively. Let Φ and Ψ be the minimal nonnegative solutions of the NARE
and its cNARE
respectively. Then 1. The NARE (1.1) has a unique solution, denoted by Φ, such that |Φ| Φ. Moreover, D − CΦ is a nonsingular matrix whose diagonal entries are in the upper right of L(z ω , 0), and Φ is the unique extremal solution of the NARE (1.1), i.e., the solution such that the eigenvalues of D − CΦ are in the upper right of L(z ω , 0).
2. The NARE (1.3) has a unique solution, denoted by Ψ , such that |Ψ | Ψ . Moreover, A − BΨ is a nonsingular matrix whose diagonal entries are in the upper right of L(z ω , 0), and Ψ is the unique extremal solution of the NARE (1.3), i.e., the solution such that the eigenvalues of A − BΨ are in the upper right of L(z ω , 0).
Proof. We only prove Theorem 3.1 for the NARE (1.1). Similar arguments also work for the dual NARE (1.3) and thus omitted. Our proof is similar to that given by Liu & Xue (2012) . Here we only emphasize the differences.
The proof will be completed in four steps: i. Define the linear operators ϒ and ϒ and prove that the invertibility of ϒ and ϒ .
ii. The mapping f : C m×n → C m×n given by f (Z) = ϒ −1 (ZCZ + B) has a fixed point in the set S = {Z : |Z| Φ}.
iii. D−CΦ is a nonsingular matrix whose diagonal entries are in the upper right of L(z ω ). Moreover, Φ is the extremal solution of the NARE (1.1), i.e., the solution such that the eigenvalues of D −CΦ are in the upper right of L(z ω ).
iv. The uniqueness of the extremal solution.
(i). Let the linear operators ϒ , ϒ : C m×n → C m×n be defined by
respectively. The operator ϒ is invertible as A and D are nonsingular M-matrices. As Q ω = D ω −|C| −|B| A ω is a nonsingular M-matrix, A ω and D ω are also nonsingular M-matrices. We have 7 of 32 (ii). The proof is similar to that of Theorem 3.1 given by Liu & Xue (2012) , thus omitted. (iii). Let R = D − CΦ and R = D − C Φ. As Q1 > 0, R is a nonsingular M-matrix with R1 > 0.
On the other hand, we have
(3.5) By (3.5), we can say that [R] ii are in the upper right of
So it follows from Gershgorin's theorem that the eigenvalues of R are in the upper right of L(z ω , 0).
(iv). Let S = A − BΨ. Similar to the proof of (iii), it is easy to show that the eigenvalues of S are in the upper right of L(z ω , 0). Because
Φ is determined by an invariant subspace of H corresponding to n eigenvalues in the upper right of L(z ω , 0), and Ψ is determined by an invariant subspace of H corresponding to m eigenvalues in the lower left of L(z ω , 0). Note that Q ω 1 > 0, it follows from Gershgorin's theorem that
has exactly n eigenvalues in C + and m eigenvalues in C − . Similarly to proof of (iii), H has exactly n eigenvalues in the upper right of L(z ω , 0) and m eigenvalues in the lower left of L(z ω , 0). Consequently, Φ is the unique solution such that the eigenvalues of D −CΦ are in the upper right of L(z ω , 0) and Ψ is the unique solution such that the eigenvalues of A − BΨ are in the upper right of L(z ω , 0).
where l takes all real numbers. Obviously, the line will be the real axis. The upper right of L(z ω , 0) will be upper half plane of the whole complex plane. 2. When ω = 1, z ω = j, the straight line L(z ω , 0) = jl, where l takes all real numbers. Obviously, the line will be the imaginary axis. The upper right of L(z ω , 0) will be C + . 3. When ω ranges from 0 to 1, the straight line L(z ω , 0) rotates clockwise from the real axis to the imaginary axis at the center of origin, and the the upper right of L(z ω , 0) rotates clockwise from the upper half plane of the whole complex plane to the half plane C + at the center of origin. So we can say that our results generalize the results of Theorem 3.1 given by Liu & Xue (2012) . 4. Apply Newton's method to solve the NARE (1.1) in class H ω Applying Newton's method to solve the NARE (1.1) in class H ω , we get the iterative scheme:
In this section we will show that {Φ k } quadratically converges to the extremal solution Φ of the NARE (1.1) in class H ω . To achieve this, we consider Newton's iteration for the NARE (3.2) in class M:
It has been shown by Guo et al. (2006) that { Φ k } generated by (4.2) increasingly quadratically converges to the minimal nonnegative solution Φ of the NARE (3.2). We first compare the increments at each iterative step of the two iterations (4.1) and (4.2) as in Lemma 4.1 below. Its proof is slightly different from that of Lemma 4.1 given by Liu & Xue (2012) . Here we give its detailed proof for readers' convenience.
LEMMA 4.1 Let the sequences {Φ k } and { Φ k } be generated by the iterations (4.1) for the NARE (1.1) in class H ω and (4.2) for the NARE (3.2) in class M, respectively. Let Q and Q be as in (1.2) and (3.1), respectively. Suppose that Q ω and Q are nonsingular M-matrices satisfying
Then we have
T ⊗ I is a nonsingular M-matrix for each nonnegative integer k. The proof goes on by mathematical induction on k. For k = 0, we have
By the proof of Theorem 3.1, we can obtain
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Thus we have
and
By the induction hypothesis,
Therefore, we have
After establishing Lemma 4.1, we can easily prove that the sequence {Φ k } quadratically converges to the extremal solution Φ of the NARE (1.1) in class H ω as in Theorem 4.1 below. Although the proof of Theorem 4.1 is similar to that of Theorem 4.1 given by Liu & Xue (2012) , thus omitted, the connotation of Theorem 4.1 is more abundant than that of Theorem 4.1 given by Liu & Xue (2012) . THEOREM 4.1 The sequence {Φ k } generated by the iterations (4.1) for the NARE (1.1) in class H ω quadratically converges to the extremal solution Φ.
5. Apply the fixed-point iterative methods to solve the NARE (1.1) in class H ω
Based on the two splittings
we derive the fixed-point iterative scheme
for the NARE (1.1) in class H ω . Theorem 5.1 below gives a sufficient condition under which the sequence {Φ k } generated by the fixed-point iteration (5.1) is linearly convergent to the extremal solution Φ of the NARE (1.1) in class H ω .
THEOREM 5.1 Suppose that Q ω 1 > 0, let
is a nonsingular M-matrix, and Q is a nonsingular M-matrix satisfying
then the sequence {Φ k } generated by the iterative scheme (5.1) linearly converges to the extremal solution Φ of the NARE (1.1) in class H ω .
Proof. Consider the fixed-point iteration
applied to the NARE (3.2) in class M. It is well-known that Φ k Φ k+1 for each nonnegative integer k and lim k→∞ Φ k = Φ, where Φ is the minimal nonnegative solution of the NARE (3.2) in class M (see. Guo & Laub, 2013) . For k = 0, we have
We can prove that
by verifying
which results in |Φ 1 | Φ 1 . For k 1, it follows from the two iterations (5.1) and (5.2) that
Using the similar way that we prove Lemma 4.1, we can show inductively that
Next, we consider the convergence speed of the sequence {Φ k }. Similar to the proof of Theorem 3.2 given by Guo & Laub (2013) , we can prove that, for the fixed-point iteration (5.1) with Φ 0 = 0,
is a regular splitting of a nonsingular M-matrix
the sequence {Φ k } is linearly convergent to the extremal solution Φ. (I) Trivial splitting:
and we call the correspondingly resulted fixed-point iteration as trivial fixed-point (TFP) iteration.
(II) Jacobi-type splitting:
and we call the correspondingly resulted fixed-point iteration as Jacobi-type fixed-point (JFP) iteration.
(III) Gauss-Seidel-type splittings:
and we call the correspondingly resulted fixed-point iterations as Gauss-Seidel-type fixed-point (GSFP) iterations.
(IV) SOR-type splittings (ω is a positive parameter):
and we call the correspondingly resulted fixed-point iterations as SOR-type fixed-point (SORFP) iterations.
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(V) AOR-type splittings (ω and γ are two positive parameters):
and we call the correspondingly resulted fixed-point iterations as AOR-type fixed-point (AORFP) iterations; Evidently, JFP, GSFP and SORFP can be considered as special cases of AORFP when the iteration parameters (ω, γ) are specified to be (1, 0), (1, 1) and (ω, ω), respectively.
6. Apply doubling algorithms to solve the NARE (1.1) in class H ω ADDA and SDA are two existing doubling algorithms which have been successfully applied to the NAREs in class M, H + , H − and H * . This section discusses how to choose suitable parameters to make them also deliver the extremal solution Φ of the NARE (1.1) in class H ω , and analyzes the convergence of the two doubling algorithms.
General framework of doubling algorithms for NAREs
Let Φ and Ψ be the solutions of the NAREs (1.1) and (1.3), respectively. Then
where
First choose some suitable parameters and transform (6.1) into
It can be verified that
If H k and G k are uniformly bounded with respect to k, then it was shown by Guo et al. (2006) that for any consistent matrix norm · ,
which implies the sequences {H k } and {G k } converge quadratically to Φ and Ψ , respectively, if
6.2 Doubling algorithms for the NARE (3.2) in class M
In this subsection, for subsequent convenience, we give a iterative scheme for the NARE (3.2) in class M which is slightly different from that proposed by Liu & Xue (2012) . In order to distinguish from the doubling algorithms for the NARE (1.1) in class H ω , we use different notations to denote all involved matrices in ADDA, such as R instead of R. Let R = D − C Φ and S = A − B Ψ , we first choose suitable complex parameters α, β such that
are nonsingular. Then the constructions of the matrices R and S and initial matrices E 0 , F 0 , G 0 , H 0 in ADDA are as follows.
After E 0 , F 0 , G 0 and H 0 are set, the sequence { E k , F k , G k , H k }, k = 0, 1, 2, · · · , is produced with the iterative scheme:
as long as the matrices I − G k H k and I − H k G k are invertible for all k.
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THEOREM 6.1 ((see. Wang et al., 2015) . Let Q in (3.1) be a nonsingular M-matrix. Let Φ and Ψ be the minimal nonnegative solutions of the NARE (3.2) and its dual NARE (3.3), respectively. Let the sequences { E k }, { F k }, { G k } and { H k } be generated by ADDA applied to the NARE (3.2) with the parameters α, β satisfying
Notice that ADDA is reduced to SDA when α = β .
6.3 Doubling algorithms for the NARE (1.1) in class H ω
We choose suitable complex parameters α, β such that
are nonsingular. Then the constructions of R, S , E 0 , F 0 , G 0 and H 0 in ADDA are as follows.
(6.9)
After E 0 , F 0 , G 0 and H 0 are set, the sequence {E k , F k , G k , H k }, k = 0, 1, 2, · · · , is produced with the iterative scheme: 2 |. THEOREM 6.2 Let Φ and Ψ be the extremal solutions of the NARE (1.1) and its dual NARE (1.3) in class H ω , respectively. Suppose that Q ω 1 > 0. Let {E k }, {F k }, {G k }, {H k } be generated by ADDA applied to the NARE (1.1) with the parameters α, β (ωRe(α)
Then {H k } and {G k } quadratically converge to Φ and Ψ , respectively.
Proof.
Since Q ω 1 > 0, we can take ε > 0 sufficiently small such that
Furthermore, we assume that ε is small enough such that the inequalities in (6.11) and (6.12) strictly hold with q i and q j replaced by q i + ε and q j + ε, respectively. Let Q = q i + ε,
and { E k }, { F k }, { G k } and { H k } be generated by ADDA applied to the MARE (3.2) with parameters α = α,
ii , Theorem 6.1 applies. We need to show that ADDA is well-defined when applied to the NARE (1.1) in class H ω and that the sequences {H k } and {G k } are bounded. Similarly to the statements explained by Liu & Xue (2012) , we observe that it is enough to show
where E 0 , F 0 , G 0 and H 0 are as in (6.9). Let
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Then 0 N I n , 0 M I m , and the inequalities (6.11) and (6.12) in Theorem 6.2 can be written as
14)
Because A β , D α , W α β and V α β are nonsingular M-matrices, it follows from Lemma 6.1 that
Similarly, |V −1
From the inequality (6.14), we have
It follows from (6.9) that
To complete the proof, we also need to show that ρ(R)ρ(S ) < 1. We have
Notice that ADDA is reduced to SDA when α = β . We will gain Theorem 6.3 below which states the convergence of SDA applied to the NARE (1.1) in class H ω . THEOREM 6.3 Let Φ and Ψ be the extremal solutions of the NARE (1.1) and its dual NARE (1.3) in class H ω , respectively. Suppose that Q ω 1 > 0. Let {E k }, {F k }, {G k } and {H k } be generated by SDA applied to the NARE (1.1) with the parameters α satisfying ωRe(α)
Then the sequences {H k } and {G k } quadratically converge to Φ and Ψ , respectively.
Strategies of choosing parameters α and β
Theoretically, we have known from (6.11) and (6.12) how to choose the parameters α and β , but the ranges of the parameters α and β are not intuitive. We need to clarify them in terms of the real parts and imaginary parts of the parameters α and β . Next, we will search for the parameters α and β in the ray R(z ⊥ ω ). Let α = tz ⊥ ω and β = γz ⊥ ω with t > 0, γ > 0. Then we have Re(α) = tω, Im(α) = t(1 − ω) and Re(β ) = γω, Im(β ) = γ(1 − ω). We can rewrite (6.11) and (6.12) as
Let ϖ = ω 2 + (1 − ω) 2 with ω ∈ [0, 1], then we have ϖ > 0 and
The formulas are equivalent to
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Then we have (6.17) 6.4.1 Immediate choice of the resulting parameters t and γ. Let
It is easy to show that
So, Theorem 6.4 and Theorem 6.5 below are obvious. Theorem 6.4 states the convergence results for ADDA, and Theorem 6.5 states the convergence results for SDA. THEOREM 6.4 Suppose the NARE (1.1) is in class H ω and Q ω 1 > 0. Let Φ and Ψ be as in Theorem 3.1. Apply ADDA to the NARE (1.1) with α = tz ⊥ ω and β = γz ⊥ ω . If
then the sequences {E k }, {F k }, {H k }, {G k } are well-defined and {H k } and {G k } quadratically converge to Φ and Ψ , respectively. THEOREM 6.5 Suppose the NARE (1.1) is in class H ω and Q ω 1 > 0. Let Φ and Ψ be as in Theorem 3.1. Apply SDA to the NARE (1.1) with α = tz
then the sequences {E k }, {F k }, {H k }, {G k } are well-defined and {H k } and {G k } quadratically converge to Φ and Ψ , respectively.
6.4.2 Choice of the parameters t and γ using a preprocessing procedure. For a given NARE, max i=1,2,···,m+n p ω,i ϖ may be very large, which will result in slow convergence. But it is quite possible that we can transform the given NARE into a new NARE for which max i=1,2,···,m+n p ω,i ϖ is much smaller and the solution sets of the two NAREs are related in a simple way.
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We first rewrite p ω,i ϖ , i = 1, 2, · · · , m + n, in a more compact form:
For the given NARE (1.1) with Q ω 1 > 0 in class H ω , we consider the new NARE
where χ is on the unit circle. Obviously, the new NARE (6.18) has the same solution set as the original one. The matrix corresponding to the NARE (6.18) is
where χ is such that ωRe( ϖ , we need to search for a complex number χ such that
Let cos(ϕ)
, and further sin(ϕ) =
ii are on the same line passing through the origin, i.e., φ i is constant for all i, then a common value χ = e −j(φ i −ϕ) will make all ωRe(
In other words, the new NARE with this χ is in class H ω . In general, we cannot find a fixed χ = e −jϑ to minimize
ϖ for all i. So, we let
and try to find ϑ such that
is minimized, subject to the condition that ωRe(
THEOREM 6.6 Suppose the NARE (1.1) is in class H ω and Q ω 1 > 0. Then the function f (ϑ ) has a unique minimizer ϑ * ∈ (−π, π) and ϑ * can be computed by a bisection procedure.
Proof.
The existence of a minimizer is quite obvious. Next we describe a unusual bisection procedure that can search for a unique minimizer. The procedure is based on the simple observation: Let φ i be the angles of the complex numbers
is strictly decreasing on the left of φ i − ϕ and is strictly increasing on the right of φ i − ϕ.
Then ∆ is also a closed interval containing 0. Now min f (ϑ ) = min ϑ ∈∆ f (ϑ ) is attained at some ϑ * ∈ ∆ since f is continuous on ∆ .
The interval ∆ above can be given explicitly as follows. Let δ i δ i be the two (usually different) solutions of f i (ϑ ) = d. Namely, δ i = φ i − ϕ −Ψ i and δ i = φ i − ϕ +Ψ i with
The interval ∆ may be large even when all φ i are equal to φ * , in which case we know that φ * − ϕ is the unique minimizer of f (ϑ ). To avoid using an unnecessarily large search interval in situations like this, we let φ min = min φ i and φ max = max φ i and we claim that any minimizer of f (ϑ ) must be in [φ min − ϕ, φ max − ϕ]. In fact,
For any ϑ ∈ (−π, φ min − ϕ) such that f i (ϑ ) > 0 for each i, we have 0
Similarly we can show that ϑ * φ max − ϕ.
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The initial search interval for a minimizer of f (ϑ ) is then [ϑ min , ϑ max ], where
The first step of the bisection procedure is to take ϑ 1 = 1 2 (ϑ min + ϑ max ). Let
where the maximum over an empty set is defined to be 0. 
As before we can determine whether ϑ 2 is a unique minimizer. 
ϖ 2 > 0. We can also prove r ω,i (c)
0.
Thus if t > max{η ω,1 (c), η ω,2 (c)}, we have
then (6.11) and (6.12) are satisfied, then the sequences {E k }, {F k }, {H k }, {G k } are well-defined and {H k } and {G k } converge quadratically to Φ and Ψ , respectively. Next, we consider how to apply SDA to the NARE (1.1). By taking c = 1, we have
THEOREM 6.10 Suppose the NARE (1.1) is in class H ω and Q ω 1 > 0. Let Φ and Ψ be as in Theorem 3.1. Apply SDA to the NARE (1.1) with α = tz ⊥ ω . If
then the sequences {E k }, {F k }, {H k }, {G k } are well-defined and {H k } and {G k } converge quadratically to Φ and Ψ , respectively.
Notice that max i=1,2,···,m+n τ ω,i < max i=1,2,···,m+n p ω,i ϖ . So we now allow smaller values of the parameter t for SDA. By a more careful choice of c in Theorem 6.9, we can allow smaller values of the parameters t and γ for ADDA. THEOREM 6.11 Suppose the NARE (1.1) is in class H ω and Q ω 1 > 0. Let Φ and Ψ be as in Theorem 3.1. Then there is a unique c * > 0 such that max i=1,2,···,n r ω,i (c * ) = max i=n+1,n+2,···,m+n r ω,i (c * ). Let t * = max i=n+1,n+2,···,m+n r ω,i (c * ) and γ * = c * t * . Then for any t and γ satisfying (6.16) and (6.17), we have t > t * and γ > γ * . In particular, ψ 1 > t * , ψ 2 > γ * .
Proof.
For i = 1, 2, · · · , n, the derivative of r ω,i (c) about c is
Numerical experiments
In this section, we present some numerical examples to illustrate the effectiveness of our methods, including Newton's method, the fixed-point iterative methods and the two doubling algorithms:ADDA and SDA. Besides, the effectiveness of our preprocessing technique and new parameter selection strategies for ADDA and SDA is also demonstrated. All experiments are performed under Windows 7 and MAT-LAB(R2014a) running on a Lenovo desktop with an Intel(R) Core(TM) i5-4590, CPU at 3.30 GHz and 4 GB of memory. An algorithm for computing the extremal solution of the NARE (1.1) is terminated when the approximate solution Φ k satisfies NRes < 10 −12 , where
is the normalized residual. We use IT and CPU to denote the numbers and the consumed time of iterations, respectively.
For demonstrating the convergence of the fixed-point iterative methods, we will take TFP as a representative. The convergence of JFP, GSFP, SORFP and AORFP can be demonstrated easily. We apply ADDA and SDA to the NARE (1.1) directly, and for ADDA we take t = ψ 1 and γ = ψ 2 , and for SDA we take t = max{ψ 1 , ψ 2 }. ADDA and SDA with our preprocessing procedure will be denoted by pADDA and pSDA, respectively. We apply pADDA and pSDA to the NARE (6.18) with χ = e −jϑ * . For pADDA we take t = ψ 1 and γ = ψ 2 , and for pSDA we take t = max{ ψ 1 , ψ 2 }.
Example 7.1 below demonstrates the performance of our proposed methods for the NARE (1.1) in the situation where the matrix Q may have same diagonal elements. In this situation, ADDA and pADDA are reduced to SDA and pSDA, respectively. Besides, a common value χ = e −jϑ = e −j(φ i −ϕ) can be found such that f i (ϑ ) attains the minimum for all i. And thus the bisection procedure in preprocessing procedure is unnecessary.
Example 7.1. Let A, B,C, D ∈ C n×n be given by
where u ∈ (0, 2), η ∈ R and
For Example 7.1, we test the performance of our methods for different ω, ξ , η and u. We let the size n = 512. The numerical results are shown in Table 7 .1. We can see that Newton's method converges fastest among all proposed methods, but it consumes too much time. Besides, we can also observe that FTP converges faster than SDA, but FTP consumes more time than SDA. Among all doubling algorithms, pSDA converges faster than SDA; ADDAn, SDAn and DAn converge faster than SDA; pADDAn, pSDAn and pDAn convege faster than SDA, ADDAn, SDAn and DAn. DAn chooses the faster method between ADDAn and SDAn, and pDAn chooses the faster method between pADDAn and pSDAn for this example. We must notice that pADDAn may converge slower than pADDA. This observation may be explained from the fact that smaller parameters may not result in faster algorithms for doubling algorithms. We observe that pSDA, pADDA, pSDAn and pDAn converge fastest among all doubling algorithms for this example.
Example 7.2 below demonstrates the performance of our proposed methods for the NARE (1.1) in the situation where the matrix Q may have different diagonal elements. In this situation, we can't find a common value χ = e −jϑ such that f i (ϑ ) attains the minimum for all i, and we need take some time to perform the bisection procedure in the preprocessing procedure.
Example 7.2. For n = 512, let A = η I n/2 −I n/2 I + 3 * j, D = 2η I n/2 −I n/2 + 3 * j, B = I n , C = I n .
For Example 7.2, we test the performance of our methods for different ω and η. The numerical results are shown in Table 7 .2. We can see that Newton's method converges fastest among all proposed methods, but it consumes too much time. Among all doubling algorithms, pADDA converges faster than ADDA and pSDA converges faster than SDA; ADDAn, SDAn and DAn converge faster than ADDA and SDA most of time; pADDAn, pSDAn and pDAn convege faster than ADDA, SDA, ADDAn, SDAn and DAn most of time. DAn chooses the faster method between ADDAn and SDAn, and pDAn chooses the faster method between pADDAn and pSDAn most of time. We must note that pADDAn may converge slower than pADDA. We observe that pADDA, pSDA, pADDAn, pSDAn and pDAn converge fastest among all doubling algorithms for our example as a whole. Abnormal situations may be explained from the fact that the smaller parameters may not result in faster algorithms for doubling algorithms. From the results, we can observe that the computational work of the bisection procedure is negligible compared to that of the doubling algorithms in the preprocessing procedure.
Conclusions
In this paper, based on a new parameterized definition of the comparison matrix of a given complex matrix, we propose a new class of complex nonsymmetric algebraic Riccati equations (NAREs) which extends the class of nonsymmetric algebraic Riccati equations proposed by Liu & Xue (2012) . We also generalize the definition of the extremal solution of the NARE and show that the extremal solution exists and is unique. Besides, we show that Newton's method for solving the NARE is quadratically convergent and the fixed-point iterative methods are linearly convergent. We also give some concrete parameters selection strategies such that the doubling algorithms, including ADDA and SDA, can be used to deliver the extremal solution, and show that the two doubling algorithms with suitable parameters are quadratically convergent. Furthermore, some invariants of the doubling algorithms are also analyzed.
However we fail applying the structure-preserving doubling algorithm with shrink-shift (SDA-ss) to solve the NAREs proposed by us. We will be devoted to choosing suitable parameters such that SDA can be applied to solve the NAREs. 
