The volume conjecture and its generalizations say that the colored Jones polynomial corresponding to the N -dimensional irreducible representation of sl(2; C) of a (hyperbolic) knot evaluated at exp(c/N ) grows exponentially with respect to N if one fixes a complex number c near 2π
Introduction
Let J N (K; q) be the N -dimensional colored Jones polynomial of a knot K normalized so that J N (U ; q) = 1 for the unknot U and that J 2 (K; q) = V (K; q) is the original Jones polynomial [9, 13] . It is conjectured [10, 11, 18 ] that the series {J N K; exp(2π √ −1/N ) } N =2,3,... grows exponentially as exp N Vol S 3 \ K /(2π) , where Vol is the simplicial volume normalized so that it coincides with the hyperbolic volume if S 3 \ K possesses the unique complete hyperbolic structure. It is proved by Y. Yokota and the second author that for the figure-eight knot the series {J N K; exp(c/N ) } N =2,3,... also grows exponentially and gives the volumes and the Chern-Simons invariants obtained from K by Dehn surgeries, if c is close to 2π √ −1 [19] .
On the other hand the second author proved that for the figure-eight knot the series {J N K; exp(c/N ) } N =2,3,... converges to the inverse of the Alexander polynomial evaluated at exp c, if |c| is small [17] . S. Garoufalidis and T. Le generalized it to every knot [3] .
Then one may wonder when the series {J N K; exp(c/N ) } N =2,3,... grows polynomially. The first example was given by R. Kashaev and O. Tirkkonen [12] . In fact they showed that for torus knots the series {J N K; exp(2π √ −1/N ) } N =2,3,... grows as N 3/2 . The first author studied its relations to modular forms in [8, 5, 7] . See also [6] about a similar result for torus links.
In this paper we give other examples where the series {J N K; exp(c/N ) } N =2,3,... grows polynomially. In fact we will give the cases where exp c is a zero of the Alexander polynomial such that |c| is the smallest among all the logarithms of the zeroes of the Alexander polynomial. Theorem 1.2. Let a and b be coprime integers greater than two, and T (a, b) the torus knot of type (a, b). Then
Remark 1.3. Let us denote the Alexander polynomial of a knot K by ∆(K; t).
Put Λ(K) := {z ∈ C | ∆(K; exp z) = 0}; that is, Λ(K) is the set of all the logarithmic values of the zeroes of the Alexander polynomial of K. Then we observe the following:
• Since the figure-eight knot is amphicheiral, J N (E; q) = J N (E; q −1 ). Therefore we have the same formula for −ξ in Theorem 1.1. Note that ξ, −ξ ∈ Λ(E) and that |ξ| = | − ξ| = min{|z| | z ∈ Λ(E)}. • Since J N (K; q) = J N (K; q) for any knot K, we have
where z is the complex conjugate of z. Note that ±2π
In [17] the second author proved that if |a| is small enough, then lim N →∞
Moreover S. Garoufalidis and T. Le [3] proved the formula above holds for any knot. So it is natural to expect that the series {J N K; exp(λ/N ) } N =2,3,... diverges for λ ∈ Λ(K). Conjecture 1.4. For any knot K, let λ be an element in Λ(K) such that |λ| = min{|z| | z ∈ Λ(K)}. Then the series J N K; exp(λ/N ) N =2,3,... grows polynomially, and lim N →∞
We will discuss some evidence for the conjecture by using connected-sums.
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Figure-eight knot
In this section we prove Theorem 1.1. By K. Habiro [4] (see also [14] ) and T. Le, it is proved that
Replacing q with exp(ξ/N ) we get
where f (x) := 3 − 2 cosh(ξx). We will approximate J N E; exp(ξ/N ) as follows.
Proposition 2.1. For any 0 < ε < 1, we have
To prove Proposition 2.1, we first show that even if we restrict the summation range of the right hand side of (2.1) to a smaller one, the difference is very small.
where ⌊x⌋ denotes the largest integer that does not exceed x.
For any ε ′ with 0 < ε ′ < ε we have
Therefore we have
Since 0 < f (ε ′ ) < 1, the rightmost side can be arbitrarily small as N grows, proving the desired asymptotic formula.
Next we replace the summation with a Riemann integral.
Proof. First of all we recall f (x) = 3 − 2 cosh(ξx), and note that the function
(Note also that f (0) = 1 and f (1) = 3 − 2 cosh(ξ) = 0.) Therefore we have
Multiplying by N and taking exponential, we have
and so
Since the function exp N y 0 log f (x)dx of y is positive and decreasing for 0 < y < 1, we have
completing the proof.
Now we want to calculate the asymptotic behavior of the integral appearing in Lemma 2.3. To do that, recall Laplace's method [2, § 2.4] to study asymptotic behaviors.
Proposition 2.4. Let us consider the following integral:
We use Proposition 2.4 for h(y) := y 0 log f (x)dx with f (x) = 3 − 2 cosh(ξx) and g(x) := 1. Since
Now we can prove Proposition 2.1.
Proof of Proposition 2.1. We have from Lemma 2.3
Since f (ε) = 1 when ε → 0, and the denominators go to infinity when N → 0 from 
Torus knots
In this section we prove Theorem 1.2. Let T (a, b) be the torus knot of type (a, b) for integers a and b with (a, b) = 1, a > 1 and b > 1. Then we will show more general results as follows.
,
In fact we will prove yet more general results. Put
for a knot K. Note that
Let P be the set of poles of τ T (a,b) (z), that is,
We define γ a,b,r (k) to be (2k)! times the coefficient of the Laurent expansion of
and CS T (a, b); j := exp j 2 π √ −1 2ab .
Then we have the following asymptotic expansions. 
Remark 3.3. In [12] , R. Kashaev and O. Tirkkonen proved the following asymptotic expansion, which corresponds to the case r = 1. See also [8] .
where η a,b (k) is the 2k-th derivative of zτ T (a,b) (z) at z = 0. Note that it coincides with the (2k − 1)st derivative of (−1) ab+a+b τ T (a,b) (z) at z = π √ −1. Note also that Kashaev and Tirkkonen use the ab-framed version of the colored Jones polynomial. In our case we use the 0-framing version and so we have to renormalize it by framing factor q ab(N 2 −1)/4 . (See [15] for the framing dependence.) J. Dubois and Kashaev [1] show that η a,b (k) is a finite type invariant for every k. They also showed that the square of R T (a, b); j is the Reidemeister torsion and CS T (a, b); j is the Chern-Simons invariant corresponding to a representation of π 1 S 3 \ T (a, b) into SL(2; C).
Proof of Theorem 3.1 by using Proposition 3.2.
If |r| < 1/(ab) the second term of (3.1) vanishes. So we have
If abr = 1, then the third term of (3.2) vanishes and we have Proof of Proposition 3.2. From [16, § 2] (see also [15, 12] ), we have
where C is the line that is obtained from the real axis by a π/4-rotation (Figure 1 Note that since r ∈ Z, g a,b,r is well-defined and so is the right hand side of (3.3). We first assume that πr √ −1 ∈ P. In this case as in [16, Page 550], we can replace the contour C with C r where C r is parallel to C and passes through πr
where Res(F (x); x = x 0 ) is the residue of F (x) at the point x 0 .
Remark 3.5. Note that [16, (2. 2)] is missing 2π √ −1 in the second term. (So (3.4) is correct.) It does not matter to the results in [16] , but is essential in the calculation of the current paper. The second author thanks A. Gibson, who pointed out this error.
We will calculate the integral along C r in (3.4) . Putting w := z − πr √ −1, we have 
where −C is obtained from C by reversing the orientation. If we put
since B a,b,r is an even function and has no poles on C. So we have
since the integrand is an even function, where C is the part of C in the first quadrant. Putting z := abN w 2 /(2πr √ −1), we have
Finally we have
Next assume that πr √ −1 ∈ P. For simplicity we assume that r > 0. In this case we replace the contour C in the integral in (3.4) withČ r , whereČ r is obtained from C r by adding a small detour below the point πr √ −1 as in Figure 2 . Note that abr is an integer. As in (3.5), we have
whereČ is the same as C except for a small detour below the origin (Figure 3 ),Ĉ is obtained fromČ by a π-rotation around the origin (Figure 4) , −Ĉ is the same contour asĈ with reversed orientation, and D is a small circle with anticlockwise orientation around the origin. Now from the residue theorem, we have Next we calculate the integral alongČ. Since τ a,b,r w + πr √ −1 has a simple pole at 0, we can write
Therefore in particular the function B a,b (w) is continuous at w = 0, and so the pathČ in (3.9) can be replaced with C. Now (3.9 
Connected-sums
In this section we study connected-sums of copies of the figure-eight knot and torus knots. We prepare a couple of lemmas. Proof. This follows from the proof of the main result in [17] , which was suggested by A. Gibson.
So we have the following proposition that supports Conjecture 1.4. 
