1. Understanding and predicting phenology has become more important with ongoing climate change and has brought about great research efforts in the recent decades. The majority of studies examining spring phenology of insects have focussed on the effects of spring temperatures alone. 2. Here we use citizen-collected observation data to show that winter cold duration, in addition to spring temperature, can affect the spring emergence of butterflies. Using spatial mixed models, we disentangle the effects of climate variables and reveal impacts of both spring and winter conditions for five butterfly species that overwinter as pupae across the UK, with data from 1976 to 2013 and one butterfly species in Sweden, with data from 2001 to 2013. 3. Warmer springs lead to earlier emergence in all species and milder winters lead to statistically significant delays in three of the five investigated species. We also find that the delaying effect of winter warmth has become more pronounced in the last decade, during which time winter durations have become shorter. 4. For one of the studied species, Anthocharis cardamines (orange tip butterfly), we also make use of parameters determined from previous experiments on pupal development to model the spring phenology. Using daily temperatures in the UK and Sweden, we show that recent variation in spring temperature corresponds to 10-15 day changes in emergence time over UK and Sweden, whereas variation in winter duration corresponds to 20 days variation in the south of the UK versus only 3 days in the south of Sweden. 5. In summary, we show that short winters delay phenology. The effect is most prominent in areas with particularly mild winters, emphasising the importance of winter for the response of ectothermic animals to climate change. With climate change, these effects may become even stronger and apply also at higher latitudes.
Introduction
Predicting phenology of agricultural and forest pest species has been a major scientific interest for almost a century (Dunham 1938; Regniere 1990; Wang & Engel 1998; Gray 2009 ). With an increasing number of reports showing that climate change causes phenological changes in wild species (Walther et al. 2002; Parmesan & Yohe 2003) , predictions of phenology of these species has generated much scientific attention (Bale et al. 2002; Parmesan 2006; Cleland et al. 2007; Thuiller et al. 2008) . The phenological models of many species of economic importance within agriculture or forestry contain parameters for multiple life stages and often deliver accurate predictions (Fishman, Erez & Couvillon 1987; Regniere 1990; Gray 2009 ). These models show that phenological traits are controlled by several environmental variables, such as temperatures in different parts of the season. In spite of this, many studies that aim to predict future changes of the phenology of wild species use correlations with only spring temperature, estimated as an average temperature over one or several months (Roy et al. 2015) . Although this approach can reveal interesting patterns, it ignores potentially important effects of other variables on phenology, including effects of winter chilling. Indeed, it is possible for different environmental variables to have counteracting effects, which presents a challenge as there is a need to characterise the responses to each of the variables in order to make reliable predictions of phenological patterns over an extended temporal or spatial scale (Fitter et al. 1995; Cook, Wolkovich & Parmesan 2012; Bjorkman et al. 2015; Thackeray et al. 2016; Tansey, Hadfield & Phillimore 2017) .
In plants it is known that winter condition has an influence on phenology in the form of vernalisation and regulation of bud dormancy (Erez, Couvillon & Hendershott 1979; Porter & Gawith 1999; Polgar & Primack 2011) . Winter temperature and duration have been shown to have a contrasting effect compared to spring temperature on phenology of plants, through remote analysis (Yu, Luedeling & Xu 2010) , and there are statistical analyses of observation data from as early as in the 1990s (Fitter et al. 1995) as well as more recent work (Cook, Wolkovich & Parmesan 2012; Fu et al. 2015; Roberts et al. 2015) . Winter climate effects on plant phenology have also been investigated through experiments (Laube et al. 2014) . A recent study on arctic plants highlighted the importance of accounting for the contrasting effects of spring and winter climate when explaining phenological responses to climate warming (Bjorkman et al. 2015) . As a consequence, the recorded phenological change in relation to spring temperature may be reduced or overshadowed by the opposing effect of winter condition, so that species that have been reported as non-responders to climate change may instead display responses to both winter and spring condition, as reported for 18% of the investigated plant species by Cook, Wolkovich & Parmesan (2012) . As illustrated by these studies, there is a risk of drawing incorrect conclusions about the process responsible for temporal trends or spatial patterns in phenology if one ignores the effect of some environmental variables. For insects, winter effects have so far not been thoroughly explored in analyses of observation or monitoring data (but see Thackeray et al. 2016 ) although such effects have been experimentally demonstrated (Xiao et al. 2013; Chen et al. 2014; Posledovich et al. 2015; St alhandske et al. 2015) . Spring phenology of the orange tip butterfly, Anthocharis cardamines, and the greenveined white, Pieris napi, can depend both on spring conditions, where warmer springs speed up development St alhandske et al. 2014) , and on winter conditions, where milder winters lead to delayed hatching (Posledovich et al. 2015; St alhandske et al. 2015) . The observed phenology in these two butterfly species is therefore a result of at least two environmental factors, with contrasting effects of spring and winter warming.
In this study, we aim to analyse the impact of spring and winter climate on spring phenology (adult emergence) of five butterfly species, using citizen-collected data. We use spatial mixed models to examine the plastic relationship (i.e. a reaction norm) between phenology and two climate variables. We also model the spring phenology of one butterfly species (A. cardamines) using parameters from previous experimental work (St alhandske et al. 2014 (St alhandske et al. , 2015 . As part of this modelling, we include genetic effects as population differences and compare the relative importance of these to the plastic responses to the spring and winter climate. From our results we also estimate the relative impact of spring and winter conditions on the observed phenology and on the geographical pattern of phenology in the UK and Sweden.
Materials and methods
All statistical analyses were performed in R, version 3.2.4 (R Core Team 2016). Spatial mixed modelling was performed using the package spaMM (Rousset & Ferdy 2014 ) and Bayesian statistical model fitting was performed using the package Rstan (Stan Development Team 2014).
data description
Citizen-collected phenology data from the UK and Sweden were accessed from the UK butterfly monitoring scheme (UKBMS) and Artportalen (Swedish Species Observation System) respectively. The primary dataset consisted of UKBMS phenological data for the years 1976-2013 for A. cardamines (total observation n = 41 943), Callophrys rubi (green hairstreak, total observation n = 8662), Celastrina argiolus (holly blue, total observation n = 20 880), P. napi (green-veined white, total observation n = 92 934) and Pyrgus malvae (grizzled skipper, total observation n = 6886). In addition, observation data for Swedish A. cardamines (2001-2013) were obtained from Artportalen (total observation n = 8990). All species overwinter as pupae. The UK observation data are systematically recorded, by observations during weekly walks along a given route from 1 April until 29 September. All butterflies observed within fixed limits during this walk are recorded. The method of recording was first described in Pollard et al. (1975) . The Swedish citizen science collected data are based on volunteers recording their sightings without a systematic method. These data are generally of poorer quality and have smaller sample sizes, in particular for years before 2000, which is why we limited our analysis of these data to the period 2001-2013. The phenology data were combined with temperature data from E-OBS provided by the European Climate Assessment and Dataset (ECA&D) (Haylock et al. 2008) . The climate data (daily maximum and minimum temperatures) were used at a 0Á5 latitude by 0Á5 longitude degree grid resolution; this is therefore also the resolution at which we have performed all phenological analyses. Anthocharis cardamines, C. rubi and P. malvae are univoltine, and median flight day for a given year and grid combination was used as phenological indicator for these species. Celastrina argiolus and P. napi are bivoltine in the UK, and for these two species first recorded flight day was used as the phenological indicator. By doing so we handle the problem of splitting up the generations, as the first flight observation is very likely to belong to the first generation in the season. The final data were examined to make sure that no 'first observation' could have been from the second generation. For all species, we excluded phenological outliers that were likely to be the result of late observations in that given year-grid combination or early misidentifications. This was done by regressing the day of phenological indicator (either median or first observation, depending on the species) on linear and quadratic terms in latitude and longitude, and then removing observations with residuals that were outside the range of À40 to 30 days. The data used in the analyses are one phenological data point per grid cell and year combination. This resulted in final datasets: A. cardamines UK: n = 2128, SE: n = 1031, C. argiolus: n = 1103, C. rubi: n = 1104, P. malvae: n = 621 and P. napi: n = 2243. Phenology data are available upon request from UKBMS (UK, http://www.ukbms.org) and artportalen (Sweden, https://www.artportalen.se) and European climate data are freely available from the ECA&D webpage (http://www.ecad.eu). Script files for the data analyses, together with the data files, used in this manuscript can be accessed from data dryad (https://doi.org/ 10.5061/dryad.7pd51).
covariate of geographic location
Rather than using latitude as a covariate in our models, we created our own geographic covariate, the 'predicted first day of summer' across the UK and Sweden. The definition of the covariate is inspired by the terminology of the Swedish meteorological and hydrological institute, in effect combining latitude, longitude and altitude. We define the first day of summer as the first day of the year for which the average temperature of this day and the following 5 days exceeds 10°C. This climate-related index of geographic location was estimated from a model incorporating 10 years of temperature data (E-OBS) for each of the UK and Sweden. The model consisted of our defined first day of summer as the response, with linear and quadratic terms of centred latitude and longitude as continuous variables and year as a categorical variable. The estimated effects of the latitude and longitude variables, with the mean over the years as an intercept, then defined the index variable 'predicted first day of summer', which is illustrated in Fig. 1 .
winter cold duration
For each unit of observation (0Á5 9 0Á5 degree grid and year combination), the cold duration was estimated in chilling hours, expressed as the number of winter days, using the R package ChillR (Luedeling 2015) . The package uses latitude and daily minimum and maximum temperatures as input to estimate the number of hours spent between 7Á2°C and 0°C. The code of the package was modified to count all hours below 7Á2°C as having a chilling effect. Because the package uses the daylight hours and a function of maximum and minimum temperature to calculate the temperature it does not function when the sun is always below the horizon. Therefore, we only included observations from south of 65°N in Sweden. The 1031 observations of A. cardamines in Sweden used in the analyses are all below this latitude. The total amount of chilling hours was divided by 24 to give the total number of days below the chilling point. The cold duration was then calculated using E-OBS temperature data from 30 September the year before and ending at the 1 April the year of the phenological observation.
statistical analyses of effect of winter and spring conditions on phenology Spring condition varies substantially among years in the north and south of the UK as well as north and south of Sweden, but there is also substantial variation in winter duration for at least three of the four localities in focus for this paper (Fig. 2) . These localities are based on field sampling locations used in previous experimental studies (St alhandske et al. 2015) . For Fig. 2 , a 1Á5 by 1Á5 degree grid around the centre location was used to capture the variation in winter and spring climate, meaning each year provided nine data points (0Á5 degree grids) for each location. There is thus potential for examining whether there is a relation between winter cold duration and insect phenology at these localities. In order to identify the effects of climate variables on observed phenology, we used a spatial mixed model package in R (spaMM, Rousset & Ferdy 2014) . In this way, we can control for geographic correlations in the environmental variables in our analyses, thus avoiding spatial pseudoreplication, at the same time using the between-year variation to estimate a plastic reaction of phenology to winter duration and spring warmth. For the random effects, we used a Mat ern correlation model, as recommended in the documentation of the spaMM package. See Dormann et al. (2007) for a survey of approaches to account for spatial autocorrelation.
For the response variable, we used phenology measured as the median day of the year of observations in a grid rectangle (or, for bivoltine species, the first day). Spring temperature and winter cold duration were used as fixed-effect explanatory variables. We defined the spring temperature as the average temperature over a sliding period up to 120 days, starting from 110 days before and ending 10 days after an estimated time of appearance, expressed as a linear function of the covariate of geographic location (one reason for using this measure of spring warmth is that our phenological model for A. cardamines showed a rather good linear fit of phenological events to this covariate, as seen in Fig. S3 , Supporting Information). For winter cold duration, we used the variable defined above. The spatial mixed models were fitted using maximum likelihood. The R-code equation for our model was:
where y is the observed phenology, TgSW the mean spring temperature, z the cold duration in days and km_lon and km_lat distance in kilometres from the central location in the country. The same analyses using different statistical methods, such as partial least squares regression and jackknifing using the R package pls (Mevik, Wehrens & Liland 2015) , ridge regression (lm.ridge in package MASS), linear mixed model (lmer) as well as ordinary multiple regression (lm in R) all gave very similar estimates of effects sizes of variables as well as significances of effects. Though these statistical methods give similar estimates for the effect of the climate variables and their statistical significances, the time periods chosen to describe the spring and winter conditions, as well as years included in the analyses, can have a notable impact on the results. To illustrate this, we present additional analyses in the Appendix S1, in addition to the spatial mixed model analysis presented in the main text.
modelling phenology of A . C A R D A M I N E S
In order to provide a more detailed account of phenology and examine the relative impacts of spring and winter condition, we modelled phenology of A. cardamines. From a previous experimental study (St alhandske et al. 2014), we know that the postdiapause development of A. cardamines is not uniform. Instead, it has two phases and the rate of development as a function of temperature increases by almost fourfold from the first phase to the second, which is a ramping up of development (St alhandske et al. 2014; shown in Fig. S1 ). At a constant temperature, the developing pupae spend about 70% of the time in post-diapause development in the first phase. It is also in this phase that population as well as sex differences are apparent. From the experiment, we obtained parameters for reaction norms of developmental rate as a function of temperature in each of the two phases. We also used experimental data on the effects of winter cold duration on the spring phenology of A. cardamines (St alhandske et al. 2015) . In general, the time to hatching following introduction to warm conditions is inversely related to cold duration. For very short winters, A. cardamines pupae fail to hatch, and for winters longer than 120-150 days, there is a ceiling to the speeding up effect, such that spring phenology is mainly determined by spring temperatures (St alhandske et al. 2015, shown in Fig. S2 ). Using parameters estimated from these experiments, we fitted a model to predict the phenology of A. cardamines and compared its output with the citizen science data at hand. Briefly, the model consisted of the developmental rate as a function of temperature for each of the two phases of post-diapause development, where these rates were multiplied by a factor accounting for the effect of the winter cold duration (see supporting information for more details and Lon 14Á05 E). We extended the estimated parameters to the entire UK and Sweden by fitting a spline to our geographical covariate (predicted first day of summer) (black line in Fig. 6 ).
Our approach is thus to use the experimentally estimated effects of winter and spring temperatures, without attempting to fit these to field observations. However, we have taken into account the possibility that E-OBS data do not fully correspond to the temperatures experienced by pupae in the field. The microclimate of the pupae is likely to be warmer than the meteorologically defined air temperature, especially during the later part of spring. In general, microclimate effects can be strong and depend on many factors, including snow cover, aspect and weather (Bennett et al. 2015; Maclean et al. 2016) . There are currently no data to estimate microclimate effects for A. cardamines pupae in the field. We used a simplified approach to model a microclimate warming effect that was added to the E-OBS daily maximum temperature. We assumed a warming effect on the daily maximum temperature that increased linearly from 0°C on day 1 of the year (1 January) to a model fitted temperature at day 150 of the year (30 May for non-leap years) for each of the three localities with experimental data, and extended to each grid point by fitting a spline, just as for the experimentally estimated parameters. This warming effect was fitted to the observed emergence data, while using the experimentally estimated parameters for pupal developmental rate. The fitting was performed with the RStan implementation of the Stan software for Bayesian MCMC modelling (Stan Development Team 2014) . Details of the implementation of the statistical model are given in Appendix S1, and the parameters of the model fitting are shown in Table S1 .
In order to investigate the relative impact of variation in temperature during a spring month and variation in winter duration, we manipulated these environmental inputs to our fitted models at two localities, southern UK and southern Sweden. For spring temperature, the observed standard deviation of the mean over a period roughly corresponding to pupal development in the field was used to give a scale for the manipulation. We used E-OBS data from day 61 to day 125 in the UK and day 76 to 140 in Sweden, over the years 2001-2013 and for the specific 0Á5 by 0Á5 degree grid cells of the localities. We added or subtracted either one or two of these standard deviation units to the maximum and minimum temperatures during one of the months March, April and May of the E-OBS series for the year 2009. In a similar manner, one or two standard deviation units of winter duration was added or subtracted to the observed duration for the year 2009.
analyses of local adaptation in
Experimental work using common garden settings (St alhandske et al. 2014 (St alhandske et al. , 2015 strongly suggests that there are genetic differences among populations within the UK and Sweden in their phenological responses to spring temperature as well as to cold duration. As mentioned above, we modelled phenology with population specific parameters for post-winter pupal development and cold duration effects for the six populations investigated in the previous experimental studies. In order to investigate the influence of the genetic differences on the citizen-collected phenology data, we also used country-wide averages for all the developmental parameters to predict median emergence times. The two versions (with population differences and without population differences) were then compared using a paired t-test of the squared deviation of the observed from each of the two predicted times of emergence. In this way we could estimate the effects on time of emergence of genetic differences among populations.
Though our aim in this study was to investigate the plastic response to spring temperature and winter duration, we show that ignoring additional variables (here winter duration) can lead to incorrect interpretation of population structure, as has been done in Phillimore et al. (2012) and Roy et al. (2015) . The aim of these two analyses was to investigate population structure of the butterflies using a statistical method based on quantitative genetics. It investigates the variance and covariance of a focal trait in relation to a focal environmental variable, in the case here phenology in relation to spring temperature. The output of the analysis gives estimates within (among year) and between (across space) population relationships between temperature and phenology. The among year slope shows the plastic relationship between temperature and phenology, whereas the across space relationship also includes variation due to local adaptation. This approach will work if there are no additional environmental variables, such as winter duration, that vary, e.g. from south to north and influence phenology, as discussed in Tansey, Hadfield & Phillimore (2017) . To illustrate this approach, we have applied the Bayesian method used by Phillimore et al. (2012) and Roy et al. (2015) , but extended to include winter cold duration as a variable and ran the model as a trivariate analysis with winter duration, spring temperature and butterfly phenology as response variables. We used a similar method to Phillimore et al. (2012) where the variance and covariance between phenology and two temperature variables for each random effect was used to infer partial slope estimates (i.e. the slope of phenology on spring temperature and the slope of phenology on winter duration for each random effect). The method requires that data are aggregated into a larger geographic grid, roughly corresponding to populations. We used a 1Á5°Lat by 2°Lon grid (equalling 167 km by 142 km at 52°Lat and 0°Lon) and year as random effects. The mcmc sampling was run for 200 000 iterations with a 50 000 burn-in and a thinning interval of 150, using the R package MCMCglmm (Hadfield 2010) .
Results

effect of cold duration and spring temperatures on spring phenology
For the period 1976-2013 in the UK, cold duration had a statistically significant effect of advancing the phenology of A. cardamines, C. rubi and P. napi (Table 1) . For the other two species, C. argiolus and P. malvae, cold duration had a non-significant tendency to advance the phenology (Table 1) . For A. cardamines in the UK, the median flight advanced by 1 day for each 10 days of cold duration, as can be seen from Table 1 and Fig. 3 . The corresponding effect for P. napi in the UK was an advancement of flight by 1 day for each fortnight of cold. Spring temperatures had a statistically significant effect on the observed day of adult emergence in all five investigated species (Table 1) , with the temperature around 10 days to a month before observed flight having the strongest effect for A. cardamines, C. argiolus and P. napi (Tables S2 and S3 ). For C. rubi and P. malvae the temperature 30-50 days before the phenology observation had the strongest impact (Table S3) . Examining the more recent period of 2001-2013, advancing effects of cold duration were present and statistically significant for all species but C. argiolus (Table S4 ). It should be noted that the estimates from spatial mixed models of the effect of cold duration to some extent depend on how the variables describing spring temperatures were chosen, as can be seen by comparing the results in Table 1 with Tables S3  and S4 .
modelling phenology of A . C A R D A M I N E S
As a function of our geographic covariate (predicted first day of summer; Fig. 1 ), the phenological model with experimentally estimated parameters produced similar mean phenology as the observed flight times, with deviations from the mean of up to AE30 days (Fig. 4) . By comparing the variation in the model predicted data to within-population variation in an experimental setting, we can get an idea of the model fit. The standard deviation of the difference between observed and predicted phenology was 8Á75 days for the UK and 10Á32 days for Sweden (Fig. 4, Table S1 ). As a comparison, the variation in the time to hatching among pupae of A. cardamines, kept in constant 11°C in the laboratory (St alhandske et al. 2014), had standard deviations of 4Á19 days for the UK and 4Á71 for Sweden, which is about half the size of the standard deviation seen in Fig. 4 . The model gives an expected day of emergence for each grid cell and year, 
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Cold duration and there are reasons why the variation seen in Fig. 4 might be either smaller or greater than that measured in the laboratory. The observed day of emergence for a grid cell in our data is the median of the corresponding citizen science records, which would tend to reduce random variation, whereas random variation in microclimate in the field might increase the variation, and the latter is then the likely explanation for much of the variation in Fig. 4 . Using the phenological model, we can estimate the relative importance of variation in spring temperature and winter duration for spring phenology (effect sizes in Table S5 ). Figure 5 shows the model predicted effects of natural-scale variation in spring temperature and winter duration (see methods section for details of the approach), for southern UK and Sweden. Spring temperature variation had similar effects in the two localities, shifting the emergence around 10-15 days over AE2 standard deviation unit change in April temperatures (Fig. 5) . Variation in winter duration had a marked impact on predicted emergence in the south of the UK (around 20 days over AE2 standard deviation units), but not in the south of Sweden (around 3 days over AE2 standard deviations) (Fig. 5) . The winters in the south of Sweden are long enough that the threshold duration is reached and pupal development is not slowed down. The present year-to-year variation in spring and winter conditions may cause large variation in phenology, but the winter and spring climates have also changed over time (Fig. S4) . For instance, in the southern UK location, there was a decrease of winter duration by about 10 days from 1951 to 2014 (Fig. S4a) , which is statistically significant (F 1,376 = 64Á1, P < 0Á001). Similarly, spring temperature increased by over 1°C (Fig. S4b) , which is also statistically significant (F 1,376 = 57Á6, P < 0Á001).
analyses of local adaptation
A paired t-test comparing squared deviations (observed minus model predicted emergence), between a model with A. cardamines population differences and a model without population differences, showed that the model that accounted for local adaptation produced smaller squared deviations for both the UK (t 1114 = À3Á74, P < 0Á001) and Sweden (t 1030 = À2Á47, P = 0Á014). The difference, between models without and with local adaptation, in mean absolute deviation was 2Á12 days in the UK and 1Á55 days in Sweden. The difference in model predictions varied geographically across the countries with the model including population parameters predicting flight days up to over 4 days later in central UK and southern Sweden compared to the model without population differences (Fig. S5) . These effects of genetic differences on the time of emergence are smaller in magnitude than the effects of variation in winter duration in the southern UK shown in Fig. 5 , where one standard deviation change in winter duration leads to a 5-day change in predicted emergence.
geographical pattern of phenology
The slowing-down of development for short cold durations can give rise to a geographical pattern with slower development in regions with shorter winters, which would mainly apply to the southern parts of the UK but may also apply to higher latitudes (Fig. 6) . Based on our phenological model, the overall geographic trend in the UK corresponds to countergradient variation, with a lower rate of development at a given temperature in the south than in the north (red regression line in Fig. 6a ). This geographic trend results from the shorter winters delaying phenology in the south. Note that the nonlinear shape of the long winter prediction (black line in Fig. 6a ), is the result of our experimental data that were used to parameterise the model. The central UK locality (Cambridge) turned out to have slower pupal development as a function of temperature than the southern and northern localities. In Sweden, the pattern corresponds to co-gradient variation, as has been found experimentally St alhandske et al. 2014) . It should be noted that these lines are based on developmental parameters from three populations for each country for which we had experimental data. Our estimation of population differences across the two countries is therefore limited by the relatively few populations we used in the previous studies (St alhandske et al. 2014 (St alhandske et al. , 2015 . Applying the approach used by Phillimore et al. (2012) and Roy et al. (2015) to our UK data for the period 1976-2013, we detected a statistically significant countergradient variation in the UK for A. cardamines, with a steeper among year slope of phenology against average spring temperature (over 120 days) than between-population (over space) slope (Table S6) , which is similar to what has previously been found by Phillimore et al. (2012) and Roy et al. (2015) . This MCMCglmm approach can be extended to include winter cold duration as an environmental variable. We found comparable sizes of the effect of winter cold duration with this approach as using spatial mixed models {compare Table 1 [À8Á37 (À8Á77, À7Á96)] with the within-population effects in Table S6 [À7Á33 (À9Á04, À6Á30)]}, but the confidence intervals from the analyses with MCMCglmm were considerable wider, such that none of the effects of winter cold duration were statistically significant (Table S6) .
Discussion
We have shown that winter and spring conditions can influence the spring phenology of pupal-overwintering butterflies in a contrasting manner. Short winters delayed phenology in three of five species while a warm spring speeded phenology up in all five species. A mechanistic model, parameterised by laboratory estimates of thermal reaction norms of pupal developmental rates, and fitted to observational data from both the UK and Sweden, confirmed the effect of winter duration on phenology in one of the species, A. cardamines. Moreover, this model suggested that geographic variation in spring phenology in the UK of this species is likely to be an effect of plasticity on phenology in relation to winter effects rather than of local adaptation in thermal reaction norms of spring development. Our results also highlight that by neglecting the effect of winter duration one can draw incorrect conclusions about phenological responses to climate change.
Phenology is likely controlled by several factors, and temperature throughout the year can have varying impacts on phenology (Briscoe et al. 2012; Cook, Wolkovich & Parmesan 2012; Thackeray et al. 2016) . As it is not clear in advance which climatic factors are most influential, as many as possible should be studied. Otherwise, there is a risk of omitting important variables and drawing misleading conclusions about causal relationships between phenology and environmental variables. When only spring temperatures were included in the model, the spatial variation of A. cardamines phenology across the UK appeared as a countergradient geographical pattern, with warmer springs in the south failing to generate the phenological advance expected from the average effects of spring warming measured across years at single sites (Phillimore et al. 2012 , Roy et al. 2015 . This pattern was suggested to be caused by genetically determined geographical variation in response to spring temperatures. However, as we show here, when analysed in the light of contrasting effects of cold duration and spring temperature on phenology of A. cardamines, this same geographic pattern is not necessarily countergradient, and can be attributed principally to effects of shorter winters in the south (Fig. 6 ) rather than to local adaptation of the insects to spring temperatures. Interestingly, in the species where we found a statistically significant effect of winter chilling (A. cardamines, P. napi and C. rubi; Table 1), Roy et al. (2015) found statistically significant countergradient variation (Table 1 in Roy et al. 2015) . Also, we found no statistically significant effect of winter duration on C. argiolus or P. malvae phenology, and Roy et al. (2015) found no statistically significant countergradient variation for these species. This illustrates a potential problem of analyses that examine the correlation of a trait in relation to just one environmental variable using observational data, as uncontrolled and additional variables that are ignored may have important effects. It must, however, be noted that some discrepancy between Roy et al. (2015) and the results of this study can be expected as the time windows are defined differently. The time window in our study is estimated relative to the phenological event itself, whereas Roy et al. (2015) used 3-month periods that have notable impact on the phenology. By analysing phenology in a regression across years, we are focussing on the plastic effect of spring and winter climate on phenology and as such make an assumption that these are the major forces affecting phenology in comparison to genetic differences among populations. Our mechanistic model of A. cardamines phenology supports this assumption. The estimates of the effects of winter duration in observation data were stable using various methods (lm, lmer, pls, spaMM) but more sensitive to how the time periods for average spring temperatures were chosen. By splitting the spring time up into 20-day time periods (Table S2) , we found that the temperature 10-30 days prior to emergence was most important for A. cardamines, C. argiolus and P. napi and 30-50 days prior for C. rubi and P. malvae (Table S3 ). For the effect of winter duration, comparing Tables 1 and S3 , there is some disagreement, for instance for P. napi. The results also depend somewhat on the years chosen for analysis. For instance, focussing on roughly the last decade (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) , there is a statistically significant delaying effect of short winter cold durations for all species but C. argiolus (Table S4 ). An interesting possibility is that the effects of shorter winters have become more pronounced in recent years, as a consequence of climate warming.
Using parameters from previous experimental studies, we modelled the phenology of A. cardamines in both the UK and Sweden and managed to get good fit to observation data (Fig. 4) . Using the model to examine the effects of winter and spring conditions on phenology also allowed us to estimate that the normal variation in cold duration had a larger impact on the phenology of A. cardamines flight in the south of the UK compared to spring temperature (Fig. 5a,c) , whereas the opposite was found in the south of Sweden (Fig. 5b,d ). The relative importance of winter and spring conditions is likely to differ geographically. From previous experimental studies, we know that there is local adaptation in the A. cardamines phenology, both in how spring condition and winter duration affects flight time (Posledovich et al. , 2015 St alhandske et al. 2015) . Our quantification of these effects suggests that the impact of environmental variation in spring and winter conditions is substantially larger than the effect of the genetic differences. Variation on the order of one standard deviation in winter duration in southern UK resulted in more than twice the difference in flight times compared to the effects of genetic differences between local populations in the UK (Figs. 5 and S5 ).
Our findings are relevant for any prediction of phenology of animals and plants in temperate regions in relation to climate change, as we have shown that the effects of winter and spring warmth are contrasting. In terms of climate change, for the variables and locations we have studied here, spring temperatures have increased and winters have become shorter since 1950s, illustrated for the south of the UK in Fig. S4 . In Europe, winter is the season that is predicted to change most with climate change, with the greatest change in the northern regions of Europe (Vautard et al. 2014) . The impact of winter condition on phenology is likely to have an increasing impact in the future and become of importance in regions further north. A similar contrasting influence of spring temperatures and winter conditions has been studied over a period of 21 years in Canadian Artic plants (Bjorkman et al. 2015) , where it was shown that the plants have not changed their phenology as much as expected from spring warming because of a contrasting effect of winter conditions, mainly increased precipitation and thereby delayed snowmelt.
In summary, we have shown that the relative importance of spring temperature and cold duration on spring phenology varies among species and among locations within species ranges, demonstrating notable effects of cold duration in three of five butterfly species. Short winters and warm springs counteract each other causing a complex geographical pattern of phenology across the UK and to some extent Sweden. In line with other studies (Bjorkman et al. 2015) , our results demonstrate that changes in winter condition should be taken into account in attempts to predict the phenology of animals and plants with climate change. In addition, we show that identification of multiple environmental effectors on phenology and their responses require long time series of data, making ongoing citizen science schemes extremely valuable.
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