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REAL MODELS FOR THE FRAMED LITTLE n-DISKS OPERADS
ANTON KHOROSHKIN AND THOMAS WILLWACHER
Abstract. We study the action of the orthogonal group on the little n-disks operads. As an application we provide small
models (over the reals) for the framed little n-disks operads. It follows in particular that the framed little n-disks operads
are formal (over the reals) for n even and coformal for all n.
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1. Introduction
The framed little n-disks operads Dfrn are operads of embeddings of “small” n-dimensional disks in the n-
dimensional unit disk. These operads are of fundamental importance in algebraic topology and homological
algebra. In particular, in recent years they saw a surging interest due to applications in the manifold calculus of
Goodwillie-Weiss [13, 14], and, relatedly, in the study of factorization algebras in homotopy theory [1].
Surprisingly, the rational homotopy type of the operads Dfrn is currently not understood very well. This is in
sharp contrast to the rational homotopy type of the non-framed sub-operads Dn ⊂ Dfrn , which is well understood
due to work of Kontsevich [21], Tamarkin (for n = 2) [33], Lambrechts-Volic´ [25] and Fresse-Willwacher [9].
Furthermore, it is known that the operad Dfr
2
is rationally formal [29, 12]. The goal of this paper is to study the
real homotopy type of the topological operads Dfrn for n ≥ 3.
To this end we will study the real homotopy type of the the action of the orthogonal groups on the operads Dn,
from which the framed version may be deduced. Generally, we show that the real homotopy type of the O(n)-
action on Dn is described by a certain Maurer-Cartan element in the Kontsevich graph complex (dg Lie algebra)
with coefficients in the cohomology H(BSO(n))
m ∈ (GCn⊗ˆH(BSO(n)))Z2 ,
where Z2 should be thought of as π0(O(n)). We derive explicit integral formulas for the element m, and provide a
model for the O(n)-framed little disks operads depending (only) on m. By a version of equivariant localization we
can compute the gauge equivalence type of m, and hence produce explicit combinatorial models for the framed
little disks operads. The following results can be read off from the models.
The research of A.Kh. is supported by the grant RSF-DFG 16-41-01013. A.Kh. is a Young Russian Mathematics award winner and would
like to thank its sponsors and jury.
T.W. acknowledges partial support by the Swiss National Science Foundation (grant 200021 150012 and the SwissMap NCCR). This work
has been partially funded by the European Research Council, ERC StG 678156–GRAPHCPX.
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Theorem 1.1. Let n ≥ 2. The O(n)-framed and SO(n)-framed little n-disks operads are formal over R if n is even,
in the sense that the homotopy dg Hopf cooperads of differential forms on these operads can be connected to their
cohomologies by zigzags of quasi-isomorphisms.
The case n = 2 is well known and has been shown in [29, 12].
For n odd the situation is more complicated as the following result shows.
Theorem 1.2. The operads of real chains of the SO(n)-framed little n-disks operads are not formal for n ≥ 3 odd.
While this work was under preparation, the case n ≥ 5 has also been shown in [28] by an explicit obstruction
computation.
To describe our explicit model for Dfrn for odd n we need some more notation. Let us sketch here the construc-
tion, leaving a more careful discussion to the forthcoming sections.
Theorem 1.3. For n ≥ 3 odd the Maurer-Cartan element m ∈ (GCn⊗ˆH(BSO(n)))Z2 governing the action of O(n)
on Dn has, up to gauge equivalence, the following explicit form:
(1)
∑
j≥1
p
j
2n−2
4 j
1
2(2 j + 1)!
(2 j + 1 edges)···
with p2n−2 ∈ H(BSO(n)) the top Pontryagin class.
Now the graph complex GCn is a dg Lie algebra acting on a dg Hopf cooperad model
∗Graphsn of Dn. The
Maurer-Cartan element m above hence directly encodes a homotopy co-action of the Hopf algebra H•(SO(n)) on
the dg Hopf cooperad ∗Graphsn, given by an explicit combinatorial formula. We may replace H
•(SO(n)) by a
slightly larger quasi-isomorphic dg Hopf algebra A which lifts this homotopy action to an honest action. Then our
dg Hopf cooperad model for Dfrn has the form of a framing (or semi-direct) product
∗Graphsn ◦ A.
As a corollary one can deduce the following result.
Theorem 1.4. The operads Dfrn are coformal over R for all n ≥ 2.
The explicit minimal (Quillen) graded Lie algebra model of Dfrn is constructed in section 9.4 below.
Overview and structure of the paper. The paper is roughly divided into two parts. In the first part (sections
2-5) we discuss generalities of group actions on operads, and in particular outline a theory of homotopy operads
following [25], elements of which we use to define the notion of real model for a topological operad.
The main technical goal of the first part is to show the following statement: Suppose we are given a topological
operad T with a group action of a compact Lie group G. We may form the G-framed operad T ◦ G, which is
again a topological operad. The goal is then (roughly) to show that a real model for T ◦G can be computed from
knowledge of the homotopy type of the G-equivariant differential forms ΩG(T ). Ignoring certain technicalities,
this goes as follows, at least for connected G. The G-equivariant differential forms ΩG(T ) are a sequence of dg
commutative algebras and come equipped with a map from H(BG). Furthermore, from the operad structure on
T they inherit a (homotopy) cooperad structure over the ground ring H(BG). Now, the equivariant forms on a
G-space X model the homotopy quotient X //G, and from this homotopy quotient the original G-space may be
recovered as a homotopy pullback
X EG
X//G BG
.
Dually, the real model for the G-space may be given as a pushout. More concretely, the Koszul complex K =
H(G)⊗ H(BG) (with a natural differential) is a Hopf comodule over H(G) and a model for EG. A model for T as
an operad in G-spaces may then be computed as
B := K ⊗H(BG) A,
where A is quasi-isomorphic to ΩG(T ). The model B is a cooperad in dg Hopf H(G)-comodules. Finally, the
(or rather one) desired real (dg Hopf operad-)model for the topological operad T ◦ G may then obtained by an
algebraic version of the framing construction
B ◦ H(G).
Let us however warn the reader that there are various technical problems that partially require comparatively
elaborate workarounds, and hence the first part of the paper is not quite as straightforward as one might expect
from the above exposition.
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In the second part of this paper (sections 6-8) we specialize to the little disks operads T = Dn, with an action
of G = SO(n) or G = O(n). The goal of the second part is to construct a model A for the equivariant forms on
Dn. (Concretely, the A will appear below as A =
∗Graphsn ⊗ H(BG).) This should be seen as the main novel
contribution of the present paper.
Finally, in section 9 we plug this model A into the general machinery of the first part, to obtain our desired real
models for the framed little disks operads. Our formality and coformality claims are then easily verified, given the
explicit combinatorial models.
The appendix contains a few auxiliary technical results, computations and “side stories” that might be of interest
to the reader.
We emphasize that our discussion of the framed little disks operads can be considered somewhat ad hoc, in that
we only provide quasi-isomorphic models for the homotopy dg Hopf cooperad of differential forms on them. A
full understanding of the real homotopy type would also require the development of a rational or real homotopy
theory for operads, for example by providing suitable Quillen adjunctions between the categories of topological
operads and that of homotopy dg Hopf cooperads. For operads with contractible spaces of unary operations such
a program has been realized in [8]. However, the treatment there is not directly applicable here since the spaces of
unary operations in the framed little disks operads are not contractible.
Acknowledgements. We are very grateful for discussions with Benoit Fresse and Victor Turchin. Victor Turchin
in particular contributed to parts of section 8.
2. Basic notation
2.1. Homotopy theory. In this paper we will do homotopy theory mostly in the (∞, 1)-categorical setting. Con-
cretely, we will work with homotopical categories instead of full model categories, cf. [30].
Definition 2.1. A homotopical category is a category C together with a class of distinguished morphismsW (the
weak equivalences) such that the 2-out-of-6 property holds: If f , g, h are three composable morphisms such that
h ◦ g ∈ W and g ◦ f ∈ W then f , g, h, h ◦ g ◦ f ∈ W.
A homotopical functor between homotopical categories is a functor which preserves the class of weak equiva-
lences.
One may define the homotopy category and the simplicial localization for homotopical categories [30, 5, 6].
For many of the categories we treat the homotopical structure will come from a closed model structure. However,
we will not work in the model categorial framework. The main reason is that for dg Hopf cooperads with arbitrary
operations of arities ≤ 1 the model structure has not yet been constructed (cf. [8] for the case without such
operations), and we do not attempt to fill this gap in the theory here.
2.2. Vector spaces, complexes, dgcas. We generally work over the ground field K of characteristic zero. Our
algebraic constructions work for K = Q. To show the main results we will however use transcendental methods
(integrals) and eventually restrict to K = R.
As usual, we abbreviate the phrase differential graded by dg. We denote the category of unbounded, cochain
graded dg vector spaces by dgVect. We equip it with the standard homotopical structure, i.e., the class of weak
equivalences are the quasi-isomorphisms. We also introduce the category ̂dgVect of filtered complete dg vector
spaces as follows:
• Objects of ̂dgVect are dg vector spaces V equipped with a descending complete filtration
V = F 1V ⊃ F 2V ⊃ F 3V ⊃ · · · .
such that the associated spectral sequence abuts on the first page, i.e., H(grV)  H(V). In particular, V is
quasi-isomorphic to its associated graded.1
• Morphisms in ̂dgVect are morphisms of filtered dg vector spaces.
• We equip ̂dgVect with the structure of a homotopical category by declaring the weak equivalences to be
the quasi-isomorphisms.
• We define a monoidal structure on ̂dgVect by the completed tensor product. Concretely, for V,W in
̂dgVect, the ordinary tensor product V ⊗W comes with a filtration such that
F k(V ⊗W) =
∑
p+q=k
F pV ⊗ F qW,
1This assumption is inconvenient in many practical situations, and one could relax the condition such that it is only required that the
spectral sequence abuts at a finite page. However, as it stands the condition makes statements and proofs easier, and will be satisfied in our
examples.
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and we define the completed tensor product to be the completion
V⊗ˆW = lim
←
V ⊗W/F k(V ⊗W).
The completed tensor product preserves weak equivalences, i.e., it is a homotopical bifunctor. (This
statement uses the assumption about the associated graded above.)
We shall denote by Dgca the category of dg commutative algebras, with quasi-isomorphisms as weak equiva-
lences. Similarly to the category ̂dgVect of filtered complete vector spaces above, we define the category D̂gca of
filtered complete dg commutative algebras. Concretely, objects of D̂gca are dg commutative algebras equipped
with a descending complete filtration
A = F 1A ⊃ F 2A ⊃ F 3A ⊃ · · ·
of algebras, such that the underlying filtered vector space A is an object of ̂dgVect. The tensor product is defined
on D̂gca by inheriting the (completed) tensor product from ̂dgVect. Note that we merely require that each F pA is a
subalgebra, and not necessarily that (F pA)(F qA) ⊂ F p+qA. In other words, objects of D̂gca are filtered algebras,
not algebras in filtered vector spaces.
For a dg vector space V we will denote its cohomology by H(V). For X a topological space we will denote the
cohomology by H(X) or H•(X), and the homology by H•(X).
2.3. Monoidal structures. For us the term monoidal functor shall always mean strong monoidal functor. On the
other hand, a lax monoidal functor F : C → D is a functor between monoidal categories together with a morphism
1D → F(1C) and a natural transformation
(2) F(−) ⊗D F(−)⇒ F(− ⊗C −),
satisfying natural coherence relations. We say that F is oplax monoidal if the functor Fop : Cop → Dop is lax
monoidal, i.e., the arrow (2) above points in the opposite direction. Now suppose that C and D are homotopical
categories such that the monoidal products are homotopical functors. Then we call call a lax monoidal homotopical
functor F as above a homotopically monoidal functor if (2) is a weak equivalence, and similarly we define the
notion of homotopically comonoidal functor for an oplax monoidal F.
If F is a contravariant functor, we say that F is (lax or oplax) monoidal if the functor F : Cop → D is. In
particular, we use the convention that for a lax monoidal functor we always have a natural transformation as in
(2), without reversing arrows in the target category. (This might not be the standard convention, but seems more
natural to the authors.)
2.4. Simplicial sets, spaces and rational (and real) models. We denote by Top the category of topological
spaces of finite real cohomological type. In other words we require throughout that all our spaces have finite di-
mensional real cohomology in each degree. We equip the category Top with a homotopical structure by declaring
the weak equivalences to be the weak homotopy equivalences. The symmetric monoidal structure on Top is given
by the cartesian product as usual. Similarly, we equip the category of simplicial sets sSet with the standard homo-
topical structure such that the weak homotopy equivalences are the weak equivalences, and consider it symmetric
monoidal with the cartesian product. In general we denote the category of simplicial objects in a categoryC by sC,
and dually cosimplical objects by cC. Of particular importance is the cosimplicial space formed by the simplices
∆• ∈ ob(cTop).
One has the the following functors
Top sSet Dgcaop.
HomTop(∆
• ,−)
|−|
HomsSet(−,Ωpoly(∆•))
HomDgca(Res(−),Ωpoly(∆•))
where Ωpoly(∆
•) is the simplicial dgca of polynomial differential forms on simplices.
We define a dgca model for a space X to be an object of Dgca weakly equivalent to the dgca
ΩPL(X) := Hom
sSet
(Hom
Top
(∆•, X),Ωpoly(∆•)).
The functorΩPL is homotopically (symmetric) monoidal, i.e., we have a weak equivalence of functors
ΩPL(−) ⊗ΩPL(−)→ ΩPL(− × −).
Remark 2.2. Below we shall work with two subcategories of Top, namely manifolds and semi-algebraic mani-
folds. In these cases (and restricting to K = R) the functorΩPL may be replaced by the weakly equivalent functors
Ω(−) (smooth forms), or respectivelyΩPA (PA forms, cf. [16]). Both of these functors share the same monoidality
properties.
Remark 2.3. Note that we apply our notion of dgca model also to non-simply connected X. This is a “naive”
notion of model, the standard (in some respects better) notion would be a dgca model for the universal cover X˜,
together with a (homotopy) action of π1(X) on this model.
We shall use the following result, which can be subsumed under the slogan ”the model of the pullback is the
pushout of the models”.
Theorem 2.4 ([7, Proposition 15.8], cf. also [17, Theorem 2.4] ). Consider the pullback diagram
E ×B X E
X B
with E → B a Serre fibration with fiber F, X and B simply connected and E path connected. Suppose further that
B or F is of finite rational type. Then the homotopy pushout A
ΩPL(B) ΩPL(E)
ΩPL(X) A
is a dgca model for E ×B X.
Remark 2.5. The simple connectivity assumption on B can in general not be dropped, for example consider the
following case relevant for us: X = Z2//Z2 = ∗, B = BZ2, E = EZ2. The fibration E → B is the obvious one. We
have the following pullback diagram
Z2 EZ2
∗ BZ2.
On the other hand the homotopy pushout
K  ΩPL(B) K  ΩPL(E)
K  ΩPL(X) A
is A = K. (Not K2 as it ”should be”.) The example also shows that for a non-connected groupG acting on a space
Y the rational model of the homotopy quotient Y //G does not encode a rational model for Y with G-action. That
is why we will have to treat specially the equivariant cohomology for non-connectedG.
2.5. Our convention regarding “Hopf”. It has become more or less standard in the operadic community to call
a cooperad in the category Dgca a Hopf cooperad. Dually, one also calls an operad in cocommutative coalgebras
a Hopf operad. More generally, a (something)-object in Dgca is often called a “Hopf-(something)”. In this paper
we shall follow this naming pattern. There is a certain notational conflict present, since a “Hopf algebra” is, in
the standard sense, not necessarily cocommutative or commutative. Fortunately, in this paper all occurring Hopf
algebras are commutative, and we shall adopt the notation “Hopf coalgebra” for such objects, which is a coalgebra
object in Dgca. Mind that we ignore throughout the presence of an antipode.
2.6. Semi algebraic sets and PA forms. Following [21] and [25] we will study the real homotopy type of the
(framed or unframed) little cubes operads by considering the dgca of PA forms on (a version of) this operad. The
construction of the dgca of PA forms ΩPA(X) on a semi-algebraic set X was sketched in the appendix of [24], and
worked out in detail in [16]. For the purposes of this paper, we will use the following properties of PA forms
shown in [16].
• The functor ΩPA is a contravariant, homotopically monoidal functor from the category of semi-algebraic
sets to the category of dgcas.
• It is weakly equivalent to Sullivan’s functor ΩPL.
• There is a dg subalgebra Ωmin(X) ⊂ ΩPA(X) containing the semi-algebraic functions, and for π : X → Y
an SA bundle (see [16]) there there is a push-forward (“fiber integral”) operation
π∗ : Ωmin(X)→ ΩPA(Y)
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satisfying the Stokes Theorem. We shall also denote the pushforward with a “fiber integral” sign π∗ =
∫
f
if no confusion arises.
We note in particular that the forgetful maps π : FMm(r + s) → FMn(r) of the Fulton-MacPherson
compactification of the configuration spaces of points satisfy the hypothesis, and hence give rise to push-
forward operations.
We shall treat the functor ΩPA mostly as a “blackbox”, using only the above formal properties, and refer the
reader to loc. cit. for more information on the construction of ΩPA.
A foreword for sections 3-5. In sections 3-5 we will outline some elements of (rational or real) homotopy theory
for operads inG-spaces. We want to emphasize however, that our sole goal in the constructions below is to provide
a rigorous version of the statement (Theorem 5.5) that from a model for the equivariant forms on an operad in
G-spaces T one can recover a dg Hopf cooperad model for the framed operad T ◦G. Although no expert would
probably doubt that statement, it is more or less impossible to extract from the existing literature, at least to our
knowledge. It should hence be kept in mind that sections 3-5 are not an adequate treatment of the homotopy theory
of operads (in G-spaces, and/or possibly with operations in arity 1). Important questions like the equivalence of
(∞, 1)-categories or recoverability of (the rationalization of) an operad from its model remain unanswered and
will be left for a more thorough treatment elsewhere.
3. Homotopy (co)operads, W construction, and dgca models for operads
3.1. Motivation. One of the main problems for the algebraic models of topological operads is that the all known
functors Ω : Top → Dgca (including de Rham differential forms, Sullivan PL forms ΩPL and semialgebraic
forms ΩPA) which construct a dgca model for a space have the wrong monoidality properties, in that they are
lax monoidal rather than oplax monoidal. In particular, the collection of dgcas ΩP(n) associated to a topological
operad P does not form a cooperad; instead of a cocomposition one (only) has the following zigzag:
Ω(P(n + m − 1)) Ω(P(n) × P(m)) Ω(P(n)) ⊗ Ω(P(m))Ω(◦i) ∼
In order to go around this defect we will introduce an intermediate category of homotopy (co)operads with a
functor W to the category of ordinary (co)operads, in completed dg vector spaces. In the most relevant example,
we hence have the following functors
Operads in Top Homotopy Cooperads in Dgca complete Cooperads in Dgca.
Ω W
The composition of these functors can be understood as a version of differential forms on the Boardman-Vogt
W-construction ([3], see also [2]) of a topological operad.
3.2. Homotopy operads and cooperads. Let P be an operad in a symmetric monoidal categoryC. If F : C → D
is a lax symmetric monoidal functor into another symmetric monoidal categoryD, then F(P) is naturally an operad
inD. Similarly, if G : Cop → D is an oplax symmetric monoidal functor, then G(P) is a cooperad in D.
However, if F : C → D is oplax monoidal (or respectivelyG lax monoidal) then F(P) is not a priori an operad
(and G(P) not naturally a cooperad). One can however go around this “defect” by introducing a notion of homo-
topy operad, as proposed by Lambrechts and Volic´ [25, section 3] as follows. Let Tree be the symmetric monoidal
category whose objects are forests of rooted trees, and whose morphisms are generated by (i) isomorphisms of
forests of trees, (ii) edge contractions and (iii) cutting of an internal edge, thus splitting a tree into two. The
monoidal product is the disjoint union of trees.
Definition 3.1 (variant of [25]). Let C be a homotopical category with monoidal structure such that the product
⊗ is a homotopical functor. A (non-unital) homotopy operad in the category C is a symmetric monoidal functor
Tree → C such that the images of all edge cutting morphisms are weak equivalences. A (non-unital) homotopy
cooperad is a symmetric monoidal functor Tree → Cop such that the images of all edge cutting morphisms are
weak equivalences.
We denote the category of homotopy operads in C by HOpC, and that of homotopy cooperads by HOpcC.
Example 3.2. Let P denote an (ordinary) operad in C. Then there is natural symmetric monoidal functor
Tree → C
T → ⊗TP
assigning to a forest T the tree- (or forest-)like tensor product of P, and assigning the edge contraction morphisms
the respective composition morphisms in the operad P. Hence any operad may be considered as a homotopy
operad. Furthermore, the functor thus defined is clearly homotopical.
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Example 3.3. Suppose that C is a cooperad in ̂dgVect, or similarly a complete Hopf cooperad, i.e., a cooperad in
D̂gca. Then the assignment
T → ⊗ˆTP
defines a homotopy cooperad in dgVect, or, respectively, Dgca. In other words, a complete (Hopf) cooperad
becomes a (non-complete) homotopy cooperad, so that we have functors
Opc
̂dgVect
→ HOpcdgVect
Opc
D̂gca
→ HOpcDgca
These functors are homotopical since so is the completed tensor product functor.
It is furthermore clear from the definition that composition with a symmetric homotopically comonoidal func-
tor F : C → D takes homotopy operads in C to homotopy operads in D, and composition with a symmetric
homotopically comonoidal functorG : Cop → D takes homotopy operads in C to homotopy cooperads inD.
The notion of morphism between homotopy operads is defined in the obvious manner as a natural transfor-
mation of functors. We make the categories HOpC and HOp
c
C into homotopical categories by declaring the weak
equivalences to be the morphisms that are objectwise weak equivalences (i.e., the weak equivalences of functors).
Example 3.2 demonstrates the existence of a ”forgetful” functor
F : OpC → HOpC.
As a special case of the notion of homotopy operad we introduce the notion of homotopy C-algebra.
Definition 3.4. Let C be a homotopical monoidal category as above and assume C has a final object 0. Then we
say that a homotopy operad P ∈ HOpC is a (non-unital) homotopy C-algebra if all forests except the linear ones
(i.e., with all vertices of valence , 1) are sent to 0. Similarly we define the notion of homotopy C-coalgebra.
Remark 3.5 (Relation to other notions of homotopy operad). There are various notions of homotopy operad in
the literature. The notion we use here is closely related to dendroidal objects in C [27] and also the notion used in
[18]. Loosely speaking, the difference is that for dendroidal objects one does not have the cutting morphisms in
the category Tree, but rather forgetful morphisms which remove vertices instead. In this way one obtains a map
from the image of a tree into the (categorial) product of its corollas. While our approach is essentially equivalent,
we note that in our case we may choose the tensor product on C to differ from the categorial one.
3.3. Dgca model for topological operads. In particular note that the functor ΩPL is homotopically monoidal.
Hence, given a topological operad T it gives rise to a dg Hopf homotopy cooperad, i.e., a homotopy cooperad in
the category Dgca. We denote this homotopy cooperad by
ΩPL(T ).
Definition 3.6. Let T be a topological operad. Then we define a dg Hopf cooperad model or short dgca model
for T to be any homotopy dg Hopf cooperad quasi-isomorphic to ΩPL(T ).
In particular, for T an operad in smooth manifolds or semi-algebraic sets, we will use the models given by the
smooth or PA forms Ω(T ), ΩPA(T ) below. Note that the notation is slightly abusive since ΩPA(T ) is not just the
collection of dgcas ΩPA(T (r)) indexed by natural numbers, but a collection of dgcas, one for each forest, with
suitable maps between them.
3.4. Unital variant. Presently we have been considering a notion of homotopy operad without operadic units.
There is a unital version as well. Define the category Tree1 to have the same objects as Tree, but the morphisms
are larger in that one adds the additional generating morphism of creating a univalent (i.e., one input, one output)
vertex anwhere in a forest. This includes adding one new tree to a (possibly empty) forest, composed of just that
one vertex. A unital homotopy operad is then defined as a monoidal functor from Tree1, such that all cutting
morphisms are sent to weak equivalences.
3.5. Homotopy modules. There is an extension of the notion of homotopy operad to operadic modules. Let
Tree∗ be the category defined similarly to Tree, but such that at most one root of one tree can be marked (or carry
a different color, say). The morphisms are defined as before, with the mark preserved. Let P be a homotopy
operad in C. Then we define a homotopy operadic right module as an extension of the corresponding symmetric
monoidal functor
P : Tree → C
to a symmetric monoidal functor
P∗ : Tree∗ → C,
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such that all cutting morphisms are sent to weak equivalences.
We similarly define the notion of homotopy operadic right comodule. Again, if the functors are trivial on trees
with vertices of valence ≥ 2 this notion reduces to that of a homotopy (co)algebra and a homotopy (co)module. If
C = Dgca we will often use the alternative name homotopy Hopf (co)algebra and homotopy Hopf (co)module for
these notions.
We impose the structure of a homotopical category on the homotopy (right) modules by declaring a natural
transformation a weak equivalence if it is a weak equivalence objectwise.
Remark 3.7. Note that there is potential notational clash as one calls the objects above operadic right modules,
while in the algebra setting we want to think of left modules rather than right modules. The “convention” here is
hence that for algebras we think of the (linear) trees as extending from right (root) to the left (leaves).
3.6. A model for G-spaces (comodule model). A topological group (or monoid) G is in particular a homotopy
algebra in Top as discussed above. Similarly, anyG-space X gives rise to a homotopy module over this homotopy
algebra. Applying the functor ΩPL we obtain a homotopy Hopf coalgebra which we denote by ΩPL(G), and a
homotopy Hopf comodule over ΩPL(G) which we denote by ΩPL(X).
Definition 3.8. We define a comodule model of the G-space X to be a pair consisting of a weak dg Hopf coalgebra
and a dg Hopf comodule, weakly equivalent to the pair (ΩPL(G),ΩPL(X)).
Note that again this notation is slightly abusive, since a homotopy coalgebra or homotopy comodule is not only
one vector space, but a collection of such, one for each “string-like” tree.
3.7. W construction. Now assume that C is a symmetric monoidal homotopical category. Let ∗ ∈ obC be the
monoidal unit.
Definition 3.9 ([2, Definition 4.1]). A segment I in C is a factorization ∗ ⊔ ∗ (0,1)−−−→ I ǫ−→ ∗, together with an
associative product
(3) ∨ : I ⊗ I → I
for which 0 is neutral and 1 is absorbing.
Remark 3.10. The cases most relevant to this paper are the following: (i) The category C is dgVect, and the
segment I is the (three-dimensional) complex of simplicial chains of the interval, (ii) the category C is topological
spaces and the segment is a topological interval [0, 1] and, dually, (iii) the category C = Dgca is dg commutative
algebras and the (co-)segment is the space of polynomial differential forms on the interval [0, 1].
Given a segment we may define functors
W : HOpC → OpC
W1 : HOp
1
C → Op1C
such that the composition OpC → HOpC
W−→ OpC agrees with the Berger-MoerdijkW-construction of operads in C
[2]. Concretely, for a (nonunital) homotopy operad P the operadW(P) is defined as follows. For S a finite set let
TS be the category whose objects are trees with leafs (bijectively) labelled by S , and with some subset of internal
edges distinguished. The distinguished internal edges we will call ”cut edges”. The morphisms are generated
by the operation of contracting a non-cut edge, and of adding a non-cut edge to the set of cut edges, pictorially,
marking a cut edge by a dashed line:
7→ 7→ .
Clearly, cutting the tree along all cut edges produces a forest, and thus a homotopy operad P induces a functor
P : TS → C
by restriction. Furthermore, we may define a functor
EI : TS → Cop
by sending a tree T to
EI(T ) =
⊗
e
I,
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where the tensor product is over non-cut edges. The functor EI sends the contraction morphism contracting an
edge e to the ”initial endpoint” ∗ 0−→ I, applied to the factor I corresponding ot e, and the cutting morphism to the
”terminal endpoint” ∗ 1−→ I. Finally, we define the functorW to send the homotopy operad P to the operadW(P)
given by the collection of coends
W(P)(S ) :=
∫ T∈TS
P(T ) ⊗ EI(T ).
Remark 3.11. Let us describe the above coend also in more concrete terms, assuming that the underlying category
C is concrete, as is always the case for the examples of interest here. The above coend can then be understood as
a space of decorated trees. A tree (with some cut edges) is decorated as follows:
• Cutting the tree T along the cut edges produces a forest of sub-trees T1, . . . , Tn, each ”decorated” by an
element of P(T1), . . . ,P(Tn).
• Additionally each non-cut edge is decorated by an element of I.
The coend construction enforces the following relations on these data.
• Suppose that the tree T ′ is obtained from the tree T by contracting the non-marked edge e. Then a
decoration of T in which e is decorated by the ”left” endpoint ∗ ∈ I is considered equivalent to the
decoration of T ′ obtained by applying a contraction morphism to the decoration in P(T j) of the subtree in
which e lies.
• Similarly, suppose e is a non-cut edge in subtree T j of T , decorated by the ”right” endpoint ∗ ∈ I. Then
the decorated tree is considered the same as the tree T ′′ with edge e cut, with the decoration obtained by
applying the ”splitting” morphism to the decoration in P(T j).
The following picture shall illustrate the various decorations, with elements of I on non-cut edges and the subtree
decorations.
I
I
I
T1
T2
P(T1)
P(T2)
In any case, note that W(P) is a free operad.
The operadic composition inW(P) is just the grafting of trees, with the newly added edge being part of the set
of cut edges.
In the unital case the construction is similar except for the following modification: One enlarges the category
TS by allowing for the insertion of a vertex with one input and out put, similarly to the extension of our category
Tree to Tree1. Call the category generated T 1S . Assuming that P is a unital homotopy operad, i.e., a monoidal
functor
P : Tree1 → C,
it readily induces a functor
P : T 1S → C,
which we abusively denote by the same symbol. Furthermore, we extend the functor EI : TS → Cop from above
by sending the additional morphism of inserting a vertex to the product map (3). (It is only in the unital case that
the map ∨ is used.)
Example 3.12. If C = dgVect, then a homotopy operad P determines a cooperad C such that
C(S ) = ⊕T∈obTSP(T ) ⊗ (K[1])⊗|VT |,
with the differential being determined by the contraction morphisms, and the cooperad structure by the edge cut
morphisms. The operadW(T ) is then the cobar construction of the cooperad C.
Example 3.13. If P is a homotopy operad arising from an operad P0 through the forgetful functor of example
3.2, thenW(P) is identical to the Berger-MoerdijkW-construction of P0.
9
In particular, this means that there is a natural transformation (and, under good conditions weak equivalence)
W ◦ F → id, where we denote by F the forgetful functor.
3.8. W construction for homotopy cooperads. We note that the W construction of the previous section does
not readily dualize to the case of homotopy cooperads. The reason is that while one can impose a natural operad
structure on the coend appearing there, one cannot readily impose a cooperad structure on the corresponding
end, due to completion issues. Our solution is to resort to a completed version. We do not know how to do the
construction in full generality. However, in all cases relevant to this paper the category C in which our cooperads
take values is an enriched version of the category of cochain complexes dgVect. We will then define their W
construction to be an operad in the corresponding category of complete objects Cˆ. For example, to a homotopy
cooperad in C = dgVect we will assign a cooperad in the complete filtered cochain complexes ̂dgVect.
So assume now that C is either of the category dgVect or Dgca and define the filtered complete version Cˆ as
̂dgVect or D̂gca accordingly.
For our cosegment object I we take the polynomial forms on the interval Ωpoly([0, 1]) if C = Dgca or the
3-dimensional sub-complex of forms at most linear in the coordinate if C = dgVect.
As above we define a functor
EI : TS → C
sending a tree T to the tensor product over edges
EI(T ) =
⊗
e
I.
Now define for a homotopy cooperad C the symmetric sequence
W(C)(S ) :=
∫
T∈TS
C(T ) ⊗ EI(T ),
and equip it with the descending complete filtration by the number of vertices in trees. More concretely, the space
W(C)(S ) may be interpreted as a space of functions on the set of trees, assigning to every tree T a decoration
in C(T ) ⊗ EI(T ), that satisfy certain coherence relations. The filtration is such that F pW(C)(S ) consists of all
functions supported on trees with at least p nodes.
Note that due to the filtration we may now define the cooperadic cocomposition dually to the operadic compo-
sition in the previous section by de-grafting trees. Due to the completion, and since there are only finitely many
trees with given sets of leaves and number of vertices, the result takes values in the completed tensor product
space.
Furthermore, the functorW has good homotopical properties, as detailed in the following result.
Theorem 3.14. Let C be one of the categories above (i.e., dgVect, Dgca), and Cˆ its completed version as above
(i.e., ̂dgVect, D̂gca).
(1) For any homotopy cooperad C the cohomology of grW(C) is concentrated in grading degree 1. Hence
W(C) indeed takes values in OpCˆ as the conditions of section 2.2 are satisfied.
(2) The functor
W : HOpcC → OpcCˆ
is homotopical.
(3) There is a natural weak equivalence
ι ⇒ · ⇐ W ◦ F ◦ ι,
where the functor ι : OpcC → OpcCˆ is the inclusion from cooperads to complete cooperads, i.e., from
cooperads in C to cooperads in Cˆ, and F : OpcCˆ → HOp
c
C is the “forgetful” functor assigning to an
honest (complete) cooperad the corresponding homotopy cooperad.
(4) There is a natural weak equivalence
F ◦W ⇒ id
Proof. We will conduct the proof for the case C = Dgca, which is most relevant for this paper. The case C =
dgVect is simpler and can be treated in the same way.
(1) For the first item, we fix some arity r consider the spectral sequence associated to the filtration by number
of vertices in trees as introduced above. The original complexW(C)(r) can be seen as a space of forms on metric
trees: For each tree T we assign a form depending on the length of edges, with values in C(T ), with conditions
on the boundary values as edge length go to 0 or 1. Concretely, when the edge length of edge e is zero, the
decoration agrees with the one obtained from the decoration on T/e via the contraction morphism, and is the
edge length becomes 1, the decoration factors into decorations of the two components of T obtained by cutting
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e. The associated graded complex then can again be understood as forms on metric trees, with the condition that
the decoration vanishes upon the edge length approaching zero, and a(n unaltered) factorization condition when
the length approaches 1. Consider first a tree T with a single egde splitting T into T1 and T2. Then the relevant
complex (call it V) is the pullback
V C(T1) ⊗ C(T2)
Ωpoly([0, 1], 0)⊗ C(T ) C(T )
∼
ev1
,
where ev1 is the evaluation of the form at the endpoint of the interval, andΩpoly([0, 1], 0) are the polynomial forms
on the unit interval vanishing at the starting point of the interval. The right-hand arrow is a quasi-isomorphism
by the axioms for homotopy cooperads. The complex in the lower left is acyclic since Ωpoly([0, 1], 0) is. Since
pullbacks along fibrations preserve quasi-isomorphisms we conclude that V is acyclic as well.
For a more complicated tree T with > 1 edges we proceed similar (iterating on edges)to show that the corre-
sponding piece of the associated graded complex is acyclic. We conclude that all cohomology is concentrated in
gr1(WC), thus showing item (1).
(2) We are given a map of homotopy cooperads f : C → D and we have to show that the induced map
F : WC → WD is a quasi-isomorphism. Clearly F is compatible with the filtrations (by number of vertices) on
both sides, so may consider the spectral sequences associated to those filtrations on both sides. As we have just
seen, the E1 is concentrated in degree 1, corresponding to trees T with one vertex. The map (induced by) F there
just agrees with the map fT : H(C(T )) → H(D(T )) given by f , which is an isomorphism by assumption. Hence
the statement (2) follows.
(4) Given a homotopy cooperad C, note that the homotopy cooperad FWC is a functor which assigns to a tree
T a space which can be understood as forms on the metrized refinements of T , with suitable boundary conditions.
In particular one can evaluate such a form on the tree T (i.e., the trivial refinement of T ). This gives an element of
the space
⊗TC
(a tensor product of spaces C(T j) for T j running over corollas in T ). In fact this evaluation is a quasi-isomorphism,
as one quickly shows by using statement (1)above. However, the space ⊗TC comes equipped with a natural quasi-
isomorphism into C(T ) which is part of the data of a homotopy cooperad. This map then gives our desired
quasi-isomorphism of homotopy cooperads FWC → C.
(3) The argument for the third assertion is slightly more complicated as it invlolves a non-trivial zigzag of
functors rather than a direct map. Concretely, the quasi-isomorphism is realized by the zigzag
(4) F(W(C))→ Wˆ(C)← C,
where Wˆ(C) is defined as the following functor T → Dgca.
Given a tree T in T with k vertices we define a category FoT of refinements of the tree T . A refinement is a tree
T ′ with a surjective morphism T ′ → T by contracting some subset S T ′ of the edges. Additionally, we consider as
the data of such tree a subset S ′
T ′ ⊂ S T ′ of marked edges. For each vertex v of T we have a functor πv : FoT → TCv ,
where Cv is the set of children of v. Now we define
Wˆ(C)(T ) =
∫ T ′∈FoT
C(T ′) ⊗
⊗
v∈T
EI(πv(T
′)).
There are natural maps (4) that are easily checked to be quasi-isomorphisms under the strong-ness condition.
To be more precise:
• F(W(C)) can be understood as a space of decorated 3-level trees. We have decorations on the innermost
edges by elements of I, and we decorate each of the innermost trees T ′′ by an element of C(T ′′).
• Similarly Wˆ(C) may be understood as a space of decorated 3-level trees. We still decorate the innermost
edges by I, but in contrast to F(W(C)) we decorate the whole (”flattened”) tree T ′ by one element of
C(T ′).
• There is a natural map F(W(C)) → Wˆ(C) by merging the decorations on the innermost trees into one
decoration of T ′ by using the ”gluing” maps of C.
• The map C → Wˆ(C) is defined by using the ”splitting” maps of C to obtain from a decoration in C(T ) of
the outermost tree a decoration of the flattened (refined) tree T ′.

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4. G-spaces and equivariant cohomology
4.1. A notational remark. In this section we shall introduce several pieces of notation related to G-spaces, the
classifying space, the homotopy quotient and dgca models thereof. These objects are more or less standard, and
may be constructed or defined in one of several ways. For example, the equivariant forms on a G-space X may
be defined as the dgca ΩPL(X //G). Alternatively (and equivalently) in the smooth and compact setting, we may
consider instead the Cartan model, or (still equivalently) the Cartan model of a compact subgroup of G. To
complicate matters further (notationally at least), in the semi-algebraic (resp. smooth) category, we may make
sense of ΩPA(X //G) (resp. the smooth forms on X //G). Overall we have for one object (e.g., forms on X //G)
several explicit models and realizations, that we will have to keep track of and introduce notation for. We will use
the following guidelines:
• We will use the notation BG to refer to some model of forms on Ω(BG). We use the superscript to
distinguish several concrete models we introduce below: For example Bs
G
shall denote the forms on a
simplicial construction of BG.
• We use the notationΩG(X) to denote some version of equivariant forms on X (i.e., forms on X//G). Again,
via the superscript we shall distinguish several explicit models.
• We use an additional superscript PL, PA or sm if we want to designate the PL, PA or smooth version of
our model.
We realize that the notation is thus somewhat cumbersome. However, most of the objects thus denoted will be
used only for intermediate steps.
4.2. G-spaces. Let G be a topological group. We denote the category of G-spaces by GTop. It comes with an
obvious forgetful functorGTop → Top. We equipGTop with the homotopical structure from Top, i.e., a morphism
is a weak equivalence if it induces a weak homotopy equivalence on spaces. (This is sometimes called the coarse
homotopical structure.) The monoidal product is again the cartesian product, equipped with the diagonal action.
The homotopy quotient of the G-space X is the space
X//G := X ×G EG.
It comes with a natural map X//G → BG and hence defines a functor into the over-category Top/BG. We equip
the over-category with the homotopical structure induced from the forgetful functor to Top, i.e., a morphism is
a weak equivalences if the underlying morphism in Top is a weak homotopy equivalence. Conversely, given an
element (X˜ → BG) of Top/BG we can assign a G-space P(X˜) as the pullback
P(X˜) EG
X˜ BG
.
We have the following Lemma.
Lemma 4.1. The functors (−//G) and P are homotopic and realize a weak equivalence of homotopical categories
between GTop and Top/BG.
Proof. To see that the first functor preserves weak equivalences we apply the five Lemma to the long exact se-
quences associated to the fiber sequences
G → X × EG → X//G.
To see the corresponding statement for the second functor one similarly applies the five Lemma to the long exact
sequences from the fiber sequences
G → P(X˜)→ X˜.
Furthermore, we have the natural weak equivalences
P(X//G)← X × EG → X
and
P(X˜)//G → X˜.

Finally note that Top/BG admits a monoidal structure by the homotopy fiber product over BG, (−×ˆBG−).
Mostly we will work within the subcategory of fibrations over BG, for which the homotopy fiber product may be
replaced by the ordinary fiber product, which is then also symmetric.
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4.3. A model for G-spaces (equivariant model). Suppose that G is connected. We define our second notion of
dgca model of the G-space X to be the morphism
ΩPL(BG)→ ΩPL(X//G),
or any weakly equivalent morphism.
More generally, suppose G is possibly not connected, with G0 ⊂ G the connected component of the identity.
Let X be a G-space. Note that X//G0 and BG0 = ∗//G0 carry natural actions of π0(G) = G/G0. We define a dgca
model for the G-space X to be the morphism
ΩPL(BG0)→ ΩPL(X//G0)
of dgcas with a π0(G)-action, or a weakly equivalent morphism.
We call a model as above for the G-space X an equivariant model or equivariant forms model.
4.4. Concrete (simplicial) models for BG and the homotopy quotient. Let G be a topological group. The
standard way to construct (or even define) BG is as the fat geometric realization of the topological nerveG• = G×•
of G. A cosimplicial dgca model for G is then ΩPL(G
•). A dgca model of the classifying space BG may then be
constructed as the “fat totalization” thereof, i.e., as the end
BG :=
∫
[ j]∈∆+
ΩPL(G
j) ⊗ Ωpoly(∆ j).
(Here ∆+ is the semi-simplicial category. In other words the object is akin to forms on the fat geometric realization
of the nerve ofG.) Let X be aG-space. Then a model for the homotopy quotient (”equivariant differential forms”)
is
Ω
′s
G(X) :=
∫
[ j]∈∆+
ΩPL(G
j × X) ⊗Ωpoly(∆ j).
It comes equipped with a natural map
BG → Ω′sG(X).
The category of dgcas under BG comes equipped with a natural monoidal structure, the derived tensor product
⊗¯BG over BG. Unfortunately, this monoidal structure is not symmetric, or more precisely, symmetric only up to
homotopy. Since we do not want to deal with monoidal structures up to homotopy, we will merely work with
the category of dgcas under BG, free as BG modules. Then we can equip this sub-category with the symmetric
monoidal product the (non-derived) tensor product⊗BG over BG. To land in this subcategorywe replace our functor
Ω
′s
G
by the quasi-free resolution
ΩsG(X) := BG⊗¯BGΩ
′ s
G(X).
Here we take for the derived tensor product the “bar complex”-realization, explicitly: For A a commutative algebra,
M and N modules we set
(5) M⊗¯AN :=
⊕
k≥0
M ⊗ A[1]⊗kN
with the usual differential. The functor ⊗¯A is symmetric monoidal through the shuffle product. Hence our modG(X)
above in particular retains a commutative algebra structure. Clearly, we also have the explicit map
BG → ΩsG(X)
which lands in the first summand (k = 0) in the expression (5).
Lemma 4.2. The functorΩs
G
is homotopically (symmetric) monoidal, into the category of of dgcas under BG, with
monoidal structure the tensor product over BG.
Remark 4.3. In case X is a smooth manifold acted upon by a Lie groupG, we may replace PL forms ΩPL(−) by
smooth forms Ω(−) above to obtain an explicit equivariant model. Similarly, in case X is a semi-algebraic space
acted upon by the (semi-)algebraic group G, we may replace the PL forms ΩPL(−) by PA forms ΩPA(−). If we
have to distinguish these variants, we will use the notationΩs,PL
G
(X), Ωs,PA
G
(X) and Ωs,sm
G
(X). Furthermore, we will
discuss below several simplifications of Ωs
G
under simplifying assumptions.
Next, denote the connected component of the identity ofG byG0. We will be interested not in theG-equivariant
forms, but in theG0-equivariant forms, with an action ofG/G0. Note that for X aG-spaceΩ
s
G0
(X) carries an action
of G, acting on all factors G0 by the adjoint action and on X from the left. This action factors unfortunately does
not factor readily through G/G0. On remedy is to consider the G0-invariant subspace (cf. the next section).
This subspace is quasi-isomorphic in the smooth setting. However, we cannot show the corresponding quasi-
isomorphism statement inb the PA setting, due to the pushforward not being defined on all PA forms, cf. section
2.6. To work around, we will assume that we can pick a one-sided inverseG/G0 → G to the projectionG → G/G0.
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Then an action of G/G0 on Ω
s
G0
(X) is defined. More concretely, The (only) example we are interested in here is
G = O(n). Then the map Z2  G/G0 → G can be easily realized by assigning the non-trivial element of Z2 a
coordinate reflection.
4.4.1. Invariant variant. Let us also define the sub-dgca invariant under the G-actions ”between the factors”.2
Ω
′s,inv
G
(X) :=
∫
[ j]∈∆+
ΩPL(G
j × X)G× j+1 ⊗ Ωpoly(∆ j).
It comes with a map from the “invariant” version of BG:
B
s,inv
G
:= Ω
′s,inv
G
(∗).
As above, to ensure freeness, we then define
(6) Ωs,inv
G
(X) := Bs,inv
G
⊗¯Bs,inv
G
Ω
′s,inv
G
(X) ⊂ ΩsG(X).
LetG0 ⊂ G be the connected component of the identity. ThenG acts onΩs,invG0 (X) diagonally, i.e., by the adjoint
action on each G and by simultaneously on X. We define the invariant subspace
Ω
s,inv
G0,G
(X) :=
(
Ω
s,inv
G0
(X)
)G
.
In fact, the G-action clearly factors through π0(G) = G/G0 and we could replace G above by G/G0 if desired.
Again, we denote the smooth or PA variants of the above construction by a superscript “PA” or “sm”.
4.5. Recollections for compact Lie groups G. Now suppose that G is a compact Lie group. For a compact Lie
groupG we have that H•(G) is a (strict) Hopf coalgebra, and furthermore
(7) H•(G)  K[π0(G)]∗ ⊗ H(G0)
where G0 is the connected component of the identity, the product is the standard commutative (“pointwise”)
product of functions, and the coproduct is induced from the map G ×G → G. Concretely, H(G0)  K[p1, . . . , pr]
is a free commutative and cocommutative Hopf algebra in generators p1, . . . , pr, of odd degrees determined by the
exponents of the Lie algebra of G, and r is the rank. The group π0 acts on H(G0) (by conjugation with arbitrary
representatives), and the Hopf structure on (7) is such that the coproduct is “twisted” by this action. Note also that
p1, . . . , pr can be identified with the (dual of the) generators of the rational homotopy groups of G0.
An alternative characterization of the Hopf algebra H(G) is that
H(G) = Ω(G)G0×G0 .
Example 4.4. The most relevant case for our present paper is G = SO(n) or G = O(n). For n = 2k + 1 odd
the rational homotopy groups of SO(n) are generated by the Pontryagin classes p4 j−1 in degree 4 j − 1, for j =
1, 2, . . . , k. We have H(BSO(n)) = K[p4, p8, . . . , p4k] where p4 j are generators of degree 4 j, which we also refer
to as Pontryagin classes. The action of π0(O(n)) = Z2 on H(BSO(n)) is trivial so that in particular H(BSO(n)) =
H(BO(n)).
For n = 2k the rational homotopy groups of SO(n) are generated by the Pontryagin classes p4 j−1 in degree
4 j− 1, for j = 1, 2, . . . , k − 1, and the Euler class e in degree n− 1. We have H(BSO(n)) = K[p4, p8, . . . , p4k−4, E],
where E is of degree n. The action of π0(O(n)) = Z2 on H(BSO(n)) is trivial on the p4 j, but by sign on E. Hence
H(BO(n)) = H(BSO(n))Z2 = K[p4, p8, . . . , p4k−4, E2].
Finally, we have maps SO(n − 1)→ SO(n). The induced maps H(BSO(n))→ H(BSO(n − 1)) are such that for
even n the Pontryagin classes are mapped to Pontryagin classes and the Euler class to 0. For odd n the non-top
Pontryagin classes are mapped to Pontryagin classes, while the the top Pontryagin class is mapped to the square
of the Euler class, p2n−2 7→ E2.
2For example, on ∗ ×G × M the group G ×G would act as
(g1, g2) · (h,m) = (g1hg−12 , g2m).
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4.6. Recollection: Cartan model for equivariant forms. Note that the spaceΩPL(X//G) is the cochain complex
computing the G-equivariant cohomology of X. Now suppose that we are working over K = R, G is a compact
(possibly not connected) Lie group with Lie algebra g, and X = M is a smooth manifold. In this case it is known
by a Theorem of H. Cartan that ΩPL(X//G) is quasi-isomorphic to the Cartan model
ΩCartanG (M) := (S (g
∗[−2]) ⊗Ω(M))G,
with differential
(8) du = d +
∑
j
u jιe j ,
where d is the de Rham differential, e j range over a basis of g with dual basis u j ∈ t∗, and the last operator in
the formula is the contraction with the corresponding vector field generating the action, cf. [26, Theorem 21].
Furthermore, if K ⊂ G is a compact subgroup with Lie algebra k, then the inclusion into the K-invariants and
restriction to k ⊂ g induces a map
ΩCartanG (M) = (S (g
∗[−2]) ⊗Ω(M))G → (S (k∗[−2]) ⊗Ω(M))K = ΩCartanK (M).
This map is a quasi-isomorphism if K is the normalizer of a maximal torus T ⊂ G, giving us a second model for the
complex of equivariant differential forms. We furthermore note that the above models of equivariant differential
forms are functorial in M, and in particular from the map M → ∗ we get maps
H(BG)  ΩCartanK (∗)→ ΩCartanK (M)
H(BG)  ΩCartanG (∗)→ ΩCartanG (M)
modeling the maps M//G → BG. Finally, note that using the notation here we can identify
H(BG) = K[u1, . . . , ur]
W
whereW is the Weyl group and r is the rank of G.
In each of these cases, replacing G by the connected component of the identity G0 the dgcas carry natural
actions of G/G0. Hence in the case of a compact Lie groupG and a manifold M, we can simplify the (real) dgca
models for the G-space M as discussed in section 4.3.
4.7. Cartan model and PA setting: An unsatisfying “hack”. In the relevant situation for this paper G is a
compact Lie (algebraic) group, namely G = O(n) or G = SO(n). We would hence much prefer to work with
the small Cartan models of the previous subsection, rather than the unwieldy simplicial models of subsection 4.4.
However, for technical reasons apparent later we are forced to work in the semi-algebraic setting, with PA forms
instead of smooth [16]. Unfortunately, for such forms the definition of the Cartan model does not readily carry
over since the contraction operators ιe j of (8) are a priori not defined on the PA forms.
3 We will hence resort to a
workaround, that will allow us to work with small “models” in practice nevertheless, but is somewhat unsatisfying
conceptually.
To this end, suppose that A ⊂ ΩPA(M) is a sub-dgca of smooth forms closed under the action of K and under
the contraction with the vector fields generating the T -action. Then we define the dgca
AK := (S (t
∗[−2]) ⊗ A)K
with the differential (8).
The claim is that there is a map of dgcas
(9) Φ : (AK , du)→ Ωs,PAK (M),
using the notation of the previous subsection. In fact, we will construct a map into the subspace
Ω
s,inv,PA
T,K
(M) ⊂ Ωs,PA
K
(M).
3There is, in fact, a candidate replacement for the contraction operator. Consider a semi algebraic action
ρ : S 1 × M → M.
The operator ιt of “contraction with the generating vector field” may then be defined on S
1-invariant PA forms ΩPA(M)
S 1 as the pullback-
pushforward along ρ,
ιt :=
1
2π
ρ∗ρ∗.
Note in particular that this reduces to the standard contraction operator on the (S 1-invariant) smooth forms. The obvious generalization from
S 1 to the torus could be used to define an equivariant Cartan model in the PA setting. However, first the pushforward is a priori not well defined
on general PA forms according to [16]. Secondly, verifying that this definition of the contraction operator satisfies the required properties is
itself not trivial. Hence we leave the study of this approach to future work.
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Pick a t-valued K-invariant smooth connection η on ET . Denote the components of η by η1, . . . , ηr and consider
them as degree 1 elements of ∫
[ j]∈∆
ΩPA(T
j+1 × M) ⊗Ωpoly(∆ j)
by trivial extension to M. Then the 2-forms u′
j
:= dη j are K-basic and represent (within the basic forms) the
pullback of appropriate Euler classes on the classifying space BS 1 for the j-th circle action. For α ∈ AK let Φ′(α)
be the form on the space above obtained by replacing each u j by u
′
j
. Then we note that the form
(10) Φ(α) :=

r∏
j=1
(1 + η j ⊗ ιξ j )
Φ′(α)
is T -basic and hence descends to (or is) a form on the quotient, and is furthermore K-invariant so that we obtain a
form in Ω
s,PA
T,K
(M) as desired.
Furthermore, note that pickingM = ∗ (and A = R) the above prescription realizes explicitly a quasi-isomorphism
(11) H(BG)  R[u1, . . . , ur]
W → Ω(BG).
4.8. Strictifying: A model for the Hopf algebra associated to a topological group. Let G be a topological
group (or monoid). Morally, the dg commutative algebra ΩPL(G) is (or “wants to be”) a Hopf algebra, the co-
product being given by the pullback of the composition G × G → G. However, because the functor ΩPL is not
monoidal,ΩPL(G) is a dg Hopf algebra only up to homotopy.
To make this precise we apply the construction of section 3 to G, considered as a topological operad with only
unary operations. Hence G gives rise to a homotopy cooperad ΩPL(G) in the category of dgcas, with only unary
cooperations. We will consider the complete bialgebra
AG := W(ΩPL(G))
or any dg commutative bialgebra quasi-isomorphic to AG, as an algebraic model of the topological group
4G.
4.9. Hopf Formality for compact Lie groups. Let us also note the following fact.
Proposition 4.5. Let G be a compact Lie group. Then the Hopf algebra AG is formal, i.e., it is weakly equivalent
to the Hopf algebra H(G).
Proof sketch. We will show the result by an obstruction theoretic argument.
As recalled in section 4.5 the Hopf algebra H(G) in this case is a semidirect product of the dual of the group ring
of π0(G) with the commutative and cocommutative polynomial algebra H(G0) = K[p1, . . . , pr]. Put differently,
suppose that the cardinality of π0(G) is n, and that the elements have been numbered. Then H(G) can be identified
as a graded commutative algebra
K[pi, j for i = 1, . . . , r and j = 1, . . . , n]/〈pi, jpi′, j′ = 0 if j , j′〉.
Here pi, j is represented by forms supported on the j-th connected component of G. Let us construct a quasi-
isomorphism H(G) → AG. Note first that AG also naturally splits into a direct sum of n isomorphic dg vector
spaces, according to the n connected components of W-construction of G. We construct the desired map f :
H(G) → AG by specifying the images of each pi, j, such that it lands in the j-th such component. For any such
choice of f (pi, j) the resulting map f will be a map of dgcas. Now we construct f (pi, j) inductively, using the
filtration on AG. I.e., in the first step of the induction we determine f (pi, j) up to F 2AG by picking arbitrary closed
representatives in F 1AG/F 2AG  Ω(G). At the p-th step of the induction we extend our choice of f (pi, j) up to
F pAG to a choice up to F p+1AG, such that (i) the elements are closed and (ii) the cocompositions agree modulo
elements in F p+1AG.
Concretely, the problem to be solved at the p-th induction step translates into the following: We have to
prescribe the value of f (pi, j) on a (p − 1)-cube, with values in Ω(Gp), i.e., we have to provide an element of
Ωpoly([0, 1]
p−1) ⊗ Ω(Gp
0
).
By previous induction steps the value on the various boundary faces is given, by forms closed on those bound-
ary faces, such that the top components in Ω(Gp) represent the same cohomology class, namely the p − 1-fold
coproduct of pi, j. Our task is to extend the form to the interior. The obstruction for this to be possible lives in
H |pi, j |+1(∆p−1 ×Gp
0
, ∂∆p−1 ×Gp
0
)  H |pi, j |+p+1(Gp
0
).
4Or rather, for the topological monoid, since we disregard here the inverse of the group.
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At each stage of the induction we have choices parametrized by the same space, in one less degree (up to exact
forms). Looking at how the choices affect potential obstructions at a one later stage, we find that the obstructions
can be removed, except for those taking values in
H |pi, j|+2(BH(G))
where here B is the bar construction of coassociative coalgebras. But now H(BH(G)) = H(BG) is concentrated in
even degrees, while |pi, j| is odd, so no obstruction remains.

4.10. The comodule model revisited: Monoidality. Recall the notion of comodule model for a G-space from
section 3.6. It is a homotopy comodule over the homotopy Hopf coalgebra ΩPL(G). Unfortunately, we presently
do not know a good symmetric monoidal structure on the category of such comodules.5
Hence, in the context operads, we will mostly work with the strictified version of the comodule model. We
apply the W construction to obtain from the homotopyΩPL(G)-comoduleΩPL(X) an (honest) AG comodule
modAG (X) = W(ΩPL(X)).
We remind the reader again that this comodule lives in a category of complete vector spaces with completed tensor
product as the monoidal structure. Fortunately, AG is commutative and hence the AG comodules naturally form a
symmetric monoidal category.
Lemma 4.6. The functor modAG is homotopically symmetric monoidal.
Proof. Given spaces X and Y we have to produce a quasi-isomorphism
(12) modAG (X) ⊗modAG (Y)→ modAG (X × Y).
The elements of each dg vector space modAG (Z) are collections of forms in
Ω(G j × Z) ⊗Ω(I j)
for j = 0, 1, 2, . . . , satisfying suitable boundary conditions on the boundaries of the cube I j. The map (12) is then
induced by the obvious (multiplication) map(
Ω(G j × X) ⊗Ω(I j)
)
⊗
(
Ω(G j × Y) ⊗ Ω(I j)
)
→
(
Ω(G j × X × Y) ⊗Ω(I j)
)
.
One checks easily that the required boundary conditions for the image hold if they hold for the factors on the
left. Since multiplication is commutative the symmetry in X and Y is preserved. Finally, the induced map in
cohomology is the multiplication
H(X) ⊗ H(Y)→ H(X × Y)
and is an isomorphism. 
4.11. Recovering the space from the quotient and passing between the equivariant and comodule models.
The homotopy type of theG-space X may be recovered from the homotopy quotient X//G and the map X//G → BG
via the homotopy pullback square.
X EG
X//G BG
.
Using Theorem 2.4 one sees that one may dually recover the model for X from the model for X//G by a homotopy
pushout, if BG is simply connected, i.e., ifG is connected. Assume first thatG is indeed connected. We introduce
the ”Koszul complex dgca”
KG :=
∫
[ j]∈∆+
AG ⊗ ΩPL(G j) ⊗Ωpoly(∆ j).
It is an AG Hopf comodule which models EG, and in particular comes with a natural map BG → KG. It can be
used to recover the model of X from the equivariant model as follows.
5There is a natural candidate: For two homotopy comodules A and B we would like to define A ⊗ B such that on a string T of length k + 1
we have
(A ⊗ B)(T ) = A(T )⊗¯Ω(Gk)B(T ).
However, this is construction is a priori not symmetric, at least as long as we are unwilling to relax the notion of a symmetric monoidal
structure to an “up-to-homotopy” version.
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Proposition 4.7. Let X be a G-space, with G connected. Then the AG-Hopf comodulesmodAG (X) and
KG ⊗BG ΩsG(X)
are quasi-isomorphic.
We note that here we may use the ordinary tensor product instead of the derived one because we defined the
equivariant forms already including a resolution, see section 4.4.
Proof. We will construct a zigzag between the two functors modAG (−) and KG ⊗BG ΩsG(−). To do that we consider,
for X a G-space, a resolution
Xˆ :=
∫ [ j]
G× j+1 × X × ∆ j
of the G-space X. Then via the map Xˆ → X we have a quasi-isomorphism
modAG (X)→ modAG (Xˆ).
Furthermore, note that KG is (essentially)the space of forms on modAG (∗ˆ). Hence, via the map X → ∗ we obtain a
map
KG → modAG (Xˆ).
Next, using the mapG× j+1 → ∗ one can construct the morphism
Ω
′s
G(X)→ modAG (Xˆ).
The latter two morphisms are compatible with the maps from Bs
G
, and hence we obtain the desired zigzag
KG ⊗Bs
G
ΩsG(X)→ KG ⊗BsG Ω
′s
G(X)→ modAG (Xˆ)← modAG (X).
All dgcas here have cohomology H(X), and one checks that the morphisms induce the identity map on coho-
mology. Furthermore, the construction is evidently functorial in X. 
Furthermore, we need the following result later:
Lemma 4.8. The functor
(KG ⊗BG −) : BG/Dgca → AG − modc
is homotopically symmetric monoidal, and the quasi-isomorphism of functors constructed in (the proof of) Propo-
sition 4.7 respects the (lax) symmetric monoidality.
Proof. The monoidal structure is given by the natural morphism
(KG ⊗BG M) ⊗ (K ⊗BG N)→ K⊗¯BG(M ⊗BG N),
for M,N objects in BG/Dgca, using the commutative product on K.
Next consider the second statement, and recall the zigzag in the proof of Proposition 4.7. Note that the functor
ˆ(−) is oplax symmetric monoidal, via the map X̂ × Y → Xˆ× Yˆ (using the diagonal onG). It follows that the functor
modAG (
ˆ(−)) is lax symmetric monoidal. Furthermore, the natural transformation modAG ( ˆ(−)) ← modAG ( ˆ(−))
respects the symmetric monoidal structures.
Finally, we claim that the natural transformation (KG ⊗BG −) → modAG ( ˆ(−)) respects the symmetric monoidal
structures. Indeed, unpacking the definitions one verifies that the diagram
(KG ⊗BG ΩsG(X)) ⊗ (KG ⊗BG ΩsG(X)) modAG (Xˆ) ⊗modAG (Yˆ)
KG ⊗BG ΩsG(X) ⊗BG ΩsG(Y) modAG (Xˆ × Yˆ)
KG ⊗BG ΩsG(X × Y) modAG (X̂ × Y)
commutes.

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4.11.1. Non-connected variant. Suppose now that G is non-connected with connected component of the identity
G0 ⊂ G. Let us in fact assume that G is a compact Lie group. (This is a stronger assumption than necessary, but
includes the sole case we care about here, G = O(n).) Then, as noted in section 4.4, the “correct” equivariant
model for a G-space X is not the G-equivariant forms on X, but the G0-equivariant forms on X wrt. G0, together
with an action of the finite groupG/G0. Here we use the “invariant” models from section 4.4.1 to have a manifest
action of G/G0 (rather than justG). As in section 4.4.1 we have the map of dgcas and G/G0 modules
Bs,inv
G0
→ Ωs,inv
G0
(X).
We define the version of the “Koszul complex”
KG,G0 :=
∫
[ j]∈∆+
(
AG ⊗ ΩPL(G j0)
)G j+1
0 ⊗Ωpoly(∆ j).
It comes with an AG-coaction, a map from B
inv
G0
and an action of G/G0. Topologically this models G//G0 which
comes with an action of G a map (fibration) to BG0, and an action of G/G0.
6 We may now recover the comodule
model from the equivariant model in this setting as follows.
Proposition 4.9. Let X be a G-space with G a compact Lie group with connected component of the identity
G0 ⊂ G. Then the AG Hopf comodulesmodAG (X) and(
KG,G0 ⊗Bs,inv
G0
Ω
s,inv
G0
(X)
)G/G0
are quasi-isomorphic.
Proof. One replaces the functors in the proof of Proposition 4.7 by their “invariant” counterparts to construct a
zigzag. 
Finally let us note:
Lemma 4.10. The functor
(KG,G0 ⊗Bs,inv
G0
−)G/G0
is homotopically monoidal. Furthermore, the quasi-isomorphism of functors leading to Proposition 4.9 respects
the symmetric monoidal structures.
Proof. Again replace all objects in the proof of Lemma 4.8 by their invariant versions. 
4.11.2. Simplification for compact Lie groups. Let now G be a compact Lie group and G0 ⊂ G be the connected
component of the identity. We define the H(G) Hopf comodule
K˜ = H(G) ⊗ H(BG0)
and endow it with the Koszul differential. Concretely, using Sweedler notation for the coproduct on H(G) and
denoting by π : H(G)→ πR(G)∗ the projection to cogenerators, and by ι : πR(G)∗[−1]→ H(BG) the inclusion of
(commutative algebra) generators differential is
d(α ⊗ β) =
∑
α′ ⊗ π(α′′)β.
By standard Koszul duality theory we have
H(K˜, d) = K[G/G0]
∗.
Furthermore, K˜ comes equipped with an action of G/G0 induced by the action of G on G by right multiplication,
and that on G0 through the adjoint action.
Proposition 4.11. The quasi-isomorphism of (homotopy) Hopf algebras H(G) → AG from Proposition 4.5 may
be extended to a quasi-isomorphism
f : K˜ → K
compatible with all algebraic structures, i.e.:
• f is a map of dg commutative algebras.
6To exhibit the G/G0-action, realize G//G0 as
G ×G0 EG.
On this space h ∈ G acts as
h · (g, x) = (gh−1, hx).
The action evidently factors through G/G0. The G/G0 action is free and the quotient is G.
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• There is a quasi-isomorphism of dgcas H(G)→ BG such that the diagram
(13)
H(G) K˜
BG K
f
commutes. Furthermore, the maps can be chosen compatibly with the G actions (factoring through G/G0
in the top row) on all objects.
• f intertwines the H(G) coaction on the left and the AG coaction on the right (using the map H(G)→ AG
from Proposition 4.5).
Proof. This follows from an obstruction theoretic argument akin to the proof of Proposition 4.5.

5. Dgca models for operads in G-spaces, and the framed operad
5.1. Dgca models of operads in G-spaces. Let G be again a topological group, with G0 ⊂ G the connected
component of the identity. (In fact, for this paper, we only care aboutG = O(n),G/G0 = Z2.) Let T be an operad
in G-spaces. Using the two types of models for G-spaces (the equivariant and comodule model) we may define
two types of dgca model for T . First, the equivariant forms functor Ωs
G
(−) is homotopically comonoidal. Hence
the collection modG(T ) is a homotopy cooperad in the category of dgcas under BG0 , with a compatible action of
G/G0.
Definition 5.1. An equivariant model for the operad in G-spaces T is a pair consisting of (i) a dgca B with an
action of G/G0 and (ii) a homotopy cooperad in the category of dgcas under B, with a compatible action of G/G0,
quasi-isomorphic to the pair (Bs
G
,Ωs
G
(T )).
Again, we will also call an honest cooperad in the aforementioned category a model, if it satisfies the above
condition, considered as a homotopy cooperad.
Secondly, we consider comodule models for operads. Here a further technical complication arises: We would
like to say that a comodule model for T is a pair consisting of a homotopy Hopf coalgebra A quasi-isomorphic
to ΩPL(G), and a homotopy cooperad C in homotopy A-comodules quasi-isomorphic to ΩPL(T ). Unfortunately,
this definition is invalid since the category of homotopy A-comodules is not (strictly) symmetric monoidal. There
are ways to repair this defect. However, for the sake of simplicity we adopt here a somewhat crude solution and
strictify the Hopf algebra and module. As above, the strictification comes at the cost of having to work with
filtered complete vector spaces and completed tensor products as before.
Definition 5.2. A comodule model for the operad in G-spaces T is a pair consisting of (i) a dg Hopf coalgebra A
(i.e., a coalgebra object in D̂gca) and (ii) a homotopy operad in dg Hopf A-comodules, which is quasi-isomorphic
to the pair (AG,modAG (T )).
Here we use that AG is commutative and hence the AG comodules form a symmetric monoidal category, and
furthermore that modAG is a lax symmetric monoidal functor.
5.2. Strictifying by theW construction. We have defined homotopy cooperad models for an operad inG-spaces
T . We may strictify these models using theW construction of section 3. As before this comes at the cost of having
to work with filtered complete vector spaces and completed tensor products.
In principle, we have to treat two versions of theW construction: one for the equivariant model and one for the
comodule model. However, below we will need only the W construction for the comodule model, which we shall
hence consider exclusively.
As the interval object occurring in the W construction we will again use Ωpoly([0, 1]), considered as a Hopf
comodule with the trivial coaction, with the trivial filtration. The W construction produces a cooperad in filtered
complete A-comodules (with A a dg Hopf coalgebra quasi-isomorphic to Ω(G)). In particular, the cooperations
in the resulting cooperad carry two compatible complete filtrations: One arises because the A-comodules had a
filtration to start with. The other arises because of theW construction, and is induced by the number of vertices in
trees. We shall need below that theW construction is an exact functor, more concretely:
Theorem 5.3. Let A be a dg Hopf coalgebra, i.e., a coalgebra in D̂gca. Let C be the category of A-comodules.
Let Cˆ be the category of A-comodules with an additional filtration satisfying the conditions of section 2.2. Then
the statement of Theorem 3.14 is valid for these categories C, Cˆ.
Proof. The proof of Theorem 3.14 carries over one-to-one to this setting. 
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5.3. Framed operads and the framing product. Let T be a topological operad with an action of a topological
group (or monoid)G. Then one may build the corresponding framed operad T ◦G such that
(T ◦G)(r) = T (r) ×G×r,
with the natural composition structure defined using the G-action. Concretely, the composition is such that for
t ∈ T (r), t′ ∈ T (s), g1, . . . , gr, g′1, . . . , g′s ∈ G, j = 1, . . . , r we have
(t, g1, . . . , gr) ◦ j (t′, g′1, . . . , g′s) := (t ◦ j (g · t′), g1, . . . , g j−1, g jg′1, . . . , g jg′s, g j+1, . . . , gr).
We call the operation “◦” which associates to an operad in G-spaces the corresponding framed operad the
framing product. On the underlying symmetric sequences of spaces it is the same as the plethysm, hence we use
the same symbol. Mind however that we understand T ◦ G to come quipped with the strutcure of a topological
operad.
Similarly, let C be a Hopf cooperad with a Hopf coaction of the Hopf algebra A. Then we may build the
corresponding framed cooperad C ◦ A such that
(C ◦ A)(r) = C(r) ⊗ A⊗r,
with the cocomposition naturally defined using the Hopf coaction of A on C. Mind that for our application (e.g.,
A = AG) the tensor product here is a completed tensor product, in order for the cocomposition to make sense.
If C is only a homotopy cooperad in A comodules we do not know how to define the framing product “directly”
in the category of homotopy cooperads. Rather, we will first strictify C using theW construction as in the previous
subsection to a cooperadWC in Hopf A-comodules. Then we may apply the framing construction (WC) ◦ A. The
result is a cooperad in D̂gca, which we may of course interpret as a homotopy cooperad in Dgca.
The main result is that the topological and algebraic framing constructions above are related to each other via
our model functor.
Proposition 5.4. Let T be a topological operad acted upon by the topological group G. Then the homotopy Hopf
cooperadsΩPL(T ◦G) and W(modAG (T )) ◦ AG are quasi-isomorphic.
Proof. We will connect the homotopy Hopf cooperads ΩPL(T ◦ G) and modAG (T ) ◦ AG by a zigzag of quasi-
isomorphisms. To describe the intermediate objects, we need some items of notation. First, for a topologi-
cal operad T we denote by WopT its W construction in the sense of section 3.7, which agrees with the usual
Boardman-VogtW-construction. As a group is in particular an operad, we may also consider the resolution WG
of G. Since G acts on T and onWopT , the same is true forWG.
However, we may as well consider T as an operad in G-spaces. Hence we may consider the homotopy operad
T , and then apply the W construction for G-modules. The result is a homotopy operad in WG-spaces which we
denote byWG(T ). Concretely, for a tree T the space (WGT )(T ) looks like the bar resolution of the G-space ×TT .
Next, we may apply the W construction again to such a homotopy operad in WG-spaces, yielding an operad in
WG-spaces, which we call WG−op(WG(T )). Finally we may take the framing product with WG. We note that we
have a direct map of topological operads
(14) WG−op(WG(T )) ◦WG → (WopT ) ◦G
by contracting the variousW resolutions.
The chain of quasi-isomorphisms of homotopy Hopf cooperads is then
ΩPL(T ◦G)→ ΩPL(Wop(T ) ◦G)→ ΩPL(WG−op(WG(T )) ◦W(G))← modAG (T ) ◦ AG.
Here the first map is induced by Wop(T ) → T . The second comes from (14). The last is the natural inclusion,
noting that the constructionWG−op(WG(T )) ◦W(G) is the topological version of modAG (T ) ◦ AG.

5.4. Remark: Semi-algebraic variant. In the above generality we were using the Sullivan functorΩPL to define
our models for topological objects. However, if, for some sub-category of topological spaces there is a quasi-
isomorphic functor Ω ≃ ΩPL, we may equivalently use Ω instead of ΩPL in all constructions above, obtaining
quasi-isomorphic dgca models. For the concrete problem we are considering in this paper, i.e., to study the SO(n)
action on FMn all objects are semi-algebraic manifolds, and hence we may consider PA instead of PL forms on
them, cf. [16]. Below this point we will tacitly (and abusively) replace the functorΩPL in the above constructions
by ΩPA.
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5.5. Models for framed operads from equivariant models. The only result of this section we will need below
is summarized in the following Theorem. In fact, we will strictly speaking only need the second statement: We
will be able to produce a small equivariant model for the little n-disks operad with the O(n)-action, and we want
to use the following Theorem to produce from that equivariant model a dgca model for the framed little n-disks
operad.
Theorem 5.5. Suppose that T is a semi-algebraic operad acted upon by the compact algebraic group G, with
connected component G0. Let H(BG0) → ΩGPA(T ) be the homotopy cooperad (in the category C of dgcas under
H(BG0) with an action of G/G0) formed by the PA equivariant forms, cf. section 4.7. Let X be a cooperad in the
category C, which comes with a quasi-isomorphism (of homotopy operads in C)
X → ΩGPA(T ).
(X is hence an equivariant model for T in the sense of section 5.1.) Then:
(1) The cooperad in H(G)-comodules
X′ :=
(
K˜ ⊗H(BG) X
)G/G0
is a comodule model for T in the sense of section 5.1, where K˜ is the Koszul complex as in section 4.11.2.
(2) Furthermore, the framed cooperad
X′′ := X′ ◦ H(G)
is quasi-isomorphic (in the category of homotopy cooperads in dgcas) to the homotopy cooperadΩPA(T ◦
X). In other words, X′′ is a dg Hopf cooperad model for T ◦G in the sense of section 3.3.
Proof. Considering the result of section 4.11.2, X′ fits into a zigzag of quasi-isomorphisms of Hopf coalgebras
and homotopy cooperads in Hopf comodules
(15)
H(G) X′ =
(
K˜ ⊗H(BG) X
)G/G0
H(G) ·
AG modAG (T )
=
where dashed arrows denote a coaction. This shows the first statement.
Next, to show the second statement, we proceed in the following steps. First note that due to Theorem 5.3
W(X′)
∼−→ X′. Due to the exactness of the framing product, we then have that
X′′ = X′ ◦ H(G) ∼←− W(X′) ◦ H(G).
Again using both exactness statements the zigzag 15 then provides us with a zigzag of quasi-isomorphisms
X′′ ← · → W(modAG (T )) ◦ AG.
Finally, using (the PA variant of) Proposition 5.4, we conclude that the latter object provides indeed a dgca model
for the framed operad T ◦G. 
6. Graph operads and graph complexes
The goal of this section is to construct an equivariant model for the little disks operads, using diagrams. The
construction is essentially merely the equivariant version of a construction employed by Kontsevich [21] in order
to show the real formality of these operads.
6.1. Definitions. We recall here the definition of M. Kontsevich’s graph complexes and graph operads. The
original definitions may be found in [21, 22], whereas we follow the approach of [34].
We denote by graN,k the set of directed graphs with vertex set [N] = {1, . . . ,N} and edge set k. It carries an
action of the group S N × S k ⋉ S k2 by permuting the vertex and edge labels and changing the edge directions. The
graphs operads Gran are defined such that
Gran(N) = ⊕k(K〈graN,k〉[(n − 1)k])S k⋉S k2
22
where the action of S k is with sign if n is even and the action of S
k
2
is with sign if n is odd. For all n one has a map
of operads
Poissn → Gran
∧ 7→
[, ] 7→ .
In particular, one obtains maps
hoLien → Lien → Gran.
We define the full graph complex as the deformation dg Lie algebra as the operadic deformation complex
fGCn := DefOp(hoLien → Gran).
One may consider two interesting dg Lie subalgebras:
• The connected graphs with at least bivalent vertices form the dg Lie subalgebra GC2n.
• The connected graphs with at least trivalent vertices form the dg Lie subalgebra GCn.
One can check that (see [22] or [34, Proposition XX])
H(GC2n) = H(GCn) ⊕
⊕
1≤r≡2n−1 mod 4
KLr
where Lr denotes the “loop” class of degree r − n, represented by a ”loop” graph consisting of r bivalent vertices.
Lr =
· · ·
(r vertices and r edges)
We may use the formalism of operadic twisting [4] to twist the operad Gran to an operad fGraphsn. Elements
of fGraphsn(N) are series of graphs with two sorts of vertices, external vertices labelled 1, . . . ,N and internal
unlabeled vertices. We again identify two useful suboperads
• The graphs with at least bivalent internal vertices and no connected components entirely internal vertices
form the sub-operad Graphs2n.
• The graphs with at least bivalent internal vertices and no connected components entirely internal vertices
form the sub-operad Graphsn.
The formalism of operadic twisting furthermore ensures that there is an action of the dg Lie algebra fGCn on
fGraphsn. One easily checks that the action restricts to an action of GC
2
n on Graphs
2
n and of GCn on Graphsn.
Furthermore, the multiplicative group K× ∋ λ acts on Graphs2n and Graphsn by multiplying a graph Γ by the
number
λ#(internal vertices)−#(edges).
There is a natural map Poissn → Graphsn given by the same formulas as the map Poissn → Gran above. We
will use the following well known result:
Proposition 6.1 ([21],[25],[34]). The maps
Poissn → Graphs2n → Graphsn
are quasi-ismorphisms.
Finally, there is a natural topology and a continuous Hopf operad structure on Graphsn and Graphs
2
n and the
above maps and actions are compatible with that structure.
By (pre-)duality one can define dg Hopf Λ cooperads ∗Graphsn and
∗Graphs2n such that
Graphsn = (
∗Graphsn)
∗ Graphs2n = (
∗Graphs2n)
∗.
Concretely, elements of ∗Graphsn(r) are linear combinations of graphs with r numbered “external” vertices and
an arbitrary number of internal vertices, of the same form as those generating Graphsn(r). (The difference is
that elements of Graphsn(r) are formal series of graphs instead of (finite) linear combinations.) The dg Hopf Λ
cooperad structure is determined by duality. We have quasi-isomorphisms of dg Hopf Λ cooperads
∗Graphs2n → ∗Graphsn → Poissn
and the graph complex GCn (resp. GC
2
n) acts on
∗Graphsn (resp.
∗Graphs2n), respecting all structures.
23
6.2. Kontsevich’s proof of real formality of Dn. M. Kontsevich showed in [21] that the operads of real chains on
the little disks operads are formal. Some of the steps and underlying technicalities where however only sketched
in his paper and later developed more carefully by Hardt, Lambrechts, Volic´, and Turchin [25, 16]. The main step
of the proof is to construct a quasi-isomorphism
(16) ∗Graphsn → ΩPA(FMn)
between the graphical cooperad ∗Graphsn introduced above and the PA forms [16] on the Fulton-MacPherson-
Axelrod-Singer compactification of the moduli space of points on Rn introduced in [11]. Before recalling the
definition of the map above, let us recall some details on the topological operad FMn. Let ConfN(R
n) be the space
of configurations of N distinguishable points on Rn. It is acted upon freely by the group R>0 ⋉ R
n by scaling and
translation. The spaces FMn(N) are compactifications (iterated real bordifications) of the quotient space under this
action.
FMn = (ConfN(Rn)/R>0 ⋉ Rn)
Concretely, the compactification is defined such that the FMn as an operad in sets rather than spaces is the free
operad generated by ConfN(R
n)/R>0 ⋉ R
n). From this description the definition of the operadic composition in
FMn is also obvious. The topological operad FMn is homotopic to the little n-disks operad Dn. For more details
on the definition we refer the reader to the original reference [11] or [32].
Now let us turn to the definition of Kontsevich’s map (16). For a graph Γ ∈ ∗Graphsn(N) with k internal vertices
the map is defined by the formula
(17) Γ 7→ ωΓ :=
∫
f
∧
(i, j) edge
π∗i jΩS n−1 ∈ ΩPA(FMn(N))
where
πi j : FMn(N + k)→ FMn(2) = S n−1
is the forgetful map forgetting all vertices in a configuration except for the i-th and j-th, and the integral is over
the fiber of the SA bundle
FMn(N + k)→ FMn(N),
see also section 2.6. The fiber integral does in general not produce a smooth differential form, and that is the
reason why one has to work with PA forms instead of smooth forms. It can be checked by using Stokes’ Theorem
that the map (16) respects the differentials and is compatible with the cooperad structure on ∗Graphsn and the
operadic composition on FMn in a natural way. It is furthermore a quasi-isomorphism. By dualizing the map (16)
one obtains a quasi-isomorphism of operads
C(FMn)→ Graphsn
c 7→
∑
Γ
Γ
∫
c
ωΓ
where C(FMn) is the operad of semi-algebraic chains (see again [16]) on FMn, and the sum is over a set of graphs
forming a basis of ∗Graphsn. We use the notation
∫
c
α to denote the pairing of a semi-algebraic chain c and a PA
form α.
The desired real formality morphism linking C(FMn) to its homology operad Poissn is hence realized by the
zigzag of quasi-isomorphism of operads
C(FMn)→ Graphsn ← Poissn.
The purpose of the rest of this section is to construct an equivariant version of the Kontsevich map (16). Naively
speaking this may be done by simply replacing PA forms by equivariant PA forms, while essentially retaining the
formula (17), which, in its equivariant form, will re-appear as (21) below. However, in practice various steps of
the proof that the map (16) is compatible the differential and cooperad structure will (at least naively) fail in the
equivariant setting, the “defects” accounting exactly for the rational nontriviality of the action of SO(n) on FMn.
Remark 6.2. Note that a priori the formula (17) is defined without restrictions on the arity of vertices in the graph
Γ. In particular, it in fact defines a map (and a quasi-isomorphism)
∗Graphs2n → ΩPA(FMn).
As part of Kontsevich’s construction of (16) one then has to check that this map indeed factors through the quotient
cooperad ∗Graphsn ← ∗Graphs2n. In other words, one has to check that the integrals corresponding to graphs with
bivalent internal vertices vanish. In fact, it turns out to be sufficient to check that for the graph
Γ =
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we obtain ωΓ = 0, which was shown by Kontsevich, cf. also Lemma D.1 in the Appendix.
6.3. Equivariant forms on FMn. Before we discuss the equivariant version of Kontsevich’s construction, let us
set up the model of equivariant forms on FMn. We consider the action on FMn of the groupG = O(n). We denote
by G0 = SO(n) the connected component of the identity. We pick a maximal torus T ⊂ G0 with Lie algebra
t. Denote by K ⊂ G0 the normalizer of T , and by W = K/T the Weyl group. We would like to use the toric
Cartan model for the equivariant forms. However, due to technical difficulties with the PA version of that model
discussed in section 4.7, we have to resort to the workaround described in that section. To this end let us define the
subalgebras Ar ⊂ ΩPA(FMn(r)) consisting of smooth algebraic forms. Clearly, the contraction with a generating
vector field is then again algebraic and smooth. Then we define the “pseudo”-Cartan differential forms (AK,r, du)
to be
Ar,K := (S (t
∗[−2]) ⊗ Ar)K
with differential (8). As in (9) these smooth algebraic equivariant forms come equipped with a map Φ into the
PA equivariant PA differential forms on FMn. (Note that we explicitly not claim that the map Φ is a quasi-
isomorphism.)
6.4. A propagator. We choose a smooth algebraic K-equivariant differential form Ωsm ∈ A2,K on the (n − 1)-
sphere such that
(1) Ωsm is of degree n − 1.
(2) The image of Ωsm under the map A2,K → A2 ⊂ Ω•(S n−1) is a volume form of area 1.
(3) duΩsm ∈ H(BG0). In practice, this means that for n even duΩsm = E is the Euler class in H(BSO(n)), and
duΩ = 0 in all other cases.
(4) If f : S n−1 → S n−1 is the inversion (i.e., f (x) = −x) then f ∗Ωsm = (−1)nΩsm.
(5) Note that by being in A2,K the formΩsm is required to be invariant under the action of K. Furthermore, let
us require that it is (anti-)invariant under the action of π0(G)  Z2.
We will call this form the (equivariant) propagator. An explicit formula for Ωsm is given in Appendix A.
We will also define the element
Ω = Φ(Ωsm) ∈ Ωs,PAK (FMn(2))
where Φ is the map (9).
6.5. Equivariant cohomology of FMn. Let us pause here and evaluate the G0 = SO(n)-equivariant cohomology
of FMn(r). For the moment, we disregard the operad structure, we care only about the cohomology of the dg
vector space of equivariant forms. This cohomology is easily computed using the smooth Cartan model. There is
an evident spectral sequence whose E1 page reads
(18) E1 = H(BSO(n)) ⊗ H(FMn(r)).
Recall that by results of F. Cohen the cohomology of FMn(r) is described as a commutative algebra by generators
and relations as follows: The generators are (classes represented by) forms
αi j = π
∗
i jΩS n−1 ,
where 1 ≤ i , j ≤ r and ΩS n−1 is a form on S n−1 generating H(S n.1). The relations are the following
αi j = (−1)nα ji
α2i j = 0
αi jα jk + α jkαki + αkiαi j = 0.
Now, if n is odd, all the αi j may in fact be extended to equivariantly closed forms, for example we can take for
the extension
π∗i jΩsm,
where Ωsm is our propagator from the preceding subsection. Hence we conclude that for odd n the spectral
sequence abuts at this stage.
For even nwe may proceed similarly using our propagator to extend the forms, but since duΩsm = E the spectral
sequence does not abut here. Rather, defining the operator T : H(FMn(r))→ H(FMn(r)) as
T =
∑
i, j
∂
∂αi j
.
Hence the next (distinct) page in the spectral sequence reads
R[p4, · · · , p2n−4] ⊗ H(H(FMn(r))[E], ET ).
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It is known that
Grav(r) := ker(T )→ (H(FMn(r))[E], ET )
is a quasi-isomorphism. (In fact, Grav is the gravity operad.) Since we now have closed representatives for all
remaining classes on the present page our spectral sequence, the spectral sequence abuts here.
Let us summarize our finding.
Proposition 6.3. The SO(n)-equivariant cohomology of FMn(r) isH(BSO(n)) ⊗ H(FMn(r)) if n is oddH(BSO(n − 1)) ⊗Grav(r) if n is even
Note also that the explicit representatives we constructed are algebraic, by our choice of Ωsm as an algebraic
form. The corresponding representatives in Ω
s,PA
K
(FMn(r)) may be obtained by just replacingΩsm byΩ = Φ(Ωsm).
6.6. A Maurer-Cartan element. Fix some choice of propagator Ωsm as in the last section. We denote E :=
duΩsm ∈ H(BG0). Concretely, E is either the Euler class or 0, depending on n. We define a Maurer-Cartan element
m ∈ GCn⊗ˆH(BG0) by the sum-of-graphs-formula
(19) m = E +
∑
γ
γ∗
∫
FMn(|Vγ|)
∧
(i, j)∈Eγ
π∗i jΩsm,
where the sum is over graphs γ forming a basis of ∗GCn, while γ∗ are the dual basis elements in GCn. The
projection πi j : FMn(|Vγ|) → FMn(2) = S n−1 is the forgetful map, forgetting the locations of all points in a
configuration except for the i-th and j-th.
Proposition 6.4. The element m is indeed a Maurer-Cartan element.
Proof. It follows from applying Stokes’ Theorem. 
We claim that the gauge equivalence class of m completely characterizes the (real) homotopy type of the action
of G on FMn. To see this, we will use m to build a model for the G-equivariant differential forms in the next
section.
Before we do this, let us however define the similar (in fact, identical) Maurer-Cartan element m˜ ∈ GCn⊗ˆΩ(BG)
(20) m˜ = E +
∑
γ
γ∗
∫
FMn(|Vγ|)
∧
(i, j)∈Eγ
π∗i jΩ.
Of course, this element is defined in the same way as m before, except that one uses the propagator Ω instead of
Ωsm. However, one checks that the two elements m, m˜ are in fact identical.
Lemma 6.5. The element m˜ is a Maurer-Cartan element. It is the image of m under the map of dg Lie algebras
GCn⊗ˆH(BG)→ GCn⊗ˆΩ(BG) induced by the map (11).
Proof. The first statement clearly follows from the second and Proposition 6.4. To see the second statement,
denote by Ism and I the two integrands appearing in (19) and (20). Then by (10) the integrands differ only by
contractionswith vector fields on FMn, i.e., I = Φ(Ism) is the same as
(∏r
j=1(1 + η j ⊗ ιξ j )
)
Ism up to an identification
of basic forms with forms on the quotient. In particular, the contractions necessarily produce forms that are not of
top degree along FMn, and hence do not contribute to the integral. Hence the only surviving terms in the integrals
in (20) are those already present in (19). 
Remark 6.6. The good way to interpret the Maurer-Cartan element m ∈ GCn⊗ˆH(BG0) above is as follows. The
action of G0 = SO(n) on FMn may be modelled by a a homotopy action of the Hopf algebra H•(G0) on a real
model ERn for FMn. Since H•(G0) may be understood as the universal enevolping algebra of g := π
R(G0), with
the trivial Lie bracket, such an action can be modelled by an L∞ map from g into the homotopy derivations of ERn .
However, the graph complex GCn (essentially) models those homotopy derivations [10]. And indeed, one way to
interpret a Maurer-Cartan element m ∈ GCn⊗ˆH(BG0) is as an L∞ map g → GCn. (Mind that, at this point we
have not seen yet that our m is really “the correct one” for the purpose of describing the G0-action.) Furthermore,
one can see that the correct way to extend this interpretation to the non-simply connected O(n) is to require that
the L∞ morphism is π0(O(n)) = Z2-equivariant. Concretely, this means that m is Z2-invariant, with Z2 acting on
H(BSO(n)) by flipping the sign of the Euler class, and on graphs in GCn by multiplying with (−1)loop order. Indeed,
a quick calculation shows that, choosing an (anti-)symmetric propagator,m is indeed Z2 invariant.
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6.7. A model for the equivariant forms on FMn. Recall from section 6 that the dg Lie algebra GCn acts on the
Hopf cooperad ∗Graphsn. It follows that the dg Lie algebra
BGCn := GCn⊗ˆH(BG0)
acts on the Hopf cooperad
∗BGraphsn :=
∗Graphsn ⊗ H(BG0)
in such a way that the images of the natural commutative algebra maps H(BG) → ∗BGraphsn(r) are preserved.
Given a Maurer-Cartan element m ∈ BGCn as above, and using the action we may hence twist ∗BGraphsn to a
Hopf cooperad ∗BGraphsmn under H(BG).
We claim that this is a an equivariant model for FMn in the sense of Definition 5.1. Indeed, there is a map
ω : ∗BGraphsmn → Ωs,PAK (FMn)
Γ 7→ ωΓ
given by Feynman rules. Concretely, to a graph Γ ∈ ∗Graphsn(N) with k internal vertices we associate the (semi-
algebraic) differential form
(21) ωΓ =
∫
f
∧
(i, j)
π∗i jΩ
where Ω is the propagator from above, the product is over edges and the integral is the fiber integral along
ESO(n) ×SO(n) FMn(N + k)→ ESO(n) ×SO(n) FMn(N).
We note that this map is well defined, in the sense that it vanishes on graphs with bivalent internal vertices by
Lemma D.1. Furthermore, we let Z2 = π0(G) act on
∗BGraphsn by multiplying a graph Γ with k internal vertices
and e edges by (−1)l−e. This action readily extends to ∗BGraphsn, and it is elementary to check that the map ω is
Z2-equivariant, given that our propagator is reflection anti-invariant.
Theorem 6.7. The map ω above realizes ∗BGraphsmn as an equivariant model for FMn as an operad in G = O(n)-
spaces. Concretely, ω respects the differentials, the (co)operad structure, the map from H(BG0), the Z2 action and
is a quasi-isomorphism.
Proof. The proof the same as Kontsevich’s proof of the corresponding non-equivariant statement, except for three
points.
First, In checking that the map ω commutes with the differentials one proceeds as follows. As in Kontsevich’s
proof, one applies Stokes’ Theorem for PA forms.
(22) dF(Γ) =
∫
∂ f
∧
(i, j)
π∗i jΩ +
∫
f
d
∧
(i, j)
π∗i jΩ,
where the first integral is over the fiberwise boundary. Again as in Kontsevich’s proof the fiberwise boundary
consists of several strata corresponding to bunches of points colliding. Now, however, the integrals associated to
these strata do not vanish. Rather, they produce precisely the terms of the Maurer-Cartan element m˜, except for
the term m0 := E . Using Lemma 6.5 these terms are accounted for by taking the twist with m − m0 in
(23) ∗BGraphsmn = (
∗BGraphsm0n )
m.
Next, the second term of (22) can be simplified as follows:
d
∧
(i, j)
π∗i jΩ = d
∧
(i, j)
π∗i jΦ(Ωsm)
=
∑
e=(p,q)
(−1)eπ∗pqΦ(duΩsm) ∧
∧
(i, j),e
π∗i jΦ(Ωsm),
=
∑
e=(p,q)
(−1)eE ∧
∧
(i, j),e
π∗i jΦ(Ωsm).
In the last lines we sum over edges e = (p, q) in our graph Γ, and we set (−1)e to be 1 for the first edge in the
ordering −1 for the second etc. For the last simplification we furthermore used that duΩsm = E by construction of
the propagator. Inserting back into (22), the second term of that equation may be identified with∑
e=(p,q)
(−1)eEF(Γ − e) = F(m0 · Γ).
Hence this term reproduces precisely the twist by m0 in (23).
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Finally we claim that the map ω is a quasi-isomorphism. Indeed, recall the computation of the equivariant
cohomology of FMn from Proposition 6.3. On the other hand, we may compute the cohomology of
∗BGraphsmn
by using the spectral sequence on the “number of u’s”. The first convergent is
H(BSO(n)) ⊗ H(Graphsn).
Using that H(Graphsn)  H(FMn) this agrees with (18). Furthermore, one immediately checks that the further
pages of the spectral sequence agree, so that indeed H(∗BGraphsmn )  HG(FMn). Finally, it is clear from looking
at the representatives of the cohomology of both sides that ω induces an isomorphism on cohomology. 
Remark 6.8. Note that by its construction the dg Hopf cooperad ∗BGraphsmn (in H(BG)/Dgca) is acted upon by
the dg Lie algebra
(GCn ⊗ H(BG0))m.
Of course, if one wants to preserve also the Z2-module structure on
∗BGraphsmn , one has to restrict to the Z2-
invariant dg Lie subalgebra
((GCn ⊗ H(BG0))m)Z2 .
Remark 6.9. We will see later that for n even the Mauer-Cartan element m is gauge equivalent to m0. It follows
that ∗BGraphsmn is quasi-isomorphic to
∗BGraphsm0n . Furthermore, there is a direct map (and quasi-isomorphism)
∗BGraphsm0n → H(BSO(n− 1))⊗Grav, where Grav is the gravity cooperad as in Proposition 6.3. This then shows
that FMn is equivariantly formal for n odd.
7. TheMaurer-Cartan element m
Above we have seen that the study of the real homotopy type of the O(n)-action boils down to understanding
the Maurer-Cartan element m ∈ BGCn. This section is hence devoted to studying the gauge equivalence class of
m. In fact, we will see that m is gauge equivalent to a quite trivial graphical Maurer-Cartan element.
Theorem 7.1. • For n even and G = O(n), the Maurer-Cartan element m is gauge equivalent to E ,
where E ∈ H(BSO(n)) is the Euler class.
• For n odd and G = O(n), the Maurer-Cartan element m is gauge equivalent to
(24)
∑
j≥1
p
j
2n−2
4 j
1
2(2 j + 1)!
(2 j + 1 edges)···
with p2n−2 ∈ H(BSO(n)) the top Pontryagin class.
In the above constructionswe may replace the groupG0 = SO(n) by subgroups SO(m) or SO(n−m)×SO(m). The
same conclusions will apply, except that the ring H(BSO(n)) is replaced everywhere by its quotient H(BSO(m)) or
H(BSO(n − m)) ⊗ H(BSO(m)). In particular, let us assemble some special consequences of the previous Theorem
in the following result.
Corollary 7.2. • For n even and G = SO(n − 1), m is gauge trivial.
• For n odd and G = SO(n − 2), m is gauge trivial.
• For n odd and G = SO(n − 1), m is gauge equivalent to
∑
j≥1
E2 j
4 j
1
2(2 j + 1)!
(2 j + 1 edges)···
where E ∈ H(BG) is the Euler class.
Proof. The result may be obtained from Theorem 7.1 by just restricting the coefficient ring from H(BSO(n)) to its
quotient H(BSO(m)), m < n. 
We will prove Theorem 7.1 in several steps.
7.1. Explicit computations of leading order terms. We can use the explicit integral formulas (19) to understand
the leading order terms of the MC element m. Concretely, for n = 2k + 1 odd one may compute the coefficients of
the graphs of the form
(2r + 1 edges)··· .
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Lemma 7.3. The integral weight of the above graph is(
u1 · · ·uk
2(2π)k
)2r
=:
pr
2n−2
4r
.
Hence the coefficient of the same graph in m (as in (19)) is
1
2(2r + 1)!
pr
2n−2
4r
Proof. The integral weight is the integral appearing in (19). In our case this integral takes the form∫
S 2k
Ω2r+1sm .
It is an integral of an equivariantly closed form over a manifold without boundary. Hence we may use the Berline-
Vergne equivariant localization formula (see [26, Theorem 46]) to evaluate the integral. The fixed point set of the
torus action consists of two points, the north and south pole of the sphere. By symmetry, both points contribute
the same value in the localization formula. Denoting the north pole by N temporarily, the integral hence evaluates
to
2
(2π)k
u1 · · · uk (Ωsm(N))
2r+1,
where the 2 accounts for the contribution of the south pole and the remaining prefactor comes from the localization
formula. Using now Lemma A.3 in the Appendix, we evaluate the expression to
2
(2π)k
u1 · · · uk
(
u1 · · · uk
2(2π)k
)2r+1
=
(
u1 · · · uk
2(2π)k
)2r
=
pr
2n−2
4r
,
where we defined the top Pontryagin class as
p2n−2 :=
u1 · · · uk
(2π)k
.
This immediately yields the coeffient of that graph in the formula for m, which differs only by a conventional
combinatorial prefactor, which is the size of the symmetry group of the graph. 
Remark 7.4. Let us quickly comment on the somewhat “strange” combinatorial prefactor occurring in the Lemma.
Note that in sum-of-graphs formulas such as (19) there appears over basis elements γ of a space of graphs, and the
corresponding dual elements γ∗ in the dual graph space. Now, spaces of linear combinations of graphs come with
a natural basis, given by (individual) graphs, and hence so do their dual spaces. However, conventionally, in the
identification of a graph as an element of the primal space, or as an element of the dual space, one often introduces
a conventional combinatorial prefactor of size the order of the symmetry group of the graph. This makes formulas
for the differential and bracket in the dual complex more pretty. We note however that this prefactor is purely
conventional and could be absorbed in different conventions.
7.2. Proof of Theorem 7.1 for n = 2 and n = 3.
Proposition 7.5. Theorem 7.1 holds for n = 2 and n = 3.
Proof. It is well known for n = 2 [29, 12]. In this case all integrals vanish by the Kontsevich vanishing Lemma
[20, Lemma 6.4].
For n = 3 we will see below that the Maurer-Cartan element m is a deformation of the conjectured one (say
mc) above. The result follows by showing that the Z2-invariant subspace of BGC3 = GC3[[u]] with u = p4 the
Pontryagin class of degree 4 and with the differential induced by mc has (essentially) no cohomology in degree 1,
and hence the Maurer-Cartan element mc is not deformable.
To see the vanishing of the cohomology, note that by results of [19] the complex GC3((u)) is (essentially)
acyclic. In particular, the subcomplex of even loop order is acyclic. Hence our complex GC3[[u]] is quasi-
isomorphic to u−1GC3[u−1] = GC3((u))/GC3[[u]] up to a degree shift by one. But in u−1H(GC3)[u−1] all classes
of even loop order are represented by graphs with ≥ 3-valent vertices, and hence are in too negative degrees. 
7.3. An auxiliary Theorem. Let us use the following notation:
• Zn
G
∈ GCn ⊗ H(BG) is the Maurer-Cartan element describing the G action on En, for G a compact Lie
group. Say G is connected here for simplicity, if it is not, there is a slight adaptation. The tensor product
here and below is a completed tensor product.
• We abbreviate Znm := ZnSO(m) and Znk,l := ZnSO(k)×SO(l) for k + l ≤ n.
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• We denote the Maurer-Cartan elements appearing in 7.1 by
Zncon j = En .
for n even and
Zncon j =
∑
j≥1
p
j
2n−2
4 j
1
2(2 j + 1)!
(2 j + 1 edges)···
for n odd.
We denote gauge equvalence by the symbol ∼, so that the statement of Theorem 7.1 can be rephrased as
Znn ∼ Zncon j.
In particular, let us rephrase Corollary 7.2 in this language.
Corollary 7.6 (Triviality of actions, special case of Corollary 7.2). We have Znm ∼ 0 in either of the two cases (i)
m ≤ n − 1 and n even or (ii) m ≤ n − 2 and n odd.
Note that on GCn we have a grading by loop order. Then, for k even, we have a map of dg Lie algebras
Φnk,l : GCn−k ⊗ H(BSO(l))→ GCn ⊗ H(B(SO(k) × SO(l)))
Γ 7→ ELk Γ
where Ek is the Euler class in H(BSO(k)) and Γ is a graph of loop order L.
Furthermore, restricting the group SO(n) to the subgroup SO(k) × SO(l) with k + l = n we obtain dgca maps
H(BSO(n))→ H(B(SO(k) × SO(l))) and hence (restriction) maps of dg Lie algebras
(25) Rk,l : GCn ⊗ H(BSO(n))→ GCn ⊗ H(B(SO(k) × SO(l))).
In particular we have
Rk,l(Z
n
n ) = Z
n
k,l.
Furthermore, we shall use below that
(26) Φn2,n−2(Z
n−2
con j) = R(Z
n
con j).
The main claim is that using a version of equivariant localization one can show the following Theorem.
Theorem 7.7. We have that for 1 ≤ k ≤ n − 2 even and l ≥ 0 such that k + l ≤ n
Znk,l ∼Ek Φnk,l(Zn−kl ).
Here ∼Ek means ”gauge equivalent after formally inverting Ek”. In other words this is gauge equivalence in the
graph complex GCn ⊗ H(B(SO(k) × SO(l)))Ek with coefficients in the localized ring.
Theorem 7.7 will be proven in section 8 below. For now, let us believe the statement and use it to derive our
main Theorem 7.1. The derivation is slightly, so let us first sketch the argument. We proceed by induction on n.
We suppose that we already know that Znn ∼ Zncon j and we desire to show that
(27) Zn+2n+2 ∼ Zn+2con j.
Using the induction hypothesis and the above theorem one can the check that
Rn,2(Z
n+2
con j) ∼E2 Rn,2(Zn+2n+2 ).
From this statement one can then show the desired statement (27). The argument is sketched in the following
diagram:
GCn ⊗ H(BSO(n)) Zncon j Znn
GCn+2 ⊗ H(B(SO(n) × SO(2))) Rn,2(Zn+2con j) Φn,2(Zncon j) Φn,2(Znn)
GCn+2 ⊗ H(B(SO(n) × SO(2)))E2 Rn,2(Zn+2con j)E2 Φn,2(Znn)E2 Rn,k(Zn+2n+2)E2
GCn+2 ⊗ H(B(SO(n + 2))) Zn+2con j Zn+2n+2
Φn+2
n,2
Induction hypothesis∼
localize E2
S ection7.4.2
Theorem 7.7∼
Rn,2
∼
Full details are given in section 7.4.2.
30
7.4. Derivation of Theorem 7.1 from the auxiliary Theorem 7.7.
7.4.1. First ”exercise”: derivation of Corollary 7.6 from Theorem 7.7. Although not strictly speaking necessary,
let us give an independent proof of Corollary 7.6 from Theorem 7.7. Let us also proceed in unnecessary detail to
prepare for the similar but more complicated proof of the general case. To this end, use the case of Theorem 7.7
for l = 0 and k = n − 2 (n even) or k = n − 3 (n odd). We find that in each of these cases
Znk ∼Ek 0,
using that by the standard Lemmas Zn
0
= 0 for n ≥ 2.
Our remaining task is hence to get rid of the localization in Ek. In other words we want to show that the
localized gauge equivalence implies the non-localized.
To this end we use the filtration on GCn by the number of vertices and proceed by induction. Evidently, or
by explicit computation of the integrals, Zn
k
does not contain terms with 1 or 2 vertices. Assume inductively
that, possibly after some gauge transformation we can bring Zn
k
into a form without graphs with < r vertices. To
simplify the notation, we will then assume that Zn
k
is of that form to start with.
The potential leading order term is of the form
γ =
∑
j
e jγ j
where γ j ∈ GCn are linear combinations of graphs with exactly r vertices and e j range over a fixed (say monomial)
basis of H(BSO(k)). The Maurer-Cartan equation then implies that γ is closed, i.e., δγ = 0. Our goal is to show
that γ is exact. If we can show that, say γ = δν, then we perform a gauge transformation by exp(ν) and have
shown our induction hypothesis for one larger l. (Hence we would be done by induction.) Of course, since δ does
not involve any non-trivial polynomial in the Euler and Pontryagin classes, closedness of γ actually means that
δγ j = 0 for each j, and we need to show that each γ j is separately exact.
Now we use that Zn
k
∼Ek 0. Concretely, the leading oder (with l vertices) terms in Znk considered as element in
the localized dg Lie algebra
GCn ⊗ H(BSO(k))Ek
are evidently also γ. Now by the gauge triviality Zn
k
∼Ek 0 we conclude that γ is exact as an element of of the
previous (localized) dg Lie algebra, i.e., there is a
κ ∈ GCn ⊗ H(BSO(k))Ek
such that δκ = γ. Concretely, we may extend the bases e j of H(BSO(k)) above to a basis H(BSO(k))Ek by adding
some monomials f j which contain negative powers of Ek. (Here we use that the map H(BSO(k))→ H(BSO(k))Ek
is injective.) Then κ will have the form
κ =
∑
j
e jκ j +
∑
j
f jκ
′
j.
The equation δκ = γ then says that
δκ j = γ j
for each j while δκ′
j
= 0. But then we are done, we just pick
ν :=
∑
j
e jκ j,
and this will satisfy δν = γ as desired. So we can continue the induction and hence show the Corollary, except
for one small issue: When n is even, we have shown that Zn
n−2 ∼ 0, while we want Znn−1 ∼ 0. However, the only
difference is that H(BSO(n − 1)) = H(BSO(n − 2))Z2 , and picking the ν above Z2 invariantly (say by averaging)
we can run the same proof working with Z2-invariant elements only.
For later use, let us also remark that the main ingredient in the above proof was showing the following Lemma.
Lemma 7.8. The map
(GCn ⊗ H(BSO(k)), δ)→ (GCn ⊗ H(BSO(k))Ek , δ)
induces an injective map in cohomology.
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7.4.2. Derivation of Conjecture 7.1 from Theorem 7.7. We proceed by induction on n. For n = 2 and n = 3
Theorem 7.1 is known, see Proposition 7.5. Now we invoke Theorem 7.7 for k = 2, l = n − 2, assuming n ≥ 4.7
Theorem 7.7 then states that
Zn2,n−2 ∼u Φn2,n−2(Zn−2n−2),
where we abbreviate the orthogonal Euler class by u (it has degree +2). Now by our induction hypothesis Zn−2
n−2 ∼
Zn−2
con j
, and hence, using (26) we find that
(28) Zn2,n−2 ∼u R2,n−2(Zncon j).
Where R2,n−2 is as in (25). Note also that clearly Zn2,n−2 = R2,n−2(Z
n
n). Let us be explicit how the underlying map of
the coefficient rings looks like. For n even we have
H(BSO(n)) = R[P4, . . . , P2n−4, En]→ H(B(SO(2) × SO(n − 2)))  R[u, P4, . . . , P2n−8, En−2]
En 7→ uEn−2
P2n−4 7→ u2P2n−8 + E2n−2
P j 7→ u2P j−4 + P j (for j , 2n − 4) .
In the above and in the formulas for n odd below, we assume P0 = 1. For n odd we have
H(BSO(n)) = R[P4, . . . , P2n−2]→ H(B(SO(2) × SO(n − 2)))  R[u, P4, . . . , P2n−6]
P2n−2 7→ u2P2n−6
P j 7→ u2P j−4 + P j (for j , 2n − 2) .
Now localize the rings on the right hand side over u. We can then exchange the generator En−2 by En := uEn−2,
respectively P2n−6 by P2n−2 := u2P2n−6. This will make uniform the formula for the differential for both left- and
right-hand sides. The maps above then change in that for n even
En 7→ En
P2n−4 7→ u2P2n−8 + u−2E2n
P j 7→ u2P j−4 + P j
and for n odd
P2n−2 7→ P2n−2
P2n−6 7→ u2P2n−10 + u−2P2n−2
P j 7→ u2P j−4 + P j.
Now we want to use (28), or equivalently R2,n−2(Znn) ∼u R2,n−2(Zncon j), to show that Znn ∼ Zncon j by a similar
but slightly more complicated argument than in the preceding subsection. We have to make a case distinction
according to whether n is even or odd.
Suppose first that n is even. Then we perform an induction on the number of vertices in graphs, plus the power
of En in the coefficient. Let us call the corresponding grading Euler-vertex degree. Assume that Z
n
n ∼ Zncon j+ (. . . ),
where (. . . ) are terms of Euler-vertex (EV-)degree ≥ r. To simplify the notation we will in fact assume that
Znn = Z
n
con j
+ (. . . ) (i.e., change the gauge so that the equation holds before proceeding). We denote the terms of
EV-degree exactly r in Znn by γ.
We write
γ =
∑
j
e jγ j
where now the e j range over a basis of H(BSO(n − 1)) while
γ j ∈ GCn ⊗ R[En].
Note that this sum is finite essentially because for even n graphs with multiple edges do not appear.
The Maurer-Cartan equation implies that Dγ = 0, where D = δ+ [Zn
con j
,−] = δ+ En∇. Our task is to show that
γ is D-exact. Since D does not involve any polynomial in the Pontryagin classes we in fact have Dγ j = 0 for each
j separately, and our goal is equivalent to showing that each γ j is separately D-exact.
Now by (28) we know that the image of γ in (GCn ⊗ R[u, u−1, P4, . . . , P2n−8, En],D) is exact. We have hence
reached our goal of showing exactness of γ if we can show the following:
7In fact, the case n = 3 may also be tackled in this way, giving a second proof of the conjecture for n = 3. However, in the interest of
uniformity of notation, let us assume n ≥ 4.
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Lemma 7.9. The map of complexes
(29) (GCn ⊗ R[P4, . . . , P2n−4, En],D)→ (GCn ⊗ R[u, u−1, P4, . . . , P2n−8, En],D)
by mapping the coefficient ring according to the above prescription induces an injective map in cohomology.
Proof. To see this one proceeds as follows:
• As complexes, both sides have the form (. . . ) ⊗ (GCn ⊗ R[En],D). Here the tensor product is the com-
pleted one. One should be a little bit careful: we have that the left-hand side is a direct product of
complexes isomorphic to (GCn ⊗ R[En],D) labeled by the basis of monomials of R[P4, . . . , P2n−4] and
shifted respectively in their degree; while the right-hand side is something in between a direct sum and
a direct product (labeled by monomials of R[u, u−1, P4, . . . , P2n−8]) as a coefficient in front of any graph
in GCn ⊗ R[u, u−1, P4, . . . , P2n−8, En] is a finite sum of monomials. But at the end it won’t matter. In our
argument showing that a non-zero homology class is sent to non-zero, we will be projecting to one of
such factors/summands in the target. And it will be clear that the image of the projection is non-zero.
• Pick the obvious monomial bases of R[P4, . . . , P2n−4] and R[u, u−1, P4, . . . , P2n−8]. Impose the lexico-
graphic ordering on these bases, with the ordering of the generating symbols such that Pi > P j if i > j
and Pi > u > u
−1 for all i.
• Consider any cocycle in the source that is not exact. Let r be the smallest Euler-vertex degree in which
this cocycle is non-trivial.
• Note that the map (29) respects the Euler-vertex degree only as a filtration. Thus we will be looking below
only at the factors/summands in the target that contribute non-trivially to the Euler-vertex degree r.
• Checking the formulas, the lexicographic leading order piece (landing in the Euler-vertex degree r) is
given by the assignment
P2n−4 7→ u2P2n−8
P j 7→ P j.
It is clear that this induces an injective map on basis elements. Hence it is enough to project to the
factor/summand corresponding to the leading order piece to see that the image homology class is non-
zero.

Thus we have shown Theorem 7.1 in the case of even n.
Next consider the case of odd n. Here we proceed similarly, but we pick the initial filtration on graphs on the
number of vertices. The number of vertices will be referred as vertex grading. Assume that Znn ∼ Zncon j + (. . . ),
where (. . . ) are terms with graphs with ≥ r vertices. To simplify the notation we will in fact assume again that
Znn = Z
n
con j
+ (. . . ).
We call the term with exactly r vertices γ again. We write
γ =
∑
j
e jγ j
where now the e j range over a basis of H(BSO(n − 2)) wile
γ j ∈ GCn ⊗ R[P2n−2].
However, the difference with the previous case is that this sum might be infinite (because graphs with multiple
edges are allowed compensating to the degree arising from products of Pontryagin classes).
Now the Maurer-Cartan equation implies that Dγ = 0, where D = δ + [Zn
con j
,−]. Our task is to show that γ is
D-exact. Since D does not involve any polynomial in the lower Pontryagin classes we in fact have Dγ j = 0 for
each j and our goal is equivalent to showing that each γ j is separately D-exact.
Using (28) and proceeding as for even n before, we end up with having to show the following result:
Lemma 7.10. The map
(30) (GCn ⊗ R[P4, . . . , P2n−2],D)→ (GCn ⊗ R[u, u−1, P4, . . . , P2n−10, P2n−2],D)
induces an injective map on cohomology.
Proof. As for the case of even n, we get that both the source and the target have the form (. . . )⊗(GCn⊗R[P2n−2],D).
Notice also that the vertex degree is preserved by the map (30). Thus it is enough to prove injectivity for any
cocycle concentrated in a given vertex degree of the source. However, we can not proceed similarly to the case of
even n as one can now have coefficient monomials of arbitrary length, hence a top down induction is not permitted.
To repair, we use the descending filtration in (GCn ⊗ R[P2n−2],D) by loop order. We will need the following.
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Sublemma 7.11. For any cocycle α in (GCn ⊗ R[P2n−2],D), which is not exact, there exist an integer number
ℓ < ∞, such that α is homologous to a cocycle α′ represented by a sum of graphs of loop order ≥ ℓ, and is not
homologous to any cocycle given by a sum of graphs of loop order ≥ ℓ + 1.
The number ℓ corresponding to a cocylce α given by the lemma above, will be called the loop order of a
cocycle.
We finish the proof of Lemma 7.10 by contradiction: Pick a cocycle x in (GCn ⊗ R[P4, . . . , P2n−2],D) of
vertex degree r which is not exact, but is sent to an exact element under the above map. The complex (GCn ⊗
R[P4, . . . , P2n−2],D) is a product of complexes isomorphic to (GCn ⊗ R[P2n−2],D) and labeled by monomials P j
of R[P4, . . . , P2n−6]. Thus x is an infinite sum of cocycles x
P
j corresponding to each such factor. Now we look
only at those factors for which x
P
j has the minimal loop order. By dimensional reasons there will be only finitely
many such factors. Among them we choose the one corresponding to the lexicographicallymaximal monomialM.
Finally, we project the image of x in the target complex to the factor/summand labeled by the monomial obtained
from M by replacing
P2n−6 7→ u2P2n−10
P j 7→ P j.
The result is a cocycle y that might be non-homologous to xM , but still such that y − xM has a higher loop order
than xM . Thus y is not exact, which brings in a contradiction. 
This then also shows Theorem 7.1 for odd n. 
Proof of Sublemma 7.11. This follows from the standard fact that if
F0C ⊃ F1C ⊃ F2C ⊃ . . .
is a complete and Hausdorff filtration in a (co)chain complex, such that all the terms FnC/Fn+1C are of finite
type, then the induced filtration F•H(C) in the (co)homology is also complete and Hausdorff. In fact we need
only Hausdorffness, meaning
⋂
n FnH(C) = 0. Given a (co)cycle x ∈ F0C, assume that it’s possible to subtract
(co)boundaries ∂y0, ∂y1, etc, so that (x − ∂y0) ∈ F1C, (x − ∂y0 − ∂y1) ∈ F2C, etc. We want to show that x is exact.
Let us each time instead of yi choose zi so that ∂zi = ∂yi and zi lies in the maximal possible filtration term. Notice
that the fact that it’s possible to choose such yi means that the differential in the spectral sequence associated to
this filtration is non-trivial. And moreover the filtration order of zi is responsible for the place from where this
differential is sent. Since each term FnC/Fn+1C is of finite type, there will be finitely many non-trivial arrows in
this spectral sequence from any given cell. Thus for any n there will be only finitely many zi’s not lying in FnC.
As a result, the sum z0 + z1 + z2 + . . . is well defined (also by completeness). 
8. Equivariant localization and proof of Theorem 7.7
8.1. A relative version of configuration space. Consider Rm as a fixed subset of Rn by embedding it as a coor-
dinate hyperplane for the first m coordinates. We define the space
FMm,n(r, s) ⊂ FMn(r + s)
as the subspace for which the last s points lie on a plane Rm ⊂ Rn. More precisely, the space FMm,n(r, s) fits into a
pullback diagram
FMm,n(r, s) FMn(r + s)
FMm(s) FMn(s)
.
Following Kontsevich’s notation we call the r first points type I points and the others s points (which lie in a
plane) type II points. The totality of spaces FMm,n(−,−) together with FMn forms a colored operad F̂Mm,n such
that
• The operations with output in color 1 are
F̂M
1
m,n(r, s) =
FMn(r) for s = 0∅ otherwise .
• The operations with output in color 2 are
F̂M
2
m,n(r, s) = FMm,n(r, s) for r ≥ 0 and s ≥ 1.
The operadic compositions are inherited from those on FMn, i.e., defined by gluing one configuration into another.
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Remark 8.1. There is also a variant of the above colored operad in which one allows for operations with output
in color 2 but no input in color 2. The definition of the appropriate compactification in that case is slightly more
intricate, however. In this paper we only need to work with the version above.
Obviously, the colored operad F̂Mm,n is equipped with a natural action of O(m)×O(n−m), by restriction of the
O(n) action on FMn.
Construction 8.2. Let P be an operad. Let us define a two-colored operad P2−col, such that
P2−col,1(r, s) =
P(r) if s = 00 otherwise P2−col,2(r, s) =
P(r + s) if s ≥ 10 otherwise,
with the operadic compositions inherited from P. Dually, given a cooperad C, we define a two colored cooperad
C2−col by the analogous construction.
8.2. A complex of graphs. Recall the cooperad ∗Gran from section 6.1. Set G = SO(m) × SO(n − m), fix a
maximal torus T and compact subgroup K  W ⋉ T , with W the Weyl group as before. First let us define a two
colored cooperad ∗Gram,n = ∗Gra2−coln from
∗Gran using Construction 8.2. More concretely, we define a family
of graded vector spaces ∗Gram,n(r, s) = ∗Gran(r + s) consisting of graphs in r ”type I” and s ”type II” vertices,
with the same sign and degree conventions as for ∗Gran. In pictures, we shall distinguish the type II vertices by
drawing them on a ”baseline”, which shall be thought of representing Rm, as follows
1 2
1 2
The pair ∗Gran(−) and ∗Gram,n(−,−) is naturally a two colored Hopf cooperad, which we call ∗̂Gram,n. There
is a map of Hopf cooperads
(31) ∗̂Gram,n ⊗ H(BG)→ Ωs,PAK (F̂Mm,n)
sending an edge between vertices i and j to the form
π∗i jΩ,
where πi j is the forgetful map forgetting all but points i and j from a configuration, and Ω is the “propagator”, the
G-equivariant form on S n−1 as in section 6.4.
We also define the dual two colored operad hGram,n. We consider the graded Lie algebras of invariants of those
colored operads. To describe them correctly including signs and degrees, consider the two colored operad Liem,n
governing a Liem algebra acted upon by a Lien algebra. Concretely, we have
Lie1m,n(r, s) =
Lien(r) for s = 00 otherwise
Lie2m,n(r, s) =

Liem(s) for r = 0 and s ≥ 1
Lien(r) ⊗ Liem(s)[n − m] for r ≥ 1 and s ≥ 1
0 otherwise
Note in particular that there is no operation with output in color 2, but no input in color 2. We denote the minimal
resolution by hoLiem,n. Concretely, hoLiem,n is generated by the following operations:
• Operations µk with k ≥ 2 inputs in color 1 and the output in color one, spanning a one-dimensional
representation of S k in degree 1 − (k − 1)n. The operations generate hoLien.
• Operations µk,l with k inputs in color one, l inputs in color 2 and output in color 2, where k ≥ 0, l ≥ 1,
k + l ≥ 2. The operation µk,l has degree 1 − kn − (l − 1)m, and spans a one-dimensional subspace under
the action of the group S k × S l. The µ0,l generate a copy of hoLiem inside hoLiem,n.
Then the invariant Lie algebra can be defined as the deformation complex
fGCm,n := Def(hoLiem,n
0→ hGram,n)
of the trivial maps sending all generators to zero. (This is just the invariants of the total space, up to some degree
shifts.) Via the map (31) we obtain a Maurer-Cartan element
Zˆm,n =
∑
Γ
Γ
∫
ωΓ∗ ∈ fGCm,n ⊗ H(BG).
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Starting from this point on, let us only focus on the case of even n − m, which is what we need below. To be
explicit, the leading order terms of Zˆm,n are
(32) Zˆm,n = + + En−m︸                                 ︷︷                                 ︸
=:Zˆ0m,n
+(· · · )
All terms are given by connected graphs, as one easily verifies. (Including the case m = 1.) Note that the second
term reflects the fact that to the marking one assigns a form that is not equivariantly closed. We denote the leading
terms by Zˆ0m,n as indicated in the formula, and regard the remainder Zˆm,n− Zˆ0m,n as a perturbation of Zˆ0m,n. One easily
verifies that Zˆ0m,n is itself a Maurer-Cartan element.
Remark 8.3. The leading term Zˆ0m,n is the Maurer-Cartan element corresponding to the colored operad map
hoLiem,n → Liem,n
f−→ hGram,n ⊗ H(BG)
where f maps the generators as follows:
f (µ2) = f (µ1,1) = f (µ0,2) = En−m .
Remark 8.4. Let us collect several maps between the operads constructed so far. First, there are obvious inclu-
sions
Liem → Liem,n Lien → Liem,n ,(33)
interpreting the left-hand side in each case as a colored operad concentrated in color 2 (respectively, color 1).
Next, suppose that R is any graded commutative ring containing an element λ of degree n − m. Recall that we
require n − m to be even. Then there is a colored operad map (cf. also Construction 8.2)
(34) Liem,n → Lie2−coln ⊗ R .
This map is defined on generators as follows:
µ2 7→ µ2 µ1,1 7→ µ2 µ0,2 7→ λµ2.
8.3. Combinatorial description of fGCm,n. The graded Lie algebra fGCm,n has a semi-direct product structure
owed to its definition as a deformation complex of a colored operad. Concretely, as graded Lie algebra
(35) fGCm,n = fGCn ⋉ fGC
′
m,n
where fGCn are graphs ”without baseline”, while fGC
′
m,n is spanned by graphs with baseline, with at least one
vertex on the baseline. The Lie bracket on fGC′m,n is by inserting into type II (i.e., baseline-)vertices. The Lie
action of fGCn is by insertion into type I vertices.
Changing the ground ring to H(BG) and twisting by the Maurer-Cartan element Zˆm,n produces several terms in
the differential. Among them are the differential on fGCn, and terms sending fGCn ⊗ H(BG)→ fGC′m,n ⊗ H(BG).
8.4. Connectedness and the dg Lie subalgebra GCm,n. We define the connected dg Lie subalgebra GCm,n ⊂
fGCm,n to be composed of connected graphs. Here a graph counts as connected if any two vertices can be connected
by a path of edges, irrespective of the vertex types (I or II).
Similar to (35) we have a splitting of GCm,n into a semi-direct product (as graded Lie algebra)
(36) GCm,n = fcGCn ⋉ GC
′
m,n
where fcGCn is the standard (connected) graph complex, but without any valence restriction on vertices.
Lemma 8.5. The Maurer-Cartan element Zˆm,n lives inside the connected part GCm,n ⊂ fGCm,n.
Proof. Suppose Γ = Γ1⊔Γ2 is a non-connected graph, with the pieces Γ1, Γ2 non-empty and not connected to each
other. Then the corresponding weight form ωΓ = ωΓ1 ∧ ωΓ2 is basic under rescaling and translation of the points
contributing to Γ1 and Γ2 separately. Hence the form can not have a top form component on configuration space,
which is obtained by quotienting out (only) the diagonal scaling and translation action. 
Remark 8.6. For cosmetic reasons one could introduce the following further valence conditions: (i) Every type I
vertex has valence ≥ 2 (respectively ≥ 3) and (ii) every type II vertex that is not connected to a type I vertex has
valence ≥ 2 (resp. ≥ 3). One can easily check that these conditions describe a Lie subalgebra GC≥2m,n ⊂ GCm,n
(resp. GC≥3m,n ⊂ GCm,n). Furthermore, it is shown in the Appendix that the non-leading piece of the MC element
Zˆm,n − Zˆ0m,n lives in the Lie subalgebra GC≥2m,n. (And in fact also in GC≥3m,n if one absorbs one further term into the
leading piece.) However, to use a somewhat unified notation, we will stick to the version of GCm,n without valence
condition for now.
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8.5. A path object. Let us now work over the localized coefficient ring H(BG)En−m , formally inverting the or-
thogonal Euler class.
Proposition 8.7. The dg Lie algebra g := (GCm,n ⊗ H(BG)En−m)Zˆ
0
m,n is a path object for h = fcGCn ⊗ H(BG)En−m .
This means that there are morphisms of dg Lie algebras factoring the diagonal
h g h × hι∼
(p0 ,p1)
with the right-hand map surjective and the left-hand map an (in our case injective) quasi-isomorphism.
The left-hand map ι sends a graph to the sum of all graphs obtained by declaring an arbitrary subset of vertices
to be of type II, multiplying by Ekn−m, where k is the number of type II vertices. For example, suppressing
combinatorial prefactors, the formula schematically looks like this:
ι7→ + En−m + E2n−m + E3n−m + E4n−m
The first right-handmap p0 is the projection to h that projects to the first factor of (36). Themap p1 is the projection
to the piece where all vertices are type II, multiplying by E−kn−m, where k is the number of type II vertices, sending
all graphs with type I vertices to zero. For example:
p17→ 0 p17→ E−4n−m
Proof. It is an exercise to check that the maps respect the dg Lie structure: The easiest way is to conduct a small
graphical computation. Alternatively, to see that p0 and p1 are dg Lie algebra maps, one uses the representation of
the graph complex as deformation complex. Then p0 and p1 are essentially pull-backs under the inclusions (33).
For the map ι a similar but slighter longer argument is possible, using the map (34), inducing the second arrow in
the composition
fGCn ⊗ H(BG)En−m = Def(hoLien → Gran ⊗ H(BG)En−m)→ Def(hoLie2−coln → Gra2−coln ⊗ H(BG)En−m)
→ Def(hoLiem,n → Gra2−coln ⊗ H(BG)En−m)  fGCm,n ⊗ H(BG)En−m .
Next let us show that the maps ι, p0, p1 are quasi-isomorphisms, which is a less straightforward statement. First
note that it suffices to show that p1 is a quasi-isomorphism, because then (by 2-out-of-3) so is ι, and then (by
2-out-of-3 again) so is p0.
So let us check that p1 is a quasi-isomorphism. Consider a univalent type II vertex attached to a type I vertex
as a ”marking” of that type I vertex. Now take a spectral sequence on the total number of edges plus vertices,
disregarding the markings. (I.e., the univalent type II vertices and their attaching edges to a type I vertex don’t
contribute to the count). Then the differential δ0 on the associated graded of g becomes
δ0 : Γ 7→ En−m
∑
v
Γ ⊔ (add marking at vertex v)
where the sum is over all type I vertices. In words, we add a marking to one type I vertex, summing over all
choices of such vertex. Note also that in particular, if the graph Γ above is in the first summand on the right-hand
side of (36), this operation sends it to a linear combination of graphs in the second summand of the right-hand
side of (36). Now consider the operation h′
0
by summing over all vertices and removing one marking (if one is
present). By a simple computation:
(δ0h
′
0 + h
′
0δ0)(Γ) = (# of type I vertices)En−mΓ.
Hence the operation
h0 : Γ 7→
0 if Γ has no type I vertices1
(# of type I vertices)
E−1n−mh
′
0
(Γ) otherwise
is a homotopy for δ0, in the sense that δ0h0 + h0δ0 = id − π, where π is the projection onto the subspace spanned
by graphs without type II vertices. That means that on the level of associated graded spaces the map p1 induces
an isomorphism on cohomology and hence the spectral sequence collapses here. 
The following result is evident from the definitions, but let us still call it a lemma.
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Lemma 8.8. The images of the Maurer-Cartan element Zˆm,n − Zˆ0m,n under the maps p0, p1 of the preceding
Proposition 8.7 are as follows.
p0(Zˆm,n − Zˆ0m,n) = Znm,n
p1(Zˆm,n − Zˆ0m,n) = LEn−mZmm
Now the proof of Theorem 7.7 is simple.
Proof of Theorem 7.7. It suffices to show the statement for l = n − k. By definition, two Maurer-Cartan elements
x, y in a dg Lie algebra h are gauge equivalent if there is a path object g together with a MC element z ∈ g such
that p0(z) = x and p1(z) = y, where p0, p1 : g→ h are the two maps in the definition of path object. Typically one
takes g = h[t, dt], but any other path object is fine, see Appendix C.1.
In our case we take the path object of Proposition 8.7 (withm = k). Then Lemma 8.8 says that the MC elements
are gauge equivalent in fcGCn ⊗ H(BG). Finally, since fcGCn and GC2n are quasi-isomorphic, one concludes the
result. 
9. Models and (co)formality for the framed n-disks operads
9.1. Models for the little n-disks operad as G-space. In the previous section we studied (versions of) the ring
of G-equivariant forms (for G ⊂ O(n)) for the little n-disks operad. Again denote by G0 ⊂ G the connected
component of the identity. If G = G0 is connected the result was that there is a Maurer-Cartan element
m ∈ H(BG0) ⊗ GCn
governing the G-action in the sense that
(∗Graphsn ⊗ H(BG0))m
is a cooperad in the category of dgcas under H(BG0). We may of course understand it as a homotopy cooperad.
Furthermore, if G is not connected, all data may be chosen equivariantly under the G/G0-action.
Now, using the result of section 4.11 we see that from the above model we may obtain a model for the En
operad as operad in G-spaces by tensoring over H(BG) with the Koszul complex K. Suppose first that G = G0 is
connected. Recall that K = H(G)⊗H(BG0), with a differential making its cohomology one dimensional, and with
the obvious H(G)-coaction. We obtain a homotopy cooperad in the category of dg Hopf comodules over H(G)
K ⊗H(BG0) (∗Graphsn ⊗ H(BG0))m  ∗Graphsn ⊗ H(BG0) ⊗ H(G),
where the Maurer-Cartan element m is contained in the differential. In the case of non-connected G one has the
same formula, but takes also invariants under the G/G0 action. Note that the above object is only a homotopy
cooperad since K ⊗H(BG0) − has the wrong monoidality properties. Furthermore note that we abuse notation a bit.
The homotopy cooperad assigns to a tree T the product
K ⊗H(BG0)
⊗
T,H(BG0)
(∗Graphsn ⊗ H(BG0))m
where the big product is a treewise tensor product, relative to H(BG0).
There is an alternative viewpoint which allows us to simplify the above model, in particular given that the
Maurer-Cartan element m in practice has a very simple form, as we saw in the previous sections. Note that
H(BG0) = C(g
∗) can be viewed as the Chevalley complex of the abelian graded Lie coalgebra g∗ dual to the
graded abelian Lie algebra g whose components
g j = π j(G0) ⊗Z R for j ≥ 3.
are the real homotopy groups of G. Under this viewpoint the Maurer-Cartan element m may be interpreted as an
L∞-map
g→ GCn.
Since GCn acts on
∗Graphsn by cooperadic coderivations, this L∞ map describes an L∞ action of g on
∗Graphsn,
or dually an L∞-coaction of g∗.
Let gˆ be a resolution that lifts the L∞ action to an honest action. For example, for n even and G = SO(n) we
have seen that m can be taken to be linear, thus the L∞ action is already an honest Lie action from the start, and
we can take gˆ = g. For n odd we saw that the MC element m can be assumed to have the simple form (24). It is
not linear in the Pontryagin classes, but contains only the top Pontryagin class non-trivially. Hence we may take
in this case
(37) gˆ = Rp3 ⊕ Rp6 ⊕ · · · ⊕ Rp2n−7 ⊕ h,
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where h = FreeLie(S (Kp2n−3) is the minimal resolution of the one-dimensional abelian graded Lie algebra spanned
by p2n−3.
Again restricting to the connected case first, note that H(G) = Ug∗ can be understood as the universal envelop-
ing coalgebra. The universal enveloping coalgebraUgˆ∗ is a resolution of H(G) (as a dg Hopf algebra) and acts
on ∗Graphsn. Instead of finding a model of En in cooperads in dg Hopf H(G)-comodules we may equivalently
look for a model in the category of cooperads in HopfUgˆ-comodules. As such, a particularly simple model is the
cooperad ∗Graphsn itself, equipped with theUgˆ coaction described by m.
Proposition 9.1. Let g be the abelian graded Lie coalgebra above, and gˆ ← g a resolution that lifts the L∞
coaction encoded in m to an honest dg Lie action. Let Kˆ = Ugˆ∗ ⊗ H(BG0) be the corresponding “Koszul”
complex. Then there is the following commutative diagram of dg Hopf algebras and homotopy operads in their dg
Hopf comodules:
Ug∗ = H(G0) K ⊗H(BG0) (∗Graphsn ⊗ H(BG0))m
Ugˆ∗ Kˆ ⊗H(BG0) (∗Graphsn ⊗ H(BG0))m
Ugˆ∗ ∗Graphsn.
∼ ∼
= ∼
The lower vertical arrow on the right-hand side is such that the composition with the projection to comodule
cogenerators is the obvious inclusion
∗Graphsn → H(BG0) ⊗ ∗Graphsn.
The dashed horizontal arrows stand for “coaction on”.
Proof. Clearly Kˆ and K are quasi-isomorphic, so that the upper right vertical arrow is a quasi-isomorphism. The
space in the middle right is isomorphic (as a graded vector space) to ∗Graphsn ⊗ Ugˆ ⊗ H(G0). Taking a spectral
sequence on the degree in ∗Graphsn, the differential reduces to the Koszul differential on the “Koszul complex”
piece Ugˆ ⊗ H(G0). That latter complex has one dimensional cohomology, and the spectral sequence must abut
here by degree reasons. Hence the vertical arrow on the right is indeed a quasi-isomorphism. 
Let us remark that there is again a slight extension to the case of non-connectedG. One merely takes as model
for H(G) a semidirect product of R[G/G0]
∗ withUgˆ∗ above, which co-acts on ∗Graphsn.
Finally, for G = O(n) and n even it is not necessary to take resolutions as mentioned, and H(G) co-acts on
∗Graphsn immediately. The action induces an action on cohomology, and the natural projection
∗Graphsn → e∗n
preserves the coaction of H(G), thus showing the (real) formality of the little n-disks operad as an operad in
O(n)-spaces.
9.2. Models for the framed little n-disks operads, and formality. By the previous subsection, we have models
for the little n-disks operad as a G-space, in the form of cooperads in dg Hopf H(G)-(or a resolution thereof-
)comodules. We may hence use the result of section 5 above to generate a model for the G-framed little n-disks
operad Dn ◦G by applying the algebraic framing operation to our models.
Concretely, we may use the dg Hopf comodule ∗Graphsn overUgˆ∗. A dgca model (in the sense of section 5)
for the G-framed little n-disks operad is hence
∗Graphsn ◦ Ugˆ∗
using the ◦-product, cf. section 5.3.
In good cases we can use this model to show that the framed operad is formal.
Theorem 9.2. • For n ≥ 2 even the O(n)-framed little n-disks operad is formal over R.
• For n ≥ 5 odd, m ≤ n − 2, the O(m)-framed little n-disks operad is formal over R.
Proof. For the first statement we use that we can pick g∞ = g, so that our model becomes
∗Graphsn ◦ H(G).
The explicit formality morphism is then given by the projection ∗Graphsn → H(∗Graphsn), which preserves the
H(G) coaction, as
∗Graphsn ◦ H(G)→ H(∗Graphsn ◦ H(G)) = ∗Graphsn ◦ H(G).
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For the second case the coaction is governed by a trivial Maurer-Cartan element by Corollary 7.2. Hence the
claimed formality is obvious. 
9.3. Recollection: The Drinfeld-Kohno (Quillen) models for En. The higher Drinfeld-Kohno Lie algebras are
Lie algebras pn(r) generated by symbols ti j = (−1)nt ji of degree n−2, with 1 ≤ i , j ≤ n, with relations [ti j, tkl] = 0
for #{i, j, k, l} = 4 and [ti j, tik + til] = 0 for #{i, j, k} = 3. These Lie algebras assemble (for varying r) into an operad
in Lie algebras which we call the n-Drinfeld Kohno operad. Concretely, the right symmetric group action is by
the obvious permutation of indices. The operadic compositions
◦r : pn(r) ⊕ pn(r′)→ pn(r + r′ − 1)
are defined by the following rules.
pn(r) ∋ ti j 7→ ti j ∈ pn(r + r′ − 1) for i, j < r
pn(r) ∋ tir 7→ tir + ti(r+1) + · · · + ti(r+r′−1) ∈ pn(r + r′ − 1) for i < r
pn(r
′) ∋ ti j 7→ t(i+r)( j+r) ∈ pn(r + r′ − 1)
All other operadic compositions are determined by the operad axioms and the symmetric group action. The
following result is well known.
Theorem 9.3. The Drinfeld-Kohno operad pn forms a rational Quillen model for the operad Dn for each n ≥ 2.
Let us give a sketch of a proof that these objects are indeed real Quillen models. The proof necessarily uses
some form of the (real) formality of Dn First, we have seen that the Hopf operad Graphsn is a dgca model for Dn.
Furthermore, Graphsn = C(ICGn) is the Chevalley complex of the operad in L∞ algebras given by the internally
connected graphs. We are done if we can show that ICGn and pn are quasi-isomorphic. To this end, one can define
an auxiliary grading on ICGn for which a graph Γ has auxiliary degree
2#(vertices of Γ) − #(edges of Γ) + 1.
The definition is chosen such that:
• The differential has auxiliary degree +1.
• The cohomology is concentrated in auxiliary degree 0.
• The grading is compatible with the operad and Lie algebra structure.
Given these conditions we may define the truncated sub-operad in L∞ algebras
TCGn ⊂ ICGn
formed by all elements of auxiliary degree < 0, the closed elements in degree 0, and no elements in auxiliary
degree > 0. We then have the zig-zag of quasi-isomorphisms
ICGn ← TCGn → H(ICGn)=pn
showing that ICGn is formal, and hence that Dn is coformal and that pn is a Quillen model for Dn.
9.4. Framed Drinfeld-Kohno models. In this section we want to discuss framed analogs pfrn of the higher
Drinfeld-Kohno operads of Lie algebras. Concretely, let as before g = π(SO(n)) ⊗ R as abelian Lie algebra.
Concretely, g is spanned as a vector space by the Pontryagin classes p4s and, if n is even, the Euler class E. We
now define, as a Lie algebra
pfrn (r) := pn(r) ⊕ g[1] ⊕ · · · ⊕ g[1]︸              ︷︷              ︸
r×
.
In words, pfrn (r) is generated by the ti j with relations as in the previous section, and by additional commuting
generators p
j
4s
and E j for 1 ≤ j ≤ r. There is an obvious action of the symmetric group by permuting indices. We
define the operad structure by extending that on pn, such that the composition
◦r : pfrn (r) ⊕ pfrn (r′)→ pfrn (r + r′ − 1)
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acts on the the additional generators as follows.
pfrn (r) ∋ E j 7→ E j ∈ pfrn (r + r′ − 1) for n even, j < r
pfrn (r) ∋ Er 7→
r′∑
j=r
E j +
∑
r≤i< j≤r′
ti j ∈ pfrn (r + r′ − 1) for n even
pfrn (r) ∋ pr2n−2 7→
r′∑
j=r
p
j
2n−2 +
∑
r≤i< j≤r′
[ti j, ti j] + 2
∑
r≤i< j<k≤r′
[ti j, t jk] ∈ pfrn (r + r′ − 1) for n odd
pfrn (r) ∋ p j4s 7→ p
j
4s
∈ pfrn (r + r′ − 1) in all other cases
Again, the other operadic compositions are determined by the symmetric group action. In words, the operad
structure is trivial regarding all basis elements of g except for the Euler class (for n even), and the top Pontryagin
class (for n odd), for which we modified the composition rules. We will show below that pfrn is a Quillen model
for Dfrn . For now, we show the following:
Theorem 9.4. The framed Drinfeld-Kohno operad pfrn is the homology of a real Quillen model for D
fr
n for each
n ≥ 2.
Note that the Theorem shows that pfrn is a Quillen model for D
fr
n provided we can show coformality.
Proof. By section 9.2 we already have a dgca model
∗Graphsn ◦ Ugˆ∗
for Dfrn , depending on the graphical Maurer-Cartan element m defined in section 7, which we assume to be taken
in the form of Theorem 7.1. Nevertheless, the above model is quasi-free as a (collection of) dgca. The dual space
of the generators is
ICGfrn := ICGn ◦ gˆ
where gˆ is (up to a degree shift) isomorphic to a (quasi-)free Lie algebra with generators indexed by elements of
H(BSO(n))∗. The differential on ICGfrn does not depend on m, and hence it is immediate that, as a collection of
graded vector spaces
(38) H(ICGfrn )  p
fr
n .
However, note that the operadic compositions (L∞ morphisms) in ICGfrn are relatively complicated and do depend
on m, and it is a priori not obvious that the isomorphism (38) is compatible with the operadic compositions,
irrespective of m. To show this statement let us note two facts: (i) The only contributions to the homology of ICGn
can come from trivalent trees without internal loops. (ii) Looking at the way the action of GCn is defined the only
graphs in GCn that can possibly create such objects are graphs which after deletion of one vertex become trivalent
forests without loops. (iii) For n even there is only one such graph: the tadpole. For n odd, many such graphs do
exists, but by Proposition B.1 we may assume that only one such, namely the theta graph, is present in m.
Now, we know the coefficients of the tadpole and theta graphs in m, and hence we can understand the operad
structure on H(ICGfrn ). The operad structure on p
fr
n is defined precisely such that (38) is compatible with the
compositions.

9.5. Coformality of Dn. Now we are ready to prove the coformality of Dn, and hence check that p
fr
n is indeed a
Quillen model.
Proof of Theorem 1.4. After the discussion in the previous subsection, it suffices to construct a quasi-isomorphism
between the operad in L∞ algebras ICGfrn and its homology H(ICG
fr
n ) = p
fr
n . We can further assume (-by Theorem
7.1-) that the Maurer-Cartan element m ∈ BGCn used to define ICGfrn is as in (24).
Now we desire to copy the truncation trick in the proof of the non-framed analogous result Theorem 9.3 above.
Looking at that proof, it is clear that we are done if we can define an auxiliary grading on ICGfrn with the same
formal properties, i.e.:
• The differential has auxiliary degree +1.
• The cohomology is concentrated in auxiliary degree 0.
• The grading is compatible with the operad and Lie algebra structure.
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Note that, as a vector space ICGfrn = gˆ ⊕ ICGn. We define our auxiliary grading on ICGn as in the proof of
Theorem 9.3 above as
2#(vertices of Γ) − #(edges of Γ) + 1.
Furthermore, the auxiliary grading on the piece gˆ is defined as follows. In the case of even nwe declare all of gˆ = g
to be in auxiliary degree 0. Recall the formula (37) for gˆ for odd n. In this case gˆ is (up to degree shift) composed
of an abelian piece, generated by the lower Pontryagin classes and a free Lie algebra generated by powers of the
top Pontryagin class P. We now define the auxiliary grading by declaring the abelian piece (i.e., all the lower
Pontryagin classes) to live in degree zero, and by declaring the power Pr of the top Pontryagin class to live in
degree r − 1. One can check that in each case this grading satisfies the requirements, using the explicit form of m.
Hence we can construct the desired quasi-isomorphism as
ICGfrn ← TCGfrn → H(ICGfrn ) Thm. 9.4= pfrn .

9.6. Non-formality for odd n: proof of Theorem 1.2. Let n ≥ 3 be an odd integer, and consider the SO(n)-
framed little n-disks operad. We obtain a model by dualizing our model for differential forms of section 9.2.
Concretely, the operad of chains is quasi-isomorphic (as a homotopy operad) to
P := Graphsn ◦ A,
where
A = H•(SO(n − 2)) ⊗ F,
and F = R〈P1, P2, . . . 〉 is a free algebra in symbols Pk of degree −k(2n−2)+1, with differential dPk =
∑
i+ j=k PiP j.
In particular, P1 represents the top Pontryagin class. The action of the Hopf algebra A on the operad Graphsn is
such that H•(SO(n − 2)) acts trivially, and the action of P j is (up to an unimportant prefactor) represented by the
graph with two vertices and 2 j + 1 edges, cf. Theorem 7.1.
On the other hand, the homology operad is [31]
H := Poissn ◦ H•(SO(n)),
with H•(SO(n)) acting trivially on Poissn.
Our goal is to show that P is not quasi-isomorphic to H as a dg operad. If it was we could find a quasi-
isomorphism
(39) H∞ → P
forH∞ a cofibrant replacement ofH . We want to show by obstruction theory that such a morphism cannot exist.
First, the operadH is Koszul, and we may pick
H∞ := Ω(H∨)
to be the cobar construction of the Koszul dual cooperad. More explicitly, the Koszul dual operad is identified
with
H ! = H(BSO(n)) ⊗ Poissn{n}.
We will try to construct (39) inductively on the arity r and hit an obstruction in arity 3. We will impose a
filtration on P as follows. We say that the weight of a graph in Graphsn is the number of edges. We say that the
lower Pontryagin classes (cogenerators of H•(SO(n))) have some weight > 3, say 4. We say that P j has weight
2 j + 1. This imposes a filtration by weight on P.
To simplify the obstruction argument, we (try to) will construct (39) only up to weight 3, i.e., we ignore terms
of weight ≥ 4 in P. Mind that only a small (finite dimensional in each arity) subspace of P lives in weight ≤ 3:
• We can have an empty graph decorated by one copy of P1.
• We can have a graph with at most three edges decorated by the trivial element of A.
In particular, in arity one the subspace of elements of weight ≤ 3 is 3-dimensional. To simplify further, we note
that H(BSO(n))  R[p4, p8, . . . , p2n−2]. Hence we may equip H ! with a (“co-weight”) grading such that each p j
( j ≤ 2n − 6) has co-weight 2 and p2n−2 has co-weight 1. We only consider terms of co-weight ≤ 1.
Now, in arity r = 1, we have to provide a map from the generators H∨(1) to P(1), or dually an element of
H !(1)⊗P(1). In co-weight ≤ 1 we have only the p2n−2 (of degree 2n−2) as generator. It has to be sent to a closed
element of P(1). In weight ≤ 3, the only closed element is P1, in degree 3 − 2n. Hence, using that the map must
be a quasi-isomorphism, modulo terms of co-weight ≥ 2 or weight ≥ 4 the arity 1 map is described by
p2n−2 ⊗ P1 + (· · · ) ∈ H !(1) ⊗ P(1).
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Next, consider the arity r = 2 part. In coweight 0 we have the bracket (=: b) and product (=: p) generators in
H !(2). In coweight 1 we have the p2n−2b and p2n−2p. In P(2) one can list all elements of weight ≤ 3 (we draw
only one graph for each S 2 orbit):
P1
.
Writing down the requirement that (39) should commute with the differentials and induce an isomorphism (say
the identity) on cohomology, one quickly checks that in arity 2 the map (39) must be described by
b ⊗ p + p ⊗ b + p2n−2p ⊗ + p2n−2b ⊗ + (· · · ).
Next consider arity r = 3. The co-weight ≤ 1 elements are built using 0,1 or 2 brackets, possibly times p2n−2.
Again one computes that the double bracket m1,23m23 must be paired with an element x ∈ P(3) whose differential
is the graph
1 2 3
Since no such element exists we have found our obstruction.

Remark 9.5. Here we show that the operad of chains is not formal as dg operad, using our model. Likely, the
proof can be simplified significantly in the Hopf (co)operadic setting, and made independent of the developments
of the present paper, by merely noting that the action of SO(n) on S n−1 is not formal over R for n ≥ 3 odd.
Appendix A. An explicit formula for the propagator
One may provide an explicit formula for the propagator Ωsm of section 6.4. To this end, we parameterize the
sphere S n−1 by a torus and a simplex as follows. For n odd we parameterize each hemisphere separately, and get
{±1} × (S 1)k × ∆k′ → S n−1 ⊂ Rn
(ǫ, φ1, . . . , φk, σ0, . . . , σk) 7→ (ǫ √σ0,
√
σ1 cos φ1,
√
σ1 sin φ1, . . . ,
√
σk cosφk,
√
σk sinφk)
where k = (n−1)/2, and where we use the standard coordinates on the simplex σ0, . . . , σk ≥ 0 such that
∑k
j=0 σ j =
1. In the following, we will forget ǫ and restrict to the upper hemisphere (i.e., ǫ = +1), the formula for the lower
hemisphere can then be recovered by reflection anti-invariance.
For n even we use the similar parameterization
(S 1)k × ∆k′ → S n−1 ⊂ Rn
(φ0, . . . , φk′ , σ0, . . . , σk′ ) 7→ (√σ0 cosφ0, √σ0 sin φ0, . . . ,
√
σk′ cosφk′ ,
√
σk′ sin φk′)
where now k = n/2 and k′ := k − 1. In the above parameterization the T = (S 1)k-action is obvious.
Again in these coordinates the round volume form on the sphere S n−1 has the form8(
1
2
)k−1
ιE
d√σ0
k∏
j=1
(dφ jdσ j)
 =
(
1
2
)k
1√
σ0
k∏
j=1
(dφ jdσ j) n odd(40)
(
1
2
)k−1
ιE
k′∏
j=0
(dφ jdσ j) = ±
(
1
2
)k−1
dφ0 · · · dφk′dσ1 · · · dσk′ n even,(41)
where we choose the orientation on the parameter space such that the above forms are positive, and where ιE is
the operator of contraction with the Euler vector field
E =
k∑
j=0
σ j
∂
∂σ j
n odd
E =
k′∑
j=0
σ j
∂
∂σ j
n even.
Note that the Euler vector field is defined not on the simplex but on the larger space ∆ˆk′ = {σ0, . . . , σk′ ≥ 0} ⊃
∆k′ , and the notation in (41) above shall silently mean the restriction of the stated form on ∆ˆk′ to ∆k′ , after the
contraction of the vector field.
8It is an elementary but nice exercise to compute the surface area of the (n − 1)-sphere in these coordinates.
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To state the formula for the propagator, let us introduce the following notation. For K a subset of indices we
shall set
uK :=
∏
j∈K
u j (dφdσ)
K :=
∏
j∈K
(dφ jdσk).
Furthermore, we denote the complement of the subset K by K¯, and the number of elements by |K|.
The explicit formula for the propagator is then
Ωsm = CnιE
d√σ0 ∑
K⊂{1,...,k}
(|K¯| − 1
2
)!uK(dφdσ)K¯
 n odd
Ωsm = CnιE
 ∑
K({0,...,k′}
(|K¯| − 1)!uK(dφdσ)K¯
 n even,
where x! := Γ(x + 1) with Γ the Euler Γ-function, and Cn is an unimportant normalization constant chosen such
that the integral over the sphere of the above form is 1. Concretely,
Cn =
1
2k−1Γ(n/2)vol(S n−1)
=

1√
π(2π)k
n odd
1
(2π)k
n even
.
Lemma A.1. The above propagator is well defined and non-singular on the sphere, and satisfies the conditions
of section 6.4, in particular
(d +
k∑
i=1
uiιi)Ωsm = 0 n odd(42)
(d +
k′∑
i=0
uiιi)Ωsm = −Cnu0 · · · uk′ =: E n even(43)
Proof. The above form is obviously smooth away from the singular loci of our parameterization, which are the
union of the sets {σ j = 0}. The functions σ j are smooth functions on the sphere, and hence are the forms dσ j.
The forms dφ j has a singularity at {σ j = 0}, however one easily checks that the combinations σ jdφ j and dσ jdφ j
occurring in our formula are smooth forms on the sphere. Hence the only possible source of a singularity stems
from the power of σ0 in the formula for n odd. However,
√
σ0 is one of the Euclidean coordinate functions on the
sphere, and hence smooth, and hence so are all of its non-negative powers and the differential d
√
σ0.
Next, let us consider the stated formulas for the equivariant differentials.
Consider first the case of even n, for which we compute:
dΩsm = CnLE
∑
K({0,...,k′}
(|K¯| − 1)!uK(dφdσ)K¯ = Cn
∑
K({0,...,k′}
|K¯|!uK(dφdσ)K¯
k′∑
j=0
u jι jΩsm = −CnιE
∑
K({0,...,k′}
(|K¯| − 1)!uK
∑
i∈K¯
uidσi(dφdσ)
K¯\{i}
In the first line we denoted the Lie derivative with respect to the Euler vector field by LE . Now collect powers of
u in the final expression in the second line (i.e., change summation variables K 7→ K ∪ {i}), yielding
−CnιE
∑
∅,K⊂{0,...,k′}
|K¯|!uK(dφdσ)K¯
∑
i∈K
dσi = −CnιE
∑
∅,K⊂{0,...,k′}
|K¯|!uK(dφdσ)K¯
k′∑
i=0
dσi .
To simplify further we need to carry out the contraction and obtain
ιE
(dφdσ)K¯
k′∑
i=0
dσi
 = (ιE(dφdσ)K¯)
k′∑
i=0
dσi︸  ︷︷  ︸
=0 on ∆k′
+(dφdσ)K¯ ιE
k′∑
i=0
dσi︸     ︷︷     ︸
=1 on ∆k′
= (dφdσ)K¯ .
Collecting the previous computations we find that for even n
(d +
k′∑
i=0
uiιi)Ωsm = Cn
∑
K({0,...,k′}
|K¯|!uK(dφdσ)K¯ −Cn
∑
∅,K⊂{0,...,k′}
|K¯|!uK(dφdσ)K¯
= −Cn u0 · · · uk′ ,
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and thus (43) is shown. (Here we note that the term K = ∅ in the first sum does not contribute, since the restriction
of that summand to the simplex vanishes.)
Next, let us turn to n odd, and compute similarly:
dΩsm = CnLE
d√σ0 ∑
K⊂{1,...,k}
(|K¯| − 1
2
)!uK(dφdσ)K¯
 = Cn
d√σ0 ∑
K⊂{1,...,k}
(|K¯| + 1
2
)!uK(dφdσ)K¯

k∑
j=1
u jι jΩsm = CnιE
d√σ0 ∑
K⊂{1,...,k}
(|K¯| − 1
2
)!uK
∑
i∈K¯
uidσi(dφdσ)
K¯\{i}

Collect again powers of u in the last expression (i.e., change summation variables K 7→ K ∪ {i}), yielding
CnιE
d√σ0 ∑
∅,K⊂{1,...,k}
(|K¯| + 1
2
)!uK(dφdσ)K¯
∑
i∈K
dσi
 = CnιE
d√σ0 ∑
∅,K⊂{1,...,k}
(|K¯| + 1
2
)!uK(dφdσ)K¯
k∑
i=0
dσi
 .
Now carry out the contraction as for even n and obtain
−Cn
d√σ0 ∑
K⊂{1,...,k}
(|K¯| + 1
2
)!uK(dφdσ)K¯
 .
Comparing terms, (42) follows.

Remark A.2. We note that the forms Ωsm are stable under restriction to the n − 2-dimensional subspace defined
by σk′ = 0, in the sense that
Ωn-dimsm = (const)uk′Ω
n−2-dim
sm .
(For n odd set k′ = k.)
In order to facilitate explicit computations, let us also note the following.
Lemma A.3. If n is odd the value of Ωsm at the north pole of the sphere (i.e., at σ0 = 1, σ1 = · · · = σk = 0) is
Cn
1
2
Γ(
1
2
)u1 · · · uk = 1
2(2π)k
u1 · · · uk.
Appendix B. Auxiliary result on graph complex
The goal of this section is to show the following small auxiliary result used in the proof of Theorem 9.4 above.
We call a graph very loopy if the complement of every vertex has at least one loop. In other words, the only graphs
which are not very loopy are trees all of whose leafs are fused to one vertex.
Proposition B.1. Suppose that n ≥ 3 is odd and let m ∈ BGCn be a Maurer-Cartan whose 2-vertex part agrees
with the Maurer-Cartan element (24) above. Then we may changem to a gauge equivalentMaurer-Cartan element
that contains only very loopy graphs, apart from the 2-vertex piece.
Let us first note the following Lemma, from which the Proposition can be derived.
Lemma B.2. Let n be odd and GCvln ⊂ GCn be the subcomplex of very loopy graphs. Then the quotient GC′n :=
GCn/GC
vl
n has one-dimensional cohomology in odd degrees, spanned by the theta-graph.
Proof. First, one checks that if Γ is a non-very loopy graph with at least 3 vertices, there is a unique vertex
whose complement is a tree. Hence one can check that GC′n is quasi-isomorphic to a complex of trees, with
indistinguishable leafs, except that trees with one vertex and an even number of leaves are forbidden. The complex
of all trees is well known to be acyclic, up to the one class given by the ”tripod” tree. Removing the ”even-pods”
creates one additional class for each even-pod. However, these classes all live in even degree. 
Proof of Proposition B.1. We will split m = m0+m1 with m0 being the element (24) above. Our goal is to perform
a gauge change transforming m into m′ = m0 + m′1, with m1 consisting of very loopy graphs only.
The complex BGCn carries a grading derived from that in H(BSO(n)), call it the aux-grading temporarily. We
will perform an induction on the aux-degree in H(BSO(n)). We assume inductively that the first non-very loopy
graphs in m0 appear in aux-degree r. (Necessarily, the cohomological degree must be odd.) By the previous
Lemma, these terms are δ-exact. Hence we may gauge change to kill these terms. The gauge transformation will
produce some additional ”garbage”, which however lives in higher aux-degree. Hence we are done. 
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Appendix C. Some results about lifts etc.
C.1. Path objects and gauge equivalence. The results here are more or less for confirmation / explicit formulas
on how to construct a gauge transformation in the naive or classical sense from a path object. They are not needed
strictly speaking.
Lemma C.1. Suppose h is a dg Lie (or L∞-)algebra and g is a path object with maps
h g h
ι p01
Then the following holds:
(1) There is a ”naive” homotopy between the maps idg and ι ◦ p0, i.e., an L∞-morphism
F : g→ g[t, dt]
which agrees with idg at t = 1 and ι ◦ p0 at t = 0.
(2) There is an L∞-quasi-isomorphism
G : g→ h[t, dt]
such that p0 = evt=0 ◦G and p1 = evt=1 ◦G.
Proof. To show the second statement given the first we simply set
G = p1 ◦ F,
where we quietly extend p1 t- and dt-linearly. Then
evt=1 ◦G = evt=1 ◦ p1 ◦ F = p1
and
evt=0 ◦G = p1 ◦ ι ◦ p0 = p0.
For the first statement one has to pick some homotopy h on g such that
dh + hd = idg − ι ◦ p0.
Then the L∞-morphism F can be recursively constructed. 
Now let x, y ∈ h be two MC elements. Suppose z ∈ g is an MC element such that p0(z) = x and p1(z) = y.
Given the Lemma one can then construct a naive gauge equivalence between x and y. Concretely, G(z) ∈ h[t, dt]
is a family of Maurer-Cartan elements interpolating between x and y at t = 0 and t = 1, together with a family
of homotopies. Integrating the flow generated by those homotopies we find the explicit gauge transformation
between x and y.
Appendix D. Vanishing Lemmas for graphs with (certain) bivalent and univalent vertices
The goal here is to show that the integral weights of graphs involving bivalent vertices of several types vanish.
This can be done by using the standard reflection argument due to Kontsevich.
Lemma D.1. The following form vanishes:
1
2
= 0
Proof. We can use the argument of [23, Lemma 2.2], which we reproduce here for completeness, and to verify
that it also works in the equivariant setting. Number the black point as 3, and denote by αi j the propagator between
points i and j, where i, j ∈ {1, 2, 3}. The form above is then obtained as a fiber integral, integrating out point 3,∫
3
α13α23.
Note that we have chosen our propagator (anti-)invariantly under the inversion, hence αi j = (−1)nα ji. Now apply
an inversion through the midpoint between points 1 and 2 to the integration variable, i.e., reflect the position of
point 3 at that midpoint. As is quickly verified, this change of variables sends out integral to
(−1)n
∫
3
α32α31 = (−1)n
∫
3
α23α13 = −
∫
3
α13α23.
In the last equality we have used that the two forms are of degree n − 1. It follows that the integral equals minus
itself and is hence zero. 
Similarly, one shows the following:
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Lemma D.2. The following form vanishes:
1 2 = 0
Proof. The edge between the two type II vertices is assigned the form
En−mα,
where α is proportional to the m-dimensional propagator. Hence applying the previous Lemma (with n replaced
by n − m) gives the result. 
Lemma D.3. The weights of all graphs containing univalent vertices vanish, except for the graphs occurring in
Zˆ0m,n in (32) above, and except for one-valent type II vertices that may be attached to type I vertices:
1
Proof. Consider a graph with a univalent vertex v. We distinguish several cases. First, suppose v is of type I, and
the graph has at least 2 other vertices. The the vanishing of the configuration space integral is purely due to degree
reasons: Consider the points in the configuration other than that (say x) corresponding to v fixed. Then x traces
out an n-dimensional space, but there are at most n − 1 form degrees along x, hence the integral is zero. The same
argument works for the case that there is one other type I vertex (and the graph is of the type with a baseline). This
settles the case of v of type I.
Next suppose v is of type II, with the single edge connecting it to another type II vertex. If there is at least one
more vertex in the graph, the integral vanishes by analogous reasoning as before, just in lower dimension. If not,
we have a graph occurring in (32). 
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