Robust stability and two-dimensional trajectory following problems are considered for n-link robotic systems with transmission delays. Such problems appear in telerobotics, where the controller is physically far from the robot, and in neural control of musculoskeletal (biological) systems, where muscle actuation and neural sensing are subject to time delays. A typical second-order nonlinear dynamical model is taken with input and output time delays. In a prior work by the authors, a control strategy was developed for stable movement of the planar linkage system, using the standard Q-parameterization and solving an H ∞ control problem to determine the free parameter. In this article, a new control scheme is proposed to eliminate the steady-state errors seen in the tracking performance of the controller derived in the earlier work. Simulation examples are shown to demonstrate the effectiveness of the proposed control methodology.
INTRODUCTION
Time delays are prevalent in the feedback and feedforward paths of many natural and manmade systems. 5, 7, 47 The origin of the delays may be in transmission of information back and forth, carrying out of computations or procedures, or reallocation of finite Whether these phenomenological delays are pure delays or can be approximated by pure delays (with associative filtering and/or in cascade with other processing), their destabilizing effects on systems and the consequent deterioration of performance cannot be ignored. 26 Effective techniques and design strategies are needed to deal with them.
Early studies of this subject appear in refs. 10 and 42, where predictors are proposed to counteract the delays, achieve stability, and improve system performance. For a comprehensive review, see ref. 41 .
Theoretical studies of systems with delays (under certain simplifying assumptions) are carried out in ref. 43 . The combination of differential and difference equations represents another theoretical avenue, explored in ref. 13 .
A third approach to the study of such systems has been in the context of biological systems-looking at how such systems have dealt with delay issues, and at pathological performance where uncontrollable oscillations and tremor result. One conjectured hypothesis with respect to natural systems is that internal models of the system and the environment exist in the controller. The question of the existence and functioning of internal models in the CNS has been raised by many researchers in the last twenty years. 4, 34, 45 The question hinges on first identifying such models of the self and the environment, and then verifying and confirming the existence of the required components of such models.
The simplest model of continuous systems involves five kinds of components: algebraic function generators, amplifiers and/or attenuators, summing devices, and (most importantly) a memory elementusually an idealized integrator with respect to time. 6, 20, 35 Discrete-time systems have an idealized time delay as their memory element. 31 Additionally, any internal or external biological model must account for neural transmission delays of variable duration in the feedforward and feedback (efferent and afferent) paths of the CNS-musculoskeletal system. These delays, in the model, allow for a realistic representation of signal transmission and for compensation for delays. 15 The compensation, alternatively, may involve predictors. 3, 38 Duplication of the delays or compensation by prediction enables precise movement and functioning of the system, and stability. 8 Internal models appear to have been proposed in the context of teleoperations with short delays. 1, 27, 28 For example, ref. 28 proposes telemonitoring of force feedback and the modification of the dynamics of the system, presumably to correspond to a "locally designed" internal model. The effects of force feedback and force reflection are further discussed in ref. 9 . Modeling the environment is discussed more recently in ref. 40 , and earlier in refs. 17-19. To summarize-broadly speaking, three different approaches appear to have been taken to the study of systems with delay: analytical methods, experimental methods, and the study of natural systems. This article combines the first and third approaches by considering a three-link model of a biped, and studying human-like maneuvers by analysis and simulation. For simplicity, the maneuvers do not involve interactions with the environment. Consequently, only the dynamics of the system are considered in the internal models, and the environment and the forces of contact with the environment are neither represented nor included in the system or the internal models.
More specifically, robust stability and tracking performance problems are studied for twodimensional motion of a three-link robotic system, whose mathematical model consists of a second-order nonlinear ordinary differential equation with sensor and actuator time delays. The emphasis of the article is to develop a linear controller, and to gain analytical and computational insight. 22 It is not our objective to design the neural systems involved or modeled in the CNS, 24, 25 nor to optimize the performance of the threelink robotic system by feedforward methods and/or linearization at several points along the trajectory. 23 Nor do we claim that the mathematical and analytical tools utilized in this article are used by the CNS in solving its many intricate control and communication problems. What evolution has done in this regard, we do not understand at this time. Unravelling the mysteries of the CNS and even those of many simpler natural systems is indeed a formidable and challenging task for many generations of scientists and engineers to come.
Examples of current telerobotic systems are cited to motivate and encourage the design of more versatile and capable control systems. Most current telerobotic systems have adequate control because their tasks are slow and simple, and their environments are hazard free. For faster performance and hazardous environments, current position control techniques and slow, sequential algorithms of control may not apply or be adequate. An environment that is hazardous to the stability and performance of the telerobot may demand more complex control strategies. This article is a first step in that direction.
The mathematical model considered here is a stable nonlinear input-output operator. Hence, the usual Q-parameterization method 2 can be employed to characterize the set of all stabilizing controllers. In ref. 15 , this approach was used and an H ∞ control problem was solved to determine the free controller parameter. Stability robustness against delay uncertainty (and other neglected dynamics, such as flexible modes and nonlinearities) was guaranteed in ref. 15 . However, time-domain performance of this design exhibits steady state tracking errors. The main contribution of the present article is the introduction of an additional controller term that eliminates the steady state error. Stability robustness and tracking performance of this new control scheme are also demonstrated with simulation examples.
In the next section, the mathematical model is described. Section 3 contains a brief discussion of robust stability and tracking performance problems, based on the control scheme proposed in ref. 15 . In Section 4, simulation results are presented, and the new modified control structure is introduced to improve the steady state tracking performance. Concluding remarks are made in Section 5.
SYSTEM MODEL
In this article, we study two-dimensional motion of an n-link robot with a pair of musclelike actuators at every joint. For notational simplicity, we let n = 3 and consider a nonlinear three-link model of the biped in the sagittal plane (Fig. 1) , with each of the links corresponding to a part of the musculoskeletal system. Link 1 (subscript 1) represents the two knees locked together; link 2 (subscript 2) represents the thighs locked together; and link three (subscript 3) represents the torso with arms, neck, and head together and considered stationary. 
Nonlinear Model
The dynamics of the system are derived using the Newton-Euler method (as detailed in ref. 14) and have a typical second-order nonlinear differential equation of the form
are the position and velocity, J( ) is the positive-definite symmetric moment of the inertia matrix, B( ,˙ ) is the vector of coriolis and centripetal forces, G( ) is the gravity vector, E is the torque input map matrix, U 0 is the applied joint torque vector, and g is the gravity constant (9.81 m/s 2 ). The nonlinear maps J , B, G, and E are given as follows:
Linear Model
In this article, we are interested in two-dimensional motion around the zero equilibrium point, [
T . Let e be the equilibrium position vector of the three-link system, and p be the perturbation vector around the equilibrium point, that is, = e + p˙ =˙ p¨ =¨ p . Then (1) becomes
Linearizing each of the nonlinear elements, neglecting higher-order terms and cross terms, and noting that (∂ J /∂ )| e = 0, B( e ,˙ e ) = 0, and G( e ) = 0, we obtain
where
and J o := J( e ); here we have used p = for notational convenience. It is known that this nonlinear time-delay system in natural systems is internally stable due to coactivation of the agonist-antagonist muscle pairs.
14 Intrinsic stability is achieved by position and velocity state feedback with appropriate gain matrices. The gain matrices are chosen to stabilize the system and influence the mechanical coupling between the links, so as to perform simultaneous and constrained/ unconstrained motion for each of the links independently (i.e., decouple the system). For stability and feedback linearization, let
, where U is the new external input variable, and K i and L i are respectively the position and velocity feedback gain matrices for intrinsic stability. The stable linearized system is then
and the transfer function for the linear system is
Time Delays
Suppose that the ith input (i = 1, 2, 3) to the plant is delayed by an ideal transmission delay of duration δ i , corresponding to the neural transmission delays in the path of control (the efferent latency). Let D e (s) be a diagonal 3 × 3 matrix whose diagonal elements are e −δ i s , where s is the Laplace transform variable. If U c (s) is the torque output of the controller, it follows that the input to the plant U(s) is
Similarly, there is a transmission delay in the feedback path of the signals corresponding to the transmission delays from the muscle to the brain (the afferent latency). Let D a (s) be a diagonal n × n matrix with diagonal elements e −γ i s . If z(s) is the output of the plant, the measured output signal available for feedback, z a , is
STABILITY ROBUSTNESS AND TRACKING PERFORMANCE
Consider the standard feedback control framework depicted in Figure 2 . It has been postulated that a controller structure, similar in function to the one here, 
where T d (s) is a diagonal rational transfer matrix (for decoupling) and D d (s) is a diagonal matrix whose entries are e −λ i s . The actual nonlinear input-output map of the closed-loop system in Figure 2 is
where P nl is the locally stable (around = 0,˙ = 0) nonlinear input-output map from U to defined by
Following the guidelines of controller parameterizations, 2, 30 let H be the plant seen by the controller, that is,
which leads to the input-output map 
where W 1 (s) and W 2 (s) are defined as
with W ref being a weighting matrix determined by the class of reference inputs of interest, W delay the weighting matrix determined from the delay uncertainty, and W unmodel the uncertainty weight (determined from the unmodeled high-frequency dynamics, and from neglected nonlinear dynamics; see refs. 15 and 21 for details).
Note that the problem defined in (8) can be seen as a mixed-sensitivity minimization problem for the fictitious "plant"
−1 ; and that, as formulated, the problem can be solved using the results appearing in refs. 11 and 44. Thus the desired transfer matrix, T d (s), is calculated from the optimal solution, C f , of this mixed-sensitivity problem; that is,
SIMULATION EXAMPLES AND 2-DOF CONTROL SCHEME
A point-to-point, and a periodic movement are considered to illustrate the performance of the control design scheme outlined in the preceding. The point-topoint motion is a squatting maneuver, for which the reference inputs are the desired angular positions of the leg, thigh, and trunk. The reference position trajectory generator is varied smoothly between the initial and final values using a sinusoidal function (see Fig. 3 ). This guarantees smooth velocity and acceleration profiles and there is no excessive demand for accelerating torques on the actuators. For a periodic movement the system is subjected to periodic trajectories of fixed amplitude and frequency (these are determined from the desired end position of the links for a rocking motion, and the dynamics of the system). Figure 3 . Reference input trajectory (angles), desired velocity, and acceleration for a squatting maneuver. The physical parameters of the three-link biped corresponding to an average-sized human being are defined in Table I. 14 The position and velocity feedback gain matrices for intrinsic stability of the system are taken from ref. 14: The values for the time delays in each channel (link) are taken to be
Therefore λ is chosen as λ = 0.08 s. The desired closedloop transfer matrix (10) is derived from the solution to the previously mentioned mixed-sensitivity minimization problem with the following numerical values of the uncertainty weights.
• For step-like references: • For step-like references: 
• For periodic references: 
Point-to-Point Motion
Two simulations of the three-link model just described were performed for point-to-point movement.
Simulation results were documented graphically, displaying the output positions, angular velocity, acceleration, input torques, and the phase plane of the three links of the biped. In the first simulation (see Fig. 4) , the feedback component H of the controller is designed as a linear element, H = D a P D e , where P is the linear model of the plant; whereas in the second simulation (see Fig. 5 ), the nonlinear model of the plant is implemented in H = D a P nl D e . For both cases the feedforward component Q is linear,
, so that in the vicinity of the vertical stance, the three links are decoupled and the system is stable; P −1 (s) is the linear plant model inverse; and T d (s) and D q (s) are as previously defined.
As may be seen from the phase portrait of the system with the linear feedback element H (see Fig. 4 ), stability may be lost as the robustness condition stated in ref. 15 is not met. Although the response is oscillatory in acceleration and velocity, position tracking is fairly good and the average steady state error is negligible. The oscillations are more prominent in link 3 (the trunk), which has the maximum weight and the highest moment of inertia. The simulation results for the case in which H uses the nonlinear plant model (see Fig. 5 ) suggest that the system is stable and the robustness objectives are met, but there is a significant steady state error as the position does not reach its desired steady state value.
Additional Controller Term
The aforementioned tracking error is due to the fact that the linear plant model inverse, P −1 , is used in the implementation of Q, rather than the exact nonlinear inverse P −1 nl ; so the input compensates for the linearized gravity term g rather than g sin( ). To eliminate this problem, we propose to add a new feedback term to the controller. First, recall that the locally stable nonlinear plant equation is
Assuming that the feedback system is stable and in steady state, (i.e.,˙ = 0 and¨ = 0), the torque requirement of the biped is U ss = gG( )+ K i , where K i is the position feedback gain matrix. Since G( ) = K G sin , we have
. On the other hand, the output of the linear plant inverse model P −1 (s) under steady state conditions is U s = K o , where K o = (K i + gK G ). Thus, the steady state torque input is
As the required torque U ss is not being supplied to the plant by U s , the output does not track the reference input. Note that the steady state error, := lim t→∞ ( desired (t) − (t)), can be quantified as which represent approximate undershoots of 17% in link 1, 19% in link 2, and 5% in link 3; these numerical results match the formula for in (13) .
Based on the preceding discussion, to eliminate the steady state error we must add a correction torque
to the controller output. Here we propose to implement this correction torque as a nonlinear function acting on the filtered version of the output . This block is implemented as shown in Figure 6 , where the output is assumed to be delayed by D s . In most telerobotics applications D s = D a that is, the correction is implemented by the central controller, which is far away from the robot. However, in neural control of musculoskeletal (biological) systems, the correction term can be viewed as a short loop feedback compensator, separate from the CNS (e.g., spindle feedback 16 ); in that case the delays in D s can be as small as half the amount of the delays in D a . In either case, a first-order lead compensator, C lead = (1 + ατ s)/(1 + τ s) with τ > 0 and α > 1, is put in cascade to compensate the phase lag due to D s and to recover/predict the nondelayed value of . Then, the correction torque can be generated by the nonlinear compensator
Simulations for a squatting maneuver are performed with the system model of Figure 6 , by taking D s = 0.5D a . As seen in Figure 7 (where U corr is shown by the dotted lines), for small values of the angular position we have sin ≈ , hence the correction torque U corr is negligible in the initial stages of the motion. However, as the angular position increases, the difference becomes significant, and this necessitates larger correction torque.
Rhythmic Motion
Since movements such as walking, running, and dancing are inherently rhythmic, the study of rhythmic motion is crucial to understanding how the body controls such movements, and will also help in implementing rhythmic movements for robots and walking machines. The frequency (rhythm) of the motion is governed by the bandwidth of the system. For the nonlinear system defined by the numerical values given previously, the bandwidth was analyzed empirically by subjecting the system to a series of small amplitude signals of different frequencies and observing the response of the system to these inputs. The range of frequencies the system can track perfectly will give an idea of the bandwidth of the system. The reference signal to the system was θ = 0.1[sin ωt −sin ωt sin ωt] and we varied the input signal frequency ω from 0. From the response of the system to various input frequencies it was concluded that the output tracks the input satisfactorily for input frequencies ranging from 0 to 0.2π. Hence it can concluded that the empirical bandwidth of the system is 0.2π rad/s.
We analyzed the system response to a periodic input by simulating the rocking maneuver performed by a human. The reference signal for this motion is desired (t) = [−0.1 sin 0.2πt 0.2 sin 0.2πt 0.5 sin 0.2πt], where the amplitude is the final value of the angular position for the joints. The reference trajectory and the output angles of the system in Figure 6 are shown in Figure 8 . The system tracks the reference with a phase lag introduced due to the delay in the system. 
CONCLUSION
The ultimate goal of our work is to understand the control mechanism present in the human CNS and to develop a physiologically equivalent controller. The ideas of this article can also be used in telerobotics, where time delay compensation is a key issue. We have extended the results of ref. 15 and proposed a new control scheme. The approach presented here partitions the controller into a forward path controller, which is a model-matching type with a feedforward and feedback element, and a short loop feedback controller. As in ref. 15 , the feedforward element Q is determined from an H ∞ optimal control problem (to meet stability robustness and tracking performance requirements), whereas the feedback element H is the exact model of the controlled plant and provides a predictive mechanism for control. The novelty in this article is the introduction of the short loop feedback controller, which provides gravity compensation due to the linear plant model inverse in Q. This approach does not require that we realize the nonlinear plant inverse in the forward path controller, and makes the control scheme feasible and practically realizable.
It is noteworthy that, based on these theoretical developments, the short loop feedback appears to control the stiffness of the system (as described by Eq. (14)). It has been experimentally known for some time 32 that the spindle feedback and spinal reflexes in natural systems are utilized for stiffness control. Therefore, the theoretical findings of this article confirm past experimental results regarding the function of spinal reflexes.
Simulations for a three-link sagittal system driven by moment-of-force generators for a squatting and rocking maneuver were performed to test the control scheme. It should be noted that the system model was kept simple to illustrate the principle behind the algorithm and not introduce complex mathematical equations. The method developed here can be extended to complex system models with links representing every body part, and including additional disturbances introduced by neglected dynamics and body movement. A more detailed model of the muscle actuators will affect the exact values of the muscle forces and the system dynamics, but the basic idea of the control strategy developed here remains the same, provided that these models can be implemented in different parts of the controller.
As stated in the Introduction, it is not our intention to hypothesize that the CNS utilizes mechanisms advanced in this paper. Our objective is to provide a functioning linear controller for implementing simple motions. As a byproduct, this may afford computational 22 and analytical understanding of some workings of the CNS, in contrast to studies that offer insight into neural structures and requirements comparison. 24, 25 Finally, addition of a feedforward component to our model could potentially improve the performance of the system, and allow the use of several linearization schemes along the trajectory, and gain programming. 23 However, optimization of system performance was not an objective, even though natural systems seem to have a feedforward component due to coactivation. 14, 24, 25 
