Abstract. Let N be a lattice and P ⊂ N ⊗ Z R a lattice polytope, i.e., the convex hull of finitely many points in N . Ehrhart's theorem asserts that the lattice-point counting function f P (m) := # (mP ∩ N ) is a polynomial, and thus 1
Introduction
Let N be a lattice of rank n and set N R := N ⊗ Z R. A lattice polytope P ⊂ N R is the convex hull of finitely many points in N . Fix a d-dimensional lattice polytope P ⊂ N R and, for each positive integer m, let f P (m) := # (mP ∩ N ) denote the number of lattice points in the m'th dilate of P . A famous theorem of Ehrhart [8] asserts that f P (m) is a polynomial in m of degree d, called the Ehrhart polynomial of P . Equivalently, the generating series of f P (m) can be written in the form 1 + m≥1 f P (m) t m = δ P (t) (1 − t) d+1 , where δ P (t) = δ 0 + δ 1 t + · · · + δ d t d is a polynomial of degree at most d with integer coefficients, called the δ-polynomial of P . We call (δ 0 , δ 1 , . . . , δ d ) the (Ehrhart) δ-vector of P ; alternative names in the literature include Ehrhart h-vector and h * -vector of P . A triangulation τ of P with vertices in N is unimodular if for any simplex of τ with vertices v 0 , v 1 , . . . , v d , the vectors v 1 − v 0 , . . . , v d − v 0 form a basis of N . While every lattice polytope can be triangulated into lattice simplices, it is far from true that every lattice polytope admits a unimodular triangulation (for an easy example, consider the convex hull of (1, 0, 0), (0, 1, 0), (0, 0, 1), and (1, 1, 1)). The following theorem, however, says that we can obtain a unimodular triangulation if we allow our polytope to be dilated. Theorem 1.1 (Knudsen-Mumford-Waterman [14] ). For every lattice polytope P , there exists an integer n such that nP admits a regular unimodular triangulation.
For a general reference on triangulations, including regular ones, see [15] . Note that if P admits a regular unimodular triangulation, then every multiple nP admits such a triangulation, because any multiple of a unimodular simplex admits a regular unimodular triangulation (this follows from the general theory of Knudsen-Mumford triangulations; see [5, Remark 3.19] ). Thus Theorem 1.1 implies that knP admits a regular unimodular triangulation for k ∈ Z >0 . There are several conjectured stronger versions of Theorem 1.1 (see, for example, [6, 7] ): Conjecture 1.2. (a) For every lattice polytope P , there exists an integer m such that nP admits a regular unimodular triangulation for n ≥ m.
(b) For every d ∈ Z >0 , there exists an integer n d such that, if P is a d-dimensional lattice polytope, then n d P admits a regular unimodular triangulation. (c) For every d ∈ Z >0 , there exists an integer n d such that, if P is a d-dimensional lattice polytope, then nP admits a regular unimodular triangulation for n ≥ n d . 
In particular, if the δ-vector of P is symmetric and P admits a regular unimodular triangulation, then the δ-vector is unimodal.
In fact, the first inequality in the above theorem holds under the weaker assumption that the boundary of P admits a regular unimodular triangulation [20, Theorem 2.20 ].
There are (many) lattice polytopes for which some of the inequalities of Theorem 1.3 fail. However, Theorem 1.1 and Conjecture 1.2 suggest that the inequalities of Theorem 1.3 hold for the δ-vectors of sufficiently large dilates of P . This motivates the main object of our paper: Our goal is to study the δ-vector of nP as n increases. Given a d-dimensional lattice polytope P , we let
Recall that a vector (a 0 , a 1 , . . . , a d ) is strictly unimodal if there exists an index k such that a 0 < a 1 < · · · < a k > a k+1 > · · · > a d . Our main result is as follows. 
In particular, the Ehrhart δ-vector of nP is strictly unimodal for n ≥ n d .
We will prove this theorem in a slightly more general setting (Theorem 3.5 below) in Section 3. It follows from inequalities on the coefficients of polynomials with certain properties, which we develop in Section 2. Theorem 2.11 might be interesting in its own right-it asserts that we can bound roughly half the coefficients of an Ehrhart polynomial in terms of the dimension of P and the surface area of P . In Section 4, we show that some of the inequalities in Theorem 1.4, namely,
It is an open problem to determine the optimal choices for the integers m d and n d in Theorem 1.4.
Inequalities on Coefficients of Polynomials
We fix the following notation throughout the paper. Consider a function g : Z >0 → Z >0 . We will assume that g(m) is a polynomial in m of degree d with rational coefficients and write
Observe that g(m) has a positive leading coefficient. Equivalently, for any fixed integer α, the generating series of g(m) can be written in the form
d+1 is a polynomial of degree at most d + 1 with rational coefficients [19, Chapter 4] . One can verify that h 0 = α and h d+1 = (−1)
is a polynomial of degree at most d. Expanding (1) gives
and hence
Example 2.1. A lattice complex K in a lattice N is a simplicial complex in N R whose vertices lie in N . A lattice complex is pure of dimension r if all its maximal simplices have dimension r. Let K be a pure lattice complex of dimension r and, for each positive integer m, let f K (m) := # (mK ∩ N ) denote the number of lattice points in the m'th dilate of K. Ehrhart's theorem implies that f K (m) is a polynomial in m of degree r. If we write
then Betke and McMullen [4] showed that δ K (t) has nonnegative coefficients if K is homeomorphic to a ball or a sphere. Moreover, δ K (t) has degree at most d when K is homeomorphic to a ball and the coefficients of δ K (t) are symmetric when K is homeomorphic to a sphere. For example, a d-dimensional lattice polytope P is homeomorphic to a d-ball and can be given the structure of a pure lattice complex of dimension d. Its boundary ∂P is homeomorphic to a (d − 1)-sphere and can be given the structure of a pure lattice complex
The following inequalities and their proof are a slight generalisation of Theorem 6 in [4] . Recall that the Stirling number S i (d) of the first kind is the coefficient of
Proof. Comparing coefficients of m r in both sides of (2) yields
where
and hence, by the nonnegativity of the h i ,
By considering the leading term of both sides of (2), we see that
i=0 h i . Hence, after applying a binomial identity, we get
Observe that
is the coefficient of m r+1 in
, which is the coefficient of (−m) r+1 in
. Similarly, one can verify that
and the result follows.
Example 2.3. If P is a d-dimensional lattice polytope, denote its Ehrhart polynomial by
Basic facts of Ehrhart theory (see, e.g., [3] ) imply that c d is the normalised volume of P and c d−1 is half the normalised surface area of P . In this case, h(t) = δ P (t) is the Ehrhart δ-polynomial of P and δ 0 = 1. Since the coefficients of δ P (t) are nonnegative [17] , Theorem 2.2 implies that the coefficients c i can be bounded in terms of d and the volume of P .
We can strengthen these inequalities if we put further restrictions on the coefficients h i . We will need the following lemmas.
with integer coefficients has a unique decomposition
where a(t) and b(t) are polynomials with integer coefficients satisfying a(t) = t d a(
Let a i and b i denote the coefficients of t i in a(t) and b(t) respectively, and set
We see that h(t) = a(t) + b(t) and
Hence we obtain our desired decomposition and one easily verifies the uniqueness assertion.
Remark 2.5. Alternatively, to prove the above lemma, one can check that
Remark 2.6. It follows from (3) that a(t) is nonzero with nonnegative integer coefficients if and only if
, with at least one of the above inequalities strict. The coefficients of a(t) are positive if and only if each of the above inequalities are strict. Since a i+1 − a i = h i+1 − h d−i , we see that the coefficients of a(t) are unimodal (resp. strictly unimodal) if and only if
Example 2.7. If P is a d-dimensional lattice polytope and we write δ P (t) = a(t) + b(t) as in Lemma 2.4, then Theorem 2.14 in [20] implies that
In particular, a(t) has degree d and positive integer coefficients. We have δ 0 = 1 > δ d+1 = 0 and, by the above remark,
2 , These inequalities were proved by Hibi in [12] and the fact that the coefficients of a(t) are positive implies that all of the inequalities are in fact strict. 
Proof. It is a standard fact (see, e.g., [3, Exercise 4.6 
. We compute, using Remark 2.5,
Lemma 2.9. With the notations of (1) and Lemma 2.4,
with at least one of the above inequalities strict, then
Proof. Comparing leading terms of both sides of (2) yields (2), we see that
with at least one of the above inequalities strict. Summing these inequalities gives
Remark 2.10. It follows from the proof of Lemma 2.9 and (3) that if a(t) has degree d and positive integer coefficients, then g d−1 ≥ d+1 2(d−1)! . If P is a d-dimensional lattice polytope and h(t) = δ P (t), then, by Examples 2.3 and 2.7, we recover the well-known fact that the normalised surface area of P is at least
In the case when P is a d-dimensional lattice polytope and h(t) = δ P (t), the existence of the following inequalities was suggested by Betke and McMullen in [4] . Theorem 2.11. With the notation of (1), if
Proof. By Remark 2.6 and Lemma 2.9, the polynomial g
) has degree d − 1 and positive leading coefficient. By Lemma 2.8,
Since the coefficients of a(t) are nonnegative by Remark 2.6, Theorem 2.2 implies that
, where a 0 = h 0 − h d+1 by (3).
Example 2.12. If P is a d-dimensional lattice polytope and h(t) = δ P (t), then the assumptions of the above theorem hold by Remark 2.6 and Example 2. 
A Hecke Operator on Integer Polynomials
We will continue with the notation of the previous section. Recall that g(m)
. We will assume from now on that α = g(0), so that
d is a polynomial of degree at most d with integer coefficients. Fix a positive integer n, and define U n h(t) to be the polynomial of degree at most d with integer coefficients satisfying
The (Hecke) operator U n was studied in a more general setting by Gil and Robins in [9] . We will write
The goal of this section is to describe the behaviour of U n h(t) as n increases.
Example 3.1. If P is a d-dimensional lattice polytope and we set g(m) = f P (m), then h(t) = δ P (t) and U n h(t) = δ nP (t). With the notation of the introduction, h i (n) = δ i (n).
Lemma 3.2. If E n is the linear operator that takes a polynomial as input, discards its terms with powers that are not divisible by n, and divides each remaining power by n, then
Proof. We extend E n to an operator on power series: given a degree-d polynomial h, construct the polynomial g such that m≥0 g(m) t m = h(t)
(1−t) d+1 . Applying E n to this rational generating function gives
It follows from the definition that h 1 (n) = g(n) They are symmetric and strictly unimodal [18, 21] , that is,
The Eulerian numbers can be computed using Euler's formula (see, for example, [10] )
A result of Laplace says that the volume of the intersection of the unit cube [0, 1] d with the set
For general properties of Eulerian numbers, we refer the reader to [19] .
In particular,
Proof. By definition,
Comparing coefficients of t i on both sides yields
With (see, e.g., [10, p. 169 
Proposition 3.3 could be viewed as a way of computing the Ehrhart δ-polynomials of nP from the Ehrhart polynomial of P . This is related to [11, Example 1.6], which considers the Ehrhart polynomial f P (m) = (m + 1) d of the unit cube. By Proposition 3.3 and the strict unimodality of the Eulerian numbers, the integers h i (n) are strictly unimodal for n sufficiently large. Moreover, by the symmetry of the Eulerian numbers
Hence, if g d−1 > 0 then the strict unimodality of the Eulerian numbers implies that h i+1 (n) > h d−i (n) for n sufficiently large and 0 ≤ i ≤ d 2 − 1. We will now consider the existence of lower bounds for such n. We will use the following result of Cauchy (see, for example, [16, Chapter VII] ). We are now ready to prove our first main result. Our method of proof is similar to that of [2, Theorem 1.2(a)], which gives a bound on the norm of the roots of the Ehrhart polynomial of a lattice polytope. (4), with nonnegative integer coefficients and satisfying
with at least one of the above inequalities strict, then for any n ≥ n d ,
In particular, the coefficents of U n h(t) are strictly unimodal for n ≥ n d .
By the strict unimodality of the Eulerian numbers, this is a polynomial of degree d with positive leading term and rational coefficients. To prove Theorem 3.5, we will give a bound for the roots of 
Hence we can bound the roots of h i (n) − h i−1 (n) in terms of d. Similarly, we can bound the roots of 
Remark 3.6. Observe that the only part of the above theorem that does not follow from the nonnegativity of the coefficients of h(t) is the fact that h i+1 (n) > h d−i (n) for i = 0, . . . , 2 − 1 and n ≥ n d , which follows from the second assumption (by Remark 2.6, this is the assumption that a(t) is nonzero with nonnegative coefficients).
Example 3.7. If P is a d-dimensional lattice polytope and h(t) = δ P (t), then U n δ P (t) = δ nP (t) and the assumptions of the above theorem hold by Remark 2.6 and Example 2.7. This establishes Theorem 1.4.
Constructing a Lower Bound
One would like a lower bound on the integers n d and m d in Theorem 3.5. In this direction, we will now show that for any positive integer d and n ≥ d, if h(t) satisfies certain inequalities, then
We will continue with the notation of the previous section and consider a polynomial h(t) as in (4) . By Lemma 2.4, h(t) has a unique decomposition
where a(t) and b(t) are polynomials with integer coefficients satisfying a(t) = t d a( U n h(t) = E n h(t) (1 + t + · · · + t n−1 ) d+1 .
With the notationã (t) = U n a(t) (1 + t + · · · + t n−1 ) d+1 b (t) = U n b(t) (1 + t + · · · + t n−1 ) d+1 ,
we have U n h(t) =ã(t) +b(t) .
On the other hand, by Lemma 2.4, we have a decomposition,
where a ′ (t) and b ′ (t) are polynomials with integer coefficients satisfying a ′ (t) = t d a ′ ( 1 t ) and b ′ (t) = t d+1 b ′ ( 1 t ). Our next goal is to express the polynomials a ′ (t) and b ′ (t) in terms of the polynomialsã(t) andb(t). The next lemma says thatb(t) only contributes to b ′ (t). Proof. If we let f (t) = b(t)(1 + t + · · · + t n−1 ) d+1 , then f (t) = t n(d+1) f ( 1 t ). Applying the operator E n to both sides givesb(t) = t d+1b ( 1 t ).
If we use the notation (5) p(t) = a(t)(1 + t + · · · + t n−1 ) d+1 = n(d+1)−1 k=0 p k t k , thenã(t) = E n p(t) .
Observe that the symmetry of a(t) implies that p(t) = t n(d+1)−1 p( 1 t ). Hence we may write p(t) = p 0 + p 1 t + · · · + p n t n + · · · + p n−1 t nd + · · · + p 1 t n(d+1)−2 + p 0 t n(d+1)−1 , which implies (6)ã(t) = p 0 + p n t + p 2n t 2 + · · · + p ⌊ Proof. By Lemma 4.1, to determine a ′ (t) we only need to decomposeã(t) into its symmetric components as in Lemma 2.4. The result now follows from (3) and (6).
If we fix 1 ≤ k ≤ ⌊ d
