We consider a continuously differentiable curve t → γ(t) in the space of 2n×2n real symplectic matrices, which is the solution of the following ODE:
Introduction

The introduction of the model and the main assumption
We consider linearized Hamiltonian equations in R 2n of the following type dγ dt (t) = J 2n A(t)γ(t), γ(0) ∈ Sp(2n, R),
where J = J 2n def = 0 Id n − Id n 0 and A : t → A(t) is a continuous periodic curve in the space of 2n × 2n real matrices which are symmetric with the periodicity T . The unique solution is a curve in the space of real symplectic matrices such that γ(t + T )γ(T ) −1 = γ(t)γ(0) −1 .
The system (1) arises naturally from perturbations of linearized Hamiltonian equations. Indeed, let ε ∈ R be a real perturbation parameter. Consider ∂γ ∂t (t, ε) = J 2n A(t, ε)γ(t, ε), γ(0, ε) = Id 2n ,
where t → A(t, ε) is a locally integrable periodic curve in the space of 2n×2n real matrices which are symmetric and periodic with the periodicity T . Moreover, we assume that ε → (A(t, ε), t ∈ [0, T ])
is a continuously Fréchet-differentiable curve in L 1 [0, T ]. Then, for fixed T , as ε varies, the endpoint matrix γ(T, ε) is a C 1 -curve satisfying (1). More precisely, ∂ ∂ε γ(T, ε) = γ(T, ε)J 2n C(T, ε) = J 2n B(T, ε)γ(T, ε),
where
and B(T, ε) = (γ(T, ε) −1 ) T C(T, ε)γ(T, ε) −1 , where the superscript "T " denotes the transpose of matrices. Note that both C and B are symmetric real matrices and they are continuous in ε. We refer to Subsection A.1 for the second inequality in (5).
Let us go back to the system (1) and recall that a matrix γ is called stable if sup n∈Z ||γ n || < ∞.
We say that the system (1) is stable if the matrix γ(T ) is stable. By (2), we have that sup t∈R ||γ(t)|| < ∞ if γ(T ) is stable. A symplectic matrix γ is called strongly stable if there exists a neighborhood of γ in the space of symplectic matrix containing only stable symplectic matrices. We say that the system (1) is strongly stable if γ(T ) is strongly stable as a symplectic matrix. In this case, when the system (1) is slightly perturbed, it is still a stable system. The picture is not clear in general if we perturb a stable but not strongly stable system.
The stability is closely related to the eigenvalues of a symplectic matrix. We give a brief explanation in the following. For more details, please refer to [Eke90, Sections 1.1 and 1.2]. The eigenvalues of a sympletic matrix come in 4-tuple like {λ, λ −1 ,λ,λ −1 } and hence it is stable iff it is diagonalizable and all its eigenvalues stay on the unit circle U ⊂ C. The characterization of strong stability was firstly formulated by Krein [Kre50, Kre51] , and later independently by Moser [Mos58] , as stated in the following: a symplectic matrix γ is strongly stable iff it is stable and all its eigenvalues are Krein definite.
To be more precise, let G = − √ −1J be the Krein form which gives an inner product on
Then, an eigenvalue λ ∈ U is said to be Krein positive (resp. negative) definite if the bilinear form (x, y) → (x, y) G is positive (resp. negative) definite on the invariant space E λ associated with the eigenvalue λ, see Subsection 2.1 for the definition of E λ . It is called Krein indefinite if the bilinear form (x, y) → (x, y) G is indefinite on E λ .
Under the convexity assumption that A(t) is strictly positive definite for all t ∈ R, Ekeland [Eke90, Section 1.3] has investigated the system (1) when γ(0) = Id. Among various results, Ekeland has claimed that the following set is isolated:
= {t : γ(t) has a Krein indefinite eigenvalue on U }, We prove that the original statement of Ekeland is still correct under the following weaker assumption on A:
A(t) is strictly positive definite on ker(ω · Id −γ(t)) for all t ∈ R and ω ∈ U.
Theorem 1.1. For the system (1) with continuous (but not necessarily periodic) t → A(t), if (8)
holds, then the set D defined in (7) is discrete.
To understand the system (1) and prove Theorem 1.1, we need to study the dynamics of the eigenvalues and the associated Krein forms as t varies. There is a rather complete answer for linear perturbations of Hamiltonians of Krein positive type. To be more precise, consider the endpoint matrix γ(T, ε) of the system (3) with ε ∈ C and A(t, ε) = H(t) + εQ(t), where H(t) and Q(t) are both 2n × 2n Hermitian matrices. The perturbation is said to be of Krein positive type if Q is non-negative definite and for all ω ∈ U , there is no solution of the following equations in C 2n :
d dt x(t) = JH(t)x(t) and Q(t)x(t) = 0 a.e., x(T ) = ωx(0).
Although ε is complex, by similar arguments, we see that (4) and (5) also hold. And the condition of Krein positive type perturbation is precisely the condition (8) by replacing t by ε, A(t) by B(T, ε) and γ(t) by γ(T, ε). In this special case, Krein-Lyubarskii theorem [KL62] asserts the analytic properties of the eigenvalues and the eigenvectors.
Theorem 1.2 (Krein-Lyubarski).
Consider the system (3) with A(t, ε) = H(t) + εQ(t) and assume the perturbation is of Krein positive type. Suppose that ε 0 ∈ R and that λ 0 ∈ U is an eigenvalue of γ(T, ε 0 ). Then, as ε varies from ε 0 , λ 0 continuously branches into κ-many eigenvalues, where λ i (ε), the eigenvalues branch from λ 0 with tangents as ε ∈ R increases from ε 0 . These tangents form a j i -star with the same angle between consecutive tangents. As ε decreases from ε 0 , the trajectories of eigenvalues also form another j i -star. These two stars differ from each other by a rotation of π j i radians. Among these 2j i many tangents, exactly two are tangential to the circle at λ 0 . If the trajectory of an eigenvalue branching from λ 0 is tangential to the circle U at λ 0 as ε varies, then that eigenvalue is Krein definite and moves on the circle U in a definite direction for ε sufficiently close to ε 0 .
See Figure 1 .1 for illustrations of a 2-star and a 3-star. The arrows indicate moving directions of the eigenvalues as ε increases.
Remark 1.1. The eigenvectors also admit expansions in Puiseux seris as the eigenvalues, see [YS75] .
In the proof of the above theorem, they also gave a recursive way to calculate c i,1 via the matrix Q and the generalized eigenvectors of γ(T, ε) associated with λ 0 . In the special case that m = 1 or j 1 = · · · = j m = 1, such an expression were obtained earlier by Gelfand and Lidskii [GfL58] . It also implies that Krein positive (resp. negative) definite eigenvalues move counter-clockwise (resp. clockwise) on the circle as the perturbation parameter ε increases along the real axis. If several eigenvalues collide on the circle from U c , then, necessarily, a Krein indefinite eigenvalue with nontrivial Jordan blocks (Jordan blocks of size ≥ 2) is created. When several eigenvalues of different
Krein types meet at λ 0 on the circle, they will continue their movement along the circle iff the geometric multiplicity of λ 0 equals to its algebraic multiplicity.
Particularly, Krein-Lyubarskii theorem implies Theorem 1.1 for the curve ε → γ(T, ε) given by (3) when A(t, ε) = H(t) + εQ(t). Indeed, by Krein-Lyubarskii theorem, for all ε 0 ∈ R, there exists
, the eigenvalues on the circle are Krein definite.
We would like to obtain a C 1 -version of Krein-Lyubarskii theorem for the system (1) and prove that D is isolated. For general C 1 -perturbations, the eigenvalues and eigenvectors are no longer multi-valued analytic functions. Instead, we aim to give the first order asymptotic of the deviation of eigenvalues and to verify similar qualitative behavior of the dynamics of eigenvalues.
The argument of Krein and Lyubarskii doesn't directly apply. Their proof relies on a key lemma, which interprets the perturbation parameter ε as an eigenvalue of certain self-adjoint integral operator depending on ω ∈ U , see the lemma in [KL62, Section 1]. In this step, the linearity of the perturbation ε → H(t) + εQ(t) is crucially used. Beyond the scope of linear perturbations of
Hamiltonians, if we assume the analyticity of ε → A(t, ε) and follow their idea, we may encounter self-adjoint integral operators G(ε, ω) depending on two parameters ε ∈ R and ω ∈ U . We have to
show that {(ω, ε) : 0 is an eigenvalue of G(ε, ω)} is actually the graph of an analytic function in ω, which we regard as a difficult question in general. Besides, more seriously, their argument depends heavily on the analyticity of the system. This rules out the possibility of studying C 1 -perturbations of the system by following their argument.
Ekeland has investigated the system (1) when γ(0) = Id, t → A(t) is continuous and A(t) is strictly positive definite symmetric matrices for all t, see [Eke90] . It was proved that the moving direction of a Krein definite eigenvalue is determined by its Krein type: as t increases a bit, the Krein positive (resp. negative) definite eigenvalues of γ(t) move counter-clockwise (resp. clockwise). Krein indefinite eigenvalues appear when Krein positive definite eigenvalues meet Krein negative definite eigenvalues. He has also described the branching of a Krein indefinite eigenvalue of γ(t) when t varies from t 0 if γ(t 0 ) = Id: if γ(t 0 ) = Id, then there exists ε 0 > 0 such that for t ∈ (t 0 , t 0 + ε 0 ]
(resp. t ∈ [t 0 − ε 0 , t 0 )), the eigenvalues of γ(t) are all located on the unit circle, the eigenvalues on the upper semi circle are all Krein positive (resp. negative) definite and move counter-clockwise (resp. clockwise), while the eigenvalues on the lower part are all Krein negative (resp. positive) definite and move clockwise (resp. counter-clockwise). We remark that the condition γ(0) = Id is not essential in the above results of Ekeland. It suffices to have γ(0) ∈ Sp(2n, R).
In the same book, Ekeland has commented that the spirit of the branching mechanism of a Krein indefinite eigenvalue should be the same as in the special case of linear perturbations of Hamiltonians studied by Krein and Lyubarskii. However, to the best of our knowledge, there is no rigorous proof in general. Recently, when the Krein indefinite eigenvalue has algebraic multiplicity 2 and geometric multiplicity 1, Kuwamura and Yanagida [KY06, Theorem 3.2] give a simple and elegant formula on the derivative of the mean of bifurcated eigenvalues, which holds without the assumption (8). In our opinion, under the assumption (8), the first order terms of the pair of bifurcated eigenvalues cancel with each other and the second order terms of the pair is the same. And their formula is actually an expression for the second order term.
In the present paper, we focus on the first order term under the assumption (8) (but without any restriction on the multiplicities of the eigenvalues). Naturally, to study the branching of Krein indefinite eigenvalues e √ −1θ 0 ∈ U of γ(0), we need information on the Jordan blocks associated with e √ −1θ 0 . We need to introduce several notations for a precise statement of our C 1 -version of Krein-Lyubarskii theorem. Note that there is a basis {ξ i,j } i=1,...,m;j=1,...,j i of the invariant space such that m is the number of the Jordan blocks associated with the eigenvalue e √ −1θ 0 of the matrix γ(0), j 1 ≥ j 2 ≥ · · · ≥ j m ≥ 1 are the sizes of the Jordan blocks and {ξ i,j } i,j are the corresponding eigenvectors, i.e., for i = 1, . . . , m and j = 1, . . . , j i , we have that
with ξ i,0 = 0 and that
Note that j 1 ≥ · · · ≥ j m ≥ 1 is not necessarily strictly decreasing. We break the sequence {j i } i
at the position where a strict decrease occurs. So, there are integers s ≥ 1, m 1 , . . . , m s ≥ 1, n 1 > n 2 > · · · n s ≥ 1 such that for = 1, . . . , s, the integer number n is the -th largest size of Jordan blocks (in the strict sense) and there are exactly m many blocks with the same size n .
Hence, the total number of blocks m = s =1 m and for = 1, . . . , s, we have that
Sometimes, it is convenient 1 to use the following sequence of vectors {η i,j } i=1,...,m;j=1,...,j i instead of
..,m;j=1,...,j i , where
for i = 1, . . . , m and j = 1, . . . , j i . We need to introduce more notations to present our results.
Define an m × m square matrix S, which represents the metric A(0)·, · on the space of eigenvectors associated with e √ −1θ 0 :
We define an m × m square matrix X by
We write S and X in blocks as follows:
1 As we shall see in (14), it helps to simplify the definition of X. Besides, the equation (27) is simpler in terms of
where S ( , ) and X ( , ) are m × m matrices for , = 1, . . . , s. A nice feature of X is that X is upper triangular in block sense and the diagonal blocks are Hermitian, see Corollary 2.4. 
if n is odd,
where (a ,p ) p=1,...,m are non-zero real numbers and they are exactly the roots with multiplicities of the following polynomial in z
b) There exists δ 0 > 0 such that for t ∈ (−δ 0 , 0) ∪ (0, δ 0 ), = 1, . . . , s and p = 1, . . . , m , (λ ,p,q (t)) q=1,...,n have different behaviors depending on the parity of n and the sign of ta ,p : if n is odd, then (λ ,p,q (t)) q=2,...,n stay outside of the unit circle U , and λ ,p,1 is Krein positive definite on U (resp. Krein negative definite) if ta ,p > 0 (resp. ta ,p < 0). If n is even and ta ,p < 0, then (λ ,p,q (t)) q=1,...,n stay outside of the unit circle U ; if n is even and ta ,p > 0, then λ ,p,1 (t) ∈ U is Krein positive definite, λ ,p,n /2+1 (t) ∈ U is Krein negative definite, and the other λ ,p,q (t) stay outside of U . Hence, the instant moving directions of the eigenvalues (when t increases (or decreases) from 0), is purely determined by γ(0) under the assumption (8). When t is sufficiently close to 0, the number of the Krein positive (or negative) definite eigenvalues depends only on γ(0).
Remark 1.3. If we replace "positive definiteness" by "negative definiteness" in (8), i.e., A(t) is strictly negative definite on ker(ω · Id −γ(t)) for all t ∈ R and ω ∈ U,
then, all the results still hold under a time reversal t → A(t). But if we remove "positive" from (8),
i.e., if we assume A(t) is strictly definite on ker(ω · Id −γ(t)) for all t ∈ R and ω ∈ U,
then the system is a mixture of positive and negative systems, which is locally decomposable. To be more precise, we denote by Λ + (t) (resp. Λ − (t)) the eigenvalues ω on the unit circle U such that A(t) is strictly positive (resp. negative) definite on ker(ω · Id −γ(t) 
Organization of the paper
We collect definitions and notations, prepare some useful properties in Section 2. We prove Theorem 1.3 a) in Section 3 and Theorem 1.3 b) in Section 4. We sketch the argument of Theorem 1.3
for the analytic case in Subsection A.3.
Preliminaries
Notations and definitions
• For two positive integers m and n, we denote by M m×n (C) (resp. M m×n (R)) the set of m × n complex (resp. real) matrices. When m = n, we use the notations M n (C) and M n (R) for simplicity. For a square matrix, we define its size as the number of rows in the matrix.
• For a matrix M , we denote by M T the transpose of M . For a complex matrix M , we denote by M * the conjugate transpose of M .
• For n ≥ 1, we denote by Id n the n × n identity matrix and define J 2n
• For a vector space V and a finite number of subspaces {V i } i∈I , we denote by i∈I V i the sum of the vector spaces i∈I V i .
• For vectors v 1 , . . . , v n in a vector space V , we denote by ∧ n j=1 v j the exterior product v 1 ∧ v 2 ∧ · · · ∧ v n . (Note that ∧ is associative.) We denote by Λ n (V ) the linear span of all such ∧ n j=1 v j and denote by Λ(V ) the direct sum n≥0 Λ n (V ) with the convention that Λ 0 (V ) = {0}. For a totally ordered set P = {p 1 , . . . , p n } with p 1 ≺ p 2 ≺ · · · ≺ p n and vectors (v p ) p∈P indexed by P , we denote by ∧ p∈P v p the exterior product
vector space. Hence, if we take (v p ) p∈P from the vector space Λ(V ), then we define the exterior products of exterior products in a consistent manner.)
• For m ≥ 1, the inner product ·, · on C m is defined by
• For n ≥ 1 and a linear subspace V of C 2n , we denote by V ⊥ G the symplectic orthogonal complement of V , i.e.,
we replace C 2n by R 2n in the above definition.
• For a k ×k complex valued matrix M and an eigenvalue λ of M , the geometric multiplicity of λ is defined as dim ker(λ·Id −M ) and the algebraic multiplicity is defined as dim ker(λ·Id −M ) k .
We denote by E λ = E λ (M ) the invariant subspace of C k , i.e.,
• Denote by p(λ, t) the characteristic polynomial of the matrix γ(t), i.e., p(λ, t) = det(λ · Id −γ(t)).
Exterior powers of linear maps
We recall exterior powers of a linear map A and its relation with its determinant det(A).
Starting from several linear maps on a vector space V , there are many ways to combine them to define multi-linear skew symmetric maps (or equivalently, linear maps on the exterior products
We follow the construction in [Win10, Section 3.7]. For natural numbers k ≤ m, the author defines a linear map on Λ m (V ) by taking certain "skew symmetrization" of tensors of k many linear maps A with m − k many identity maps. For our purpose, it suffices to take m to be the dimension of V . But we need a slightly generalization to allow the combination of three linear maps A 1 , A 2 and the identity map. We introduce these notations in the following definition.
Definition 2.1. Let A : V → V be a linear map on an n-dimensional vector space V . For k = 0, . . . , n, we define the exterior powers of (n, k, A) : Λ n (V ) → Λ n (V ) as a linear map as follows:
Similarly, for linear maps A 1 , A 2 : V → V , for k 1 , k 2 = 0, . . . , n, we define the linear map
with the unique scaling factor, which is also denoted by
In the above definition, for each vector v i , we choose one from the three linear maps Id, A 1 and A 2 and apply it to v i . For the assignment of linear maps to the linear basis, the only constraint is that the map A 1 occurs k 1 many times and the map A 2 occurs exactly k 2 many times. All these assignments have equal weight.
Note that det(A) is identified with the linear map (n, n, A) on the 1-dimensional vector space Λ n (V ). In particular, for an eigenvalue λ 0 of the matrix γ(0), we have that
In the above calculation, we express the determinant by wedge powers of the sum of linear maps
, expand it according to distributive law and collect the terms with the same times of occurrence, where k 1 is the time of occurrence of λ 0 · Id −γ(0) and k 2 counts the occurrence of γ(0) − γ(t).
Continuity of roots of polynomials
Consider a polynomial with complex coefficients of degree at most n. We will need the following lemma on the continuity of the roots as the coefficients vary.
Lemma 2.1. Let W be a neighborhood of 0. Let P t (z) = n j=0 c j (t)z j , where c j (t) ∈ C and t ∈ W . Suppose that t → c j (t) is continuous for j = 0, . . . , n and t ∈ W . Denote by d(t) the degree of the polynomial P t . Suppose that d(t) = n for t ∈ W \ {0} and d(0) = m ≤ n. Then, there exist m continuous complex valued functions z 1 , . . . , z m on W and n−m continuous complex valued functions z m+1 , . . . , z n on W \ {0} such that
• for t = 0, z 1 (t), . . . , z n (t) are roots of P t ,
• for t = 0, z 1 (0), . . . , z m (0) are roots of P 0 ,
Proof. By assumptions, for t 0 ∈ W , P t (z) t→t 0 → P t 0 (z) uniformly for z on compacts. Hence, for any continuous loop Γ avoiding the roots of P t 0 , for t sufficiently close to t 0 , P t does not vanish on Γ and
Also, note that for a simple loop avoiding the roots of P t ,
dz is precisely the number of roots inside the loop. (The interior and exterior region are determined by the orientation of the loop.) Eventually, Lemma 2.1 holds since (23) holds for all continuous loops avoiding the roots of
Properties of symplectic matrices
We collect some well-known properties of symplectic matrices in this subsection. The following observations, although elementary, are frequently used in some calculation. For a complex number λ, the adjoint of λ · Id under (·, ·) G isλ · Id, i.e., ∀x, y ∈ C 2n , we have
For a symplectic matrix γ, the adjoint of γ under (·, ·) G is γ −1 , i.e., ∀x, y ∈ C 2n , we have
For all symplectic subspaces V , the restriction of the bilinear form (·, ·) G on V is non-degenerate.
For a symplectic subspace V , if it is invariant under the linear symplectic transform γ, then so is its
The following criteria on the G-orthogonality of invariant spaces is basically [Eke90, Proposition 5, Section 2, Chapter 1].
Lemma 2.2. Let λ and µ be two eigenvalues of the symplectic matrix γ ∈ Sp(2n, R). If λμ = 1, then the invariant spaces E λ and E µ are G-othorgonal. Consider a partition {P 1 , . . . , P k } of the set of eigenvalues of γ such that each P i is stable under the circular reflection z →z −1 . For each i,
In particular, when λ ∈ U , we have the following G-othorgonal decomposition of C 2n :
where F λ is the direct sum of {E µ } µ =λ . Hence, if λ is a simple eigenvalue on U , it is Krein definite.
The "inner product" under (·, ·) G of the generalized eigenvectors in (9) and (10) must satisfy certain algebraic relations:
Lemma 2.3. Suppose that λ is an eigenvalue of the symplectic matrix γ. We use the same notations
..,m;j=1,...,j i and {η i,j } i=1,...,m;j=1,...,j i as (9), (10), (11) and ( we have that
with the convention that ξ i,0 = 0 for all i = 1, . . . , m. In particular, when j + j ≤ max(j i , j i ), we have that
For fixed i, i = 1, . . . , s, we have the same value
Proof. Since γ is sympletic, we have that
, we obtain (27). The rest directly follows from (27).
Note that (x, y) G = (y, x) G . From non-degeneracy of (·, ·) G and Lemmas 2.2 and 2.3, we get Corollary 2.4. Recall the notations (14) and (15). For = 1, . . . , s, the matrix X ( , ) is Hermitian and non-degenerate. For 1 ≤ 1 < 2 ≤ s, we have that X ( 2 , 1 ) = 0.
Proof of Theorem 1.a)
As the proof of Theorem 1.3 a) is long and technical, we decide to give the sketch of the proof and provide some intuitive ideas in advance.
In order to study the asymptotics of the eigenvalues as t varies from 0, we study the asymptotics of the coefficients {c k (t)} k=0,...,2n in Lemma 3.1 in Subsection 3.1. We will illustrate the results of Lemma 3.1 and explain the way to prove Theorem 1.3 a) from Lemma 3.1 by a concrete example.
But we will not sketch the technical proof of Lemma 3.1. Let us explain the difference between black and grey points in the following. Roughly speaking, the black points separate the Jordan blocks with different sizes. Alternatively, the black points are exactly the extremal points of the convex hull of the discrete domain {(k,φ) :k = 0, . . . , 2n,φ ∈ Z,φ ≥ ϕ(k)} above the graph of ϕ, see Figure 3 . We will prove in Lemma 3.1 that c k (t) = O(t ϕ(k) ) as t → 0. For general k (corresponding to the grey dots), ϕ(k) is not necessarily the exact order of c k (t). However, for those k corresponding to the black dots, the order ϕ(k) is exact and we calculate lim t→0 c k (t)t −ϕ(k) in (36) of Lemma 3.1.
Next, we sketch the proof of Theorem 1.3 a) from Lemma 3.1. We will carry out certain blow φk 2n 0 obtain another polynomial q α (w, t) from p(λ, t), where q α (w, t) = 2n k=0 c k (t)t αk w k . Note that lim t→0 q α (w, t) = 0. To obtain a non-trivial limit, we need to divide q α (w, t) by t β(α) , where β(α) = min{ϕ(k) + αk : k = 0, . . . , 2n}. We are interested in the limiting polynomial
In order to obtain lim t→0 λ(t)−λ 0 t α by using Lemma 2.1, we need to answer the following questions:
does r α (w) vanish? If not, how to describe the roots of r α (w)?
Note that the possible minimizers of ϕ(k) + αk are important to us since
Denote by L α the line through the origin with the slope −α. To find the minimizers, we translate L α upwards until L α has non-empty intersection with the graph of ϕ(k) for the first time. The k-coordinates of the intersection points are precisely the minimizers. The intersection must contain black points since the black points are extremal points of the convex hull of the discrete domain above the graph of ϕ, see Figure 3 . For the k-coordinates of the black intersection points, the limit , where λ(t) corresponds to certain Jordan block of strictly smaller size and has better regularity at t = 0. The non-trivial roots of r α (w) are important and they are also the roots of the polynomial Q(w), where
Write the matrices d, S, X and Λ as in (15) with s = 3:
S 3,1 S 3,2 S 3,3 S 3,4
By calculation in blocks, we get that . Then, we have that
Hence, the roots of Q coincide with the root ofQ(w), wherẽ
The above method also works in general case as we shall see in Subsection 3.2. In the formal proof, we will replace the geometric arguments by explicit and rigorous analysis.
We state and prove Lemma 3.1 in Subsection 3.1, where we use the exterior powers of linear maps. We deduce Theorem 1.3 a) from Lemma 3.1 in Subsection 3.2. The reader may firstly skip the technical proof of Lemma 3.1 and go directly to the proof of Theorem 1.3 a).
Proof of Lemma 3.1
Lemma 3.1. Consider the solution γ(t) ∈ Sp(2n, R) of (1) without assuming (8). Recall the notations (9), (10), (11), (13), (14) and (28). Denote by N = N (e √ −1θ 0 ) the dimension of the
For k = 0, . . . , N − 1, as t → 0,
(Consider the Jordan blocks associated with the eigenvalue e √ −1θ 0 . Then, ϕ(k) is precisely the minimal number of blocks such that their total size is not less than N − k. By definition, we have
and ∀i ∈ {1, . . . , m} \ I, j i ≤ j ϕ(k) 3 and for i, i = 1, . . . , m,
Particularly, if k = > m n for some = 1, . . . , s (or equivalently, ϕ(k) = ≤ m ), we have that I k = {1, . . . , =1 m } and as t → 0,
Remark 3.1. Lemma 3.1 is valid without (8). However, to get the exact order of asymptotics, we need to ensure that the determinant in (36) does not vanish, which follows from (8).
Proof of Lemma 3.1. Note that
where µ is an eigenvalue of γ(0). Comparing this with the expansion of p(λ, 0) at e √ −1θ 0 in (28), we conclude that c k (0) = 0 for k = 0, . . . , N − 1 and c N (0) is given by (31). Next, we will estimate c k (t)
for k = 0, . . . , N − 1. We will expand c k (t) by using exterior powers of linear maps, identify and calculate the major terms. For simplicity of notation, we give the proof for N = n and e √ −1θ 0 = ±1.
The argument for the general case is quite similar. We briefly explain necessary modifications in Remark 3.2 and omit the details.
In this case, we see that
Recall the definitions and (22) in Subsection 2.2. Note that
Note that t → c k 1 ,k 2 (t) is continuous and
To calculate c k (t) and c k 1 ,k 2 (t), we need to fix a basis of C 2n . Recall the notations given by (9) and (10). Then, Before we proceed with the expansion of c k 1 ,k 2 (t), let us firstly fix several notations. We define
. . , m; j = 1, . . . , j i }. Then, the generalized eigenvectors {ξ i,j } i,j are indexed by P . We fix the lexicographic order on P so that P is totally ordered. In the definition of c k 1 ,k 2 (t), for each vector ξ p (p ∈ P ), we apply to it some linear map selected from the three different linear maps M 0 , M 1 and M 2 , and then multiply the resulting vectors via wedge products. Let Ω = {0, 1, 2} P . Then, the choice of linear maps is represented by an element in Ω. For instance, for σ = (σ p ) p∈P ∈ Ω, for a vector ξ p , we apply to it the map M σp . For the vectors {ξ p } p∈P , we use the similar notationsσ. In the definition of c k 1 ,k 2 (t), we don't sum over all possible assignment σ,σ ∈ Ω. The requirement is that we use k 1 times the map M 1 , k 2 times the map M 2 and 2n − k 1 − k 2 times the map M 0 . To count the number of occurrence of a particular map M i (i = 0, 1, 2), we introduce the following notation: for σ ∈ Ω, a subset of indices Q ⊂ P and α = 0, 1, 2, we define
For q 1 + q 2 ≤ n, we define
Then, we express c k 1 ,k 2 (t) as follows:
At the first sight, the above expression may seem to be impractical as it evolves lots of terms.
However, not all the terms in the above summation contribute to c k 1 ,k 2 (t) and N 1 (σ, P i ) ≥ 1. So, roughly speaking, in order that the term ∧ p∈P M σp ξ p ∧ ∧ p∈P Mσ pξp is not vanishing, the following condition is necessary: for the generalized eigenvectors corresponding to some Jordan block, if we don't apply M 2 to them, then we have to apply M 0 to all these vectors.
In this sense, we need certain minimal amount of M 0 available. To be more precise, if the number of M 2 available is strictly less than the total number m of the Jordan blocks associated with e √ −1θ 0 , then at least m − N 2 (σ, P ) blocks are free of M 2 and we have to apply M 0 to all the corresponding generalized eigenvectors. The minimum of the total size of m − N 2 (σ, P ) many Jordan blocks is i>N 2 (σ,P ) j i . Hence, in order to get non-zero contribution, we need that
we have that
By (37) and (38), for k = 0, . . . , n − 1, as t → 0,
which is precisely Equation (32).
Next, we will calculate c 2n−k−ϕ(k),ϕ(k) (0) when k = i>ϕ(k) j i . For simplicity of notation, let
(We decide to abandon the use of notations M 0 , M 1 and M 2 since we would like to emphasize the difference between K 0 and ∆ 0 .) We have that
which can be expanded as before. From previous discussion above (38), to get non-zero contributions, there aren't many choices for the assignments of the maps Id, K 0 and ∆ 0 : for the vectorsξ i,j , we apply K 0 to them; for the generalized eigenvectors of the biggest ϕ(k) Jordan blocks associated with e √ −1θ 0 , we apply ∆ 0 to each eigenvector and K 0 to the remainder so that we use only one ∆ 0 for each big Jordan blocks; for the generalized eigenvectors of the remainder small Jordan blocks associated with e √ −1θ 0 , we apply the map Id to them. Accordingly, we have that
where I k represents different choices of the biggest ϕ(k) many Jordan blocks and
By (9), for i = 1, . . . , m and j = 1, . . . , j i , we have that
where ξ i,0 = 0. Hence, we have that
and that
The vector ∆ 0 ξ i,1 can be uniquely expressed as a linear combination of the basis (ξ i,j ,ξ i,j ) i,j . We denote byd i,i the coefficient of ∆ 0 ξ i,1 before ξ i ,j i . Denote by S I all permutations of the set I ⊂ {1, . . . , m} and by Sgn(g) the signature of a permutation g. Then, we have that
By definition of I k , for k = i>ϕ(k) j i and I ∈ I k , we have that I = ϕ(k) and i∈I (j i − 1) = N − k − ϕ(k). Hence, we obtain that
Next, we will show thatd i,i equals d i,i defined by (35). On one hand, since ∆ 0 = J 2n A(0)γ(0), J * 2n J 2n = Id 2n and γ(0)ξ i,1 = e √ −1θ 0 ξ i,1 , we have that
On the other hand, by Lemmas 2.2 and 2.3, we see that ξ i,j , J 2n ξ i ,1 = 0 for all i, i = 1, . . . , m and j = 1, . . . , j i , and that ξ i,j , J 2n ξ i ,1 = 0 for all i = 1, . . . , m and j = 1, . . . , j i − 1. Hence, together with the definition of the matrix X given by (14), we get that
Combining (43) and (44), we see that the expression ofd is given by (35).
Together with (40), (41) and (42), we get that
where d is given by (35). Then, (34) follows from (39) and (45). Particularly, when k = > m n for some = 1, . . . , s, we have that I k = {{1, . . . , ϕ(k)}} and (36) follows.
The above proof is written for the case N = n. We briefly explain the modifications for N = n in the following remark.
Remark 3.2. Instead of the eigenvectors {ξ i,j } i,j , for each eigenvalue µ = e √ −1θ 0 with algebraic multiplicity N (µ), we take generalized eigenvectors {ξ (µ) k } k=1,...,N (µ) as {ξ i,j } i,j for the eigenvalue e √ −1θ 0 . Then, instead of (41), we have that
Instead of ξ i,j , J 2n ξ i ,1 = 0, we use the G-orthogonality of the invariant spaces E µ and E e 
Proof of Theorem 1.3 a) from Lemma 3.1
Recall the notations introduced in (9), (10), (11), (13), (14) and (15). As t varies from 0, the continuous branching of the eigenvalue e √ −1θ 0 follows from the continuity of t → p(λ, t) = det(λ · Id −γ(t)) and Lemma 2.1.
Next, note that S is Hermitian and strictly positive definite, X ( , ) is Hermitian (see Corollary 2.4). Hence, the roots of the polynomial (17) are non-zero real numbers.
We prove the asymptotic of eigenvalues when t > 0. The proof for t < 0 is similar.
By Lemma A.2, without loss of generality, we assume that the eigenvalues of γ(t) are e Suppose that λ(t) ∈ C is a root of the polynomial p(λ, t). For = 1, . . . , s and t > 0, we consider
By (28), it is a root of the polynomial 2n k=0 c k (t)t k n w k in w. Since the polynomial p has 2n roots, there are 2n continuous curves t → w(t) for t = 0. We will show that there are exactly n m many curves with non-zero limits as t tends to 0, there are exactly < ≤s m n many curves with the limit 0 as t tends to 0, and the remainder tends to ∞ as t tends to 0. So, there are exactly n Our task is to find the limit of (46) by applying Lemma 2.1. Although w(t) is a root of the polynomial 2n k=0 c k (t)t k n w k , we cannot apply Lemma 2.1 directly to that polynomial since it has a trivial limit 0 as t → 0. Instead, we will divide that polynomial by certain fractal powers t τ ( )/n of t, which is "the biggest common factor" of {c k (t)t k n } k , and obtain a new polynomial q(w, t) with the same roots and a non-trivial limit as t → 0. To get the exponent τ ( )/n , we will use the asymptotics of t → c k (t) summarized in Lemma 3.1. By Lemma 3.1, for k = 0, . . . , n, if k = > m n + un for some u = 0, 1, . . . , m , then ϕ(k) defined in (33) equals ≤ m − u and
where τ ( ) def = s =1 m min (n , n ) and
Hence, we define
Note that the limiting polynomial q(w, 0) def = lim t→0 q(w, t) exists and
We write d in block matrix as S and X in (15), i.e., 
When we sum over I ,u in (48), we sum over all such choices of principle minors. Hence, we see that
By expanding the determinant Q (w) in polynomials of w, we find that (48) and (49) coincide.
Similarly to the calculation from (29) to (30), by the relation (35) between the matrices d, S and X and the fact that X is upper triangular in the block sense (Corollary 2.4), we get that Q (w) = 0 iff w is the root of the polynomial
Hence, there are m n many roots {ω ,p,q } p=1,...,m ;q=1,...,n such that for fixed integers and p,
are the n -th roots of a ,p with multiplicities. (Recall that a ,p are the roots of (17).) By Lemma 2.1, there are corresponding w ,p,q (t) and λ ,p,q (t) = e √ −1θ 0 +t 1 n w ,p,q (t) for p = 1, . . . , m and q = 1, . . . , n such that w ,p,q (0) = lim t→0 w ,p,q (t) exists and (w ,p,q (0)) p=1,...,m ;q=1,...,n are roots ofQ (w). Or equivalently, (16) holds.
Remark 3.3. During the proof of Theorem 1.3 a), the only purpose of assuming (8) is to ensure that Q (w) has non-zero roots. Hence, Theorem 1.3 a) still holds under the following weaker condition:
Or equivalently in the following coordinate-free form: the bilinear form A(0)·, · is non-degenerate on the spaces V for all integer , where
Proof of Theorem 1.3 b)
Our proof strategy is to approximate the continuous curve t → A(t) by analytic curves. To prove Theorem 1.3 b), we use Theorem 1.3 a) proved in Section 3 and Theorem 1.3 for the analytic case.
We present a sketch of Theorem 1.3 when t → A(t) is real analytic in Subsection A.3.
We choose to present the proof for n odd, t > 0 and a ,p > 0. The proofs for other cases are similar and we left them to the reader. By Theorem 1.3 a), we see that (λ ,p,q (t)) q=2,...,n are outside of U for sufficiently small t. It remains to prove that λ ,p,1 (t) is a Krein positive definite eigenvalue on U . By Theorem 1.3 a), we have that
Hence, as t increases from 0, tangent to the circle and counter-clockwise, λ ,p,1 (t) continuously branches from e √ −1θ 0 . We need to show that λ ,p,1 (t) ∈ U for sufficiently small t.
We define
is a Krein positive definite eigenvalue on U },
is a Krein negative definite eigenvalue on U }, We will show that
The continuity of t → det(λ · Id −γ(t)) implies the continuity of the eigenvalues as t varies.
Also, by the first order asymptotics in Theorem 1.3 a), we see that e 
Next, we prove that lim t↓0 K + (t) ≥ I + and lim t↓0 K − (t) ≥ I − . For that purpose, we approximate the continuous curve t → A(t) by analytic curves for t ∈ [−1, 1] by using Bernstein polynomials. For positive integers M , we define
As a polynomial in t, the function t → A (M ) (t) is analytic. By classical results on Bernstein polynomials, for continuous t → A(t), A (M ) (t) converges to A(t) as M → ∞ uniformly for t ∈ [−1, 1].
Hence, the corresponding solution γ (M ) (t) of (1) (with the same initial condition) also converges to
We wish to use Krein-Lyubarskii theorem for approximated analytic systems, see Subsection A.3 for a proof in analytic case. For that purpose, we need to verify the condition (8) for large enough M .
By taking a subsequence, we may assume that (8) holds for each M and t ∈ [−1, 1]. Otherwise, if (8) is violated for infinitely many M , then there exist sequences {M n } n , {t n } n , {ξ n } n and {λ n } n such that lim n→+∞ M n = +∞, {t n } n is bounded and for all n, λ n ∈ U , ||ξ n || 2 = 1, γ (Mn) (t n )ξ n = λ n ξ n and A (Mn) (t n )ξ n , ξ n = 0. By compactness, taking subsequence if necessary, we may further assume that lim n→+∞ t n = t, lim n→+∞ ξ n = ξ and lim n→+∞ λ n = λ. Then, by taking the limit, we see that 5 When t is sufficiently close to 0, λ ,p,q (t) locates near e √ −1θ 0 . Thus, it makes sense to use the notions "counterclockwise side" and "clockwise side".
||ξ|| 2 = 1, λ ∈ U , γ(t)ξ = λξ and A(t)ξ, ξ = 0, which contradicts with the assumption (8) on the continuous curve t → γ(t).
In the following, we assume that (8) holds for each M .
For approximated systems, we analogously define the notations {λ
,p,q (t)} =1,...,s;p=1,...,m ;q=1,...,n , I see (7) ). In the following, we take M large enough such that (λ
,p,q (t)) =1,...,s;p=1,...,m ;q=1,...,n locate in B(e √ −1θ 0 , r) for t ∈ (0, δ]. For t / ∈ D (M ) , we define an index
+ (s). Direct approximation argument relying on the convergence lim M →∞ γ (M ) = γ is not sufficient to conclude the desired result. Instead, we will crucially use the following feature of ν We focus on the application of Claim 1 and postpone its proof in the end of this section.
, it suffices to show the inequality for t in a dense set of (0, δ),
. Hence, it is enough to show that inf{ν + (0+) precisely equals I + for M large enough. Therefore, we have that
and similarly, we see that
Hence, together with the inclusion K + (t) ⊂ I + and K − (t) ⊂ I − for small enough t > 0, we get that K + (t) = I + and K − (t) = I − . From the argument for (54), for t ∈ (0, δ) with δ small enough,
+ (t) = I + as long as M is large enough such that K
+ (t) = K + (t). To finish the proof of (53), consider the invariant space W + (t) (resp. W − (t)) spanned by the invariant spaces associated with the eigenvalues indexed by K + (t) (resp. K − (t)), i.e., W + (t)
). We use similar notations W index of (·, ·) G | W − (t) is zero for small enough t > 0. Again, we will use the same approximated systems, analyze the analytical systems and pass to the limit in the end. The non-degeneracy of the Krein forms is an important sufficient condition for the continuity of indices.
In the following, we will give the proof for W + (t). The other part is similar and is left to the reader. Note that there exists small enough δ > 0 such that K (M ) + (t) = I + for M large enough and t ∈ (0, δ], K + (t) = I + for t ∈ (0, δ] and t → W + (t) is continuous 7 for t ∈ (0, δ]. By non-degeneracy of the Krein form on W + (t), the positive and negative indices are invariant for
is countable. Hence, by decreasing δ if necessary, we assume that
. We will show that the Krein form is strictly positive definite on W + (δ). Note that
+ (δ) = W + (δ) (in certain Grassmannian). Therefore, as M → ∞, the positive and negative indices of the restriction of the Krein form (·, ·) G on
is precisely
, which is not less than ν For t 0 ∈ R and an eigenvalue λ ∈ U of γ (M ) (t 0 ), we will define an index ind (M ) (λ, t 0 ) as in [Eke90, Section 1.3]. As t varies from t 0 , the eigenvalue λ branches into N eigenvalues. (For instance, when no bifurcation occurs, we have that N = 1.) Among these eigenvalues we denote by p t the number of Krein positive definite eigenvalues and by q t the number of Krein negative definite eigenvalues. For
is defined in a punctured neighborhood of t 0 . By Corollary 5 in [Eke90, Section 1.3], the difference p t − q t is locally constant near t 0 . (Alternatively, we can deduce that from Theorem 1.3 in the analytic case. For instance, one can check this for each group of eigenvalues {λ ,p,q (t)} q=1,...,n forming an n -star, see (16) .) The index ind (M ) (λ, t 0 ) is defined to be the integer p t − q t for t close to t 0 . For a Krein positive definite eigenvalue, its index is simply its algebraic (and geometric) multiplicity. For a Krein negative definite eigenvalue, the index is the opposite of its algebraic (and geometric) multiplicity. Hence, if an eigenvalue λ branches into several ones, the sum of the indices of the eigenvalues branched from λ must equal to the index of λ.
Note that ν Hence, combining the definition of C, (55) and (56), we obtain that
which completes the proof.
A.2 Dimension reduction
The following lemma helps to simplify certain notations and proofs (since it allows us to focus on one eigenvalue and to reduce the dimension in many cases). Besides, it is of independent interest.
Therefore, we choose to present it here.
Lemma A.2. For all n ≥ 2, let Λ(t 0 ) andΛ(t 0 ) be a division of the eigenvalues of γ(t 0 ) for t 0 ∈ R, where t → γ(t) is the solution of (1). Assume that Λ(t 0 ) is closed under the conjugation λ →λ and the circular reflection λ →λ −1 with respect to U . There exists ε > 0 such that for t
there exists a division of the eigenvalues of γ(t) into Λ(t) andΛ(t) such that Λ(t) is closed under the conjugation λ →λ and the circular reflection λ →λ −1 , and Λ(t) (resp.Λ(t)) converges to Λ(t 0 ) (resp.Λ(t 0 )) as t tends to t 0 . Denote by E t (resp.Ẽ t ) the sum of invariant spaces (E λ ) λ∈Λ(t) (resp. (E λ ) λ∈Λ(t) ). Then, by decreasing ε if necessary, we also require that dim(
• the column vectors of Q(t) form a basis of E t and Q * (t)J 2n Q(t) = J 2k , i.e., the column vectors of Q form a symplectic basis of E t ,
Remark A.1. Note that the eigenvalues of M Q (t) are precisely those in Λ(t).
Remark A.2. Under the assumption of Lemma A.2, similar to Q(t) and M Q (t), we may takeQ(t) and MQ(t) forΛ(t) andẼ t . Write Q(t) into two 2n × k blocks:
, where " " denotes the symplectic summation (cf.
[ Lon99, Lon02] ).
To be more precise, we write
, where the four submatrices are of equal size. We divide MQ(t) in a similar way. The symplectic sum of M Q (t) and MQ(t) is defined to be the square matrix
Then, the original system is decomposed into two sub-systems. Moreover, these two sub-systems satisfy (8) if the original system satisfies such condition.
Proof of Lemma A.2. Since Λ(t) is closed under conjugation, we have that E t = C ⊗ (R 2n ∩ E t ). In this sense, E t ⊂ R 2n and we replace E t by E t ∩ R 2n in the following context. By continuity, there exists ε > 0 such that for t ∈ [t 0 −ε, t 0 +ε], there exists a simple smooth curve Γ surrounding all Λ(t) and separating Λ(t) fromΛ(t). Then, we may take P (t) = 1 2π √ −1 Γ (z·Id −γ(t)) −1 dz, which projects R 2n onto E t , see e.g. [Kat95, Section 1.4, Chapter 2]. Note that E t 0 is a symplectic subspace. We choose a symplectic basis (ξ 1 , . . . , ξ k , η 1 , . . . , η k ) of E t 0 such that ξ i , J 2n η j = 1 i=j and ξ i , J 2n ξ j = η i , η j = 0 for i, j = 1, . . . , k. Decreasing ε if necessary, (P (t)ξ 1 , . . . , P (t)ξ k , P (t)η 1 , . . . , P (t)η k ) is a linear basis for E t for t ∈ [t 0 − ε, t 0 + ε]. However, it is in general no longer a symplectic basis. Nevertheless, by shrinking ε if necessary, after Gram-Schmidt operation, we obtain a time dependent symplectic basis of E t , which forms a 2n × 2k matrix T (t). Note that t → T (t) is continuously differentiable and that
In general, we should not take Q = T . We consider the following ODE where the solution corresponds to a dynamic change of sympletic basis:
By differentiating both sides of (57), we get that T * J 2n dT dt is self-adjoint, which implies that t → V (t) is a sympletic path, see e.g. [Eke90, Prop. 3, Section 1, Chapter 1]. We define Q def = T V . By sympleticity of V and (57), we see that Q(t) * J 2n Q(t) = J 2k . Also, the equation
uniquely determines a C 1 curve t → M Q (t) ∈ Sp(2k, R). Indeed, by multiplying Q(t) * J 2n on both sides of (59), we obtain that M Q (t) = −J 2k Q(t) * J 2n γ(t)Q(t). By taking the derivatives and using (59), we obtain that
By Q = T V and (58), we get that
Hence, together with (57), Q = T V and J 2n + J * 2n = 0, we get that
A.3 Analytic Krein-Lyubarskii theorem
In this subsection, we provide a proof of Theorem 1.3 when t → A(t) is real analytic. We partially follow the argument in [YS75] for (3) when ε → A(t, ε) is affine in ε. The connection between the first order asymptotics of the eigenvalues and the Jordan structure has already been established in Section 3. We will only prove the analyticity of the eigenvalues as t varies and the part b) of Theorem 1.3.
By analytic continuation, the real parameter t of (1) is extended in complex parameter z ∈ C around 0:
By analyticity of z → A(z), z → γ(z) is analytic. Since the zero set of an analytic function is isolated, the following two equations are extended to complex z: A T (z) = A(z) and γ(z) T J 2n γ(z) = J 2n .
In [YS75] , they crucially used the key feature of the system that when γ(z) has eigenvalue ω on U , the parameter z has to be real. (Roughly speaking, the reason is that z happens to be the eigenvalue of a self-adjoint operator when ω ∈ U .) Such a phenomenon also appears for our general system (66), as stated in the following lemma.
Lemma A.3. Consider the ODE (66). We assume that z → γ(z) is analytic (or equivalently, z → A(z) is analytic), A(t) is real symmetric for t ∈ R and for any eigenvector ξ of γ(0) associated with an eigenvalue on U , A(0)ξ, ξ > 0. Then, there exists δ > 0, for all z ∈ C \ R and |z| < δ, γ(z) has no eigenvalue on U .
To prove Lemma A.3, we need to modify the argument in [YS75, Section 4.1].
Proof of Lemma A.3. It suffices to prove the following cannot happen: there exist non-real complex numbers z n tending to 0 such that for each z n , γ(z n ) has an eigenvector ξ n with ||ξ n || 2 = 1 associated with some eigenvalue λ n ∈ U . We write z n in polar coordinate as r n e √ −1θn with r n > 0 and θ n ∈ (−π, 0)∪(0, π). By taking subsequence if necessary, we assume that lim n→+∞ λ n = λ, lim n→+∞ ξ n = ξ and lim n→+∞ θ n = θ.
We expand A(z) in Taylor series as j≥0 z j A (j) around 0. Since A(t) is real symmetric for t ∈ R, A (j) are real symmetric for all j ≥ 0. For r ≥ 0 and θ ∈ R, we define A 1 (re
. Then, A 1 (z) and A 2 (z) are real symmetric matrices and A(z) = A 1 (z) + √ −1A 2 (z). Moreover, there exists C = C(A) < ∞ such that for all r ∈ [0, C −1 ) and θ ∈ [−π, π], for all ξ ∈ C 2n with ||ξ|| 2 = 1,
where ·, · denotes the standard inner product on C 2n , which is linear in the first vector.
For ρ ∈ U , we denote by X(γ(0), ρ) the space of analytic paths y : [0, 1] → C 2n with the boundary
.
Then, x n ∈ ∪ ρ∈U X(γ(0), ρ). By (66), we have that
Necessarily, the argument θ n of z n and the argument ψ n of the complex number L 1,zn (x n , x n ) + √ −1L 2,zn (x n , x n ) differ by a multiple of π, or equivalently,
By (67), there exists C = C(A) < ∞ such that for large enough n,
By continuity, lim n→+∞ L 1,zn (x n , x n ) = A(0)ξ, ξ > 0. Hence, as n → +∞, ψ n and | sin(ψ n )| are of the order r n | sin(θ n )|, which contradicts with (69) since lim n→+∞ r n = 0.
Consider the characteristic polynomial p(λ, z) = det(λ·Id −γ(z)). Assume that λ 0 = e √ −1θ 0 ∈ U is an eigenvalue of γ(0). By Weierstrass's preparation theorem of the local form of analytic functions in multi-variables, there exist integers and M such that for (λ, z) close to (λ 0 , 0), we have that
where b(λ, z) is non-zero and analytic, {a i } i=0,...,M −1 are analytic in λ and vanish at λ 0 . Note that = 0 and hence, Hence,
Let
be the Taylor expansion of z i (λ). Inverting that expansion, we see that λ = λ 0 + h i (z Next, we show that {j i } i=1,...,M are the sizes of the Jordan blocks. Again, by Weierstrass preparation theorem, the analytic function g i (λ, z) = z − z i (λ) in variables λ and z has the following local form near (λ 0 , 0):
where i andj i are integers, the analytic function b i (λ, z) doesn't vanish near (λ 0 , 0) and the analytic functions {c i,k (z)} k=0,...,j i −1 vanish at 0. Clearly, i is zero. Otherwise, the set of eigenvalues of γ (0) would contain an open neighborhood of λ 0 . Taking z = 0 and compare with the expansion (72) of z i (λ), we find thatj i = j i . Combining (70), (71) and (73), we get that
Taking z = 0, we see that 
are precisely the sizes of Jordan blocks. This completes the argument for the analyticity of eigenvalues and their first order asymptotics when t varies from 0.
Next, we prove the part b) of Theorem 1.3. We only present the proof for the case that t increases from 0. The other case is essentially the same and is left to the reader. Together with the first order asymptotics in (16), it suffices to show that for t close to 0, i) the eigenvalues moving tangential to the circle actually move along the circle ii) they are Krein definite.
By Theorem 1.3 a), i) implies the semi-simplicity of these eigenvalues on the circle for non-zero real t close to 0. If i) fails, then there exist an integer j, a real number v, an analytic function h and a sequence (t n , λ n ) such that t n decreases to 0 as n increases to infinity, λ n / ∈ U , λ n is an eigenvalue of γ(t n ), λ n − λ 0 = h(t Next, we show that the eigenvalues moving on the circle are Krein definite when t is sufficiently close to 0 with their Krein types determined by their moving directions.
Let us verify the statement as t increases from 0. The other case is similar and we left the proof to the reader. We have seen that the eigenvalue λ(t) = λ 0 + h(t 
Define a family of operators analytic in z:
Note that T i (z) * = T i (z) for real valued z. Such a family of operator is said to be symmetric. Note that T i (t)ζ i,k (t) = 0 iff γ(t j i )ζ i,k (t) = (h i (t) + λ 0 )ζ i,k (t).
Hence, for real and sufficiently small t, g(i) equals to the geometric multiplicity of the eigenvalue h i (t) + λ 0 of the matrix γ(t j i ).
We define an equivalence relation on the set {1, . . . , m}: i ∼ i if either i = i or j i = j i and 
