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Nach einer kurzen Einf






aftigt sich diese Seminararbeit mit Verkn

upfungsoperatoren auf
den unscharfenMengen. Es wird insbesondere auf die Durchschnittsbildung und Ver-
einigung zweier unscharfer Mengen eingegangen. In diesem Zusammenhang wird ei-
ne besondere Klasse von Operatoren betrachtet, die T{Normen und die T{Conormen.
Auerdem werden Verkn

upfungen von mehr als zwei Mengen betrachtet. Es werden
OWA{Operatoren eingef










In der klassischen Mengenlehre geh

ort ein Element x des Universums U entweder eindeutig
zu einer Menge M oder es geh

ort eindeutig nicht dazu; man schreibt formal x 2 M oder
x =2 M . Damit k








ahrigen Vereinsmitglieder\ mathematisch formuliert







exakte Grenze dem Problem nicht mehr gerecht. Deshalb hat Professor Zadeh [ZAD65]
unscharfe Mengen vorgeschlagen:
1.1 Fuzzy Menge
Abbildung 1: Beispiel einer Fuzzy{Menge. aus [TRA94]
3
Denition 1.1.1 Sei U eine gew

ohnliche, scharfe Menge. Eine unscharfe Menge F

uber
U wird charakterisiert durch eine Funktion 
F
: U ! [0; 1]. Dabei wird 
F
als charakte-
ristische Funktion oder Zugeh

origkeitsfunktion bezeichnet.
Jedem Element x aus der Grundmenge U wird eine Zahl 
F
(x) zugeordnet, die angibt,
in welchem Mae das Element x zu der unscharfen Menge F geh

ort. Man beachte, da





origkeitsgrad. Der Unterschied wird deutlich, wenn man sich klarmacht,
da in der Wahrscheinlichkeitsrechnung ein Wert von 0; 6 bedeutet, da in drei von f

unf
Beobachtungen das Element ganz sicher, und in zwei von f






urde. Ein Element einer Fuzzy Menge geh

ort aber bei jeder Beobachtung





angt von der Anwendung ab.
Da jedem Element x aus der Grundmenge U ein Grad 
F
(x) zugeordnet ist, kann man






















2 U und 
F
(x) 2 [0; 1]
Bei dieser Schreibweise l








oeren oder unendlich grossen Grundmengen ist diese Schreibweise unbrauch-
bar; man gibt dann meist die charakteristische Funktion als Rechenausdruck an oder











warme\ Temperaturen. Dabei ist die
Temperatur 20 Grad sowohl Element von
"
warm\ (und zwar als (20; 0; 3)) als auch von
"
mittel\ (und zwar als (20; 0; 9)).









1 falls x 2 M
0 falls x =2 M
Jedem Element aus M wird dabei der Zugeh

origkeitsgrad 1, jedem anderen Element aus
der Grundmenge der Grad 0 zugeordnet. Somit sind unscharfe Mengen eine Erweiterung
4
Abbildung 2: Kalte, mittlere und warme Temperaturen als Fuzzy{Mengen. [TRA94]
des gew

ohnlichen Mengenbegris. Wenn im folgenden Verkn

upfungsoperatoren auf Fuzzy{




ohnliche Mengen als Fuzzy{




upfungoperatoren auf solchen Fuzzy{Mengen
wie auf den urspr







ohnlichen Mengen kennt man verschiedene Verkn

upfungen. Die grundlegenden
Operatoren sind dabei Durchschnitt, Vereinigung und Komplementbildung. Um diese Ver-
kn

upfungen auch auf unscharfen Mengen nutzen zu k

onnen, mu man sie f

ur unscharfe
Mengen neu denieren. Einen ersten Vorschlag daf

ur hat Zadeh bereits in [ZAD65] ge-
macht:
2.1 Standardoperatoren
Seien A;B Fuzzy{Mengen auf der Grundmenge U .













:= f(x; 1  
A
(x))jx 2 Ug
Die klassischen Mengenoperatoren werden dabei auf unscharfe Mengen erweitert. Man
kann eine scharfe Menge als unscharfe Menge auassen, indem man jedem Element des
Universums nur die Zugeh

origkeitsgrade 0 und 1 zuweist. Auf solchen erweiterten klas-





alt eine Fuzzy{Menge, die genau das Ergebniss der klassischen Mengen-
operation widerspiegelt. Das man die klassischen Operatoren auf Fuzzy{Mengen erweitert,
m

ochte ich im folgenden als Erweiterungsprinzip bezeichnet.
Man kann die Verkn

upfungen von Fuzzy-Mengen in einem dreidimensionalen Koordina-
tensystem darstellen, indem man auf die x- und y-Achse jeweils die Zugeh

origkeitswerte











ist das in Bild 3 dargestellt.
Abbildung 3: Grasche Darstellung von min(x; y) und max(x; y). aus [GRA95]
Dabei gelten f

ur diese Operatoren einige der bekannten Rechengesetze: Durchschnitt und
Vereinigung sind kommutativ (A[B = B[A), assoziativ ((A\ (B\C)) = (A\B)\C))





und Idempotenz der Maximums- und Minimumsfunktion.
F


















(1 minfa; bg) = maxfa; bg. Die letzte Gleichheit folgt nur wegen a; b 2 [0; 1]. Das zweite
deMorgansche Gesetz folgt analog. 2
Das Komplement von Fuzzy{Mengen besitzt aber nicht alle Eigenschaften des Komple-




ur unscharfe Mengen im Allgemeinen nicht!
Beispiel: Sei A = f(a; 0; 5); (b; 0; 3)g. Dann ist A
C
= f(a; 0; 5); (b; 0; 7)g und A \ A
C
=
f(a; 0; 5); (b; 0; 3)g 6= ;. 2
2.2 Weitere Mengenoperatoren
Neben den oben genannten Denitionen f

ur Fuzzy{Mengenoperatoren gibt es noch viele
andere M

oglichkeiten, Durchschnitt, Vereinigung und Komplement zu denieren, ohne
dabei das Erweiterungsprinzip zu verletzen, zum Beispiel:





Wenn man diese Denition f

ur den Durchschnitt auf klassische Mengen anwendet, also auf
Fuzzy{Sets, deren Elemente nur die Zugeh

origkeitsgrade 0 und 1 besitzen, bleibt man mit




kann in diesem Fall nur dann
ungleich Null werden, wenn beide Faktoren ungleich Null, also Eins, sind. F

ur unscharfe
Mengen ergeben sich jedoch andere Ergebnisse, als bei Anwendung der Standardoperato-
ren.
Es gibt noch viele weitere M

oglichkeiten, Durchschnitt und Vereinigung auf unscharfen
Mengen zu denieren, deren Auswahl von dem konkreten Anwendungsfall abh

angt. Es soll
hier jedoch nicht auf weitere konkrete Denitionen dieser Operatoren eingegangen wer-
den, vielmehr sollen allgemein Operatoren betrachtet werden, die das Erweiterungsprinzip




3 T{Normen und T{Conormen
3.1 T{Norm




arer Operator auf dem Einheits-
intervall, d.h. eine Funktion T : [0; 1]
2
! [0; 1], so da f

ur alle x; y; z 2 [0; 1] die folgenden
vier Axiome gelten:
(1) T (x; y) = T (y; x) (Kommutativit

at)
(2) T (x; T (y; z)) = T (T (x; y); z) (Assoziativit

at)
(3) y  z =) T (x; y)  T (x; z) (Monotonie)
(4) T (x; 1) = x (Einsneutral)
Neben dem Standarddurchschnitt T
M
(x; y) = min(x; y) werden diese Axiome z.B. auch
durch das Produkt T
P













ullt. Das drastische Produkt T
W





ur jede T{Norm T gilt:
T
W
(x; y)  T (x; y)  T
M
(x; y) = min(x; y)
Beweis: T
W
(x; y)  T (x; y) gilt, weil T
W
nur dann ungleich Null ist, wenn mindestens
eines der beiden Argumente x oder y gleich 1 ist und in diesem Fall aufgrund des Axiom
(4) das Ergebnis f













T (x; y)  min(x; y): O.B.d.A. sei min(x; y) = x. Wegen Axiom (4) gilt T (x; 1) = x und
wegen der Monotonie gilt T (x; y)  T (x; 1) = x = min(x; y). 2
Anmerkung: Das vierte Axiom (T (x; 1) = x) ist ausschlaggebend f

ur die Eignung von
T{Normen f



















arer Operator auf dem Ein-
heitsintervall, d.h. eine Funktion S : [0; 1]
2
! [0; 1], so da f

ur alle x; y; z 2 [0; 1] die
folgenden vier Axiome gelten:
(1) S(x; y) = S(y; x) (Kommutativit

at)
(2) S(x; S(y; z)) = S(S(x; y); z) (Assoziativit

at)
(3) y  z =) S(x; y)  S(x; z) (Monotonie)
(4) S(x; 0) = x (Nullneutral)
Der einzige Unterschied zur T{Norm besteht im vierten Axiom, wo jetzt die Null als neu-
trales Element gefordert wird. Analog zu den Beispielen f

ur T{Normen gibt es bei den
T-Conormen unter anderem die Standardvereinigung S
M
(x; y) = max(x; y), die Wahr-
scheinlichkeitssumme S
P















ur jede T{Conorm S gilt: S
W
(x; y)  S(x; y)  max(x; y). Der Beiweis verl

auft analog





























gelten die deMorganschen Gesetze auch auf Fuzzy-Mengen. Allgemein gelten die
deMorganschen Gesetze f

ur ein beliebiges Tripel aus T-Norm, T-Conorm und Fuzzy-
Komplement aber nicht.
Denition 3.3.1 Eine T{Norm T und eine T-Conorm S heien dual in Bezug auf das




ur T{Norm und S f

ur T{Conorm benutzt man auch > und ?.
9
Wenn T und S in Bezug auf C dual zueinander sind, bezeichnet man < T; S; C > als
duales Tripel. Mit C
S
(x) = 1   x als Standard{Fuzzy{Komplement sind zum Beispiel




















Sei eine T-Norm T und ein Fuzzy-Komplement C gegeben. Dann ist die bin

are Funktion
S : [0; 1]
2
! [0; 1] mit S(x; y) := C(T (C(x); C(y))) eine zu T duale T-Conorm.
Beweis: Es ist zu zeigen, da jedes so denierte S eine T-Conorm ist, also die vier Axiome
einer T-Conorm erf

ullt und da S die deMorganschen Gesetze erf

ullt.
(1) S(x; y) = C(T (C(x); C(y))) = C(T (C(y); T (C(x)) = S(y; x)
(2),(3),(4) f

ur die drei anderen Axiomen sei auf [KLI95, S. 84f] verwiesen.
deMorgan C(S(x; y)) = C(C(T (C(x); C(y)))) = T (C(x); T (y))
S(C(x); C(y)) = C(T (C(C(x)); C(C(y)))) = C(T (x; y)). 2
Beispiel: F

ur das Standard-Fuzzy-Komplement C
S
(x) = 1  x ist S = 1  T (1  x; 1  y)
die zur T-Norm T duale T-Conorm.
Analog gilt: Sei S ein T-Conorm und C ein Fuzzy-Komplement, dann ist T (x; y) =
C(S(C(y); C(y))) die zu S duale T-Norm bez

uglich C. 2
4 Kompensation und OWA{Operatoren
4.1 Motivation
In der Praxis kommt es h






ochte. Aufgrund der Assoziativit

at von T{Norm und
T{Conorm k






erweitert werden. Dennoch st

ot man mit den T{Normen an Grenzen. N

amlich dann,





oglichst viele der geforderten Eigenschaften besitzen\ oder
"
soll den besten Kompro-
miss zwischen Preis und Qualit

at bieten\. Es ist also nicht wichtig, da jede Eigenschaft
4




ullt ist, sondern da der
"
Gesamteindruck\ stimmt; fehlende Eigenschaften sollen durch
andere,

uberdurchschnittlich gute Eigenschaften kompensiert werden k

onnen.
Wie bereits gezeigt, gilt f

ur alle T{Normen T (x; y)  min(x; y). Aufgrund der Assozia-
tivit

at von T-Normen l


















). Das hat aber zur Folge, da jedes Element einer
Fuzzy{Menge nach einem n-stelligen Durchschnitt h

ochstens den niedrigsten Zugeh

orig-
keitswert besitzt, den es in einer der am Durchschnitt beteiligten Mengen hat. Ein Aus-
gleich eines niedrigen Zugeh

origkeitsgrades in einer Menge l

at sich also nicht durch hohe
Zugeh

origkeitsgrade in den anderen beteiligten Mengen ausgleichen.
4.2 Kompensatorische Operatoren

























mit  2 [0; 1] heit -Operator.







der Operator liegt. F

ur  = 1 erh





ur  = 0 erh





Man kann den {Operator auch noch mit Gewichten versehen, so da man eine der
beiden unscharfen Mengen bevorzugen kann. Gewichtete, kompensatorische Operatoren
sind aber nicht mehr kommutativ. Um dies zu erreichen, m

ussen andere Bedingungen an
die Operatoren gestellt werden.
Im folgenden wird daher eine neue Klasse von Operatoren eingef

uhrt, die sogenannten or-
dered weight averaging
6





at und ist dennoch kompensatorisch. Man erkauft sich diese Eigenschaft




also auf [0; 1]
n








Ausreier\ in nur wenigen, aber daf

ur beliebigen Mengen vorkom-
men darf, sind OWA{Operatoren gut geeignet. Sie werden deshalb im folgenden genauer
betrachtet.
4.3 Die Klasse der OWA{Operatoren

















heit F : [0; 1]
n



















der Dimension n. Dabei enth














) in absteigender Reihenfolge, i.e. 8b
i







= (0; 4; 0; 1; 0; 2; 0; 3) sei der Gewichtsvektor. Dann ist F
W
(0; 3;
0; 1; 0; 8; 0; 9) = F
W
(0; 9; 0; 8; 0; 3; 0; 1) = 0; 4  0; 9+ 0; 1  0; 8+ 0; 2  0; 3+0; 3  0; 1 = 0; 53.
Falls 8i : a
i
2 [0; 1] gilt, dann liegen die Ergebnisse des OWA{Operators im Intervall
[0; 1], und k

onnen somit zur Verkn

upfung mehrerer Fuzzy{Mengen zu einer neuen Fuzzy{
Menge dienen. Dazu wird f

ur jedes Element x 2 U der Zugeh

origkeitswert mit Hilfe eines
OWA{Operators neu berechnet. SeiX
i
die i-te Fuzzy{Menge, die mit dem OWA-Operator
verkn

upft werden soll. Dann ist

neu









) 8 x 2 U
der Zugeh

origkeitswert von x in der Ergebnismenge X
neu
.







zur Berechnung absteigend sortiert werden und ihre urspr

ungliche











) = a. Das h

angt mit der Eigenschaft
des Gewichtsvektors W zusammen, desen Elemente in der Summe Eins ergeben m

ussen.
Des weiteren sei angemerkt, da OWA{Operatoren monoton in Bezug auf die Werte ihrer
























































ist der einfache Durch-











Denition 4.4.2 Sei W

der Vektor mit w
n




ur alle j 6= n und sei W

der Vektor mit w
1























Anmerkung: Es gilt W





ur jeden Gewichtsoperator W , und somit
auch F



















die kleinste T-Conorm. F

ur eine beliebige T-Norm T , eine beliebige T-Conorm S und
einen beliebigen OWA{Operator F gilt deshalb:
T (A)  F (A)  S(A)
Es ist leicht zu sehen, da OWA{Operatoren von der Bedeutung zwischen Durchschnitt




ullen also die Voraus-
setzung, bei Verkn

upfung mehrerer Mengen einen schlechten Zugeh

origkeitsgrad in einer
Menge durch gute Zugeh

origkeitsgrade in anderen Mengen zu kompensieren. Man kann











uber den Rahmen dieser Seminararbeit hinaus, die Bedeutung der Zugeh

origkeits-
grade, der Gewichtsvektoren und der verschiedenen Operatoren einer Klasse zu diskutie-
7
Yager [YAG88] nennt sie deshalb auch
"












origkeitswerte ganz verschiedene Bedeutungen haben.
Je nach Intention benutzt man daher auch verschiedene Vertreter der T-Norm, T-Conorm
oder OWA-Operatoren.

Ahnliches gilt auch f

ur die Gewichtsvektoren.
Man kann die Werte der Gewichtsvektoren aufgrund einer vorher festgelegten semanti-
schen Bedeutung bestimmen. Man kann aber auch automatische Lernmechanismen, wie
zum Beispiel generische Algorithmen benutzen, um aus anf

anglichen Basisdaten zu f

ur
die Anwendung passenderen Werten
8
zu kommen.
OWA{Operatoren eignen sich aufgrund der Tatsache, da sie zwischen Durchschnitt
(
"
UND\) und Vereinigung (
"
ODER\) liegen, auch f

ur unscharfe Quantoren. Im Gegen-






es gibt ein\) beschreibt man mit unscharfen
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