

















2019).    By  fixing  the  assumed  bias  of  this  DEPM  time‐series,  the  assessment  is  able  to  estimate  the  bias 



















equally distributed about  the “likely” midpoint.   The sources of bias were considered as  those by which  the 
survey estimate should be multiplied to provide an estimate of true biomass.  Positive errors therefore correct 




















the older herring  target  strength expression  (Reynisson 1993),  rather  than  the Barange et al.  (1996)  target 
strength regression for anchovy. The anchovy biomass is now estimated using the Barange et al. target strength 
expression and hence the “likely” error should be changed to 1. Analyses of target strength data collected during 
subsequent surveys of anchovy off South Africa provide support  for  the continued use of  the Barange et al. 











strength seems counterintuitive as  those other species’  target strength expressions  remain  in use mainly  to 
ensure biomass estimates remain comparable. Similarly, it would seem inappropriate to base the South African 
anchovy  target  strength  error  range  on  published  estimates  of  the  same  species  if  those  target  strength 
estimates are not used routinely elsewhere.  
 










𝑆   is  estimated  from  the  original  experimental weight‐normalised  target  strength  at  length  data  used  to 
estimate the regression between TSkg and log10 total length (cm), and  








































A  further source of survey error  is  the survey sampling CV, which  is assumed  to be  lognormally distributed.  
Anon. (2000) listed the average 1984 – 1999 CV of November hydro‐acoustic surveys of 18%1 to be included in 
the calculation of anchovy survey bias.  However, in the anchovy assessment, the annual CVs are used directly 










with  variable  error  factors  only, 𝜙 ,  is  then  additionally  calculated  to  be  included  in  the  likelihood when 
conditioning the assessment to the hydro‐acoustic survey estimates of abundance.  
 
Ten  thousand samples were drawn  from the  individual trapezium‐type pdfs  (or  log10‐Normal distribution  for 
target strength) for each source of error.  These sampled numbers were then all inverted so as to correspond 
directly to the model parameter 𝑘  which accounts for bias  in the model biomass rather than  in the survey 
estimated biomass (as considered in Tables 1 and 2).  The inverted sample of constant errors is denoted as 𝐶 , 
𝑗 1,⋯ ,10000 for the constant error factor 𝑘 (target strength and calibration – beam factor), and the inverted 




of 𝑘  and 𝜙  are similarly displayed in log‐space.  Histograms of the 𝑙𝑛 𝐶  and 𝑙𝑛 𝑉  samples are given in 
Figure  3.    The median  of  𝑙𝑛 𝑘   is  subsequently  calculated  as  the median  of  the  sample:  ∑ 𝑙𝑛 𝐶
∑ 𝑙𝑛 𝑉 , 𝑗 1,⋯ ,10000, which is ‐0.158.  The standard deviation of 𝑙𝑛 𝑘  is based only on the log of the 
constant factors, and thus it is calculated as the standard deviation of the sample: ∑ 𝑙𝑛 𝐶 , 𝑗 1,⋯ ,10000, 
which  is  0.112.    The  prior  distribution  for  𝑙𝑛 𝑘   is  accordingly  taken  to  be  normally  distributed,  i.e. 
𝑙𝑛 𝑘 ~𝑁 0.158, 0.112  (Figure 4).  The standard deviation of the log of the variable factors is considered 
similar to additional standard error in the likelihood calculation, and is calculated as the standard deviation of 
the sample: ∑ 𝑙𝑛 𝑉 , 𝑗 1,⋯ ,10000, giving 𝜙 0.197.     
References 































































































Target Identification  0.50  0.90  1.00  1.10  1.50  Variable3 



































Target Identification  0.50  0.90  1.00  1.10  1.50  Variable3 
Weather Effects  1.01  1.02  1.15  1.28  1.50  Variable 
 
                                                 
2 This was originally reported as 0.8 in Anon. 2000, but subsequently corrected (I. Hampton pers. comm.). 
3 This was  recorded  in Anon.  (2000) as  random error, denoting  that  it would be positive or negative  rather  than purely 
positive or negative. 
4 Normal distribution 𝑁 0, 0.0259  about the centroid of the Barange et al. target strength estimate.  In linear ( ) space, 






















































































































































































































































Figure 3. The histograms of 10 000 samples of the individual error factors 𝑙𝑛 𝐶  and 𝑙𝑛 𝑉 .   
 
 
Figure  4.    The  histogram  of  the  combined  errors  ∑ 𝑙𝑛 𝐶 ∑ 𝑙𝑛 𝑉   (bars)  and  the  assumed  prior 
distribution for 𝑙𝑛 𝑘 ~𝑁 0.158, 0.112  (line) excluding the variable error variance which is incorporated 
into additional variance. 
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