Di= a/ax,, i= l,..., N; each a;,E C,,, ' + YQ), b E Cg,,(Q), h(x) 3 b, > 0, 0 < CI < 1; and f(x, U) satisfies assumptions (f,)-(fs) below.
In particular it is assumed that f(x, 0) = 0 for all x E 52, implying that the boundary value problem (1.1) always has the trivial solution. Our main purpose is to establish the existence of a positive solution of (1.1) throughout 1;2 in cases for which the nonlinearity in (1.1) is unbounded above, i.e., f(x, r)/t -+ +co as t + +co locally uniformly in Q. We treat the case of bounded nonlinearities elsewhere [20] . The main Theorem 4.5 states that (1.1) has a positive solution u(x) in Q such that both U(X) + 0 and IVu(x)l + 0 as 1x1 --* co uniformly in 0. Furthermore, the same method proves the existence of a positive entire solution of the differential equation Lu =f(x, u), i.e., a positive function u E Clot 2+a(RN) which satisfies the differential equation at every point x E RN. By our construction this solution belongs to the Sobolev space W$*(RN). We also prove in Theorem 4.7 that the solutions have uniform exponential decay as 1x1 + co.
The function f(x, t) is assumed to have polynomial growth in t as t -+ co with bounded continuous coefftcients g,(x), as stated in detail below in assumption (f2). For example, (1.1) can be the generalized Klein-Gordon equation where b(x) > 6, > 0 and the exponents si satisfy 1 < sj < a if N= 2, 1 < si < (N+2)/(N- 2) ifNa3. There are several known results dealing with (1.1) under special hypotheses on Sz, f, and the coefficients of L. A paper of Berger [S] deals with the case that Q = R3, L has constant coefficients, and f(x, t) is a constant multiple of t", 1 <s < 5. Some recent extensions to RN of Berestycki and Lions [3] , Berestycki et al. [4] , and Strauss [23] concern the special case that jjx, t) is a radial decreasing function of 1x1 satisfying appropriate growth conditions in 1x1 and in t, L has constant coefficients, and Q = RN. Evidently these results do not apply to boundary value problems.
Berger and Schechter [6] treat the Dirichlet problem for quasilinear elliptic equations in unbounded domains under the assumptions (not required here) that f(x, t)/t is a homogeneous function of positive degree p, and f(x, t) -+ 0 as 1x1 -+ m. Their results concerned with (1.1) are then special cases of our theorems in Section 4, and we also have positivity and exponential decay of the solution.
There are a few other results related to our problem, e.g., results of Noussair [ 15, 161, Edmunds and Evans [7] , and references contained therein. However, these results do not imply the existence of a nontrivial solution of (1.1) when f(x, 0) = 0.
We employ a local approach. First we construct a sequence of solutions U, of the Dirichlet problem on bounded subdomains Q2, of Q, n = 1, 2,..., using a variational method of Ambrosetti and Rabinowitz [ 11. These solutions U, are thereby chosen to be critical points of appropriate functionals, and are characterized by a minimax principle. Then a priori estimates, embedding theorems, and a "bootstrap" procedure are used to prove the convergence of a subsequence of {u, > locally uniformly in C*(Q) to a positive solution of (1.1) in Q with uniform limit 0 at co. This method therefore enables us to extend the known results of this type in three directions at once: general coefficients, general domains, and problems with boundary conditions. The method used in [3] [4] [5] 231 , depending strongly on the radial symmetry of the equations considered, could not be modified to obtain these theorems.
The case that b(.u) = 0 is not considered here; we treat it elsewhere [ 191 by different methods.
DEFINITIONS AND ASSUMPTIONS
The unbounded domain Q in (1.1 ), (1.2) is assumed to have the form where (52,) is a sequence of bounded domains (i.e., open connected sets) with the following properties: (iv) For every x E s'i there exists a bounded domain M(x) of constant volume such that x E n(x) c 8.
For example, exterior domains, cylindrical domains, and conical domains Q are of this type. Condition (iv) is a technical requirement (cf. Lemma 4.4) that the domain 52 not be too "narrow" at x.
Let C"'+'(H) denote the usual Holder space, with norm 11 . I/,,,+ r,M, m = 0, 1, 2 ,..., 0 < c( < 1, where M is a bounded domain in RN. The abbreviation C;;,+"(Q) will be used for the set of all u E C" + "(M) for every bounded subdomain M with Mc R. The space W;;'@(S) is defined as the completion of C,"(Q) in the norm where multi-index notation has been used.
The conditions (a), (b), and (f,))(f5) below will be imposed on the functions u,~, h, and fin (l.l), (1.2): (a) Each aoE C:0zM(s2), each a, and Diav is bounded on Q, and L is uniformly elliptic in Q, i.e. there exists a constant a, > 0 such that for all x E Q, t E RN.
(b) b E CFO,(Q) and b(x) > 6, > 0 for all x E 0.
(fi) f~ C$(Q x R), and f(x, t) is locally Lipschitz continuous with respect to t for all x 6 Q.
(f2) There exist positive constants si> 1 and nonnegative, bounded, continuous functions f, on 0, i = l,..., Z, such that In particular, hypothesis (fi) implies that f(x, t) = o(t) as t + 0 uniformly in a. Condition (fS) is satisfied, for instance, if each fin L"'+ l(Q), i= l,..., I. It is not required that J(x) -+ 0 uniformly in Q as 1.X + cc. In the case of spherically symmetric coefficients in (1.2), with f( 1x1, t) -b( Ixl)t nonincreasing in (xl for all t > 0, and Sz = RN, Remark 4.6 shows that condition (f5) can be deleted.
These assumptions are all satisfied in the Klein-Gordon prototype
where b(x) and the f;(x) and S, are as in assumptions (b), (f,), (f2), (f4), and (fd The functionals below will be used extensively in the sequel, defined on functions 4~ W$'(s2) with compact support in Q:
The following theorem gives a priori estimates on solutions of Lu =f in bounded domains Q. It appears in standard reference books, e.g., Miranda The boundary norm Ijo 2 _ l,p,T is defined as the inlimum of IIu((~,~,~ over the set of functions u E W2,p( Q) whose trace on 8Q is v. The details of this definition can be found, for example, in Miranda's book [14] . However, the boundary term in (2.5) is not needed for our application of Theorem A since u = 0 identically on r in this case.
We also need the embedding theorems listed below. with N( y, x) as in (f5), then multiplication by g is a compact operator from w;;qsz) to L4(Q).
The first part is a result of Aronszajn and Smith [2] , and the second part is due to Berger and Schechter [6, p. Let M be a bounded domain in RN with BME C'. For any numbers j, p, CI satisfying p-l < N-'(m -j-a), the embedding VP(M) c C'+'(A) is compact.
Proofs of Theorems C and D can be found in standard reference books, e.g., [ 131.
EXISTENCE OF LOCAL SOLUTIONS AND A PRIORI BO~JNDS
For p > 0 we define Then (3.2) yields the estimate for some positive constants K, and K2 independent of 4. We now choose EKE = C,/4 = K2pS-' to obtain lZA4)l G tc, IIGW,,,, for all ~EB,uS,.
The conclusions of Lemma 3.1 follow from (2.1), (3.1), and (3.3) with the choice 2 = 4 C, p2. A direct treatment of problem ( 1.1) has not been effective since the usual compactness arguments for bounded domains do not extend to unbounded domains. One natural approach is to approximate a solution of (1.1) by a solution of an analogous problem in a bounded subdomain of 52. For radially symmetric differential equations, in the case Q = RN, one can choose subdomains B, = (x E RN: 1x1 < a} and then let a + co. In this symmetric case, the fact that the approximate solutions are radial functions is very convenient in obtaining uniform a priori bounds (i.e., independent of a) and in showing that the limit of these approximate solutions as a + cc is a nontrivial solution of (1.1) [3] [4] [5] 231 . In our case, in the absence of symmetry of either the coefficients or the domain Q, radial solutions cannot be expected, but minimum-maximum techniques prove to be effective. The theorem below is an adaptation of a result of Ambrosetti and Rabinowitz [ 1, Theorem 3.10, p. 3651. Furthermore, the sequence of numbers A,, = Z(u,), n = 1, 2,..., is nonincreasing and satisfies A,, 3 A> 0 for all n, where i is given by Lemma 3.1.
ProoJ: Let 8 be the zero function and let e, # 0 be an element of gtl-*O<l<l (3.4) Define u,(x) as the extension of U,(x) to Q which is identically zero in Q\Q,. Then U, E W;*(Q) and U, has properties (A)-(D). Furthermore A,, = Z(u,) is a nonincreasing sequence by the variational definition (3.4) since Q5, c Q,, i, n = 1, 2 ,..., and I,, 2 1> 0 by Lemma 3.1 and the fact that S, separates 6 and e, for all n = 1,2,... .
An essential feature of Theorem 3.2 for its application is that positive solutions U, of Lu, =f(x, u,) in Q, are obtained from a minimax principle. This was needed to prove that iI( . is nonincreasing, and hence bounded above, enabling us to prove the following key lemma. In view of properties (B), (C) of Theorem 3.2, Green's theorem gives (3.6) Together (3.5) and (3.6) imply that s u,f(x, u,) dx G 21, + 212(u,,). R.
By assumption (f4) there exists E > 0 such that (3.7) tfk t)-v+E)F(x, t)>O, taO,xEa, and hence, by (2.3), s D, unf(x, 4 dx 2 (2 + ~1 ~Au,).
Then (3.7) yields EZ~(U,) d 2;1,, and we use (3.5) to obtain
The conclusion of Lemma 3.3 follows from the uniform ellipticity hypothesis (a). By the structure of Q given in Section 2, we can choose an integer J such that Cc Q, for all j 2 J. We use the abbreviations for arbitrary q > 1 if N Q 2p, but cannot be applied to W',*(M) for such q. Therefore in case (ii) we first need to show that { un> is uniformly bounded in the W2*p(M) norm, and then we can proceed as in case (i). In case (iii), where N > 2p, this fails, but we are able to bootstrap p upward via use of successive subdomains to finally obtain an exponent pk > N/2, for which { un} is uniformly bounded in the W2+k(M) norm, and then proceed as in case (ii).
(i) The Case N=2 Let M and Q be smooth bounded domains such that cc il4, A c Q c Q,. Lemma 3.3 and Theorem C imply that ll~~\l~,~,~ is uniformly bounded with respect to n for any q in 1 <q < co. Define F,(x) = f(x, u,(x)), n = 1, L.. Then IIFnIIO,g,Q is uniformly bounded by the growth assumption (f*). Since Lu, = F,, in Sz, for n> J by Theorem 3.2, it follows from the first part of Theorem A that I1412,q,M~ Cl> n 3 J, (3.10) for some positive constant Ci, independent of n, and for arbitrary q > 1. Sobolev's embedding theorem D then implies that I(u,II I + a,W is uniformly bounded for arbitrary c1 in 0 < c( < 1. In view of the regularity hypothesis f~ C& from (fi), a classical interior Schauder estimate, see, e.g., [ 13, 141, implies the conclusion (3.8).
(ii) The Case N>3, p>/N/2 Let M, Q, and R be smooth bounded domains such that G c M, &? c Q, Q c R c n,. Lemma 3.3 and Theorem C show that ~~~~~~~~~~~~ is uniformly bounded, where p is defined by (3.9), and consequently IIF,II,,,, is uniformly bounded. As in case (i), application of Theorem A yields the uniform estimate II &II 2,p.g 6 c, 9 n 2 J, for some constant C, > 0, independent of n. Then Theorem C implies that Il~~IIo,y,Q is uniformly bounded for arbitrary q in 1 < q < co, and hence also IIFnllo,y,~ is uniformly bounded by (f& Another application of Theorem A gives the uniform estimate (3.10) for n > J, 0 < q < cc, and the proof of (3.8) is completed exactly as in case (i).
(iii) The Case N 3 3, 1 < p < N/2 A "bootstrap" argument will now be used to obtain (3.8) . Define E ) 0 by
and let k 3 2 be the smallest integer such that p(1 +&y >f.
Let { p,} be the recursive sequence defined by This is true for j= 1 by (3.13), and if true for j (1 < j<k-l), then by Theorem C since sp,+ , = Npj/(N2pj) it follows that the sequence of norms IIUksp,+,,Gk+,-, is uniformly bounded for n 3 J. Then (f2) and Theorem A imply that Ib"l/ 2,~,+1sGk+z~,, j= l,..., k -1, is uniformly bounded, completing the proof of (3.14).
In particular, the sequence of norms IIu,II~,~~,~, is uniformly bounded for n 3 J. Since by (3.11) and (3.12), Theorem C shows that the norms IIu,II~,~,~~ are uniformly bounded for arbitrary q in 1 < q < co, and consequently that the same is true for the norms /IFJo,,,, by (fi). Theorem A then implies that for some positive constants K, and GI independent of n, 0 < a < 1. The conclusion (3.8) then follows from (fi) and an interior Schauder estimate.
We also require estimates on the Holder norms of the functions U, over bounded domains M in Q such that A contains points of XJ. The next lemma is an analogue of Lemma 3.4 in this case. II%Ill2-l/y,l-must be added; but U, = 0 identically on r, and hence (3.15) is still obtained.
Remark 3.6. Because of Theorems A, C, and D, the constant K in Lemma 3.5 depends only on the volume of M (not on its location), N, s, the ellipticity constant a,, and supn ali( i, j= l,..., N. By taking M in Lemma 3.5 to be M(x), as described in assumption (iv) of Section 2, we conclude from the estimate (3.15) that lu,(x)l d K, for all x~i2uaQ, n = 1, 2 ,..., (3.16) where K, is independent of both x and n.
EXISTENCE OF POSITIVE SOLUTIONS
A solution of the boundary value problem (1.1) in Qu 852 is defined to be a function such that u satisfies the differential equation Lu(x) =f(x, u(x)) for all x E ,52, and u(x) = 0 identically on XJ. and hence a function u in the entire domain Sz can be defined by U(X) = U'(X) if x E fii, i= 1, 2,.... Then the diagonal sequence {u;(x)} converges in the C'(H) norm to u(x) on any bounded domain Mc Q. Let G be any bounded domain with Gc 0. By Lemma 3.4 the norms I~u;I~~+~,~ are uniformly bounded with respect to n for some CI, 0 < CI < 1. Since C2 + '(G) -+ C'(G) is compact, {u;} has a convergent subsequence {u,*} in the C'(G) norm to a function u* E C'(G). In particular {u:} and { Lu,* } converge uniformly in G to u* and Lu*, respectively, which must be u and Lu, respectively, by the first part of the proof. It follows from Theorem 3.2 that Lu =f(x, u(x)) on G, and hence u E C2 +"(G) by a standard Schauder estimate. Furthermore, u E C' +'(A) for all f@ c Q u as2. Since U(X) = lim, _ IxI u,*(x) uniformly in ai for any i and u,+(x) = 0 identically on aQ, by Theorem 3.2, u(x) = 0 identically on aQi, and hence u(x) = 0 for all XE &2. We conclude that u is a solution of (1.1) of class CfOzz(Q) n Clot l+ "(Q u ?JQ). The weak convergence in Wk2(Q) of a subsequence of { uz} to a function r7 E W,$'(sZ) follows from the uniform boundedness of the norms ilu,*Il ,,2,a (Lemma 3.3). Furthermore, ii = u in any bounded domain A4 c Q since {u,* } converges to u in the C'(m) norm. The boundedness of u is a consequence of (3.16). We next show that the solution u constructed in Theorem 4.1 is nontrivial. We now apply Theorem A to obtain, for fixed t E (0, l), This completes the proof in case (ii). where k is a suitable positive integer depending on 0, and t is a fixed number in (0, 1). This completes the proof of (4.5). Since U(X) is a nontrivial nonnegative solution of (4.8) in Qn, the strong maximum principle [22] applied to Q, shows that U(X) > 0 throughout Q,.
Since n is arbitrary, U(X) is a positive solution of (1.1) in Q. The existence of a bounded positive solution of the differential equation (1.1) (without the boundary condition on i352) in the entire space RN, satisfying conditions (4.4) at co, is proved by exactly the same procedure, with only trivial modifications. Remark 4.6. Assumption (fs) was needed only for Lemmas 4.2 and 4.3, in order to prove that the solution U(X) in Theorem 4.1 is nontrivial. In the special case that Q = RN, b(x) = b"(r), f(x, u) =T(r, u), Lu = --Au + !$r)u, where r = 1x1, and f(r, t) -&r)t nonincreasing in r for all t 30, condition (fs) can be deleted. In this case, a result of Gidas et al. [9] guarantees that the solutions u,(x) in Theorem 3.2 are radially symmetric and nonincreasing functions of r. Furthermore Lemma 1 of Strauss [23] implies that for some other positive constant C,, depending only on N.
One can give a simple comparison argument using (4.9) and the maximum principle to deduce that 0 6 u,(x) 6 c2 e -iilr', XEQ, n = 1) 2,..., (4.10) where C2 and 6 are positive constants independent of n. The convergence of {u,} to a positive exponentially decreasing solution u of (1.1) in RN then follows from (4.10) and Theorem 3.2. This result is already known: it has been obtained, for example, by Berestycki et al. [4] and by Strauss [23] using approaches different from ours. Accordingly, under the special conditions in Remark 4.6 an analogue of Theorem 4.5 including exponential decay of the solution at cc is obtainable directly from Section 3. Theorem 4.7 below is a result of the same type for the general boundary value problem (1.1). To avoid technical questions we restrict our attention to an exterior domain 52, i.e., 52 contains the complement of some ball. The maximum principle for L, {extended to the unbounded domain Q,) implies that U-U 2 0 throughout Q,. This proves that
where C = esR and C, 6 are independent of x.
EPILOGUE
Our concluding remarks concern the hypotheses (a), (b), and (f,)-(f5) used to prove the existence of nontrivial solutions of (l.l), and especially the effect of modifying these hypotheses. In fact, all but (f5) are needed to obtain solutions u,(x) of Dirichlet problems on bounded domains Q, via the critical point theory of Ambrosetti and Rabinowitz [ 11. The unboundedness of Q requires (f5) in order that the embedding theorem B of Berger and Schechter [6] can be applied. Accordingly, (f5) is a technical requirement which very likely could be weakened. Condition (fX) is simply a statement that the problem under consideration here has a nonlinearity which is unbounded above; the easier case of bounded nonlinearities can be handled by a global subsolution-supersolution approach [ 19, 201 . Furthermore, the conclusions are quite different in the case of bounded nonlinearities: Nontrivial nonnegative bounded solutions of the problem Lu = 1,(x, u) in 9, 4an=o exist only for sufficiently large positive constants 1 [3, 4, 20, 231 For autonomous equations Lu=f(u) in either bounded or unbounded domains, Pohoiaev [21] , Berger [S], Strauss [23] , and others have shown that the condition max si < (N+ 2)/(N-2), iV2 3, in (f2) is necessary for the existence of nontrivial solutions. Similarly in the case of variable coefficients, global nontrivial nonnegative solutions with exponential decay at cc do not exist in general if this condition fails. Consider the example -Au = -b,u + g(x) 2.8, Therefore a nontrivial global solution of (5.1) satisfying the conclusions of our theorems does not exist if (5.2) holds, indicating the necessity of (f*).
Berger's proof [S, p. 2591 also shows that every solution of (5.1) which is sufficiently small at co is necessarily the trivial solution in the cases (i) 6,<0 and (ii) g(x) <O for all x. Global nonexistence results under different geometric assumptions and/or different structure hypotheses on the differential equation have been obtained recently by Esteban and Lions [S], Gidas and Spruck [lo], and Toland [24] . In particular, nonexistence theorems for the equation -Au = g(x) us, g(x) 2 0 in RN, are contained in [ 10, 241 , and additional results follow from known oscillation theorems, i.e., criteria for no positive solution to exist in any exterior domain. Indeed, oscillation criteria in [17, 
