The development of process-oriented hydrological models, which are able to simulate hydrological processes distributed in space and time, is crucial for optimal management of water for new concepts of model structure. In particular, the understanding and mathematical description of subsurface storm flows has to be improved. The impact of different HRU delineations on discharge simulations at the catchment outlet was relatively low, as long as the direct runoff producing units remained constant. However, the impact on runoff predictions at sub-catchment scale was significant. This indicates an 'averaging out' effect for peculiarities and errors of runoff predictions at larger scales.
INTRODUCTION
The ability to reliably model hydrological processes at the catchment scale is essential for optimal management of water resources in mountainous catchments. This includes not only the simulation of, for instance, the daily discharge at the outlet of a catchment, but also adequate process simulation at various scales. The latter is needed to simulate the effects of environmental influences at different spatial and temporal scales. A reasonable simulation of the daily discharge can often be accomplished with a relatively simple model calibrated to observed data if the input data is adequate (e.g. Beven 2001 ). However, if more detailed spatio-temporally distributed simulations are required, for instance, for extensive environmental planning, more complex distributed hydrological models are required.
Although nowadays a number of so-called physically based models exist (Singh 1995; Beven 2001) , it is problematic to apply them to mountainous catchments with Catchment models often have significant prediction uncertainties which are due to problems and errors of input data, the model's structure and parameters (e.g. Beven 2001 ). This causes different models or parameter sets to yield equally good simulation results (e.g. Beven & Binley 1992) , and simulations of periods outside the calibration period or neighboring catchments to be very unreliable (e.g. Seibert 1999; Uhlenbrook et al. 1999) . A way forward is to force the model to simulate several observed responses of the modeled system simultaneously (multi-criteria calibration; e.g. Beldring 2002 ). This can be achieved by calibrating the model using additional data, e.g. hydrochemical data (e.g. Mroczkowski et al. 1997) , groundwater levels (e.g. Lamb (Kirnbauer et al. 2001) . In addition, sprinkling experiments (Markart & Kohl 1995) and combined tracer and geophysical investigations (Tilch et al. 2003 (Tilch et al. , 2006 were carried out. The latter showed that floods are generated not only by surface flow from saturated and impervious areas but also to a large extent by subsurface flows.
The process-oriented catchment model TAC D (tracer aided catchment model, distributed) was originally developed for the mountainous Black Forest Mountains, Germany (Ott & Uhlenbrook 2004; Uhlenbrook et al. 2004) .
It is a raster-based, modular catchment model, which at its core has a process-oriented runoff generation routine based on experimental results including tracer studies. This routine is based on the spatial delineation of units with the same dominating runoff generation processes which define the model structure. The model can be seen as a modified, fully distributed version of the HBV-model with a more process-based runoff generation routine.
The objectives of the presented work were, first, to apply and modifiy the catchment model TAC D for the Loehnersbach catchment in such a way that is able to consider different dominant hydrological processes separately, and to assess its suitability for process-oriented modeling during various seasons. The second objective is to investigate different model structures, i.e. different spatial delineations of units with the same dominating runoff generation processes, and its effects on discharge predictions. The third objective is to evaluate additional experimental data to check the simulation of internal processes ('test of process basis of model predictions'). Therefore, the incorporation of measured runoff from sub-catchments (i.e. multi-scale data) is compared with tracer data measured at the catchment outlet as well as snow heights at a nearby meteorological station (i.e. multi-response data).
STUDY SITE AND FIELD INVESTIGATIONS
The study has been performed in the mountainous, meso- In summer daily discharge measurements are carried out at up to eight locations using the salt dilution method.
MODEL DESCRIPTION AND INPUT DATA General
The model TAC D (tracer aided catchment model, distributed) can be described as a modified, fully distributed version of the HBV model (Bergströ m 1992) with a more process-based runoff generation routine. It is a grid based, conceptual rainfall runoff model with a modular structure;
it has been designed to simulate runoff, different runoff components and solute concentrations in a more processoriented way . Processes incorporated into the model include snowmelt, interception, evapotranspiration, surface storage, overland flow, different interflow processes, groundwater flow and channel routing.
Compared to other conceptual rainfall runoff models TAC D focuses more on describing the processes of runoff generation. Therefore hydrological functional units have to be delineated spatially and they define the model structure.
TAC D is coded in an environmental modeling language which is part of the GIS PC-Raster (Karssenberg et al. 2001) .
The spatial discretization is limited by the resolution of the digital elevation model but also restricted by catchment size and computing power. In this study, it was applied using a cell size of 50 £ 50 m 2 and hourly time steps which should be appropriate to capture the dominant runoff generation and concentration processes at catchment scale. However, small scale processes, e.g. short-term rainfall intensity variations, local overland flow generation and re-infiltration, some interception processes or detailed flood routing, cannot be represented in a fully process-based way.
Snow module, interception and soil module
The snow module and the soil module have been taken from the HBV model (Bergströ m 1992). To simulate snow cover and snowmelt a temperature index method is used.
Precipitation is modeled as snow if the air temperature is below a certain threshold temperature TT (08C for forest, 2 0.28C for other land uses). The amount of snow is multiplied by a constant snowfall correction factor SFCF Vertical water flux is controlled by a percolation parameter For the Loehnersbach catchment three different approaches to delineate such units of the same dominating runoff generation process were followed and applied within the and (iii) a partly randomly distributed one. In the empirical approach detailed mappings of lithology and hydrogeology (Pirkl 1990) , soil types (Markart & Kohl 1993) , plant communities (Burgstaller & Schiffer 1993 ) and saturated areas (Pirkl 1990 ) were used to delineate the different HRUs ( Figure 3a ). In contrast, in the more objective, GIS-based approach only generally available data sets were applied to delineate the HRUs ( Figure 3b This way of HRU delineation can be seen as a quasi 3-dimensional approach, considering that runoff generation processes at the surface can differ from those in the subsurface.
The reservoirs of the runoff generation routine were arranged in two or three layers depending on the spatially distributed data sets (GIS overlay exercise; Figure 2 ). It has to be noted that the bottom and the middle reservoir layers both cover 100% of the area but that the upper layer is only defined for saturated areas.
Hydrochemical simulations
To check the temporal mixing pattern of runoff components in TAC D concentrations of dissolved silica were simulated.
This hydrochemical tracer has been used to examine runoff sources and flow pathways in different environments with silicate minerals (e.g. Rice & Hornberger 1998; Uhlenbrook & Hoeg 2003) . The concentrations at a given point are calculated by assigning mean concentrations of dissolved silica to the different runoff components and using a linear mixing approach. The mean concentrations were derived from field measurements at sites which are likely to generate mainly one specific runoff component.
Meteorological input data
The input data (hourly values) were collected at four rain To regionalize the precipitation the inverse distance weighting method (IDW) was combined with an elevation regression method. The latter accounts for the fact that longer events rainfall patterns are influenced by topography.
The IDW method, a widely used interpolation method, computes precipitation at a specific grid cell by calculating a weighted average of the observed values within a defined radius (weight depends on distance of the station). For the mean annual precipitation at the two climate stations a mean elevation gradient of 22.5 mm per 100 m was found.
Consequently a temporally constant elevation factor f was calculated according to Equation (3) which varied between 0.93 (lowest point) and 1.12 (highest point). Here the mean annual precipitation P of each cell xi has been determined by using the mean elevation gradient starting from the mean annual precipitation at one climate station. Pmean represents the mean areal precipitation for the whole catchment (i.e. mean of the annual precipitation at all climate stations). Finally, 20% of the interpolated precipitation was multiplied with the elevation factor and added to 80% of the IDW-interpolated precipitation.
Since 5 minute temperature data was observed only at one rain gauge within the catchment and only in summer daily means from the surrounding climate stations needed to be taken. To downscale those daily values in hourly values a sine shaped curve with a minimum at 5:00 AM and a maximum at 1:00 PM was designed. Its amplitude was modified depending on the sunshine duration at the respective day: the longer the sunshine duration, the higher the insolation at daytime and the higher the terrestrial radiation at night, thus the larger the amplitude. Thus, the values of this sine curve varied between 3 and 2 3 (sunshine duration over 5 hours per day) and 1 and 2 1 (sunshine duration lower than 5 hours per day). The sine curve was added to the daily temperature data of the climate stations resulting in hourly values oscillating around the daily means. The disaggregated temperature data was finally regionalized using a temporally variable elevation gradient.
If the temperature gradient was positive (higher temperature at the mountains tops than in the valley) an inversion occurred, and as no further information on these situations (about 40 days per year, mainly in December and January) was derivable the temperature value of the higher climate station was then uniformly distributed over the catchment. 
Hydrological data and model evaluation
Runoff at the outlet Rammern is observed at 15-minutes intervals at the same gauging station by the Technical University Vienna (TU) and the Hydrographical Service Austria (HD). As the TU data were more reliable they were used in this study. Instantaneous discharge was measured once per day during summer periods at five stream sections 
RESULTS

Classical model calibration and model validation
The Table 2 ). The lower satisfactorily. However, one has to keep in mind that the uncertainty of input data is high during these periods.
Discharge simulations in sub-catchments
In order to evaluate if "… the model works well but also for the right reasons" (Klemes 1986 ) it is often claimed that the simulations be checked with additional data. These are e.g. measurements of snow depth, groundwater level or soil moisture (point data) as well as the observed discharge of sub-catchments and solute concentrations (more integral data). Therefore, the instantaneous discharge measurements at several stream sections were compared to the model simulations. The statistical measures of goodness calculated for four summer periods by using the empirical spatial delineation vary between 0.10 and 0.77 (Table 3 ). In general, for all sub-catchments the modeled discharge is often too high during low flow conditions. This might be due to an overestimation of groundwater discharge at the respective stream section. In the model all groundwater runoff at a specific stream cell is added to the stream discharge (no bypassing groundwater). This seems to be appropriate for the gauging station at the outlet Rammern, but it is not necessarily the case at the stream sections of the sub-catchments where the discharge measurements took place. 
Simulation of snow melt periods
The modular structure of TAC D allows an evaluation of the simulation of different processes during snow melt periods.
The observed snow depth at the climate station Schmittenhoehe is compared to the simulated water equivalent of the snow cover at the respective altitude and exposition ( Figure 6 ). Keeping in mind that the snow density is lower during snow accumulation and higher during melting periods the snow water equivalent and snow cover dynamics seem to be reasonably well simulated.
However, the highly fluctuating discharge during snowmelt periods could not be modeled satisfactorily The model simulates a distinct concentration decrease for both flood peaks while the measurements show no concentration decrease at all for the first peak. This seems to be due to a too highly simulated discharge at the gauging station Rammern and all sub-catchments, caused by an overestimation of the areal precipitation of this event. But 
Simulations using different spatial delineations
Three different approaches to delineate the hydrological units were executed and applied without re-calibrating the model: an empirical, a more objective and a partly randomly distributed approach (Figure 3 ). The simulated discharges at gauging station Rammern were not as different as expected.
However, the differences for some sub-catchments were much more distinct resulting from larger differences in 
DISCUSSION
In general, the discharge at the catchment outlet (gauging station Rammern) could be simulated successfully. Here, all statistical measures of goodness were around 0.8 (Table 2) responding HRUs did not effect the discharge prediction widely, which is likely due to an averaging-out-effect.
However, at the sub-catchment scale ( Figure 9 ) the differences for the various spatial delineations were much higher analogically to the higher differences in areal percentages of the HRUs. The location of the directly flood producing areas (i.e. areas with overland flow and fast subsurface storm flow) is always important, as if they become disconnected from the channel network a very different runoff This is linked to a necessary higher temporal detailed observation and modeling of these processes.
Furthermore, it seems that neither an incomplete calibration of the model parameters nor the uncertainty of input data is responsible for the model shortcoming concerning the simulation of fast runoff processes. For instance, the temperature input data is not responsible for the failing runoff simulation in spring since the simulated snowmelt and the measured runoff are highly correlated.
Instead it is a hint that rather the retention effect in the Given the fact that a catchment is not a static system e.g.
soil hydraulic parameters and the drainage network change depending on the actual moisture state, future conceptual rainfall runoff models at catchment scale should allow for a variable parameterization or a switch-over to different model structures depending on the actual system state.
This might help to improve the above illustrated shortcomings and would lead to a more accurate simulation of specific runoff processes.
