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1. PRESENTACIÓN 
1.1. Título del Proyecto 
Diseño e implementación de un controlador neuronal artificial dinámico para 
optimizar el algoritmo de perturbación y observación en el seguimiento del punto de 
máxima potencia de un módulo fotovoltaico. 
1.2. Resumen del Proyecto 
El presente trabajo de investigación consta del desarrollo de un controlador neuronal 
artificial adaptativo que logró optimizar el algoritmo de seguimiento del punto de 
máxima potencia (MPPT) perturbar y observar (P&O) de un módulo fotovoltaico 
(FV). Dicho proyecto fue presentado como una profundización en el tema de control 
inteligente basado en redes neuronales, por el grupo de investigación MAGMA 
Ingeniería del programa de Ingeniería Electrónica de la Universidad del Magdalena, 
con el objetivo de diseñar e implementar un controlador capaz de optimizar el 
método de control convencional P&O y corregir las oscilaciones que se presentan 
alrededor del punto de máxima potencia (MPP). Por consiguiente, el controlador 
aquí desarrollado contiene el diseño de una red neuronal ADALINE con arquitectura 
FIR, entrenada con el algoritmo de entrenamiento RTRL, el cual resultó ser el 
método de control inteligente que mejor filtró las oscilaciones cercanas al MPP y 
que arrojó un margen de error mucho menor. Este método de control recibe como 
señales de entrada la corriente y el voltaje de un módulo FV que fue expuesto a 
diversas condiciones medioambientales. Finalmente, se evaluó la eficiencia del 
controlador optimizado, comparándolo con el controlador P&O tradicional, con un 
controlador difuso y con un controlador neuronal dinámico tipo NARX. Estos últimos 
controladores fueron desarrollados por los semilleristas del mismo grupo de 
investigación. Gracias a lo anterior, se pudo concluir que una red neuronal con 
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entrenamiento adaptativo posee mejores resultados, una respuesta más rápida y 
con menos bifurcaciones ante cambios súbitos en las señales de entrada, 
resultando ser el método de control adecuado para sistemas en los cuales se 
requiere de una respuesta en tiempo real. 
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2. PLANTEAMIENTO DEL PROBLEMA 
2.1. Descripción de la Problemática o Situación de Interés 
La composición hidráulica-térmica es, aún, el mecanismo más común empleado en 
Colombia para la generación de energía eléctrica. Pero, el incremento en la 
demanda del servicio, el fenómeno climático El Niño en los primeros trimestres del 
año y el desarrollo del fenómeno La Niña en los segundos semestres han llevado a 
finalizar cada año con cifras preocupantes en las condiciones hídricas de cada 
región. El departamento del Magdalena es uno de los más afectados y la empresa 
encargada del suministro y la distribución de la energía eléctrica ha contribuido al 
desarrollo desacelerado del departamento, ya que por la pésima prestación de su 
servicio la inversión turística, empresarial y urbanística se ha visto mermada [1]. 
Para atender la demanda, cada año, el gobierno nacional propone subir las tarifas 
del servicio de energía para así reestablecer la producción de energía termoeléctrica 
con combustibles líquidos; pero, esta medida no resuelve el problema y lo que 
realmente genera es el aumento en el índice de la inflación, razón por la cual, se 
estima que en Colombia, la energía eléctrica es una de las más costosas de América 
Latina [1]. Recordemos que, hasta la fecha, este recurso no es renovable y que, en 
unos cuantos años más, el gas por su propio valor neto y de extracción será tan 
costoso que solo algunos pocos podrán tener acceso a este servicio, lo que sin duda 
se convertirá en una inminente crisis energética. 
Ante devastadora proyección, los jóvenes cada vez toman más conciencia de la 
importancia de gestionar bien los recursos naturales y de disminuir el impacto 
negativo que deja la producción y consumo de energías fósiles. Por lo tanto, los 
semilleristas del grupo de investigación de la matemática aplicada a la ingeniería 
MAGMA Ingeniería de la Universidad del Magdalena, desde su área de 
conocimiento y desde su campo de acción, lideraron varios proyectos concernientes 
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a la optimización de los componentes que intervienen en una instalación FV, con el 
único objetivo de disminuir su valor comercial y hacerlos más asequibles para la 
comunidad académica. De dichos proyectos, se obtuvieron buenos resultados y, 
posteriormente, la misma Universidad con su política de desarrollo institucional 
“Smart University” 2016-2020, apoyó el desarrollo de la investigación que aquí se 
consigna y que se presenta como una profundización en el tema de controladores 
solares basados en inteligencia artificial. 
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3. ESTADO DE DESARROLLO 
3.1. Antecedentes de la Investigación 
A nivel nacional e internacional se han desarrollado diversas investigaciones que 
guardan relación con el tema objeto de estudio. Estas publicaciones reflejan el 
avance científico y el estado actual del conocimiento que fundamenta este trabajo 
de investigación. De modo que, a continuación, se detallan los aportes realizados 
por los diferentes autores que trabajan en el área de energías renovables, de redes 
neuronales o de sistemas de control para reguladores de carga, y se destacan sus 
contribuciones a la ciencia, los objetivos específicos de su investigación y los 
resultados obtenidos. 
En Electronics 2018, 7(1), 4 fue publicado el artículo A Low-Cost Maximum Power 
Point Tracking System Based on Neural Network Inverse Model Controller, 
desarrollado por C. Robles Algarín, D. Sevilla Hernández y D. Restrepo Leal, de la 
Universidad del Magdalena. Los autores presentan el diseño, modelado e 
implementación de un controlador de modelo inverso basado en redes neuronales 
artificiales para realizar el seguimiento del punto de máxima potencia de un módulo 
fotovoltaico (PV). Se implementó una red neuronal no lineal autorregresiva con 
entradas exógenas (NARX) en una arquitectura serial-paralela. Los autores 
realizaron una comparación entre el neurocontrolador propuesto con el algoritmo 
tradicional P&O en términos de tiempo de respuesta y oscilaciones alrededor del 
punto de operación. Los resultados de la simulación demostraron la superioridad 
del controlador neuronal sobre el P&O. Los resultados de implementación 
mostraron que se obtiene aproximadamente la misma potencia con ambos 
controladores; pero, el controlador P&O presenta oscilaciones entre 7 𝑊 y 10 𝑊, en 
contraste con el controlador neuronal que exhibe oscilaciones entre 1 𝑊 y 2 𝑊. 
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En el 8th International Conference on Sustainability in Energy and Buildings, 
celebrado en Italia en el año 2016, fue socializado el estudio y la simulación de A 
New MPPT-based ANN for Photovoltaic System Under Partial Shading 
Conditions, desarrollado por Loubna Bouselham, Mohammed Hajji, Bekkay Hajji y 
Hicham Bouali, de la Escuela Nacional de Ciencias Aplicadas, Mohamed First 
University. Los autores presentan el modelado en Matlab/Simulink de un nuevo 
método del seguimiento global del punto de máxima potencia en condiciones de 
sombreado parcial. El método combina un controlador neuronal artificial con un 
algoritmo exploratorio. La simulación del sistema fue evaluada bajo uniformidad y 
no uniformidad en las condiciones de irradiación, para comparar los pasos variables 
del P&O con la exploración global PO&GS e incrementar la conductancia del 
controlador basado en un ciclo de trabajo difuso estimado al cambio (FLE) con el 
control directo que fue usado. Los resultados muestran que el aprovechamiento 
propuesto fue efectivo en el seguimiento del MPP y presenta un rápido tiempo de 
respuesta. 
I.J. Intelligent Systems and Applications, publicó, en la revista internacional MECS-
PRESS del año 2014, el estudio y simulación del Tracking Power Photovoltaic 
System Using Artificial Neural Network Control Strategy, desarrollado por M.T. 
Makhloufi, M.S. Khireddine, Y. Abdessemed, A. Boutarfa, de la Universidad Batna 
(Argelia). En este documento se detalla la simulación de un método de control 
inteligente usando redes neuronales artificiales, para el seguimiento del punto de 
máxima potencia (MPPT) de un sistema FV en donde se variaban las condiciones 
climáticas y la irradiación solar. La simulación del sistema fue elaborada por una 
combinación de modelos ya establecidos de módulos solares y un convertidor Boost 
DC/DC. Finalmente, demostraron que el controlador neuronal es más efectivo que 
el método Perturbar y Observar, puesto que maneja más energía y responde más 
rápido a los cambios en las condiciones de trabajo. 
Rihab Mahjoub Essefi, Mansour Souissi & Hsan Hadj Abdallah elaboraron el artículo 
titulado Maximum Power Point Tracking Using Neural Networks For Stand-
Alone Photovoltaic Systems, publicado en el año 2014. En este se describe la 
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implementación de un nuevo algoritmo MPPT basado en un controlador neural 
(NNC) cuya estructura y configuración es de tres capas: una capa de entrada, una 
capa de salida y una capa oculta. Con el fin de mostrar la funcionalidad del algoritmo 
para el desarrollo del controlador neuronal, se le aplicaron, a un sistema fotovoltaico 
independiente, varias condiciones de irradiación y de temperatura. Las pruebas 
realizadas con el NNC demostraron que el sistema permite alcanzar rápidamente el 
rendimiento óptimo con un patrón estable para todos los casos considerados. 
MGEF-13, The Mediterranean Green Energy Forum, en el año 2013, publicó el 
artículo que lleva por nombre Maximum Power Point Tracking Using P&O 
Control Optimized By A Neural Network Approach: A Good Compromise 
Between Accuracy And Complexity, elaborado por Mohamed Aymen Sahnoun, 
Hector M. Romero Ugalde, Jean-Claude Carmona y Julien Gomang. En este trabajo 
se trazaron como objetivo principal mejorar la precisión del control MPPT por medio 
del algoritmo P&O optimizado, haciendo uso de una red neuronal, con el fin de 
conseguir un compromiso entre la complejidad y la precisión. Realizaron la 
validación de una celda solar simple por medio de Matlab-Simulink, teniendo en 
cuenta factores como la temperatura y la irradiación. Finalmente, realizaron 
simulaciones de 4 tipos de optimizaciones del algoritmo P&O, donde el método 
basado en redes neuronales presentó resultados más eficientes, menos 
oscilaciones en el MPP y mejor respuesta a cambios de irradiación con respecto al 
P&O clásico. 
International Journal of Computer Applications (0975 – 8887) publicó en el año 2013 
el artículo Maximum Power Point Tracker for Photovoltaic Systems Using On-
line Learning Neural Networks, desarrollado por Mohamed Tahar Makhloufi, 
Yassine Abdessemed y Mohamed Salah Khireddine. Estos autores, determinaron 
que el voltaje de referencia del MPPT debía ser obtenido por una red neuronal 
artificial (ANN) utilizando el algoritmo de gradiente negativo más pronunciado. El 
algoritmo de seguimiento ajusta el valor del ciclo de trabajo del convertidor CC/CC 
de modo que la tensión PV-módulo es igual a la tensión correspondiente al MPPT 
para cualquier irradiación y temperatura. También utilizaron un controlador para el 
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algoritmo clásico Perturbar y Observar (P&O). Los resultados de su simulación 
demostraron la eficacia de este método para la extracción de la potencia máxima 
disponible en la presencia de diferentes tipos de perturbaciones. 
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4. MARCO TEÓRICO CONCEPTUAL 
4.1. Sistema Fotovoltaico 
Un sistema FV está compuesto por un conjunto de bloques o subsistemas. Cada 
uno de estos cumple una o varias funciones específicas, con el fin de suplir la 
demanda de energía eléctrica impuesta por el tipo de carga [2]. El principal 
componente de un sistema FV lo constituye un conjunto de módulos solares, cuyo 
objetivo es generar energía eléctrica a partir de la energía solar obtenida del medio 
ambiente. La aplicación más común de estos sistemas es la generación de energía 
eléctrica para su uso doméstico y el número de componentes que intervienen en el 
proceso depende de varios factores, entre los cuales: la insolación del lugar, el valor 
energético de la carga y la máxima potencia de salida entregada por el módulo [2]. 
Los sistemas FV se dividen en dos grandes grupos: sistemas aislados sin conexión 
a la red eléctrica y sistemas conectados a la red [3]. A continuación, se detallan los 
bloques que componen un sistema FV. 
4.1.1. Módulo fotovoltaico 
Una celda solar es un dispositivo que se encarga de convertir la energía solar en 
energía eléctrica y es el principal componente de un módulo FV. Es decir, que la 
estructura mecánica que contiene estas celdas se denomina comúnmente como 
módulo FV o panel solar. Los módulos FV suelen tener una geometría rectangular 
con bordes redondeados, se les pueden incorporar sistemas de seguimiento de los 
rayos del sol. Algunos módulos no tienen células independientes conectadas entre 
sí, sino una estructura semiconductora que ha sido depositada, en forma continua, 
sobre una base metálica laminar. Los materiales más utilizados para la fabricación 
de estas celdas solares son el silicio cristalino uniforme y el silicio amorfo, con los 
cuales se obtiene un voltaje de salida de 0,5V como máximo y una corriente de 
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3,5A. Conectando varias de estas celdas solares en serie se obtienen los voltajes 
de 12V y 24V utilizados en los sistemas fotovoltaicos actuales [2]. 
El circuito que modela una celda solar consiste en una fuente de corriente conectada 
en paralelo con un diodo ideal y a su vez conectada con una resistencia serie 𝑅𝑠 y 
una resistencia paralela 𝑅𝑠ℎ. (Ver Figura 1). La resistencia 𝑅𝑠 es una resistencia 
interna de la célula y la resistencia 𝑅𝑠ℎ tiene su origen en las imperfecciones de la 
unión PN de la celda. 
 
Figura 1. Diagrama del circuito de una celda FV. 
Fuente: [4], [5]. 
4.1.2. Almacenamiento de la energía eléctrica 
El bloque de almacenamiento está compuesto por un banco de baterías que pueden 
ser de plomo-ácido o níquel-cadmio. La función de las baterías es acumular la 
energía que los módulos FV generan diariamente, y así poderla utilizar en horas 
donde la energía consumida es superior a la generada, como sucede en las horas 
de la noche. Este bloque proporciona un voltaje estable y constante independiente 
de las condiciones de incidencia luminosa, lo cual, puede ser lo más adecuado para 
el funcionamiento de los aparatos eléctricos [3]. 
4.1.3. El regulador de carga 
Se encarga de regular la transferencia de energía eléctrica del módulo solar a la 
carga DC, con el fin de que no se sobrepase la capacidad máxima de las baterías 
utilizadas en el sistema. Existen tres tipos de cargas: DC, AC y mixtas (DC y AC). 
Cuando la carga tiene aparatos de AC, se necesita incorporar al sistema un inversor. 
Este componente transforma el voltaje DC en un voltaje de AC. Las pérdidas de 
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energía en estos sistemas son mayores que en los sistemas DC. Los reguladores 
que se utilizan en la práctica son los reguladores paralelos, reguladores serie, 
reguladores de modulación por ancho de pulso (PWM) y reguladores DC-DC [3]. 
Las prestaciones más habituales de los reguladores de carga que se utilizan en las 
instalaciones solares autónomas con banco de baterías son la protección contra 
sobrecarga del acumulador, alarma y desconexión por batería baja. Además de las 
funciones anteriores, los reguladores actuales introducen microcontroladores que 
analizan el estado de carga de las baterías, la temperatura y la potencia, y utilizan 
esa información para que la unidad de control se encargue de modificar las 
condiciones de la carga [3]. 
4.1.4. El inversor 
El inversor se encarga de convertir la corriente directa de 12 V, 24 V o 48 V que 
producen los paneles solares y almacenarla en baterías. En corriente alterna, se 
manejan voltajes de 125 V o 220 V como los que normalmente se distribuyen por la 
red eléctrica tradicional. Los tipos de inversores utilizados son los de conmutación 
natural y forzada de salida escalonada, y los del tipo PWM [3]. 
El concepto fundamental para diseñar un sistema FV es el de obtener un balance 
entre la energía generada y la consumida por la carga más las pérdidas del sistema, 
puesto que no todos los sistemas FV reales incluyen todos los componentes aquí 
citados, pueden existir variaciones dependiendo de la aplicación que se esté 
desarrollando [3]. 
4.2. Curva Característica I-V de un Módulo FV 
4.2.1. Curva característica I-V en función de la irradiación 
La curva de Corriente-Voltaje I-V describe el comportamiento de un módulo FV que 
asocia los valores de V e I para diferentes tipos de carga, expuesto a condiciones 
de irradiación variable. En la Figura 2 se presenta una curva típica I-V de un módulo 
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FV para valores de irradiación de 400 𝑊/𝑚2 y 900 𝑊/𝑚2, donde se evidencia el 
aumento de la corriente a medida que se aumenta el valor de irradiación. También 
con la curva I-V se puede observar que en los módulos FV existe una región inicial 
donde la corriente es constante para un amplio rango de voltajes, y que además 
sigue una segunda región donde, para pequeños incrementos de voltaje, la corriente 
disminuye de forma acelerada. 
 
Figura 2. Curva I-V en función de la irradiación. 
Fuente: [6]. 
4.2.2. Curva característica I-V en función de la temperatura 
La temperatura de operación de un módulo FV afecta tanto a su corriente de 
cortocircuito como a su voltaje de circuito abierto, degradando en mayor porcentaje 
a este último. (Ver Figura 3). Para una temperatura de referencia de 25°C, la 
corriente de cortocircuito del módulo FV aumenta en un 3,3% cada 75°C, mientras 
que el voltaje de circuito abierto disminuye de forma considerable, un 16,7% cada 
75°C. Esta situación se traduce en que, para la mayoría de los módulos FV, un 
aumento de la temperatura de trabajo se ve reflejado en una disminución de la 
potencia [2]. 
 31 
 
Figura 3. Curva I-V en función de la temperatura. 
Fuente: [6]. 
4.3. Punto de Máxima Potencia MPP 
La potencia máxima de salida de un módulo FV se puede lograr modificando la recta 
de carga. Cuando la irradiación solar cambia, el punto de máxima potencia (MPP) 
también cambia y es necesario modificar la recta para que el módulo siga operando 
en ese punto. La carga conectada al panel debe ser capaz de modificar su 
impedancia para lograr lo anterior. Los valores más importantes que se identifican 
en la Figura 4 son la corriente de corto circuito 𝐼𝑠𝑐, el voltaje de circuito abierto 𝑉𝑜𝑐, 
el voltaje óptimo 𝑉𝑝𝑚á𝑥, la corriente óptima 𝐼𝑝𝑚á𝑥 y el MPP con potencia máxima 
𝑃𝑚á𝑥. 
La corriente de corto circuito es la máxima corriente que produce el panel para cierto 
valor de irradiación y de temperatura y se obtiene cuando los terminales de salida 
del panel se cortocircuitan haciendo el voltaje cero. El voltaje de circuito abierto es 
el voltaje entre los terminales del panel en circuito abierto; es decir, cuando la 
corriente de salida es cero y el MPP es la mayor potencia que puede ser extraída 
de un panel a cierta irradiación y temperatura y está definido por los valores de 𝑉𝑝𝑚á𝑥 
e 𝐼𝑝𝑚á𝑥. 
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En la curva P-V de la Figura 4, se puede identificar una región de pendiente positiva, 
una pequeña región con pendiente cero y una región con pendiente negativa. Este 
hecho será aprovechado en el entrenamiento de la red neuronal para realizar el 
control propuesto en este trabajo de grado. Específicamente el controlador se 
enfocará en encontrar el punto de pendiente cero en la curva P-V, que es 
precisamente donde se encuentra el MPP. 
 
Figura 4. Punto de máxima potencia de un panel FV. 
Fuente: [6]. 
4.4. Máxima Potencia de Salida 
La potencia de salida de un módulo FV se puede calcular multiplicando los valores 
correspondientes de voltaje y de corriente. La potencia de salida es cero cuando se 
trabaja en condiciones de circuito abierto y cortocircuito; por lo tanto, si la salida de 
un panel es cortocircuitada, este no sufre ningún daño. Para determinar el MPP se 
utilizan algunos valores estándar, los cuales son de 1000 𝑊/𝑚2 para la radiación 
solar y de 25 °C para la temperatura. La descripción del MPP se facilita utilizando 
la definición del factor de forma (FF) [6]. 
 33 
 
𝐹𝐹 =
𝑃𝑚𝑎𝑥
𝐼𝑠𝑐𝑉𝑜𝑐
 (1) 
 
El máximo valor que puede tomar el FF es 1, por lo tanto, entre más cerca se 
encuentre este valor de la unidad, el módulo FV tendrá mejor desempeño. 
4.5. Eficiencia de Conversión 
La eficiencia de conversión es la relación entre la energía generada y la energía 
luminosa que incide sobre el módulo FV. Esta relación se expresa de la siguiente 
forma: 
 
ŋ =
𝐸𝑛𝑒𝑟𝑔í𝑎 𝐺𝑒𝑛𝑒𝑟𝑎𝑑𝑎
𝐸𝑛𝑒𝑟𝑔í𝑎 𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑡𝑒
𝑥100% (2) 
 
La eficiencia aumenta de forma lineal con el tamaño de la celda y con el nivel de 
irradiación solar, y decrece linealmente con la temperatura de operación de la celda. 
En la actualidad, las células solares con mayor eficiencia son las producidas a nivel 
industrial, las cuales tienen una eficiencia de conversión del 11% al 16%. El valor 
teórico máximo para la eficiencia de una célula solar que responde a un rango 
reducido del espectro luminoso es de alrededor del 25% al 28%, dependiendo del 
material semiconductor [7]. 
Las células solares que utilizan semiconductores monocristalinos tienen una 
eficiencia superior que las utilizan semiconductores policristalinos o amorfos, debido 
a que las imperfecciones de estos últimos disminuyen el número de pares de carga 
libres para conducir la corriente [3]. 
4.6. Sistemas de Control para el MPPT 
En ingeniería resulta común representar los métodos de control como sistemas 
eléctricos o mecánicos modelados matemáticamente. La solución a estos modelos 
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permite entender el comportamiento del sistema ante ciertos estímulos de entrada. 
Dependiendo de la aplicación que se esté estudiando, estos modelos matemáticos 
pueden llegar a ser muy complejos y, por lo tanto, siempre es deseable encontrar 
un modelo más sencillo, el cual permita realizar ciertas consideraciones para poder 
analizar el sistema en regiones donde la representación de datos se pueda hacer 
de forma lineal [3]. 
Para el control del seguimiento del punto de máxima potencia, fueron estudiados 
los siguientes métodos de control: el controlador por PWM, el algoritmo tradicional 
P&O y los controladores basados en redes neuronales artificiales. Existen otros 
métodos de control como, por ejemplo, el controlador por Conductancia Incremental 
CI y los controladores basados en algoritmos genéticos, utilizados ampliamente en 
sistemas en donde el modelado es un proceso complejo y no es preciso [9]. 
4.6.1. Algoritmo de perturbación y observación (P&O) 
El algoritmo de P&O tradicional consiste en perturbar la tensión de funcionamiento 
del módulo FV aumentando o disminuyendo los pasos del ciclo útil de un convertidor 
DC-DC. La potencia de salida FV es medida antes y después de la perturbación. Si 
la potencia aumenta, el algoritmo continúa perturbando el sistema en la misma 
dirección; de lo contrario, el sistema es perturbado en la dirección contraria [10]. La 
lógica de este algoritmo se representa en la Tabla 1: 
Tabla 1. Lógica del algoritmo P&O. 
∆𝑷𝒇𝒗(𝒕𝟐) 𝑽𝒇𝒗(𝒕𝟑) 
>0 + 
<0 - 
Fuente: [9]. 
4.6.2. Método de conductancia incremental (CI) 
El método de control CI busca el MPP mediante la medición de la conductancia, 
siendo esta incremental e instantánea en módulos solares. Este método tiene como 
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criterio que en el MPP la potencia sea constante. A la izquierda de la curva 
característica, la potencia será entonces positiva, y negativa a la derecha. El 
algoritmo emplea la variación de la potencia de salida con respecto a la tensión [11], 
expresada mediante la ecuación (3). 
 𝑑𝑃
𝑑𝑉
= 0 (3) 
 
Como 
 𝑃 = 𝐼𝑉 (4) 
 
Entonces 
 𝑑(𝐼𝑉)
𝑑𝑉
= 0 (5) 
 
 
𝐼 + 𝑉
𝑑𝐼
𝑑𝑉
= 0 (6) 
 
 𝑑𝐼
𝑑𝑉
= −
𝐼
𝑉
 (7) 
 
 ∆𝐼
∆𝑉
= −
𝐼
𝑉
 (8) 
 
En el MPP, la variación de la potencia con respecto a la tensión es nula. El cociente 
entre los valores de intensidad y tensión, tienen un valor opuesto al cociente entre 
los incrementos de intensidad y tensión. En caso de no coincidir estos cocientes, la 
diferencia entre sus valores nos indica que nos hemos desplazado del MPP y 
además nos aporta información sobre el sentido de esta desviación [12]. 
 
{
∆𝐼 ∆𝑉 = − 𝐼 𝑉⁄⁄ , 𝑒𝑛 𝑒𝑙 𝑀𝑃𝑃
∆𝐼 ∆𝑉 > − 𝐼 𝑉⁄⁄ , 𝑎 𝑙𝑎 𝑖𝑧𝑞𝑢𝑖𝑒𝑟𝑑𝑎 𝑑𝑒𝑙 𝑀𝑃𝑃
∆𝐼 ∆𝑉 < − 𝐼 𝑉⁄⁄ , 𝑎 𝑙𝑎 𝑑𝑒𝑟𝑒𝑐ℎ𝑎 𝑑𝑒𝑙 𝑀𝑃𝑃
 (9) 
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4.7. Redes Neuronales Artificiales 
Una Red Neuronal Artificial (RNA) en general es un paradigma de cálculo 
matemático inspirado en los modelos de operación de sistemas neuronales 
biológicos [13]. Al igual que las redes neuronales biológicas, las RNA están 
conformadas por unidades más simples de cálculo llamadas neuronas [14], las 
cuales son un conjunto de operaciones matemáticas en donde se multiplican los 
valores de entrada de la neurona por un factor llamado peso sináptico y se suma 
con otro valor llamado umbral o bias y su respuesta es ajustada por una función de 
activación [15]. 
Una neurona es un clasificador simple, el cual discrimina un valor del otro por medio 
de una frontera de decisión formada por los pesos sinápticos y el bias en un plano 
que tiene por ejes las entradas de la neurona [15]. Al entrenar una RNA, se desean 
ubicar apropiadamente las fronteras de decisión en el hiper-plano formado por todas 
las entradas de la red; cuando se logra esto, se considera que la red aprendió 
satisfactoriamente [15]. 
Las redes neuronales artificiales pueden ser clasificadas en dos categorías: 
estáticas y dinámicas [15]. Entre las arquitecturas de redes estáticas más usadas 
para resolver problemas se encuentra el Perceptron multicapa (feedforward). “Las 
redes neuronales feedforward con una capa oculta son aproximadores universales” 
[16]. 
El mecanismo subyacente de una red neuronal feedforward con una capa oculta es 
la regresión no lineal y el principio general que sustenta dicha red es la regresión no 
paramétrica [17]. Sin embargo, cuando se trata de aplicaciones que involucran 
series de tiempo, predicción, identificación de sistemas, filtrado o modelado 
dinámico, una red neuronal estática como la feedforward no es capaz de resolver el 
problema satisfactoriamente. Para afrontar dichas situaciones se implementan las 
redes neuronales artificiales dinámicas (RNAD), las cuales pueden ser descritas por 
un conjunto de ecuaciones diferenciales no-lineales [18]. 
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La principal diferencia entre una red estática y una dinámica, en cuanto al diseño de 
la arquitectura, radica en que la red estática carece de retardos y retroalimentación. 
Dichos elementos en la RNAD modifican el impacto que tienen los pesos sinápticos 
y el bias en la respuesta de la red, ya que se obtendrá una contribución inmediata 
de los pesos y otra posterior. 
4.7.1. Algoritmos de entrenamiento 
Debido a lo mencionado en el apartado anterior, una RNA dinámica no puede ser 
entrenada con los métodos de una RNA estática [15]; los algoritmos de 
entrenamiento de las RNAD son matemáticamente más complejos. 
El algoritmo Backpropagation es uno de los más potentes y es utilizado para 
entrenar redes neuronales estáticas multicapa, mientras que, para entrenar redes 
dinámicas, uno de los más potentes es el Dynamic Backpropagation, el cual puede 
ser implementado por medio de dos algoritmos: Backpropagation-Through-Time 
(BPTT) y Real-Time Recurrent Learning Gradient (RTRL). 
El BPTT requiere de menos cálculos que el RTRL para hallar la pendiente; pero, el 
RTRL permite realizar entrenamientos en línea y es más eficiente para hallar el 
Jacobiano, el cual, posteriormente se emplea en la optimización del 
Backpropagation de Levenberg-Marquardt [15]. 
El algoritmo RTRL se encuentra detallado en los siguientes diagramas de flujo: 
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Figura 5. Diagrama de flujo algoritmo Real-Time Recurrent Learning. 
Fuente: [19]. 
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Figura 6. Diagrama de flujo algoritmo Dynamic Derivates of Network Output with 
Respect to Weights. 
Fuente: [19]. 
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Figura 7. Diagrama de flujo algoritmo Dynamic Derivatives of Performance with 
Respect to Weights. 
Fuente: [19]. 
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5. MOTIVACIÓN Y JUSTIFICACIÓN 
Debido al impacto negativo que produce la crisis energética por la insolvencia en el 
sector hidroeléctrico para atender la demanda, los problemas ambientales como la 
contaminación y el calentamiento global, los apagones por racionamiento y la mala 
calidad en la prestación del servicio de energía eléctrica, genera que, la energía 
fotovoltaica (FV) se convierta en una solución muy atractiva para lugares con alta 
densidad solar. Lamentablemente el costo de los paneles FV aún es elevado y el 
simple uso o fabricación de baterías ocasiona más contaminación, componentes 
que con el tiempo pierden su eficiencia y con ella la captación de potencia, puesto 
que es muy poca la energía solar que se aprovecha y que logra convertirse en 
energía eléctrica. Para solventar el problema (costo-beneficio), todos los elementos 
que hacen parte de una instalación FV deben ser optimizados, de forma que se 
obtenga el máximo rendimiento posible. 
El uso de este tipo de recursos renovables, limpios y amigables con el medio 
ambiente resulta ser uno de los principales pilares de la Universidad del Magdalena, 
tal como se encuentra estipulado en la política de desarrollo “Smart University”. 
Dicha iniciativa impulsa y apoya la idea de un campus autosostenible. 
Existen diferentes alternativas para optimizar el rendimiento de una instalación FV, 
entre las que se destacan los seguidores solares, los sistemas híbridos y los 
controladores del punto de máxima potencia (MPPT) como, por ejemplo, el 
algoritmo convencional P&O. Este último es muy utilizado debido a su simplicidad 
de funcionamiento, pero, todos los métodos de control convencional no logran 
aprovechar al máximo la eficiencia del módulo. Este algoritmo (P&O) presenta 
problemas de estabilidad alrededor del punto de operación cuando existen cambios 
súbitos en las condiciones ambientales a las que esté expuesto un módulo FV [10]. 
Surge entonces la necesidad de utilizar nuevas técnicas de control inteligente que 
busquen mejorar la eficiencia de conversión del módulo para evitar problemas de 
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estabilidad alrededor del punto de operación y que se adapten a los cambios 
climáticos. Por consiguiente, se presenta, en este documento, el desarrollo de un 
controlador basado en redes neuronales artificiales con entrenamiento adaptativo; 
es decir, un controlador que responde de manera rápida y que disminuye las 
oscilaciones que se presentan alrededor del punto de máxima potencia, 
optimizando así el algoritmo de P&O y garantizando la mayor captación de energía 
disponible a una carga. 
Este proyecto surgió como una profundización en el tema de control inteligente 
aplicado a las energías renovables, y amplía la investigación que comenzó con el 
proyecto titulado “Diseño e implementación de un controlador neuronal con Arduino 
para maximizar la potencia entregada por un panel fotovoltaico a una carga” [20], el 
cual hace parte del paquete de proyectos presentados por el grupo de investigación 
Magma ingeniería de la Universidad del Magdalena. La diferencia entre dicho 
proyecto y el que aquí se desarrolló radica en el entrenamiento de la red neuronal 
dinámica. El autor del proyecto citado anteriormente implementó una RNA dinámica 
que aprende por medio de un entrenamiento estático (requiere de una base de datos 
previa). En cambio, el controlador neuronal con entrenamiento adaptativo aprende 
conforme sucedan los eventos en campo y no necesita de una base de datos previa, 
ya que la red ajusta sus pesos sinápticos y los bias conforme sucedan las 
perturbaciones en función del tiempo actual y brinda más flexibilidad que con un 
entrenamiento estático. 
De modo que se decidió implementar redes neuronales adaptativas porque estas 
permiten operar sistemas no lineales muy difíciles de predecir [17], como es el caso 
de la respuesta del algoritmo MPPT P&O, en donde el voltaje y la corriente de salida 
dependen de parámetros tales como la temperatura de operación y la irradiación 
incidente. Otro motivo por el cual se determinó trabajar con redes neuronales 
artificiales porque han demostrado ser una solución muy eficiente en términos de 
precisión en diversos campos de la ciencia computacional [13], debido a que se 
invierte menos tiempo en el pre-procesamiento de datos, ofrece un control más 
robusto y se obtiene una mejor aproximación.  
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6. OBJETIVOS 
6.1. Objetivo General 
Diseñar e implementar un controlador neuronal artificial dinámico para optimizar el 
algoritmo de perturbación y observación en el seguimiento del punto de máxima 
potencia de un módulo fotovoltaico. 
6.2. Objetivos Específicos 
• Definir la tarjeta de desarrollo y los componentes electrónicos necesarios 
para el desarrollo del proyecto, teniendo en cuenta como criterio de elección 
la capacidad de procesamiento, velocidad de respuesta y costos. 
• Implementar el algoritmo Real-Time Recurrent Learning Gradient, para 
realizar una red neuronal artificial dinámica adaptativa con entrenamiento on-
line, la cual optimizará la respuesta del P&O. 
• Evaluar el tiempo de respuesta y la ausencia de oscilaciones alrededor del 
punto de máxima potencia del controlador optimizado para posteriormente 
comparar los resultados con el algoritmo tradicional P&O. 
• Determinar la eficiencia de la RNA dinámica que optimiza el algoritmo P&O 
en el seguimiento del punto de máxima potencia, cuando este se encuentre 
en frente de diversas condiciones climáticas reales. 
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7. DISEÑO METODOLÓGICO 
Teniendo en cuenta la naturaleza de la investigación, se empleó como práctica 
científica el método hipotético-deductivo. Por tanto, el desarrollo del proyecto lleva 
la siguiente estructura: 
7.1. Observación 
En sistemas FV, el algoritmo de control tradicional P&O genera oscilaciones 
alrededor del punto de máxima potencia cuando en sus terminales de entrada recibe 
señales que presentan cambios muy rápidos de voltaje y corriente. Estos cambios 
ocurren cuando el módulo FV conectado al sistema de control es expuesto a 
diversas condiciones de irradiación y temperatura. 
7.2. Formulación de la Hipótesis 
Las irregularidades u oscilaciones que presenta el algoritmo tradicional P&O 
alrededor del seguimiento del punto de máxima potencia afectan la eficiencia y 
calidad de los sistemas FV que implementen este algoritmo. 
Una red neuronal artificial dinámica con entrenamiento on-line puede corregir las 
oscilaciones y obtener un sistema de control más eficiente que con el P&O 
tradicional. 
7.3. Contrastación de la Hipótesis 
Para validar la hipótesis se plantearon una serie de etapas adicionales al método 
hipotético–deductivo, las cuales coinciden con los objetivos específicos planteados 
en esta investigación. 
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7.3.1. Fase 1: Determinar los componentes eléctricos y electrónicos 
En esta fase se realizó una consulta detallada de las especificaciones técnicas de 
varias tarjetas de desarrollo. Se hizo de esta manera para observar cuál tenía mejor 
capacidad de procesamiento. Posteriormente, se eligieron los demás componentes 
eléctricos y electrónicos necesarios para interconectar el sistema de control con el 
panel FV y el convertidor Buck. 
7.3.2. Fase 2: Diseño e implementación de la RNA dinámica 
Una vez estudiado el algoritmo RTRL, se diseñó la arquitectura de la RNA dinámica 
adaptativa con entrenamiento on-line, con la cual se optimizó el algoritmo de 
seguimiento del punto de máxima potencia P&O. Las simulaciones computacionales 
se realizaron en el software MATLAB/Simulink, pero no fue necesario utilizar el 
Toolbox de redes neuronales artificiales para diseñar el sistema de control. 
7.3.3. Fase 3: Evaluación y pruebas 
Después de diseñado e implementado el controlador neuronal, se realizaron 
diferentes pruebas para observar su desempeño en campo. Los parámetros claves 
que se tuvieron en cuenta fueron el voltaje, la corriente, la irradiación y la 
temperatura. 
7.3.4. Fase 4: Verificación de la hipótesis (refutada o aceptada) 
Los resultados obtenidos fueron analizados y comparados con el método tradicional 
P&O. En esta fase se determinó la validez de la hipótesis planteada. El producto de 
esta investigación se encuentra detallado en la sección de resultados y 
conclusiones. 
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8. LIMITACIONES 
El diseño y la implementación del neurocontrolador fue posible gracias a que se 
aprovechó al máximo la financiación parcial otorgada por la vicerrectoría de 
investigación de la Universidad del Magdalena y la capacidad instalada del grupo 
de investigación MAGMA Ingeniería; pero, desde el punto de vista económico, dos 
de las principales limitantes encontradas al trabajar con sistemas FV es que aún el 
costo de los módulos FV es elevado y que la gran mayoría de componentes y 
herramientas necesarias para el proyecto debían ser solicitadas por encargo a las 
diferentes tiendas virtuales de componentes. En la ciudad de Santa Marta solo es 
posible comprar pequeños componentes electrónicos pasivos y semiconductores 
discretos, tales como: resistencias, capacitores, diodos y transistores. Esta situación 
extiende el costo final del proyecto y el tiempo de desarrollo, debido a que las 
tiendas virtuales con las que se trabajó se encuentran fuera de la ciudad y se deben 
pagar de manera adicional los costos de giro y transporte de los pedidos. Pero, no 
solo eso: la optimización del algoritmo P&O implicó un gran coste computacional y 
la dedicación de cuantiosas horas de revisión bibliográfica, de modo que solo fue 
posible realizar diversas comparaciones con los dos métodos de control (algoritmo 
P&O vs. algoritmo optimizado con redes neuronales), mediante simulaciones. 
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9. DESARROLLO DEL TRABAJO 
Esta sección consta de un conjunto de actividades o momentos que contribuyeron 
significativamente al desarrollo del trabajo de investigación. Dichas actividades se 
detallan a continuación. 
9.1. Modelado y Simulación del Módulo FV 
9.1.1. Modelado del módulo FV 
Existen diversos artículos e investigaciones científicas en donde generalmente 
documentan la obtención del modelado matemático de un arreglo fotovoltaico a 
partir del modelo eléctrico equivalente de una celda solar [21]. Dicho modelo consta 
de una fuente de corriente fotoeléctrica 𝐼𝑝ℎ, un diodo ideal, una resistencia interna 
𝑅𝑠 y una resistencia 𝑅𝑠ℎ [4], [5], [21]–[24] (ver Figura 1 en la página 28). La corriente 
del terminal de salida de la celda solar puede ser expresada en función de la 
corriente fotogenerada, corriente del diodo y corriente de rama [25]. 
 𝐼 = 𝐼𝑝ℎ − 𝐼𝐷 − 𝐼𝑠ℎ (10) 
 
Entonces, la corriente de salida está dada por la siguiente ecuación: 
 
𝐼 = 𝐼𝑝ℎ − 𝐼𝑠 (𝑒
𝑞(𝑉+𝐼𝑅𝑠)
𝜂𝑉𝑡 − 1) −
𝑉 + 𝐼𝑅𝑠
𝑅𝑠ℎ
 (11) 
 
En donde: 
𝐼 es la corriente de salida de la celda. 
𝐼𝑝ℎ es la corriente fotogenerada. 
𝐼𝑠 es la corriente de saturación inversa. 
𝜂 es la constante de idealidad del diodo. 
𝑞 es la carga del electrón (1.6022x10-19 𝐶). 
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𝑅𝑠 y 𝑅𝑠ℎ son las resistencias en serie y de rama respectivamente. 
𝑉 es el voltaje de salida de la celda. 
Asimismo, la corriente fotogenerada 𝐼𝑝ℎ se encuentra en función de la radiación 
solar y de la temperatura, tal y como se muestra en la ecuación (12). 
 
𝐼𝑝ℎ =
𝐺
𝐺𝑟𝑒𝑓
[𝐼𝑠𝑐 + 𝑘𝑖(𝑇 − 𝑇𝑟𝑒𝑓)] (12) 
 
 
𝐼𝑝ℎ =
𝐺
1000
[𝐼𝑠𝑐 + 𝑘𝑖(𝑇 − 𝑇𝑟𝑒𝑓)] (13) 
 
 
𝑉𝑡 =
𝐾𝑇
𝑞
 (14) 
 
En donde: 
𝐺 es la irradiación solar en 𝑊 𝑚2⁄ . 
𝐼𝑠𝑐 es la corriente de cortocircuito de la celda a la temperatura e irradiación de 
referencia. 
𝐾 es la constante de Boltzmann (1.3806x10-23  𝐽 𝐾⁄ ). 
𝑘𝑖 es el coeficiente de temperatura de corriente en cortocircuito. 
𝑇 es la temperatura (°𝐾). 
𝑇𝑟𝑒𝑓 es la temperatura de referencia de la celda. 
No obstante, el modelo seleccionado para simular el comportamiento de un sistema 
FV fue el propuesto por Ortiz en su tesis de doctorado “Modeling and Analysis of 
Solar Distributed Generation” de la Universidad de Michigan, en el que describe el 
modelado matemático de un módulo FV en vez el de una celda solar. Se decidió 
implementar este modelo porque resultó mucho más sencillo hallar solo el 
parámetro de ajuste de la curva directamente de la ecuación 𝐼-𝑉 [26], [27]. Los 
demás parámetros eléctricos deben ser obtenidos de la hoja de datos del fabricante 
del dispositivo FV que se desee modelar [28], lo cual, elimina la necesidad de 
realizar posibles conexiones serie-paralelo de las células internas del panel FV. 
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La ecuación que mejor representa la relación 𝐼-𝑉 es la siguiente: 
 
𝐼(𝑉) =
𝐼𝑥
1 − 𝑒(
−1
𝑏 )
[1 − 𝑒
(
𝑉
𝑏𝑉𝑥
−
1
𝑏)] (15) 
 
Sin embargo, tratar de encontrar el valor de la constante 𝑏 no es fácil, por lo que 
Robles y Villa proponen una aproximación válida del modelo, haciendo uso de lo 
expuesto por Gil en [27], y ubican la constante entre un rango aproximado de 0,01 
a 0,18; Por tanto: 
 
1 − 𝑒(
−1
𝑏 ) ≈ 1 (16) 
 
Teniendo en cuenta la aproximación, se tiene que: 
 
𝐼(𝑉) = 𝐼𝑥 [1 − 𝑒
(
𝑉
𝑏𝑉𝑥
−
1
𝑏)] (17) 
 
 
𝑉𝑥 = 𝑠
𝐸𝑖
𝐸𝑖𝑁
𝑇𝐶𝑉(𝑇 − 𝑇𝑁) + 𝑠𝑉𝑚𝑎𝑥 − 𝑠(𝑉𝑚𝑎𝑥 − 𝑉𝑚𝑖𝑛)𝑒
(
𝐸𝑖
𝐸𝑖𝑁
ln|
𝑉𝑚𝑎𝑥−𝑉𝑜𝑐
𝑉𝑚𝑎𝑥−𝑉𝑚𝑖𝑛
|)
 (18) 
 
 
𝐼𝑥 = 𝑝
𝐸𝑖
𝐸𝑖𝑁
[𝐼𝑠𝑐 + 𝑇𝐶𝑖(𝑇 − 𝑇𝑁)] (19) 
 
En donde: 
𝑉𝑥 representa el voltaje en circuito abierto e 𝐼𝑥 representa la corriente en cortocircuito 
para valores de irradiación y temperatura variable. 
𝑏 es la constante característica del panel. 
𝐸𝑖 es la irradiación incidente. 
𝐸𝑖𝑁 es la constante de irradiación (1000 𝑊 𝑚
2⁄ ). 
𝐼𝑠𝑐 es la corriente de cortocircuito del panel. 
𝑝 representa el número de paneles en paralelo. 
𝑠 representa el número de paneles en serie. 
𝑇 es la temperatura de operación. 
𝑇𝐶𝑖 es el coeficiente de corriente del panel. 
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𝑇𝐶𝑉 es el coeficiente de voltaje del panel. 
𝑇𝑁 es la constante de temperatura (25 °𝐶). 
𝑉𝑚𝑎𝑥 es el valor del voltaje en circuito abierto para niveles de irradiación mayores a 
1200 𝑊 𝑚2⁄  con una temperatura de operación de 25 °𝐶. Se estima que este valor 
corresponde al 103% de 𝑉𝑜𝑐. 
𝑉𝑚𝑖𝑛 es el valor del voltaje en circuito abierto para niveles de irradiación menores a 
200 𝑊 𝑚2⁄  con una temperatura de operación de 25 °𝐶. Se estima que este valor 
corresponde al 85% de 𝑉𝑜𝑐. 
𝑉𝑜𝑐 es el voltaje de circuito abierto. 
9.1.2. Simulación del módulo FV 
La simulación del modelado matemático del módulo FV se realizó en el software 
MATLAB/Simulink. Para esto, se dispuso de un panel solar 𝐽𝑆 65 de tipo YL65P-17b 
de la marca Yingli Solar. 
Los parámetros eléctricos del panel se encuentran medidos para condiciones 
estándar (STC): para una irradiación de 1000 𝑊 𝑚2⁄ , una temperatura de 25 °𝐶 y 
una distribución espectral de AM 1,5 𝐺; datos que se detallan en la ficha técnica 
proporcionada por el fabricante, que se encuentra en la Tabla 2. 
Tabla 2. Parámetros eléctricos del módulo fotovoltaico. 
Parámetro Valor 
Potencia máxima (𝑃𝑚𝑎𝑥) 65 𝑊 
Tolerancia (∆𝑃𝑚𝑎𝑥) + −⁄ 5% 
Voltaje en circuito abierto (𝑉𝑜𝑐) 21,70 𝑉 
Corriente en cortocircuito (𝐼𝑠𝑐) 4 𝐴 
Voltaje de potencia máxima (𝑉𝑚𝑝𝑝) 17,50 𝑉 
Corriente de potencia máxima (𝐼𝑚𝑝𝑝) 3,71 𝐴 
Eficiencia del módulo (𝜂𝑚) 12,80% 
Fuente: Hoja de datos del fabricante. STC: 1000 𝑊 𝑚2⁄  de irradiancia, 25°𝐶 de 
temperatura de la célula, espectro AM 1,5  𝐺 conforme a la EN 60904-3. 
Reducción media de la eficiencia relativa de 3,3%  a 200 𝑊/𝑚2 según la EN 
60904-1. 
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Tabla 3. Características térmicas del módulo FV. 
Características Térmicas Valor 
Temperatura nominal de operación de la celda (NOCT) 46°𝐶 + −⁄  2 °𝐶 
Coeficiente de temperatura de 𝑃𝑚𝑎𝑥 (𝛾) -0,45% °𝐶⁄  
Coeficiente de temperatura de 𝑉𝑜𝑐 (𝛽𝑉𝑜𝑐) -0,37% °𝐶⁄  
Coeficiente de temperatura de 𝐼𝑠𝑐 (𝛼𝐼𝑠𝑐) 0,06% °𝐶⁄  
Fuente: Hoja de datos del dispositivo. 
El comportamiento del módulo FV escogido se puede representar con los 
parámetros eléctricos consignados en la Tabla 2; pero, antes se debe hallar el valor 
del parámetro de ajuste 𝑏, puesto que no se encuentra en la hoja de datos. Esto es 
posible si se despeja de la ecuación (17) dicha constante. 
 𝐼(𝑉)
𝐼𝑥
= 1 − 𝑒
(
𝑉
𝑏𝑉𝑥
−
1
𝑏) (20) 
 
 
1 −
𝐼(𝑉)
𝐼𝑥
= 𝑒
(
𝑉
𝑏𝑉𝑥
−
1
𝑏) (21) 
 
Aplicando logaritmo natural a ambos lados de la ecuación y efectuando la operación 
entre las fracciones tenemos: 
 
ln |1 −
𝐼(𝑉)
𝐼𝑥
| =
𝑉 − 𝑉𝑥
𝑏𝑉𝑥
 (22) 
 
Para despejar 𝑏, 
 
𝑏 =
𝑉 − 𝑉𝑥
𝑉𝑥 ∙ (ln |1 −
𝐼(𝑉)
𝐼𝑥
|)
 
(23) 
 
Y de la Tabla 2 se tiene que: 
 𝑉 = 𝑉𝑚𝑝𝑝 = 17,50 𝑉 (24) 
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 𝐼(𝑉) = 𝐼𝑚𝑝𝑝 = 3,71 𝐴 (25) 
 
 𝑉𝑥 = 𝑉𝑜𝑐 = 21,70 𝑉 (26) 
 
 𝐼𝑥 = 𝐼𝑠𝑐 = 4 𝐴 (27) 
 
Finalmente, se reemplazan estos valores en la ecuación (23) y se obtiene que el 
valor de la constante es: 
 𝑏 = 0,0737561 (28) 
 
En la Tabla 3, los coeficientes de temperatura tanto para voltaje (𝑇𝐶𝑣) como para 
corriente (𝑇𝐶𝑖) se muestran en valores porcentuales con los que se puede calcular 
el valor de variación de 𝑉𝑜𝑐 y de 𝐼𝑠𝑐 por grado centígrado. Del cálculo resulta que: 
𝑇𝐶𝑣 = −0,08029 y 𝑇𝐶𝑖 = 0,0024. 
Una vez efectuados todos los cálculos, se procede a realizar la simulación del 
modelado matemático del módulo FV. 
Las ecuaciones (15), (18) y (19), que definen la relación 𝑉-𝐼, fueron representadas 
en bloques operacionales (con productos, sumas y restas) para crear un subsistema 
en donde se puedan ingresar los parámetros eléctricos del panel y simular su 
comportamiento. 
En la Figura 8, se puede observar el subsistema creado. 
Los parámetros del panel obtenidos de la hoja de datos del fabricante y los datos 
calculados previamente se deben ingresar en la máscara del subsistema, tal y como 
se muestra en la Figura 9. 
La máscara del subsistema “PV Module” resulta ser de gran ayuda por si se desean 
ingresar los parámetros de otros tipos de paneles solares para observar su 
respuesta, ya que este modelo no se encuentra limitado a un solo tipo de panel. 
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Figura 8. Subsistema que representa el comportamiento del módulo FV. 
Fuente: Elaboración propia. 
 
Figura 9. Máscara del subsistema PV Module. 
Fuente: Elaboración propia. 
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Dentro del subsistema PV Module se encuentran interconectados los bloques para 
𝐼(𝑉), 𝐼𝑥 y 𝑉𝑥. Estos bloques tienen como parámetros de entrada la irradiación en 
𝑊 𝑚2⁄  y la temperatura en °𝐶, y como salida los valores de corriente (𝐴) y voltaje 
(𝑉). 
 
Figura 10. Diagrama de bloques del subsistema PV Module. 
Fuente: Elaboración propia. 
Dentro de cada bloque de la Figura 10, se encuentran los diseños de cada 
parámetro relacionado con el voltaje en circuito abierto y la corriente de corto circuito 
obtenidos del módulo cuando se le ingresan diversos valores de irradiación y 
temperatura. 
La relación entre el voltaje y la corriente de salida del módulo FV se puede 
representar gráficamente mediante una curva característica. También se puede 
representar la relación entre el voltaje y la potencia de salida. 
Para condiciones estándar de irradiación de 1000 𝑊 𝑚2⁄  y una temperatura de 
25 °𝐶, se obtienen las siguientes curvas características. 
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Figura 11. Curva I-V a la izquierda, y curva P-V a la derecha, para condiciones 
estándar de irradiación y temperatura. 
Fuente: Elaboración propia. 
Para validar el modelo empleado, se consignan en la Tabla 4 los resultados 
obtenidos de la simulación (ver Figura 11), para compararlos con los datos 
proporcionados por el fabricante. 
Tabla 4. Cuadro comparativo: datos obtenidos en la simulación vs. datos 
proporcionados por el fabricante. 
Parámetros Datasheet Valor Simulación 
Error 
Absoluto 
Error 
Relativo 
𝑉𝑜𝑐 21,7 𝑉 21,6813 𝑉 0,0187 𝑉 0,0862 % 
𝐼𝑠𝑐 4 𝐴 4 𝐴 0 𝐴 0 % 
𝑉𝑚𝑝𝑝 17,5 𝑉 17,5 𝑉 0 𝑉  0 % 
𝐼𝑚𝑝𝑝 3,71 𝐴 3,71 𝐴 0 𝐴 0 % 
𝑃𝑚𝑎𝑥 65 𝑊 64,9251 𝑊 0,0749 𝑊 0,1152 % 
Fuente: Elaboración propia. 
Después de validar el comportamiento del módulo FV con la prueba simple para 
valores estándar, se realizan diversas simulaciones en donde se varían 
manualmente los niveles de irradiación y en otras, se varía la temperatura. En la 
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Figura 12 se pueden observar las curvas características I-V y P-V para niveles de 
irradiación de 200 𝑊 𝑚2⁄  a 1000 𝑊 𝑚2⁄ , manteniendo constante la temperatura a 
25 °𝐶. Los resultados de esta simulación se encuentran tabulados en la Tabla 5. 
 
Figura 12. Curvas que representan la respuesta del modelo al ingresarle niveles 
de irradiación variable y temperatura constante. 
Fuente: Elaboración propia. 
Tabla 5. Resultados de simulación para niveles de irradiación variable y 
temperatura constante. 
𝑬𝒊 𝑻 𝑽𝒐𝒄 𝑰𝒔𝒄 𝑽𝒎𝒑𝒑 𝑰𝒎𝒑𝒑 𝑷𝒎𝒂𝒙 
200 𝑊 𝑚2⁄  25 °𝐶 15,8544 𝑉 0,8 𝐴 13 𝑉 0,7313 𝐴 9,51 𝑊 
400 𝑊 𝑚2⁄  25 °𝐶 18,6829 𝑉 1,6 𝐴 15,5 𝑉 1,4432 𝐴 22,3697 𝑊 
600 𝑊 𝑚2⁄  25 °𝐶 20,2774 𝑉 2,4 𝐴 16,5 𝑉 2,21 𝐴 36,4668 𝑊 
800 𝑊 𝑚2⁄  25 °𝐶 21,174 𝑉 3,2 𝐴 17,5 𝑉 2,8989 𝐴 50,7314 𝑊 
1000 𝑊 𝑚2⁄  25 °𝐶 21,6813 𝑉 4 𝐴 17,5 𝑉 3,71 𝐴 64,9251 𝑊 
Fuente: Elaboración propia. 
En la Figura 13 se muestra la simulación en donde se varían los valores de 
temperatura de 5 °𝐶 a 45 °𝐶 y se mantiene constante el nivel de irradiación. Los 
resultados son presentados en la Tabla 6. 
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Figura 13. Curvas que representan la respuesta del modelo al ingresarle un valor 
constante de irradiación y una temperatura variable. 
Fuente: Elaboración propia. 
Tabla 6. Resultados obtenidos de la simulación para irradiación constante y 
temperatura variable. 
𝑬𝒊 𝑻 𝑽𝒐𝒄 𝑰𝒔𝒄 𝑽𝒎𝒑𝒑 𝑰𝒎𝒑𝒑 𝑷𝒎𝒂𝒙 
1000 𝑊 𝑚2⁄  5 °𝐶 23,2884 𝑉 3,952 𝐴 19 𝑉 3,6292 𝐴 68,9547 𝑊 
1000 𝑊 𝑚2⁄  15 °𝐶 22,5 𝑉 3,976 𝐴 18,5 𝑉 3,6195 𝐴 66,9614 𝑊 
1000 𝑊 𝑚2⁄  25 °𝐶 21,6813 𝑉 4 𝐴 17,5 𝑉 3,71 𝐴 64,9251 𝑊 
1000 𝑊 𝑚2⁄  35 °𝐶 20,8835 𝑉 4,024 𝐴 17 𝑉 3,7 𝐴 62,95 𝑊 
1000 𝑊 𝑚2⁄  45 °𝐶 20,1 𝑉 4,048 𝐴 16,5 𝑉 3,6899 𝐴 60,8832 𝑊 
Fuente: Elaboración propia. 
9.2. Modelado y Simulación del Convertidor DC-DC 
9.2.1. Modelado del convertidor DC-DC 
Para determinar el punto de operación o tensión de funcionamiento del módulo FV, 
de manera que pueda ser posible obtener el punto de máxima potencia que detecta 
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el controlador neuronal [21], se modela un convertidor DC-DC tipo Buck y se ubica 
entre el módulo FV y la carga (ver Figura 14). 
 
Figura 14. Diagrama de bloques que representa todo el sistema FV. 
Fuente: [22]. 
En la Figura 15 se puede observar el circuito convertidor de voltaje DC-DC. 
 
Figura 15. Diagrama del circuito convertidor DC-DC Buck. 
Fuente: Elaboración propia. 
Los componentes Q y D funcionan como switches: mientras uno está abierto (off), 
el otro se encuentra cerrado (on). Gracias a esto, el convertidor tipo Buck posee dos 
intervalos de funcionamiento: uno inicial, en donde uno de los dos interruptores se 
encuentra encendido y otro, en donde cada interruptor cambia su estado [29], es 
decir que, en el segundo intervalo de funcionamiento un interruptor va de on a off y 
el otro de off a on. Por tanto, el análisis matemático tomado de Aurel Pop & Lungu, 
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parte de las consideraciones realizadas a cada uno de los intervalos de 
funcionamiento. 
Primer Intervalo de Funcionamiento: Q on y D off. 
 
Figura 16. Circuito convertidor DC-DC cuando D se encuentra en estado off. 
Fuente: Elaboración propia. 
En la Figura 16 se muestra el intervalo de funcionamiento cuando el diodo se 
encuentra en estado bajo. En este intervalo, el ciclo de trabajo de la señal PWM 
permanece en estado alto para activar el transistor Q. Así que, de acuerdo con la 
ley de corrientes de Kirchhoff se obtiene que: 
 𝑖𝑙 = 𝑖𝑐 + 𝑖𝑜 (29) 
 
Despejando 𝑖𝑐 de la ecuación anterior se tiene que, el valor de la tensión de salida 
𝑉𝑜 y el de la corriente del inductor 𝑖𝑙 es obtenido del valor de la corriente del capacitor 
𝑖𝑐 [3]. 
 𝑖𝑐 = 𝑖𝑙 − 𝑖𝑜 (30) 
 
 
𝐶
𝑑𝑣
𝑑𝑡
= 𝑖𝑙 −
𝑉𝑜
𝑅
 (31) 
 
 𝑑𝑣
𝑑𝑡
=
𝑖𝑙
𝐶
−
𝑉𝑜
𝑅𝐶
 (32) 
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Ahora se realiza la sumatoria de voltajes de cada uno de los componentes del 
circuito siguiendo la segunda ley de Kirchhoff. 
 −𝑉𝑠 + 𝑉𝑙 + 𝑉𝑐 = 0 (33) 
 
Pero, 𝑉𝑜 = 𝑉𝑐, porque se encuentran en paralelo. Por tanto: 
 −𝑉𝑠 + 𝑉𝑙 + 𝑉𝑜 = 0 (34) 
 
Despejando, 
 𝑉𝑙 = 𝑉𝑠 − 𝑉𝑜 (35) 
 
 
𝐿
𝑑𝑖
𝑑𝑡
= 𝑉𝑠 − 𝑉𝑜 (36) 
 
 𝑑𝑖
𝑑𝑡
=
𝑉𝑠
𝐿
−
𝑉𝑜
𝐿
 (37) 
 
A partir del análisis eléctrico del circuito equivalente en este intervalo se pueden 
obtener las ecuaciones en espacio˗estado. El estado del sistema en ese instante de 
tiempo, junto con las entradas, ayudan a determinar de forma única su 
comportamiento. 
 {
𝑑𝑖
𝑑𝑡
= −
𝑉𝑜
𝐿
+ 0 +
𝑉𝑠
𝐿
𝑑𝑣
𝑑𝑡
= −
𝑉𝑜
𝑅𝐶
+
𝑖𝑙
𝐶
+ 0
 (38) 
 
Que en forma de matriz queda representado de la siguiente manera: 
 
[
𝑑𝑖
𝑑𝑡
𝑑𝑣
𝑑𝑡
] = [
0 −
1
𝐿
1
𝐶
−
1
𝑅𝐶
] [
𝑖𝑙
𝑉𝑜
] + [
1
𝐿
0
] [𝑉𝑠] (39) 
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Segundo Intervalo de Funcionamiento: Q off y D on. 
 
Figura 17. Circuito convertidor DC-DC cuando D se encuentra en estado on. 
Fuente: Elaboración propia. 
En este intervalo, el transistor cambia su estado de encendido a apagado, la tensión 
en la bobina cambia de polaridad, el diodo D cambia del estado apagado al 
encendido tal y como se puede observar en la Figura 17, y la señal PWM se 
encuentra en estado bajo [3]. 
 
Figura 18. Modelo equivalente convertidor DC-DC segundo intervalo de tiempo. 
Fuente: Elaboración propia. 
La ecuación (32), también es válida en este intervalo de tiempo teniendo en cuenta 
el modelo equivalente representado en la Figura 18, solo que la tensión en la bobina 
cambia de sentido. 
 𝑉𝑙 = 0 − 𝑉𝑜 (40) 
 
 
𝐿
𝑑𝑖
𝑑𝑡
= −𝑉𝑜 (41) 
 
 𝑑𝑖
𝑑𝑡
= −
𝑉𝑜
𝐿
 (42) 
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Las ecuaciones en espacio de estado en este intervalo de funcionamiento son: 
 
{
𝑑𝑖
𝑑𝑡
= −
𝑉𝑜
𝐿
+ 0 + 0
𝑑𝑣
𝑑𝑡
= −
𝑉𝑜
𝑅𝐶
+
𝑖𝑙
𝐶
+ 0
 (43) 
 
 
[
𝑑𝑖
𝑑𝑡
𝑑𝑣
𝑑𝑡
] = [
0 −
1
𝐿
1
𝐶
−
1
𝑅𝐶
] [
𝑖𝑙
𝑉𝑜
] (44) 
 
9.2.2. Simulación del convertidor DC-DC 
El modelo eléctrico del convertidor DC-DC tipo Buck, representado en la Figura 15, 
fue simulado con la ayuda del toolbox SimPowerSystems del software 
MATLAB/Simulink, ya que dicho toolbox posee muchos elementos que imitan el 
comportamiento de los diferentes componentes electrónicos que intervienen en este 
circuito convertidor de potencia. 
En el software, se creó un subsistema denominado Buck Converter, al cual se le 
asignaron como parámetros de entrada la señal del ciclo útil 𝐷 y una señal de 
tensión DC de 100 𝑉, y como parámetros de salida la corriente y el voltaje obtenidos 
para alimentar una carga 𝑅 tal y como se muestra en la Figura 19. La carga no es 
más que una batería de 12 𝑉 en serie con una resistencia (ver Figura 14), esto con 
el fin de validar el comportamiento del convertidor y posteriormente interconectarlo 
con el subsistema del módulo FV y el subsistema de control. 
 
Figura 19. Subsistema Buck Converter en donde se encapsula el circuito 
convertidor DC-DC tipo Buck. 
Fuente: Elaboración propia. 
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Figura 20. Circuito convertidor DC-DC implementado en Simulink. 
Fuente: Elaboración propia. 
En la Figura 21, se puede observar el voltaje de salida obtenido del subsistema 
convertidor de potencia de la Figura 20, con un ciclo de trabajo del 0.9; y en la Figura 
22, se puede observar la corriente obtenida de la carga. 
 
Figura 21. Señales de entrada y salida del convertidor DC-DC. 
Fuente: Elaboración propia. 
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Figura 22. Corriente de salida del convertidor DC-DC. 
Fuente: Elaboración propia. 
9.3. Controlador MPPT: Método Perturbar y Observar (P&O) 
El Seguimiento del Punto de Máxima Potencia MPPT de un módulo FV es la parte 
esencial de todo el sistema FV [25], puesto que es el encargado de encontrar y de 
mantener el punto de máxima potencia MPP mediante la modificación del porcentaje 
del ciclo útil de la señal PWM que sale del controlador. El método Perturbar y 
Observar P&O, consiste en crear una perturbación, variar el voltaje y observar la 
variación resultante en la potencia. Entonces, el incremento y decremento del voltaje 
va acorde con el incremento y decremento de potencia, para que de esta forma se 
pueda encontrar el correspondiente punto de operación de la potencia máxima [23]. 
En los sistemas FV la variación que genera la perturbación se obtiene de la curva 
característica 𝑃-𝑉 del módulo FV. La variación de potencia, que en adelante 
llamaremos 𝑑𝑃, y la variación de voltaje 𝑑𝑉 configuran el porcentaje de salida del 
ciclo útil según sea el sentido de la perturbación; es decir, 𝐷𝑢𝑡𝑦 + + para indicar 
incremento o 𝐷𝑢𝑡𝑦— para indicar decremento. Las variaciones 𝑑𝑃 y 𝑑𝑉 representan 
la diferencia de los valores actuales menos los valores anteriores de potencia y de 
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voltaje respectivamente. Al momento de hallar el MPP estas variaciones generan 
cuatro posibles situaciones que se describen a continuación: 
1. La potencia disminuye y el voltaje disminuye: 𝑑𝑃 < 0 y 𝑑𝑉 < 0. 
2. La potencia disminuye y el voltaje aumenta: 𝑑𝑃 < 0 y 𝑑𝑉 > 0. 
3. La potencia aumenta y el voltaje aumenta: 𝑑𝑃 > 0 y 𝑑𝑉 > 0. 
4. La potencia aumenta y el voltaje disminuye 𝑑𝑃 > 0 y 𝑑𝑉 < 0. 
La Figura 23 muestra de forma gráfica las situaciones a las que se enfrenta el 
controlador MPPT P&O para determinar el MPP. 
 
Figura 23. Situaciones a las que el algoritmo P&O se debe enfrentar para 
determinar el MPP del módulo FV. 
Fuente: Elaboración propia. 
En la Figura 24 se puede apreciar el diagrama de flujo que mejor describe el 
comportamiento del algoritmo P&O empleado en el controlador MPPT. El 
encabezado del diagrama indica que el primer paso debe ser el de almacenar las 
lecturas de los sensores de voltaje y corriente del módulo FV. A partir de estas 
lecturas se obtiene la potencia para un estado actual 𝑡𝑘 y un estado anterior 𝑡𝑘−1. 
La potencia calculada debe ser comparada con la potencia del estado anterior para 
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determinar la variación 𝑑𝑃 y la dirección de la señal de ciclo útil aplicada al 
convertidor DC-DC. 
 
Figura 24. Diagrama de flujo del algoritmo P&O para el seguimiento del MPP. 
Fuente: Elaboración propia. 
La Figura 25 muestra el subsistema denominado PyO Algorithm en donde se 
encuentra encapsulado el desarrollo del modelado matemático del algoritmo P&O 
en forma de bloques operacionales tales como productos, sumas y restas, y 
condicionales como el bloque if-else. 
 
Figura 25. Subsistema que encapsula el modelado matemático del algoritmo 
P&O para el seguimiento del MPP. 
Fuente: Elaboración propia. 
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9.4. Controlador Neuronal Artificial Dinámico para el MPPT 
Para abordar la problemática existente en los sistemas FV, se propone como 
método de control inteligente una red neuronal artificial tipo ADALINE (ADAptive 
LInear NEuron) entrenada con el algoritmo RTRL (Real Time Recurrent Learning 
Gradient) con los que se pretende optimizar el algoritmo P&O. Consideramos que 
esta técnica de entrenamiento es la adecuada para resolver los problemas de 
convergencia del MPP. Aunque Widrow y su entonces estudiante de grado Marcian 
Hoff, quienes fueron los desarrolladores de la red ADALINE, también desarrollaron 
una regla de aprendizaje para esta y la denominaron el Algoritmo LMS (Least Mean 
Square) [15]. Así que, para aprovechar las ventajas que posee la utilización del 
algoritmo LMS en el procesamiento digital de señales, de manera adicional, se 
realizaron dos algoritmos con la misma arquitectura de red. Es decir, que finalmente 
se diseñaron tres redes ADALINE; pero, con diferentes métodos de entrenamiento, 
y que de igual forma responden muy bien a las señales de entrada tomadas del 
módulo FV. Estos algoritmos son: 
• Red ADALINE (arquitectura FIR) y el algoritmo LMS. 
• Red ADALINE (arquitectura FIR) y el algoritmo LMS Iterativo. 
• Red ADALINE (arquitectura FIR) y el algoritmo RTRL. 
Generalmente, el algoritmo LMS se implementa para entrenar filtros adaptativos y 
el algoritmo RTRL para entrenar redes neuronales dinámicas recurrentes. Las redes 
dinámicas contienen Delays (Retardos) y operan con una secuencia de datos de 
entrada. Para este tipo de redes, los retardos son importantes porque la salida no 
solo depende de la señal de entrada; en sí la salida depende de la entrada actual y 
de las entradas anteriores. En este caso, para utilizar la red ADALINE como un filtro 
adaptativo fue necesario introducir una línea de retardos (incluir Delays), 
convirtiendo a la red neuronal ADALINE en una red dinámica que modifica el 
impacto de los pesos sinápticos y el bias en la respuesta de la red. 
A continuación, se detalla el desarrollo de cada algoritmo. 
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9.4.1. Red ADALINE (arquitectura FIR) y el algoritmo LMS 
El diseño de la red ADALINE y el algoritmo LMS como regla de aprendizaje consta 
de un arreglo vectorial de los datos de entrada, pesos sinápticos, bías y target, que 
posteriormente se emplean en diversos cálculos matriciales. La construcción de 
estas matrices es clave para determinar el error cuadrático medio y los pesos 
sinápticos y bias finales. Todo este proceso matemático se realiza una sola vez y el 
algoritmo debe ser capaz de localizar el mínimo error al primer intento. Se considera 
que el algoritmo LMS es un claro ejemplo de entrenamiento supervisado [15]. 
La salida de la red neuronal de tipo ADALINE está dada por la siguiente ecuación: 
 𝑎 = 𝑝𝑢𝑟𝑒𝑙𝑖𝑛(𝑾𝒑 + 𝑏) = 𝑾𝒑 + 𝑏 (45) 
 
Donde, 
𝑎 es la salida de la red neuronal. 
𝑝 es el vector que contiene los valores de entrada de la red. 
𝑊 es el vector de pesos sinápticos. 
𝑏 es el bias. 
La señal de entrada y los pesos sinápticos se conforman de los elementos que 
componen cada vector. 
 
𝑾 = [
𝑊𝑖,1
𝑊𝑖,2
⋮
𝑊𝑖,𝑅
] (46) 
 
 
𝒑 = [
𝑝1
𝑝2
⋮
𝑝𝑅
] (47) 
 
𝑅 indica el número total de elementos que se encuentran dentro del vector de pesos 
de acuerdo con el número de entradas de la red. 𝑖 corresponde a la posición del 
peso sináptico dentro de cada capa de la neurona. Es común que el número de 
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entradas a una capa sea diferente del número de neuronas [15]. En este caso, el 
algoritmo de entrenamiento LMS está pensado para una sola neurona y los valores 
que se están tratando no ameritan que se haga uso del bias, ya que no se está 
haciendo un desplazamiento de la señal en el hiperplano. Por ende, se está 
tomando la frontera de decisión en el punto 0 del hiperplano (solo son ajustados los 
pesos sinápticos). Para cada valor de entrada de la red, se debe asignar a la variable 
𝒕 su salida objetiva correspondiente, por consiguiente: 
  {𝒑1, 𝒕1}, {𝒑2, 𝒕2}, … , {𝒑𝑄 , 𝒕𝑄} (48) 
 
Con 𝑅 = 𝑄. Para simplificar el desarrollo del algoritmo de entrenamiento, los 
vectores antes asignados como 𝒑 y 𝑾 son reagrupados en nuevos vectores [15]. 
 𝑿 = [𝑾]                    𝒁 = [𝒑]                    𝑎 = 𝑿𝑻𝒁 (49) 
 
Una vez ajustados los nuevos vectores de entrada y pesos sinápticos, se calcula el 
error cuadrático medio, que no es más que la diferencia entre el target y el vector 
de salida [15], permitiendo así desarrollar una expresión para el cálculo del error. 
 𝐹(𝑿) = 𝐸[𝑒2] = 𝐸[(𝑡 − 𝑎)2] = 𝐸[(𝑡 − 𝑿𝑇𝒁)2] (50) 
 
La ecuación (50) puede ser expandida de la siguiente manera: 
 𝐹(𝑿) = 𝐸[𝑡2 − 2𝑡𝑿𝑇𝒁 + 𝑿𝑇𝒁𝒁𝑇𝑿] (51) 
 
 𝐹(𝑿) = 𝐸[𝑡2] − 2𝑿𝑇𝐸[𝑡𝒁] + 𝑿𝑇𝐸[𝒁𝒁𝑇]𝑿 (52) 
 
 𝐹(𝑿) = 𝑐 − 2𝑿𝑇𝒉 + 𝑿𝑇𝑹𝑿 (53) 
 
Para que finalmente se puedan obtener los vectores que ayudarán a minimizar el 
error cuadrático medio. 
 𝑐 = 𝐸[𝑡2],                   𝒉 = 𝐸[𝑡𝒁]          𝑦          𝑹 = 𝐸[𝒁𝒁𝑇] (54) 
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Del vector 𝒉 se obtiene la correlación cruzada entre el vector de entrada y el vector 
target asociado a la entrada, y del vector 𝑹 se obtiene la matriz de correlación 
asociada a la entrada [15]. Se conoce que el gradiente de una función cuadrática 
es: 
 ∇𝐹(𝑿) = ∇(𝑐 − 2𝑿𝑇𝒉 + 𝑿𝑇𝑹𝑿) (55) 
 
Al igualar a cero la ecuación (55) se obtiene: 
 −2𝒉 + 2𝑹𝑿 = 0 (56) 
 
Es decir, que la existencia de una única solución depende de la matriz de correlación 
𝑹. Por lo tanto, las características de los vectores de entrada determinan si existe o 
no una solución única del sistema [15]. 
9.4.2. Diseño de la red ADALINE (arquitectura FIR) y el algoritmo LMS 
Ahora que ya se tiene desarrollado todo el análisis vectorial del algoritmo de 
entrenamiento LMS, se procede a agregar un bloque adicional denominado Delay 
(ver Figura 26), que es el encargado de retrasar la señal de entrada de la red 
neuronal ADALINE para que esta pueda ser usada como un filtro adaptativo. 
 
Figura 26. Filtro adaptativo arquitectura FIR. 
Fuente: [15]. 
 
𝑎(𝑘) = ∑𝑊(𝑖) ∗ 𝑣(𝑘 − 𝑖 + 1)
𝑅
𝑖=1
 (57) 
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Al añadir el bloque de Delay, la salida de la red neuronal cambia y pasa a 
reescribirse como se muestra en la ecuación (57). La salida del filtro adaptativo 
queda de la siguiente forma: 
 𝑎(𝑘) = 𝑊(1) ∗ 𝑣(𝑘) + 𝑊(2) ∗ 𝑣(𝑘 − 1) (58) 
 
Aplicando las relaciones matemáticas desarrolladas con anterioridad, se obtiene: 
 
𝒁(𝑘) = [
𝑣(𝑘)
𝑣(𝑘 − 1)
]                     𝑡(𝑘) = 𝑚(𝑘) (59) 
 
En donde 𝒁(𝑘) es la variable que almacena la señal de entrada actual y la señal de 
entrada retrasada, que en este caso es la multiplicación del voltaje con la corriente 
para obtener el valor de potencia del módulo FV a una irradiación y temperatura 
dada, 𝑡(𝑘) contiene el cálculo de los valores de porcentaje de ciclo útil deseados y 
𝑚(𝑘) representa la modificación que optimiza el algoritmo P&O. Esta modificación 
consiste en que la variación de potencia 𝑑𝑃 es dividida entre el valor máximo de 
potencia encontrado por la red durante el tiempo de entrenamiento; de esta forma 
el porcentaje de ciclo útil aumenta, disminuye o permanece igual en función de 𝑑𝑃 
cuando se presente alguna perturbación en el sistema. 
 
𝑚(𝑘) =
𝒁(𝑘)
𝑚𝑎𝑥[𝑣(𝑘)]
 (60) 
 
Reemplazando los vectores de la ecuación (59) en la ecuación (54) se tiene que la 
matriz de correlación 𝑹 = 𝐸[𝒁𝒁𝑇] y el vector de correlación cruzada 𝒉 = 𝐸[𝑡𝒁] tienen 
las siguientes variables: 
 𝑐 = 𝐸[𝑚2(𝑘)] (61) 
 
 
𝒉 = [
𝐸[𝑚(𝑘)𝑣(𝑘)]
𝐸[𝑚(𝑘)𝑣(𝑘 − 1)]
] (62) 
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𝑹 = [
𝐸[𝑣2(𝑘)] 𝐸[𝑣(𝑘)𝑣(𝑘 − 1)]
𝐸[𝑣(𝑘 − 1)𝑣(𝑘)] 𝐸[𝑣2(𝑘 − 1)]
] (63) 
 
Dado lo anterior, se obtiene el ajuste de los pesos sinápticos (ecuación (64)) y la 
solución para el error cuadrático medio (ecuación (65)). 
 𝑿𝑚 = 𝑹
−1𝒉 (64) 
 
 𝐹(𝑿𝑚) = 𝑐 − 2𝑿𝑚
𝑇𝒉 + 𝑿𝑚
𝑇𝑹𝑿𝑚 (65) 
 
También es posible describir este método de control por medio de la representación 
gráfica del diagrama de flujo que se muestra en la Figura 27. 
 
Figura 27. Diagrama de flujo controlador con algoritmo de entrenamiento LMS. 
Fuente: Elaboración propia. 
Después de realizar el desarrollo matemático y tener muy claro la importancia de 
cada vector en la determinación de los pesos sinápticos para que la red ajuste de 
manera adecuada el porcentaje de ciclo útil de la señal de salida, se diseña el 
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diagrama de bloques en el software MATLAB/Simulink para posteriormente 
integrarlo a todo el sistema FV. En la Figura 28 se puede observar el bloque 
denominado “Single LMS”. El bloque es llamado de esta manera ya que la red 
neuronal solo posee un solo Delay. 
 
Figura 28. Subsistema que encapsula el diseño de la red ADALINE con su 
algoritmo de entrenamiento LMS. 
Fuente: Elaboración propia. 
En la Figura 29 se puede observar lo que se encuentra dentro del subsistema Single 
LMS. 
 
Figura 29. Diagrama que se encuentra dentro del subsistema Single LMS y que 
corresponde a el diseño de la red ADALINE y el algoritmo de entrenamiento LMS 
desarrollados. 
Fuente: Elaboración propia. 
La arquitectura de la red neuronal ADALINE se construyó con bloques 
operacionales (ver Figura 30), mientras que los bloques de LMS Training Algorithm 
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y el bloque de Error se encuentran, cada uno, codificados dentro de un bloque 
MATLAB Function extraído de la biblioteca de Simulink. 
 
Figura 30. Subsistema ADALINE Network. 
Fuente: Elaboración propia. 
9.4.3. Red ADALINE (arquitectura FIR) y el algoritmo LMS Iterativo 
Tal y como su nombre lo indica, el algoritmo LMS iterativo también busca minimizar 
el error cuadrático medio mediante el análisis del índice de rendimiento 
(Performance). 
Conceptualmente el algoritmo LMS iterativo es similar al algoritmo desarrollado 
anteriormente; pero, dejando a un lado el cálculo matricial por si no se desea 
calcular la inversa de la matriz 𝑹, o si el cálculo vectorial resulta en una matriz 
cuadrada, ya que algebraicamente es imposible calcularla. Por lo tanto, no es 
necesario realizar arreglos vectoriales adicionales para determinar la matriz de 
correlación y el vector de correlación cruzada. 
Entonces, como no es posible calcular el punto mínimo directamente de la ecuación 
(64), se utiliza el algoritmo de descenso más pronunciado (steepest descent 
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algorithm) con el que se estima el cálculo del Gradiente de la ecuación (55) con la 
aproximación del error cuadrático medio partiendo de que: 
 ?̂?(𝑿) = (𝑡(𝑘) − 𝑎(𝑘))2 = 𝑒2(𝑘) (66) 
 
Entonces, para cada iteración se tendrá una estimación del gradiente de la forma: 
 ∇̂𝐹(𝑥) = ∇𝑒2(𝑘) (67) 
 
 
[∇𝑒2(𝑘)]𝑗 =
𝜕𝑒2(𝑘)
𝜕𝑊1,𝑗
= 2𝑒(𝑘)
𝜕𝑒(𝑘)
𝜕𝑊1,𝑗
 (68) 
 
 
[∇𝑒2(𝑘)]𝑅+1 =
𝜕𝑒2(𝑘)
𝜕𝑏
= 2𝑒(𝑘)
𝜕𝑒(𝑘)
𝜕𝑏
 (69) 
 
 𝜕𝑒(𝑘)
𝜕𝑊1,𝑗
=
𝜕[𝑡(𝑘) − 𝑎(𝑘)]
𝜕𝑊1,𝑗
=
𝜕
𝜕𝑊1,𝑗
[𝑡(𝑘) − (𝑾𝑇𝒑(𝑘) + 𝑏)] (70) 
 
 𝜕𝑒(𝑘)
𝜕𝑊1,𝑗
=
𝜕
𝜕𝑊1,𝑗
[𝑡(𝑘) − (∑𝑊1,𝑖𝑝𝑖(𝑘) + 𝑏
𝑅
𝑖=1
)] (71) 
 
De forma simplificada se obtiene que: 
 𝜕𝑒(𝑘)
𝜕𝑊1,𝑗
= −𝑝𝑗(𝑘)                    
𝜕𝑒(𝑘)
𝜕𝑏
= −1 (72) 
 
 ∇̂𝐹(𝒙) = ∇𝑒2(𝑘) = −2𝑒(𝑘)𝒛(𝒌) (73) 
 
Ahora se puede utilizar una constante de aprendizaje 𝛼. 
 𝒙𝑘+1 = 𝒙𝑘 − 𝛼∇F(𝐱)|𝒙=𝒙𝑘 (74) 
 
Sustituyendo la ecuación (73) en la ecuación (74), encontramos que: 
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 𝒙𝑘+1 = 𝒙𝑘 + 2𝛼𝑒(𝑘)𝒛(𝑘) (75) 
 
 𝑊(𝑘 + 1) = 𝑊(𝑘) + 2𝛼𝑒(𝑘)𝒑𝑇(𝑘) (76) 
 
 𝑏(𝑘 + 1) = 𝑏(𝑘) + 2𝛼𝑒(𝑘) (77) 
 
Entonces, durante el entrenamiento de esta red, se utiliza la ecuación (76) para 
ajustar los pesos para cada iteración, y la ecuación (77) para ajustar el bias si es 
necesario. 
9.4.4. Diseño de la red ADALINE (arquitectura FIR) y el algoritmo LMS 
Iterativo 
También se decide realizar pruebas con el algoritmo de entrenamiento LMS que 
describe un comportamiento iterativo. 
En la Figura 31 se puede apreciar el diagrama de la red neuronal ADALINE, pero, 
con un Delay adicional en su línea de retardos, lo cual, sugiere que se debe ajustar 
el valor de un peso sináptico adicional. 
 
Figura 31. Filtro ADALINE. 
Fuente: [15]. 
 𝑎(𝑘) = 𝑝𝑢𝑟𝑒𝑙𝑖𝑛(𝑊𝑝(𝑘) + 𝑏) (78) 
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Partiendo de la primera iteración con 𝑘 = 0 se asignan valores aleatorios al primer 
vector de pesos sinápticos 𝑾(0) y se empieza la búsqueda para minimizar el error 
cuadrático medio. 
 
𝑎(0) = 𝑾(0)𝒑(0) = [𝑊1(0) 𝑊2(0) 𝑊3(0)] [
𝑝1(0)
𝑝2(0)
𝑝3(0)
] (79) 
 
 𝑒(0) = 𝑡(0) − 𝑎(0) (80) 
 
 𝑾(1) = 𝑾(0) + 2𝛼𝑒(0)𝒑𝑇(0) (81) 
 
 
𝑾(1) = [𝑊1(0) 𝑊2(0) 𝑊3(0)] + 2𝛼𝑒(0) [
𝑝1(0)
𝑝2(0)
𝑝3(0)
]
𝑇
 (82) 
 
Si al primer intento no se logra la convergencia, se procede a realizar otra iteración, 
pero con los pesos sinápticos encontrados en el cálculo anterior. 
 
𝑎(1) = 𝑾(1)𝒑(1) = [𝑊1(1) 𝑊2(1) 𝑊3(1)] [
𝑝1(1)
𝑝2(1)
𝑝3(1)
] (83) 
 
 𝑒(1) = 𝑡(1) − 𝑎(1) (84) 
 
 𝑾(2) = 𝑾(1) + 2𝛼𝑒(1)𝒑𝑇(1) (85) 
 
Estos cálculos se realizan las veces que se considere necesario; es decir, hasta que 
la función converja. 
En la Figura 32 se observa que el diagrama de flujo que describe el comportamiento 
de este algoritmo de entrenamiento no es muy diferente del entrenamiento anterior, 
lo que cambia es el desarrollo matemático. 
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Figura 32. Diagrama de flujo algoritmo de entrenamiento LMS Iterativo. 
Fuente: Elaboración propia. 
 
Figura 33. Diagrama de bloques del controlador LMS Iterativo. 
Fuente: Elaboración propia. 
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La Figura 34 muestra el diagrama de bloques de la red neuronal que se encuentra 
dentro del subsistema ADALINE Network. 
 
Figura 34. Diagrama de bloques de la red neuronal ADALINE en Simulink. 
Fuente: Elaboración propia. 
9.4.5. Red ADALINE (arquitectura FIR) y el algoritmo RTRL 
En el apartado anterior, el cálculo del Gradiente es estimado mediante la 
aproximación del error cuadrático medio, con la ayuda del algoritmo de descenso 
más pronunciado. Pero las redes dinámicas también pueden ser entrenadas con 
algoritmos de aprendizaje dinámico. En este caso, el algoritmo de aprendizaje 
recurrente en tiempo real RTRL [15] es el método de entrenamiento apropiado para 
calcular el Gradiente. Está variación es utilizada para optimizar métodos estándar 
en el área del control dinámico de sistemas. Por lo tanto, resulta ser el algoritmo 
que mejor se adapta a las necesidades del sistema FV, para que detecte los 
posibles errores y posteriormente trate de corregirlos. 
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El cálculo del Gradiente se puede efectuar al mismo tiempo que la respuesta de la 
red, ya que se calcula en el primer intervalo y luego se va avanzando conforme va 
pasando el tiempo [15]. Esto requiere mucho más procesamiento de cálculo 
computacional por el mayor número de elementos, pero garantiza una alta 
probabilidad de convergencia en el menor tiempo. 
En la Figura 35 se puede observar el diagrama de bloques de la red neuronal 
dinámica. Esto es un filtro ADALINE [15] como los desarrollados anteriormente, y 
también posee un bloque de Delay adicional. Para demostrar el comportamiento de 
esta red se realizaron una serie de cálculos matemáticos para posteriormente 
realizar el diseño. 
 
Figura 35. Red dinámica. 
Fuente: [15]. 
 𝑎(𝑡) = 𝑖𝑊1,1(0)𝑝(𝑡) + 𝑖𝑊1,1(1)𝑝(𝑡 − 1) + 𝑖𝑊1,1(2)𝑝(𝑡 − 2) (86) 
 
La letra 𝑖, que en esta ocasión acompaña a la variable 𝑤 (𝑖𝑤), también indica que 
es el peso sináptico que se encuentra entre la(s) entrada(s) y una capa o capas de 
la red neuronal [15]. Vista de otra forma: 
 
𝒂(𝑡) = 𝒏(𝑡) = ∑ 𝐼𝑊(𝑑)𝑝(𝑡 − 𝑑)
2
𝑑=0
 (87) 
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 𝒏(𝑡) = 𝑖𝑊1,1(0)𝑝(𝑡) + 𝑖𝑊1,1(1)𝑝(𝑡 − 1) + 𝑖𝑊1,1(2)𝑝(𝑡 − 2) (88) 
 
Si se desea ajustar los pesos sinápticos y bias de la red neuronal para minimizar el 
Performance, que normalmente es el error cuadrático medio [15], se debe calcular 
el gradiente de la función 𝐹(𝒙) y modificar el algoritmo de backpropagation estándar. 
 
𝐹(𝒙) = ∑𝑒2(𝑡)
𝑄
𝑡=1
= ∑(𝑡(𝑡) − 𝑎(𝑡))2
𝑄
𝑡=1
 (89) 
 
 𝜕𝐹
𝜕𝒙
= ∑[
𝜕𝒂(𝑡)
𝜕𝒙𝑇
]
𝑇
×
𝜕𝑒𝐹
𝜕𝒂(𝑡)
𝑄
𝑡=1
 (90) 
 
Al utilizar la regla de la cadena se obtiene: 
 𝜕𝐹
𝜕𝒙
= ∑ ∑ [[
𝜕𝒂𝑢(𝑡)
𝜕𝒙𝑇
]
𝑇
×
𝜕𝑒𝐹
𝜕𝒂𝑢(𝑡)
]
𝑢∈𝑈
𝑄
𝑡=1
 (91) 
 
Las derivadas explícitas pueden ser obtenidas del algoritmo de backpropagation 
estándar y para completarlas se necesita una ecuación adicional. 
 𝜕𝒂(𝑡)
𝜕𝒙𝑇
=
𝜕𝑒𝒂(𝑡)
𝜕𝒙𝑇
+
𝜕𝑒𝒂(𝑡)
𝜕𝒂𝑇(𝑡 − 1)
×
𝜕𝒂(𝑡 − 1)
𝜕𝒙𝑇
 (92) 
 
Otra vez se hace uso de la regla de la cadena. 
 𝜕𝒂𝑢(𝑡)
𝜕𝒙𝑇
=
𝜕𝑒𝒂𝑢(𝑡)
𝜕𝒙𝑇
+ ∑ ∑ ∑
𝜕𝑒𝒂𝑢(𝑡)
𝜕𝒏𝑥(𝑡)𝑇
×
𝜕𝑒𝒏𝑥(𝑡)
𝜕𝒂𝑢′(𝑡 − 𝑑)𝑇
𝑑∈𝐷𝐿𝑥,𝑢′𝑥∈𝑋𝑢′∈𝑈
×
𝜕𝒂𝑢′(𝑡 − 𝑑)
𝜕𝒙𝑇
 
(93) 
 
El término clave es: 
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 𝜕𝒂𝑢(𝑡)
𝜕𝒙𝑇
 (94) 
 
Y el término que describe la sensibilidad es: 
 
𝑆𝑘,𝑖
𝑢,𝑚(𝑡) ≡
𝜕𝑒𝒂𝑘
𝑢(𝑡)
𝜕𝑛𝑖
𝑚(𝑡)
 (95) 
 
Que puede ser usada para formar la siguiente matriz: 
 
𝑺𝑢,𝑚(𝑡) =
𝜕𝑒𝒂𝑢(𝑡)
𝜕𝒏𝑚(𝑡)𝑇
=
[
 
 
 
 
𝑆1,1
𝑢,𝑚(𝑡) 𝑆1,2
𝑢,𝑚(𝑡) … 𝑆1,𝑠𝑚
𝑢,𝑚 (𝑡)
𝑆2,1
𝑢,𝑚(𝑡) 𝑆2,2
𝑢,𝑚(𝑡) … 𝑆2,𝑠𝑚
𝑢,𝑚 (𝑡)
⋮ ⋮ ⋮
𝑆𝑠𝑢,1
𝑢,𝑚(𝑡) 𝑆𝑠𝑢,2
𝑢,𝑚(𝑡) … 𝑆𝑠𝑢,𝑠𝑚
𝑢,𝑚 (𝑡)]
 
 
 
 
 (96) 
 
Entonces, la sensibilidad de salida de la red puede ser representada como: 
 𝑺𝑢,𝑚 = ?̇?𝑢(𝒏𝑢(𝑡)) (97) 
 
Para hallar los pesos sinápticos y el bias se necesita calcular la derivada explícita 
de la ecuación (94). Usando nuevamente la regla de la cadena para los pesos se 
tiene que: 
 𝜕𝑒𝒂𝑘
𝑢(𝑡)
𝜕𝑖𝑤𝑖,𝑗
𝑚,𝑙(𝑑)
=
𝜕𝑒𝒂𝑘
𝑢(𝑡)
𝜕𝑛𝑖
𝑚(𝑡)
×
𝜕𝑒𝑛𝑖
𝑚(𝑡)
𝜕𝑖𝑤𝑖,𝑗
𝑚,𝑙(𝑑)
= 𝑆𝑘,𝑖
𝑢,𝑚(𝑡) × 𝑝𝑗
𝑙(𝑡 − 𝑑) (98) 
 
 𝜕𝑒𝒂𝑢(𝑡)
𝜕𝑖𝑤𝑖,𝑗
𝑚,𝑙(𝑑)
= 𝑆𝑖
𝑢,𝑚(𝑡) × 𝑝𝑗
𝑙(𝑡 − 𝑑) (99) 
 
 𝜕𝑒𝒂𝑢(𝑡)
𝜕𝑣𝑒𝑐(𝑰𝑾𝑚,𝑙(𝑑))𝑇
= [𝒑𝑙(𝑡 − 𝑑)]𝑇⨂𝑺𝑢,𝑚(𝑡) (100) 
 
 𝜕𝑒𝒂𝑢(𝑡)
𝜕(𝒃𝑚)𝑇
= 𝑺𝑢,𝑚(𝑡) (101) 
 
 83 
9.4.6. Diseño de la red neuronal dinámica ADALINE (arquitectura FIR) y el 
algoritmo RTRL 
A continuación, se desarrollan, todas las operaciones matemáticas necesarias para 
diseñar la red neuronal ADALINE y el algoritmo de entrenamiento RTRL propuesto. 
 {𝑝(1), 𝑡(1)}, {𝑝(2), 𝑡(2)}, {𝑝(3), 𝑡(3)} (102) 
 
Si de manera hipotética se empieza a contabilizar el tiempo a partir de ahora, los 
estados iniciales de los Delays 𝑝(0) y 𝑝(−1) serían nulos; es decir, iguales a cero. 
Por lo tanto, la respuesta de la red en el primer instante de tiempo es: 
 𝑎(1) = 𝑛(1) = 𝑖𝑊1,1(0)𝑝(1) + 𝑖𝑊1,1(1)𝑝(0) + 𝑖𝑊1,1(2)𝑝(−1) 
𝑛(1) = 𝑖𝑊1,1(0)𝑝(1) 
(103) 
 
Y no solo desde el primer instante de tiempo se puede hallar la respuesta de la red, 
sino que también se pueden calcular las derivadas explícitas para el entrenamiento. 
 𝑺1,1(1) = ?̇?1(𝒏1(1)) = 1 (104) 
 
 𝜕𝑒𝒂1(1)
𝜕𝑣𝑒𝑐(𝑰𝑾1,1(0))𝑇
=
𝜕𝑒𝒂(1)
𝜕𝑖𝑤1,1(0)
= [𝒑1(1)]𝑇⨂𝑺1,1(1) = 𝑝(1) (105) 
 
 𝜕𝑒𝒂1(1)
𝜕𝑣𝑒𝑐(𝑰𝑾1,1(1))𝑇
=
𝜕𝑒𝒂(1)
𝜕𝑖𝑤1,1(1)
= [𝒑1(0)]𝑇⨂𝑺1,1(1) = 𝑝(0) (106) 
 
 𝜕𝑒𝒂1(1)
𝜕𝑣𝑒𝑐(𝑰𝑾1,1(2))𝑇
=
𝜕𝑒𝒂(1)
𝜕𝑖𝑤1,1(2)
= [𝒑1(−1)]𝑇⨂𝑺1,1(1) = 𝑝(−1) (107) 
 
Todos los cálculos anteriores se deben repetir para cada punto de tiempo. El último 
paso es desarrollar la ecuación (91) para calcular el Performance con respecto a los 
pesos sinápticos [15]. 
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𝐹 = ∑𝑒2(𝑡)
3
𝑡=1
= 𝑒2(1) + 𝑒2(2) + 𝑒2(3) (108) 
 
 𝜕𝐹
𝜕𝒙
= ∑[[
𝜕𝒂𝟏(𝑡)
𝜕𝒙𝑇
]
𝑇
×
𝜕𝑒𝐹
𝜕𝒂𝟏(𝑡)
]
3
𝑡=1
 (109) 
 
 𝜕𝐹
𝜕𝑖𝑤1,1(0)
= 𝑝(1)(−2𝑒(1)) + 𝑝(2)(−2𝑒(2)) + 𝑝(3)(−2𝑒(3)) (110) 
 
 𝜕𝐹
𝜕𝑖𝑤1,1(1)
= 𝑝(0)(−2𝑒(1)) + 𝑝(1)(−2𝑒(2)) + 𝑝(2)(−2𝑒(3)) (111) 
 
 𝜕𝐹
𝜕𝑖𝑤1,1(2)
= 𝑝(−1)(−2𝑒(1)) + 𝑝(0)(−2𝑒(2)) + 𝑝(1)(−2𝑒(3)) (112) 
 
Finalmente, se actualizan los pesos sinápticos con la ayuda del algoritmo de 
backpropagation. 
 
𝑖𝑤𝑖,𝑗
𝑚,𝑙(𝑑)(𝑡 + 1) = 𝑖𝑤𝑖,𝑗
𝑚,𝑙(𝑑)(𝑡) − 𝛼
𝜕𝐹
𝜕𝑖𝑤𝑖,𝑗
𝑚,𝑙(𝑑)
 (113) 
 
 
𝑖𝑤1,1(0)(𝑡 + 1) = 𝑖𝑤1,1(0)(𝑡) − 𝛼
𝜕𝐹
𝜕𝑖𝑤1,1(0)
 (114) 
 
 
𝑖𝑤1,1(1)(𝑡 + 1) = 𝑖𝑤1,1(1)(𝑡) − 𝛼
𝜕𝐹
𝜕𝑖𝑤1,1(1)
 (115) 
 
 
𝑖𝑤1,1(2)(𝑡 + 1) = 𝑖𝑤1,1(2)(𝑡) − 𝛼
𝜕𝐹
𝜕𝑖𝑤1,1(2)
 (116) 
 
El diagrama de flujo que mejor describe el comportamiento del algoritmo RTRL 
utilizado para entrenar la red neuronal dinámica se muestra en la Figura 36. 
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Figura 36. Diagramas de flujo del algoritmo de entrenamiento RTRL. 
Fuente: Elaboración propia. 
No hace falta realizar otro diagrama de flujo para describir el comportamiento de la 
red ADALINE, pero sí es necesario que el neurocontrolador dinámico posea una 
descripción detallada del proceso llevado a cabo para diseñar este sistema de 
control, tal y como se puede apreciar en la Figura 37. 
 86 
 
Figura 37. Diagrama de flujo que describe el proceso llevado a cabo para diseñar 
el neurocontrolador. 
Fuente: Elaboración propia. 
La Figura 38 muestra el subsistema creado en Simulink y la Figura 39 muestra lo 
que se encuentra dentro de este subsistema. El punto de suma denominado Error 
corresponde al cálculo matemático de substracción y es el encargado de filtrar la 
señal. Esto es posible ya que el neurocontrolador es capaz de imitar el 
comportamiento de la señal de potencia del módulo FV que ingresa a la red y 
cancelar a la salida las fluctuaciones que se generan cuando se presentan cambios 
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súbitos en la irradiación incidente, para que la señal de ciclo útil que se ingrese al 
convertidor DC-DC sea una señal limpia y sin ruido. 
 
Figura 38. Subsistema que contiene el diseño de la red neuronal y el algoritmo 
de entrenamiento RTRL. 
Fuente: Elaboración propia. 
 
Figura 39. Diagrama de bloques del neurocontrolador dinámico diseñado en 
Simulink. 
Fuente: Elaboración propia. 
La Figura 40 muestra el diseño de la arquitectura de la red neuronal dinámica 
feedforward en bloques operacionales. 
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Figura 40. Diagrama de bloques de la red neuronal dinámica que se encuentra 
dentro del subsistema Feedforward Dynamic Network. 
Fuente: Elaboración propia. 
9.5. Selección de los Componentes 
9.5.1. Módulo FV 
Se dispuso del módulo FV que pertenece al grupo de investigación MAGMA 
Ingeniería de la Universidad del Magdalena. Las especificaciones técnicas de dicho 
módulo se encuentran consignadas en la Tabla 2 del apartado de modelado y 
simulación del módulo FV. 
9.5.2. Convertidor DC-DC 
Es importante aclarar que no se construyó ni se realizó la compra del convertidor 
DC-DC utilizado en este proyecto. El grupo de investigación MAGMA Ingeniería ya 
disponía de dos convertidores DC-DC desarrollados por sus semilleristas. Uno tipo 
Buck Boost diseñado y desarrollado por los estudiantes Roberto Liñán y Adolfo 
Gámez, y el otro tipo Buck diseñado y desarrollado por el estudiante Deimer Sevilla. 
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Los dos convertidores poseen buenas respuestas, pero el objetivo principal de esta 
investigación no era determinar el de mejor resultado. Sin embargo, el convertidor 
diseñado por Sevilla cubre un amplio rango en las variaciones de irradiación y 
temperatura (1000 𝑊 𝑚2⁄  a 25 °C, 220 𝑊 𝑚2⁄  a 25 °𝐶) [3], de acuerdo con las 
especificaciones del módulo FV. 
La técnica de modulación por ancho del pulso (PWM) es utilizada en sistemas de 
MPPT, en donde es necesario modificar la señal del Ciclo de Trabajo que ingresa 
al dispositivo electrónico de conversión de energía [25]. La señal de voltaje de salida 
es menor que la señal de voltaje de entrada, adecuada, para que no supere el punto 
máximo de operación de 0.9% de ciclo de trabajo. 
Se eligió entonces el convertidor tipo Buck desarrollado por Sevilla en su tesis de 
pregrado [3], puesto que guarda cierta similitud con este tema objeto de estudio. Se 
realizó de esta manera para darle continuidad y visibilidad a los proyectos de 
investigación ya desarrollados y aprovechar los recursos científicos aportados por 
los estudiantes del programa de ingeniería electrónica de la Universidad del 
Magdalena que pertenecen al grupo de investigación. 
9.5.3. Microcontrolador 
En la actualidad, existen diversas plataformas de desarrollo con las que se pueden 
diseñar prototipos electrónicos o sistemas embebidos. Las distintas marcas líderes 
en el mercado ofrecen desde el clásico PIC hasta elaborados sistemas integrados 
a una placa de circuito impreso, y sus especificaciones técnicas varían en la 
complejidad de su diseño. Por tanto, elegir “el cerebro” del controlador neuronal no 
fue una tarea fácil, pero el diseño del diagrama de bloques y el diagrama de flujo 
del algoritmo RTRL suministraron la información suficiente y necesaria para tomar 
la mejor decisión sobre la selección del componente más importante, puesto que 
finalmente es el que ejecuta el sistema de control neuronal MPPT. 
El diagrama de bloques de la Figura 39 que se puede apreciar en la página 87 
muestra que el neurocontrolador artificial necesita como mínimo 2 entradas 
 90 
analógicas y 1 salida PWM; por ende, se descartó casi de inmediato el uso de la 
plataforma Arduino y se escogió trabajar con microcontroladores. A pesar de que 
las tarjetas de desarrollo Arduino son plataformas abiertas (lo que se denomina 
Open Source) y que poseen su propio programador incorporado a la placa, se eligió 
trabajar con microcontroladores PIC por sus diferentes tamaños, formas y 
capacidades, las cuales brindan más libertad a la hora de diseñar e implementar, 
independencia que las placas Arduino no proporcionan porque tienen una estructura 
delimitada. 
De los muchos microcontroladores PIC, se seleccionaron solo 3 para evaluar sus 
características técnicas y escoger el más adecuado para el proyecto. Los aspectos 
claves que se tuvieron en cuenta fueron: número de entradas analógicas y digitales, 
número de salidas digitales, capacidad de procesamiento, memoria, 
temporizadores, frecuencia de operación, niveles de tensión, documentación 
actualizada, hardware disponible en el país y costos. De la familia del 
PIC18F2XK20/4XK40, se eligió el PIC18F45K20, cuyas especificaciones técnicas 
se pueden apreciar en la Figura 41. Este PIC posee 36 pines de E/S y suficiente 
memoria para gestionar, pero al momento de adquirirlo, se observó que el chip solo 
se encontraba disponible en forma de encapsulado para montaje superficial y que 
además existe una presentación en la que el chip es integrado a una tarjeta de 
desarrollo. 
 
Figura 41. Características técnicas de la familia de microcontroladores 
PIC18F2XK20/4XK20. 
Fuente: Microchip hoja de datos PIC18F2XK20/4XK20. 
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Figura 42. Tarjeta de desarrollo PIC18F45K20. 
Fuente: Fotografía tomada de www.mercadolibre.com.co. 
La tarjeta de desarrollo de la Figura 42 se encuentra muy bien diseñada, es muy 
fácil de programar y brinda la posibilidad de añadir componentes encapsulados en 
montaje superficial; pero, al poco tiempo de adquirirla, se desecha esta opción y se 
opta por no usar este modelo. Surgió entonces la idea de diseñar una tarjeta propia, 
por consiguiente, se eligieron microcontroladores con presentación en encapsulado 
DIP y con pocos pines de E/S. Uno de estos es el PIC16F886 que solo posee 24 
pines de E/S, un módulo CCP, 2 temporizadores de 8 bits y dispone de un valor 
considerable de memoria como se muestra en la Figura 43 que no es tan grande 
como la del PIC anterior, pero sí es suficiente. Se considera que este 
microcontrolador no es muy potente, pero es posible encontrar información 
actualizada y útil para el proyecto. 
 
Figura 43. Características técnicas familia de microcontroladores PIC16F88X. 
Fuente: Microchip hoja de datos PIC16F88X. 
 92 
En la Figura 44 se muestra el diagrama de pines del microcontrolador 
PIC16F882/883/886 de 28 pines. En la Figura 45 se muestra el componente 
utilizado en las primeras pruebas de diseño del neurocontrolador. 
 
Figura 44. Diagrama de pines microcontrolador PIC16F882/883/886. 
Fuente: Microchip hoja de datos PIC16F88X. 
 
Figura 45. Encapsulado DIP del microcontrolador PIC16F886. 
Fuente: Fotografía tomada de la página web www.IndiaMART.com. 
Después de diseñado y programado el algoritmo RTRL en el microcontrolador 
PIC16F886, surgió la posibilidad de añadir más elementos al neurocontrolador, 
como una pantalla LCD para visualizar los datos adquiridos en campo y la 
transmisión de estos por puerto serie para que pudieran ser graficados y 
almacenados en un equipo de cómputo. Debido a lo anterior, se hizo necesario 
reemplazar el microcontrolador por uno que tuviese más memoria tanto de datos 
como de programa. Entonces, se determinó que el PIC18F2550 era el componente 
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ideal para el control y monitoreo de las variables de voltaje y corriente que se 
obtenían de los sensores del convertidor DC-DC. 
 
Figura 46. Características técnicas de la familia de microcontroladores 
PIC18F2X5X/4X5X. 
Fuente: Microchip hoja de datos PIC18F2X5X/4X5X. 
Si se observan las especificaciones técnicas del microcontrolador PIC18F2550 que 
se encuentran en la Figura 46, se puede ver que este posee aún más memoria que 
el PIC18F45K20 y que puede ser adquirido en encapsulado DIP como se observa 
en la Figura 47. El diagrama de pines es muy similar en los PIC con 28 pines. 
 
Figura 47. Presentación en encapsulado DIP del PIC18F2550. 
Fuente: fotografía tomada de la lista de productos disponibles de la página de 
www.vistronica.com. 
En este caso, el microcontrolador solo admite un voltaje de 5V de alimentación y 
por cada uno de sus pines se puede obtener un voltaje de salida de 5V y una 
corriente de 200mA, ideal para trabajar con sensores de voltaje y corriente, diodos 
LED y con los demás componentes que fueron añadidos al neurocontrolador. La 
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ventaja más notoria fue que se obtuvo un alto rendimiento computacional a un 
menor precio. 
9.5.4. Programador 
A diferencia de las tarjetas Arduino, los microcontroladores PIC deben ser 
depurados y programados con un mínimo de hardware adicional al componente ya 
adquirido. Esto significa que existe un circuito adicional por medio del cual es posible 
transferir la lógica de programación al chip con memoria flash. Este circuito adicional 
es comercializado por Microchip Technology bajo el nombre de Pickit y no solo 
programa microcontroladores, también es posible programar memorias EEPROM. 
El programador escogido fue el Pickit 3 (ver Figura 48), que es una variación de su 
versión anterior: Pickit 2. Este programador es conectado directamente a un puerto 
USB del computador y después al microcontrolador listo para programar, puesto 
que no se requiere de enchufes o adaptadores adicionales. El software para el 
programador fue descargado de la página oficial del fabricante. 
 
Figura 48. Programador y depurador de circuitos Pickit 3. 
Fuente: Fotografía extraída de la página de www.microchip.com. 
9.5.5. LCD gráfica 
Se decide añadir una LCD gráfica para visualizar las lecturas instantáneas tomadas 
en sitio por los sensores que se encuentran dentro del convertidor Buck. Así que se 
escogió la pantalla LCD gráfica del Nokia 5110 por su diseño compacto y por su 
buena resolución; además, porque trabaja con una tensión de alimentación de 3V a 
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5V, que es lo que proporciona el PIC. En la Figura 49 se puede observar que la 
pantalla se encuentra anclada a una PCB y que es mucho más pequeña que la 
clásica pantalla gráfica de 128x64. 
 
Figura 49. LCD gráfica Nokia 5110. 
Fuente: Fotografía tomada del sitio web www.patagoniatec.com. 
9.5.6. Módulo de comunicación serie 
La necesidad de recopilar la información adquirida en campo, procesarla y 
posteriormente analizarla en un equipo de cómputo sugiere que al neurocontrolador 
se le debía añadir un sistema de almacenamiento externo. Surgió entonces la idea 
de agregarle al proyecto un módulo de comunicación serie para transmitir los datos 
desde el PIC y almacenarlos en un archivo de texto. 
En su gran mayoría, las diversas familias de microcontroladores PIC incluyen por lo 
menos un puerto de comunicación serie: el módulo USART, un hardware interno 
que adapta los niveles de tensión de salida admisibles por estos dispositivos cuando 
son conectados entre sí. Pero como la idea es comunicar el microcontrolador con 
un PC, se utilizó como puente un adaptador externo que convierte los niveles de 
tensión del PIC a los niveles de tensión que necesita el PC. 
El módulo USART permite intercambiar datos con el ordenador al implementar la 
norma RS232 como protocolo de comunicación. Por lo tanto, el adaptador escogido 
para tal fin no solo debía cumplir con esta especificación, sino que también debía 
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encajar con las características de los computadores actuales. Por consiguiente, se 
descarta el socket de comunicación serie del tipo DB9 (ver Figura 50), ya que los 
recientes computadores portátiles no poseen esta conexión. Se tiene en cuenta solo 
este tipo de ordenadores puesto que son los ideales para llevar al sitio en donde se 
encuentre la instalación FV. 
 
Figura 50. Conector DB9 hembra. 
Fuente: Fotografía tomada de la página web www.cetronic.es. 
Aunque en la actualidad se puede disponer de adaptadores de conexión serie tipo 
DB9 a USB, se determina que un pequeño módulo que convierte una conexión USB 
2.0 a TTL serie es el componente que encaja perfectamente en los pines del 
microcontrolador, puesto que reduce los costos y el tamaño del proyecto. En la 
Figura 51 se puede observar el módulo adquirido para la comunicación serie. 
 
Figura 51. Módulo de comunicación serie conversor CH340G USB a TTL. 
Fuente: Fotografía tomada de www.probotronix.com. 
9.5.7. Almacenamiento de energía eléctrica 
La energía eléctrica recolectada por el módulo FV fue almacenada en una batería 
Netion recargable. Esta batería posee una capacidad de 9AH y una tensión nominal 
de 12VDC. 
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9.6. Implementación del Neurocontrolador RTRL 
9.6.1. Desarrollo del firmware 
El código de instrucciones que describe el diseño de la red neuronal ADALINE con 
el algoritmo de entrenamiento RTRL se encuentra desarrollado en lenguaje C para 
sistemas basados en microcontroladores PIC. La interfaz gráfica del software 
gratuito MPLAB X IDE desarrollado por Microchip proporcionó un entorno modular 
con las herramientas necesarias para compilar, depurar y grabar el circuito 
integrado directamente con el programador. Por ende, el firmware de este proyecto 
se encuentra desarrollado en el compilador MPLAB XC8, que pudo ser integrado a 
la interfaz MPLAB X IDE, el cual soporta todos los dispositivos MCUs PIC de 8 bits. 
Es posible obtener este compilador en descargas libres y sin restricción de uso 
directamente de la página web de Microchip. 
No fue necesario utilizar el toolbox de redes neuronales artificiales de MATLAB para 
realizar el algoritmo de entrenamiento de la red, puesto que este fue desarrollado 
matemáticamente, como se expuso en el apartado 9.4.6, lo cual, facilitó el trabajo 
de implementar una red neuronal con el algoritmo de entrenamiento en un 
microcontrolador PIC de 8bits. 
 
Figura 52. Dashboard del programa RTRL desarrollado en el IDE de MPLAB X 
para el PIC16F886. 
Fuente: Elaboración propia. 
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La Figura 52 muestra el porcentaje de memoria de datos y de memoria de programa 
que ocupó la implementación de la red neuronal ADALINE y el algoritmo de 
entrenamiento RTRL en el microcontrolador PIC16F886. Se debe tener en cuenta 
que dentro de ese porcentaje de memoria se encuentra la configuración de todos 
los periféricos requeridos para poder efectuar los cálculos matemáticos que necesita 
el controlador para funcionar correctamente. La Figura 53 muestra el porcentaje de 
memoria utilizada en el microcontrolador PIC18F2550. Es obvio que este ocupa 
menos porcentaje de memoria porque supera todas las capacidades del 
PIC16F886; pero, esto lo que realmente indica es la posibilidad de añadir más 
elementos al sistema de control, como, por ejemplo: una pantalla LCD gráfica, un 
sistema de almacenamiento, entre muchos otros. 
 
Figura 53. Dashboard del algoritmo RTRL desarrollado en el IDE de MPLAB X 
para el PIC18F2550. 
Fuente: Elaboración propia. 
Finalmente, al añadir una pantalla LCD gráfica y una comunicación externa por 
puerto serie al firmware del Neurocontrolador RTRL desarrollado para el 
microcontrolador PIC18F2550, consume menos memoria de lo esperado (ver Figura 
54). Pero, aun así, el microcontrolador PIC16F886 quedaría con 0% de memoria 
para gestionar, es decir, sin espacio de memoria y sería necesario añadir una 
memoria EEPROM externa. 
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Figura 54. Dashboard del algoritmo RTRL más pantalla LCD gráfica y 
comunicación serie desarrollado en el IDE de MPLAB X para el PIC18F2550. 
Fuente: Elaboración propia. 
9.6.2. Desarrollo del hardware 
En la etapa de desarrollo del software se logró determinar que el microcontrolador 
PIC18F2550 es el componente que satisface todos los requerimientos del proyecto 
y que soporta los periféricos que fueron añadidos después. De modo que, para el 
desarrollo del hardware, se debía tener en cuenta que las conexiones mínimas 
necesarias para que el controlador neuronal RTRL funcione consistían en la 
utilización de cuatro entradas A/D y una salida digital PWM, ya que el convertidor 
Buck también brinda la posibilidad de medir el voltaje y la corriente que se le 
proporciona a la carga. 
El PIC finalmente escogido dispone de un total de 28 pines de conexión, 10 de los 
cuales pueden ser utilizados como entradas A/D. Físicamente, el módulo de 
conversión analógica a digital (A/D o ADC) consta de un circuito electrónico interno 
que permite convertir señales continuas en números digitales discretos con una 
resolución de 10bits. Sin embargo, el controlador neuronal RTRL solo utiliza cuatro 
de las 10 entradas ADC. Estas cuatro entradas corresponden a los pines AN0, AN1, 
AN2 y AN3 y representan las entradas del sistema. 
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La salida PWM se obtiene del pin 13 del microcontrolador. Por lo general, en los 
dispositivos con 28 pines, el pin 13 es nombrado RC2/P1A/CCP1. El CCP1 es 
implementado como un módulo CCP estándar compatible con el PWM mejorado, y 
es un circuito interno que proporciona una salida digital que genera pulsos de 
anchura variable. 
9.6.2.1. Visualización 
Las lecturas de voltaje y corriente del panel y de la carga, extraídas de los sensores 
que posee el convertidor DC-DC, fueron visualizadas en la LCD gráfica de Nokia, la 
cual permite mostrar números y letras a una resolución óptima. La comunicación 
entre el PIC y la pantalla es del tipo SPI, ya que la pantalla posee un controlador 
PCD8544 por medio del cual se establece la comunicación a través de la interfaz 
de bus serie. 
Las conexiones físicas de la pantalla al microcontrolador se hicieron con muy pocos 
hilos y un solo componente externo: una resistencia, que sirvió para activar los LED 
de retroiluminación. La pantalla utilizó el puerto de comunicación SPI del PIC: el 
módulo MSSP, un módulo interno y muy fácil de implementar. 
9.6.2.2. Comunicación serie 
En esta etapa de desarrollo, la adaptación de un módulo de comunicación serie 
permitió conectar el sistema FV a una computadora portátil para poder almacenar 
toda la información adquirida en campo. La transmisión de dichos datos fue posible 
gracias a la configuración del módulo USART del microcontrolador PIC. USART, 
que por sus siglas en inglés traduce Transmisión Recepción serie Asíncrona 
Síncrona Universal, es una interfaz de comunicación interna que según sea 
configurada permite la transmisión y recepción de datos de 8bits o 9bits, pero bit a 
bit por medio de dos hilos conocidos como TX y RX. Los puertos USB del equipo de 
cómputo utilizan la norma RS-232 para establecer la comunicación con la interfaz 
USART del microcontrolador. Los pines destinados para esta labor se encuentran 
en el puerto C del microcontrolador escogido y están etiquetados como RC6/TX/CK 
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para la transmisión de datos y RC7/RX/DT para la recepción de datos. Estos pines 
son conectados al módulo serie de la siguiente manera: pin TX del PIC con la patilla 
RX del módulo y el pin RX del PIC con la patilla TX del módulo. El pin GND (tierra) 
de ambos dispositivos debe hacerse común. 
9.6.2.3. Diseño electrónico 
Una de las actividades claves dentro del desarrollo físico del proyecto fue la 
realización del diseño electrónico del controlador neuronal artificial dinámico con los 
componentes eléctricos y electrónicos anteriormente definidos y testeados. El 
manejo especializado de herramientas CAD/CAE, junto con la hoja de datos de cada 
fabricante, suministraron la información técnica necesaria con la cual se lograron 
determinar las diferentes E/S del microcontrolador y sus diversas conexiones 
externas antes de implementar el circuito impreso. Además, estas herramientas de 
diseño electrónico simularon el comportamiento de los componentes involucrados 
en el circuito y brindaron una previsualización de la posible organización de cada 
uno de estos componentes dentro de la PCB. 
La Figura 55 muestra el plano eléctrico del neurocontrolador, con los componentes 
que se encuentran disponibles en el software de diseño y simulación Proteus en su 
versión 8. En esta figura podemos observar las diferentes conexiones que existen 
entre el microcontrolador PIC18F2550 y los demás componentes escogidos. El 
temporizador realmente no fue conectado al pin RC2 del PIC, solo fue una 
herramienta de medida simulada que ayudó en la verificación de la frecuencia 
generada por la salida PWM. La herramienta de Virtual Terminal modeló el 
comportamiento de la transmisión y recepción de datos a través del puerto serie y 
sirvió para tener en cuenta la ubicación y conexión del módulo de comunicación 
serie, ya que Proteus no posee este componente. 
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Figura 55. Diagrama de conexiones eléctricas del neurocontrolador RTRL. 
Fuente: Elaboración propia. 
9.6.3. Desarrollo del software 
La importancia de almacenar externamente la información obtenida por el hardware 
del neurocontrolador y transmitirla a un ordenador para que posteriormente sea 
analizada abrió la posibilidad de añadirle al proyecto el diseño de una interfaz gráfica 
de usuario sencilla e intuitiva, donde visualizar gráficamente las señales eléctricas 
de potencia del módulo FV y la señal de potencia de salida del neurocontrolador. 
Esta interfaz fue desarrollada en el entorno integrado de Processing, el cual es un 
software de programación gráfica y de diseño digital basado en Java, pero de código 
abierto y de fácil utilización. También es posible que el usuario, si lo desea, guarde 
la información que se encuentra graficando en un archivo de texto para que, de esta 
manera, pueda monitorear o tener un registro del comportamiento del controlador 
neuronal a lo largo del tiempo. 
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10. RESULTADOS Y DISCUSIÓN 
10.1. Simulación del Convertidor DC-DC Tipo Buck 
En este documento ya existe una sección denominada Modelado y Simulación del 
Convertidor DC-DC, que se encuentra en la página 57; en donde, además de 
describir el desarrollo del modelado matemático del circuito y el diseño del 
subsistema Buck Converter, se muestra de forma gráfica la señal de entrada con su 
respectiva señal de salida, simuladas con un valor de voltaje de entrada 𝑉𝑠 constante 
y un porcentaje de ciclo útil fijo en 90%. Pero, se considera que una sola simulación 
bajo parámetros fijos de entrada no determina el correcto funcionamiento del 
convertidor. Por consiguiente, se realizaron otras pruebas con diferentes 
parámetros de entrada y la respuesta obtenida a la salida del sistema se puede 
observar en la Figura 56. 
 
Figura 56. Entrada constante para un tiempo de simulación de 0.01 segundos. 
Fuente: Elaboración propia. 
La salida del convertidor DC-DC cuando se utiliza un ciclo de trabajo del 0.5 y un 
voltaje de entrada constante solo presenta una ligera variación al tratar de alcanzar 
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la señal objetivo, pero conforme pasa el tiempo mantiene el valor máximo, tal y como 
se aprecia en la Figura 57 y en la Figura 58. 
 
Figura 57. Voltaje de entrada constante para un tiempo de simulación igual a 25 
segundos. Salida del convertidor DC-DC cuando se utiliza un ciclo de trabajo del 
0.5. 
Fuente: Elaboración propia. 
 
Figura 58. Corriente de salida del convertidor DC-DC cuando se utiliza un ciclo 
útil del 0.5. 
Fuente: Elaboración propia. 
 105 
Para simular el comportamiento de una señal variable, se dispone del bloque Signal 
Builder de Simulink, con el cual se construyó una señal que simula la variación en 
el porcentaje de ciclo útil que ingresa al convertidor, como se muestra en la Figura 
59. La Figura 60 corresponde a la respuesta de salida del convertidor en términos 
de voltaje. La Figura 61 es la señal de corriente resultante. 
 
Figura 59. Variación de la señal de ciclo útil para un tiempo de simulación igual a 
25 segundos. 
Fuente: Elaboración propia. 
 106 
 
Figura 60. Resultados obtenidos de la simulación en la que se varía el porcentaje 
de ciclo útil durante un tiempo igual a 25 segundos. 
Fuente: Elaboración propia. 
 
Figura 61. Señal de corriente de salida obtenida de la simulación en la que se 
varía el porcentaje de ciclo útil durante 25 segundos. 
Fuente: Elaboración propia. 
 107 
También se realizaron simulaciones del convertidor Buck conectado al subsistema 
que contiene el modelado del módulo FV. El porcentaje de ciclo útil que ingresa al 
convertidor fue fijado en un valor de 0.9 para diferentes valores de irradiación y 
temperatura. 
 
Figura 62. Señal de voltaje resultante de la simulación para condiciones estándar 
de irradiación y temperatura del módulo FV. 
Fuente: Elaboración propia. 
En la Figura 62 y en la Figura 63 se pueden apreciar los resultados de las 
simulaciones tanto para voltaje como para corriente del módulo FV y del convertidor 
DC-DC a condiciones estándar de irradiación 1000 𝑊 𝑚2⁄  y temperatura de 25 °C. 
 
Figura 63. Corriente de salida del módulo FV y corriente de salida del convertidor 
DC-DC para condiciones estándar de irradiación y temperatura del módulo FV. 
Fuente: Elaboración propia. 
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En la Figura 64 se muestran los valores de voltaje de salida del convertidor DC-DC, 
como resultado final de la simulación para diversos valores de irradiación, pero 
manteniendo constante el valor de temperatura (25°C) y el porcentaje de ciclo útil 
(0.9). 
 
Figura 64. Salida del convertidor DC-DC cuando el módulo FV es expuesto a 
diferentes valores de irradiación. 
Fuente: Elaboración propia. 
10.2. Controlador P&O 
10.2.1. Simulación del método de control P&O 
Dentro del subsistema PyO Algorithm se encuentra desarrollado todo el modelado 
matemático del algoritmo de control P&O para el MPPT. Dicho subsistema fue 
interconectado a otros bloques, tal y como se muestra en la Figura 65. El subsistema 
PV Module corresponde al modelado matemático del módulo FV que durante las 
simulaciones fue expuesto a diversos cambios en sus parámetros de entrada para 
observar la respuesta de salida del controlador. 
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Figura 65. Diagrama de bloques en Simulink del sistema FV con controlador P&O. 
Fuente: Elaboración propia. 
Para condiciones estándar de irradiación de 1000 𝑊 𝑚2⁄  y temperatura de 25 °C, 
se obtiene como resultado las señales que aparecen en la Figura 66. Se decide 
entonces aumentar el tiempo de simulación para observar si las oscilaciones que 
presenta el controlador P&O disminuyen. 
 
Figura 66. Resultados de la simulación para condiciones estándar de irradiación 
y temperatura. 
Fuente: Elaboración propia. 
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En la Figura 67 se puede observar que, al aumentar el tiempo de simulación para 
condiciones estándar de irradiación y temperatura, las oscilaciones continúan 
apareciendo, lo cual, indica que al controlador P&O le toma un poco más de tiempo 
llegar al MPP y le cuesta trabajo mantenerse en ese punto. 
 
Figura 67. Resultados de la simulación para condiciones estándar de irradiación 
y temperatura para un tiempo igual a 1 segundo. 
Fuente: Elaboración propia. 
La Figura 68 muestra los resultados obtenidos cuando se cambia la irradiación a 
600 𝑊 𝑚2⁄  y la temperatura a 5 °C. El controlador sigue las perturbaciones del 
sistema, pero no alcanza a mantener el valor de potencia máxima. 
 
Figura 68. Resultados de la simulación del controlador P&O cuando se le 
disminuye la irradiación a 600 𝑊 𝑚2⁄  y la temperatura a 5 °C. 
Fuente: Elaboración propia. 
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Luego se cambia manualmente el valor de temperatura de 5 °C a 25 °C y se 
mantiene constante el valor de irradiación. El resultado de esta simulación se puede 
observar en la Figura 69. 
 
Figura 69. Resultados de simulación para condiciones de irradiación en 600 
𝑊 𝑚2⁄  y temperatura de 25 °C. 
Fuente: Elaboración propia. 
Para no estar variando la señal de entrada del módulo FV, dentro del bloque Signal 
Builder de Simulink, se reconstruyó una señal para representar la variación de 
irradiación (ver Figura 70). La temperatura se mantuvo constante en 25 °C. 
 
Figura 70. Señal de irradiación variable. 
Fuente: Elaboración propia. 
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El controlador P&O responde bien a los cambios de irradiación que se presentan en 
el módulo FV, y a medida que la irradiación aumenta, aumenta la potencia de salida. 
Lo interesante radica en la disminución del rizado de la señal del convertidor DC-
DC. La Figura 71 muestra los resultados obtenidos. 
 
Figura 71. Resultados obtenidos de la simulación para valores de irradiación 
variable. 
Fuente: Elaboración propia. 
10.3. Controlador Neuronal Artificial Dinámico para el MPPT 
10.3.1. Simulación de la red neuronal ADALINE (arquitectura FIR) y el 
algoritmo LMS 
La Figura 72 muestra el diagrama de bloques desarrollado en MATLAB/Simulink 
que describe las conexiones del controlador neuronal dinámico con los subsistemas 
PV Module y Buck Converter para observar el comportamiento de las señales de 
salida y posteriormente compararlas con los otros métodos de control. 
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Figura 72. Diagrama de bloques en Simulink del neurocontrolador con 
entrenamiento LMS. 
Fuente: Elaboración propia. 
Las simulaciones de la red ADALINE y el algoritmo LMS se realizaron para valores 
constantes de irradiación y temperatura. La Figura 73 y la Figura 74 muestran los 
resultados obtenidos para condiciones estándar de irradiación de 1000 𝑊 𝑚2⁄  y 
temperatura de 25 °C. 
 
Figura 73. Simulación del algoritmo LMS bajo condiciones de irradiación y 
temperatura estándar. 
Fuente: Elaboración propia. 
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Figura 74. Simulación del algoritmo LMS y el módulo FV a condiciones de 
irradiación y temperatura estándar durante un tiempo igual a 1 segundo. 
Fuente: Elaboración propia. 
La Figura 75 y la Figura 76 son los resultados obtenidos para otros valores de 
irradiación y temperatura constante. 
 
Figura 75. Simulación para condiciones de irradiación constante de 1000 𝑊 𝑚2⁄  
y temperatura de 45 °C. 
Fuente: Elaboración propia. 
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Figura 76. Simulación para condiciones de irradiación constante de 800 𝑊 𝑚2⁄  y 
temperatura de 25 °C. 
Fuente: Elaboración propia. 
Aplicando la misma señal para el caso de irradiación variable y manteniendo la 
temperatura constante en 25 °C, la Figura 77 muestra los siguientes resultados: 
 
Figura 77. Resultados de la simulación para irradiación variable y temperatura 
constante. 
Fuente: Elaboración propia. 
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Gráficamente la variación en la temperatura es representada por la señal de la 
Figura 78, la cual se construyó en un bloque de Signal Builder tomado de la librería 
Sources de Simulink. 
 
Figura 78. Señal que representa la variación en la temperatura. 
Fuente: Elaboración propia. 
La Figura 79 muestra los resultados obtenidos para irradiación constante (1000 
𝑊 𝑚2⁄ ) y temperatura variable. 
 
Figura 79. Simulación para valores de temperatura variable e irradiación 
constante. 
Fuente: Elaboración propia. 
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De las simulaciones podemos notar que la red responde bien cuando se presentan 
cambios crecientes en la irradiación incidente del módulo FV, pero cuando este 
cambio de irradiación es decreciente, la red responde con algunas oscilaciones, 
aunque, trata de mantener el punto de máxima potencia. En cuanto a la simulación 
de temperatura variable, se considera que no es claro el comportamiento de la red, 
ya que detecta la entrada máxima de irradiación, trata de posicionar el MPP, pero, 
cuando se presenta un cambio abrupto, pierde la potencia objetivo y posteriormente 
trata de buscarlo de nuevo. En todo ese transcurso de tiempo el sistema permanece 
oscilando. Algo muy similar a lo que se presenta en el algoritmo P&O. 
10.3.2. Simulación de la red neuronal ADALINE (arquitectura FIR) y el 
algoritmo LMS Iterativo 
Una vez finalizada la etapa de diseño del controlador MPPT con el algoritmo LMS 
Iterativo, se procedió a interconectar los demás subsistemas como se muestra en 
la Figura 80 para realizar su respectiva simulación. 
 
Figura 80. Diagrama de bloques del sistema FV con el controlador LMS Iterativo. 
Fuente: Elaboración propia. 
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La Figura 81 y la Figura 82 muestran los resultados obtenidos bajo condiciones 
estándar de irradiación y temperatura y con diferentes tiempos de simulación. En 
las dos gráficas fue posible observar la respuesta del controlador LMS ante dicho 
evento y su comportamiento a lo largo del tiempo. 
 
Figura 81. Simulación para condiciones estándar de irradiación y temperatura. 
Fuente: Elaboración propia. 
 
Figura 82. Resultado para condiciones de irradiación y temperatura estándar por 
un tiempo de simulación de 1 segundo. 
Fuente: Elaboración propia. 
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Figura 83. Resultados de la simulación para una irradiación constante de 400 
𝑊 𝑚2⁄  y temperatura constante de 25 °C. 
Fuente: Elaboración propia. 
En la Figura 83 se observa que el diseño de este algoritmo de entrenamiento y su 
posterior simulación arrojaron buenos resultados tanto para irradiación y 
temperatura constante como para condiciones estándar. Por ende, el controlador 
neuronal iterativo también fue expuesto a condiciones de temperatura variable como 
la señal diseñada en el Signal Builder de la Figura 78 que se encuentra en la página 
116. 
 
Figura 84. Simulación del controlador LMS Iterativo para condiciones de 
temperatura variable e irradiación constante. 
Fuente: Elaboración propia. 
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La Figura 84 muestra que el algoritmo LMS Iterativo responde mejor a cambios 
bruscos de temperatura que el LMS matricial. También es posible notar que trata de 
seguir estas variaciones, pero cada vez que la temperatura aumenta pierde el 
objetivo y empieza a descender. No decae de una manera tan pronunciada como lo 
hizo el LMS matricial, pero este comportamiento también representa que existen 
pérdidas de potencia en el conversor DC-DC y que se genera un margen de error 
alto en el entrenamiento de los datos. 
10.3.3. Simulación de la red neuronal ADALINE (arquitectura FIR) y el 
algoritmo RTRL 
El bloque de control RTRL diseñado en Simulink también fue interconectado con los 
subsistemas de PV Module y Buck Converter como se muestra en la Figura 85. 
 
Figura 85. Diagrama de bloques diseñado en Simulink del neurocontrolador con 
entrenamiento RTRL. 
Fuente: Elaboración propia. 
Las simulaciones de la red neuronal ADALINE entrenada con el algoritmo RTRL 
para valores constantes de irradiación y temperatura se presentan en las Figura 86, 
87 y 88. 
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Figura 86. Simulación del sistema de control neuronal para valores de irradiación 
y temperatura estándar. 
Fuente: Elaboración propia. 
 
Figura 87. Simulación para valores constantes de irradiación de 600 𝑊 𝑚2⁄  y 
temperatura 25 °C. 
Fuente: Elaboración propia. 
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Figura 88. Señales resultantes de la simulación para valores de irradiación 
constante de 1000 𝑊 𝑚2⁄  y temperatura de 45 °C. 
Fuente: Elaboración propia. 
Para simular la variación de irradiación incidente se utilizó el bloque de Signal 
Builder de la Figura 70, y se mantuvo constante el valor de temperatura en 25 °C. 
El resultado de la simulación aparece en la Figura 89. 
 
Figura 89. Resultados de la simulación del algoritmo RTRL para irradiación 
variable y temperatura constante. 
Fuente: Elaboración propia. 
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La red neuronal dinámica entrenada con el algoritmo RTRL presenta una mejor 
respuesta ante los cambios de irradiación y temperatura que la entrenada con el 
algoritmo LMS. La Figura 78, que representa la señal de variación de temperatura, 
también es tomada para realizar las respectivas simulaciones de irradiación 
constante - temperatura variable y observar el comportamiento de este controlador 
y su respuesta. 
 
Figura 90. Resultados de la simulación para irradiación constante y temperatura 
variable. 
Fuente: Elaboración propia. 
La simulación de la variación de temperatura que obedece a la señal de la Figura 
90 demuestra que no se hizo una mala elección en el algoritmo de entrenamiento. 
10.4. Análisis Comparativo de los Resultados de Simulación 
Como se obtuvieron buenos resultados en las diversas simulaciones realizadas con 
el neurocontrolador RTRL se decide comparar el método de control inteligente aquí 
desarrollado con dos métodos de control: el algoritmo tradicional P&O diseñado en 
Simulink y el método de control difuso desarrollado por los semilleristas del grupo 
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de investigación MAGMA Ingeniería de la Universidad del Magdalena (ya que la 
investigación que aquí se consigna surgió como una profundización en el tema de 
control inteligente con redes neuronales artificiales). 
10.4.1. Neurocontrolador RTRL vs. algoritmo tradicional P&O 
Se compararon los resultados obtenidos en las simulaciones del algoritmo P&O y 
del neurocontrolador entrenado con el algoritmo RTRL. Se excluyen los métodos de 
control diseñados con el algoritmo de entrenamiento LMS puesto que no presentan 
tan buenos resultados como los obtenidos con el RTRL. Las primeras simulaciones 
comparativas se realizaron para valores constantes de irradiación y temperatura. 
Los resultados se pueden ver en la Figura 91 para valores estándar y en la Figura 
92 para otros parámetros de entrada. 
 
Figura 91. Señales de salida resultantes para valores estándar de irradiación y 
temperatura. 
Fuente: Elaboración propia. 
 125 
 
Figura 92. Resultados obtenidos de la simulación para valores de irradiación de 
200 𝑊 𝑚2⁄  y una temperatura constante de 25 °C. 
Fuente: Elaboración propia. 
La Figura 93 es la representación gráfica de los valores de irradiación variable. Esta 
señal posee numerosos cambios durante un tiempo igual a 25 segundos de 
simulación y mantiene constante el valor de la señal de temperatura en 25 °C. La 
Figura 94 muestra los resultados obtenidos en dicha simulación. 
 
Figura 93. Diseño de la señal que representa la variabilidad de la irradiación. 
Fuente: Elaboración propia. 
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Figura 94. Resultado de la simulación para temperatura constante en 25 °C e 
irradiación variable. 
Fuente: Elaboración propia. 
Se conecta entonces la señal diseñada para representar la variación de temperatura 
(ver Figura 96) y se realiza su respectiva simulación. Esta vez no se mantuvo 
constante la señal de irradiación (ver Figura 95). 
 
Figura 95. Señal que representa la variación en la irradiación incidente. 
Fuente: Elaboración propia. 
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Figura 96. Señal que representa la variación de la temperatura. 
Fuente: Elaboración propia. 
La Figura 97 demuestra que en general el controlador RTRL funciona de manera 
adecuada y se adapta a los cambios que se presenten en las señales de entrada. 
Lo que no ocurre con el controlador P&O, ya que este último no responde de manera 
adecuada cuando detecta cambios bruscos en la irradiación incidente (aunque sí 
responde a los cambios que se presenten en la temperatura). 
 
Figura 97. Resultados de la simulación para condiciones de irradiación variable y 
temperatura variable. 
Fuente: Elaboración propia. 
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Para simular las condiciones de sombreado parcial que se presentan en el módulo 
FV, se realizó una reconstrucción de varias señales con diferentes valores de 
irradiación para que imite este comportamiento. La señal resultante es la que se 
muestra en la Figura 98. 
 
Figura 98. Construcción de la señal que representa las condiciones de 
sombreado parcial. 
Fuente: Elaboración propia. 
En la Figura 99 se observan los resultados obtenidos de la simulación para 
condiciones de sombreado parcial. En esta ocasión, el controlador P&O sí detecta 
los cambios en la irradiación incidente, ya que no son cambios tan repentinos. 
 
Figura 99. Simulación para condiciones de sombreado parcial. 
Fuente: Elaboración propia. 
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10.4.2. Neurocontrolador RTRL vs. controlador difuso 
El controlador difuso utilizado para realizar las siguientes simulaciones 
comparativas corresponde al desarrollado por los estudiantes Roberto Liñán y 
Adolfo Gámez en su proyecto de grado titulado: “Diseño e implementación de un 
controlador difuso con Arduino para maximizar la potencia entregada por un módulo 
fotovoltaico a una carga”, el cual documenta la construcción de un controlador 
inteligente basado en lógica difusa que, a diferencia de los controladores 
convencionales, no requiere de un modelo matemático. Su funcionamiento se basa 
en el conocimiento previo y en la descripción lingüística del sistema que se quiere 
controlar, mediante un conjunto de reglas que permiten una interpretación adecuada 
de los datos de salida con respecto a los de entrada [30]. 
El modelado del módulo FV que se interconecta con el controlador difuso posee las 
mismas características eléctricas que el utilizado en las simulaciones anteriores, ya 
que corresponde al panel solar que pertenece al grupo de investigación. 
El modelado del convertidor DC-DC interconectado al controlador difuso es un 
convertidor tipo Buck-Boost, y no uno tipo Buck como el usado en esta investigación. 
Aunque los dos convertidores poseen diferencias en el modelado matemático, solo 
se tuvo en cuenta que tanto el neurocontrolador RTRL como el controlador difuso 
fueron expuestos a las mismas condiciones de irradiación y temperatura variables, 
para comparar su comportamiento y determinar cuál posee una mejor respuesta, 
aprovechando que fueron diseñados con el mismo propósito de disminuir las 
oscilaciones alrededor del MPP. 
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Figura 100. Simulación comparativa para valores estándar de irradiación y 
temperatura. 
Fuente: Elaboración propia. 
En estas nuevas simulaciones comparativas notamos que el controlador difuso 
mostró buenos resultados cuando fue expuesto a valores estándar de irradiación y 
temperatura, tal y como se evidencia en la Figura 100 y en la Figura 101. Para un 
tiempo de simulación igual a 𝑡 = 30 segundos, el controlador difuso demoró 
aproximadamente 7 horas para arrojar las señales resultantes de la simulación; 
mientras que el RTRL, para el mismo tiempo de simulación, demoró solo 8 minutos. 
 
Figura 101. Tiempo de respuesta de las simulaciones comparativas para valores 
de irradiación y temperatura estándar. 
Fuente: Elaboración propia. 
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Los tiempos de respuesta de los dos controladores son buenos comparado con el 
método de control P&O. Por otro lado, el controlador entrenado con el algoritmo 
RTRL se destaca por poseer pocas oscilaciones y por estabilizarse más rápido que 
el controlador difuso. 
 
Figura 102. Resultado de las simulaciones comparativas para irradiación variable 
y temperatura constante. 
Fuente: Ilustración propia. 
En la Figura 102 se pueden observar los resultados de la simulación para irradiación 
variable y temperatura constante de 25 °C. Se puede notar que el controlador difuso 
siguió el MPP; pero, al encontrar la perturbación que se generó entre 𝑡 = 9𝑠𝑒𝑔 y 𝑡 =
12𝑠𝑒𝑔 perdió el valor objetivo y no respondió sino hasta la siguiente perturbación. 
La señal de irradiación variable corresponde a la señal de la Figura 93 y es la misma 
utilizada en las anteriores simulaciones en donde el RTRL demostró manejar muy 
bien la situación y corregir las perturbaciones del algoritmo P&O. 
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Figura 103. Bloque de Signal Builder para temperatura variable. 
Fuente: Bloque tomado de la interfaz gráfica del proyecto controlador difuso con 
Arduino. 
La Figura 104 corresponde a los resultados comparativos de las simulaciones 
realizadas con las señales de la Figura 103. De estas simulaciones se puede 
observar que el controlador difuso mantiene el MPP en todo momento y que el 
controlador RTRL sigue la señal de potencia del módulo FV, pero no precisamente 
mantiene la potencia captada por este. Este comportamiento resulta ser de gran 
interés puesto que el RTRL mantiene la misma potencia del módulo FV solo si la 
temperatura es menor a 25 °C. 
 
Figura 104. Resultados de la simulación para cuando la irradiación es constante 
y la temperatura decrece. 
Fuente: Elaboración propia. 
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Se procedió entonces a realizar una simulación con cambios muy variados en las 
condiciones de temperatura y manteniendo constante la señal de irradiación en 
1000 𝑊 𝑚2⁄  para observar cómo responde a estas señales. 
La señal de temperatura variable conectada al sistema para realizar la siguiente 
simulación corresponde a la Figura 96. 
 
Figura 105. Simulación para valores de irradiación constante y temperatura 
variable. 
Fuente: Elaboración propia. 
En la Figura 105 se presenta la simulación comparativa de los resultados finales 
para temperatura variable y se observa que los dos controladores mantienen el MPP 
y siguen muy bien las variaciones a pesar de que posea cambios muy rápidos. 
En general y a nivel de simulación se puede decir que los dos controladores 
responden muy bien a los cambios que se lleguen a presentar en las condiciones 
climáticas a las que esté expuesto el módulo FV. 
10.4.1. Neurocontrolador RTRL vs. neurocontrolador tipo NARX 
En el trabajo de investigación de Sevilla [20] se encuentra documentado el 
desarrollo de un controlador neuronal de modelo inverso, el cual consta de una red 
autorregresiva no lineal de entradas exógenas (NARX) para seguir el punto de 
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máxima potencia de un módulo FV. Una red neuronal tipo NARX es una red 
dinámica que posee una retroalimentación en la salida y retardos de tiempo en la 
entrada [16]. Esta red utiliza el algoritmo de entrenamiento denominado 
Backpropagation con optimización “levenberg marquardt” y fue diseñada con la 
ayuda del Neural Network Toolbox de MATLAB. 
La red neuronal dinámica tipo NARX diseñada por Sevilla en su proyecto de 
investigación, posee las mismas entradas de voltaje y corriente y la misma salida 
de ciclo útil que el neurocontrolador RTRL. La gran diferencia que existe entre estos 
dos controladores es que la red neuronal dinámica con algoritmo de entrenamiento 
RTRL solo posee una neurona con función de activación Pureline; en cambio, la red 
neuronal dinámica tipo NARX posee en su capa oculta 10 neuronas con función de 
transferencia Tansig (Tangente sigmoide) y una neurona en su capa de salida con 
función de transferencia Pureline para la salida del ciclo útil. 
Debido a que ambos controladores poseen redes neuronales dinámicas con 
algoritmos de entrenamiento diferentes, fueron realizadas diversas simulaciones 
comparativas para observar el comportamiento de cada uno de estos dos métodos 
de control neuronal. 
 
Figura 106. Potencia de salida del módulo FV con la red neuronal tipo NARX para 
una irradiación de 100 𝑊 𝑚2⁄  a 1000 𝑊 𝑚2⁄ , 50 °C. 
Fuente: [20]. 
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Figura 107. Potencia de salida del neurocontrolador RTRL para una irradiación 
variable de 100 𝑊 𝑚2⁄  a 1000 𝑊 𝑚2⁄ , 50 °C. 
Fuente: Elaboración propia. 
La Figura 106 muestra los resultados obtenidos en la simulación comparativa del 
controlador tipo NARX y el algoritmo P&O y la Figura 107 muestra la potencia de 
salida del controlador RTRL. De dichas figuras se puede observar que ambos 
controladores mantienen constante la potencia de salida en 60 W, poseen menos 
oscilaciones y responden más rápido que el algoritmo P&O. También es posible 
determinar que el tiempo de estabilización del controlador tipo NARX es de 
0,0325seg y el del controlador RTRL es de 0,005295seg. 
 
Figura 108. Irradiación variable. 
Fuente: [20]. 
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La señal de la Figura 108 posee cambios repentinos de irradiación. Esta señal se 
encuentra diseñada de esta manera para poder evaluar las respuestas de los dos 
controladores. La señal de temperatura se mantuvo en un valor constante de 50 °C. 
La Figura 109 corresponde a los resultados obtenidos por Sevilla y la Figura 110 es 
la potencia de salida del neurocontrolador RTRL. 
 
Figura 109. Potencia de salida del módulo FV y de la red tipo NARX bajo 
irradiación variable. 
Fuente: [20]. 
 
Figura 110. Potencia de salida del neurocontrolador RTRL para irradiación 
variable. 
Fuente: Elaboración propia. 
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10.5. Neurocontrolador RTRL 
10.5.1. Señal PWM 
La señal PWM que se obtiene del microcontrolador PIC18F2550 es una señal limpia 
y sin deformaciones (ver Figura 111); Por lo tanto, no se consideró necesario 
diseñar ningún otro circuito adicional para acondicionar esta señal. Por el contrario, 
el convertidor Buck diseñado por Sevilla posee varias etapas de acople y 
acondicionamiento para que la señal digital PWM que va de 0V a 5V no se deforme 
y represente un voltaje de salida del convertidor de 0V a 30V. 
 
Figura 111. Salida PWM del microcontrolador PIC18F2550 visualizada en un 
osciloscopio digital. 
Fuente: Elaboración propia. 
10.5.2. Hardware 
Atendiendo a los requerimientos físicos del sistema FV y a la adaptación del 
convertidor DC-DC, el hardware del neurocontrolador RTRL es el siguiente: 
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Figura 112. Prototipo del controlador neuronal adaptativo. 
Fuente: Elaboración propia. 
Como se puede apreciar en la Figura 112, el hardware del neurocontrolador consta 
de un chip que posee el firmware del proyecto, este chip ha sido integrado a una 
placa rectangular de circuito impreso de 10cm de ancho por 8 cm de alto, hecha de 
cobre en una cara y fibra de vidrio en la cara contraria. También fueron añadidos 
todos los periféricos escogidos para visualizar las señales de entrada y salida y para 
la comunicación serie. El sistema de control cuenta con su respectivo LED indicador 
de conexión eléctrica y su botón de reset que funciona a nivel bajo. Adicionalmente 
posee 3 LED’S indicadores de comunicación serie. En la parte lateral derecha se 
encuentra la conexión para la alimentación eléctrica. 
10.5.3. Evaluación y pruebas 
La Figura 113 muestra la conexión entre el controlador, el convertidor DC-DC y la 
batería. El LED verde D1 indica que el sistema se encuentra encendido y 
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funcionando. Desde la pantalla de Nokia se pueden observar las lecturas de voltaje 
y potencia tanto del panel como de la batería. La Figura 114 muestra la conexión de 
todos los elementos que intervinieron en el sistema de captación de energía solar. 
 
Figura 113. Controlador, convertidor DC-DC y batería del sistema FV. 
Fuente: Elaboración propia. 
 
Figura 114. Conexión de todo el sistema FV. 
Fuente: Elaboración propia. 
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Las pruebas y toma de muestras se realizaron durante 3 días y están divididas en 
5 sesiones. El primer día se realizó la primera sesión y por media hora se tomaron 
2298 muestras, almacenando en un archivo TXT una muestra por segundo. Esta 
primera sesión comenzó a las 3:36 p.m. y finalizó a las 4:06 p.m. con una irradiación 
constante de 620 𝑊 𝑚2⁄  y una temperatura de 28,7 °C. La representación gráfica 
que se observa en la Figura 115 corresponde a los resultados obtenidos en esta 
primera sesión. 
 
Figura 115. Visualización de los datos capturados durante la primera sesión. 
Fuente: Elaboración propia. 
El segundo día se realizó la segunda sesión, la cual posee 4115 muestras que 
fueron tomadas desde las 10:48 a.m. hasta las 11:57 a.m. de forma continua. 
Durante esta prueba, las condiciones meteorológicas no fueron las mejores. La 
máxima irradiación incidente medida con el piranómetro fue de 270 𝑊 𝑚2⁄ . La 
Figura 116 muestra los resultados obtenidos durante dicha sesión. 
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Figura 116. Visualización de los datos capturados durante la segunda sesión. 
Fuente: Elaboración propia. 
Durante el tercer día se realizaron tres sesiones: la primera de ellas corresponde a 
la tercera sesión, que comenzó desde las 9:19 a.m. hasta las 10:10 a.m. y se 
captaron 3144 muestras. La irradiación promedia fue de 800 𝑊 𝑚2⁄  y la temperatura 
de 32 °C. 
 
Figura 117. Visualización de los datos capturados durante la tercera sesión. 
Fuente: Elaboración propia. 
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La Figura 117 muestra los resultados obtenidos en la tercera sesión; la Figura 118, 
los obtenidos en la cuarta sesión. Esta última fue realizada de 10:15 a.m. a 11:16 
a.m., tiempo durante el cual se capturaron 3642 muestras. La Irradiación alcanzada 
durante toda esa hora fue de 1000 𝑊 𝑚2⁄  y la temperatura de 50 °C. 
 
Figura 118. Visualización de los datos capturados durante la cuarta sesión. 
Fuente: Elaboración propia. 
 
Figura 119. Visualización de los datos capturados durante la quinta sesión. 
Fuente: Elaboración propia. 
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La Figura 119 corresponde a los resultados obtenidos durante la última sesión de 
captura de datos. Esta se realizó de 12:16 p.m. a 3:04 p.m. bajo una irradiación 
persistente de 1030 𝑊 𝑚2⁄  y una temperatura de 50 °C; sin embargo, a la 1:09 p.m. 
hasta la 1:32 p.m. estuvo nublado, por lo que, la irradiación cayó a 56 𝑊 𝑚2⁄  y con 
ella la potencia. Durante toda la sesión 5 fueron almacenadas 11061 muestras. 
Tabla 7. Cuadro comparativo módulo FV: potencia teórica vs. potencia captada. 
Prueba 𝑬𝒊 𝑻 𝑷𝒕𝒆ó𝒓𝒊𝒄𝒂 𝑷𝒑𝒓𝒐𝒎 
Error 
Absoluto 
Error 
Relativo 
Sesión 1 620 𝑊 𝑚2⁄  28,7 °𝐶 38,5 𝑊 16,01 𝑊 22,49 𝑊 58,42 % 
Sesión 2 270 𝑊 𝑚2⁄  - 15,5 𝑊 -0,37 𝑊 15,87 𝑊 102,3 % 
Sesión 3 800 𝑊 𝑚2⁄  32 °𝐶 50,4 𝑊 23,26 𝑊 27,14 𝑊 53,85 % 
Sesión 4 1000 𝑊 𝑚2⁄  50 °𝐶 55,6 𝑊 29,22 𝑊 26,38 𝑊 47,45 % 
Sesión 5 1030 𝑊 𝑚2⁄  50 °𝐶 56,6 𝑊 26,05 𝑊 30,55 𝑊 53,98 % 
Fuente: Elaboración propia. 
Los valores de potencia del módulo FV, almacenados durante el desarrollo de esta 
etapa, fueron analizados y comparados con los valores obtenidos durante la etapa 
de simulación del modelado del módulo. 
En la Tabla 7 se encuentran digitados dichos valores en forma de cuadro 
comparativo. La columna 𝑃𝑡𝑒ó𝑟𝑖𝑐𝑎 corresponde a los valores que teóricamente se 
debían obtener cuando el módulo FV se encontraba expuesto a las condiciones de 
irradiación y temperatura que se indican en las columnas que se encuentran a la 
izquierda. 𝑃𝑝𝑟𝑜𝑚 significa potencia promedio, esto quiere decir que, para determinar 
la potencia captada durante las pruebas de cada sesión, fueron promediados los 
valores almacenados. 
Como los valores de potencia del módulo FV obtenidos en campo, no concordaban 
con los valores que teóricamente se debían obtener de dichas pruebas, se procedió 
a realizar otro cuadro comparativo, para evaluar la respuesta del neurocontrolador 
y determinar sí realmente transfiere la máxima potencia posible a la batería. 
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Tabla 8. Cuadro comparativo potencia de salida teórica vs. potencia de salida 
neurocontrolador. 
Prueba 𝑷𝒑𝒗 𝑷𝒐 𝒕𝒆ó𝒓𝒊𝒄𝒂 𝑷𝒑𝒓𝒐𝒎 𝑹𝑻𝑹𝑳 
Error 
Absoluto 
Error 
Relativo 
Sesión 1 16,01 𝑊 14,41 𝑊 13,93 𝑊 0,48 𝑊 3,33 % 
Sesión 2 -0,37 𝑊 0,33 𝑊 0.33 𝑊 0 𝑊 0 % 
Sesión 3 23,26 𝑊 20,93 𝑊 19,74 𝑊 1,19 𝑊 5,69 % 
Sesión 4 29,22 𝑊 26,3 𝑊 23,51 𝑊 2,79 𝑊 10,61 % 
Sesión 5 26,05 𝑊 23,44 𝑊 22,33 𝑊 1,11 𝑊 4,74 % 
Fuente: Elaboración propia. 
Los datos digitados en la Tabla 8 muestran que, aunque los valores de potencia 
capturados en las pruebas de campo no corresponden a los valores de potencia FV 
esperados, el neurocontrolador cumplió con el propósito de minimizar las 
oscilaciones y de seguir la máxima potencia disponible para que el convertidor DC-
DC transfiriera la energía a una carga, que en este caso fue una batería de 12V. 
Durante las simulaciones, el error estimado fue muy pequeño. 
10.5.4. Interfaz gráfica y almacenamiento de datos 
La interfaz gráfica fue diseñada en Processing y, para que el usuario no se vea en 
la necesidad de descargar e instalar este programa, se desarrollaron varios archivos 
tipo launcher o ejecutables que pueden ser usados en computadoras con sistema 
operativo Windows o en sistemas basados en Linux (Carpeta de Anexos/Anexo 
D/TerminalSerie). 
En la Figura 120 se puede observar la presentación de la interfaz gráfica en el 
sistema operativo Windows en su versión 10. Esta interfaz consta de un diseño 
sencillo e intuitivo que permite visualizar y almacenar los datos captados durante 
las pruebas de campo sin ningún inconveniente y sin presentar falla alguna, por lo 
que es posible confiar en el funcionamiento de la interfaz. 
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Figura 120. Visualización de la interfaz gráfica corriendo en el OS Windows 10. 
Fuente: Elaboración propia. 
 
Figura 121. Interfaz gráfica para visualizar y almacenar los valores de potencia. 
Fuente: Elaboración propia. 
El botón Conectar, que se puede apreciar fácilmente en la Figura 121, envía una 
señal al microcontrolador para que empiece la transmisión por puerto serie de los 
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valores censados. Cuando esto ocurre, tales valores son graficados en la interfaz 
cada segundo. La señal de color amarrillo corresponde a la señal de potencia del 
módulo FV, y la de color cian representa la potencia de salida controlada. El botón 
Capturar Datos es equivalente al botón que poseen la mayoría de los programas 
procesadores de texto llamado Guardar, y su función es básicamente la misma; la 
diferencia radica en la forma en la que se guardan los datos. El archivo generado 
con los datos almacenados es en extensión .txt y junto al nombre se encuentra la 
fecha y hora de creación. 
Si se desea finalizar la recepción de los datos, basta con presionar el botón Apagar. 
Al hacerlo, se envía una señal de negación para que el microcontrolador pause la 
transmisión por puerto serie. 
El hardware del neurocontrolador posee unos LED que indican cuando se encuentra 
en funcionamiento la comunicación serie: las dos primeras indicaciones 
corresponden a las funciones típicas de una comunicación serial, las cuales son TX 
y RX; el tercer indicador se encuentra en estado activo cuando las señales de 
potencia son enviadas por el puerto para ser graficadas. 
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11. CONCLUSIONES 
Del desarrollo de un controlador neuronal artificial dinámico para el seguimiento del 
punto de máxima potencia de un módulo FV se puede concluir que, antes de 
establecer las características electrónicas del controlador, se deben tener en cuenta 
las características eléctricas del módulo solar que se conectará a este, puesto que 
las señales de respuesta estarán en función de las condiciones climáticas a las que 
esté expuesto el módulo. Así que, antes de implementar cualquier modelo, se 
realizaron diversas simulaciones computacionales, las cuales contribuyeron en gran 
medida al desarrollo del proyecto, ofreciendo una idea generalizada de cómo podría 
responder el controlador bajo ciertas circunstancias de irradiación y temperatura. 
El diseño de la red neuronal ADALINE con sus distintos métodos de entrenamiento 
enriquecieron esta investigación desde el punto de vista aplicativo, es decir, que 
pudo ser posible desarrollar distintos métodos de control para solucionar la 
problemática energética. No obstante, se consideró que solo un método de 
entrenamiento desarrollado fue el que obtuvo respuestas óptimas. Esto no quiere 
decir que los otros métodos de entrenamiento no sean los adecuados para que la 
red funcione correctamente, solo sugiere que es posible diseñar redes neuronales 
con métodos de entrenamiento diferentes a los propuestos por sus creadores y que 
estas combinaciones pueden resolver problemas específicos en el campo de las 
energías renovables. 
El desarrollo matemático de la red neuronal ADALINE y el algoritmo de 
entrenamiento RTRL permitieron la implementación del neurocontrolador en un 
microcontrolador PIC gama alta, pero también fue posible diseñarlo para gama 
media, gracias a que este método de control resultó ser muy eficiente al emplear 
solo 6 datos previos para el entrenamiento y no 60.000 como los utilizados en el 
entrenamiento de la red neuronal dinámica recurrente tipo NARX de la investigación 
que antecede a esta. Además, no fue necesario utilizar ni herramientas ni software 
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adicional como el Neural Network Toolbox de MATLAB para realizar el 
entrenamiento ni para obtener ningún otro dato, como era el caso del controlador 
difuso que requería del Fuzzy Logic Toolbox para obtener su dato de Ciclo Útil. 
Las redes neuronales dinámicas suponen un gran coste computacional comparadas 
con otros métodos de control neuronal. Por tal motivo, se optó por optimizar los 
tiempos de respuesta del neurocontrolador tanto en software como en hardware 
diseñando las equivalencias matemáticas del modelado del módulo FV y del 
convertidor DC-DC. La pequeña base de datos que se requería para el 
entrenamiento resultó ser la más adecuada, ya que no se diseñó más de una 
neurona. Durante la recopilación bibliográfica se pudo constatar que los demás 
métodos de control neuronal requirieron de más de una capa con más de una 
neurona para obtener buenos resultados. También se observó que, hasta la fecha, 
no existen investigaciones en donde se implemente el algoritmo de entrenamiento 
RTRL para hacer el seguimiento del MPP, así que se considera que el desarrollo de 
este trabajo bosqueja un nuevo camino de investigación, innovación y aplicación. 
La arquitectura FIR de la red neuronal ADALINE permitió el filtrado de las 
oscilaciones que se presentan con el algoritmo tradicional P&O. La principal ventaja 
de utilizar esta arquitectura es la de su fácil diseño, configuración e implementación 
en un microcontrolador. Como solo se utilizaron 6 datos previos, y el cálculo y el 
filtrado se hizo on-line (es decir, conforme pasaban los eventos en campo), no fue 
necesario adaptar las medidas de los sensores de voltaje y corriente para 
preprocesarlas, sino que fueron normalizadas y al final de todo el proceso se filtraron 
los picos de las señales obtenidas. 
Los resultados de las simulaciones computacionales del neurocontrolador RTRL 
demostraron que matemáticamente es posible corregir las oscilaciones que se 
presentan alrededor del MPP cuando se utiliza el algoritmo tradicional P&O. Se 
concluye entonces que el neurocontrolador RTRL sí se adaptó a las condiciones 
climáticas a las que estuvo expuesto el módulo FV, identificó el tipo de perturbación 
(posible cambio súbito en la irradiación incidente o en la temperatura) y respondió 
adecuadamente ante dicho evento no premeditado. El RTRL presenta una 
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respuesta rápida y un margen de error mucho menor que los demás métodos de 
entrenamiento aquí desarrollados. Las simulaciones comparativas demuestran la 
eficiencia del algoritmo RTRL aun si este es comparado con el controlador difuso, 
puesto que con los dos se obtuvieron muy buenas respuestas. 
La implementación del algoritmo RTRL arrojó muy buenos resultados en campo; por 
lo tanto, se logró comprobar de forma experimental el correcto funcionamiento del 
controlador neuronal debido a su estabilidad y rápida respuesta. El ciclo útil se 
adecuó conforme se captaban los datos para el entrenamiento. Después del 
entrenamiento, que no dura más de 100𝑢𝑆𝑒𝑔, el ciclo útil se mantuvo en un valor 
constante y no se generaron perturbaciones como las que el algoritmo P&O suele 
presentar. Los valores de potencia obtenidos en campo fueron transmitidos por 
puerto serie y luego fueron almacenados en archivos de texto generados desde la 
interfaz diseñada en el software de Processing, con los que la información pudo ser 
analizada. 
  
 150 
 
12. TRABAJO FUTURO 
El proceso de desarrollo de este trabajo de investigación generó ciertas hipótesis 
que se pueden convertir en futuros proyectos de investigación, brindando la 
posibilidad de realizar más contribuciones científicas o, quizás, un nuevo 
descubrimiento en el campo del control inteligente con redes neuronales o en el 
campo de energías renovables, como podría ser el desarrollo de un 
neurocontrolador con el algoritmo de entrenamiento RTRL para operar sistemas de 
generación de energía híbrida (Solar-Eólico). También es posible contribuir con el 
estudio del control adaptativo en sistemas lineales y no lineales, al desarrollar un 
algoritmo metaheurístico en vez de uno con entrenamiento on-line. 
De la misma forma en la que se desarrolló otro método de entrenamiento, no estaría 
de más realizar diversas pruebas y utilizar otra arquitectura de red neuronal como, 
por ejemplo, plantear un neurocontrolador basado en las redes de Hopfield e 
implementarlo en un hardware híbrido (con una parte análoga y otra parte digital) 
para evaluar su desempeño y compararlo con el comportamiento de un hardware 
completamente digital. 
La implementación de sistemas de control en tiempo real supone un gran coste 
computacional, puesto que se requiere que el equipo de cómputo posea un alto 
rendimiento en el procesamiento de datos. Debido a esto, es posible que en el futuro 
se plantee el desarrollo de paquetes computacionales (ya sea en software libre, 
privativo o educativo) que brinden herramientas adicionales a las ya existentes para 
modelar y simular sistemas FV, convertidores de potencia, controladores de carga 
convencionales e inteligentes, entre muchos otros; para que de ese modo sea 
posible facilitar el proceso de implementación. Con esto se podría conseguir que, 
en el futuro, el sistema FV pueda ser desarrollado en menos tiempo. 
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13. RECOMENDACIONES 
Para futuros proyectos basados en la misma línea de investigación, se recomienda 
disponer de herramientas computacionales que posean un alto rendimiento en el 
procesamiento de datos y tener muy en cuenta los tiempos de simulación versus los 
tiempos de ejecución real, ya que se puede perder mucho tiempo en esa etapa de 
desarrollo. 
Con respecto al diseño de la red neuronal, independientemente del clasificador que 
se utilice, se debe acondicionar muy bien la señal de entrada y la señal de salida 
deseada durante el proceso de simulación y en la implementación física. 
Es fundamental emplear correctamente el algoritmo de entrenamiento y ajustarlo a 
los valores óptimos de control, puesto que este es el responsable de actualizar los 
pesos sinápticos y eliminar el error generado por las oscilaciones. Si no se ingresan 
los datos apropiadamente, la red neuronal no será capaz de brindar una respuesta 
correcta por causa de un mal entrenamiento. Tampoco se debe ser muy preciso con 
los parámetros de entrada y sobrecargar de información al algoritmo; esto supone 
que genera un sobreentrenamiento y un sobreajuste. 
La manera de detectar un mal entrenamiento no es solo con la obtención de valores 
erróneos a la salida del controlador, sino también con una muy pronunciada 
oscilación alrededor de los valores deseados de salida. 
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14. PRESUPUESTO 
14.1. Recursos Humanos 
Tabla 9. Costo de los recursos humanos. 
Personal Función 
Horas por 
Semana 
Precio 
(Hora) 
Total 
Semanas 
Valor 
PhD Carlos A. Robles Algarín Director 1 $87.000 44 $3’828.000 
MsC (c) Diego Restrepo Leal Codirector 2 $14.500 44 $1’276.000 
Julie P. Viloria Porto Investigadora 40 $600 44 $1’056.000 
Total Recursos Humanos $6’160.000 
Fuente: Elaboración propia. 
14.2. Recursos Institucionales 
Tabla 10. Recursos con los que cuenta la Universidad del Magdalena y el grupo 
de investigación MAGMA Ingeniería. 
Recursos Actividad 
Horas por 
Semana 
Precio 
(Hora) 
Total 
Semanas 
Valor 
Laboratorio de electrónica 
análoga y digital 
Desarrollo del proyecto 4 $5.200 16 $332.800 
Biblioteca German Bula 
Meyer 
Lectura, bases de datos y 
préstamo de libros 
2 $2.000 12 $48.000 
Sala en el edificio docente 
Reuniones con el director y 
el codirector del proyecto 
1 $3.300 11 $36.300 
Software licenciado MATLAB 
Pruebas y simulaciones del 
proyecto 
2 $89.200 9 $1’605.600 
Seguro estudiantil Seguro médico estudiantil 20 $14,5 44 $12.760 
Impresora 3D Ultimaker 2+ 
Impresión del armazón 
exterior del controlador 
16 $4.000 1 $64.000 
Espacio de trabajo semillero 
de investigación 
Redacción documento final 20 $1.200 4 $96.000 
Panel solar 65W Pruebas 30 $4.000 4 $480.000 
Total Recursos Institucionales $2’675.460 
Fuente: Elaboración propia. 
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14.3. Recursos Adicionales 
14.3.1. Componentes y herramientas 
Tabla 11. Descripción y costo de los componentes eléctricos y electrónicos y de 
las herramientas adquiridas para desarrollar el proyecto. 
Descripción Cantidad 
Precio 
(unitario) 
Valor 
Equipo de cómputo 1 $1’302.400 $1’302.400 
Batería recargable 9AH 1 $560.000 $560.000 
LCD Nokia 5110 1 $20.000 $20.000 
Microcontrolador PIC18F2550 2 $19.000 $38.000 
Memoria USB 3.0 x16Gb 1 $14.500 $14.500 
Módulo serie de USB 2.0 a TTL 2 $10.000 $20.000 
Regulador de voltaje 5V 2 $2.000 $4.000 
Componentes pasivos 16 $200 $3.200 
Base para CI 3 $1.000 $3.000 
Regleta 4 $1.000 $4.000 
Baquelita virgen 1 $10.000 $10.000 
Estaño 1 $15.000 $15.000 
Cloruro de hierro 1 $2.000 $2.000 
Mini taladro + brocas 1 $200.000 $200.000 
Semiconductores discretos 6 $4.000 $24.000 
Cable eléctrico dúplex x8m 1 $12.000 $12.000 
Total Componentes y Herramientas $2’232.100 
Fuente: Elaboración propia. 
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14.3.2. Servicios 
Tabla 12. Descripción de los servicios obtenidos al momento de realizar las 
actividades relacionadas con el desarrollo del proyecto. 
Servicios Obtenidos Cantidad 
Precio 
(unitario) 
Valor 
Internet 4 $49.000 $196.000 
Transporte 50 $1.600 $80.000 
Impresiones por hoja 182 $100 $18.200 
Cedés 4 $2.000 $8.000 
Salidas de campo 2 $500.000 $1’000.000 
Servicios técnicos 2 $25.000 $50.000 
Total Servicios $1’352.200 
Fuente: Elaboración propia. 
 
 
14.3.3. Costo total de los recursos adicionales 
Tabla 13. Costo total de los recursos adicionales. 
Costos Valor 
Costo total de los componentes y herramientas $2’232.100 
Costo total de los servicios $1’352.200 
Total Recursos Adicionales $3’584.300 
Fuente: Elaboración propia. 
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14.4. Costo Total del Proyecto 
Tabla 14. Costo total del proyecto. 
Rubros 
Recursos aportados por: 
Valor de 
Cada Rubro Capacidad 
Instalada 
Vice-
investigación 
Investigadora 
Otras 
Fuentes 
Recursos humanos $5’104.000 $0 $1’056.000 $0 $6’160.000 
Recursos institucionales $2’247.000 $415.700 $12.760 $0 $2’675.460 
Recursos adicionales $0 $3’584.300 $0 $0 $3’584.300 
Valor de los aportes $7’351.000 $4’000.000 $1’068.760 $0 $12’419.760 
Costo Total del Proyecto $12’419.760 
Fuente: Elaboración propia. 
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16. ANEXOS 
A. Algoritmos de Entrenamiento en MATLAB/Simulink 
Algoritmo de entrenamiento LMS 
function [W1, W2] = trainingLMS(Pp, e) 
  
    Q = 3; 
    P = [0 0 0; 0 0 0]; 
  
    persistent z p; 
     
    if isempty(z) 
        z = 0; 
    end 
     
    if isempty(p) 
        p = [0 0 0]; 
    end 
     
    if e == 1 
        p(1:2) = p(2:3); 
        p(3) = Pp; 
    end 
     
    z = z + 1; 
  
    if z > 3 
        P(1,1:3) = p(1:3); 
        P(2,2:3) = P(1,1:2); 
         
        Pmax = max(p); 
  
        T = P(1,1:3)/Pmax; 
  
        R = (1/Q)*P*P'; 
        H = (1/Q)*P*T'; 
  
        %Calculate of mean square error 
        Xm = inv(R)*H; 
  
        %Performance index 
        c = (1/Q)*T.^2; 
  
        F = c - 2*Xm'*H + Xm'*R*Xm; 
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        w1 = Xm(1); 
        w2 = Xm(2); 
    else 
        p(z) = Pp; 
        w1 = random('Normal',0,0.005); 
        w2 = random('Normal',0,0.005); 
    end 
     
    %Synaptic Weights 
    W1 = w1; 
    W2 = w2; 
  
end 
 
Algoritmo de entrenamiento LMS Iterativo 
function [W1, W2, W3, T] = training(Pp, e) 
  
    r = 6; 
    alpha = 0.1; 
     
    persistent z p w; 
     
    if isempty(z) 
        z = 0; 
    end 
     
    if isempty(p) 
        p = [0 0 0 0 0 0]; 
    end 
     
    if isempty(w) 
        w = [0 0 0]; 
    end 
     
    z = z + 1; 
     
    if (z <= r) 
         
        p(z) = Pp; 
        w = [1.0000 0.0010 -0.0010]; 
         
    elseif (z == 7) 
         
        P = [p(1:6); 
             0 p(1:5); 
             0 0 p(1:4)]; 
         
        t = P; 
  
        a = [0 0 0 0 0 0]; 
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        for i=1:r 
            a(i) = w*P(:,i); 
        end 
  
        e = [0 0 0 0 0 0]; 
        for i=1:r 
            e(i) = t(i) - a(i); 
        end 
         
        for i=1:r 
            w = w + 2*alpha*e(i)*P(:,i)'; 
        end 
         
    else 
         
        if (e == 1) 
            p(1:2) = p(2:3); 
            p(3) = Pp; 
        end 
         
        z = 7; 
         
    end 
     
    %Synaptic Weights 
    W1 = w(1); 
    W2 = w(2); 
    W3 = w(3); 
     
    %Target 
    T = Pp + 0.9; 
  
end 
 
Algoritmo de entrenamiento RTRL 
function [p, W1, W2, W3, t] = trainingRTRL(Pp) 
  
    r = 6; 
    a = [0 0 0 0 0 0]; 
    e = [0 0 0 0 0 0]; 
    F = 0; 
    dFW1 = 0; 
    dFW2 = 0; 
    dFW3 = 0; 
  
    persistent k Z w x; 
     
    if isempty(k) 
        k = 0; 
    end 
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    if isempty(Z) 
        Z = [0 0 0 0 0 0]; 
    end 
     
    if isempty(w) 
        w = [0 0 0]; 
    end 
     
    if isempty(x) 
        x = 0; 
    end 
     
    k = k + 1; 
     
    if k <= r 
         
        Z(k) = Pp; 
        aux = 1; 
        w = [1.0000 0.0010 -0.0010]; 
         
    elseif k == 7 
         
        MinLocal = min(Z); 
        MaxLocal = max(Z); 
        P = (Z - MinLocal)./(MaxLocal - MinLocal); 
        T = P; 
         
        for i=1:r 
            if i == 1 
                a(i) = w(1)*P(i); 
            elseif i == 2 
                a(i) = w(1)*P(i) + w(2)*P(i-1); 
            else 
                a(i) = w(1)*P(i) + w(2)*P(i-1) + w(3)*P(i-2); 
            end 
        end 
         
        for i=1:r 
            F = F + (T(i) - a(i)).^2; 
            e(i) = T(i) - a(i); 
        end 
         
        F = F/r; 
         
        for i=3:r 
            dFW1 = dFW1 + P(i)*(-2*e(i)); 
            dFW2 = dFW2 + P(i-1)*(-2*e(i)); 
            dFW3 = dFW3 + P(i-2)*(-2*e(i)); 
        end 
  
        w(1) = w(1) - 0.1*dFW1; 
        w(2) = w(2) - 0.1*dFW2; 
        w(3) = w(3) - 0.1*dFW3; 
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        aux = 1; 
         
    else 
         
        MinLocal = min(Z); 
        MaxLocal = max(Z); 
        Ninput = (Pp - MinLocal)/(MaxLocal - MinLocal); 
        if Ninput > 1 
            aux = 1; 
            k = 7; 
            Z(1:5) = Z(2:6); 
            Z(6) = Pp; 
        elseif Ninput < 0 
            aux = 0; 
            k = 7; 
            Z(1:5) = Z(2:6); 
            Z(6) = Pp; 
        else 
            aux = Ninput; 
        end 
         
        x = 0.9; 
         
    end 
     
    p = aux; 
     
    W1 = w(1); 
    W2 = w(2); 
    W3 = w(3); 
     
    t = x + aux; 
     
end 
 
B. Implementación de la Red Neuronal Artificial Dinámica y el 
Algoritmo de Entrenamiento RTRL en C para el PIC18F2550 
/*  
 * File:   main.c 
 * Author: Julie Pauline Viloria Porto 
 * E-mail: jviloriaporto@gmail.com 
 * Controller MPPT Algorithm RTRL 
 * Created on 3 de septiembre de 2018, 11:39 AM 
 */ 
 
#include "fuses.h" 
#include "EUSART.h" 
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#include "LCD_Nokia.h" 
#include <stdio.h> 
#include <stdlib.h> 
#include <stdint.h> 
#include <math.h> 
#include <string.h> 
 
#define _XTAL_FREQ 4000000  // fr 4MHz 
 
char i; 
char k; 
unsigned int ADC; 
float Z[6]; 
float P[6]; 
float W[3]; 
float MinLocal; 
float MaxLocal; 
 
void ADC_Init(void) 
{ 
    ADCON0bits.GO_DONE = 0; 
    ADCON0bits.ADON = 1;        // A/D on 
     
    ADCON1bits.VCFG = 0b00;     // Vdd Vss 
    ADCON1bits.PCFG = 0b1011; 
     
    ADCON2bits.ADFM = 1;        // Right Justified 
    ADCON2bits.ACQT = 0b010; 
    ADCON2bits.ADCS = 0b100;    // 4 Tosc 
} 
 
unsigned int ADC_Read(void) 
{ 
    ADCON0bits.GO_DONE = 1; 
    while(ADCON0bits.GO_DONE == 1); 
    ADC = (ADRESH<<8) + ADRESL; 
    return ADC; 
} 
 
void PWM_Mode(void) 
{ 
    CCP1CON = 0b00001100;   // PWM mode 
    PR2 = 49;               // Resolution 8bits 
    CCPR1L = 0x00; 
    TMR2 = 0;               // Clear the timer2 
    T2CONbits.TMR2ON = 1;   // Active the timer2 
    T2CONbits.T2CKPS1 = 0;  // Prescaler 1:1 
    T2CONbits.T2CKPS0 = 0;  // fr 20kHz 
} 
 
void Normalization(void) 
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{ 
    MinLocal = 0.0; 
    MaxLocal = 0.0; 
     
    for(i=0; i<k; i++) 
    { 
        if(Z[i] < MinLocal) 
        { 
            MinLocal = Z[i]; 
        } 
        if(Z[i] > MaxLocal) 
        { 
            MaxLocal = Z[i]; 
        } 
    } 
     
    for(i=0; i<k; i++) 
    { 
        P[i] = (Z[i] - MinLocal)/(MaxLocal - MinLocal); 
    } 
} 
 
void Training(void) 
{ 
    float T[6]; 
    float a[6]; 
    float F = 0.0; 
    float e[6]; 
    float dFW0 = 0.0; 
    float dFW1 = 0.0; 
    float dFW2 = 0.0; 
 
    for(i=0; i<k; i++) 
    { 
        T[i] = P[i]; 
    } 
     
    for(i=0; i<k; i++) 
    { 
        if(i == 0) 
        { 
            a[i] = W[0]*P[i]; 
        } 
        else if (i == 1) 
        { 
            a[i] = W[0]*P[i] + W[1]*P[i-1]; 
        } 
        else 
        { 
            a[i] = W[0]*P[i] + W[1]*P[i-1] + W[2]*P[i-2]; 
        } 
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    } 
     
    for (i=0; i<k; i++) 
    { 
        F = F + ((T[i] - a[i])*(T[i] - a[i])); 
        e[i] = T[i] - a[i]; 
    } 
     
    F = F/k; 
    __delay_ms(1); 
     
    for (i=2; i<k; i++) 
    { 
        dFW0 = dFW0 + P[i]*(-2*e[i]); 
        dFW1 = dFW1 + P[i-1]*(-2*e[i]); 
        dFW2 = dFW2 + P[i-2]*(-2*e[i]); 
    } 
     
    W[0] = W[0] - 0.1*dFW0; 
    W[1] = W[1] - 0.1*dFW1; 
    W[2] = W[2] - 0.1*dFW2; 
} 
 
void Reassignment(void) 
{ 
    k = 0x06; 
    for(i=0; i<k; i++) 
    { 
        Z[i] = Z[i+1]; 
    } 
} 
 
void main(void) 
{ 
    char PW = 0; 
    char *V1[7]; 
    char *V2[7]; 
    char *P2[8]; 
    char *D[6]; 
    unsigned char R; 
    static char n = 10; 
    int PWM = 0; 
    float Vs = 0.0; 
    float Is = 0.0; 
    float Io = 0.0; 
    float Vo = 0.0; 
    float Vact = 0.0; 
    float Iact = 0.0; 
    float Ibat = 0.0; 
    float Vbat = 0.0; 
    float Pact = 0.0; 
 167 
    float Pbat = 0.0; 
    float at = 0.0; 
    float Tt = 0.0; 
    float et = 0.0; 
    float Duty = 0.0; 
     
    TRISAbits.TRISA3 = 1;       // AN3 
    TRISAbits.TRISA2 = 1;       // AN2 
    TRISAbits.TRISA1 = 1;       // AN1 
    TRISAbits.TRISA0 = 1;       // AN0 
     
    TRISB = 0x00; 
    PORTB = 0x00; 
     
    TRISCbits.TRISC2 = 0;       // CCP Module output 
    TRISCbits.TRISC0 = 0;       // LED indicator tx series 
    PORTCbits.RC2 = 0; 
    PORTCbits.RC0 = 0; 
     
    ADC_Init(); 
     
    PWM_Mode(); 
     
    EUSART(); 
     
    Nokia_Init(); 
     
    LCD_Clear(); 
     
    Nokia_TXT(9,0,"Controlador",BLACK); 
    Nokia_TXT(30,1,"RTRL",BLACK); 
    Nokia_TXT(0,2,"Vp:",BLACK); 
    Nokia_TXT(0,3,"Vb:",BLACK); 
    Nokia_TXT(0,4,"Pb:",BLACK); 
    Nokia_TXT(0,5,"Duty:",BLACK); 
    Nokia_TXT(60,5,"%",BLACK); 
     
    while(1) 
    { 
        PORTBbits.RB5 = 1; 
         
        Vact = 0.0; 
        Iact = 0.0; 
        Ibat = 0.0; 
        Vbat = 0.0; 
        for(i=0; i<n; i++) 
        { 
            // Panel voltage sensor 
            ADCON0bits.CHS = 0x0;   // AN0 
            __delay_us(20); 
            ADC_Read(); 
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            Vs = (25.0*ADC)/1024.0; 
            Vact = Vact + Vs; 
             
            // Panel current sensor 
            ADCON0bits.CHS = 0x1;   // AN1 
            __delay_us(20); 
            ADC_Read(); 
            Is = (75.0*ADC)/1024.0 - 37.5; 
            Iact = Iact + Is; 
             
            // Battery current sensor 
            ADCON0bits.CHS = 0x2;   // AN2 
            __delay_us(20); 
            ADC_Read(); 
            Io = (75.0*ADC)/1024.0 - 37.5; 
            Ibat = Ibat + Io; 
             
            // Battery voltage sensor 
            ADCON0bits.CHS = 0x3;   // AN3 
            __delay_us(20); 
            ADC_Read(); 
            Vo = (25.0*ADC)/1024.0; 
            Vbat = Vbat + Vo; 
        } 
         
        Vact = Vact/n; 
        Iact = Iact/n; 
        Ibat = Ibat/n; 
        Vbat = Vbat/n; 
        __delay_ms(100); 
         
        Pact = Vact*Iact; 
        Pbat = Vbat*Ibat; 
        __delay_ms(100); 
         
        P[2] = P[1]; 
        P[1] = P[0]; 
         
        if(k < 0x06)        // Data acquisition 
        { 
            Z[k] = Pact; 
            W[0] = 1.0; W[1] = 0.001; W[2] = -0.001; 
            P[0] = 1.0; 
            k++; 
        } 
        if(k == 0x06)       // Normalization and Training 
        { 
            Normalization(); 
            __delay_ms(1); 
             
            Training(); 
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            k = 0x07; 
        } 
        if(k == 0x07)       // Adjustment and error detection 
        { 
            P[0] = (Pact - MinLocal)/(MaxLocal - MinLocal); 
            if(P[0] > 1.0) 
            { 
                P[0] = 1.0; 
                Reassignment(); 
                Z[5] = Pact; 
            } 
            if(P[0] < 0.0) 
            { 
                P[0] = 0.0; 
                Reassignment(); 
                Z[5] = Pact; 
            } 
        } 
         
        at = P[0]*W[0] + P[1]*W[1] + P[2]*W[2]; 
        Tt = P[0] + 0.9; 
        et = Tt - at; 
         
        PW = 200*et;            // Pulse Width 
        __delay_ms(100); 
         
        CCP1CONbits.DC1B = PW;  // Pulse Width output 
        CCPR1L = PW >> 2; 
        PWM = (CCPR1L << 2) + CCP1CONbits.DC1B; 
        __delay_ms(100); 
         
        if(getReady() == 1) 
        { 
            R = getch();        // Scan the serial port 
        } 
         
        if(R == 'R') 
        { 
            PORTCbits.RC0 = 1; 
            printf("%.2f\t",Pact); 
            printf("%.2f\t\n",Pbat); 
        } 
        else if((R == 'C') || (putTXEmpty() == 1)) 
        { 
            PORTCbits.RC0 = 0; 
        } 
        __delay_ms(100); 
         
        // LCD Nokia Writing 
        text_eraser(17,2,V1,BLACK); 
        sprintf(V1,"%.2fV",Vact); 
 170 
        Nokia_TXT(17,2,V1,BLACK); 
         
        text_eraser(17,3,V2,BLACK); 
        sprintf(V2,"%.2fV",Vbat); 
        Nokia_TXT(17,3,V2,BLACK); 
         
        text_eraser(17,4,P2,BLACK); 
        sprintf(P2,"%.2fW",Pbat); 
        Nokia_TXT(17,4,P2,BLACK); 
         
        Duty = et*100.0; 
         
        text_eraser(29,5,D,BLACK); 
        sprintf(D,"%.2f",Duty); 
        Nokia_TXT(29,5,D,BLACK); 
    } 
} 
 
Fuses para el microcontrolador PIC18F2550 
/*  
 * File:   fuses.h 
 * Author: Julie Pauline Viloria Porto 
 * E-mail: jviloriaporto@gmail.com 
 * Configuration Bits PIC18F2550 
 * Created on 3 de septiembre de 2018, 11:33 AM 
 */ 
 
// PIC18F2550 Configuration Bit Settings 
 
// 'C' source line config statements 
 
// CONFIG1L 
#pragma config PLLDIV = 1       // PLL Prescaler Selection bits (No prescale (4 MHz 
oscillator input drives PLL directly)) 
#pragma config CPUDIV = OSC1_PLL2// System Clock Postscaler Selection bits ([Primary 
Oscillator Src: /1][96 MHz PLL Src: /2]) 
#pragma config USBDIV = 1       // USB Clock Selection bit (used in Full-Speed USB mode 
only; UCFG:FSEN = 1) (USB clock source comes directly from the primary oscillator block 
with no postscale) 
 
// CONFIG1H 
#pragma config FOSC = XT_XT     // Oscillator Selection bits (XT oscillator (XT)) 
#pragma config FCMEN = OFF      // Fail-Safe Clock Monitor Enable bit (Fail-Safe Clock 
Monitor disabled) 
#pragma config IESO = OFF       // Internal/External Oscillator Switchover bit (Oscillator 
Switchover mode disabled) 
 
// CONFIG2L 
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#pragma config PWRT = OFF       // Power-up Timer Enable bit (PWRT disabled) 
#pragma config BOR = OFF        // Brown-out Reset Enable bits (Brown-out Reset 
disabled in hardware and software) 
#pragma config BORV = 3         // Brown-out Reset Voltage bits (Minimum setting 2.05V) 
#pragma config VREGEN = OFF     // USB Voltage Regulator Enable bit (USB voltage 
regulator disabled) 
 
// CONFIG2H 
#pragma config WDT = OFF        // Watchdog Timer Enable bit (WDT disabled (control is 
placed on the SWDTEN bit)) 
#pragma config WDTPS = 32768    // Watchdog Timer Postscale Select bits (1:32768) 
 
// CONFIG3H 
#pragma config CCP2MX = OFF     // CCP2 MUX bit (CCP2 input/output is multiplexed 
with RB3) 
#pragma config PBADEN = OFF     // PORTB A/D Enable bit (PORTB<4:0> pins are 
configured as digital I/O on Reset) 
#pragma config LPT1OSC = OFF    // Low-Power Timer 1 Oscillator Enable bit (Timer1 
configured for higher power operation) 
#pragma config MCLRE = ON       // MCLR Pin Enable bit (RE3 input pin enabled; MCLR 
pin disabled) 
 
// CONFIG4L 
#pragma config STVREN = OFF     // Stack Full/Underflow Reset Enable bit (Stack 
full/underflow will not cause Reset) 
#pragma config LVP = OFF        // Single-Supply ICSP Enable bit (Single-Supply ICSP 
disabled) 
#pragma config XINST = OFF      // Extended Instruction Set Enable bit (Instruction set 
extension and Indexed Addressing mode disabled (Legacy mode)) 
 
// CONFIG5L 
#pragma config CP0 = OFF        // Code Protection bit (Block 0 (000800-001FFFh) is not 
code-protected) 
#pragma config CP1 = OFF        // Code Protection bit (Block 1 (002000-003FFFh) is not 
code-protected) 
#pragma config CP2 = OFF        // Code Protection bit (Block 2 (004000-005FFFh) is not 
code-protected) 
#pragma config CP3 = OFF        // Code Protection bit (Block 3 (006000-007FFFh) is not 
code-protected) 
 
// CONFIG5H 
#pragma config CPB = OFF        // Boot Block Code Protection bit (Boot block (000000-
0007FFh) is not code-protected) 
#pragma config CPD = OFF        // Data EEPROM Code Protection bit (Data EEPROM is 
not code-protected) 
 
// CONFIG6L 
#pragma config WRT0 = OFF       // Write Protection bit (Block 0 (000800-001FFFh) is not 
write-protected) 
#pragma config WRT1 = OFF       // Write Protection bit (Block 1 (002000-003FFFh) is not 
write-protected) 
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#pragma config WRT2 = OFF       // Write Protection bit (Block 2 (004000-005FFFh) is not 
write-protected) 
#pragma config WRT3 = OFF       // Write Protection bit (Block 3 (006000-007FFFh) is not 
write-protected) 
 
// CONFIG6H 
#pragma config WRTC = OFF       // Configuration Register Write Protection bit 
(Configuration registers (300000-3000FFh) are not write-protected) 
#pragma config WRTB = OFF       // Boot Block Write Protection bit (Boot block (000000-
0007FFh) is not write-protected) 
#pragma config WRTD = OFF       // Data EEPROM Write Protection bit (Data EEPROM is 
not write-protected) 
 
// CONFIG7L 
#pragma config EBTR0 = OFF      // Table Read Protection bit (Block 0 (000800-001FFFh) 
is not protected from table reads executed in other blocks) 
#pragma config EBTR1 = OFF      // Table Read Protection bit (Block 1 (002000-003FFFh) 
is not protected from table reads executed in other blocks) 
#pragma config EBTR2 = OFF      // Table Read Protection bit (Block 2 (004000-005FFFh) 
is not protected from table reads executed in other blocks) 
#pragma config EBTR3 = OFF      // Table Read Protection bit (Block 3 (006000-007FFFh) 
is not protected from table reads executed in other blocks) 
 
// CONFIG7H 
#pragma config EBTRB = OFF      // Boot Block Table Read Protection bit (Boot block 
(000000-0007FFh) is not protected from table reads executed in other blocks) 
 
// #pragma config statements should precede project file includes. 
// Use project enums instead of #define for ON and OFF. 
 
#include <xc.h> 
#include <pic18f2550.h> 
 
Funciones para el manejo de la LCD Nokia 5110 
/*  
 * File:   LCD_Nokia.h 
 * Author: Julie Pauline Viloria Porto 
 * E-mail: jviloriaporto@gmail.com 
 * Nokia 5110 LCD Functions 
 * Created on 8 de septiembre de 2018, 12:19 AM 
 */ 
 
#include <xc.h> 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
 
#define _XTAL_FREQ 4000000  // fr 4MHz 
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#define rst     PORTBbits.RB4 
#define sce     PORTBbits.RB3 
#define dc      PORTBbits.RB2 
#define sda     PORTBbits.RB1 
#define sclk    PORTBbits.RB0 
 
#define CMD     0 
#define DATA    1 
 
#define BLACK   0x00        // Off 
#define WHITE   0xff        // On 
 
// Table ASCII 
const static char FONT[96][5] = { 
                                {0x00, 0x00, 0x00, 0x00, 0x00}, // 20 space 
                                {0x00, 0x00, 0x5f, 0x00, 0x00}, // 21 ! 
                                {0x00, 0x07, 0x00, 0x07, 0x00}, // 22 " 
                                {0x14, 0x7f, 0x14, 0x7f, 0x14}, // 23 # 
                                {0x24, 0x2a, 0x7f, 0x2a, 0x12}, // 24 $ 
                                {0x23, 0x13, 0x08, 0x64, 0x62}, // 25 % 
                                {0x36, 0x49, 0x55, 0x22, 0x50}, // 26 & 
                                {0x00, 0x05, 0x03, 0x00, 0x00}, // 27 ' 
                                {0x00, 0x1c, 0x22, 0x41, 0x00}, // 28 ( 
                                {0x00, 0x41, 0x22, 0x1c, 0x00}, // 29 ) 
                                {0x14, 0x08, 0x3e, 0x08, 0x14}, // 2a * 
                                {0x08, 0x08, 0x3e, 0x08, 0x08}, // 2b + 
                                {0x00, 0x50, 0x30, 0x00, 0x00}, // 2c , 
                                {0x08, 0x08, 0x08, 0x08, 0x08}, // 2d - 
                                {0x00, 0x60, 0x60, 0x00, 0x00}, // 2e . 
                                {0x20, 0x10, 0x08, 0x04, 0x02}, // 2f / 
                                {0x3e, 0x51, 0x49, 0x45, 0x3e}, // 30 0 
                                {0x00, 0x42, 0x7f, 0x40, 0x00}, // 31 1 
                                {0x42, 0x61, 0x51, 0x49, 0x46}, // 32 2 
                                {0x21, 0x41, 0x45, 0x4b, 0x31}, // 33 3 
                                {0x18, 0x14, 0x12, 0x7f, 0x10}, // 34 4 
                                {0x27, 0x45, 0x45, 0x45, 0x39}, // 35 5 
                                {0x3c, 0x4a, 0x49, 0x49, 0x30}, // 36 6 
                                {0x01, 0x71, 0x09, 0x05, 0x03}, // 37 7 
                                {0x36, 0x49, 0x49, 0x49, 0x36}, // 38 8 
                                {0x06, 0x49, 0x49, 0x29, 0x1e}, // 39 9 
                                {0x00, 0x36, 0x36, 0x00, 0x00}, // 3a : 
                                {0x00, 0x56, 0x36, 0x00, 0x00}, // 3b ; 
                                {0x08, 0x14, 0x22, 0x41, 0x00}, // 3c < 
                                {0x14, 0x14, 0x14, 0x14, 0x14}, // 3d = 
                                {0x00, 0x41, 0x22, 0x14, 0x08}, // 3e > 
                                {0x02, 0x01, 0x51, 0x09, 0x06}, // 3f ? 
                                {0x32, 0x49, 0x79, 0x41, 0x3e}, // 40 @ 
                                {0x7e, 0x11, 0x11, 0x11, 0x7e}, // 41 A 
                                {0x7f, 0x49, 0x49, 0x49, 0x36}, // 42 B 
                                {0x3e, 0x41, 0x41, 0x41, 0x22}, // 43 C 
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                                {0x7f, 0x41, 0x41, 0x22, 0x1c}, // 44 D 
                                {0x7f, 0x49, 0x49, 0x49, 0x41}, // 45 E 
                                {0x7f, 0x09, 0x09, 0x09, 0x01}, // 46 F 
                                {0x3e, 0x41, 0x49, 0x49, 0x7a}, // 47 G 
                                {0x7f, 0x08, 0x08, 0x08, 0x7f}, // 48 H 
                                {0x00, 0x41, 0x7f, 0x41, 0x00}, // 49 I 
                                {0x20, 0x40, 0x41, 0x3f, 0x01}, // 4a J 
                                {0x7f, 0x08, 0x14, 0x22, 0x41}, // 4b K 
                                {0x7f, 0x40, 0x40, 0x40, 0x40}, // 4c L 
                                {0x7f, 0x02, 0x0c, 0x02, 0x7f}, // 4d M 
                                {0x7f, 0x04, 0x08, 0x10, 0x7f}, // 4e N 
                                {0x3e, 0x41, 0x41, 0x41, 0x3e}, // 4f O 
                                {0x7f, 0x09, 0x09, 0x09, 0x06}, // 50 P 
                                {0x3e, 0x41, 0x51, 0x21, 0x5e}, // 51 Q 
                                {0x7f, 0x09, 0x19, 0x29, 0x46}, // 52 R 
                                {0x46, 0x49, 0x49, 0x49, 0x31}, // 53 S 
                                {0x01, 0x01, 0x7f, 0x01, 0x01}, // 54 T 
                                {0x3f, 0x40, 0x40, 0x40, 0x3f}, // 55 U 
                                {0x1f, 0x20, 0x40, 0x20, 0x1f}, // 56 V 
                                {0x3f, 0x40, 0x38, 0x40, 0x3f}, // 57 W 
                                {0x63, 0x14, 0x08, 0x14, 0x63}, // 58 X 
                                {0x07, 0x08, 0x70, 0x08, 0x07}, // 59 Y 
                                {0x61, 0x51, 0x49, 0x45, 0x43}, // 5a Z 
                                {0x00, 0x7f, 0x41, 0x41, 0x00}, // 5b [ 
                                {0x02, 0x04, 0x08, 0x10, 0x20}, // 5c \* 
                                {0x00, 0x41, 0x41, 0x7f, 0x00}, // 5d ] 
                                {0x04, 0x02, 0x01, 0x02, 0x04}, // 5e ^ 
                                {0x40, 0x40, 0x40, 0x40, 0x40}, // 5f _ 
                                {0x00, 0x01, 0x02, 0x04, 0x00}, // 60 ` 
                                {0x20, 0x54, 0x54, 0x54, 0x78}, // 61 a 
                                {0x7f, 0x48, 0x44, 0x44, 0x38}, // 62 b 
                                {0x38, 0x44, 0x44, 0x44, 0x20}, // 63 c 
                                {0x38, 0x44, 0x44, 0x48, 0x7f}, // 64 d 
                                {0x38, 0x54, 0x54, 0x54, 0x18}, // 65 e 
                                {0x08, 0x7e, 0x09, 0x01, 0x02}, // 66 f 
                                {0x0c, 0x52, 0x52, 0x52, 0x3e}, // 67 g 
                                {0x7f, 0x08, 0x04, 0x04, 0x78}, // 68 h 
                                {0x00, 0x44, 0x7d, 0x40, 0x00}, // 69 i 
                                {0x20, 0x40, 0x44, 0x3d, 0x00}, // 6a j 
                                {0x7f, 0x10, 0x28, 0x44, 0x00}, // 6b k 
                                {0x00, 0x41, 0x7f, 0x40, 0x00}, // 6c l 
                                {0x7c, 0x04, 0x18, 0x04, 0x78}, // 6d m 
                                {0x7c, 0x08, 0x04, 0x04, 0x78}, // 6e n 
                                {0x38, 0x44, 0x44, 0x44, 0x38}, // 6f o 
                                {0x7c, 0x14, 0x14, 0x14, 0x08}, // 70 p 
                                {0x08, 0x14, 0x14, 0x18, 0x7c}, // 71 q 
                                {0x7c, 0x08, 0x04, 0x04, 0x08}, // 72 r 
                                {0x48, 0x54, 0x54, 0x54, 0x20}, // 73 s 
                                {0x04, 0x3f, 0x44, 0x40, 0x20}, // 74 t 
                                {0x3c, 0x40, 0x40, 0x20, 0x7c}, // 75 u 
                                {0x1c, 0x20, 0x40, 0x20, 0x1c}, // 76 v 
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                                {0x3c, 0x40, 0x30, 0x40, 0x3c}, // 77 w 
                                {0x44, 0x28, 0x10, 0x28, 0x44}, // 78 x 
                                {0x0c, 0x50, 0x50, 0x50, 0x3c}, // 79 y 
                                {0x44, 0x64, 0x54, 0x4c, 0x44}, // 7a z 
                                {0x00, 0x08, 0x36, 0x41, 0x00}, // 7b { 
                                {0x00, 0x00, 0x7f, 0x00, 0x00}, // 7c | 
                                {0x00, 0x41, 0x36, 0x08, 0x00}, // 7d } 
                                {0x02, 0x01, 0x02, 0x04, 0x02}, // 7e ~ 
                                {0x00, 0x07, 0x05, 0x07, 0x00}  // a7 ° 
}; 
 
static void Nokia_SPI(char dato) 
{ 
    char i; 
    for(i=0; i<8; i++) 
    { 
        sclk = 0; 
        sda = dato>>7; 
        dato <<= 1; 
        sclk = 1; 
        asm("nop"); 
        asm("nop"); 
    } 
} 
 
void Nokia_Write(char cd, unsigned char c) 
{ 
    dc = cd>>0; 
    sce = 0; 
    Nokia_SPI(c); 
    sce = 1; 
} 
 
void Nokia_Init() 
{ 
    sclk = 0; 
    sda = 0; 
    sce = 0; 
    dc = 0; 
    rst = 0; 
    __delay_us(1); 
     
    rst = 1; 
    Nokia_Write(CMD,0x21);  // LCD Extended Commands 
    Nokia_Write(CMD,0xbc);  // Set LCD Vop (Contrast) 
    Nokia_Write(CMD,0x04);  // Set Temp coefficent. //0x04 
    Nokia_Write(CMD,0x14);  // LCD bias mode 1:48. //0x13 
    Nokia_Write(CMD,0x0c);  // LCD in normal mode. 
    Nokia_Write(CMD,0x20); 
    Nokia_Write(CMD,0x0c); 
} 
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void gotoxy(char x, char y) 
{ 
    Nokia_Write(CMD,(0x40|y));    //  fila  ( 0 - 5) 
    Nokia_Write(CMD,(0x80|x));    //  columna (0 - 83) 
} 
 
void LCD_Clear() 
{ 
    unsigned index; 
    gotoxy(0,0); 
    for(index=0; index<504; index++) 
    { 
        Nokia_Write(DATA,BLACK); 
    } 
} 
 
void TXT(char character, char fill) 
{ 
    char i, chr; 
    Nokia_Write(DATA,fill); 
    for (i=0; i<5; i++) 
    {    
        chr = FONT[character - 0x20][i]; 
        Nokia_Write(DATA,chr); 
    } 
} 
 
void Nokia_TXT(char x, char y, char *string, char fill) 
{ 
    gotoxy(x,y); 
    while(*string) 
    { 
        TXT(*string++,fill); 
    } 
} 
 
void text_eraser(char x, char y, char *text, char draft) 
{ 
    char i, px; 
    char bytes = 0; 
     
    while(*text != NULL) 
    { 
        *text++; 
        bytes++; 
    } 
     
    px = bytes*5 + bytes; 
    gotoxy(x,y); 
    for(i=0; i<px; i++) 
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    { 
        Nokia_Write(DATA,draft); 
    } 
} 
 
Comunicación serie para la familia 18F 
/*  
 * File:   EUSART.h 
 * Author: Julie Pauline Viloria Porto 
 * E-mail: jviloriaporto@gmail.com 
 * Using USART of PIC18F Microcontroller 
 * Created on 5 de septiembre de 2018, 12:17 AM 
 */ 
 
#include <xc.h> 
 
void EUSART(void) 
{ 
    TXSTA = 0b00100100; // 8-bit, Transmisión Habilitada, Modo Asíncrono, Alta Velocidad 
    RCSTA = 0b10010000; // Habilitar puerto, 8-bit 
    SPBRG = 25;         // 9600 baus 
} 
 
char putTXEmpty(void) 
{ 
    if(TRMT) 
    { 
        return 1; 
    } 
    else 
    { 
        return 0; 
    } 
} 
 
char getReady(void) 
{ 
    if(RCIF) 
    { 
        return 1; 
    } 
    else 
    { 
        return 0; 
    } 
} 
 
// Writing text with the function printf() 
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void putch(char data) 
{ 
    while(!TRMT); 
    TXREG = data; 
} 
 
// Reading a character 
unsigned char getch(void) 
{ 
    while(!RCIF); 
    return RCREG; 
} 
 
// Reading text 
void getString(char *output) 
{ 
    unsigned int i; 
    for(i=0; output[i]!='\0'; i++) 
    { 
        output[i] = getch(); 
    } 
} 
 
C. Componentes y Circuito Impreso 
Vista frontal posición de los componentes 
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Capa frontal etiquetado de los componentes 
 
Circuito impreso PCB 
 
D. Código de la Interfaz Gráfica en Processing 3.4 
// Visualización, Adquisición y Almacenamiento de los Datos 
// Proyecto NeuroControlador RTRL 
// Creado Septiembre 04 de 2018 
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// Autor: Julie Pauline Viloria Porto 
// E-mail: jviloriaporto@gmail.com 
 
import processing.serial.*;    // Libreria Serial Processing 
 
String COM;                    // Añadir el puerto de comunicación serial 
                               // Buscar en Administrador de dispositivos 
String[] dato; 
String Pact = "0.0"; 
String Pbat = "0.0"; 
float Panel; 
float Bateria; 
float yp1; 
float yp2; 
float yb1; 
float yb2; 
int x1 = 37; 
int x2 = 38;                    // Posición horizontal de la gráfica 
int end; 
boolean G = false; 
boolean CS = false; 
 
PrintWriter archivo; 
 
Serial puerto; 
 
void setup() 
{ 
  COM = Serial.list()[0]; 
  puerto = new Serial(this, COM, 9600); 
  puerto.bufferUntil('\n'); 
  puerto.write('C'); 
   
  archivo = 
createWriter("Datos_"+str(day())+str(month())+str(year())+"_"+str(hour())+str(minute())+str(
second())+".txt"); 
   
  size(850,500); 
  background(0,0,0); 
  end = width - 201; 
  yp1 = height; 
  yp2 = height; 
  yb1 = height; 
  yb2 = height; 
} 
 
void draw() 
{ 
  // Ventana grafica---------------------- 
  noFill(); 
  stroke(170,170,170); 
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  strokeWeight(1); 
  rect(2,2,648,456,5); 
   
  fill(0,0,0); 
  noStroke(); 
  rect(4,5,28,452); 
   
  stroke(170,170,170); 
  line(5,5,33,5); 
   
  textAlign(CENTER, TOP); 
   
  fill(170,170,170); 
  textSize(11); 
  text("70W",19,35); 
  stroke(170,170,170); 
  line(5,50,33,50); 
   
  fill(170,170,170); 
  textSize(11); 
  text("60W",19,80); 
  stroke(170,170,170); 
  line(5,95,33,95); 
   
  fill(170,170,170); 
  textSize(11); 
  text("50W",19,125); 
  stroke(170,170,170); 
  line(5,140,33,140); 
   
  fill(170,170,170); 
  textSize(11); 
  text("40W",19,170); 
  stroke(170,170,170); 
  line(5,185,33,185); 
   
  fill(170,170,170); 
  textSize(11); 
  text("30W",19,215); 
  stroke(170,170,170); 
  line(5,230,33,230); 
   
  fill(170,170,170); 
  textSize(11); 
  text("20W",19,260); 
  stroke(170,170,170); 
  line(5,275,33,275); 
   
  fill(170,170,170); 
  textSize(11); 
  text("10W",19,305); 
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  stroke(170,170,170); 
  line(5,320,33,320); 
   
  fill(170,170,170); 
  textSize(11); 
  text("0W",19,350); 
  stroke(170,170,170); 
  line(5,365,33,365); 
   
  fill(170,170,170); 
  textSize(11); 
  text("-10W",19,395); 
  stroke(170,170,170); 
  line(5,410,33,410); 
   
  fill(170,170,170); 
  textSize(11); 
  text("-20W",19,440); 
  stroke(170,170,170); 
  line(5,455,33,455); 
   
  fill(0,0,0); 
  noStroke(); 
  rect(2,459,490,41); 
   
  // Título------------------------------- 
  fill(40,40,40); 
  stroke(170,170,170); 
  strokeWeight(1); 
  rect(653,2,195,235,5); 
   
  fill(255,255,255); 
  textSize(20); 
  text("Terminal Serie",754,7); 
   
  // Boton1------------------------------- 
  fill(200,200,200); 
  rect(658,37,90,40,10); 
  fill(30,30,30); 
  textSize(16); 
  text("Conectar",703,46); 
   
  // Boton2------------------------------- 
  fill(200,200,200); 
  rect(753,37,90,40,10); 
  fill(30,30,30); 
  textSize(16); 
  text("Apagar",799,46); 
   
  // Boton3------------------------------- 
  fill(200,200,200); 
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  rect(706,87,90,40,10); 
  fill(30,30,30); 
  textSize(16); 
  text("Capturar",751,88); 
  text("Datos",752,107); 
   
  // Medidas------------------------------ 
  fill(255,255,255); 
  textSize(18); 
  text("Medida",753,157); 
   
  fill(255,255,0); 
  textSize(18); 
  text("1:",704,182); 
   
  fill(255,255,0); 
  textSize(18); 
  text(Pact + "W",764,182); 
   
  fill(0,253,253); 
  textSize(18); 
  text("2:",704,207); 
   
  fill(0,253,253); 
  textSize(18); 
  text(Pbat + "W",764,207); 
   
  // Pestaña 1---------------------------- 
  fill(255,255,0); 
  noStroke(); 
  quad(2,461,28,461,13,498,2,498); 
  fill(0,0,0); 
  textSize(16); 
  text("1",11,469); 
   
  noFill(); 
  stroke(255,255,0); 
  strokeWeight(1); 
  quad(2,461,115,461,100,498,2,498); 
   
  fill(255,255,255); 
  textSize(16); 
  text("Potencia",65,461); 
  text("Módulo FV",62,478); 
   
  // Pestaña 2---------------------------- 
  fill(0,253,253); 
  noStroke(); 
  quad(119,461,145,461,130,498,104,498); 
  fill(0,0,0); 
  textSize(16); 
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  text("2",124,469); 
   
  noFill(); 
  stroke(0,253,253); 
  strokeWeight(1); 
  quad(119,461,239,461,224,498,104,498); 
   
  fill(255,255,255); 
  textSize(16); 
  text("Potencia de",188,461); 
  text("la Batería",186,478); 
   
  // ------------------------------------- 
  if((G == true) && (CS == true)) 
  { 
    fill(255,255,255); 
    textSize(16); 
    text("Capturando Datos",415,469); 
  } 
   
  // Puerto Serie------------------------- 
  while(puerto.available() > 0) 
  { 
    dato = puerto.readString().split("\t"); 
    if(dato != null) 
    { 
      Pact = dato[0]; 
      Pact = trim(Pact);       // Elimina el espacio en blanco 
      Panel = float(Pact); 
       
      Pbat = dato[1]; 
      Pbat = trim(Pbat);       // Elimina el espacio en blanco 
      Bateria = float(Pbat); 
       
      if(G == true) 
      { 
        archivo.print(Pact + ",\t"); 
        archivo.println(Pbat + ","); 
        archivo.flush(); 
      } 
       
      Panel = map(Panel,-20,80,45,height-5); // Datos escalados para el tamaño de la 
ventana 
      Bateria = map(Bateria,-20,80,45,height-5); 
       
      stroke(255,255,0); 
      strokeWeight(2); 
      line(x1, yp1, x2, yp2); 
       
      stroke(0,253,253); 
      strokeWeight(2); 
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      line(x1, yb1, x2, yb2); 
       
      x1 = x2; 
      yp1 = yp2; 
      yb1 = yb2; 
      yp2 = height - Panel; 
      yb2 = height - Bateria; 
       
      // Final de la ventana, regresar al inicio 
      if(x2 >= end) 
      { 
        background(0); 
        x1 = 37; 
        x2 = 38; 
        yp1 = yp2; 
        yb1 = yb2; 
      } 
      else 
      { 
        x2+=5; 
      } 
    } 
  } 
} 
 
void mousePressed() 
{ 
  if((mouseX > 658 & mouseX < 748) & (mouseY > 37 & mouseY < 77)) 
  { 
    fill(60,60,60); 
    noStroke(); 
    rect(658,37,90,40,10); 
    puerto.write('R'); 
    CS = true; 
  } 
  if((mouseX > 753 & mouseX < 843) & (mouseY > 37 & mouseY < 77)) 
  { 
    fill(60,60,60); 
    noStroke(); 
    rect(753,37,90,40,10); 
    puerto.write('C'); 
    CS = false; 
  } 
  if((mouseX > 706 & mouseX < 796) & (mouseY > 87 & mouseY < 127)) 
  { 
    fill(60,60,60); 
    noStroke(); 
    rect(706,87,90,40,10); 
    if(G == false) 
    { 
      G = true; 
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    } 
    else 
    { 
      G = false; 
    } 
  } 
} 
 
E. Código para la Visualización de los Archivos TXT en MATLAB 
% Archivo para graficar los txt guardados 
% en la interfaz gráfica de processing 
% Autor: Julie Pauline Viloria Porto 
% E-mail: jviloriaporto@gmail.com 
% Creado el 27 de septiembre de 2018 
  
clear; close all; 
  
[archivo,ruta] = uigetfile('*.txt','Abrir'); 
%filename = 'Datos_Prueba_1.txt'; 
if archivo == 0 
    return; 
else 
    delimiterIn = ','; 
    [A,delimiterOut]  = importdata(archivo,delimiterIn); 
     
    n = size(A,1); 
    t = 0:1/60:n/60; 
    t = t(1:n); 
    plot(t,A(:,1),t,A(:,2),'linewidth',2) 
    grid on 
     
    set(gca,'fontsize',12) 
    title('PV Module - NeuroController RTRL','fontsize',16) 
     
    xlabel('Time (Min)','fontsize',14) 
    ylabel('Power (W)','fontsize',14) 
  
    leyenda = legend('PV Module Power','RTRL Controller Power'); 
    set(leyenda,'fontsize',12,'location','South Outside','orientation','horizontal') 
     
    S1 = sum(A(:,1)); 
    S2 = sum(A(:,2)); 
     
    prom1 = S1/n; 
    prom2 = S2/n; 
     
 187 
    fprintf("Potencia promedio del Módulo FV: %f\n", prom1) 
    fprintf("Potencia promedio del Controlador: %f\n", prom2) 
end 
 
