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Abstract
We consider one-way classiﬁcation model in experimental design when the errors have generalized secant hyperbolic distribution.
We obtain efﬁcient and robust estimators for block effects by using the modiﬁed maximum likelihood estimation (MML) methodol-
ogy.A test statistic analogous to the normal-theory F statistic is deﬁned to test block effects.We also deﬁne a test statistic for testing
linear contrasts. It is shown that test statistics based on MML estimators are efﬁcient and robust. The methodology readily extends
to unbalanced designs.
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1. Introduction
Analysis of variance procedures have traditionally been based on the assumption of normality. In practice, however,
non-normal distributions occur so frequently. A number of studies have been made to investigate the effect of non-
normality on the test statistics used in analysis of variance. The effect of non-normality on Type I error was studied in
[11,7,6,2,9,3,15]. The effect of non-normality on power of the test was studied in [4,13,5,18]. They concluded that the
effect of moderate non-normality on Type I error is not very serious but the power is adversely affected; the values of the
power are, in fact, considerably smaller than under normality if, particularly, the kurtosis of the underlying distribution
is different than 3 (kurtosis of normal). The above investigations for symmetric non-normal distributions have been
carried out when the mathematical forms of short-tailed distributions (kurtosis less than 3) and long-tailed distributions
(kurtosis greater than 3) are quite distinct from one another, e.g., the former is uniform and the latter is Student’s t
[22, Chapter 1]. The purpose of this paper is to present uniﬁed results by considering the family of generalized secant
hyperbolic (GSH) distributions. The properties of GSH distributions have been studied byVaughan [24]. They represent
both short-tailed and long-tailed symmetric distributions with kurtosis ranging from 1.8 to 9 and include logistic as a
particular case, uniform as a limiting case, and closely approximate the normal and Student’s t distributions. Maximum
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likelihood estimators being intractable [12,24], we derive modiﬁed maximum likelihood (MML) estimators of block
effects (and scale parameter) in the framework of one-way classiﬁcation experimental design and show that they are
asymptotically fully efﬁcient. We also study their properties for small sample sizes n and show that they are in general
considerably more efﬁcient than the normal theory (i.e., least squares) estimators. In fact the least squares estimators
have a disconcerting feature, namely, their efﬁciencies relative to the MML estimators decrease as the sample size in
a block increases. A test statistic analogous to the normal-theory F statistic is deﬁned to test block effects. We also
deﬁne a test statistic for testing linear contrasts. It is shown that test statistics based on MML estimators are efﬁcient
and robust. The methodology obtained readily extends to unbalanced designs.
2. One-way classiﬁcation model
Consider the one-way classiﬁcation ﬁxed-effects model
yij =  + i + eij (i = 1, 2, . . . , k; j = 1, 2, . . . , n), (2.1)
having k blocks with n observations in each block; yij is the j th observation in the ith block,  is the overall mean, i
is the ith block effect, and eij are iid random errors. In the ﬁxed effects model, i are deﬁned as deviations from their
overall mean. Thus,
∑k
i=1i = 0.
In (2.1), suppose that eij are iid and have GSH distribution [24]
GSH(0, ; t): f (e) = c1

exp(c2e/)
exp(2c2e/) + 2a exp(c2e/) + 1 (−∞<e<∞), (2.2)
where for −< t0:
a = cos(t), c2 =
√
(2 − t2)/3 and c1 = sin(t)
t
c2
and for t > 0:
a = cosh(t), c2 =
√
(2 + t2)/3 and c1 = sinh(t)
t
c2.
For t > , t <  and t = , GSH(0, ; t) represents short-tailed, long-tailed and approximately normal distributions,
respectively;  is the scale parameter and t is a nuisance parameter.
The coefﬁcient of kurtosis, 2 = 4/22, is given below for a few representative values of the shape parameter, t :
t= −√2/3 −/2 0  √11 ∞
2= 9.0 5.0 4.2 3.0 2.0 1.8
The likelihood function is
L = c
N
1
N
k∏
i=1
n∏
j=1
exp(c2zij )
exp(2c2zij ) + 2a exp(c2zij ) + 1 , (2.3)
where N = nk, zij = yij−−i (1 ik, 1jn).
Let yi(1)yi(2) · · · yi(n) (1 ik) be the order statistics of the n observations yij (1jn) in the ith block.
Then zi(j) = (yi(j) − − i )/ (1 ik) are the ordered zij (1jn) variates. Since complete sums are invariant to
ordering, the likelihood equations for estimating , i (1 ik) and  can be expressed in terms of zi(j) as follows:
 lnL

= −N c2

+ 2c2

k∑
i=1
n∑
j=1
g(zi(j)) = 0,
 lnL
i
= −nc2

+ 2c2

n∑
j=1
g(zi(j)) = 0 (2.4)
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and
 lnL

= −N 1

− c2

k∑
i=1
n∑
j=1
zi(j) + 2c2
k∑
i=1
n∑
j=1
zi(j)g(zi(j)) = 0.
where g(z) = (exp(2c2z) + a exp(c2z))/(exp(2c2z) + 2a exp(c2z) + 1).
Eqs. (2.4) do not admit explicit solutions because of the terms involving the non-linear function g(z). Solving these
equations by iteration is difﬁcult and time consuming since there are k + 1 equations to solve iteratively. To alleviate
these difﬁculties, we use the method of modiﬁed maximum likelihood due to Tiku [16,17] and Tiku and Suresh [21].
This method gives explicit and highly efﬁcient estimators [14,20,22,23].
3. The MML estimators
Let ti(j) = E(zi(j)) be the expected value of the jth order statistic zi(j) in the ith block. Since the function g(z) is
almost linear in small intervals a < z<b [16,17] and zi(j) is located in the vicinity of ti(j) = E(zi(j)) at any rate for
large n, an appropriate linear approximation for g(zi(j)) (1 ik) is obtained by using the ﬁrst two terms of a Taylor
series expansion, namely
g(zi(j))g(ti(j)) + g′(ti(j))(zi(j) − ti(j))
= i(j) + i(j)zi(j) (1jn), (3.1)
where
i(j) = g(ti(j)) − i(j)ti(j) and i(j) = g′(ti(j)).
Here,
t1(j) = t2(j) = · · · = tk(j) = t(j),
1(j) = 2(j) = · · · = k(j) = j ,
1(j) = 2(j) = · · · = k(j) = j for all j = 1, 2, . . . , n (3.2)
and
j = exp(2c2t(j)) + a exp(c2t(j))
exp(2c2t(j)) + 2a exp(c2t(j)) + 1 − j t(j), (3.3)
j =
ac2 exp(3c2t(j)) + 2c2 exp(2c2t(j)) + ac2 exp(c2t(j))
[exp(2c2t(j)) + 2a exp(c2t(j)) + 1]2
. (3.4)
If j < 0 then we set j = 0 [24]. Thus, ˆ in (3.6) is always real and positive. It may be noted that
∑n
j=1j = n/2 and∑n
j=1j t(j) = 0.
Remark. It may be noted that the coefﬁcients j have inverted umbrella ordering (i.e., they increase until the middle
value and then decrease in a symmetric fashion) when the GSH(0, ; t) represents short-tailed distributions. The coefﬁ-
cients j have umbrella ordering when the GSH(0, ; t) represents long-tailed and approximately normal distributions.
This gives MML estimators excellent robustness properties.
Although the formulation to ﬁnd the exact values of expected values t(j), 1jn, is available [24], it is difﬁcult to
implement. Therefore, we use their following approximate values which is often done in practice [12,20,25]:
t(j) = 1
c2
ln[sin(tqj )/ sin(t (1 − qj ))], −< t < 0
=
√
3

ln(qj /(1 − qj )), t = 0
= 1
c2
ln[sinh(tqj )/ sinh(t (1 − qj ))], t > 0, (3.5)
where qj = j/(n + 1).
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The use of these approximate values in place of the exact values does not affect the efﬁciency of the MML estimators
in any substantial way.
Incorporating (3.1) in (2.4), the modiﬁed maximum likelihood equations are obtained. These equations are asymp-
totically equivalent to the corresponding likelihood equations (2.4) under very general regularity conditions [25] and
their solutions are the following MML estimators:
ˆ = ˆ.., ˆi = ˆi − ˆ and ˆ =
−B + √B2 + 4NC
2
√
N(N − k) (bias corrected), (3.6)
where
ˆ.. =
1
km
k∑
i=1
n∑
j=1
j yi(j), ˆi =
1
m
n∑
i=1
j yi(j), m =
n∑
j=1
j , B = Nc2(y¯.. − y¯a),
C = 2c2
k∑
i=1
n∑
j=1
j (yi(j) − ˆ − ˆi )2, y¯.. =
1
N
k∑
i=1
n∑
j=1
yi(j), y¯a = 2
N
k∑
i=1
n∑
j=1
j yi(j).
The estimators are explicit functions of sample observations and therefore easy to compute.
4. Efﬁciency
The estimator ˆi is unbiased for all n; follows from symmetry. Moreover, ˆi is the best asymptotically normal (BAN)
estimator; see Appendix A.
Given in Table 1 are the simulated variances of the MML estimator ˆi of i (1 ik), relative efﬁciency (RE) of
the LS estimator ˜i = y¯i , the minimum variance bound (MVB) V11 (Appendix A) for estimating i and the efﬁciency
(Eff) of ˆi .
From the values of the relative efﬁciencies RE(˜i ), it is concluded that the MML estimator ˆi is considerably more
efﬁcient than the LS estimator ˜i for all n other than theGSHdistributionwith t=. This distribution is indistinguishable
from normal and that is the reason for ˜i to be highly efﬁcient; however, ˆi being asymptotically fully efﬁcient, it takes
a lead as n increases and is a little more efﬁcient for n20. From the values of the efﬁciencies Eff(ˆi ), it is concluded
that for all the distributions the variances of ˆi steadily decrease as n increases and attain subsequently the minimum
variance bounds V11 (Appendix A). As a result, ˆi is 100% efﬁcient for large n. For some of the distributions, in fact,
ˆi is almost 100% efﬁcient even for moderate sample sizes (say, n20).
Table 1
Variances of theMML estimator and the relative efﬁciencies of the LS estimator: (1)V (ˆi )/2; (2) RE(˜i )=[V (ˆi )/V (˜i )]∗100; (3)MVB(i )/2;
(4) Eff(ˆi ) = [MVB(i )/V (ˆi )] ∗ 100
k = 4 2= 2.0 3.0 4.2 5.0 9.0
n = 6 (1) 0.131 0.170 0.158 0.146 0.103
(2) 79.82 102.56 95.62 88.88 61.96
(3) 0.088 0.162 0.152 0.135 0.076
(4) 66.93 76.20 96.30 92.65 74.29
n = 10 (1) 0.070 0.101 0.094 0.086 0.055
(2) 70.60 100.44 94.46 85.66 56.59
(3) 0.053 0.097 0.091 0.081 0.046
(4) 75.54 96.68 96.77 93.69 82.63
n = 20 (1) 0.030 0.049 0.046 0.041 0.025
(2) 61.14 99.13 92.31 82.43 50.96
(3) 0.026 0.049 0.046 0.041 0.023
(4) 87.29 98.97 98.85 98.93 91.76
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Table 2
Variances of the LS and M-estimators of : (1) V (˜)/2; (2) V (ˆw)/2
k = 1 2= 2.0 3.0 4.2 5.0 9.0
n = 6 (1) 0.166 0.164 0.167 0.170 0.169
(2) 0.226 0.187 0.166 0.158 0.117
n = 10 (1) 0.101 0.100 0.100 0.100 0.101
(2) 0.128 0.109 0.098 0.091 0.064
n = 20 (1) 0.048 0.048 0.052 0.050 0.050
(2) 0.056 0.051 0.049 0.044 0.031
4.1. M-estimators
A class of robust estimators of the location parameter  that are known to be considerably more efﬁcient [20, p. 181]
than sample median based estimators (e.g., Tukey’s median polish estimator) are called M-estimators and are due to
Huber [10]. The most prominent from this class is [10] the wave estimator ˆw. The equation for calculating ˆw is given
in [19, p. 130] reproduced from [8]. Like theMML estimator ˆ and the LS estimator ˜, ˆw is unbiased for all symmetric
distributions. To compare the efﬁciency of ˆw with ˆ and ˜ for the family (2.2), we simulated their variances. The
simulated values are given in Table 2 for ˆw and ˜ and in Table 1 for ˆ. All the simulated values in this paper are based
on [100, 000/n] (integer value) Monte Carlo runs. It can be seen that ˆ has the smallest variances and is, therefore, the
most efﬁcient. The M-estimator ˆw is more efﬁcient than the LS estimator ˜ only for long-tailed distributions (kurtosis
2 > 3). Since ˆw is not predominantly more efﬁcient than ˜ for the family (2.2), we do not consider it any further.
Besides, the distribution of ˆw is intractable for small n [22, p. 138]. That is due to the fact that the method implicitly
censors a number (which is not the same for every sample of size n) of observations [20,22].
5. Testing block effects
To test equality of block effects, that is, to test the null hypothesis
H0 : 1 = 2 = · · · = k = 0 against H1: i = 0 for some i = 1, 2, . . . , k,
the following decomposition of total sum of squares ST is used:
ST = Sb + Se,
ST = 2c2
k∑
i=1
n∑
j=1
j (yi(j) − ˆ)2, Sb = 2c2m
k∑
i=1
(ˆi − ˆ)2 and Se = 2c2
k∑
i=1
n∑
j=1
j (yi(j) − ˆi )2. (5.1)
ST/2 and Sb/2 are for large n distributed as chi-squares with N − 1 and k − 1 degrees of freedom, respectively, and
irrespective of H0 and H1, Se/2 is distributed as chi-square withN −k degrees of freedom (AppendixA). Since Sb/2
and Se/2 are independently distributed chi-square random variables, for large n, the null distribution of the ratio
W = Sb/(k − 1)
Se/(N − k)
2c2m
∑k
i=1ˆ
2
i
(k − 1)ˆ2 (5.2)
is central F with (k − 1, N − k) degrees of freedom. The distribution of W under H1 is non-central F with (k − 1,
N − k) degrees of freedom and non-centrality parameter 2W = 2c2m
∑k
i=1(i/)2 for large n. Large values of W
lead to the rejection of H0 in favour of H1. The normal-theory test statistic for testing H0 is F = ((N − k)/(k − 1))∑k
i=1˜
2
i /
∑k
i=1
∑n
j=1(yij−˜i )2 havingF distributionwith k−1 andN−k degrees of freedom.UnderH1, it is distributed
as non-central F with k − 1 and N − k degrees of freedom and non-centrality parameter 2F = n
∑k
i=1(i/)2. Since
2W > 
2
F , theW-test is more powerful than the F-test. This was to be expected since more efﬁcient estimators are used
in the W-test.
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6. Testing linear contrasts
The W-test gives an overall assessment whether block differences exist or not. If the W statistic is not signiﬁcantly
large, that does not necessarily imply that no block differences exist. It is, therefore, always advisable to construct linear
contrasts to assesss the block differences [20]. A linear function L =∑ki=1lii =∑ki=1lii is called linear contrast if∑k
i=1li = 0. A linear contrast represents a comparison between i (1 ik).
The MML estimator of the linear contrast L =∑ki=1lii is∑ki=1li ˆi with variance 22mc2∑ki=1l2i , for large n. Since
ˆi are asymptotically normally distributed and ˆ converges to  as n becomes large, the distribution of the statistic
T =
√
2mc2
∑k
i=1li ˆi
ˆ
√∑k
i=1l2i
(6.1)
is asymptotically normal N(0, 1), under the null hypothesis H0 :∑ki=1lii = 0.
Large values of |T | lead to the rejection of H0. The asymptotic power function of the test is (with Type I error )
1 − P(|Z|z/2 − |T |), (6.2)
where Z is a standard normal variate and 2T = 2mc2(
∑k
i=1lii )2/2
∑k
i=1l2i is the non-centrality parameter.
Note that the normal-theory statistic for testing H0 is t = √nL˜/˜. The null distribution of this statistic for large n is
Student’s t with k(n − 1) degrees of freedom and its distribution under the alternative hypothesis is non-central t with
k(n − 1) degrees of freedom and non-centrality parameter 2t = nL2/2. Since 2T > 2t , the T-test is more powerful
than the t-test, for large n.
7. Robustness of estimators and tests
Since deviations from an assumed model are very common, the issue of robustness becomes important.An estimator
is called robust if it is fully efﬁcient (or nearly so) for an assumed distribution andmaintains high efﬁciency for plausible
alternatives. A test is said to have criterion robustness if its Type I error is not substantially higher than a pre-speciﬁed
level and is said to have efﬁciency robustness if its power is high, at any rate for plausible alternatives to an assumed
distribution [22, Preface, 21, Preface].
To illustrate the robustness of both the MML estimators and the tests based on them we consider, for illustration, the
following plausible alternatives (1)–(5) to the assumed distribution GSH in (2.2) with t = −/2:
Misspeciﬁcation of the distribution: (1) GSH(, ,−/4).
Dixon’s outlier model: (2) (n − 1) observations come from GSH(, ,−/2) but one observation (we do not know
which one) comes from GSH(, 4,−/2).
Mixture model: (3) 0.90 GSH(, ,−, /2) + 0.10 GSH(, 4,−/2).
Contamination model: (4) 0.90 GSH(, ,−/2) + 0.10 Uniform(−1/2, 1/2).
(5) Normal distribution with mean  and standard deviation .
Note that the coefﬁcients j and j in (1)–(5) are computed from (2.3) with t = −/2, the assumed distribution.
The simulated variances of ˜i and ˆi are given in Table 3. Also given are the values of the relative efﬁciency of
the LS estimator of i . It can be seen that the MML estimator ˆi is remarkably efﬁcient and robust. For the normal
Table 3
Variances and relative efﬁciencies: n = 10, = 1
Model Variance RE
˜i ˆi ˜i
(1) 0.059 0.041 69.01
(2) 0.250 0.115 46.02
(3) 0.631 0.240 38.09
(4) 0.089 0.071 79.58
(5) 0.102 0.111 108.12
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Table 4
Values of Type I error and power for the W and F-tests: d = 1/, 2 = −d, 3 = 4 = 0; = 1, k = 4, n = 10
Alternative models
(1) (2) (3) (4)
d F W d F W d F W d F W
0.0 0.047 0.037 0.0 0.031 0.022 0.0 0.039 0.027 0.0 0.047 0.044
0.1 0.06 0.06 0.2 0.06 0.05 0.2 0.06 0.05 0.1 0.06 0.06
0.2 0.14 0.15 0.4 0.14 0.15 0.4 0.15 0.15 0.2 0.10 0.11
0.3 0.27 0.32 0.6 0.29 0.33 0.6 0.32 0.37 0.3 0.18 0.20
0.4 0.47 0.55 0.8 0.49 0.60 0.8 0.52 0.61 0.4 0.30 0.35
0.5 0.65 0.75 1.0 0.67 0.81 1.0 0.68 0.80 0.5 0.45 0.53
0.6 0.81 0.90 1.2 0.80 0.93 1.2 0.81 0.92 0.6 0.61 0.70
0.7 0.90 0.96 1.4 0.89 0.98 1.4 0.88 0.97 0.7 0.75 0.83
0.8 0.99 1.00 1.6 0.94 1.00 1.6 0.93 0.99 0.8 0.86 0.92
distribution, of course, ˆi is somewhat less efﬁcient as expected since ˜i is the MVB estimator. To show the robustness
property of theW-test, the simulated values of the Type I error and power are given in Table 4. It may be noted that the
W-test has a double advantage: it has not only smaller Type I error but has also higher power than the F-test.
The T-test based on the MMLE for testing linear contrasts has efﬁciency and robustness properties exactly similar
to those in Table 4. We do not reproduce details for conciseness.
For the normal distribution, the W-test is a little less powerful as expected since the F-test is known to be UMP
(uniformly most powerful).
8. Unbalanced design
The methodology readily extends to unbalanced designs, the number of observations in the ith block being ni
(1 ik). Without loss of generality, assume
∑k
i=1mii = 0 where mi =
∑ni
j=1i(j) and i(j) is the coefﬁcient j
in (3.4) with n = ni (1 ik). The MML estimators in (3.6) are exactly similar to those for balanced designs with
obvious changes such as
ˆ.. =
1
M
k∑
i=1
mi ˆi , ˆi =
1
mi
ni∑
j=1
i(j)yi(j), M =
k∑
i=1
mi, C = 2c2
k∑
i=1
ni∑
j=1
i(j)(yi(j) − ˆ − ˆi )2,
y¯ = 1
N
k∑
i=1
ni∑
j=1
yi(j), y¯a = 2
N
k∑
i=1
ni∑
j=1
i(j)yi(j), N =
k∑
i=1
ni and
i(j) is the coefﬁcient j in (3.3) with n = ni (1 ik). (8.1)
To test equality of block effects, the variance ratio statistic is
W = 2c2
∑k
i=1mi ˆ
2
i
(k − 1)ˆ2 . (8.2)
The null distribution of W for large ni (1 ik) is central F with (k − 1, N − k) degrees of freedom and the
distribution of W under H1 is non-central F with (k − 1, N − k) degrees of freedom and non-centrality parameter
2W = 2c2
∑k
i=1(mii/)2. The W-test has exactly similar robustness properties as the test statistic (5.2).
In testing a linear contrast, the T-test statistic is
T =
√
2c2
∑k
i=1li ˆi
ˆ
√∑k
i=1
l2i
mi
(8.3)
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and is asymptotically normal N(0, 1), under the null hypothesis H0 : ∑ki=1lii = 0. The non-centrality parameter in
(6.2) becomes 2T = 2c2(
∑k
i=1lii )2/2
∑k
i=1(l2i /mi).
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Appendix A.
A.1. Information matrix
The Fisher information matrix for one-way classiﬁcation model is
I =
⎡
⎢⎢⎢⎢⎣
−E
(
2 lnL
2i
)
−E
(
2 lnL
i
)
−E
(
2 lnL
i
)
−E
(
2 lnL
2
)
⎤
⎥⎥⎥⎥⎦ , (A.1)
where E(2 lnL/i) = 0,
for − < t < 0, E
(
2 lnL
2i
)
= −c
2
2n(t − sin t cos t)
22tsin2 t
E
(
2 lnL
2
)
= − N
62
(
2 − t2
sin2 t
− (
2 − 3t2) cos t
t sin t
)
for t0, E
(
2 lnL
2i
)
= −c
2
2n(sinh t cosh t − t)
22tsinh2 t
E
(
2 lnL
2
)
= − N
62
(
(2 + 3t2) cosh t
t sinh t
− 
2 + t2
sinh2 t
)
.
The variance–covariance matrix is V = I−1 = (Vij ), where
V11 = − 1
E(2 lnL/2i )
, V12 = V21 = 0 and V22 = − 1
E(2 lnL/2)
.
A.2. Asymptotic properties
A.2.1. One-way clasiﬁcation model
Lemma 1. Asymptotically, the estimator ˆi = ˆi. is BAN with variance
V (ˆi )
2
2mc2
. (A.2)
Proof. Since  lnL∗/i is asymptotically equivalent to  lnL/i and assumes the form
 lnL∗
i
= 2mc2
2
(ˆi − i ), (A.3)
and E
[
r lnL∗
ri
]
= 0 for all r3, the result follows [1].
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Corollary 1. The estimator ˆ = ˆ.. is BAN with variance
V (ˆ)
2
2kmc2
. (A.4)
Corollary 2. Since ˆi (1 ik) are independent of each other and ˆ = (1/k)
∑k
i=1ˆi ,
V (ˆi )
(k − 1)2
2kmc2
. (A.5)
Remark. The estimators ˆi and ˆ are uncorrelated and since E(r+s lnL∗/ri s) = 0 for all r1 and s1, they
are independent of each other, asymptotically [1].
Lemma 2. Asymptotically, N ˆ2(i )/2 is conditionally (i =  + i ) distributed as chi-square with N degrees of
freedom.
Proof. For large n, B/
√
nC10 where C1 = 2c2∑ki=1∑nj=1j (yi(j) − i )2. Therefore,  lnL∗/ assumes the form
 lnL∗


N
3
(
C1
N
− 2
)
. (A.6)
Evaluation of the cumulants of  lnL∗/ in terms of the expected values of the derivatives of  lnL∗/ immediately
leads to the result that N ˆ2(i )/2 is distributed as chi-square with N degrees of freedom [1,20,22]. 
Corollary 3. Asymptotically, N ˆ2/2 is distributed as chi-square with N − k degrees of freedom.
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