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Abstract
Chapter 1 proves an optimal version of the plank theorem in real Hilbert spaces.
Plank problems are questions concerning coverings of convex sets by planks (re-
gions between two parallel hyperplanes). The problem treated here is related to
coverings of unit balls of real Hilbert spaces by collections of planks that are sym-
metric about the origin. Chapter 2 discusses a connection between two combinato-
rial designs: 1-factorizations and Hadamard matrices. We consider 1-factorizations
of complete graphs that match a given Hadamard matrix. The existence of these
factorizations is established for two well-known families of Hadamard matrices:
Walsh matrices and certain Paley matrices. Chapter 3 studies Markov type proper-
ties for Lp spaces for p ∈ (1, 2). The notion of Markov type was introduced by Ball
and it describes the evolution of time-reversible Markov chains with a finite num-
ber of states on a given Metric space. Ball showed that there is striking connection
between this property and the extension of Lipschitz maps. Exploiting this connec-
tion, we obtain some results concerning the extension of Lipschitz maps defined on
Lp spaces with p ∈ [1, 2].
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Preface
This thesis treats various problems that lie in the fields of Discrete Geometry, Func-
tional Analysis, Metric Geometry and Combinatorial Design Theory. Although
they are not directly connected, all of them deal with the structure or distribution of
finitely many points in some geometrical or combinatorial setting. The chapters are
independent and can be considered as individual pieces of work. For this reason,
each chapter contains its own introduction and here we just give a brief overview of
the content in each of them.
In the first chapter, we study plank problems using inverse eigenvectors. A plank in
a vector space is the region bounded by two parallel hyperplanes. Plank problems
are concerned with coverings of closed sets by collections of planks. The classic
plank problem was originally posed by Tarski in the early 1930s (in connection to
the Banach-Tarski paradox). It states that if a collection of planks covers a convex
body (compact convex subset of Rn), then the sum of the widths of the planks must
be at least the minimal width of the convex body they cover. Tarski proved it for
the unit circle and the 3-dimensional ball. In 1951, Bang solved the problem in its
full generality. At the end of his paper, Bang asked if the plank problem could be
strengthened by measuring the widths of the planks with respect to the convex body
that is being covered. Given a convex body K, the relative width of a plank is the
width of the plank divided by the width of K in the direction normal to the plank.
Bang’s question can be formally stated as follows: if a convex body is covered by
a collection of planks, must the sum of relative widths of the planks be at least 1?
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This question is more natural than the original plank problem since it is affine in-
variant. Although this affine version of the plank problem remains open, Ball [2]
solved it for symmetric convex bodies (Ball actually solved it for arbitrary unit balls
of Banach spaces regardless of the dimension of the space). Ball’s plank theorem
can be seen as a generalization of the Hahn-Banach theorem, a sharp quantitative
version of the uniform boundedness principle or a geometric pigeonhole principle.
Ball’s theorem also drew some connection between the plank problem and the co-
efficient problem in harmonic analysis [4]. Since then, several variants of the plank
problem have emerged in complex and spherical geometry (see [10]). In this the-
sis, we will use inverse eigenvectors to transfer plank problems, which are purely
geometrical, to the study of the extremal behavior of a certain classes of functions.
Given a matrix M , w is an inverse eigenvector of M if Mw = w−1. This method
was developed by Ball [5] in his solution of the complex plank problem and later
adapted by Ambrus [1] to tackle the strong polarization problem. We use inverse
eigenvetors to give a new proof of a generalization of Fejes Tóth’s zone conjecture
[29] from 1973. This conjecture was recently solved by Jiang and Polyanskii [13]
using a completely different method. We prove that for any sequence v1, v2, ..., vn
of unit vectors in a real Hilbert space H , there exists a unit vector v in H such that
|〈vk, v〉| ≥ sin(π/2n)
for all k. This can be seen as a sharp version of the plank theorem for real Hilbert
spaces. As a result, we obtain a unified approach to some of the most important
plank problems on the real and complex setting: the classic plank problem, the
complex plank problem, Fejes Tóth’s zone conjecture and the strong polarization
problem.
In the second chapter, we study a connection between two different combinato-
rial designs: 1-factorizations and Hadamard matrices. More precisely, we study
1-factorizations of complete graphs that “match” a given Hadamard matrix. With
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this we mean that there are restrictions for the factorizations in terms of a given
Hadamard matrix. One restriction is that the edges of the k-th factor must have
endpoints of opposite sign in the k-th row of the Hadamard matrix; the other, that
the edges have endpoints of the same sign. We conjecture that such factorizations
exist for any given Hadamard matrix. We give an integer-program formulation of
the problem and show the existence of such factorizations for some well known
classes of Hadamard matrices: Walsh matrices and Paley matrices of certain sizes.
In the final chapter, we deal with extension of Lipschitz maps to finitely many
points. We give a simple proof of a Type 2 property for Lp spaces with p ∈ [1, 2]
and we explain how this property is used to prove a strengthening of Maurey’s
extension theorem. We propose a possible metric analogue of this property. Recall
that a stochastic matrix is a square matrix of non-negative real numbers whose rows
add up to one. So we have the following conjecture.
CONJECTURE. Let 1 < p < 2, x1, . . . , xn ∈ Lp and A a n × n symmetric
stochastic matrix. Then, for any positive integer t we have that
∑
ij









aij ‖xi − xj‖2Lp
where Kp is a universal constant depending only on p.
We prove this conjecture for p = 1 (for an arbitrary metric space) and we get a
weaker version for general p. After that, we prove that this is true when A is the
transition matrix of the standard random walk on a hypercube (actually, for any
transition matrix on the cube for which the transition probabilities only depend on
the Hamming distance of the vertices of the cube). Finally, we give some results
concerning the extension of Lipschitz maps defined on Lp spaces with p ∈ [1, 2].
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Chapter 1
An Optimal Plank Theorem
1.1 Introduction
A plank in a vector space X is the region bounded by two parallel hyperplanes.
The classical plank problem, conjectured by Tarski, states that if an n-dimensional
convex body is covered by a collection of planks, then the sum of the widths of
the planks should be at least the minimal width of the convex body they cover.
Tarski proved it for the particular cases of the unit disc and the 3-dimensional solid
sphere. Bang [7] solved the problem for arbitrary convex bodies. Bang [7] also
asked whether the widths of the planks could be measured with respect to the con-
vex body that it is covered. Ball [2] answered affirmatively this affine version of
the plank problem for the most interesting case: when the convex body in question
is symmetric. Ball’s plank theorem can be seen as a generalization of the Hahn-
Banach theorem, a sharp quantitative version of the uniform boundedness principle,
or a geometric pigeon-hole principle.
A plank in a normed space X is a region of the form
{x ∈ X : |φ(x)−m| ≤ w}
1
where φ is a linear functional onX∗ of norm 1, m a real number, and w is a positive
number. The number w is called the half-width of the plank. Ball’s affine plank
theorem states the following.
THEOREM 1.1.1 (The Plank Theorem [2]). For any sequence (φk)∞k=1 of norm
one functionals on a real Banach space X , (mk)∞k=1 a sequence of real numbers




there exists a unit vector x in X for which
|φj(x)−mj| > tj
for every j.
The Plank theorem is obviously sharp in the sense that the unit ball of X can be
covered by n non-overlapping parallel planks whose half-widths add up to 1.
In the present discussion, we are interested in the affine problem in the case that the
planks covering the convex body are symmetric about the origin: so we are only
interested in planks of the form
{x ∈ X : |φ(x)| ≤ w}
where φ is a linear functional on X∗ of norm 1 and w is a positive number. In this
case, Ball’s plank theorem states the following.
For any sequence (φk)∞k=1 of norm one functionals on a (real) Banach spaceX and





there exists a unit vector x in X for which
|φj(x)| > tj
for every j.
For an arbitrary Banach space, the condition that the sequence of positive numbers
(tk)
∞
k=1 add up to at most 1 is sharp. This can be seen by taking the space X to be
`1 and the collection φi to be the standard basis vectors in `∞. For other spaces,
such as Hilbert spaces, one might expect to be able to improve upon this condition.






THEOREM 1.1.2 (Complex Plank Theorem [5]). For any sequence v1, v2, . . . vn





there exists a unit vector z ∈ Rn such that
|〈vk, z〉| ≥ tk
for all k.
On the other hand, for real Hilbert spaces, this is clearly not possible. Consider 2n
vectors v1, v2, . . . , v2n in R2 equally spaced around the circle: (n vectors and their
negatives). For any unit vector v in R2 there is a i such that
|〈vi, v〉| ≤ sin(π/2n).
This simple statement is connected to a conjecture by Fejes Tóth which was posi-
tively answered, about two years ago, by Jiang and Polyanskii in [13]. A zone of
3
width w is the set of points in the unit sphere at spherical distance w/2 of a given
great circle. In 1973, Fejes Tóth conjectured that if a collection of zones of equal
width covers the unit sphere then the angular width of the zones should be at least
π/n.
A zone of spherical width w associated to the great circle S2 ∩ v>, for a given unit
vector v (see Figure 1.1), is the set given by
{x ∈ S2 : |〈v, x〉| ≤ sin(w/2)}.
With this notation, Fejes Tóth conjecture can be restated and generalized as an
optimal plank theorem for real Hilbert spaces.
Figure 1.1: A zone of angular width π/10. The vector v is represented by a black
arrow in the picture and the great circle is the intersection of the hyperplane v> with
the sphere. The zone is the set of points at angular distance π/5 of the great circle.
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THEOREM 1.1.3. For any sequence v1, v2, . . . , vn of unit vectors in a real Hilbert
space H , there exists a unit vector v in H such that
|〈vk, v〉| ≥ sin(π/2n)
for all k.
Jiang and Polyanskii [13] solved this conjecture for arbitrary collection of zones
(not necessarily having all the same width). They used the classic machinery to
solve plank problems: a discrete optimization as in the classic proof of Bang’s
lemma [7] followed by an additional innovative inductive argument. The purpose
of this chapter is to give a new proof of Fejes Tóth’s zone conjecture [29] using a
completely different method: Inverse Eigenvectors. We also give a different poof
of the classical plank problem. As a result, we obtain a unified approach to some
of the most important plank problems on the real and complex setting: the classic
plank problem, the complex plank problem, Fejes Tóth’s zone conjecture and the
strong polarization problem.
Inverse eigenvectors allow us to transfer a purely geometrical problem to the study
of the extremal behavior of certain class of functions. In the case of the complex
plank problem, these are complex polynomials. In the case of Fejes Tóth conjecture
and the classic plank problem, these are trigonometric polynomials.
The basic strategy in the proof of Theorem 1.1.3 is the strategy followed by Ball in
the proof the complex plank problem, but there is a fundamental difference. The
main ingredient of the proof of Theorem 1.1.2 has no analogue in the real case. In
[5], Ball studies the behaviour of a complex polynomial locally around 1 and, with
the aid of the maximum modulus principle, manages to jump away from 1 to a point
in the unit disk where this polynomial has large absolute value. In contrast, the proof
of Theorem 1.1.3 relies on the extremal properties of trigonometric polynomials to
produce this jump.
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Figure 1.2: The extremal cases of Theorem 1.1.3 are sets of n vectors equally
spaced around a circle V ∩ SH for some 2-dimensional subspace V of H . Given
such a set, the left-hand side of the figure shows sub-optimal zones, obtained from
this sets, with half-width 1/n corresponding to the classic plank problem. On the
right-hand side, the figure shows the zones with the optimal width sin(π/2n) cor-
responding to Theorem 1.1.3.
For the rest of the discussion, we shall work with the following rescaled version of
Theorem 1.1.3 which will suit our purposes better. We also assume that n ≥ 2 so
as to eliminate from the discussion the trivial case when n = 1.
Theorem 1.0.3′. For any sequence v1, v2, . . . , vn of unit vectors in a real Hilbert








In this section we introduce the notion of inverse eigenvectors. An inverse eigen-
vector of a matrix M is a vector x satisfying the equation Mx = x−1 where x−1 is
the inverse of x componentwise.
Inverse eigenvectors arose naturally in the solution of the complex plank problem.
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In his paper [5], Ball transforms the complex plank problem to a problem concern-
ing the location of inverse eigenvectors of a complex Gram matrix. Seven years
later, Leung, Li and Rakesh [18] reformulated the problem of finding the polariza-
tion constant of Rn in terms of inverse eigenvectors and described the structure of
the inverse eigenvectors for real positive symmetric matrices.
The term inverse eigenvector for a vector x satisfying Mx = x−1 turns up for the
first time in [1], where Ambrus used the methods in [5] to reformulate the strong
polarization problem as a geometric question concerning the location of inverse
eigenvectors and managed to solve the problem for the planar case. The treatment
and adaptations of [5] and the definition of inverse eigenvectors that are presented
here are due to Ambrus in [1] on his work on the strong polarization problem (see
also [18]). In order to motivate the definition of inverse eigenvector, let us go back
to our question.
Our problem consists of finding a vector v of norm
√
n which has large inner prod-
uct with all the vectors v1, v2, . . . , vn. An obvious candidate for this vector v would
be one for which mink |〈vk, v〉| is maximal. However, there seems to be no simple
way to either manipulate or obtain useful information from this maximal condition.
Instead we choose a unit vector v for which the product
∏
i |〈vi, v〉| is maximal,
hoping that each of the factors will be large enough to get the desired inequality.
For the product, we can use simple analytic tools to study the points for which it is
locally extremal. Luckily, the structure of these local optimisers can be described
concisely as the following proposition shows. The following proposition can be
found as discussion in the last paragraph of page 2863 in [18] or as proposition
1.16 in page in [1].
PROPOSITION 1.2.1 ([18],[1]). Let v1, v2, . . . , vn be a sequence for unit vectors
in a real Hilbert space H . Suppose that v is vector of norm
√













Proof. Since v is a stationary point, by the method of Lagrange multipliers, the
gradients of the objective function and the constraint should be scalar multiples of








| 〈vk, v〉 |. (1.2.2)
This gives equation (1.2.1) up to a constant and taking inner product with v shows
that the constant must be 1.
Denote by H the associated to the sequence of unit vectors (vk)nk=1, that is, Hij =
















Therefore, w satisfies the following equation Hw = w−1 where w−1 is defined as










This observation leads us naturally to the following definition.
DEFINITION 1.2.2 ([1]). Let M be a n × n matrix. We say that w is an inverse
eigenvector of M if
Mw = w−1 (1.2.4)
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In their paper [18], Leung, Li and Rakesh describe the structure of inverse eigen-
vectors for real Gram matrices. This is summarized in the following proposition.
PROPOSITION 1.2.3 ([18]). Let H be a n× n real Gram matrix then:
a) there is at most one inverse eigenvector in each quadrant of Rn,
b) there is an inverse eigenvector in a quadrant Q of Rn if and only if
Q ∩ Ker(H) = {0},
c) there is an inverse eigenvector in Q if and only if
∏
i |wi| has a maximum in
Q. Moreover, the maximizer in Q is the unique inverse eigenvector.
Proposition 1.2.3 shows that there are at most 2n inverse eigenvectors for a given
real Gram matrix H , in contrast with the complex case, where the equation Hz̄ =
z−1 has infinitely many solutions.





It is clear that v would satisfy equations (1.2.1) and (1.2.3). Theorem 1.0.3′ is thus
a consequence of the following.
THEOREM 1.2.4. LetH be a real Gram matrix of unit vectors. Then, there exists




If one were to prove the classic plank theorem for Hilbert spaces using inverse
eigenvectors, one would only have to show the following weaker version of Theo-
rem 1.2.4.
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THEOREM 1.2.5. Let H be a real Gram matrix of unit vectors. Then, there exists




This is an analogue of Bang’s lemma in [7] (also see [2] for a proof of Bang’s lemma
in the form described here). To see this, we rewrite Theorem 1.2.5 as follows.
Theorem . Let H be a real Gram matrix of unit vectors . Then, there exists a vector
w such that |wi| ≤
√





and recall that Bang’s lemma states slightly more than the following.
Theorem . Let H be a real Gram matrix of unit vectors. Then, there exists a vector







We will give a simple proof of Theorem 1.2.5 using inverse eigenvectors. Actually,
we will prove something stronger.
THEOREM 1.2.6. Let H be a real n×n Gram matrix of unit vectors. Then, there






where wx is just the coordinate-wise product of the vectors w and x.
In terms of a sequence of vectors in a Hilbert space this says that if v1, . . . , vn is a
sequence of unit vectors in a real Hilbert space H , then there exists a vector w in
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for all vectors x in Rn and
∣∣∣〈vk,∑wkvk〉∣∣∣ = 1|wk| ≥ 1√n− 1 .
This resembles a plank-type theorem of Nazarov [26], (also stated in [5]) that states
the following.
Theorem . Let fi be unit functions in L1 which satisfy
∥∥∥∑ ajfj∥∥∥ ≤M ‖a‖`2





1. Then there is a function g ∈ L∞ with norm at most 15M2 and
| 〈fj, g〉 | ≥ tj
for every j.
1.3 The Proof of Theorem 1.2.4
To find a suitable eigenvector w notice that w defined as in equation (1.2.3) is a
local extremal point for the function
n∏
k=1
| 〈vk, v〉 |,






subject to the constraint
‖v‖2 =
∥∥∥∑wkvk∥∥∥2 = w>Hw = n
In the light of Proposition 1.2.1, this would suggest that we try to find a vector w
to minimize
∏
|wk| subject to the constraint w>Hw = n. Unfortunately, this mini-
mum is always 0. To deal with this problem, we choose u so as to maximize
∏
|uk|
subject to the constraint u>H−1u = n, in the hope that the maximum would be
converted into a minimum of the original problem via the natural bijection between
the inverse eigenvectors of H and H−1. That is, if u is an inverse eigenvector of
H−1, then w = u−1 is an inverse eigenvector of H . We will use the following
lemma in [1] which is a slight variation of Lemma 7 in [5].
LEMMA 1.3.1 ([1]). Suppose that H is a real Gram matrix of unit vectors and w




is locally extremal subject to the condition
w>Hw = n. (1.3.1)
Then, w is an inverse eigenvector for H .
Lemma 1.3.1 yields a vector u for which
∏
|uk| is maximal subject to the constraint
u>H−1u = n. Set w = u−1. Thus, w is an inverse eigenvector of H . Moreover,
since u has being selected as to maximize
∏
|uk| we have that if c is a vector such
that
∏










The problem is to show ‖w‖∞ ≤ n−
1
2 csc(π/2n).
1.4 The final transformation
In this section, we make a final transformation of the statement of Theorem 1.1.3
and then prove it. Define a matrix M by
mjk = wjHjkwk















= wj(Hw)j = 1
where the last identity is guaranteed by the fact that w is an inverse eigenvector of
H . Finally, the optimal condition 1.3.2 can be restated in terms of the matrix M








Hence, to prove Theorem 1.2.4 it suffices to show the following.
LEMMA 1.4.1. Suppose that M is a symmetric positive matrix satisfying
• M1 = 1, and
• whenever c is a vector such that
∏
|ck| = 1, then
c>M−1c ≥ n.
Then mkk ≤ n−1 csc2(π/2n) for all k.
In the same way Theorem 1.2.6 reduces to the following.
LEMMA 1.4.2. Suppose that n ≥ 2 and M is an n×n symmetric positive matrix
satisfying
• M1 = 1, and
• whenever c is a vector such that
∏
|ck| = 1, then
c>M−1c ≥ n.
Then ‖M‖2 ≤ n− 1.
We will first give the proof for Lemma 1.4.2 and make some useful remarks that
lead us to the proof of Lemma 1.4.1.
Remark 1.4.3. It must be pointed out that the proof of Lemma 1.4.2 follows the
same lines as the proof of Ambrus [1] of the strong polarization problem in the
planar case: the contribution here is more a refinement of the proof by using deriva-
tives and Bernstein’s inequality which potentially could be applied to a variety of
classes of functions that satisfy Bernstein-type inequalities.
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Proof of Lemma 1.4.2. First notice that if we let c = Mb then the second condition
of the lemma can be restated as follows:
∏
|(Mb)k| = 1 implies
b>Mb ≥ n.
Or equivalently, for any b with
b>Mb = n,
∏
|(Mb)k| ≤ 1. The proof consists of looking at 2-dimensional slices of the ellip-
soid defined by
E = {x : x>Mx = n}.
So we will “cut” E with subspaces of dimension 2 of Rn which contain the vector
1. Thus, given a vector v ∈ E orthogonal to 1, we let Hv be the 2 dimensional
subspace spanned by 1 and v,
Hv = span{1, v}. (1.4.1)
We denote by Ev the ellipse we get by intersecting E and Hv,
Ev = E ∩Hv. (1.4.2)
Notice that we can parameterize the ellipse Ev as follows: given an angle θ ∈ [0, 2π]
we define
vθ = cos θ 1 + sin θ v. (1.4.3)
Any vector in Ev is of the form (1.4.3) for some θ ∈ [0, 2π] and every vector vθ ∈ Ev
for every θ ∈ [0, 2π]. Hence,
Ev = {vθ : θ ∈ [0, 2π]}.
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(cos θ + (Mv)j sin θ)
Notice that Tv(0) = 1. We now compute the first and second derivatives of Tv at 0.






sin θ − (Mv)j cos θ
cos θ + (Mv)j sin θ
(1.4.4)
Evaluating equation (1.4.4) at 0 and recalling that M is symmetric, M1 = 1 and v





>Mv = 1>v = 0. (1.4.5)
Taking derivatives on both sides of equation (1.4.4) yields






(cos θ + (Mv)j sin θ)2
. (1.4.6)
Thus replacing Tv(0) = 1 and T ′v(0) = 0 in equation (1.4.6), we get
|T ′′v (0)| = n+ ‖Mv‖
2 .
We are now in a position to apply the following well known inequality for trigono-
metric polynomials.
Theorem (Bernstein’s Inequality). Let Tn be the set of trigonometric polynomials
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of degree at most n. If T ∈ Tn, then
‖T ′‖∞ ≤ n ‖T‖∞ (1.4.7)
where ‖T‖∞ denotes the uniform norm of T on [0, 2π].
For a proof of Bernstein’s Inequality, we refer the reader to [11] page 178. Ap-
plying Bernstein’s inequality twice, we get the following inequality for the second
derivative of Tv,
‖T ′′v ‖∞ ≤ n
2 ‖Tv‖∞ . (1.4.8)





for all θ and thus
‖Tv‖∞ ≤ 1
for all v ∈ E . Hence by inequality (1.4.8),
n+ ‖Mv‖2 = |T ′′v (0)| ≤ ‖T ′′v ‖∞ ≤ n
2
for all v ∈ E orthogonal to 1. Therefore,
‖Mv‖2 ≤ n(n− 1) (1.4.9)
for all v ∈ E orthogonal to 1.
Let v ∈ E be an eigenvector orthogonal to 1 associated to the possible largest
eigenvalue λ. For this eigenvector v we have that
‖Mv‖2 = v>M>Mv = λv>Mv = λn
17
and hence by (1.4.9),
λ ≤ n− 1.
The norm ‖M‖2 is the maximum of 1 and λ which, in either case, is less than or
equal to n− 1.
Remark 1.4.4. To get the classic result for Hilbert spaces, observe that
mkk = e
>
kMek ≤ ‖M‖2 ≤ n− 1 < n.
where ek is the k-th canonical vector. This would give a proof for Lemma 1.2.5.
However, one can try to make a better selection of the vector v so as to get a much
better estimate of mkk for all k. In other words, we could select the 2 dimensional
slice of E more carefully so that we get a better bound for mkk for all k. The natural
choice of 2 dimensional subspace to cut E so as to get a better estimate for mkk
would be
H = {x1 + yek : x, y ∈ R}.
However ek is not orthogonal to 1 so we project it into the space orthogonal to 1.
Doing so and normalizing so that the projection belongs to the ellipsoid E , we get





















‖Mvk‖2 ≤ n(n− 1). (1.4.13)
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m2kj − n ≤ n(n− 1)(nmkk − 1).
On the other hand, we know that
∑









2 (mkk − 1)2
n− 1
− n ≤ n(n− 1)(nmkk − 1).
Simplifying the above inequality yields
n2m2kk − 2nmkk + 1 ≤ (n− 1)2(nmkk − 1).
Substituting t = nmkk we get
t2 − 2t+ 1 ≤ (n− 1)2(t− 1)
which is true if and only if









The leftmost inequality of (1.4.14) is the minimal condition mkk should satisfy
since M is positive and M1 = 1. The right hand side gives an improvement over
the classic plank theorem for Hilbert spaces. In other words, this grantees that if
v1, . . . , vn is a set of unit vectors on a Hilbert space H there exists a unit vector
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v ∈ H such that
|〈vi, v〉| ≥
1√
1 + (n− 1)2
.
However, this is far form being optimal. In fact, this is asymptotically equivalent to
the classic result. We will give a slightly different argument for the optimal bound.
Proof of Lemma 1.4.1. Notice that if we let c = Mb then the second condition of




Let us assume, for a contradiction, that one of the diagonal entries is too large.





We will show that there is a vector b such that
∏
|(Mb)j| ≥ 1, but
b>Mb < n.










The first thing we should notice is that α ∈ (0, 1). In fact, from (1.4.15) it immedi-
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ately follows that
nmkk − 1 >
1
sin2(π/2n)
− 1 = cot2(π/2n).
For each θ ∈ [0, 2π] define
v
(α)
θ = cos θ1 + sin θ v
(α)
k . (1.4.16)
It is easy to see that v(α)θ is just a parametrisation of a 2−dimensional ellipsoid








2 θ + α sin2 θ) (1.4.17)






k = αn. Thus, if θ ∈
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is equal to 0 if and only if





which happens if and only if θ = π
2n






has a root at θ = π
2n
and π + π
2n











n−1 θ sin θ + sin2 θ ψ(θ)

















(θ) = cosn θ + sin2 θ ψ(θ). (1.4.19)











= sin2 θ ψ(θ)
where ψ is a trigonometric polynomial of degree at most n− 2.




and cosnθ are both 1, and at π
2n
and π + π
2n
, where both functions are equal to 0.





(θ)| < 1 (1.4.20)
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]. The extrema of cosnθ on [0, 2π) are
located at θk = kπn for k ∈ {0, . . . , 2n− 1} so
sgn Q(θk) = (−1)k+1.
Thus, by the intermediate value theorem, for each k ∈ {1, . . . , n − 2} ∪ {n +





This gives us 2n − 4 additional roots of Q in In. Hence, Q has 2n distinct roots
on the interval [0, 2π): 0, π, π
2n
, π + π
2n
and the 2n − 4 roots in In. However, Q is
the product of sin2(θ) and a trigonometric polynomial of degree at most n− 2 so it





















In this chapter we study a connection between two types of combinatorial designs:
1-factorizations and Hadamard matrices. There is not a formal definition of combi-
natorial design theory. However, it can be thought as the study of arrangements of
finite sets into sub-classes so that they satisfy a balance configuration or geometri-
cal condition. The central objective of combinatorial design theory is to establish
whether designs of certain kinds exist. Even though it emerged as recreational
mathematics, the study of designs as a mathematical discipline flourished due to
their applications in the design of statistical experiments, tournament scheduling,
lotteries, mathematical biology, algorithm design and analysis, networking, group
testing, and cryptography. Hadamard matrices are one of the most important com-
binatorial design. They have a variety of applications: some of them are error-
correcting codes and balanced repeated replication in statistics. A Hadamard ma-
trix of order n is a n × n orthogonal matrix H with entries ±1. It is easy to show
that the order of a Hadamard matrix must be a multiple of 4 using the orthogonality
24
condition. It is a famous open conjecture, due to J. Hadamard in 1893, that this is
a sufficient condition for a Hadamard matrix to exist. In following paragraphs, we
discuss 1-factorizations of complete graphs that match a given Hadamard matrix.
We solve this conjecture for some well-known families of Hadamard matrices. First
we start with some basic definitions and notation.
A graph is a pair G = (V,E), where V is a set, called the vertex set of G, and E





= {{x, y} : x, y ∈ V } of unordered pairs of G, called the edge
set of G. The elements of V and E are called vertices and edges, respectively. The
elements of an edge e are called the endpoints of e. Two different edges of G are
said to be independent if they do not share an endpoint. A set of edges F ⊂ E
spans G if the set of endpoints of the edges in F includes all of the vertices of G. A






. The complete graph with n vertices is denoted by Kn. A 1-factor of a
graph G (of even order) is a set of independent edges spanning the vertices of G. A
1-factorization of G is a partition of the set of edges of G into 1-factors. A 1-factor
is also called a perfect matching.
Given a complete graph with an even number of vertices, it is not difficult to show
that there exists a 1-factorization. Let n be an even integer and consider the com-
plete graph Kn. To find a factorization of Kn into 1-factors, select n − 1 vertices
and place them on the vertices of a n−1 regular n−1-gon, and place the remaining
vertex at the centre of the polygon. To get the first 1-factor, pick any vertex of the
polygon and select the edge joining it to the vertex at the centre. For the remaining
vertices, select the edges that are perpendicular to the line passing through the cen-
tre and the vertex already joined to it. For the remaining 1-factors, just select the
n− 2 clockwise rotations of the first factor (see figure 2.1).
However, for the factorizations that we will consider, there will be restrictions on
which edges can be selected for each factor. These restrictions will be defined in
terms of the rows of a Hadamard matrix. A Hadamard matrix is a matrix with
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Figure 2.1: 1-factorization of K6.
orthogonal rows (and orthogonal columns) whose entries are 1 or −1. Thus if H is
a Hadamard matrix of order n, then hij ∈ {1,−1} and
HH∗ = nIn
where In is the identity matrix of order n. It is easy to check that if n > 2 a
Hadamard matrix can only exist if n is a multiple of 4. We will consider Hadamard
matrices for which the first row consists of a vector all of whose entries are 1. Note
that for any Hadamard matrix, it is always possible to transform this matrix to a ma-
trix with the first row as desired by multiplying each column by the corresponding
sign. We adopt this as the normalized version of a given Hadamard matrix. Hence,
we will always assume that H is of the form
H =

1 1 · · · 1
±1 ±1 · · · ±1
...
... . . .
...
±1 ±1 · · · ±1

In order to simplify our notation, we make the convention that the indices of the
rows of a Hadamard matrix start from 0 so that the second row is (h11, h12, . . . , h1n)




1 1 · · · 1
h11 h12 · · · h1n
...
... . . .
...
h(n−1)1 h(n−1)2 · · · h(n−1)n
 .
Given a Hadamard matrix H we want to find a 1-factorization {F1, F2, ..., Fn−1}
of Kn such that either each factor satisfies the restriction R1 below or each factor
satisfies R2:
(R1) If an edge e belongs to the factor Fk, then the vertices incident to that edge
must have opposite sign in the row k:
e = {i, j} ∈ Fk =⇒ hkihkj < 0.
(R2) If an edge e belongs to the factor Fk, then the vertices incident to that edge
must have same sign in the row k:
e = {i, j} ∈ Fk =⇒ hkihkj > 0.




1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

We want to find a 1-factorization {F1, F2, F3} of the complete graph on 4 vertices
K4 satisfying restriction (R1). For the row (1,−1, 1,−1), there are 4 edges we
could potentially select; {1, 2}, {2, 3}, {3, 4}, and {1, 4}. However, the only fac-
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tors satisfying restriction (R1) are {{1, 2}, {3, 4}} and {{1, 4}, {2, 3}}. We do the
same analysis for the third row and we see that the only two possible factors are
{{1, 3}, {2, 4}} and {{2, 4}, {1, 3}}. Finally, for the fourth row we see that the
only possible choices are {{1, 3}, {2, 4}} and {{1, 2}, {3, 4}}.
Hence, from the 8 possible combinations of these pairs of edges a feasible 1-
factorization of K4 satisfying the requirements is
F1 = {{1, 4}, {2, 3}},
F2 = {{1, 3}, {2, 4}},
F3 = {{1, 2}, {3, 4}}.
F1 F2 F3
For the general case of an arbitrary Hadamard matrix the problem seems to be far
more complex than for the simple example: however we conjecture that it is always
possible to find 1-factorizations satisfying the two different restrictions.
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2.2 The Integer Program
An integer program is an optimization problem whose objective function and re-
strictions are all linear and such that the set of solutions is restricted to the integres.
We can regard the problem as an integer program. We have a variable xk,{i,j} for
each row k and pair of columns {i, j}. We want the variable to be either one or zero
according as the edge {i, j} belongs to the factor Fk. Hence, in the (R1) case, we
want to find integer values xk,{i,j} such that
0 ≤ xk,{i,j} ≤
0 if hki = hkj1 if hki 6= hkj , (2.2.1)
and each edge {i, j} in the complete graph Kn must appear only once in the factor-
ization so we need
n−1∑
k=1
xk,{i,j} = 1, (2.2.2)
and for each 1-factor we must select independent edges so for each k ∈ {1, . . . , n−
1} and j ∈ {1, . . . , n} ∑
i 6=j
xk,{i,j} = 1. (2.2.3)
If instead of (2.2.1) we ask the variables to satisfy
0 ≤ xk,{i,j} ≤
0 if hki 6= hkj1 if hki = hkj , (2.2.4)
then the solution to the integer program will be equivalent to finding a 1-factorization
satisfying restriction (R2).
The linear relaxation of an integer program is the linear program with the same
linear objective function and restrictions but where the solution is now allowed to
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be in the reals. The linear relaxation of our integer program is easily seen to be





if hki 6= hkj
0 if hki = hkj
,
Since each row of H is orthogonal to the first row, for each k, i there are n/2 values
of j such that the entries of the row k at the i-th and j-th columns have opposite
sign and therefore xk,{i,j} = 2n for exactly n/2 values of j. Thus restriction (2.2.3)
is satisfied.
On the other hand, each pair of columns of H is orthogonal. Hence, for each {i, j}
there are n/2 rows below the first one for which the entries in the ith and jth columns
have opposite sign and therefore again xk,{i,j} = 2n for exactly n/2 values of k.
Thus, restriction (2.2.2) is satisfied.




n/2−1 if hki = hkj
0 if hki 6= hkj
.
In the two remaining sections of the chapter we show that the conjecture is true
for some well-known classes of Hadamard matrices, Walsh and Paley matrices of
certain sizes. As expected, finding factorizations for Walsh matrices will follow by
a simple inductive argument. However, for Paley matrices, the construction of such
factorizations will be considerably more sophisticated.
2.3 Factorizations for Walsh Matrices
The Walsh Matrices are constructed via an inductive process originally due to
Sylvester. Given a Hadamard matrixH of order nwe can construct a new Hadamard
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for each integer m > 1.
THEOREM 2.3.1. Letm > 1 be an integer and n = 2m. There exist 1-factorizations
of Kn satisfying restrictions (R1) and (R2), respectively.
Proof. The proof is by induction. We want to show first that there are such 1-
factorizations for H2 
1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 .
We already saw that there is a factorization satisfying restriction (R1) in our exam-
ple. On the other hand it is easy to see that there is one and only one possible choice
for a factorization satisfying restriction (R2).
Our inductive hypothesis states that there exist such factorizations satisfying (R1)
and (R2) for Hm−1. As is common in this kind of induction we need both types
of factorization for Hm−1 to obtain each factorization of Hm but there is a strange







To find a factorization for Hm satisfying (R1) we decompose each of the Hm−1
blocks in the top 2m−1 rows selecting edges of opposite sign. For the bottom 2m−1
rows we do as follows. The 2m−1 + 1 row consists of a block of 2m−1 positive
entries and then a block of 2m−1 negative entries. We select the edges {i, i+ 2m−1}
for all i ∈ {1, . . . , 2m−1}.
(
1 1 1 1 −1 −1 −1 −1
)
For the remaining rows, using our inductive hypothesis, we select edges of the form
{i, j + 2m−1} where the pair {i, j} appears in a factorization of Hm−1 satisfying
restriction (R2). This gives us a factorization of Hm satisfying restriction (R1).
To find a factorization of Hm satisfying restriction (R2), we decompose each of the
Hm−1 blocks in the top 2m−1 rows selecting edges of the same sign. For the bottom
2m−1 rows we do as follows. The 2m−1 + 1 row consists of a block of 2m−1 positive
entries and then a block of 2m−1 negative entries. We swap this row with any of the
rows above, let’s say the row 2m−1, choosing the same edges on our new row 2m−1
that we already selected in the old row 2m−1.

1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1

To select edges in our new 2m−1 + 1 row, we select edges of the form {i, i+ 2m−1}
which have the same sign since they come from the same entry in the matrix Hm−1.
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
1 1 1 1 −1 −1 −1 −1
1 −1 −1 1 1 −1 −1 1

For the remaining rows, we select edges of the form {i, j + 2m−1} where the pair
{i, j} appears in a factorization of Hm−1 satisfying restriction (R1). This gives us a
factorization of Hm satisfying restriction (R2).
When a paper on the subject of the material in this chapter was submitted to a jour-
nal, a referee suggested to us that the method used in the proof of Theorem 1.1 can
easily be generalised. The proof shows that for n ≥ 2, if there are 1-factorizations of
Hn satisfying (R1) and (R2) respectively then there are 1-factorizations ofHn
⊗
H1
satisfying (R1) and (R2). A generalisation of this argument can be used to show that
for any m < n, if there are 1-factorizations of Hn and Hm satisfying (R1) and (R2)
then there are 1-factorizations of Hn
⊗
Hm satisfying (R1) and (R2).
2.4 Factorizations for Paley matrices and the finite
field Zp
In this section we find 1-factorizations of the complete graph with restrictions de-
fined in terms of matrices constructed using finite fields Zp where p is a prime. This
construction is due to Paley [27]. We shall use a slight variation of the usual Paley
matrices. First we recall some basic terminology of number theory. A quadratic
residue modulo n is an integer q that is congruent to a perfect square modulo n. In
other words, q is a quadratic residue modulo n if there exists an integer x such that
q ≡ x2 (mod n).
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Otherwise, q is called a quadratic nonresidue modulo n. Given a prime number p







1 if q is a quadratic residue mod p and q 6≡ 0 (mod n)
−1 if q is a quadratic residue mod p
0 if q ≡ 0 (mod n)
There is a compact way to write the legendre symbol that follows from Euler’s







































where 1 = (1, 1, . . . , 1) ∈ Zp and I is the identity matrix of order p + 1. To
see that Hp is in fact a Hadamard matrix, notice that the row of M are just cyclic
permutations of its first row. Hence, to show that the fisrt row of Hp is orthogonal
to any other of its rows, it is enough to consider its product with the second row of
















since there are as many quadratic residues as nonresidues. To see that any other two
rows are orthogonal, it is enough to consider the product of the second row by any
of the rows below (again by the cyclicity of M ). Let r 6≡ 0, 1 (mod p), then the















































































where l is the reciprocal of q (mod p). As q takes the values 1, 2, . . . , p − 2, its



























This shows that the 2–th and r+1–th rows are othogonal. Hence Hp is a Hadamard
matrix.
A primitive root of a prime number p is a integer x that has multiplicative order
p − 1. In other words, x is a primitive root of a prime p if x is a generator of the
multiplicative cyclic group (Z∗p, ·).
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The main theorem of this section is the following in which a “near-primitive root”
modulo p is just the square of a primitive root.
THEOREM 2.4.1. Let p be a prime such that p ≡ 3 (mod 4), then we can find a
1-factorization of the complete graph Kp+1 satisfying restriction (R1) with respect
to the Paley matrix of order p+ 1.
If in addition we assume that 2 is a near-primitive root modulo p, then we can find
a 1-factorization of the complete graph Kp+1 satisfying restriction (R2).
It is natural to try to prove this theorem in the following way. Since the rows of M
are just cyclic permutations of the first row it seems reasonable to find a 1-factor
corresponding to the second row of Hp and then cycle it to obtain one 1-factors
for the other rows just as in the example at the start of the chapter. This will work
provided our 1-factor contains, within the matrixM , exactly one edge {i, j} of each
possible length: i − j = ±1,±2, . . . ,±(p − 1)/2. So we are led to consider the
following problem which makes sense regardless of whether p is congruent to 1 or
3 modulo 4:
PROBLEM 2.4.2. let p be any prime number, and Kp+1 the complete graph with
vertex set Zp ∪ {c} where c is an additional point that we will call the centre. We
adopt the convention that the length of any edge containing the centre is infinity,
that the vertex 0 is a residue and that the centre c is a non-residue.
(P1) Is there a 1-factor of Kp+1 such that each edge selected is either incident
to two quadratic residues or incident to two non-residues, and such that the
lengths of the edges are all different to one another?
(P2) Is there a 1-factor of Kp+1 such that each edge selected is incident to a
quadratic residue and a non-residue, and such that the lengths of the edges
are all different to one another?
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There are two easy cases. The first one is when p ≡ 1 (mod 4) and we want to
join quadratic residues to quadratic residues, and non-quadratic residues to non-
quadratic residues. The second one is when p ≡ 3 (mod 4) and we want to join
residues to non-residues. These two case are done using the following observation:
−1 is a quadratic residue if and only if p ≡ 1 (mod 4). Hence, when p ≡ 1 (mod 4),
we can select the edges of the form {r,−r}where r ∈ {1, . . . , p−1
2
}, and by our pre-
vious observation, r and−r are either both quadratic residues or both non-quadratic
residues. The length of the edge {r,−r} is 2r and all these lengths are clearly dif-
ferent to one another for r ∈ {1, . . . , p−1
2
}. We do exactly the same selection of
edges when p ≡ 3 (mod 4) but in this case we know we join quadratic residue to














Figure 2.4: Joining quadratic residues to quadratic residues and non-quadratic












Figure 2.5: Joining quadratic residues to non-quadratic residues for p = 11.
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Hence, we have the following theorems
THEOREM 2.4.3. Let p be a prime such that p ≡ 1 (mod 4), then there exists a
1-factor of the complete graph with vertex set Zp ∪ {c} consisting of edges of all
possible lengths matching residues to residues, and non-residues to non-residues.
THEOREM 2.4.4. Let p be a prime such that p ≡ 3 (mod 4), then there exists a
1-factor of the complete graph with vertex set Zp ∪ {c} consisting of edges of all
possible lengths matching residues to non-residues.
We now turn to the difficult cases. First, let p be a prime such that p ≡ 1 (mod 4). In
this case, we want to join residues to non-residues. Let x be a primitive root modulo
p. We shall consider edges of the form ek = {xk, xk+1} where k = 0, . . . , p − 1.
Each of these edges joins a residue to a non-residue. The length of the edge is
xk+1 − xk = xk(x − 1). These numbers are all different as k runs from 0 to p − 1
but we wish to exclude the possibility that the edges that we choose include an
opposite pair ±y. The edges ej and ek have opposite lengths if
xk−j = −1 = x(p−1)/2.
Our aim will be to select p−3
2
which are different from one another and their neg-
atives. These will join p − 3 elements of Z∗p and we wish to leave unjoined two
elements: a residue r that we shall connect to 0 and a non-residue, n that we shall
connect to the centre.
We therefore need to ensure that ±r is not one of the lengths that we have selected.
Now if r = xk then we will not use the edge {xk, xk+1}whose length is xk(x−1) =
r(x − 1) and this will indeed be r provided x = 2. Henceforth we assume this to
be the case (which necessarily means that p ≡ 5 (mod 8)). It then doesn’t matter
which residue we choose for r so we take r = 1 = 20 and n = −2 = 2(p+1)/2. We














Figure 2.6: The figure shows the Cayley graph associated with Z∗p for the generator
2 and the selection of edges for the case p = 13. The edges we select for the perfect
matching are the solid lines joining quadratic residues to non-residues.
e1 = {2, 4} = {21, 22}















































For k = 1, 3, . . . , p−3
2
, the lenght of the edges ek is equal to 2k, and for k =
1, 3, . . . , p−5
2
the length of the edge e p+1
2
+k is equal to 2
k+1 (see figure 2.6). Hence,
we see that the lengths of the edges that we have selected are not equal nor equal to
their negatives and we have not used the edges of length ±1 which are e0 and ep−2.
We are thus at liberty to join 1 to 0.
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The second difficult case is that of a prime p ≡ 3 (mod 4) and we want to join
quadratic residues to quadratic residues and non-residues to non-residues. In this
case we will assume that there a primitive root x modulo p such that x2 = 2 (which
necessarily implies that p ≡ 7 (mod 8)). Since p ≡ 3 (mod 4) we know that −1 is
not a quadratic residue.
We shall consider edges of the form e2k = {x2k, x2(k+1)} which join quadratic
residues and edges of the form e2k+(p−1)/2 = {−x2k,−x2(k+1)}
= {x2k+(p−1)/2, x2(k+1)+(p−1)/2}which join non-residues. The length of ek is x2(k+1)−
x2k = x2k(x2 − 1) = x2k and the length of e2k+(p−1)/2 is −x2k. These lengths are
all different as k goes from 0 to (p− 3)/2 since the negative of the length of e2k is
equal to the length of e2k+(p−1)/2. The lengths of edges joining quadratic residues to
quadratic residues are all different to one another and their negatives and the same
is true for the edges joining non-residues to non-residues.
Our aim is to select (p − 3)/2 which are different from one another and their neg-
atives. These will join p − 3 elements of Z∗p and we wish to leave two elements
alone: a quadratic residue r which we shall connect to 0 and a non-residue n which
we shall connect to the center c.
We need to ensure that±r is not one of the lengths that we have selected. We again
take r = 1 and n = −xp+3 = x2+(p−1)/2 = −2. We select the remaining edges to
be
e2 = {2, 4} = {x2, x4}


































Figure 2.7: This figure shows Cayley graph associated with Z∗p for the generating set
{x2, x(p−1)/2} = {2,−1} and the selection of edges incident to either two quadratic

























For k = 2, 6, . . . , p − 5, the lenght of the edges ek is equal to xk, and for k =
2, 6, . . . , p − 5 the length of the edge e p−1
2
+k+2 is equal to x
k+2 (see figure 2.7).
Hence, the lengths of the edges that we have selected are not equal or equal to their
negatives and we have not used the edges of length ±1 which are e0 and e p−1
2
.
To sum up, we have the following theorems.
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THEOREM 2.4.5. Let p be a prime such that p ≡ 1 (mod 4) and 2 is a primi-
tive root modulo p. Then there exists a 1-factor of the complete graph with vertex
set Zp ∪ {c} consisting of edges of all possible lengths matching residues to non-
residues.
THEOREM 2.4.6. Let p be a prime such that p ≡ 3 (mod 4) and 2 is a near-
primitive root of p. Then there exists a perfect matching of the complete graph with
vertex set Zp ∪ {c} consisting of edges of all possible lengths matching residues to
residues, and non-residues to non-residues.
2.5 Further Remarks
Even though the proofs of Theorems 2.4.5 and 2.4.6 required an additional assump-
tion on p, (concerning the number 2) we believe that they should be true in general.
Theorem 2.4.5 is stated for primes p of the form 8k + 5 for which 2 is a primitive
root modulus p. It was pointed out to us by Peter Moree that under Generalized
Riemann hypothesis there are infinitely many primes of this form and that these
have a natural density which is a rational multiple of the Artin constant (see [22]).
This is an example of a generalisation of Artin’s conjecture asking for the density
of primes p in an arithmetic progression such that an integer x is a primitive root
modulo p.
On the other hand, Theorem 2.4.6 is stated for primes of the form 8k + 7 for which
there is a primitive root x modulo p such that x2 = 2. In this case the question is
whether there are infinitely many primes in an arithmetic progression for which a
given integer t is a near primitive root. It was pointed out to us by Moree that this
situation has not been worked out in the literature but that in our specific situation
it would require no new ideas to do it.
To finish we remark that Problem 2.4.2 has a natural generalization.
PROBLEM 2.5.1. Let A∪B be a partition of the cyclic group Cn where n is odd.
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Is it always possible to find a set of (n − 1)/2 edges {x, y} with x, y ∈ Cn, whose
n − 1 lengths ±(x − y) include each non-zero element of Cn exactly once and so
that each edge joins either two elements of A or two of B.
We do not know of any counterexample to this problem: indeed we know of no




3.1 The Lipschitz Extension Problem
We will start by recalling basic definitions and useful notation. Recall that if
(M, dM) and (N , dN ) are metric spaces, we say that function f : M → N is
Lipschitz if there exists a constant K ∈ (0,∞) such that
dN (f(x), f(y)) ≤ KdM(x, y) (3.1.1)
for all x, y ∈ M. The smallest constant K for which (3.1.1) holds is called the





: x, y ∈M, x 6= y
}
. (3.1.2)
Given a subset A ⊂ M this can be can endowed with a metric structure inherited
from the metric space M. Given a Lipschitz function f : A → N we will say
that F : M → N is an extension of f if F restricted to A is equal to f and F is
Lipschitz. In this case, ‖F‖Lip ≥ ‖f‖Lip.
Given metric spaces (M, dM) and (N , dN ), the Lipschitz extension problem con-
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sists in determining whether an extension of Lipschitz function exists. Furthermore,
if such extension exists, we are interested in estimating the multiplicative trade-off
in the Lipschitz constant that has to be made in order to get such an extension.
There are several variants of this problem; however, we can list them in three main
categories: the general, the classical and the asymptotic variant.
Roughly speaking, the general variant asks whether given a subset A ⊂ M, there
exists some constant K ∈ (0,∞) such that for any Lipschitz function f : A → N
there exits an extension F onM such that
‖F‖Lip ≤ K ‖f‖Lip (3.1.3)
The smallest constant K for which (3.1.3) holds is denote by e(M,N ;A).
The classical Lipschitz extension problem is a strengthening of the general one. It
asks if there exists a constant K such that no matter the subset A of M nor the
function f : A → M there exists always an extension F to the whole ofM such
that (3.1.3) holds. In this case, the smallest constant K such that (3.1.3) holds is
denoted by e(M,N ). Equivalently,
e(M,N ) = sup
A⊂M
e(M,N ;A).
Finally when e(M,N ) =∞, the problem can be refined to understand the asymp-
totic behaviour of e(M,N ;A) as A ⊂ M “grows” in some sense. There are two
main ways of doing this. One way is by considering extensions from finite subsets
to the whole metric spaceM. Define the quantity en(M,N ) as the supremum over
all e(M,N ;A) such that A ⊂ X and |A| ≤ n. In this case, we are interested in
understanding the asymptotic behaviour of en(M,N ) as a function of n ∈ N when
n→∞.
Another way is to consider extensions to finite subsets. In other words, consider
an arbitrary subset Z of M and finite set A with |A| ≤ n. Define en(M,N ) to
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be the supremum of e(Z ∪ A,N ;Z) over all possible choices of A,Z ⊂M where
|A| ≤ n. In this case, we are interested in understanding the asymptotic behaviour
of en(M,N ) as a function of n ∈ N when n→∞.
3.2 Introduction
In their article, famous for their dimension reduction lemma, Johnson and Linden-
trauss [14] studied extensions of Lipschitz maps from metric spaces into Hilbert
space, proving that a Lipschitz map F defined on an n–point subset of a metric
space to a Hilbert space H can be extended to a Lipschitz map F̃ defined on the
whole metric space such that
||F̃ ||Lip ≤ K
√
log n ‖F‖Lip
for some universal constant K. In the same article they posed the following ques-
tion.
QUESTION 3.2.1. Is there a non-linear analog of Maurey’s Extension Theorem?
Maurey’s Extension Theorem relies on two important local properties of Banach
spaces known as Type and Cotype.
DEFINITION 3.2.2. For p ≤ 2 and q ≥ 2, the Type p constant and Cotype q
constant of a Banach space (X, ‖·‖X), denoted by Tp(X) and Cq(X) respectively,
























where the expected value is taken over a uniform random choice of ε ∈ {−1, 1}n.
If Tp(X) is finite, we say that X is a space of Type p; if Cq(X) is finite, we say that
the X is of Cotype q.
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Maurey’s extension theorem asserts the following.
THEOREM 3.2.3. Given X a Banach spaces of Type 2, Y a Banach spaces of
Cotype 2, Z a subspace of X and u : Z → Y a bounded linear operator, there
exists a bounded linear extension ũ : X → Y such that
‖ũ‖X→Y ≤ T2(X)C2(Y ) ‖u‖Z→Y
Ball [3] not only answered Question 3.2.1 but also introduced appropriate metric
versions of Type and Cotype, that imply an analog of Maurey’s extension theorem
for the general metric setting. He named this metric properties by Markov Type
and Markov Cotype. Recall that a stochastic matrix A is a square matrix with non-
negative entries whose rows add up to one.
DEFINITION 3.2.4. The Markov Type p constant of a metric space (M, dM),
denoted by Mp(M), is the smallest constant M such that for any n ∈ N, n × n














where C = (1− α)(I − αA)−1.
The Markov Cotype q constant of a vector space X , denoted by Nq(X), is the
smallest constant N such that for any n ∈ N, any n × n symmetric stochastic






















aij ‖xi − xj‖qX
where C = (1− α)(I − αA)−1.
The name Markov Type and Cotype is explained by the following.
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THEOREM 3.2.5 ([3]). Let (M, d) be a metric space and (Mn) be a simple,
symmetric Markov chain on {1, . . . , n}. Then the following are equivalent
(i) M has Markov Type p.
(ii) There is a constant K so that if (Mk)tk=1 is a time-reversible stationary
Markov chain on {1, . . . , t}, running in steady state, and f : {1, . . . , t} →
M,
Ed(f(Mt), f(M0))p ≤ KptEd(f(M1), f(M0))p (3.2.1)
(iii) There is a constant K so that for any n ∈ N, any n× n symmetric stochastic









In broad terms, the independence of the uniform choice of signs, that plays the main
role in the definition of Type and Cotype, is replaced by the Markov condition in
the metric space setting.
Remark 3.2.6. Ball [3] proposed a way to generalise the definition of Markov Co-
type to metric spaces. This was later adapted by Mendel and Naor [20] to prove
Ball’s extension theorem when the target space is not necessarily a vector space.
The Markov Cotype q constant of a metric space (M, dM), denoted by Nq(M), is
the smallest constant N such that for any n, t ∈ N, any n× n symmetric stochastic





















This definition of Markov Cotype 2 can be shown to agree with the one proposed
by Ball [3]. A proof of this can be also found in [20]. Since we are just interested in
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the case when the target space is a vector space we will just focus on Ball’s original
definition for vector spaces.
With Markov Type and Cotype, Ball established a partial non-linear analogue of
Maurey’s theorem.
THEOREM 3.2.7 (Ball’s Extension Theorem). Let M be a a metric space of
Markov Type 2 and Y a vector space of Markov Cotype 2, then
e(M, Y ) ≤ KM2(M)N2(Y )
where K is a universal constant.
Johnson and Lindentrauss [14] also ask the following long standing question.
PROBLEM 3.2.8. For each p ∈ (1, 2) and n ∈ N there exist a constant K de-
pending only on p such that ifA ⊂ Lp and u : A → `n2 is Lipschitz then there exists






Problem 3.2.8 would be a non-linear version of Maurey’s extension theorem for
Lp spaces with p ∈ (1, 2). The linear version of this problem is due to König,
Retherford and Tomczak-Jaegermann [17]. Their result is actually a strengthening
of Maurey’s extension theorem for finite-dimensional target spaces. This suggests
that there could be a way to reformulate Problem 3.2.8 in more general terms.
THEOREM 3.2.9 ([17]). If q, p ∈ [1,∞), X and Y are Banach spaces with
dimY = n, and Z is a linear subspace of X , then for any linear operator u :
Z → Y there exists a linear extension ũ : X → Y such that






where the constant Kp,q depends only on p and q.
Naor and Rabani [24] proposed the following problem as a nonlinear analog of
theorem 3.2.9.
PROBLEM 3.2.10. Suppose that 1 ≤ p ≤ q < ∞ and (M, dM) is a metric
space with Markov Type p. Suppose also that n ∈ N and that (Y, ‖·‖Y ) is an
n-dimensional normed space. Is it true that there exists a constant
K = K(Mp(M), Nq(Y ), p, q)






An elegant proof of Theorem 3.2.9 by Pisier [28] gives us a hint on how problem
3.2.10 could be tackled. In his proof, Pisier uses the following Type 2 property for
spaces with Type p where p ∈ (1, 2).
PROPOSITION 3.2.11 ([28]). Let X be space of Type p ∈ (1, 2) and A = (aij) ∈
Mn×m(R) be a contraction, i.e.
‖A‖`2m→`2n ≤ 1.



















where Kp is a constant depending only on p.
The outline of the chapter is the following. In the first section, we give a simple
proof of Proposition 3.2.11 for the case when X = Lp for some p ∈ [1, 2] using an
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interpolation argument. We explain how this proposition is used to obtain Theorem
3.2.9 for Lp spaces. In the next section, We propose a possible metric analogue of
Proposition 3.2.11:
CONJECTURE. Let 1 < p < 2, x1, . . . , xn ∈ Lp and A an n × n symmetric
stochastic matrix. Then, for any positive integer t we have that
∑
ij









aij ‖xi − xj‖2Lp .
We prove Conjecture 3.3.2 for p = 1 (actually, for an arbitrary metric space) and
obtain a weaker version of this conjecture for general p.
THEOREM. Suppose that 1 < p < 2. Let x1, . . . , xn be a finite sequence of n
vectors in Lp and A an n× n symmetric stochastic matrix. Then, for all t ∈ N and
q < p we have that
∑
ij







aij ‖xi − xj‖qLp
After that, we show the validity of Conjecture 3.3.2 for what we believe should be
the worst possible case: when A is the transition matrix of the standard random
walk on a hypercube (actually we prove it for any transition matrix for which the
transition probabilities depend only on the Hamming distance between vertices).
Finally, we give some results concerning the extension of Lipschitz maps defined
on finitely many points in Lp spaces with p ∈ [1, 2] which later were found inde-
pendently by Mendel and Naor [21]. Our main theorem of the last section is the
following:
THEOREM. Let p ∈ (1, 2) and Y a vector space with Markov Cotype 2. Then






3.2.1 Proof of Proposition 3.2.11 for Lp
In the following paragraphs we give a simple proof of proposition 3.2.11 for the
case when X = Lp([0, 1]) for some p ∈ [1, 2] and we explain how this is applied
to get 3.2.9 for the particular case when X = Lp, for p ∈ [1, 2] and Y = `2n. We
introduce some standard notation that we will be using throughout the chapter. We
write a - b whenever there is a universal constant K such that a ≤ Kb. Similarly,
we write a -p b if there is a constant K depending on p such that a ≤ Kb. Finally,
we write a  b if a - b and b - a; and a p b if a -p b and b -p a.
Remark 3.2.12. If X is a Banach space, x1, x2, . . . , xn is a finite sequence of ele-
ments of X and θ1, ..., θn are real numbers then, by a simple application of Cauchy-











































Since A> is a contraction, we have that
∥∥A>ε∥∥
`2n











































































































x(t) = (x1(t), . . . , xm(t)) (3.2.3)
for all t. By Kahane’s inequality [15] we may replace the exponent p by 2 on the
















The vector x defined as in (3.2.3) can be consider as a function in the spaces
L2,p([m]× [0, 1]), the space of functions defined on the product space [m]× [0, 1],
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Define the operator A : L(p,2)([0, 1]× [m])→ L(2,p)([n]× [0, 1]) by



















 12 p ‖Ax‖L(2,p)






Since A is a contraction, it is easy to see that
‖A‖L(2,2)→L(2,2) ≤ 1.




Thus, applying Riesz-Thorin interpolation theorem for Lp spaces with mixed norms











and hence θ = 2
p
− 1.
To see how this Proposition 3.2.11 is applied to obtain Theorem 3.2.9, we need to
state the following classic criterion for extension of linear operators between vector
spaces.
THEOREM 3.2.13 ([28]). Let X and Y be Banach spaces, Z ⊂ X a linear
subspace of X and u : Z → Y a bounded linear operator. Then there exists an
extension ũ : X → Y of u satisfying ‖ũ‖X→Y ≤ K if and only if for any finite














Following an observation by Maurey in his study of factorization and extension of
linear operators, if a space has Type 2 then the Type 2 property is satisfied if we
replaces the Bernoulli random variables by Gaussian random variables.
Given the fact that Kahane’s inequality is true for Gaussian sums, the proof of
Proposition 3.2.11 is valid if we replace Bernoulli random variables by Gaussian
random variable as well. The main advantage of replacing the Bernoulli random
signs by Gaussian random variables is that the latter is invariant under orthogonal
transformations which will play an important role in the sequel. From now on we
denote by (gi)∞i=1 a sequence of independent and identically distributed standard
gaussian random variables. Recall that if g1, . . . , gn are independent and identically















where x = (x1, . . . , xn). Hence, for any measurable set A ⊂ Rn,











Hence, for any n × n orthogonal matrix Q the vectors Qg and gQ will have the




2 for all x ∈ Rn.
LEMMA 3.2.14 ([28]). Let X be a Banach space and A = (aij) ∈Mn×m(R) be





















Proof. We assume that n = m. LetA be the set of all n×n contractions and define
the function F : A → R by











It is easy to see that F is convex. Hence, F attains its maximum on a extreme point
of A; hence, on an orthogonal matrix Q. Since Q is orthogonal and the Gaussian
distribution is invariant under orthogonal transformation we have that (
∑n
i=1 giqij)j
has the same distribution as (gi) and hence




























The following lemma plays a crucial role in the proof of Theorem 3.2.9.
LEMMA 3.2.15. Let Z be a vector space, u : Z → `n2 be a linear operator and
z1, z2, . . . , zm ∈ Z. Then there exist a projection P ∈ Mm×m and a contraction
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and u(z̃i) = u(zi) for all i ∈ {1, . . . ,m}.
Proof. Let M be the n×m matrix defined by
M =
(
u(z1) u(z2) · · · u(zm)
)
and let v1, . . . , vk be an orthonormal basis for the range of MT . Note that k =
rank(MT ) = rank(M) ≤ n. Let Q be the following matrix defined by columns
Q =
(
v1 v2 · · · vk 0n−k×n
)
and let P = QQT . Hence, consider as a map from Rm to Rm





























Pjiu(zj) = MPei = Mei = u(zi) (3.2.6)
for all i ∈ {1, . . . ,m}.
In the proof of Lemma 3.2.15, we used for the first time the fact that our linear map
has a finite dimensional target. This lemma allows us to construct n vectors (wi)ni=1
which will serve as an anchor to be able to apply Proposition 3.2.11.
THEOREM 3.2.16 ([28]). Let p ∈ (1, 2). Let Z a subspace of Lp and u : Z → `n2
a bounded linear operator. Then, there exists bounded linear extension ũ : Lp → `n2






Proof. We will use the extension criterion from Theorem 3.2.13. Let z1, . . . , zm ∈
Z and let A be a l × m contraction. Let P , Q, z̃1, . . . , z̃m and w1, . . . , wn as in









































































































































Therefore, the desire result follows from Theorem 3.2.13.
3.3 Asymptotic Markov Type 2 for Lp with p ∈ (1, 2)
Proposition 3.2.11 is one of the main ingredients in the proof of the extension The-
orem 3.2.9. In order to tackle Problem 3.2.8, one might expect to find a similar
property in the non-linear setting: a Markov Type 2 property for Lp spaces with
p ∈ [1, 2). A first step in this direction is the following theorem which is just an
analogue of Remark 3.2.12.
59
THEOREM 3.3.1. Let (M,d) be any metric space, x1, . . . , xn ∈ M and A an









Proof of theorem 3.3.1. First note that any n-points on a metric space can be em-
bedded isometrically into `n∞, i.e. there exists a map ϕ : {x1, . . . , xn} → `n∞ such
that
‖φ(xi)− φ(xj)‖∞ = d(xi, xj) (3.3.1)






for all i ∈ {1, . . . , n}. Hence, triangle inequality implies
d(xi, xj) ≥ sup{|d(xi, xk)− d(xj, xk)|} = ‖f(xi)− f(xj)‖∞
and
‖f(xi)− f(xj)‖∞ ≥ |d(xi, xi)− d(xj, xi)| = d(xi, xj) (3.3.2)





p ) for all p > 0 (see Definition 3.2.4). Since M2(`
n
































When the metric space M is replaced by L2 it is known that the Markov Type
2 constant is 1 and therefore we don’t need any asymptotic factor depending on
the number of points. Hence, we believe the correct metric property analogue to
Proposition 3.2.11 should be the one stated in the following conjecture.
CONJECTURE 3.3.2. Let 1 < p < 2, x1, . . . , xn ∈ Lp and A an n×n symmetric
stochastic matrix. Then, for all t ∈ N we have that
∑
ij









aij ‖xi − xj‖2Lp
The most general result that we have in this direction is the following new theorem.
THEOREM 3.3.3. Suppose that 1 < p < 2. Let x1, . . . , xn be a finite sequence
of n vectors in Lp and A an n× n symmetric stochastic matrix. Then, for all t ∈ N
and q < p we have that
∑
ij







aij ‖xi − xj‖qLp
In order to prove theorem 3.3.3, we will need to introduce a construction of a p-
stable process with parameter the Lp-norm due to Marcus and Pisier [19].
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3.4 A p-stable processes with parameter theLp norm,
p ∈ [1, 2]
A complete exposition of properties of p-stable process and the results that are
stated here can be found in [19]. Let (S,S, µ) be a finite measure spaces. Without
loss of generality, we will assume that µ is a probability measure on S. We will
consider three sequences of random variables independent of each other. First, let
{Uj}∞j=1 be a sequence of i.i.d S-valued random variables with P (Uj ∈ A) = µ(A)
for allA ∈ S. Second, Let {θj}∞j=1 sequences of i.i.d. exponential random variables
with parameter one and define Γj = θ1 + · · · + θj . Therefore Γj is distributed as a
gamma random variable with parameters k and 1. Finally, let {gj}∞j=1 a sequence
of i.i.d. standard Gaussian random variables.
We may assume also that the sequences {Uj} and {θj} are defined on the same
probability spaces (Ω,Σ,P), and {gj}∞j=1 is defined on a different probability space
(Ω′,Σ′,P′).
By proposition 1.5 in [19], there exists a constant Cp depending only on p such that
the stochastic process defined by






for each x ∈ Lp is a p-stable process and
EeiT (x) = e−‖x‖
p
Lp (3.4.2)
for all x ∈ Lp. Let us denote by T(ω,ω′)(x) a realization of the random variable T (x).
Notice also that, by varying x ∈ Lp, this process can be though as a distribution
on L(Lp,R), the space of linear functionals on Lp. By fixing ω ∈ Ω notice that
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Tω := T(ω,·)x is actually a normal random variable with variance ‖Tω(x)‖2L2 and








for all x ∈ Lp Taking expectation with respect to P and using (3.4.2) and (3.4.3),












Since T (x) is a p-stable random variable with parameter ‖x‖p it follows that for
every 0 < r < p there exists a constant δrp depending on r and p only such that
(E|T (x)|r)1/r = δrp‖x‖p. (3.4.5)







) = e−λ p2 . (3.4.6)















by substituting the minimizer we get
P
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Were Cp is a constant depending only on p.
LEMMA 3.4.1 (Marcus-Pisier random embedding [19]). For any finite sequence
of vectors x1, x2, . . . , xn ∈ Lp, there exists an event E ⊂ Ω with probability at least
1
2
such that for all ω ∈ E




2 ‖Tω(xi)− Tω(xj)‖L2 (3.4.10)
Proof. Let ε > 0. For each pair of distinct indexes i, j ∈ {1, . . . , n} define
Fij = {ω ∈ Ω : ‖Tω(xi)− Tω(xj)‖L2 < ε ‖x1 − xj‖Lp}







































Hence, if E = Ω \ F then P(E) ≥ 1
2
and whenever ω ∈ E,








α ‖Tω(xi)− Tω(xj)‖L2 .
Using (3.4.9) we obtain (3.4.10).
We will know prove Theorem 3.3.3 using Lemma 3.4.1. We also use the fact that
p-stable random variables have finite q absolute moment when q < p (see equation
3.4.5). Unfortunately, this is the reason why this proof does not work for Conjecture
3.3.2.
Proof of Theorem 3.3.3. Suppose that p ∈ (1, 2) and let x1, . . . , xn be a finite se-
quence of n vectors in Lp and A an n × n symmetric stochastic matrix. Let t ∈ N
and q < p. With the same notation as in Theorem 3.4.1, there exists an eventE ⊂ Ω
with probability at least 1/2 such that for all ω ∈ E




2 ‖Tω(xi)− Tω(xj)‖L2 .
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Hence, for all ω ∈ E
∑
ij














By Theorem 4.4 in [23], L2 has Markov Type q for all q < 2. Hence, there is a









aij ‖Tω(xi)− Tω(xj)‖qL2 . (3.4.14)
Thus, for all ω ∈ E,
∑
ij






























aij ‖Tω(xi)− Tω(xj)‖qL2 .
Integrating the last inequality over E we get
∑
ij
























where the last inequality above is obtained since P (E) ≥ 1/2.
On the other hand, by equality (3.4.5),
δqqp ‖x‖
q
p = E|T (x)|
q = EPEP′ |T(ω,ω′)(x)|q = δqq2EP[‖Tω(x)‖
q].
for all x ∈ Lp. Hence, for some constant cpq depending only on p and q,


















aij ‖xi − xj‖qLp .
3.4.1 The random walk on the hypercube
In the case when the matrix A is the transition matrix of the standard random walk
on a hypercube we have the following result.
PROPOSITION 3.4.2. Conjecture 3.3.2 is true for the standard random walk on
the hypercube of any dimension.
The proof of this proposition will use the following theorem in [23].
THEOREM 3.4.3. [23] For every p ∈ (1,∞) and q ∈ (1, 2] there is a constant
C(p, q) with the following properties. Let X be a normed space with modulus of
smoothness of power of Type p. Then for every n-points x1, . . . , xn ∈ X , n × n
symmetric stochastic matrix A and t ∈ N, if p ≤ q then
∑
Atij ‖xi − xj‖
p ≤ C(p, q)Sq(X)qt
∑
aij ‖xi − xj‖p .
i.e., X has Markov Type p. If p > q, then
∑
Atij ‖xi − xj‖




aij ‖xi − xj‖p .
The proof of Proposition is simple given Theorem 3.4.3 and Theorem 6 in [25].
However, we included it here because we believe the standard random walk on the
hypercube is sort of an extremal case of Conjecture 3.3.2.
Proof of Proposition 3.4.1. Let us denote P the transition probability matrix of the
standard random walk on the Hypercube {−1, 1}n. Let us also denote by Pt the
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tth power of this matrix. One can see that Pt(ε, δ) only depends on the Hamming
distance
H(ε, δ) = |{i : εi 6= δi}|
so there are n + 1 different values for Pt depending on the distances {0, 1, ...., n}.
Let us denote them by Pt(k) where k ∈ 0, 1, . . . , n. Hence, if ε, δ ∈ {−1, 1}n are
such that
H(ε, δ) = k,
then Pt(ε, δ) = Pt(k). Hence,
∑
δ,ε∈{−1,1}n






















































If we denote by C de number of times that we count twice every edge on {−1, 1}n
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when we count them by counting the number of edges on each k-dimensional face,






























































If t ≤ n we can apply Theorem 3.4.3 and we obtain the desired result.
Remark 3.4.4. Proposition 3.4.1 remains true if one replaces the transition matrix
of a standard random walk on the hypercube by any transition matrix on the hyper-
cube for which the transition probabilities only depend on the Hamming distance
between the vertices of the cube.
3.5 General Extension Theorems
In this section we state some general criteria to extend Lipschitz maps. The three
extension theorems below are due to Ball [3]. The first theorem states that in order
to extend a Lipschitz function defined on a metric space into a reflexive vector
space, it is enough to know if we can extend it when restricted to finite subsets of
the domain.
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THEOREM 3.5.1. [3] Let (X, d) be a metric space and Y a normed space, Z a
subset of X and f : Z → Y Lipschitz. Then, there is an extension F : X → Y ∗∗
of f with ‖F‖Lip ≤ K if and only if for every finite subset S = {x1, . . . , xn} ⊂ X
there is a function FS such that FS|S∩Z = fS∩Z and ‖FS‖Lip ≤ K
The second theorem gives us a criterion to extend Lipschitz functions defined on
finitely many points in terms of positive symmetric matrices.
THEOREM 3.5.2. [3] Let (X, d) be a metric space and Y a normed space, Z a
subset of X and f : Z → Y Lipschitz. Given finite subset S = {x1, . . . , xn} ⊂ X
there is a function FS such that FS|S∩Z = fS∩Z and ‖FS‖Lip ≤ K if and only if
for any n × n symmetric matrix H = (hij) with positive entries, there exists map








Finally, the third theorem restated Theorem 3.5.2 in terms of symmetric stochastic
matrices.
THEOREM 3.5.3. [3] Let (X, d) be a metric space and Y a normed space, Z a
subset of X and f : Z → Y Lipschitz. Given finite subset S = {x1, . . . , xn} ∪
{z1, . . . zm} ⊂ X where z1, . . . , zm ∈ Z, there is a function FS such that FS|S∩Z =
fS∩Z and ‖FS‖Lip ≤ K if and only if for all m,n ∈ N, n× n symmetric stochastic




aij ‖yi − yj‖2 + 2(1− α)
∑












3.6 The Main Extension Theorems
DEFINITION 3.6.1. The n-Markov Type p constant of a metric space (M, dM),
denoted by Mnp (M), is the smallest constant M such that for any n, t ∈ N, any


















Following the steps of the proof of Ball’s Extension Theorem it can be easily shown
the following.
THEOREM 3.6.2. LetM be a a metric space and Y a vector space, then
en(M, Y ) -Mn2 (M)N2(Y )
Note that by Theorem 3.3.1, Mn2 (M) -
√
log n for any metric spaceM. Thus, we
have the following simple corollary.
COROLLARY 3.6.3. LetM be a a metric space and Y a vector space, then
en(M, Y ) -
√
log nN2(Y ).
Conjecture 3.2.11 can be restated as showing that











2N2(Y ) for any vector space Y . We give a proof of this using Lemma
3.4.1.
THEOREM 3.6.4. Let p ∈ (1, 2). Then





The proof consists on putting to work together the machinery in [19] and [3] as we
shall see below.
Proof. Let X = {x1, . . . , xn} be an n-point subset of Lp. Then, by Lemma 3.4.1
there exists a constant Kp depending on p and a subset E of Ω with probability
P(E) ≥ 1
2
such that for all ω ∈ E we have that




2 ‖Tω(xi)− Tω(xj)‖L2 (3.6.1)
for all i, j ∈ {1, . . . , n}.
Let S = {z1, . . . , zm} ∪ {x1, . . . , xn} ⊂ Z ∪ X be an arbitrary finite subset such
that {z1, . . . , zm} ⊂ Z, A an n × n symmetric stochastic matrix, B and n × m





for i ∈ {1, . . . , n}. Then, by the definition of N2(Y ),
α
∑
aij ‖yi − yj‖22 + 2(1− α)
∑















bir ‖yi − f(zs)‖22
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By convexity of the function x→ ‖ax+ b‖2, this is at most
3(1− α)N2(Y )
∑
(BTCB)rs ‖f(zr)− f(zs)‖22 . (3.6.2)
Applying the Lipschitz condition implies that this is at most
3N2(Y ) ‖f‖2Lip (1− α)
∑
(BTCB)rs ‖zr − zs‖2p (3.6.3)
On the other hand we have that (3.6.3) is at most
(1− α)N2(Y )
∑




cijbirbjs(‖zr − xi‖+ ‖xi − xj‖+ ‖xj − zs‖)2





cij ‖Tω(xi)− Tω(xj)‖2L2 + 2
∑
bir ‖xi − zr‖2p
]







aij ‖Tω(xi)− Tω(xj)‖2L2 + 2(1− α)
∑
bir ‖xi − zr‖2p
]
for each ω ∈ E, where the leftmost inequality above was obtain by using the fact
thatM2(L2) = 1. Let us define a family of new metrics on Lp by
dω(x, y) = sup{‖Tω(x)− Tω(y)‖L2 , ‖x− y‖p}
Hence this define a random variable d(x, y) for each x, y ∈ Lp. Therefore, we have
that for all ω ∈ Ω0
(1− α)
∑
(BTCB)rs ‖zr − zs‖2p













By Theorem 3.5.3 for each ω ∈ E there exists a function F Sω : S → L2 such that
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F Sω |S∩Z = f |S∩Z and
∥∥F Sω ∥∥Lip ≤ 9Kp(log n) 1p− 12 ‖f‖Lip
where
∥∥F Sω ∥∥Lip is the Lipschitz norm of F Sω with respect to the metric dω. Define






F Sω (x)dP(ω) (3.6.4)
for all x ∈ S. Hence, if x, y ∈ S, we have that






∥∥F Sω (x)− F Sω (y)∥∥ dP(ω)

















EP [dω(x, y)] .
On the other hand, we have that
EP [dω(x, y)] ≤ EP
[
‖Tω(x)− Tω(y)‖2 + ‖x− y‖p
]
= EP [‖Tω(x)− Tω(y)‖2] + ‖x− y‖p
= (δ1pδ12 + 1) ‖x− y‖p
and therefore
∥∥F S(x)− F S(y)∥∥
2




2 ‖f‖Lip ‖x− y‖p
The result follows by applying Theorem3.5.1.
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3.7 Further Remarks
After this work was done, Mendel and Naor [21] informed us that they showed the
following simple relation between finitary Lipschitz extension moduli
en(M,N ) ≤ 2 + en(M,N ).
Hence, the results about the extension of Lipschitz maps in this chapter can be also
obtain by using this relation and the very well developed theory for the constant
en(M,N ). As it was pointed out in [21] this inequality cannot be reversed in
general. In fact, en(M,N ) ≤ n + 1 (see [8], theorem 1.1), but if M = R and
N = {0, 1} then en(M,N ) = ∞, since all continuous functions from R to {0, 1}
are constant. It would be interesting to obtain a reverse inequality for particular
sub-classes of metric spaces. For example, when N = Y for Y a Banach space.
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