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Abstract. The challenging problem of the full three-dimensional Taylor bubble has been
addressed by using a Conservative Level Set method in order to deal with the multiphase
flow. A moving mesh is used, aiming to optimize the simulation domain. The mesh is moved as
the bubble rises, so the region of study can be limited to the surroundings of the bubble,
notably reducing the domain’s size. This saving in the computational resources facilitates
to face the Taylor bubble problem without the axisymmetric assumption. By doing so, a
detailed description of the fluid field is provided, comparing the results against numerical and
experimental data.
1. Introduction
The slug flow is of great importance in a broad range of technological applications and natural
phenomena: heat transport systems, chemical reactors, blood flow, etc. In order to completely
understand this kind of flow, the fundamental problem of a single Taylor bubble should be
deeply comprehended. The study of these bubbles started with the publications of Davies and
Taylor [1] and White and Beardmore [2]. Since then, several approaches have been assessed to
study Taylor bubbles, both experimental and numerical (see for instance [3, 4]).
The present paper propose a new coupled Conservative Level-Set - Moving Mesh method to
solve the Taylor bubble problem. On the one hand, the employed Conservative Level-Set method
(CLS) was developed by Balca´zar et al. [5], in the framework of finite-volume discretizations and
unstructured meshes. On the other hand, by using a moving mesh, the intention is to optimize
the simulation domain.
Buoyant bubble problems need the use of large domains to achieve proper capture of the
phenomena. That is due to the need of leaving enough vertical space for the bubble to reach its
steady state. Indeed, much of the domain is not of direct relevance in the study of the bubble’s
dynamics, causing the loss of computational efficiency in the calculation process. The region of
interest includes the bubble, its proximities and its wake. Areas far from the bubble are not
relevant, since the fluid remains stagnant. To tackle this issue, different approaches have been
proposed in the literature: methods based on periodic boundaries and a fringe zone that damps
the wake of the bubble [6, 7]; methods based on attaching a new non-inertial reference frame to
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Figure 1. Moving mesh method representation, showing two consecutive time instants.
the bubble centroid [8, 9], and methods based on dynamic meshes [10, 11]. We chose this last
technique to optimize the simulation domain within the CLS framework.
Using the aforementioned method, the well-known experiment of Bugg and Saad [12] has been
numerically studied. Results have also been compared against other numerical simulations [13].
2. Governing equations and Numerical method
Assuming multiphase incompressible flow, Newtonian fluids, dynamic mesh, no mass transfer
at the interface between fluids and constant surface tension coefficient σ, the Navier-Stokes
equations governing the fluid motion are given by the conservation laws for momentum and
mass shown below:
∂
∂t
(ρv) +∇ · (ρv (v − vmesh)) = −∇p+ +∇ · µ
(
∇v + (∇v)T
)
+ ρg + σκnδΓ + Ψρ0 (1)
∇ · v = 0 (2)
where t is the time, ρ and µ are respectively the fluid density and viscosity, v is the velocity field,
vmesh is the mesh velocity (which for this specific case is identical to the vertical component of
the bubble velocity), p is the pressure field, g is the gravity acceleration, n is the unit normal
vector to the interface, κ is the interface curvature, δΓ is the Dirac delta function located at the
interface, and Ψρ0 = −ρ0g represents an extra source term needed to compensate the weight
of the fluids within the domain [14, 15]. Figure 1 shows how the dynamic mesh works in this
model. The mesh is moving at the vertical velocity of the bubble, so ostensibly the bubble
remains vertically stationary inside the domain.
The two major challenges of simulating fluid interfaces are to maintain a sharp front and to
compute the surface tension accurately [16]. In order to deal with this issues, the CLS method
implemented in [5] has been selected for interface capturing. In this method [17, 5], the interface
is implicitly represented by a regularized indicator function φ:
φ (x, t) =
1
2
(
tanh
(
d (x, t)
2ε
)
+ 1
)
(3)
where ε is a parameter for controlling the thickness of the interface. The fluid interface can be
located by getting the φ = 0.5 isosurface. Based on this function, the density and viscosity of
the fluid are computed as follows:
ρ = ρ1φ+ ρ2 (1− φ) (4)
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µ = µ1φ+ µ2 (1− φ) (5)
The level set function is advected by the velocity field, solution of the Navier-Stokes equations:
∂φ
∂t
+∇ · φv = 0 (6)
Furthermore, an additional re-initialization equation is introduced to keep constant the thickness
of the interface [18]:
∂φ
∂τ
+∇ · φ (1− φ) nτ=0 = ∇ · ε∇φ (7)
where τ is the pseudo-time. This equation consist of a compressive term φ (1− φ) nτ=0 to
sharpening the profile, and a diffusion term ∇ · ε∇φ, that ensure the profile remains of
characteristic thickness ε.
By using the CSF method developed by Brackbill et al. [19] two issues can be handled: the
computation of the curvature κ and the application of the resulting pressure jump to the fluids.
Therefore, the singular term σκnδΓ is converted to a volume force as follows:
σκnδΓ = σκ (φ)∇φ (8)
where n and κ (φ) are given by:
n =
∇φ
‖∇φ‖ (9)
κ (φ) = −∇ · n (10)
Here, ∇φ is evaluated by using the least-square method [5]. The reader is referred to [5] for
technical details on the finite-volume discretization of the governing equations.
2.1. Time step
A CFL condition limits the time step for stable calculations. By a trivial comparison among the
terms of equation 1, the different characteristics time steps shown in table 1 are obtained. The
global time step should be smaller than each of them.
Table 1. Time step conditionals for the proposed method, where (∆t)conv is the convective
time step, (∆t)visc is the viscous time step, (∆t)g is the gravity time step, (∆t)cap is the time
step due to the surface tension source, and (∆t)mesh is the time step due to the characteristic
mesh velocity. Subscript n denotes that the corresponding variable is evaluated at the node n
under consideration, and ∆n is the characteristic size of the control volume n calculated as the
cubic root of the cell volume.
(∆t)conv (∆t)visc (∆t)g (∆t)cap (∆t)mesh
min
(
∆n
‖vn‖
)
min
(
∆2nρn
µn
) √
min
(
∆n
‖g‖
)
min
((ρ1+ρ2
4piσ
)1/2
(∆n)
3/2
)
min
(
∆n
‖vmesh‖
)
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2.2. Calculation algorithm
The process carried out in order to advance from the current time step tm to the following one
tm+1 is summarized as follows:
(i) Obtain the mesh velocity by computing the bubble velocity.
(ii) Compute the time step (see section 2.1).
(iii) Advect the conservative level set function φ, by solving equation 6.
(iv) Solve re-initialization equation 7.
(v) Density, viscosity and curvature fields are updated from the level set field.
(vi) Solve the Navier-Stokes equations by using the fractional step method [20]:
– Calculate the predictor velocity.
– Solve the Poisson equation to get the pressure field.
– Calculate the final velocity.
(vii) Move the mesh.
The previous steps should be repeated up to the desired time.
3. Three dimensional Taylor bubble
Once the method has been described, the full three dimensional Taylor bubble problem is
addressed. Results have been compared against those of Bugg and Saad [12] and Ndinisa et
al. [13].
3.1. Setting-up
Figure 2 shows the initial set up for the tested case. The simulation is based on the conditions
described by Ndinisa et al. [13]. The density of the continuous phase ρ1 is 911kg/m
3, and
its viscosity µ1 is 0.084Pa · s. The properties of the bubble’s fluid are ρ2 = 1.205kg/m3
and µ2 = 1.827 · 10−5Pa · s. The surface tension coefficient σ is 0.0328N/m. The pipe’s
diameter D is 0.019m. The bubble’s length hb is 0.0523m and its radius r0 = 0.007m. The
aforementioned conditions give rise to the following dimensionless groups: Eo = ρ1gD
2/σ = 100,
Mo = gµ41/
(
ρ1σ
3
)
= 0.015, ηρ = ρ1/ρ2 = 756.017 and ηµ = µ1/µ2 = 4597.701. The expected
terminal Reynolds number ReT = ρ1UTd/µ1 is about 27, where UT is the terminal velocity.
Non-slip boundary condition is applied at the lateral walls. A zero-velocity inlet boundary
condition is imposed at the top of the domain and an outlet boundary condition at its bottom.
The formulation of the employed outflow boundary condition is explained in [21]. For technical
details about the numerical treatment of the equations, the reader is referred to [5].
3.2. Mesh configuration
The mesh has cylindrical shape and it is made up of hexahedral control volumes uniformly
distributed. Figure 3 depicts a sketch of this mesh. It was generated by a constant step extrusion
of a plane grid along the cylinder axis. Table 2 describes the three considered (namely, M1, M2
and M3).
The distance from the bubble centroid to the inflow hi is set to 2D. Upstream perturbations
do not propagate beyond 0.5D from the bubble nose (see figure 6), so a distance of 2D to the
inlet is enough. Additionally, distance to the outlet ho is set to 3D, since it gave rise to enough
accurate stability in preliminary simulations. Therefore, the total axial distance ylength is 5D.
This considerably reduces the domain size compared to other works (see for instance [4]).
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Figure 2. Initial set-up of the
Taylor bubble problem.
Figure 3. Mesh configuration for
the Taylor bubble problem.
Table 2. Description of the meshes used in the Taylor bubble problem.
Mesh name Mesh size Cells per plane Nplanes ylength hchar
M1 5.3 · 105 2098 254 5D D/52
M2 1.9 · 106 5043 380 5D D/76
M3 3.7 · 106 7891 475 5D D/95
3.3. Time evolution
The evolution of the Reynolds number Re along the dimensionless time t∗ is shown in figure 4.
Moreover, table 3 summarizes the obtained results, comparing them against the ones obtained
by other authors, and showing a good agreement when M2 and M3 meshes are used. With
M1 mesh, results are not enough accurate. Additionally, figure 5 sketches the bubble shape
evolution along the time.
Table 3. Results of the Taylor bubble problem, where EUT is the relative error compared to
the experimental results of Bugg and Saad [12].
Case UT EUT
Present work (M1) 0.1210m/s 7.63%
Present work (M2) 0.1277m/s 2.52%
Present work (M3) 0.1286m/s 1.83%
Ndinisa et al. [13] 0.140m/s 6.87%
White and Beardmore [2] 0.1272m/s 2.90%
Bugg and Saad [12] 0.131m/s —
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Figure 4. Velocity evolution (in m/s)
of the tested Taylor bubble.
Figure 5. Profiles evolution of
the tested Taylor bubble when M3
mesh is used.
3.4. Results discussion
Figures 6 to 9 show different velocity profiles plotted over several sections of the bubble, and the
comparison against the reference data. These results are represented for the three considered
meshes. Furthermore, velocity field and the streamlines are depicted in figures 10 to 12. By
analyzing these results, an accurate description of the velocity field is obtained.
First, figure 6 shows the the normalized axial velocity along the tube axis above the bubble.
The ascent of the buoyant bubble induces perturbations above it. However, these disturbances
do not propagate more than D/3 above the bubble nose, as seen in the aforementioned figured.
Nearby the bubble nose, the fluid is essentially radial, due to the fact that the Taylor bubble is
moving upwards and the continuous phase ahead of it is been pushed sideways. This issue can
be appreciated in figure 7, where the normalized radial velocity across the tube radius at 0.111D
above the bubble nose is plotted. For its part, figure 8 shows the normalized radial velocity in
the developing film at 0.504D below the bubble nose. As can be seen in this figure, a strong
radial velocity component is still observed when descending into the developing film, especially
in the vicinity of the bubble’s interface. The developing film thins as it progresses, and the fluid
velocity rises. Then, when the fully developed film is formed, an essentially axial and constant
flow can be observed. When the rear end is achieved, the axial velocity is drastically reduced.
This is illustrated in figure 9, where the normalized axial velocity at 0.2D below the bubble’s
rear end is plotted. Below this point, the flow becomes strongly radial.
Results are compared against the experimental data of Bugg and Saad [12] and the numerical
study of Ndinisa et al. [13]. When M2 and M3 meshes are used, results are in good agreement.
In contrast, the M1 mesh does not seem enough fine to accurate solve the problem.
The streamlines and velocity field depicted in figures 10, 11 and 12 agree qualitatively with
the results published in [12] and [13]. As may be seen from these images, the problem is
fundamentally axisymmetric. Moreover, two large counter rotating vortices are observed inside
the Taylor bubble. No vortex appears in the wake of the bubble.
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Figure 6. Normalized axial velocity
along the tube axis above the bubble
nose.
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Figure 7. Normalized radial velocity
across the tube radius at 0.111D
above the bubble nose.
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Figure 8. Normalized radial velocity
in the developing film at 0.504D below
the bubble nose.
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Figure 9. Normalized axial velocity
in the wake of the bubble at 0.2D
below the bubble.
4. Conclusions
In the present work the challenging problem of the three dimensional Taylor bubble has been
studied. On the one hand, a Conservative Level Set formulation was chosen to deal with the
multiphase flow domain. On the other hand, a moving mesh method was used as domain
optimization technique. By using an optimized domain, the efficiency of the simulation can
be notably improved, due to the fact that it is no longer necessary to solve regions far from
the vicinity of the bubble. Once the method has been formulated, the full three dimensional
Taylor bubble problem was addressed, without the axisymmetric assumption. Results have been
compared against those of Bugg and Saad [12] and Ndinisa et al. [13]. Detailed descriptions of the
velocity field, shape evolution and terminal velocity were provided, showing a good agreement
in comparison with the reference data.
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Figure 10. Streamlines and velocity field of
the Taylor bubble problem.
Figure 11. Velocity field detail at the nose
of the Taylor bubble.
Figure 12. Velocity field detail at the rear
end of the Taylor bubble.
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