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Abstract
In this paper, we consider a problem of learning supervised PageRank models,
which can account for some properties not considered by classical approaches
such as the classical PageRank algorithm. Due to huge hidden dimension of the
optimization problem we use random gradient-free methods to solve it. We prove
1
a convergence theorem and estimate the number of arithmetic operations needed
to solve it with a given accuracy. We find the best settings of the gradient-free
optimization method in terms of the number of arithmetic operations needed to
achieve given accuracy of the objective. In the paper, we apply our algorithm to
the web page ranking problem. We consider a parametric graph model of users’
behavior and evaluate web pages’ relevance to queries by our algorithm. The
experiments show that our optimization method outperforms the untuned gradient-
free method in the ranking quality.
1 Introduction
The most acknowledged methods of measuring importance of nodes in graphs are based on random
walk models. Particularly, PageRank [18], HITS [11], and their variants [8, 9, 19] are originally
based on a discrete-time Markov random walk on a link graph. According to the PageRank algo-
rithm, the score of a node equals to its probability in the stationary distribution of a Markov process,
which models a random walk on the graph. Despite undeniable advantages of PageRank and its men-
tioned modifications, these algorithms miss important aspects of the graph that are not described by
its structure.
In contrast, a number of approaches allows to account for different properties of nodes and edges
between them by encoding them in restart and transition probabilities (see [3, 4, 6, 10, 12, 20, 21]).
These properties may include, e.g., the statistics about users’ interactions with the nodes (in web
graphs [12] or graphs of social networks [2]), types of edges (such as URL redirecting in web
graphs [20]) or histories of nodes’ and edges’ changes [22]. Particularly, the transition probabilities
in BrowseRank algorithm [12] are proportional to weights of edges which are equal to numbers
of users’ transitions. In the general ranking framework called Supervised PageRank [21], weights
of nodes and edges in a graph are linear combinations of their features with coefficients as the
model parameters. The authors consider an optimization problem for learning the parameters and
solve it by a gradient-based optimization method. However, this method is based on computation
of derivatives of stationary distribution vectors w.r.t. its parameters which include calculating the
derivative for each element of a billion by billion matrix and, therefore, seems to be computationally
very expensive. The same problem appears when using coordinate descent methods like [15] does.
Another obstacle to the use of gradient or coordinate descent methods is that we can’t calculate
derivatives precisely, since we can’t evaluate the exact stationary distribution.
In our paper, we consider the optimization problem from [21] and propose a two-level method to
solve it. On the lower level, we use the linearly convergent method from [17] to calculate an approx-
imation to the stationary distribution of the Markov process. We show in Section 5 that this method
has the best among others [5] complexity bound for the two-level method as a whole. However, it
is not enough to calculate the stationary distribution itself, since we need also to optimize the pa-
rameters of the random walk with respect to an objective function, which is based on the stationary
distribution. To overcome the above obstacles, we use a gradient-free optimization method on the
upper level of our algorithm. The standard gradient-free optimization methods [7, 16] require exact
values of the objective function. Our first contribution described in Section 4 consists in adapting
the framework of [16] to the case when the value of the function is calculated with some known
accuracy. We prove a convergence theorem (Section 4) for this method. Our second contribution
consists in investigating the trade-off between the accuracy of the lower level algorithm, which is
controlled by the number of iterations, and the computational complexity of the two-level algorithm
as a whole (Section 5). For given accuracy, we estimate the number of arithmetic operations needed
by our algorithm to find the values of parameters such that the difference between the respective
value of the objective and its local minimum does not exceed this accuracy. In the experiments,
we apply our algorithm to the problem of web pages’ ranking. We show in Section 6.3 that our
two-level method outperforms an untuned gradient-free method in the ranking quality.
The remainder of the paper is organized as follows. In Section 2, we describe the random walk
model. In Section 3, we define the learning problem and discuss its properties and possible meth-
ods for its solution. In Section 4 we describe the framework of random gradient-free optimization
methods and generalize it to the case when the function values are inaccurate. In Section 5 we pro-
pose two-level algorithm for the stated learning problem. The experimental results are reported in
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Section 6. In Section 7, we summarize the outcomes of our study, discuss its potential applications
and directions of future work.
2 Model description
Let Γ = (V,E) be a directed graph. Denote by p the number of vertices in V . Let
F1 = {F (ϕ1, ·) : V → R}, F2 = {G(ϕ2, ·) : E → R}
be two classes of functions parameterized by ϕ1 ∈ Rm1 , ϕ2 ∈ Rm2 respectively, where m1 is the
number of nodes’ features, m2 is the number of edges’ features. We denote m = m1 + m2 and
ϕ = (ϕ1, ϕ2)
T
. Let us describe the random walk on the graph Γ, which was considered in [21]. The
seed set V 1 ⊂ V is defined as follows: i ∈ V 1 if and only if F (ϕ1, i) 6= 0 for some ϕ1 ∈ Rm1 . A
surfer starts a random walk from a random page i ∈ V 1, the initial probability of being at vertex i is
called the restart probability and equals
[pi0(ϕ)]i =
F (ϕ1, i)∑
i˜∈V 1 F (ϕ1, i˜)
(2.1)
(equals 0 for i ∈ V \ V 1). At each step, the surfer (with a current position i˜ ∈ V ) either chooses
any vertex from V 1 in accordance with the distribution pi0(ϕ) (makes a restart) with probability
α ∈ (0, 1), which is called the damping factor, or chooses to traverse an outcoming edge (makes a
transition) with probability 1− α. The probability
[P (ϕ)]˜i,i =
G(ϕ2, i˜→ i)∑
j:˜i→j G(ϕ2, i˜→ j)
(2.2)
of traversing an edge i˜ → i ∈ E is called the transition probability. Finally, by Equation 2.1 and
Equation 2.2 the total probability of choosing vertex i ∈ V 1 conditioned by the surfer being at
vertex i˜ equals α[pi0(ϕ)]i + (1 − α)[P (ϕ)]˜i,i (originally [18], α = 0.15). If i ∈ V \ V 1, then this
probability equals (1 − α)[P (ϕ)]˜i,i. Denote by pi ∈ Rp the stationary distribution of the described
Markov process. It can be found as a solution of the system of equations
[pi]i = α[pi
0(ϕ)]i + (1− α)
∑
i˜:˜i→i∈E
[P (ϕ)]˜i,i[pi]˜i. (2.3)
In this paper, we learn the ranking algorithm, which orders the vertices i by their probabilities [pi]i
in the stationary distribution pi.
3 Learning problem statement
Let Q be a set of search queries and weights of nodes and edges Fq := F and Gq := G depend on
q ∈ Q. Let Vq be a set of vertices which are relevant to q. In other words, for any i ∈ Vq either
Fq(ϕ1, i) 6= 0 for some ϕ1 ∈ Rm1 or there exists a path i0 → i1, . . . , ik → ik+1 = i in Γ such that
Fq(ϕ1, i0) 6= 0, Gq(ϕ2, ij → ij+1) 6= 0 for some ϕ ∈ Rm and all j ∈ {0, . . . , k}. Denote Eq a set
of all edges i˜ → i from E such that i˜, i ∈ Vq and Gq(ϕ2, i˜ → i) 6= 0 for some ϕ2 ∈ Rm2 . For any
q ∈ Q, denote Γq = (Vq , Eq). For fixed q ∈ Q, the graph Γq and functions Fq, Gq , we consider the
notations from the previous section and add the index q: V 1q := V 1, pi0q := pi0, Pq := P , pq := p,
piq := pi. The parameters α and ϕ of the model do not depend on q.
Our goal is to find the parameters vector ϕ which minimizes the discrepancy of the nodes ranking
scores [piq]i, i ∈ Vq , calculated as the stationary distribution in the above Markov process from the
nodes ranking scores defined by assessors. For each q ∈ Q, there is a set of nodes in Vq manually
judged and grouped by relevance labels 1, . . . , k. We denote V jq the set of documents annotated with
label k + 1− j (i.e., V 1q is the set of all nodes with the highest relevance score). For any two nodes
i1 ∈ V j1q , i2 ∈ V j2q , let h(j1, j2, [piq]i2 − [piq]i1) be the value of the loss function. If it is non-zero,
then the position of the node i1 according to our ranking algorithm is higher than the position of the
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node i2 but j1 > j2. We consider square loss with margins bj1j2 > 0, where 1 ≤ j2 < j1 ≤ k:
h(j1, j2, x) = (min{x+ bj1j2 , 0})2 as it was done in previous studies [12, 21, 22]. We minimize
f(ϕ) =
1
|Q|
|Q|∑
q=1
∑
1≤j2<j1≤k
∑
i1∈V j1q ,i2∈V j2q
h(j1, j2, [piq]i2 − [piq]i1) (3.1)
in order to learn our model using the data given by assessors.
As it was said above, finding nodes ranking scores for the fixed query q leads to the problem of find-
ing the stationary distribution piq of the Markov process as a solution of Equation 2.3 or equivalently
piq = αpi
0
q (ϕ) + (1− α)PTq (ϕ)piq . (3.2)
The solution piq(ϕ) of (3.2) can be found as piq(ϕ) = α
[
I − (1− α)PTq (ϕ)
]−1
pi0q (ϕ), where I is
the identity matrix.
It is easy to show [17] that the vector
p˜iNq (ϕ) =
α
1− (1 − α)N+1
N∑
i=0
(1− α)i [PTq (ϕ)]i pi0q (ϕ) (3.3)
satisfies ‖p˜iNq (ϕ)−piq(ϕ)‖1 ≤ 2(1−α)N+1. As it also shown there to obtain vector p˜iNq (ϕ) satisfying
‖p˜iNq (ϕ) − piq(ϕ)‖1 ≤ ∆ (3.4)
one needs 1
α
ln 2∆ iterations of simple iteration method. Each iteration of such method requires one
multiplication of the matrix PTq (ϕ) by the vector of dimension pq. This requires sqpq arithmetic
operations. Here sq is the maximum number of non-zero elements over columns of the matrix Pq(ϕ)
(the sparsity parameter). So the total number of arithmetic operations for obtaining approximation
satisfying (3.4) is sqpq
α
ln 2∆ arithmetic operations. Note that sq ≪ pq and that this algorithm for
finding the vector p˜iNq (ϕ) can be fully paralleled.
Let us now turn to the problem of the minimization of the function f(ϕ) (3.1). We can rewrite this
function as
f(ϕ) =
1
|Q|
|Q|∑
q=1
‖(Aqpiq(ϕ) + bq)+‖22, (3.5)
where vector x+ has components [x+]i = max{xi, 0}, the matrix Aq ∈ Rrq×pq represents asses-
sor’s view of the relevance of pages to the query q, vector bq is the vector composed from thresholds
bj1,j2 in (3.1) with fixed q, rq is the number of summands in (3.1) with fixed q.
Due to huge hidden dimension pq, the calculation of the of f(ϕ) includes calculating the derivative
for each element of the pq × pq matrix Pq(ϕ) which is too expensive. So we are going to use
gradient-free methods for minimization of the function f(ϕ). Such methods were introduced rather
long ago, see, e.g., [13]. Note that we have to work in the framework of non-exact zero-order oracle.
Note that each row of the matrix Aq contains one 1 and one −1, and all other elements of the row
are equal to 0 and hence ‖Aq‖2 ≤
√
2rq. This leads to the following Lemma which says how the
error of the approximation of piq(ϕ) affects the error in the value of the function f(ϕ).
Lemma 1. Assume that the vector p˜iNq (ϕ) satisfies Equation 3.4. Denote r = maxq rq , b =
maxq ‖bq‖2. Then
f δ(ϕ) =
1
|Q|
|Q|∑
q=1
‖(Aqp˜iNq (ϕ) + bq)+‖22 (3.6)
satisfies |f δ(ϕ)− f(ϕ)| ≤ δ = ∆√2r(2√2r + 2b).
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4 Random gradient-free optimization methods
Let us describe the well-known framework of random gradient-free methods [1, 7, 16]. Our main
contribution, described in this section, consists in developing this framework for the situation of
presence of error of unknown nature in the objective function value. Apart from [16] we consider
randomization on a Euclidean ball which seems to give better large deviations bounds and doesn’t
need the assumption that the function can be calculated at any point of the space Rm.
In this section, we consider a general function f(·) and denote its argument by x or y to avoid
confusion with other sections. Assume that the function f(·) : Rm → R is convex and has Lipschitz
continuous gradient with constant L (we write f ∈ C1,1L ):
|f(x) − f(y)− 〈∇f(y), x− y〉| ≤ L
2
‖x− y‖22, x, y ∈ Rm.
Also we assume that the oracle returns the value f δ(x) = f(x) + δ˜(x), where δ˜(x) is the oracle
error satisfying |δ˜(x)| ≤ δ. Consider smoothed counterpart of the function f(x):
fµ(x) = Ef(x+ µξ) =
1
VB
∫
B
f(x+ µt)dt,
where ξ is uniformly distributed over unit ball B = {t ∈ Rm : ‖t‖2 ≤ 1} random vector, VB is the
volume of the unit ball B, µ ≥ 0 is a smoothing parameter. It is easy to show that
• If f is convex, then fµ is also convex
• If f ∈ C1,1L , then fµ ∈ C1,1L .
• If f ∈ C1,1L , then f(x) ≤ fµ(x) ≤ f(x) + Lµ
2
2 for all x ∈ Rm.
The random gradient-free oracle is defined as follows
gµ(x) =
m
µ
(f(x+ µs)− f(x))s,
where s is uniformly distributed vector over the unit sphere S = {t ∈ Rm : ‖t‖2 = 1}. It can be
shown that Egµ(x) = ∇fµ(x). Since we can use only zeroth-order oracle with error we also define
the counterpart of the above random gradient-free oracle which can be really computed. We will
call it the biased gradient-free oracle:
gδµ(x) =
m
µ
(f δ(x+ µs)− f δ(x))s.
The following estimates can be proved for the introduced inexact oracle (the full proof is in the
Supplementary Materials).
Lemma 2. Let f ∈ C1,1L . Then, for any x, y ∈ Rm,
E‖gδµ(x)‖22 ≤ m2µ2L2 + 4m‖∇f(x)‖22 +
8δ2m2
µ2
(4.1)
− E〈gδµ(x), x − y〉 ≤ −〈∇fµ(x), x − y〉+
δm
µ
‖x− y‖2. (4.2)
We use gradient-type method with oracle gδµ(x) instead of the real gradient in order to minimize
fµ(x). Since it is uniformly close to f(x) we can obtain a good approximation to the minimum
value of f(x).
Algorithm 1 below is the variation of the gradient method. Here ΠX(x) denotes the Euclidean
projection of a point x onto a set X .
Next theorem gives the convergence rate of Algorithm 1. Denote by Uk = (s0, . . . , sk) the history
of realizations of the vectors si, generated on each iteration of the method, ψ0 = f(x0), and ψk =
EUk−1(f(xk)), k ≥ 1.
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Algorithm 1 Gradient-type method
Input: The point x0, radius R, stepsize h > 0, number of steps M .
Define X = {x ∈ Rm : ‖x− x0‖2 ≤ 2R}.
repeat
Generate sk and corresponding gδµ(xk).
Calculate xk+1 = ΠX(xk − hgδµ(xk)).
Set k = k + 1.
until k > M
Output: The point xk.
We say that the smooth function is strongly convex with parameter τ ≥ 0 if and only if for any
x, y ∈ Rm it holds that
f(x) ≥ f(y) + 〈∇f(y), x− y〉+ τ
2
‖x− y‖2. (4.3)
Theorem 1. Let f ∈ C1,1L and the sequence xk be generated by Algorithm 1 with h = 18mL . Thenfor any M ≥ 0, we have
1
M + 1
M∑
i=0
(ψi − f∗) ≤ 8mLR
2
M + 1
+
µ2L(m+ 8)
8
+
8δmR
µ
+
δ2m
Lµ2
, (4.4)
where f∗ is the solution of the problem minx∈Rm f(x). If, moreover, f is strongly convex with
constant τ , then
ψM − f∗ ≤ 1
2
L
(
δµ +
(
1− τ
16mL
)M
(R2 − δµ)
)
, (4.5)
where δµ = µ
2L(m+8)
4τ +
16mδR
τµ
+ 2mδ
2
τµ2L
.
The full of the theorem proof is in the Supplementary Materials. The estimate (4.4) also holds for
ψˆM
def
= EUM−1f(xˆM ), where xˆM = argminx{f(x) : x ∈ {x0, . . . , xM}}. To make the right hand
side of the inequality (4.4) less than a desired accuracy ε we need to choose
M =
⌈
32mLR2
ε
⌉
, µ =
√
2ε
L(m+ 8)
,
δ = min
{
ε
3
2
√
2
32mR
√
L(m+ 8)
,
ε√
2m(m+ 8)
}
=
ε
3
2
√
2
32mR
√
L(m+ 8)
.
Let’s note that we can also estimate the probability of large deviations from the obtained mean
rate of convergence. If f(x) is strongly convex, then we have a geometric rate of convergence
(4.5). Consequently, from the Markov’s inequality we obtain that afterO
(
mL
τ
ln
(
LR2
εσ
))
iterations
ψM − f∗ ≤ ε holds with probability greater than 1− σ. If the function f(x) is not strongly convex,
then we can introduce the regularization with parameter τ = ε/(2R2) minimizing the function
f(x)+ τ2‖x‖22, which is strongly convex. This will give us that afterO
(
mLR
2
ε
ln
(
LR2
εσ
))
iterations
ψM − f∗ ≤ ε holds with probability greater than 1− σ.
5 Solving the learning problem
Our idea for minimizing the function f(ϕ) (3.5) is the following. We assume that we start from the
small vicinity of the optimal value and hence the function f(ϕ) is convex in this vicinity (generally
speaking, the function (3.5) is nonconvex). We choose the desired accuracy ε for approximation of
the optimal value of the function f(ϕ). This value gives us the number of steps of Algorithm 1,
the value of the parameter µ, the maximum value of the allowed error of the oracle δ. Knowing the
value δ, using Lemma 1 we choose the number of steps of the algorithm for an approximate solution
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of Equation (3.2), i.e. the number N in (3.3). This idea leads us to Algorithm 2. To the best of
our knowledge, this is the first time when the idea of random gradient-free optimization methods is
combined with some efficient method for huge-scale optimization using the concept of zero-order
oracle with error.
Algorithm 2 Method for model learning
Input: The point ϕ0, L – Lipschitz constant for the function f(ϕ), radius R, accuracy ε > 0,
numbers r, b defined in Lemma 1.
DefineX = {ϕ ∈ Rm : ‖ϕ−ϕ0‖2 ≤ 2R},M = 32mLR2ε , δ = ε
3
2
√
2
32mR
√
L(m+8)
, µ =
√
2ε
L(m+8) .
Set k = 0.
repeat
Generate random vector sk uniformly distributed over a unit Euclidean sphere S in Rm.
Set N = 1
α
ln 2
√
2r(2
√
2r+2b)
δ
.
For every q from 1 to |Q| calculate p˜iNq (ϕk), p˜iNq (ϕk + µsk) defined in (3.3).
Calculate gδµ(ϕk) = mµ (f
δ(ϕk + µsk)− f δ(ϕk))sk, where f δ(ϕ) is defined in (3.6).
Calculate ϕk+1 = ΠX
(
ϕk − 18mLgδµ(ϕk)
)
.
Set k = k + 1.
until k > M
Output: The point ϕˆM = argminϕ{f(ϕ) : ϕ ∈ {ϕ0, . . . , ϕM}}.
The most computationally consuming operation on each iteration of the main cycle of this method
is the calculation of 2|Q| approximate solutions of the equation (3.2). Hence, each iteration of Al-
gorithm 2 needs approximately 2|Q|sp
α
ln 2
√
2r(2
√
2r+2b)
δ
arithmetic operations, where s = maxq sq,
p = maxq pq. So, we obtain the following theorem, which gives the result for local convergence of
Algoritghm 2.
Theorem 2. Assume that the point ϕ0 lies in the vicinity of the local minimum point ϕ∗ of the
function f(ϕ) and the function f(ϕ) is convex in this vicinity. Then the mean total number of
arithmetic operations for the accuracy ε (i.e. for inequality EUM−1f(ϕˆM ) − f(ϕ∗) ≤ ε to hold) is
given by
64mps|Q|LR
2
αε
ln
(
4(2r + b
√
2r)
32mR
√
L(m+ 8)
ε
3
2
√
2
)
.
Let us make some remarks. Note that each iteration of the main cycle of the algorithm above
can be fully paralleled using |Q| processors. Also it is important that the use of geometrically
convergent method as the inner algorithm leads to the overall complexity bound which is the product
of complexity bounds of the inner and outer algorithms.
The direct calculation of the parameter L has many obstacles and leads to the overestimation. An-
other way is to use the restart method. Since we know the exact required number of iterations for
the fixed accuracy, confidence level and L, we can use the following procedure. We start with some
initial value of L. Calculate the approximation by Algorithm 2. Then set L := 2L and repeat, i.e.
calculate the approximation by the Algorithm 2, working with new L, etc. The stopping criterion
here is stabilization (with the same accuracy as before) of this sequence of function values. The
total number of such restarts will be of the order log2(2L). The same can be done with the unknown
parameter R.
Here we have omitted the full description of the generalization of the fast-gradient-type
scheme [14, 16] for the case of inexact oracle and application of the obtained method for the min-
imization of the function f(ϕ). The fast-gradient-type scheme is faster but requires the oracle to
be more precise. The resulting mean value of the number of arithmetic operations to achieve the
accuracy ε for this method is
O
(
mps|Q|
√
LR2
α2ε
ln
(
(r + b
√
r)
mRL
ε
))
.
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Algorithm 3 Fast method for model learning
Input: The point ϕ0, L – Lipschitz constant for the function f(ϕ), τ – the strong convexity
parameter of the function f(ϕ) (note that τ = 0 if the function is convex), number R such that
‖ϕ0 − ϕ∗‖2 ≤ R, accuracy ε > 0, numbers r, b defined in Lemma 1.
Define N = 16m
√
3LR2
ε
, µ =
√
64ε
3L(5N+64) , δ =
√
4εµ2L
3N , γ0 = L, v0 = ϕ0, θ =
1
64m2L ,
h = 18mL .
Set k = 0.
repeat
Compute αk > 0 satisfying α
2
k
θ
= (1− αk)γk + αkτ ≡ γk+1.
Set λk = αkγk+1 τ , βk =
αkγk
γk+αkτ
, and yk = (1− βk)ϕk + βkvk.
Generate random vector sk uniformly distributed over a unit Euclidean sphere S in Rm
Set Nˆ = 1
α
ln 2
√
2r(2
√
2r+2b)
δ
.
For every q calculate p˜iNˆq (ϕk), p˜iNˆq (ϕk + µsk) defined in (3.3).
Calculate gδµ(ϕk) = mµ (fδ(ϕk + µsk)− fδ(ϕk))sk, where fδ(ϕ) is defined in (3.6).
Calculate ϕk+1 = yk − hgδµ(yk), vk+1 = (1− λk)vk + λkyk − θαk gδµ(yk).
Set k = k + 1.
until k > N
Output: The point ϕN .
Also we want to point that the algorithm for solving equation (3.2) was chosen consciously from
a set of modern methods for computing PageRank. We used review [5] of such methods. Since
for our problem we need to estimate the error which is introduced to the function f(ϕ) value by
approximate solution of the ranking problem (3.2), we considered only three methods: Markov
Chain Monte Carlo (MCMC), Spillman’s and Nemirovski-Nesterov’s (NN). These three methods
allow to make the difference ‖piq(ϕ) − p˜iq‖, where p˜iq is the approximation, small. This is crucial
to prove results like Lemma 1. Spillman’s alogoritm converges in infinity norm which is usually√
p times larger than 2-norm. MCMC converges in 2-norm and NN converges in 1-norm. Finally,
the full complexity analysis of the two-level algorithm showed that for the dimensions m, p and
accuracy ε considered in our work the combination of gradient-free method with NN method is
better than the combination with MCMC in terms of upper bound for arithmetic operations needed
to achieve given accuracy.
6 Experimental results
We compare the performances of different learning techniques, our gradient-free method, an untuned
gradient-free method and classical PageRank. In the next section, we describe the graph, which we
exploit in our experiments (the user browsing graph). In Section 6.2 and Section 6.3, we describe
the dataset and the results of the experiments respectively.
6.1 User browsing graph
In this section, we define the web user browsing graph (which was first considered in [12]). We
choose the user browsing graph instead of a link graph with the purpose to make the model query-
dependent.
Let q be any query from the setQ. A user session Sq (see [12]), which is started from q, is a sequence
of pages (i1, i2, ..., ik) such that, for each j ∈ {1, 2, ..., k − 1}, the element ij is a web page and
there is a record ij → ij+1 which is made by toolbar. The session finishes if the user types a new
query or if more than 30 minutes left from the time of the last user’s activity. We call pages ij , ij+1,
j ∈ {1, . . . , k − 1}, the neighboring elements of the session Sq.
We define the user browsing graph Γ = (V,E) as follows. The set of vertices V consists of all the
distinct elements from all the sessions which are started from any query q ∈ Q. The set of directed
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edges E represents all the ordered pairs of neighboring elements (˜i, i) from the sessions. For any
q ∈ Q, we set Fq(ϕ1, i) = 0 for all ϕ1 ∈ Rm1 if there is no session which is started from q and
contains i as its first element. Moreover, we set Gq(ϕ2, i˜ → i) = 0 for all ϕ2 ∈ Rm2 if there is no
session which is started from q and contains the pair of neighboring elements i˜, i.
As in [21], we suppose that for any q ∈ Q , any i ∈ V 1q and any i˜ → i ∈ Eq , a vector of node’s
features Vqi ∈ Rm1 and a vector of edge’s features Eqi˜i ∈ Rm2 are given. We set Fq(ϕ1, i) =
〈ϕ1,Vqi 〉, Gq(ϕ1, i˜→ i) = 〈ϕ2,Eqi˜i〉.
6.2 Data
All experiments are performed with pages and links crawled by a popular commercial search engine.
We utilize all the records from the toolbar that were made from 27 October 2014 to 18 January 2015.
We randomly choose the set of queriesQ the user sessions start from, which contains≈ 1K queries.
There are ≈ 0.6M vertices and ≈ 0.8M edges in graphs Γq, q ∈ Q, in total. For each query a
set of pages was judged by professional assessors hired by the search engine. Our data contains
≈ 3.8K judged query–document pairs. The relevance score is selected from among 5 editorial
labels. We divide our data into two parts. On the first part (80% of the set of queries Q) we train
the parameters and on the second part we test the algorithms. To define weights of nodes and edges
we consider a set of 26 query–document features. For any q ∈ Q and i ∈ V 1q , the vector Vqi
contains values of all these feautures for query–document pair (q, i). We set m2 = 2m1 = 52 and
E
q
i˜,i
= ([Vq
i˜
]1, . . . , [V
q
i˜
]m1 , [V
q
i ]1, . . . , [V
q
i ]m1).
6.3 Ranking quality
We find the optimal values of the parameters for all the methods by minimizing the objective f
defined by Equation 3.1 by the common untuned gradient-free method GF1 (Algorithm 1) and our
precise gradient-free method GF2 (Algorithm 2). Besides, we use PageRank (PR) as the common
baseline for the algorithms (used as the only baseline for SSP in [6] and one of the baselines for SNP
in [21]).
The sets of parameters which are exploited by the optimization methods (and not tuned by them) are
the following: the Lipschitz constantL = 1.6·10−4, the accuracy ε = 6.9·10−3 (in GF2), the radius
R = 1 (in both GF1 and GF2), the parameter N = 117 (3.3), which defines the approximation p˜iNq
of the stationary distribution p˜iq , of algorithms GF1 and PR is chosen in such a way that the accuracy
∆ (3.4) equals 10−8. Moreover,M = 10 (the number of iterations of the optimization method) and
h = 10 (the stepsize) in the algorithms GF1 (the number of iterations is less than the value of this
parameter in GF2).
In Table 1, we present the ranking performances in terms of our loss function f .
Method f (Equation 3.1)
GF2 0.00107
GF1 0.001305
PR 0.0118
Table 1: Performances of GF2, GF and PR methods.
Moreover, the NDCG@3 (@5) gains of both GF1 and GF2 in comparison with PR exceeds 20% for
both metrics. We obtain the p-values of the paired t-tests for all the above differences in ranking
qualities on the test set of queries. These values are less than 0.005. Thus, we conclude that the
obtained values of the parameters by our optimization method are closer to optimal than in the case
of GF1.
7 Conclusion
We consider a problem of learning parameters of supervised PageRank models, which are based
on calculating the stationary distributions of the Markov random walks with transition probabilities
depending on the parameters. Due to huge hidden dimension of the optimization problem and the
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impossibility of exact calculating derivatives of the stationary distributions w.r.t. its parameters, we
propose a two-level method, based on random gradient-free method with inexact oracle to solve it
instead of the previous gradient-based approach. We find the best settings of the gradient-free opti-
mization method in terms of the number of arithmetic operations needed to achieve given accuracy
of the objective. In particular, for the proposed method, we provide an estimate for the total number
of arithmetic operations to obtain the given accuracy in terms of local convergence. We apply our al-
gorithm to the web page ranking problem by considering a dicrete-time Markov random walk on the
user browsing graph. Our experiments show that our two-level method outperforms both classical
PageRank algorithm and the gradient-free algorithm with other settings (which are, theoretically, not
optimal). In the future, some globalization techniques can be considered (e.g., multi-start), because
the objective function is nonconvex.
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8 Appendix
8.1 Proof of Lemma 2
We will need the following lemma.
Lemma 3. Let s be random vector uniformly distributed over the unit sphere S ∈ Rm. Then
Es(〈∇f(x), s〉)2 = 1
m
‖∇f(x)‖2∗. (8.1)
Proof. We have Es(〈∇f(x), s〉)2 = 1Sm(1)
∫
Sm
(〈∇f(x), s〉)2dσ(s), where Sm(r) is the volume of the unit
sphere which is the border of the ball in Rm with radius r. Note that Sm(r) = Sm(1)rm−1. Let ϕ be the angle
between ∇f(x) and s. Then
1
Sm(1)
∫
Sm
(〈∇f(x), s〉)2dσ(s) = 1
Sm(1)
∫ pi
0
‖∇f(x)‖2∗ cos2 ϕSm−1(sinϕ)dϕ =
=
Sm−1(1)
Sm(1)
‖∇f(x)‖2∗
∫ pi
0
cos2 ϕ sinm−2 ϕdϕ
First changing the variable using equation x = cosϕ, and then t = x2, we obtain
∫ pi
0
cos2 ϕ sinm−2 ϕdϕ =
∫ 1
−1
x
2(1−x2)(m−3)/2dx =
∫ 1
0
t
1/2(1−t)(m−3)/2dt = B
(
3
2
,
m− 1
2
)
=
√
piΓ
(
m−1
2
)
2Γ
(
m+2
2
) ,
where Γ(·) is the Gamma-function. Also we have
Sm−1(1)
Sm(1)
=
m− 1
m
√
pi
Γ
(
m+2
2
)
Γ
(
m+1
2
) . (8.2)
Finally using the relation Γ(m+ 1) = mΓ(m), we obtain
E(〈∇f(x), s〉)2 = ‖∇f(x)‖2∗
(
1− 1
m
)
Γ
(
m−1
2
)
2Γ
(
m+1
2
) = ‖∇f(x)‖2∗
(
1− 1
m
)
Γ
(
m−1
2
)
2m−1
2
Γ
(
m−1
2
) = 1
m
‖∇f(x)‖2∗
Using (4.1) we obtain
(fδ(x+ µs)− fδ(x))2 =
(f(x+ µs)− f(x)− µ〈∇f(x), s〉+ µ〈∇f(x), s〉+ δ˜(x+ µs)− δ˜(x))2 ≤
2(f(x+ µs)− f(x)− µ〈∇f(x), s〉+ µ〈∇f(x), s〉)2 + 2(δ˜(x+ µs)− δ˜(x))2 ≤
4
(
µ2
2
L1‖s‖2
)2
+ 4µ2(〈∇f(x), s〉)2 + 8δ2 = µ4L21‖s‖4 + 4µ2(〈∇f(x), s〉)2 + 8δ2
Using (8.1), we get
Es‖gδµ(x)‖2∗ ≤ m
2
µ2Vs
∫
S
(
µ
4
L
2
1‖s‖4 + 4µ2(〈∇f(x), s〉)2 + 8δ2
) ‖s‖2∗dσ(s) = m2µ2L21 + 4m‖∇f(x)‖2∗ + 8δ
2m2
µ2
.
Using the equality Esgµ(x) = ∇fµ(x), we have
− Es〈gδµ(x), x− x∗〉 = − m
µVs
∫
S
(fδ(x+ µs)− fδ(x))〈s, x− y〉dσ(s) =
= − m
µVs
∫
S
(f(x+ µs)− f(x))〈s, x− y〉dσ(s)−
− m
µVs
∫
S
(δ˜(x+ µs)− δ˜(x))〈s, x− y〉dσ(s) ≤ −〈∇fµ(x), x− y〉+ δm
µ
‖x− y‖.
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8.2 Proof of Theorem 1
We extend the proof in [16] for the case of randomization on a sphere (instead of randomization based on normal
distribution) and for the case when one can calculate the function value only with some error of unknown nature.
Consider the point xk, k ≥ 0 generated by the method on the k-th iteration. Denote rk = ‖xk − x∗‖2. Note
that rk ≤ 4R. We have:
r
2
k+1 = ‖xk+1 − x∗‖22 ≤ ‖xk − x∗ − hgδµ(xk)‖22 =
= ‖xk − x∗‖22 − 2h〈gδµ(xk), xk − x∗〉+ h2‖gδµ(xk)‖22.
Taking the expectation with respect to sk we get
Eskr
2
k+1
(4.1),(4.2)
≤ r2k − 2h〈∇fµ(xk), xk − x∗〉+ 2δmh
µ
rk+
+ h2
(
m
2
µ
2
L
2 + 4m‖∇f(xk)‖22 + 8δ
2m2
µ2
)
≤
≤ r2k − 2h(f(xk)− fµ(x∗)) + 8δmhR
µ
+
+ h2
(
m
2
µ
2
L
2 + 8mL(f(xk)− f∗) + 8δ
2m2
µ2
)
≤
≤ r2k − 2h(1− 4hmL)(f(xk)− f∗) + 8δmhR
µ
+
+m2h2µ2L2 + hLµ2 +
8δ2m2h2
µ2
≤
≤ r2k + Rδ
µL
− f(xk)− f
∗
8mL
+
µ2(m+ 8)
64m
+
δ2
8µ2L2
. (8.3)
Taking expectation with respect to Uk−1 and defining ρk+1 def= EUkr2k+1 we obtain
ρk+1 ≤ ρk − ψk − f
∗
8mL
+
µ2(m+ 8)
64m
+
Rδ
µL
+
δ2
8µ2L2
.
Summing up these inequalities and dividing by N + 1 we obtain (4.4).
Now assume that the function f(x) is strongly convex. From (8.3) we get
Eskr
2
k+1
(4.3)
≤
(
1− τ
16mL
)
r
2
k +
Rδ
µL
+
µ2(m+ 8)
64m
+
δ2
8µ2L2
Taking expectation with respect to Uk−1 we obtain
ρk+1 ≤
(
1− τ
16mL
)
ρk +
Rδ
µL
+
µ2(m+ 8)
64m
+
δ2
8µ2L2
and
ρk+1 − δµ ≤
(
1− τ
16mL
)
(ρk − δµ) ≤
≤
(
1− τ
16mL
)k+1
(ρ0 − δµ).
Using the fact that ρ0 = R2 and ψk − f∗ ≤ 12Lρk we obtain (4.5).
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