D
uring the last decade, Raman sp ectro scop y has b ecom e more popular than at any other time in its 70-year histor y. Several factors have contributed to this exp lo sive increase in usage. Sam ple preparation for Raman spectrometry has always been easy, but when visible lasers were used to excite the Raman spectrum, the majority of samples gave rise to such high uorescence that the Raman spectrum was dominated by the shot noise associated with the¯uores-cence. The accessibility to longer wavelength lasers, such as the 785 * Author to whom correspondence should be sent.
nm (; 12 740 cm 2 1 ) and 840 nm (; 11 910 cm 2 1 ) diode lasers and the 1064 nm (; 9395 cm 2 1 ) Nd 31 :YAG laser, has dramatically reduced the num ber of samples from which one cannot generate a Raman spectrum because of¯uorescence.
Another factor which has led to the increased popularity of Raman spectroscopy is the availability of charge-coupled device (CCD) array detectors. CCD-based Raman spectrometers have reduced the measurement time for Raman spectrometry from around 10 min to just a few seconds in m any cases. CCD array detectors, which utilize silicon as the photoactive element, have a spectral resp onse w h ich exten ds ou t to ; 9000 cm 2 1 . This is suf® cient to produce a Raman spectral bandwidth of approximately 3400 cm 2 1 when a 785 nm diode laser is used but limits the accessible Raman shifts to about 2000 cm 2 1 when an 840 nm diode is used. Since the cutoff of most silicon-based CCDs occurs near 1.1 m m , the Stokes-shifted Raman spectrum obtained with a Nd 31 :YAG laser is inaccessible to detectors of this type. In this case, one must use alternative detectors such as Ge, InGaAs, or PtSi. The intrinsic noise level of these elements is signi® -cantly higher than that found for Si. In order to compensate for the higher noise level, some type of multiplex spectrometer must be utilized. Although a Hadamard transform Raman spectrometer has been shown to be feasible, 1,2 the most common type of multiplex spectrometer used for ordinar y Raman is the Fourier transform (FT ) spectrometer.
In sum mar y, therefore, contemporary instrumentation for Raman spectroscopy is generally of two types: CCD-Raman and FT-Raman spectrometers. Each of these instruments can measure high-quality Raman spectra of m ost samples in times as short as a few seconds. As a result of this newfound sensitivity, the ease of sample preparation, and the nature of the complementary inform ation (with respect to infrared spectrometry) contained in Raman spectra, Raman spectrometry is enjoying a surge in popularity. It is not unexpected, therefore, that vibrational spectroscopists want to be able to process Raman spectra in the same way that they process infrared spectra, applying techniques such as ordinate expansion and spectral subtraction for the study of weak bands of minor components. Recently, tests have been described that are designed to reveal the presence of weak artifacts and anomalies in Fourier transform infrared (FT-IR) spectra. 3, 4 There is a need for similar types of investigations to be carried out with Raman spectrometers. In this paper, we describe the result of a careful examination of some factors that limit the perform ance of both CCD-Raman and FT-Raman spectrometers.
SHIFTS IN TH E WAVE-NUM BER SCALE
It is well known that FT-IR spectra can exhibit small wavenumber shifts caused by vignetting, 5 i.e., changing or m oving the limiting aperture of the instrum ent. These shifts are rarely m ore than a few tenths of the resolution at which the spectrum is being m easured. Nonetheless, if spectra m easured before and after changing the limiting aperture are subtracted, the difference spectrum has the appearance of the ® rst derivative of the spectrum. Similar results are seen with FT-Raman spectra. The FT-Raman spectrum of cyclohexane, which is a strong Raman scatterer with several narrow bands, is shown in Fig. 1A two spectra of cyclohexane, acquired sequentially, is shown in Fig. 1B . The reproducibility of the wavenum ber scale is so good that no trace of any artifacts is seen in the difference spectrum . The cell was then removed from the sample holder and replaced, and its position adjusted to give rise to the most intense spectrum. After subtraction of this spectrum from one of the spectra acquired before sample repositioning, the amplitude of the features in the difference spectrum found on applying an``auto-subtraction' ' routine is signi® cantly greater than the noise, as shown in Fig. 1C . The sharper bands in the spectrum appear as derivative-shaped peaks due to a sm all shift in the effective position of the limiting aperture. Other bands appear with a negative bias, indicating that the subtraction process cannot effectively compensate for changes in intensity due to slightly different collection ef® ciency. Effects such as these would reduce the quantitative accuracy of FT-Raman spectrometry.
CC D -R am an spectr om eters ar e more susceptible to shifts in the abscissa scale because the wavenumbers of spectra m easured with this type of instrument are not referenced to the wavenumber of a helium-neon (He±Ne) laser as they are in FT-Ram an sp ectr om eters. W h er eas th e wavenum ber scale of Fourier transform is relatively immune to changes in ambient temperature, for example, this is not the case for a CCD-Raman spectrometer, where shifts of 0.05 cm 2 1 /8 C are not uncomm on. The spectrum of acetonitrile measured on a C CD -Ram an spectro m eter is shown in Fig. 2A . After rem oving the sample, replacing it, and refocusing the beam, we found that the residual f eatu res in th e difference spectrum were actually smaller than they were with the FT-Ram an spectrometer (see Fig. 2B ). This result is easily explained by the fact that changes in sample position for a dispersive instrument will only change the¯ux through the instrument as focusing on the slit is changed. To ® rst order, this step does not produce a frequency shift. The subtraction pro- cess can effectiv ely co rrect f or changes in spectral intensity across the entire spectrum. On remeasuring the spectrum 10 h later and subtracting this spectrum from the one m easured earlier in the day, however, we observed that large derivative features, caused by drift of the monochromator with temperature, were apparent in the difference spectrum , as shown in Fig. 2C . These features are not a result of sample heating, w h ich gener ally causes band s to broaden. In the event of sample heating, the features in the difference spectrum generally have the appearance of the second derivative rather than the ® rst derivative that results from a spectral shift.
FIG. 5. Shot noise in FT-Raman spectrometry. (A) Noise with the laser turned off; (B) noise of an FT-Raman spectrum of cyclohexane; (C) noise of an FT-
A lia sin g. A liasing o ccur s w ith F o urier transfo rm sp ectro m eter s when the frequency of the sinusoidal wave associated with a particular spectral feature (or noise) is m ore than half the sampling frequency, i.e., when spectral features or noise are aliased around the Nyquist frequency. To m inimize aliasing, one usually ensures that the signal from the detector is delivered into lowpass electronic ® lters to attenuate signals above the Nyquist frequency. Generally speaking, aliasing is dif® -cult to obser ve in a m id-infrared spectrum m easured o n an F T-I R spectrometer, for two reasons. First, it is common to sample the signal interferogram once per wavelength of the He±Ne laser interferogram , e.g., once per downward-going zerocrossing. For measurem ents taken in this way, the Nyquist frequency is usually ; 7900 cm 2 1 , which is well abov e the hig hest w avenu m ber where the obser ved infrared intensity is non-zero. Furthermore, spectral features that did fold into the m idinfrared spectrum would be intrinsically very weak, since the spectrum would have to be derived from the low intensities observed above 7900 cm 2 1 .
On the other hand, FT-Raman spectra m easured with a 1064 nm Nd 31 :YAG laser at 9395 cm 2 1 typically cover the range from about 9500 to 6000 cm 2 1 , and the interferogram must be sampled every zero-focal point
FIG. 7. Shot noise of a CCD-Raman spectrometer. (A) CCD-Raman spectrum of Kapton; (B) result of subtracting two successively acquired spectra of Kapton.

FIG. 8. Pixel-to-pixel variation of CCD-Raman spectrometers. (A) CCD-Raman spectrum of a polyimide powder not corrected for pixel-to-pixel variations; (B) CCD-Raman spectrum of a polyimide powder corrected for pixel-to-pixel variations; (C) FT-Raman spectrum of the same polyimide powder.
crossing of the He±Ne laser, so that the Nyquist frequency is equal to the wavenum ber of the He±Ne laser, or ; 15 800 cm 2 1 . We have obser ved an unusual effect in FT-Raman spectrometry that must be attributed to a different type of aliasing. This effect will be illustrated with the spectrum of sulfur, which is shown in Fig. 3A . Sulfur has two strong bands at 218 and 472 cm 2 1 . Two very weak bands can be obser ved in the spectrum at 2515 and 2769 cm 2 1 . Although the 2769 cm 2 1 band is close enough to the C± H stretching region that one may initially assign it to a C±H stretch of some sort, the band at 2515 cm 2 1 cannot be easily assigned to any fundamental transition. In fact, both these bands are caused by a type of aliasing of the strong sulfur bands at 218 and 472 cm 2 1 . The absolute wavenum ber of these bands is 9176 and 8922 cm 2 1 , respectively. If they were folded about 7901 cm 2 1 (onehalf of the Nyquist frequency), they would appear at 6626 and 6880 cm 2 1 . On subtraction of these frequencies from 9395 cm 2 1 , the laser frequency, they would appear at Raman shifted wavenumbers of 2769 and 2515 cm 2 1 . This pattern is summarized in Table I . The aliasing effect seen here is probably caused by the He±Ne laser not being exactly sinusoidal in the spectrometer being used for this m easurement. Thus there could be a small difference between the retardation sampling point between an upward-and a downw ard-g oing zero-cr ossing an d a dow nw ard -and an up w ard-going zero-crossing.
Inter-re¯ection Errors. Another artifact that we have obser ved in FTRaman spectra is almost certainly caused by radiation from the sample being re¯ected back into the interferom eter by an optical component (probably one of the ® lters). This radiation would be modulated a second time by the interferometer before reaching the detector. This effect is illustrated with the use of diphenylethyne, the spectrum of which is shown in Fig. 4A . The C[ C stretching band of this m olecule is at 2221 cm 2 1 and the aromatic C±H stretch is at 3064 cm 2 1 . Artifacts caused by double-modulation of these bands can be seen in the anti-Stokes Raman spectrum at 4952 and 3266 cm 2 1 , as shown in Table II .
NOISE EFFECTS
W hen there is a large photon¯ux incident on visible and near-infrared detectors, the noise level on their output is increased by photon shot noise. Indeed, had notch ® lters not been designed to reduce the amplitude of the Rayleigh line below that of the stronger Raman bands, FT-Raman spectrom etry would not have becom e a viable technique, since shot noise associated with the extremely strong Rayleigh line would be distributed throughout the entire spectrum. Even strong Raman lines can increase the noise in FT-Raman spectra, as can be seen from the spectra shown in Fig. 5 . Each of these traces is the difference between two sequentially measured spectra in regions where the samples (if any) have no fundamental bands. The difference between two spectra m easured with the laser switched off is shown in Fig. 5A ; the noise level in this trace represents the intrinsic detector noise in the absence of signal. W hen the corresponding spectrum is measured with the laser on and with cyclohexane in the cell, the noise level is approximately doubled (see Fig. 5B ). Cyclohexane has a fairly high, but not exceptionally large, Raman cross section. W hen a very stro ng Ram an scatter er, such as methyl styr yl benzene (MSB), is placed in the sample cell, the noise level is dramatically increased (see Fig. 5C ). This situation is exacerbated when samples¯uoresce strongly, as¯uorescence is usually of higher in tegrated in ten sity th an R am anscattered radiation and is present over a wide spectral region. Assuming that the noise in Fig. 5B and 5C is largely the result of shot noise, it should increase with the square root of the laser power. This is indeed the case, as shown in Fig. 6 . This result produces the interesting effect that fu rth er im pr ovem ents in d etecto r performance will not improve the signal-to-noise ratio (SNR) of spectra of strong scatterers. However, w eak ly scatter ing sam p les w ou ld bene® t from reduced detector noise.
CCD detectors are also shot-noise limited, and shot noise can be a bigger problem with CCD-Raman spectrom etry than with FT-Raman spectr om etr y b ecau se¯uo rescen ce is m o re com m o nly enco un tered in CC D -Ram an sp ectra due to th e shorter laser wavelength. The biggest difference between FT-Raman and CCD-Raman spectrometry in this respect is that shot noise is not distributed across the spectrum by CCD detectors, since the signal at each pixel is a function only of the intensity at that wavelength. The effect of shot noise became very evident when we attempted to measure the Raman spectrum of a polyimide with a 785 nm laser. In this case, the spectrum was dominated by¯uores-cence (see Fig. 7A ). A difference spectrum obtained from sequential acquisitions is shown in Fig. 7B , where it can be seen that the noise is strongly dependent on the signal at each pixel.
The effect of pixel-to-pixel variation can also lead to a type of noise that increases when the sample¯uo-resces. The spectrum of a sample of polyimide powder is shown in Fig.  8A . It is quite dif® cult to discern any Raman bands over the¯uorescence in this region of the spectrum. On correcting for the pixel-to-pixel variations in response, the Raman spectrum of the polyimide is far more easily distinguished, (see Fig. 8B ). A spectrum of the same sample measured with an FT-Raman spectrometer is shown in Fig. 8C . It can be seen that the noise on this spectrum is signi® cantly higher than the noise on the pixel-corrected CCD-Raman spectrum seen in F ig. 8B , even though the laser power for the FTRaman spectrum was almost an order of m agnitude greater and the measurement times for the two spec-focal point tra were approximately equal. These spectra further illustrate the wellknown fact that CCD-Raman spectrometry is usually more sensitive than FT-Raman spectrometry except for th ose sam p les that¯uo resce strongly when illum inated with laser radiation of shorter wavelength than 1064 nm.
FIG. 10. Signal-to-noise ratio of acetonitrile vs. the square root of the number of scans, showing the degradation due to dark noise of a CCD detector. (V) The resulting signal-to-noise ratio after subtracting an equal number of dark scans after coaddition; (3 ) the resulting SNR if no dark-noise spectra was subtracted; (e ) the resulting SNR if
Dark Noise. The high sensitivity of CCD detectors can be partially lost because of other types of noise, especially dark noise. The noise level of CCD detectors is strongly dependent, not only on the temperature of the detector elements themselves, but also on the temperature of the readout electronics such as the shift registers, summ ing well, and readout ampli® er. The dark noise from a CCD detector is proportional to the square root of the temperature (in Kelvin) and is dependent on the frequency at which the CCD is read. The nonrandom dark noise is independent of the signal level and can be minimized by subtracting a spectrum m easured by blocking the beam before it reaches the detector. 6 To illustrate the effect of dark noise on the sensitivity, Fig. 9A shows the Raman spectrum of acetonitrile measured by averaging 50 scans using a detector that had been therm oelectrically (T E) cooled to 2 40 8 C. An expanded region of the spectrum m easured without subtracting the dark spectrum is shown in Fig. 9B . The high noise level of this spectrum is readily apparent. The spectrum that resulted after subtracting a single dark scan is shown in Fig. 9C . It is apparent that the noise is much lower than that of the spectrum in Fig. 9B . If the dark spectrum m easured with 50 scans is subtracted from the spectrum in Fig. 9B , the SNR is even higher (see Fig. 9D ).
To investigate this effect more quantitatively, w e calculated th e SNR as the ratio of the peak height of the 920 cm 2 1 band of CH 3 CN to the root-m ean-square (rms) noise in the spectrum from 700 to 800 cm 2 1 . If the noise were truly random, a plot of the SNR against the square root of the number of scans averaged would be linear. The actual data are plotted in Fig. 10 . For spectra m easured w ith ou t su btracting a dark spectrum, the SNR does not change as the number of scans is increased. A similar result is found if the dark spectrum measured with a single scan is subtracted. On the other hand, when a dark spectrum measured with an equal num ber of scans is subtracted from the sample spectrum , the SNR increases linearly with the square root of the number of scans. The purpose of this dark subtraction is to rem ove a ® xed-pattern noise that is introduced by the detector even when no light is falling on the elements. The necessity of acquiring an equivalent number of dark scans is to ensure that the resultant spectrum is not dominated by the random dark noise obtained with a single scan. This approach is similar to FT-IR, where one would always acquire a background spectrum that is equivalent to or better than the noise level for the sample spectrum.
T h e cost o f sub tractin g``dark noise' ' from the sample spectrum is that the m easurement time is effectively doubled with respect to the case where no dark subtraction is done. The dark noise shown here could be due to the effect of improper cooling of the CCD. A CCD chip that was cooled to 2 70 8 C did not show any signs of dark noise dom inance in the spectrum (see Fig. 11 ). However, it is possible that this effect m ay not be removed by simply lo w erin g th e tem per ature of the CCD, since other CCD detectors cooled to only 2 40 8 C have demonstrated that they too are not darknoise limited. Therefore, the dark noise may be caused either by improper cooling of the CCD or by its readout electronics. To further elucidate the effect of improper cooling of the CCD and its readout electronics, we raised the temperature of a liqu id n itr ogen-co oled CC D fr om 2 70 8 C to 2 40 8 C while m aintaining the same readout frequency. This CCD exhibited no systematic dark noise at liquid nitrogen temperatures but showed systematic dark noise at the higher temperature.
Two sets of dark-noise spectra focal point
FIG. 14. Hot pixels and cosmic rays. (A) CCD-Raman spectrum of acetonitrile; (B)
dark-noise scan. from this CCD at 2 40 8 C were taken and overlaid on top of each other (see Fig. 12B ). It is quite clear that at this temperature there is a ® xedpattern dark noise which must be corrected by dark subtraction. For dark noise to be m inimized, therefore, the entire chip and its readout electronics must be cooled and the co rrect read -ou t f req uency co rresponding to this temperature must be maintained. Also shown in Fig. 12 are two overlaid spectra of a white light source. The white light source sh ow s sy stem atic err ors dif feren t from the dark scans. Thus, it is plausible that the systematic or ® xednoise pattern is dependent on the intensity of the incident radiation.
H ot Pixels and Cosm ic Rays. Sometimes the response, or quantum ef® ciency, of a certain pixel or row of pixels can be signi® cantly higher than that of its neighbors. Such pixels are known as``hot pixels' ' . In Raman spectrometry, hot pixels can lead to the app earance o f sharp spikes in the spectrum. Three spectra of sodium acetate that were m easured in the C±H stretching region are shown in Fig. 13 . For the upper spectrum, the grating was centered at a Raman shift of 2950 cm 2 1 and held stationary. Approximately 100 pixels perpend icular to the w avenu m ber axis were binned, and the spectrum was collected for two m inutes; 10 such spectra were signal averaged. The middle and lower spectra were measured in the same way after the grating was centered at 2930 and 2910 cm 2 1 , respectively. It can be seen that the Raman spectrum shifts each time the grating is centered to a dif feren t w avenu m ber, b ut th e spikes rem ain in the same place. After the number of pixels binned perpendicular to the wavenum ber axis was reduced, the sharp spikes were eliminated.
Another source of sharp spikes in the spectrum is low-level radiation events that are commonly referred to as cosmic rays. Unlike the case for hot pixels, low-level radiation events are manifested random ly at different positions across the spectrum and are not predictable. The spectrum of acetonitrile m easured with a detector having hot pixels is overlaid with a dark-noise spectrum in Fig. 14 . The hot pixels overlay with each other, and the rem aining spikes are caused by low-level radiation events. The latter spikes are usually rem oved by co m parin g sequentially m easu red spectra and eliminating the spikes that are not reproducible from one scan to the next.
CONCLUSIO N
W hile the performance of both FT-Raman and CCD-Raman spectrometers has signi® cantly improved over the past 10 years, it is clear that each instrument has its own set of limitations. For example, CCD-Raman spectrometers can maintain better short-term wavelength reproducibility than FT-Raman spectrometers after the beam has been refocused on the sample. On the other hand, FTRaman spectrometers can m aintain stability over longer periods of time than their CCD counterparts, as a result of laser fringe referencing. As the technology of grating systems improves, so will their ability to maintain optical alignment over long periods of time.
FT-Raman systems can give rise to false bands as a result of aliasing and frequency doubling, although these bands m ay be quite weak. CC D -R am an sy stem s can sho w sharp bands as a result of hot pixels or low-level radiation events. Most software offered by instrument manufacturers can eliminate low-level radiation events from the spectrum by eliminating any scan that shows intense narrow spikes that are only one or two pixels wide.
The occurrence of these events can greatly increase the measurement time if the frequency of the events is high. The software currently offered cannot do anything about hot pixels because they affect the spectrum on a continuous basis so that the height of the spikes increases with integration time. The effect of hot pixels can be eliminated by ® nding which pixels are most seriously affected and not reading them out. Flat-® elding, i.e., dividing the intensity at each wavenumber by the pixel response (found by using a white light source), will also minimize the effect of hot pixels. W hen the Raman bands are of low intensity, some CCD detectors can generate errors prohibiting signal averaging. These errors can be corrected by acquiring and su btr acting spectra acquired while the beam is blocked. Thus, a different correction would need to be applied, depending on the intensity of the spectrum. The intrinsic sensitivity of CCDRaman spectrom eters is typically at least an order of magnitude greater than that of FT-Raman spectrometers. However, all these corrections add time to the measurem ent that can signi® cantly reduce this advantage. U nfortunately, F T-Ram an system s cannot regain this sensitivity by simply increasing the laser intensity by an order of magnitude. Because the noise is increased with the square root of the laser power, the laser power would need to be increased at least by two orders of magnitude.
