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Abstract
For a field F and a quadratic form Q defined on an n-dimensional vector space V over F , let
QGQ, called the quadratic graph associated to Q, be the graph with the vertex set V where vertices
u,w ∈ V form an edge if and only if Q(v − w) = 1. Quadratic graphs can be viewed as natural
generalizations of the unit-distance graph featuring in the famous Hadwiger-Nelson problem. In
the present paper, we will prove that for a local field F of characteristic zero, the Borel chromatic
number of QGQ is infinite if and only if Q represents zero non-trivially over F . The proof employs a
recent spectral bound for the Borel chromatic number of Cayley graphs, combined with an analysis
of certain oscillatory integrals over local fields. As an application, we will also answer a variant of
question 525 proposed in the 22nd British Combinatorics Conference 2009 [6].
1 Introduction
The celebrated Hadwiger-Nelson problem asks for the minimum number of colors required to color
Rn such that no two points at distance one from each other have the same color. Recall that the
chromatic number of a graph G, denoted by χ(G), is the least cardinal c such that the vertices of G can
be partitioned into c sets (called color classes) such that no color class contains an edge in G. Hence,
the Hadwiger-Nelson problem is the question of finding χ(Gn), where Gn is the graph with vertex set
V (Gn) = Rn, where the adjacency of vertices x, y ∈ V (Gn) is defined by the equation Q(x − y) = 1;
here, Q(x1, . . . , xn) = x
2
1 + · · ·+ x2n is the canonical positive-definite quadratic form on Rn. Although
it is not hard to show that
(1) 4 ≤ χ(G2) ≤ 7,
the question of determining the exact value of χ(G2) remains an open problem to date. For a discussion
of historical developments on this problem and its extension to χ(Gn) we refer the reader to [15, 19].
The definition of chromatic number allows the color classes to be arbitrary subsets of the vertex
set. When the vertex set is equipped with an additional structure (e.g., a topology, or a σ-algebra
structure), one can define a variant of the chromatic number by imposing further constraints on the
color classes related to this structure. The Borel chromatic number of a topological graph G, denoted
by χBor(G), is the least cardinal c such that the set V (G) can be partitioned into c Borel subsets none
of which contains two adjacent vertices of G. Once the Borel measurability assumption is imposed
on the color classes, a wide range of analytical tools will become available, in order to establish
bounds on the Borel chromatic number of the graphs in question. One of the pioneering papers in
this direction is the work of Falconer [8] who proved that under the measurability assumption one
can improve (1) to give χBor(G2) ≥ 5. These techniques have been further developed by Bukh [5],
Bachoc–Nebe–Oliveira–Vallentin [4] and Oliveira–Vallentin [7].
The main question addressed in this paper concerns a new generalization of the Hadwiger-Nelson
problem. Let F be an arbitrary field of characteristic different from 2, and let V be a finite-dimensional
vector space over F . Given a non-degenerate quadratic form Q defined on V , we will use the term
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quadratic space to refer to the pair Q = (V,Q). For a quadratic space Q = (V,Q), we can now define
the quadratic graph QGQ as follows. The vertex set of QGQ coincides with the vector space V . Vectors
v, w ∈ V are adjacent in QGQ if and only if Q(v−w) = 1. More succinctly, QGQ is the Cayley graph of
the abelian group V with respect to the unit sphere S = {v ∈ V : Q(v) = 1}. Recall that a quadratic
form Q defined over V is isotropic if there exists a non-zero vector v ∈ V with Q(v) = 0. Otherwise,
Q is called anisotropic. The main result of this paper is the following:
Theorem 1.1. Let F be a local field of characteristic zero, V a finite-dimensional F -vector space of
dimension at least 2, and Q = (V,Q) the quadratic space associated to a non-degenerate quadratic
form Q on V . Then χBor(QGQ) is finite if and only if Q is anisotropic.
A local field is, by definition, a topological field with a non-discrete locally compact topology.
It is well-known that a local field of characteristic zero is isomorphic to the field of real or complex
numbers, or to a finite extension of the field of p-adic numbers Qp, where p varies over the set of prime
numbers. Theorem 1.1 shows in particular that whether or not the form Q is isotropic can be read
off the Borel chromatic number of the associated quadratic graph. One can likewise inquire about the
chromatic number of quadratic graphs over number fields. For the quadratic space Q = (Q2, x2 + y2),
Woodall [21] has shown that χ(QGQ) = 2. Using the local-global principle, we can deduce a purely
algebraic corollary of Theorem 1.1 that applies to the ordinary chromatic number of quadratic forms
over number fields.
Corollary 1.2. Let K be a number field, V a finite-dimensional K-vector space of dimension at least
2, and QK = (V,Q) the quadratic space associated to a non-degenerate quadratic form Q on V . If Q
is anisotropic, then χ(QGQK ) is finite.
Proof. By Hasse-Minkowski theorem, there exists a place ν of K such that the form Q(x) is anisotropic
over the completion F = Kν . Since F is a local field, by Theorem 1.1, we have χBor(QGQF ) < ∞,
where QF is the quadratic space on K defined by Q. Hence, a fortiori, χ(QGQK ) ≤ χ(QGQF ) ≤
χBor(QGQF ) <∞.
Let us describe the key ideas of the proof of Theorem 1.1. For anisotropic forms, a partitioning of
the space Fn into box-like subsets, and periodically coloring these boxes yields a proper coloring. The
main technical part of the work goes into the proof of the theorem for isotropic forms. Here we use
a spectral bound established in [3] which provides a lower bound on the Borel chromatic number of
Cayley graph of vector space V with respect to Borel measurable set S = {v ∈ V : Q(v) = 1}, which is
analogous to the well-known Hoffman bound for finite graphs. This bound, per se, is only applicable
when S is bounded, which is never the case here. Instead, we will approximate S by an increasing
family {ST }T≥1 of bounded Borel sets. The crucial step in the proof will consist of establishing a
useful lower bounds for the a family of oscillatory real and p-adic integrals that arise as the Fourier
transform of carefully chosen probability measures on {ST }. The latter is dealt with using van der
Corput’s lemma in the real case and certain Bessel functions in the p-adic case.
In certain cases, one can attempt to quantify Theorem 1.1 for anisotropic forms. Let p > 2 be
a prime number and set Qp = (Q2p, x21 + x22). Note that if p ≡ 3 (mod 4), then the quadratic form
x21 + x
2
2 is anisotropic over Qp and hence χBor(Qp) < ∞. Indeed, by keeping track of the bounds in
the proof of Theorem 1.1 for anisotropic quadratic forms, one can see that χBor(QGQp) = O(p
2). We
can now pose the following question:
Question 1 (The p–adic Hadwiger-Nelson problem). Is it true that there exists a universal constant
B (independent of p) such that
χBor(QGQp) ≤ B,
holds as p ranges over all primes of the form 4k + 3?
Remark 1.3 (Some set theoretic considerations). Let S be the subset of R2 defined by
S = {(q1, q2)±  : q1, q2 ∈ Q,  = (
√
2, 0), (0,
√
2), (
√
2,
√
2), (−
√
2,
√
2)}.
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Soifer and Shelah [16, section 3] define the graph G2 as the Cayley graph of R2 with respect to S, and
prove the intriguing theorem that the value of the chromatic number of G2 depends on the choice of
axioms for set theory. More precisely, they showed that under ZFC, χ(G2) = 4 holds, while if one
opts for the axiomatic system (the consistency of this system is proved by Solovay [17]) ZF+ DC+
LM (that is, ZF combined with the axiom of dependent choice, and the axiom that every subset of
R is Lebesgue measurable), then G2 does not even admit a proper coloring with ℵ0 colors. Let Gn,r
denote the quadratic graph associated the canonical quadratic form of signature (r, n − r) over Rn.
Theorem 1.1 shows that if 1 ≤ r ≤ n− 1, then
(2) χ(Gn,r) ≤ χBor(Gn,r) = ℵ0.
If the value of χ(Gn,r) turns out to be finite, then one obtains another (in our opinion more
straight-forward, though less dramatic) example of a topological graph with the type of behavior a` la
Soifer-Shelah.
For a field F and an integer n ≥ 2, the regular graph associated to the ring of n× n matrices over
F , denoted by Γn(F ), has the vertex set GLn(F ) (general linear group over F ), where two vertices
x, y ∈ GLn(F ) are adjacent if det(x + y) = 0. Regular graphs (for arbitrary rings) were introduced
in [2] and the study of their chromatic number was initiated in [1]. For motivations and more details,
we refer the reader to Section 4. As a corollary of Theorem 1.1, we answer question 525 from [6] by
proving the following theorem:
Theorem 1.4. Let F be a local field of characteristic zero and n ≥ 2. Then the Borel chromatic
number of the regular graph Γn(F ) is infinite.
Remark 1.5. It is very likely that Theorems 1.1 and 1.4 equally hold over local fields of positive
characteristic. The details need to be worked out.
This article is organized as follows. In section 2 we will set some notation and briefly explain the
ideas behind the spectral bound used later. Sections 3 and 4 are devoted to the proofs of Theorem
1.1 and Theorem 1.4.
2 Preliminaries
In this section, we will review some of the ideas in the beautiful recent work [3] to prove an analog of
the Hoffman bound for certain Cayley graphs of the additive group of the Euclidean space Rn.
2.1 The chromatic number of self-adjoint operators
Let G = (V,E) be a finite graph and consider the Hilbert space L2(V ) of all complex-valued functions
on V , equipped with the inner product 〈f, g〉 := ∑v∈V f(v)g(v). The adjacency operator A : L2(V )→
L2(V ) defined by Af(v) =
∑
vw∈E f(w) is self-adjoint. It is easy to see that the numerical range of A
W (A) := {〈Af, f〉 : ‖f‖2 = 1},
is equal to [λn−1, λ0], where λ0 ≥ λ1 ≥ · · · ≥ λn−1 is the spectrum of A. It is also easy to verify that
a subset I ⊆ V is independent if and only if for all f ∈ L2(V ) supported on I, one has 〈Af, f〉 = 0.
This novel interpretation of independent sets is used in [3] to prove an analog of the Hoffman bound
for certain Cayley graphs of the additive group of the Euclidean space Rn. As we will need to work
in a slightly more general framework, it will be useful to briefly go over some of the key points of [3];
for details, we refer the reader to the original paper.
Let (V,Σ, µ) be a finite measure space, consisting of a set V , a σ-algebra Σ on V , and a measure
µ. Consider the Hilbert space L2(V ) with the inner product:
L2(V ) = {f : V → C measurable :
∫
V
|f |2 dµ <∞}, 〈f, g〉 =
∫
V
f(x)g(x) dµ(x).
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For a bounded and self-adjoint operator A : L2(V )→ L2(V ), one can show that the numerical range
of A defined by
W (A) = {〈Af, f〉 : ‖f‖2 = 1},
is an interval in R. We denote the endpoints of W (A) by
m(A) := inf{〈Af, f〉 : ‖f‖2 = 1}, M(A) := sup{〈Af, f〉 : ‖f‖2 = 1}.
Definition 2.1. Let A : L2(V )→ L2(V ) be a bounded, self-adjoint operator. A measurable set I ⊆ V
is called an independent set for A if 〈Af, f〉 = 0 for each f ∈ L2(V ) which vanishes almost everywhere
outside of I. Moreover the chromatic number of A, denoted by χ(A), equals the least number k such
that one can partition V into k independent sets of A.
The following result [3, Theorem 2.3] is analogous to the well-known Hoffman bound for finite
graphs:
Theorem 2.2. Let A : L2(V ) → L2(V ) be a nonzero, bounded and self-adjoint operator. Moreover
assume that χ(A) <∞. Then
(3) χ(A) ≥ 1− M(A)
m(A)
.
Remark 2.3. Similar to Hoffman bound, when A 6= 0 and χ(A) <∞ the proof of the above theorem
shows that m(A) < 0 and M(A) > 0.
We now relate this theorem to the Borel chromatic number of Cayley graphs with the vertex set
Fn, where F is R or a p-adic field Qp. All that follows is parallel to [3], where the case F = R is dealt
with; in fact the arguments in [3] carry over to the p-adic case without any effort. For the convenience
of the reader we will briefly discuss the key points. For the rest of this subsection, let F be either R
or a p-adic field Qp with the ring of integers Zp. We will also assume that S ⊆ Fn is a symmetric (i.e.,
−S = S), Borel measurable set (with respect to the σ-algebra generated by the open sets), which does
not contain the origin in its closure. The Cayley graph Cay(Fn,S) has the vertex set Fn, where two
vertices x, y ∈ Fn are adjacent if and only if x − y ∈ S. The goal is to find a spectral bound for the
Borel chromatic number of this graph.
Let µ be a finite Borel measure on Fn with support contained in S. Therefore µ is a Radon
measure [9, Theorem 7.8]. We will also assume that µ is symmetric, i.e., µ(−A ) = µ(A ) holds for all
Borel measurable sets A . This measure produces a bounded, self-adjoint operator
Aµ : L
2(Fn)→ L2(Fn), f 7→ f ∗ µ,
where f ∗ µ(x) = ∫Fn f(x − y) dµ(y). One can easily see that since the support of µ is contained in
S, any Borel measurable independent set I of Cay(Fn,S) is also an independent set of Aµ (see [3,
Section 3.1]). One can show that the Borel chromatic number of Cay(Fn,S) is finite when S ⊆ Fn
is a bounded set with the above properties. This will be proved later (see Lemma 3.3). Therefore by
Theorem 2.2 we have
(4) 1− M(Aµ)
m(Aµ)
≤ χ(Aµ) ≤ χBor(Cay(Fn,S)).
The numerical range of Aµ can now be determined using Fourier analysis. Below, we will review some
of the basic properties of the Fourier transform over local fields. For more detail we refer the reader
to [11, 20]. For F = R, we will use the character
ψ : R→ C∗, ψ(x) = exp(2piix).
When F = Qp, for x ∈ Qp, we write nx for the smallest non-negative integer such that pnxx ∈ Zp. Let
rx ∈ Z be such that rx ≡ pnxx (mod pnx). It is well-known that the following map (called the Tate
character)
(5) ψ : Qp → C∗, ψ(x) = exp
(
2piirx
pnx
)
,
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is a non-trivial character of (Qp,+) with the kernel Zp. We will denote by dx a Haar measure on F .
When F = Qp, we assume that it is normalized such that
∫
Zp dx = 1. We will also use dx for the
product (Haar) measure dx1 · · · dxn on Fn. Moreover for a Borel set E ⊆ Fn we use |E| =
∫
E dx to
denote the measure of E.
The Fourier transforms of f ∈ L1(Fn) and µ are respectively defined by the integrals
f̂(u) =
∫
Fn
ψ(x · u)f(x) dx, µ̂(u) =
∫
Fn
ψ(x · u) dµ(x).
Here x · u is the standard bilinear form on Fn, and ψ is the complex conjugate of ψ. By Plancherel’s
theorem the Fourier transform extends to an isometry on L2(Fn) and so for any f ∈ L2(Fn) we have
(6) 〈Aµf, f〉 = 〈Âµf, f̂〉 = 〈f̂ ∗ µ, f̂〉 = 〈µ̂f̂ , f̂〉.
Lemma 2.4. Let µ be a symmetric finite Borel measure on Fn with support contained in S. Then
the numerical range of Aµ is given by
m(Aµ) = inf
u∈Fn
µ̂(u), M(Aµ) = sup
u∈Fn
µ̂(u).
Proof. From (6) combined with the fact that the Fourier transform on L2(Fn) is an isometry, we deduce
that the numerical range of the operator Aµ is the same as the numerical range of the multiplicative
operator g 7→ µ̂g. Since µ is a symmetric finite Borel measure, then µ̂ is a continuous, real-valued and
bounded function. Now let g ∈ L2(Fn) with ‖g‖2 = 1. Evidently
〈µ̂g, g〉 =
∫
Fn
µ̂(x)|g(x)|2 dx ≥ inf
u∈Fn
µ̂(u),
and so m(Aµ) ≥ infu∈Fn µ̂(u). Now let ε > 0 and pick x0 ∈ Fn with µ̂(x0) ≤ infu∈Fn µ̂(u) + ε. Let Bδ
be a ball of radius δ centered at x0. Since µ̂ is continuous then we have
lim
δ→0
∫
Fn
µ̂(x)
∣∣∣∣∣1Bδ(x)√|Bδ|
∣∣∣∣∣
2
dx = lim
δ→0
1
|Bδ|
∫
Bδ
µ̂(x) dx = µ̂(x0),
where 1Bδ is the characteristic function of Bδ. Hence
m(Aµ) ≤ µ̂(x0) ≤ inf
u∈Fn
µ̂(u) + ε,
and therefore we have m(Aµ) = infu∈Fn µ̂(u). Similarly we have M(Aµ) = supu∈Fn µ̂(u).
We can now summarize these in the following theorem.
Theorem 2.5 (Bachoc-DeCortede-Oliveira-Vallentin [3]). Let F be either R or a p-adic field Qp and
let S be a bounded, symmetric (i.e., −S = S) Borel measurable subset of Fn which does not contain
the origin in its closure. Then for any symmetric, finite Borel measure µ on Fn with support contained
in S we have
(7) 1− supu∈Fn µ̂(u)
infu∈Fn µ̂(u)
≤ χBor(Cay(Fn,S)).
2.2 Quadratic and hyperbolic graphs
We first recall the general notion of a quadratic space. For more details we refer the reader to [14,
Chapter IV]. Let F be an arbitrary field of characteristic different from 2 and let V be a finite
dimensional vector space over F . A function Q : V → F is called a quadratic form on V if
(a) Q(ax) = a2Q(x) for a ∈ F and x ∈ V .
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(b) The map (x, y) 7→ Q(x+ y)−Q(x)−Q(y) is a bilinear form.
Such a pair Q = (V,Q) is called a quadratic space. For each quadratic space Q = (V,Q) we then
obtain a symmetric bilinear form on V defined by
(8) 〈x, y〉 := 1
2
(Q(x+ y)−Q(x)−Q(y)) = 1
2
(Q(x) +Q(y)−Q(x− y)).
We say Q = (V,Q) is non-degenerate when the bilinear form (8) is non-degenerate. In this paper, we
will only consider non-degenerate quadratic spaces. If Q = (V,Q) and Q′ = (V ′, Q′) are two quadratic
spaces, a linear map f : V → V ′ such that Q′ ◦ f = Q is called a morphism (or metric morphism) of
Q into Q′; we say Q is isomorphic to Q′ when f is a vector space isomorphism.
Definition 2.6. For a given a quadratic space Q = (V,Q), the quadratic graph, denoted by QGQ, is
defined as follows. The vertex set of QGQ coincides with the vector space V . Vectors v, w ∈ V form
an edge in QGQ if and only if Q(v − w) = 1.
Let Q = (V,Q) be a non-degenerate quadratic space over F . It is well known that Q is isotropic
if and only if it can be expressed in an appropriate basis (ei)1≤i≤n for V as
(9) Q(x1e1 + · · ·+ xnen) = x1x2 + a3x23 + · · ·+ anx2n.
In particular, the restriction of Q to the 2-dimensional subspace H spanned by e1 and e2 takes the
form
(10) Q(x1e1 + x2e2) = x1x2.
The (unique up to isomorphism) quadratic space H = (H,Q|H) (or, H(F ) if the underlying field F
is to be emphasized) is often referred to as the hyperbolic plane (over F ). The associated quadratic
graph to the hyperbolic plane (over the field F ) will be called the hyperbola graph over F , and denoted
by HG(F ). In other words,
HG(F ) = Cay(F 2,S), S = {(x, y) ∈ F 2 : xy = 1}.
Note that the map F 2 → V defined by (x1, x2) 7→ x1e1 + x2e2 embeds HG(F ) as an induced subgraph
of QGQ when Q is an isotropic quadratic written in the form (10). If F is moreover a topological field,
the image of this map is a closed subset of V . Therefore we have the following simple fact.
Lemma 2.7. Let F be an arbitrary field of characteristic different from 2 and let Q = (V,Q) be an
isotropic quadratic space over F . Then χ(QGQ) ≥ χ(HG(F )). Moreover, if F is a topological field,
then
χBor(QGQ) ≥ χBor(HG(F )).
3 Proof of the main theorem
In this section we will prove Theorem 1.1. In the first two subsections, we will give the proof for the
real and p-adic isotropic forms. In the last subsection, we will deal with the (easier) case of anisotropic
forms. Before embarking on the proof in the isotropic case, we would like to show that Theorem 1.1
cannot be proven by simply pointing to an infinite clique. Recall that the clique number of a graph
G, denoted by ω(G) is the largest cardinal c such that G contains a complete subgraph on c vertices.
We now have
Proposition 3.1. Let Q = (V,Q) be a quadratic space over an arbitrary field F of characteristic
different from 2. Then the clique number of QGQ is bounded above independently of the ground field.
More precisely,
ω(QGQ) ≤ dimV + 1.
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Proof. Suppose v′0, v′1, . . . , v′n ∈ V form a clique in QGQ. For 1 ≤ i ≤ n, set vi = v′i − v′0. Hence
Q(vi) = 1, 1 ≤ i ≤ n and Q(vi − vj) = 1 for 1 ≤ i 6= j ≤ n. From (8) we deduce that 〈vi, vj〉 = 12 for
i 6= j. For 1 ≤ i ≤ n, consider the following functionals
αi : V → F, w 7→ 〈w, vi〉.
We claim that α1, . . . , αn are linearly independent. In fact, evaluating
∑n
k=1 ckαk = 0 at w = vi yields
1
2
(c1 + · · ·+ cn) + 1
2
ci = 0, 1 ≤ i ≤ n.
This system of linear equations has the unique solution c1 = · · · = cn = 0. From here, we conclude
that n ≤ dimV ∗ = dimV , whence ω(QGQ) ≤ dimV + 1.
Remark 3.2. The n + 1 vertices of a regular simplex of side 1 in Rn form a clique in the quadratic
graph of the form x21 + · · ·+ x2n; this shows that the above bound is indeed sharp.
Let us recall a number of basic facts about local fields. A local field is, by definition, a non-discrete
locally compact topological field. It is a well-known fact that an archimedean local field is isomorphic
to the field of real or complex numbers. A non-archimedean local field is a complete field with respect
to a discrete valuation that has a finite residue field, and is isomorphic either to a finite extension of
Qp (p is a prime number) or to the field of formal Laurent series Fq((t)) over a finite field with q = pf
elements. A non-archimedean local field F comes with its ring of integers O, which is a local ring
whose unique prime ideal p is principal. Let $ be a generator for p, often referred to as a uniformizer.
For m ∈ Z, we write pm for the ideal generated by $m. We have thus the following filtration of F :
F ⊇ · · · ⊇ p−2 ⊇ p−1 ⊇ p0 = O ⊇ p ⊇ p2 ⊇ · · · ⊇ {0}.
Let ‖ · ‖ denote the standard norm on F . When F is the field of real or complex numbers, this
denotes the standard Euclidean norm. In the non-archimedean case, this norm is defined as follows:
Every element of x ∈ F has a unique representation as x = u$m, where u is a unit of O and m ∈ Z.
Let q denote the cardinality of the residue field O/p. The norm function ‖ · ‖ is defined by ‖x‖ = q−m.
Lemma 3.3. Let F be a local field and let S ⊆ Fn be a bounded, symmetric and Borel measurable set
which does not contain the origin in its closure. Then χBor(Cay(F
n,S)) <∞.
Proof. First, we equip Fn with the maximum norm define by
‖x‖ := max(‖x1‖, . . . , ‖xn‖), x = (x1, . . . , xn).
For 0 < c1 < c2, define the annulus with radii r1 and r2 by Sc1,c2 = {x ∈ Fn : c1 < ‖x‖ < c2}. Since
S is bounded and 0 /∈ S, it follows that S ⊆ Sc1,c2 for some values of c1, c2 > 0. As Cay(Fn,S) is
isomorphic to Cay(Fn, (1/c1)S), up to passing to a dilation of S, we may assume that c1 = 1. Let us
first consider the case F = R. Fix an integer m > c2 + 2. We claim that the map
c(x) = (bx1cmodm, . . . , bxncmodm), x = (x1, . . . , xn).
provides a proper coloring. Assume c(x) = c(y); there are two possibilities: either bxic = byic for all
1 ≤ i ≤ n, which implies ‖x−y‖ < 1, showing that x and y are not adjacent. Or, for some 1 ≤ i ≤ n,
we have | bxic−byic | ≥ m, which, in turn, implies that ‖x−y‖ ≥ |xi− yi| > m− 2 > c2, proving that
x and y are not adjacent. This gives the upper bound χBor(Cay(Rn,S)) ≤ mn.
Now let F be a non-archimedean local field with the residue field O/p of size q. Let $ be a
uniformizer, so ‖$‖ = 1/q. Set A = O × · · · × O ⊆ Fn. Since c1 = 1, we have S ∩ A = ∅. Choose an
integer m such that qm ≥ c2. Each x ∈ F has a unique $-adic representation [10, 4.4 Proposition] of
the form
x =
∞∑
j=r
bj$
j , r ∈ Z, bj ∈ Fq.
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Define
{x}m =
∑
−m≤j≤0
bj$
j ,
and consider the map
c(x) = ({x1}m, . . . , {xn}m), x = (x1, . . . , xn).
Suppose c(x) = c(y). This implies that in the expansion of each entry of x−y there are no terms $j
with −m ≤ j ≤ 0. If for some 1 ≤ i ≤ n, xi−yi contains $r for some r < −m, then ‖x−y‖ ≥ qm > c2.
Otherwise, xi − yi, for all 1 ≤ i ≤ n, only contain $j for j > 0, hence ‖x− y‖ < 1. In either case, we
have x− y 6∈ S. Therefore χBor(Cay(Fn,S)) ≤ q(m+1)n.
3.1 The case of isotropic real quadratic forms
The aim of this subsection is to show that if Q = (V,Q) is an isotropic quadratic space over R, then
the Borel chromatic number of QGQ is infinite. From Lemma 2.7, it suffices to show that the Borel
chromatic number of HG(R) is infinite. Fix a parameter T > 0 and consider the measurable set
(11) ST =
{
(x, y) ∈ R2 : xy = 1, e−T ≤ |x| ≤ eT} .
We will refer to the Cayley graph Cay(R2,ST ) as the T-chopped hyperbola graph.
Theorem 3.4. For T > 0, let Cay(R2,ST ) be the T-chopped hyperbola graph. Then
(12) χBor(Cay(R
2,ST )) ≥ T
8
√
2/pi
+ 1.
Notice that ST is a bounded symmetric set, i.e., ST = −ST which does not contain the origin in
its topological closure. Hence the Borel chromatic number of Cay(R2,ST ) is finite by Lemma 3.3. For
a measurable set E ⊆ R2, we define the following measure
µT (E) =
1
4T
(∫ eT
e−T
1E(s, 1/s)
s
ds+
∫ eT
e−T
1(−E)(s, 1/s)
s
ds
)
,
where 1E is the characteristic function of E. It is easy to verify that µT is a symmetric probability
measure supported on ST .
Lemma 3.5. For T > 0 and arbitrary (x, y) ∈ R2 we have
−8
√
2/pi
T
≤ µ̂T (x, y)
For the proof we will need the van der Corput’s lemma [18, Chapter VIII, Proposition 2].
Lemma 3.6. Let φ : [a, b]→ R be a function satisfying |φ′′(t)| ≥ λ > 0 for all t ∈ [a, b]. Then∣∣∣∣∫ b
a
eiφ(t) dt
∣∣∣∣ ≤ 8λ−1/2.
Proof of Lemma 3.5. A simple calculation shows that
µ̂T (x, y) =
1
4T
(∫ eT
e−T
e−2pii(sx+y/s)
s
ds+
∫ eT
e−T
e2pii(sx+y/s)
s
ds
)
=
1
2T
∫ eT
e−T
cos(2pi(xs+ y/s))
s
ds.
Using the substitution s = et, we have
µ̂T (x, y) =
1
2T
∫ T
−T
cos(2pi(xet + ye−t)) dt.
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Given x, y ∈ R, define
I =
{
−T ≤ t ≤ T : −1
2
≤ 2(xet + ye−t) ≤ 1
2
}
,
and I ′ = [−T, T ] \ I. Clealy I is a closed interval and I ′ is the union of at most two intervals I ′1 and
possibly I ′2. Let φ(t) = 2pi(xet + ye−t). By definition, for t ∈ I ′, we have |φ′′(t)| = |φ(t)| ≥ pi/2. Now
by applying Lemma 3.6 to the intervals I ′1 and I ′2 we have∣∣∣∣∣
∫
I′j
eiφ(t) dt
∣∣∣∣∣ ≤ 8√2/pi, j = 1, 2.
Extracting the real part, we obtain
(13)
∣∣∣∣∫
I′
cos(2pi(xet + ye−t)) dt
∣∣∣∣ ≤ 16√2/pi.
On the other hand, for t ∈ I, we have cos(2pi(xet + ye−t)) ≥ 0 and so
(14)
∫
I
cos(2pi(xet + ye−t)) dt ≥ 0.
Combining (13) and (14) we obtain∫ T
−T
cos(2pi(xet + ye−t)) dt ≥ −16
√
2/pi,
which implies that
µ̂T (x, y) =
1
2T
∫ T
−T
cos(2pi(xet + ye−t)) dt ≥ −8
√
2/pi
T
.
Proof of Theorem 3.4. Notice that µT is a symmetric measure with Supp(µT ) ⊆ ST . Since µT is a
probability measure then obviously we have
(15) sup
(x,y)∈R2
µ̂T (x, y) = 1.
From Lemma 2.4 we have m(AµT ) = inf(x,y)∈R2 µ̂T (x, y), and so by Remark 2.3 and Lemma 3.5 we
have
(16) − 8
√
2/pi
T
≤ inf
(x,y)∈R2
µ̂T (x, y) < 0.
Hence by Theorem 2.5, (15) and (16) we obtain
1 +
T
8
√
2/pi
≤ 1− 1
inf(x,y)∈R2 µ̂T (x, y)
≤ χBor(Cay(R2,ST )),
establishing our theorem.
For any T > 0, obviously χBor(R2,ST ) ≤ χBor(HG(R)), and so χBor(HG(R)) = ∞ which implies
that χBor(QGQ) =∞ by Lemma 2.7, if Q = (V,Q) is an isotropic quadratic space over R.
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3.2 The case of isotropic p-adic quadratic forms
The proof in the p-adic case is similar to the one in the real case. We first remark that for a p-adic
field F we have χBor(HG(F )) ≥ χBor(HG(Qp)). Hence in order to prove Theorem 1.1, analogous to the
real case, it suffices to show that the Borel chromatic number of hyperbola graphs HG(Qp) is infinite.
We also recall that the ring of integers of Qp is denoted by Zp and the maximal ideal of Zp by p. We
will fix the uniformizer $ = p which satisfies ‖$‖p = 1/p. Hence
pk = {x ∈ Qp : ‖x‖p ≤ p−k},
and we have the the filtration
Qp ⊇ · · · ⊇ p−2 ⊇ p−1 ⊇ p0 = Zp ⊇ p1 ⊇ p2 ⊇ · · · .
For k ∈ Z, define
Ck := {s ∈ Qp : ‖s‖p = pk}.
Notice that Ck = p−k \ p−(k−1), and so |Ck| = pk − pk−1 where |Ck| denotes the Haar measure of Ck.
For an integer T ≥ 1 consider the measurable set
(17) ST =
{
(x, y) ∈ Q2p : xy = 1, p−T ≤ ‖x‖p ≤ pT
}
.
Note that ST is a bounded symmetric set which does not contain the origin in its closure. Similar
to the real case, the Borel chromatic number of T-chopped hyperbola graph Cay(Q2p,ST ) is finite by
Lemma 3.3.
Theorem 3.7. Let Cay(Q2p,ST ) be the T-chopped hyperbola graph. Then
(18) χBor(Cay(Qp,ST )) ≥ 1 + (2T + 1)/4.
Let T ≥ 1 be an integer. For a measurable set E ⊆ Q2p we define the following measure
µT (E) =
1
L
(∫
p−T≤‖s‖p≤pT
1E(s, 1/s)
‖s‖p ds+
∫
p−T≤‖s‖p≤pT
1(−E)(s, 1/s)
‖s‖p ds
)
,
where L = (4T + 2)(1 − 1/p). It is easy to verify that the probability measure µT is a symmetric
measure with Supp(µT ) ⊆ ST . By a straightforward calculation we obtain
(19) µ̂T (x, y) =
1
L
∫
p−T≤‖s‖p≤pT
(ψ(xs+ y/s) + ψ(xs+ y/s))
ds
‖s‖p ,
where ψ is an additive character of Qp with the kernel Zp, defined in (5). Hence our aim is to estimate
µ̂T (x, y). Following [12], for a positive integer r, we define incomplete Bessel function as follows
J1(x, y, T ) :=
∫
p−T≤‖s‖p≤pT
ψ(xs+ y/s)
ds
‖s‖p ; x, y ∈ Qp, T ∈ N.
Hence
µ̂T (x, y) =
J1(x, y, T ) + J1(x, y, T )
L
=
2J1(x, y, T )
L
,
since J1(x, y, T ) is a real number.
Lemma 3.8. For an integer T ≥ 1 and arbitrary (x, y) ∈ Q2p we have
(20) − 4
L
≤ µ̂T (x, y).
To prove this theorem we first need a few facts involving p-adic integrals:
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Lemma 3.9. For k ∈ Z we have
(21)
∫
pk
ψ(as) ds =
{
p−k $ka ∈ Zp,
0 otherwise.
Proof. Let $ka ∈ Zp. Then as ∈ Zp for all s ∈ pk and so ψ(as) = 1 which implies the first case.
Suppose $ka 6∈ Zp. Then ψa(s) := ψ(as) is a non-trivial character on pk and so its integral over pk is
zero.
A direct consequence of this lemma is the following identity.
Lemma 3.10. For a ∈ Qp with ‖a‖p = pn and k ∈ Z we have
(22)
∫
Ck
ψ(as)
ds
‖s‖p =
∫
Ck
ψ(as)
ds
‖s‖p =

1− 1p k ≤ −n,
−1p k = 1− n,
0 otherwise.
Proof. Since Ck = p−k \ p−(k−1) then∫
Ck
ψ(as) ds =
∫
p−k
ψ(as) ds−
∫
p−(k−1)
ψ(as) ds,
and so by (21) we obtain the equalities.
For a positive integer r and 0 6= w ∈ Qp, define
F (r, w) =
∫
Cr
ψ(s)ψ(w/s)
ds
‖s‖p =
∫
Cr
ψ(s)ψ(w/s)
ds
‖s‖p .
Evidently we have
(23) |F (r, w)| ≤ 1− 1
p
≤ 1.
Lemma 3.11. Suppose that ‖w‖p = pm and 1 ≤ r < m. Then F (r, w) 6≡ 0 as a function of w if and
only if m is even and r = m/2.
Proof. See [12, Lemma 8(i)] also see [13, Lemma 10.10].
Proof of Lemma 3.8. Throughout this proof we will let T ≥ 1 to be an integer. We show that for any
(x, y) ∈ Q2p:
(24) J1(x, y, T ) ≥ −2,
which from it we immediately deduce (20). Let x 6= 0, then from Lemma 3.10 we have
J1(x, 0, T ) =
∫
p−T≤‖s‖p≤pT
ψ(xs)
ds
‖s‖p ≥ −
1
p
.
Now let y 6= 0. Since ds‖s‖p is a Haar measure on the multiplicative group Q×p then we have
(25) J1(0, y, T ) =
∫
p−T≤‖s‖p≤pT
ψ(y/s)
ds
‖s‖p =
∫
p−T≤‖s‖p≤pT
ψ(ys)
ds
‖s‖p ,
and so again by Lemma 3.10 we obtain
J1(0, y, T ) ≥ −1
p
.
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Therefore when xy = 0 we obtain (24). In the rest of the proof, we can thus assume that xy 6= 0. Let
‖y‖p = pn2 . Using a change of variables we obtain
J1(x, y, T ) =
∫
q−T−n2≤‖s‖p≤pT−n2
ψ(xys+ 1/s)
ds
‖s‖p =
∫
p`1≤‖s‖p≤p`2
ψ(as+ 1/s)
ds
‖s‖p ,
where `1 = −(T + n2), `2 = T − n2 and a = xy. First assume ‖a‖p ≤ 1 and denote
I1 := {s ∈ Qp : p`1 ≤ ‖s‖p ≤ p`2 , ‖s‖p ≤ 1}, I2 := {s ∈ Qp : p`1 ≤ ‖s‖p ≤ p`2 , ‖s‖p > 1}.
Hence from Lemma 3.10 we deduce that
J1(x, y, T ) =
∫
I1
ψ(as+ 1/s)
ds
‖s‖p +
∫
I2
ψ(as+ 1/s)
ds
‖s‖p
=
∫
I1
ψ(1/s)
ds
‖s‖p +
∫
I2
ψ(as)
ds
‖s‖p
=
∫
I−11
ψ(s)
ds
‖s‖p +
∫
I2
ψ(as)
ds
‖s‖p ≥ −2/p.
(26)
Therefore when ‖xy‖p ≤ 1 we obtain (24). Next assume that ‖xy‖p = ‖a‖p > 1 and define
I ′1 = {s ∈ Qp : p`1 ≤ ‖s‖p ≤ p`2 , ‖s‖p ≥ 1}
I ′2 = {s ∈ Qp : p`1 ≤ ‖s‖p ≤ p`2 , ‖s‖p ≤ 1/‖a‖p}
I ′3 = {s ∈ Qp : p`1 ≤ ‖s‖p ≤ p`2 , 1/‖a‖p < ‖s‖p < 1}
(27)
Hence again form Lemma 3.10 we have
J1(x, y, T ) =
∫
I′1
ψ(as)
ds
‖s‖p +
∫
I′2
ψ(1/s)
ds
‖s‖p +
∫
I′3
ψ(as+ 1/s)
ds
‖s‖p
=
∫
I′1
ψ(as)
ds
‖s‖p +
∫
I′2
−1
ψ(s)
ds
‖s‖p +
∫
I′3
ψ(as+ 1/s)
ds
‖s‖p
≥ −2/p+
∫
I′3
ψ(as)ψ(1/s)
ds
‖s‖p .
(28)
To complete the proof of Lemma 3.8 it remains to evaluate the last integral. We remark that∫
I′3
ψ(as)ψ(1/s)
ds
‖s‖p ,
is a real number. Let ‖a‖p = pm for some m ≥ 1. Hence we obtain the following finite sum∫
I′3
ψ(as)ψ(1/s)
ds
‖s‖p =
∑
k
∫
Ck
ψ(as)ψ(1/s)
ds
‖s‖p =
∑
k
∫
Ck+m
ψ(s)ψ(a/s)
ds
‖s‖p .(29)
notice that 1 ≤ m+ k < m since s ∈ I ′3. Therefore by Lemma 3.11 and (23) we have∫
I′3
ψ(as)ψ(1/s)
ds
‖s‖p ≥ −(1− 1/p),
which by combining with (28) proves (24) when ‖xy‖p > 1.
Since µT is a probability measure then sup(x,y)∈Q2p µ̂T (x, y) = 1. Moreover, similar to the real case
and Lemma 3.8 we also have
− 4
L
≤ inf
(x,y)∈Q2p
µ̂T (x, y) < 0.
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Therefore from Theorem 2.5 we have
1 +
2T + 1
4
≤ 1 + L
4
≤ χBor(Cay(Q2,ST )),
which proves Theorem 3.7. Now evidently we have
sup
T≥1
χBor(Cay(Q
2
p,ST )) ≤ χBor(HG(Qp)),
and so χBor(HG(Qp)) =∞.
3.3 The case of anisotropic quadratic forms
Let F be a local field and let Q = (V,Q) be an anisotropic quadratic space with dimV ≥ 2. In this
subsection we will show that χBor(QGQ) <∞.
Proof of Theorem 1.1 for anisotropic forms. Fix a norm on F and denote this norm as well as the
associated supremum norm on V by ‖ · ‖. Set S = {v ∈ V : Q(v) = 1}, hence QGQ = Cay(V, S). We
first show that S is a bounded set by proving that there exists a constant A > 0 such that for every
v ∈ V , if ‖v‖ ≥ A, then ‖Q(v)‖ > 1. By way of contradiction, assume that there exists a sequence
{vm}m≥1 in V such that ‖vm‖ → ∞ as m → ∞, while ‖Q(vm)‖ ≤ 1 for all m ≥ 1. For m ≥ 1,
choose λm ∈ F such that ‖λm‖‖vm‖ = ‖λmvm‖ = 1. Hence λm → 0, from which it follows that
Q(λmvm)→ 0. Let wm = λmvm. Since the unit sphere {v ∈ V : ‖v‖ = 1} is compact, after passing to
a subsequence, we may assume that wm → w, where ‖w‖ = 1. The limit point w satisfies Q(w) = 0,
which contradicts the assumption that Q is anisotropic. Therefore S is a bounded and measurable
and so by Lemma 3.3, χBor(QGQ) is finite.
4 Application to the chromatic number of regular graphs
Let R be a ring (always assumed to contain the unity) and Z (R) denote the set of zero-divisors in R;
set also R(R) = R\Z (R). The regular graph of R, first introduced in [2], is the graph with the vertex
set R(R), in which distinct vertices x, y ∈ R(R) are declared to be adjacent when x + y ∈ Z (R).
The special case R = Mn(F ), where F is a field and Mn(F ) is the ring of n × n matrices over F .
Here, the vertex set coincides with the general linear group GLn(F ), with two vertices x, y ∈ GLn(F )
forming an edge if det(x + y) = 0. We will denote this graph by Γn(F ). The study of these regular
graphs was initiated in [1], where the authors proved that the clique number of Γn(F ) is bounded by
a function of n, independent of the underlying field F , assuming that the characteristic of F is not 2.
More precisely, it is shown in [1] that for a field F of characteristic different from 2, we have
(30) ω(Γn(F )) ≤ Cn,
where Cn =
∑n
k=0 k!
(
n
k
)2
and ω(G) denotes the clique number of the graph G. Note that Cn does not
depend on F . Since ω(G) ≤ χ(G) for every graph G, it would be interesting to know whether or not
an inequality of the form (30) can be established that is also independent of F . We can now prove
Theorem 1.4:
Proof of Theorem 1.4. Without loss of generality we can assume that n = 2. For x, y ∈ F define
(31) ax,y :=
(
1 −2x
0 1
)(
1 0
2y 1
)
=
(
1− 4xy −2x
2y 1
)
∈ GL2(F ).
A simple computation shows that
det(ax1,y1 + ax2,y2) = 4− 4(x2 − x1)(y2 − y1).
Hence, vertices ax1,y1 and ax2,y2 of Γ2(F ) are adjacent if and only if (x2 − x1)(y2 − y1) = 1. Note also
that since F has characteristic zero, the map (x, y) 7→ ax,y is a injective and continuous. This implies
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that the induced subgraph on the set A = {ax,y : x, y ∈ F}, is isomorphic to HG(F ). Note that the
alternative description of A as
A =
{(
x y
z 1
)
: x, y, z ∈ F, x− yz = 1
}
,
makes it clear that A is closed, and hence Borel. This implies that the restriction of any finite Borel
coloring of Γ2(F ) to A would yield in a Borel coloring of HG(F ) and so
χBor(Γ2(F )) ≥ χBor(HG(F )) =∞,
by Theorem 1.1.
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