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X-RAY TRANSFORM IN ASYMPTOTICALLY CONIC SPACES
COLIN GUILLARMOU, MATTI LASSAS, AND LEO TZOU
Abstract. In this article, we study the properties of the geodesic X-ray transform for
asymptotically Euclidean or conic Riemannian metrics and show injectivity under non-
trapping and no conjugate point assumptions. We also define a notion of lens data for
such metrics and study the associated inverse problem.
1. Introduction
On Euclidean space (Rn, g0), the linear operator I0 mapping a function f to the set of
its integrals
I0f(γ) =
∫
R
f(γ(r)) dr
along lines γ is called X-ray transform, or Radon transform in dimension 2. It is known
to be invertible using Radon inversion formula and is the basis of X-ray tomography. This
operator, when acting on functions in a fixed convex compact support, say for example the
unit ball B, is also the linearisation of the following natural geometric inverse problem: is
there a metric g = e2fg0 conformal to the Euclidean metric g0 (with f ∈ C∞c (B)) so that
there is a conjugation ψ : Sg0R
n → SgRn between the geodesic flow of g0 and g on their
respective unit tangent bundles, which is equal to the Identity outside Sg0B, i.e.
ϕgt (ψ(x, v)) = ψ(ϕ
g0
t (x, v)), ψ(x, v) = (x, v) if |x| ≥ 1
This conjugation property can also be written in terms of the equality between two func-
tions called scattering map and rescaled lengths, that we shall introduce below. More
generally, one can define an X-ray transform on symmetric tensors of order m ∈ N by the
formula
Imf(γ) =
∫
fγ(t)(⊗mγ˙(t))dt =
∫
R
n∑
i1,i2,...,im=1
fi1i2...im(γ(t))γ˙
i1(t)γ˙i2(t) . . . γ˙im(t) dt.
The case m = 2 corresponds to the same linearised problem as above but replacing con-
formal metrics g = e2fg0 by any possible metric g on R
n which is a compact perturbation
of g0. This rigidity problem was solved by Gromov [Gr], with an alternate proof by Croke
[Cr], for the class of metrics g with no conjugate points. This property is also called bound-
ary rigidity of the Euclidean metric on B.
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In this paper, we investigate a similar problem but for non-compact perturbations of Rn,
and more generally non-compact perturbations of metric cones. A metric cone is a warped
product (0,∞)r ×N with metric
g0(r, y) = dr
2 + r2h0(y, dy)
where (N, h0) is a closed Riemannian manifold of dimension n − 1. Here we work with
smooth metrics and we can take our model to be any smoothing of the metric cone at
the cone tip r = 0, and more generally any Riemannian metric which is asymptotic near
infinity to the region r ≥ 1 of the cone. To be precise, our Riemannian manifold (M, g)
metric will be called asymptotically conic ifM is the interior of a smooth compact manifold
with boundary M and there is a smooth boundary defining function of ∂M such that, in
a product decomposition [0, ǫ)ρ × ∂M near the boundary,
g(ρ, y) =
dρ2
ρ4
+
hρ(y)
ρ2
where hρ is a smooth 1-parameter of metrics on ∂M , y being coordinates on ∂M ; see
subsection 2.1. Here ∂M plays the role of the section N of the cone described above and ρ
plays the role of 1/r. Using the r variable, this means that g has an asymptotic expansion
in powers of 1/r near infinity, and with leading term the exact conic metric. We say that
g is non-trapping if each complete geodesic γ(t) of g tends to ∂M as t → ±∞; more
generally such geodesics γ is said to be non-trapped. For example small perturbations of
the Euclidean metric on Rn are non-trapping. These types of metrics have been studied
intensively in scattering theory for the wave equation [Me1, MeZw, HaVa, JoSB1, JoSB2,
SBWu]. For asymptotically conic metrics we define the X-ray transform Im on symmetric
tensors by
Im : C
∞
c (M ;S
m(T ∗M))→ L∞loc(G), Imf(γ) :=
∫ ∞
−∞
fγ(t)(⊗mγ˙(t))dt
where G is the set of complete non-trapped geodesics of g. The kernel of Im contains
the space of exact (m − 1)-tensors {Dh; h ∈ C∞c (M ;Sm−1(T ∗M))} where D is the sym-
metrized covariant derivative, that is, Dh = S(∇h) where S : (T ∗M)⊗m → (T ∗M)⊗m is
the symmetrization operator,
S(
∑
i1,...im
hi1i2...imdx
i1 ⊗ · · · ⊗ dxim) =
∑
i1,...im
1
n!
(
∑
σ
hiσ(1)iσ(2)...iσ(m))dx
i1 ⊗ · · · ⊗ dxim ,
where σ runs over all permutations of the set {1, 2, . . . , m}. We say that Im is solenoidal
injective if this is an equality.
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A smooth symmetric scattering tensor of order m is a smooth symmetric tensor h ∈
C∞(M ;SmT ∗M) on M which can be written near ρ = 0 under the form
h =
m∑
j=0
S
(hj
ρj
⊗
(dρ
ρ2
)⊗(m−j))
where hj ∈ C∞(M ;Sj(T ∗∂M )) and S is the symmetrization operator on tensors. Note
that they have bounded pointwise norm with respect to g. The space of smooth scattering
symmetric tensors will be denoted C∞(M ;Sm(scT ∗M)).
Theorem 1.1. Let (M, g) be either a non-trapping asymptotically conic manifold without
conjugate points or a negatively curved asymptotically conic manifold, possibly with trap-
ping, and let k > n/2 + 1.
i) If f ∈ ρkC∞(M) and I0f = 0, then f = 0.
ii) If f ∈ ρkC∞(M ; scT ∗M) and I1f = 0 then there exists u ∈ ρk−1C∞(M) such that
f = du.
iii) If in addition (M, g) has non-positive curvature, then for each f ∈ ρkC∞(M ;Sm(scT ∗M))
satisfying Imf = 0 with m > 1, there is u ∈ C∞(M ;Sm−1T ∗M)) ∩ ρk−1L∞ such that
Du = f .
Assuming that the boundary has additional geometric properties, we obtain similar
results with weaker assumptions on the function f . Indeed, the geodesics that stay very
far near infinity (i.e. close to ∂M ) approach in the compactification M the geodesics
traveling for time π in the boundary (∂M, h0). This leads to some kind of time-π ray
transform on the boundary, which turns out to be injective if for example the radius of
injectivity of (∂M, h0) is larger than π; see Proposition 3.4.
We emphasize that the geometric assumption on (M, g) in Theorem 1.1 does not include
non-trivial decaying perturbations of the Euclidean metrics, as is shown in the companion
paper [GMT]: indeed, asymptotically Euclidean metrics on Rn with no conjugate points
must be Euclidean. However there are plenty of examples satisfying the assumptions of
Theorem 1.1, for example some with non-positive curvature. The boundary ∂M could
typically be a round sphere of curvature less than 1; see section 2.3.
In the case of Cartan-Hadamard surfaces with curvature decaying at order O(d−κ) for
some κ > 2 (d being to distance to a fixed point), Lehtonen-Railo-Salo [LRS] proved
injectivity of X-ray for tensors with the same decay assumptions on f . Their result is more
general in terms of the behaviour at infinity than ours, but it is weaker in the sense that
it requires non-positive curvature for functions and 1-forms.
We remark that one possible application of that work could be to apply our injectivity
results for getting stability in the inverse scattering problem for the wave-equation on such
manifolds, since stability estimates for the wave equation often can be reduced to X-ray
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stability estimates, and the proof of injectivity easily brings stability estimates.
In a second part of the article, we define the notion of lens data in that setting, namely
the scattering map Sg and the renormalized length Lg of geodesics, in a way similar to
the work [GGSU] for asymptotically hyperbolic manifolds. The renormalized length of a
non-trapped complete geodesic γ is
Lg(γ) := lim
ǫ→0
ℓg(γ ∩ {ρ ≥ ǫ})− 2/ǫ
and the scattering map is a symplectic map Sg : T
∗∂M → T ∗∂M which encodes the
asymptotics at t→ ±∞ for (γ(t), γ˙(t)) on S∗M ; it is defined using a time rescaling of the
geodesic flow of g, see Section 4.1. We show that being in the kernel of the linearisation
of this pair (Lg, Sg) at a given metric g0 means that the X-ray transform I2 (for g0) of
the variation of metrics must vanish, implying a deformation rigidity result. A non-trivial
aspect in this analysis is the determination, in certain geometric cases, of the jets of the
metrics at ∂M from the scattering map: we show for example that the scattering map
determines the full metric asymptotics if the boundary metric has ergodic geodesic flow at
time π or more generally if it has negative curvature. This analysis is also strongly used in
our companion paper [GMT] on the non-existence of non-trivial asymptotically Euclidean
metrics on Rn.
We conclude with a deformation rigidity result in negative curvature:
Theorem 1.2. Let (M, g(s)), s ∈ (−1, 1), be a one-parameter family of negatively curved
asymptotically conic manifolds which metric g(s) depends smoothly on s such that near
∂M the metric has the form g(s) = dρ
2
ρ4
+ h(s)
ρ2
, where h(s)|∂M = h(0)|∂M and (∂M, h(0))
has negative curvature. Assume the family has constant lens data, that is,
Sg(s) = Sg(0), Lg(s) = Lg(0).
Then there exists a family of diffeomorphisms ψ(s) : M → M with ψ|∂M = Id which
satisfies g(0) = ψ(s)∗g(s).
A similar result holds with the non-trapping and no conjugate point assumptions, pro-
vided the family agrees to high enough order at the boundary (depending on the dimension
so that we can apply Theorem 1.1)
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2. Geometric Preliminaries
2.1. Asymptotically conic metrics and normal form. Asymptotically conic or scat-
tering manifolds are complete Riemannian manifolds (M, g) where M is the interior of a
smooth compact manifold with boundary M and g is a smooth metric on M satisfying
a certain asymptotic structure at ∂M that we now describe. Let ρ0 ∈ C∞(M ;R+) be
a smooth boundary defining function, i.e. ∂M = {ρ0 = 0} and dρ0|∂M(y) 6= 0 for all
y ∈ ∂M . First, following Melrose [Me1], we recall that there is a smooth bundle, called the
scattering tangent bundle and denoted by scTM →M , whose space of smooth sections can
be identified with the space of smooth vector fields of the form ρV , where V are smooth
vector fields on M that are tangent to the boundary ∂M . The vector bundle dual to scTM
will be denoted by scT ∗M . Near ∂M , dρ0/ρ20, dy1/ρ0, . . . , dyn−1/ρ0 is a local frame.
Definition 2.1. A Riemannian metric g on M is called asymptotically conic if g ∈
C∞(M ;S2(scT ∗M)) and there exists a boundary defining function ρ0 such that ρ−20 |dρ0|g =
1 + O(ρ20). We say that it is asymptotically conic to order m ≥ 1 if moreover g − g0 ∈
ρm0 C
∞(M ;S2(scT ∗M)) for some smooth metric g0 on M that is equal to an exact conic
metric g0 = dρ
2/ρ4 + h0/ρ
2 near ∂M , h0 being a smooth Riemannian metric on ∂M .
In particular, near ∂M , one has
g − g0 = ρm0
(
a
dρ20
ρ40
+
∑
j bjdρ0 dyj
ρ30
+
∑n−1
i,j=1 ℓijdyi dyj
ρ20
)
(2.1)
where a, bj , ℓij ∈ C∞(M) with ρm0 a = O(ρmax(2,m)0 ). A metric cone is (0,∞)r × N with
metric dr2 + r2h0 if (N, h0) is a compact Riemannian manifold. Setting ρ = 1/r, the
metric becomes dρ2/ρ4 + h0/ρ
2 outside r = 0, thus smoothing the tip r = 0 of the cone
indeed gives an asymptotically conic metric. In [JoSB2], Joshi-Sa Barreto proved that an
asymptotically conic metric admits an approximate normal form near the boundary ∂M .
An exact normal form can in fact easily be obtained by reducing to a non-characteristic
first order PDE, this suggestion appears for example in Graham-Kantor [GrKa]: we give
here a short self-contained proof based on this argument (we also need to compare the
exact cone case to the perturbed one).
Lemma 2.2. Let g be asymptotically conic to order m ≥ 1. Then there is a boundary
defining function ρ ∈ C∞(M) satisfying
|∇gρ|g
ρ2
= 1, ρ = ρ0(1 +O(ρm0 )). (2.2)
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If m ≥ 2, the function ρ is uniquely determined near the boundary by the equation (2.2),
while if m = 1, such a ρ is not unique: for each ω0 ∈ C∞(∂M ) there is a function
ρ = ρ0 + ω0ρ
2
0 +O(ρ30) such that ρ−2|∇gρ|g = 1, uniquely defined near ∂M . For each such
ρ, there is a smooth diffeomorphism
ψ : [0, ǫ)s × ∂M → U ⊂ M
onto a collar neighborhood U of ∂M such that ψ(0, ·)|∂M = Id, ψ∗ρ = s and
ψ∗g =
ds2
s4
+
hs
s2
,
where hs is a smooth family of Riemannian metrics on ∂M such that
hs − h0 ∈ smC∞([0, ǫ)× ∂M ;S2(T ∗∂M )).
The diffeomorphism ψ is given by the expression ψ(s, y) = esZρ(y), where Zρ := ρ
−4∇gρ ∈
C∞(M ;TM). When m = 1, if hs and hˆs are the smooth family of Riemannian metrics on
∂M associated with two boundary defining function ρ, ρˆ with ρˆ = ρ+ ω0ρ
2 +O(ρ3), then
hˆs = hs + s(L∇h0ω0h0 + 2ω0h0) +O(s2). (2.3)
Proof. We search for ρ := ρ0e
ρ0ω with ω ∈ C∞(M) such that |dρ/ρ2|g = 1 near ∂M . This
is equivalent to the equation
2ρ−30 (∇gρ0)(ρ0ω) = e2ρ0ω − 1− ρ20
∣∣∣dω
ρ0
∣∣∣2
g
− ρ20ω2
∣∣∣dρ0
ρ20
∣∣∣2
g
− 2ρ20ωg
(dω
ρ0
,
dρ0
ρ20
)
+ ρ20F (2.4)
with F := ρ−20 (1− |dρ0/ρ20|g) ∈ ρmax(m−2,0)C∞(M). A direct computation gives
∇gρ0 = ρ40∂ρ0 + ρm+30 V
for some smooth vector field on M that has the form V = aρ0∂ρ0 +
∑
j bj∂yj near ∂M with
a, bj ∈ C∞(M). Then (2.4) can be rewritten as
2∂ρ0ω = ρ
−2
0
(
e2ρ0ω − 1− 2ρ0ω
)
+Gg(ρ0, y, ω, ∂ρ0ω, ∂yω). (2.5)
where Gg is C
∞ in the variables ρ0, y and polynomial of degree 2 in the last 3 variables,
and Gg(0, y, ω, U, V ) is independent of U . Note that (e
x − 1 − x) = x2∑j xj/(j + 2)! is
smooth, then we see that the equation (2.5) with boundary condition ω|ρ0=0 = ω0 at ∂M is
a non-characteristic first order non-linear PDE with C∞ coefficients. It thus has a unique
solution ω near ∂M that is C∞(M). If we choose ω|∂M = 0, we obtain a particular solution
of (2.4). Notice that ω = 0 is the solution of (2.4) with g is replaced by g0 and ω|∂M = 0,
and that
Gg(ρ0, y, ω, ∂ρ0ω, ∂yω) = Gg0(ρ0, y, ω, ∂ρ0ω, ∂yω) + F + ρ
m−1
0 G˜(ρ0, y, ω, ρ0∂ρ0ω, ∂yω)
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for some G˜ that is C∞ in the variables (ρ0, y), polynomial of order 2 in the last 3 vari-
ables. To simplify notations, we write Gg(ω) instead of Gg(ρ0, y, ω, ∂ρ0ω, ∂yω): using the
expression of Gg0(ω) obtained from (2.4) with g0 instead of g,
2∂ρ0ω =ρ
m−1
0 G˜(ω) + F + ρ
−2
0
(
e2ρ0ω − 1− 2ρ0ω
)
+Gg0(ω)
=− |∂yω|2h0 + ω2 +O(|ρ0∂ρ0ω|(|ω|+ |ρ0∂ρ0ω|)) + ρm−10 G˜(ω) + F.
(2.6)
Since ω ∈ C∞, we can write its Taylor expansion, and assuming that
ω = O(ρℓ0), ∂yω = O(ρℓ0), ∂ρ0ω = O(ρℓ−10 )
for some ℓ ≥ 1 and plugging this into (2.6), we deduce that ∂ρ0ω = O(ρm−20 ) + O(ρ2ℓ0 ),
which shows that ω = O(ρm−10 ) +O(ρ2ℓ+10 ). By induction, this implies that ω = O(ρm−10 )
near ρ0. Finally, let Zρ := ∇gρ/ρ4 = ∇gρ/|∇gρ|2g. This is a C∞ vector field near ∂M that
is transverse to ∂M . We consider its flow φs and the diffeomorphism ψ : [0, ǫ)s×∂M →M
defined by (s, y) 7→ φs(y) is C∞ and it is direct to check that it satisfies the desired
properties by using that ρ = ρ0(1 + O(ρm0 )). Moreover one has uniqueness of such a
defining function if m ≥ 2 since ρ is determined by ω0 (which needs to be 0 in order
to get ρ − ρ0 = O(ρ20)). Now, for the case where m = 1, we see that the choices of ρ
are determined by the boundary value ω0: assume ρˆ = ρ + ω0ρ
2 + O(ρ3) are two normal
forms and g = dρ2/ρ4 + hρ/ρ
2 and hρ = h0 + ρh1 + O(ρ2). Let φˆs = esZρˆ ; to check (2.3),
we compute that ∂s(s
2φˆ∗sg)(∂yi, ∂yj )|s=0 = (h1 + LZρˆh0 + 2ω0h0)(∂yi , ∂yj). Now an easy
computation shows that Zρˆ|∂M = ∂ρ +∇h0ω0 and this gives (2.3). 
In what follows, we will study g in normal form, i.e. g = dρ2/ρ4 + hρ/ρ
2 near ∂M , for
some smooth family hρ of metrics on ∂M .
2.2. Curvature tensor. Let us first compute the decay of the curvature tensor near
infinity.
Proposition 2.3. Let V,W ∈ ker dρ of length gp(V, V ) = gp(W,W ) = 1 and gp(V,W ) = 0
and let Z = ρ2∂ρ. For p = (ρ, y) ∈M sufficiently close to ∂M , the sectional curvature Kp
and Riemann tensor Rp satisfy:
1) |Kp(V,W )| = O(ρ2).
2) |Kp(V, Z)| = O(ρ4).
3) 〈Rp(V,W )W,Z〉 = O(ρ3).
If in addition (∂M, h0) has sectional curvature +1, then Kp(V,W ) = O(ρ3).
Proof. Let us define the subbundle E = ker dρ ⊂ TM and E = C∞(M ;E). We have
V = ρV and W = ρW for some smooth V ,W ∈ E , and let Z = ρ2∂ρ = ρ2Z for Z ∈
C∞(M ;TM). A direct computation gives for all V,W ∈ ρE
[Z, V ]− ρV ∈ ρ3E , [V,W ] ∈ ρ2E
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Using Koszul formula, the Levi-Civita connection satisfies for all V,W ∈ ρE
∇VW = ρ2∇hVW + a(V,W )Z, ∇ZZ = 0, g(∇ZV, Z) = 0,
where∇h is the connection of h(x) on the hypersurfaces given by level sets of x and a(V,W )
some smooth function on M .
We claim that the curvature in the direction V,W ∈ E (with 〈V,W 〉 = 0 and |V |g = 1 =
|W |g) is given by
K(V,W ) =ρ2(Kh(V ,W )− 1) + ρ
3
2
((∂ρh)(V , V ) + (∂ρh)(W,W ))
− ρ
4
4
(
(∂ρh)(V , V )(∂ρh)(W,W )− ((∂ρh)(V ,W ))2
) (2.7)
Indeed, we compute for an orthonormal basis (Yj)
n−1
j=1 ∈ ρE of ker dρ for the metric g
〈∇W∇VW,V 〉 = 〈∇W 〈∇VW,Z〉Z, V 〉+
n−1∑
j=1
〈∇W 〈∇VW,Yj〉Yj, V 〉
= 〈∇VW,Z〉〈∇WZ, V 〉+ ρ2h(∇hW∇hVW,V )
= −〈∇VW,Z〉〈Z,∇WV 〉+ ρ2h(∇hW∇hVW,V )
= −(〈∇VW,Z〉)2 + ρ2h(∇hW∇hVW,V )
= −1
4
ρ4(∂ρh(V ,W ))
2 + ρ2h(∇h
W
∇h
V
W,V )
The last equality comes from using Koszul formula. Also
〈∇V∇WW,V 〉 = 〈∇V
∑
j
〈∇WW,Yj〉Yj, V 〉+ 〈∇V 〈∇WW,Z〉Z, V 〉
= ρ2〈∇h
V
∇h
W
W,V 〉 − 〈W,∇WZ〉〈[V, Z], V 〉
= ρ2〈∇h
V
∇WW,V 〉 − 〈W, [Z,W ]〉〈[Z, V ], V 〉
= ρ2〈∇h
V
∇h
W
W,V 〉 − 〈W, ρW + ρ3[∂ρ,W ]〉〈V, ρV + ρ3[∂ρ, V ]〉
Now using the fact that ∂ρ(h(W,W )) = 0 = ∂ρ(h(V , V )), we see that 2h([∂ρ,W ],W ) =
−∂ρh(W,W ) and the same with V replacing W . We thus obtain
〈∇V∇WW,V 〉 =ρ2〈∇hV∇hWW,V 〉 − ρ2 −
ρ4
4
∂ρh(V , V )∂ρh(W,W )
+
1
2
ρ3(∂ρh(V , V ) + ∂ρh(W,W ))
Since also 〈∇[V,W ]V,W 〉 = ρ2h(∇h[V ,W ]V ,W ), we can combining these computations to
deduce (2.7).
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Next, we compute the curvature in mixed direction K(Z, V ).
〈∇Z∇V V, Z〉 =Z〈∇V V, Z〉 = −Z〈V,∇VZ〉 = Z(ρh(V , [∂ρ, ρV ])
=ρ2 − ρ3∂ρh(V , V )− 1
2
ρ4∂ρ(∂ρh(V , V ))
(2.8)
We can choose V to be parallel with respect to Z in the collar ρ ∈ (0, ǫ), so that
〈∇V∇ZV, Z〉 = 0.
The equation ∇ZV = 0 can be written as (here S = h−1∂ρh denotes the shape operator
for the hypersurfaces ρ = const)
[∂ρ, V ] = −1
2
SV .
And finally, we have
−〈∇[Z,V ]V, Z〉 =〈V,∇[Z,V ]Z〉 = 〈V,∇Z [Z, V ]− [Z, [Z, V ]]〉
=h(V ,∇ρ∂ρ [Z, V ]− 2ρ2[∂ρ, V ]− ρ3[∂2ρ , V ])
=ρ3h(V ,∇∂ρ [∂ρ, V ]− [∂2ρ , V ])
=ρ3h(V ,∇∂ρV − [∂ρ, V ] + ρ∇∂ρ [∂ρ, V ]− ρ[∂2ρ , V ])
=− ρ2 + ρ
3
2
∂ρh(V , V ) + ρ
4h(V ,∇∂ρ [∂ρ, V ]− [∂2ρ , V ])
But we also have, using ∇∂ρV = 0,
ρ4h(V ,∇∂ρ [∂ρ, V ]) =ρ6(∂ρ(g(V , [∂ρ, V ])) + ρ3h(V , [∂ρ, V ])
=− ρ3h(V , [∂ρ, V ]) + ρ4∂ρ(h(V , [∂ρ, V ]))
=
1
2
ρ3∂ρh(V , V )− ρ
4
2
∂ρ(∂ρh(V , V ))
and, by differentiating twice h(V , V ) = 1 with respect to ∂ρ,
−h([∂2ρ , V ], V )−
1
2
∂2ρh(V , V ) = h([∂ρ, V ], [∂ρ, V ]) + 2∂ρh([∂ρ, V ], V ).
Thus, combining with (2.8) we obtain that
K(Z, V ) =− ρ
4
2
∂2ρh(V , V ) + ρ
4h([∂ρ, V ], [∂ρ, V ])
=− ρ
4
2
∂2ρh(V , V ) +
ρ4
4
h(SV , SV ).
(2.9)
This implies that K(Z, V ) = O(ρ4) and K(V,W ) = O(ρ2). Note that if h has curvature
+1, then K(V,W ) = O(ρ3).
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For the last statement, taking V,W such that ∇ZW = ∇ZV = 0, then
R(Z,W, V,W ) =〈∇Z∇WV −∇[Z,W ]V,W 〉 = Z〈∇WV,W 〉 − ρ2h(∇h[∂ρ,W ]V ,W )
=Z〈[W,V ],W 〉 − ρ2h(∇h
W+ρ[∂ρ,W ]
V ,W )
=ρ2h([W,V ],W )− ρ2h(∇h
W
V ,W ) +O(ρ3) = O(ρ3)
concluding the proof. 
2.3. Examples with no conjugate points. Let us also give an example of a simply
connected asymptotically conic manifold with no conjugate points that is not the Euclidian
metric. Take Rn and use the radial coordinates (r, θ) so that the Euclidean metric is
g0 = dr
2+ r2dθ2 with dθ2 the metric of curvature +1 on the round sphere Sn−1. Take now
a new metric on Rn given by in polar coordinates
g = dr2 + f(r)2dθ2, f ′′(r) ≥ 0, f(r) = r in [0, 1], f(r) = ar in [4,∞)
where a > 1 and f ∈ C∞([0,∞)). Then the metric is smooth on Rn and is asymptotically
conic, as can be seen by setting ρ = 1/r outside the ball {r ≤ 1}. Moreover, a standard
computation gives that the sectional curvature of g is for any V,W of unit length and
tangent to the level sets r = const
K(∂r, V ) = −f
′′(r)
f(r)
≤ 0, K(V,W ) = 1
f 2(r)
(1− (f ′(r))2) ≤ 0.
In particular this metric has no conjugate points and is a Cartan-Hadamard manifold.
In fact, we can choose f so that f(r) = sinh(r) in r ∈ [2, 3] in which case the curvature
is −1 in r ∈ [2, 3] and by a result of Gulliver [Gu, Theorem 3], there is a new metric g′ on
Rn such that g′ = g outside a compact subregion Ω of {r ∈ (2, 3)} , the curvature of g′ is
positive in an open subset U ⊂ Ω and g′ has no conjugate points. This shows that there are
asymptotically conic metrics on Rn that have positive curvature and no conjugate points,
they are therefore non-trapping but not Cartan-Hadamard manifolds and do not enter in
the class studied by Lehtonen-Railo-Salo [LRS].
In fact, for asymptotically conic metrics g on R2, it can be shown that if the boundary
metric h(0) is such that ∂M = S1 has length less than 2π, then g must have conjugate
points, see [GMT].
2.4. The manifold S∗M , geodesic vector field, Liouville measure. The unit cotan-
gent bundle S∗M = {(x, ξ) ∈ T ∗M ; |ξ|g = 1} is non-compact. There is a natural compacti-
fication by taking the scattering unit cotangent bundle scS∗M = {(x, ξ) ∈ scT ∗M ; |ξ|g = 1}
but the geodesic flow does not behave well near the boundary of that compactification.
It is more convenient to work on a non-compact manifold with boundary on which the
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geodesic vector field is transversal to the boundary. This manifold is denoted by S∗M , its
interior is S∗Rn and its boundary consists of two connected components diffeomorphic to
T ∗∂M . The manifold S∗M is defined using the following procedure. The unit scattering
cotangent bundle is
scS∗M :=
{
(x, ξ) ∈ scT ∗M ; |ξ|g = 1
}
.
It is a compact smooth manifold with boundary. The local coordinates (ρ, y) on M near
∂M induce local coordinates (ρ, y, ξ0, η) on
scT ∗M by writing each ξ ∈ scT ∗M under the
form
ξ = ξ0
dρ
ρ2
+
n−1∑
i=1
ηi
dyi
ρ
, (2.10)
and ξ ∈ scS∗M means that ξ20+|η|2hρ = 1. A quick study of the integral curves of the geodesic
vector field on S∗M shows that geodesics going to infinity have their (ξ0, η) components
tending to (±1, 0), which suggest to use polar coordinates around the incoming/outgoing
sets {ρ = 0, ξ0 = ±1, η = 0} in scS∗M . We thus consider the manifold
[scS∗M ;L±]
obtained by performing a radial blow-up of scS∗M at the incoming/outgoing submanifolds
L± := {ξ0 = ∓1, ρ = 0} ⊂ scS∗M . This is obtained by replacing L± by the inward pointing
spherical normal bundle NL±/R+ of the submanifold L± of scS
∗M . The blow-down map
β : [scS∗M ;L±] → scS∗M is the identity outside NL±/R+ and is the natural projection
NL±/R+ → L± when restricted to NL±/R+. A function on the blow-up is smooth if
outside NL±/R+ it is the pull back by β of a smooth function, and if near NL±/R+ it
can be written as a smooth function in polar coordinates around L±, i.e. it is a smooth
function of the variables
y, R :=
√
|η|2 + ρ2, Y := η√|η|2 + ρ2 , Z := ρ√|η|2 + ρ2 . (2.11)
Note that in these coordinates, β can be described near NL±/R+ as
β
(
y,
√
|η|2 + ρ2, η√|η|2 + ρ2 , ρ√|η|2 + ρ2
)
= (ρ, y, ξ0 = ∓
√
1− ρ2|η|2hρ, η).
We refer to the lecture notes [Me2, Chapter 5] for details about blow-ups. The manifold
[scS∗M ;L±] is a smooth manifold with codimension 2 corners. The boundary hypersurface
of [scS∗M ;L±] corresponding to the pull-back of {ρ = 0, η 6= 0} to [scS∗M ;L±] by the blow-
down map β : [scS∗M ;L±] → scS∗M is denoted by bf. In other words, bf = cl(β−1({ρ =
0, η 6= 0})) ⊂ [scS∗M ;L±]. Then the boundary of [scS∗M ;L±] \ bf is the union of two
boundary faces obtained from the blow-up, they are the half-sphere bundles NL±/R+
and are defined by R = 0 in the smooth coordinates (2.11) on [scS∗M ;L±], with interior
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denoted by ∂±S∗M . These two new boundary faces are isomorphic to T ∗∂M : using that
in the region ±ξ0 > 0, one has L∓ = {ρ = 0, η = 0}, the projective coordinates
ρ, y, η := η/ρ (2.12)
are smooth coordinates in a neighborhood of the interior of these new boundary faces.
Moreover ∂±S∗M = {ρ = 0} in this neighborhood (in the projective coordinates): then
(y, η) restricted to ∂±S∗M provide a diffeomorphism with T ∗∂M . The variable ξ0 is de-
termined by (ρ, y, η) near ∂±S∗M by the equation
ξ
2
0 + ρ
2|η|2hρ = 1. (2.13)
We then define the non-compact manifold with boundary
S∗M := [scS∗M ;L±] \ bf.
The coordinates (ρ, y, ξ0, η) satisfying the condition (2.13) provide well-defined smooth
coordinates on S∗M . We also note that ρ is a smooth boundary defining function of
∂±S∗M in S∗M . More informaly, the space S∗M corresponds to S∗M with two copies of
T ∗∂M glued at {ρ = 0, ξ0 = ±1} in a way that smooth functions on S∗M correspond to
smooth functions f ∈ C∞(S∗M) which can be written under the form f(x) = F (ρ, y, ξ0, η)
near ρ = 0 by using the coordinates (2.12), with F ∈ C∞([0, ǫ)× ∂M × [−1, 1]× T ∗∂M ).
Recall that two normal forms with functions ρ and ρˆ are related by ρˆ = ρ+ω0ρ
2+O(ρ3) for
some ω0 ∈ C∞(∂M ) in Lemma 2.2. Thus the induced coordinates (ρˆ, yˆ, ξˆ0, ηˆ) are related
to (ρ, y, ξ0, η) by
yˆ = y +O(ρ), ξˆ0 = ξ0 +O(ρ), ηˆ = η + dω0 +O(ρ2). (2.14)
The canonical Liouville 1-form on T ∗M is denoted α, in local coordinates near ∂M it is
given by
α = ξ0dρ+ η.dy,
and dα is the canonical Liouville symplectic form of T ∗M . The geodesic vector field X is
the Hamilton vector field of the energy functional
H(x, ξ) =
1
2
|ξ|gx =
1
2
(ξ
2
0 + ρ
2|η|2hρ)
As usual, we can restrict α to S∗M as a contact form satisfying α(X) = 1 and iXdα = 0,
so that X is the Reeb vector field of α. A direct computation yields
X = ρ2ξ0∂ρ + ρ
2
∑
i,j
hijηi∂yj −
(
ρ2|η|2 + 1
2
ρ3∂ρ|η|2hρ
)
ρ∂ξ0 −
1
2
ρ2
∑
j
∂yj (|η|2hρ)∂ηj . (2.15)
In particular,
X := ρ−2X (2.16)
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extends smoothly down to ∂S∗M = {ρ = 0} in S∗M and is equal at {ρ = 0} to
X|∂S∗M = ξ0∂ρ +
∑
ij
hijηi∂yj −
1
2
∑
j
∂yj (|η|2h0)∂ηj = ξ0∂ρ + Y (2.17)
where Y is the Hamilton field of 1
2
|η|2h0 on (∂M, h0). We deduce
Lemma 2.4. The vector field X extends smoothly to S∗M and can be factorized under
the form X = ρ2X with X ∈ C∞(S∗M ;TS∗M) a smooth vector field transverse to the
boundary ∂S∗M .
There is a natural volume form on S∗M , namely the Liouville measure given by
µ = α ∧ (dα)n−1.
The boundary ∂S∗M identifies to two copies of T ∗∂M and is thus a natural symplectic
manifold with the canonical Liouville form
∑
j dηj ∧ dyj.
Lemma 2.5. The forms ρ2α and dα extend smoothly to S∗M and ι∗∂dα restricts to the
canonical Liouville symplectic form of ∂±S∗M ≃ T ∗∂M if ι∂ : ∂S∗M → S∗M is the
inclusion map. The volume form µ is such that ρ2µ extends smoothly on S∗M and ι∗∂iXµ
is the canonical Liouville symplectic volume form on ∂S∗M .
Proof. We can write α = ξ0
dρ
ρ2
+
∑
j ηjdyj so ρ
2α extends smoothly to S∗M . Now dα =
ρ−2dξ0∧dρ+
∑
j dηj∧dyj and differentiating 1 = ξ
2
0+ρ
2|η|2hρ gives ξ0dξ0 = −ρ|η|2hρdρ+O(ρ2)
on T (S∗M) thus dα extends smoothly to ∂S∗M and i∗∂dα restricts to the canonical Liouville
symplectic form of ∂±S∗M . From the discussion above, ρ2µ extends smoothly, and iXµ =
(dα)n−1, thus pulls-back to the symplectic measure on T ∗(∂M) ≃ ∂±S∗M . 
Since also ρ2µ = ξ0dρ ∧ (
∑
j ηjdyj)
n−1 + O(ρ), we see that the orientation induced by
ρ2µ and (
∑
j ηjdyj)
n−1 agree (resp. are opposite) on ∂+S∗M (resp. on ∂−S∗M).
2.5. Connection map and Sasaki metric on S∗M . The manifold T ∗M has a natural
metric structure called the Sasaki metric defined so that the horizontal space, defined
through the Levi-Civita connection, and the vertical space are orthogonal; we refer to [Pa,
Chapter 1.3] for details. The Sasaki metric will be denoted by G. The projection on the
base π : T ∗M →M allows to define the vertical bundle V := ker dπ ⊂ T (T ∗M) and there is
a map called connection map K : T (T ∗M)→ T ∗M and H := kerK is called the horizontal
space if z ∈ T ∗M . The maps
K : V → T ∗M, dπ : H → TM
are isomorphisms and we will call horizontal (resp. vertical) lift ξh ∈ H(x,ξ) (resp. ξv ∈ Vz)
of a point z = (x, ξ) ∈ T ∗M the element ξh ∈ Hz (resp. ξv ∈ Vz) so that K(ξv) = ξ).
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We have a similar decomposition T (S∗M) = H ⊕ V over S∗M but V becomes (n − 1)-
dimensional. We let Z → S∗M be the bundle with fibers Z(x,ξ) = {v ∈ TxM : ξ(v) = 0};
then the maps dπ|H : H ∩ kerα→ Z and K|V : V → Z are isomorphisms (see [PSU]). We
will call horizontal lift ξh ∈ H(x,ξ) of a point (x, ξ) ∈ S∗M the element ξh ∈ H(x,ξ) so that
dπ(ξh) = ξ. The vector field X also acts on sections of Z by using parallel transport along
geodesics of g: for v ∈ Γ(Z), v(ϕt(x, ξ)) is a vector field along the geodesic π(ϕt(x, ξ)), and
we define
Xv(x, ξ) := ∇∂tv(ϕt(x, ξ))|t=0
where ∇ is the Levi-Civita connection pulled-back to Z over S∗M .
If an element z = (x, ξ) ∈ T ∗M is expressed as x = (ρ, y) and ξ = ξ0 dρρ2 +
∑
j ηjdyj =
ξ0dρ+
∑
j ηjdyj, and if we use the coordinate on T
∗M given by (ρ, y, ξ0, η) and the coor-
dinate frame for T (T ∗M) is {∂ρ, ∂y, ∂ξ0 , ∂η}, the vertical lift of ξ is given by
ξv = ξ0∂ξ0 +
∑
j
ηj∂ηj ∈ V.
Using the coordinates (ρ, y, ξ0, η) we have ξ
v = ξ0∂ξ0 +
∑
j ηj∂ηj . The horizontal lift of a
vector Z = Z0∂ρ +
∑n−1
j=1 Zj∂yj ∈ TxM to a vector over the element z = (x, ξ) ∈ T ∗M is
given by
Zh = Z +
∑
i,j,k
ξkΓ
k
ijZj∂ξi ∈ H
where ξi = ηi for i ≥ 1 and Γkij = dxk(∇∂xi∂xj ). In particular, some computations give
∂hρ = ∂ρ − 2ρ−1ξ0∂ξ0 + ρ−1L0x(η, ∂η)
∂hyj = ∂yj + ρ
−1ξ0J
j
x(∂η) + ρK
j
x(η)∂ξ0 + L
j(η, ∂η)
(2.18)
where Ljx(a, b) are smooth in x = (ρ, y) (down to ρ = 0) and bilinear in (a, b), Jx(b), Kx(a)
are smooth in (ρ, y) (down to ρ = 0) and linear in a and b. The Sasaki metric satisfies
G(ξv, ξv) =g−1(ξ, ξ) = ρ4ξ20 + ρ
2|η|2hρ = ξ
2
0 + ρ
2|η|2hρ,
G(Zh, Zh) =g(Z,Z) = ρ−4Z20 + ρ
−2
∣∣∣ n−1∑
j=1
Zj∂yj
∣∣∣2
hρ
= ρ−4Z20 + ρ
−2
n−1∑
ij=1
hijZjZi,
G(Zh, ξv) =0,
(2.19)
in particular H⊕V is an orthogonal decomposition for the metric G. Using the local frame
{∂hρ , ∂hyj , ∂ξ0 , ∂ηj} of T (T ∗M), the Sasaki metric can be expressed as
G = ρ−4δ2ρ + ρ
−2∑
jk
hkjδyjδyk + dξ
2
0 + ρ
2
∑
jk
hjkdηjdηk
where {δρ, δyj , dξ0, dηj} denotes the dual frame (1-forms on T ∗M).
X-RAY TRANSFORM IN ASYMPTOTICALLY CONIC SPACES 15
To compute the gradient ∇Gu of u : S∗M → R with respect to G, it suffices to compute
∇˜G(u ◦ p)|S∗M where p : T ∗M → S∗M is defined by p(x, ξ) = (x, ξ/|ξ|) and ∇˜G denotes
the gradient with respect to G in T ∗M . We get, writing u˜ = u ◦ p,
∇˜Gu˜ = ρ4∂hρ u˜∂hρ + ρ2
∑
j,k
hkj∂hyj u˜∂
h
yk
+ ∂ξ0 u˜∂ξ0 + ρ
−2∑
k,j
hjk∂ηk u˜∂ηj
with the condition ξ0∂ξ0 u˜+
∑
j ηj∂ηj u˜ = 0. We deduce that
‖∇Gu‖2G = ρ4(∂hρu)2 + ρ2
∑
k,j
hkj∂hyju.∂
h
yk
u+ (∂ξ0u)
2 + ρ−2
∑
k,j
hkj∂ηju.∂ηku (2.20)
We will also write ∇hu and ∇vu for the horizontal and vertical gradient, which are the
orthogonal projections of ∇Gu onto H and V with respect to G.
2.6. Lift of tensors. Denote by C∞(M ;Sm(scT ∗M)) the smooth symmetric scattering
tensors, i.e. smooth sections of the bundle of symmetric tensors in scT ∗M . There exists a
natural lift
π∗m : C
∞(M ;SmT ∗M)→ C∞(S∗M), π∗mf(x, ξ) := f(x)(⊗mξ♯) (2.21)
where ξ♯ ∈ TxM is the dual to ξ ∈ T ∗xM with respect to g. Let us consider the action of π∗m
on C∞(M ;Sm(scT ∗M)). When viewed as a function on the smooth compact manifold with
boundary scS∗M := {(x, ξ) ∈ scT ∗M ; |ξ|g = 1}, it is direct to see that π∗mf ∈ C∞(scS∗M).
Now we also need to view π∗m as a function on S∗M . This can be computed explicitly in the
coordinate given by ξ = ξ¯0
dρ
ρ2
+
∑
j ηjdy
j where ξ
2
0+ ρ
2|η|2h = 1: since ξ = ξ0 dρρ2 +
∑
j ρηj
dyj
ρ
and ξ♯ = ξ0ρ
2∂ρ + ρ
2
∑
ij h
ijηj∂yi we see that if f ∈ C∞(M ;Sm(scT ∗M)) then
π∗mf ∈ C∞(S∗M), and π∗mf ∈ ρm−ℓC∞(S∗M) on ker(iρ2∂ρ)ℓ+1 (2.22)
where iρ2∂ρ denotes interior product. On smooth sections of S
m(scT ∗M) ∩ ker(iρ2∂ρ)ℓ+1 we
get
|π∗mf(x, ξ)| ≤ C‖f‖C0(M ;Sm(scT ∗M))ρm−ℓ|η|m−ℓhρ ≤ C‖f‖C0(M ;Sm(scT ∗M)) (2.23)
for some uniform C > 0, and so the same estimate thus holds on C0(M ;Sm(scT ∗M)).
Similarly, by direct computation using (2.20) and (2.18),
‖∇Gπ∗mf‖2G ≤ C‖f‖2C1(M ;Sm(scT ∗M))|ρη|2m−2−2ℓh ≤ C‖f‖2C1(M ;Sm(scT ∗M)) (2.24)
on smooth sections of Sm(scT ∗M) ∩ ker(iρ2∂ρ)ℓ+1 for some uniform C > 0.
It is well known that on a manifold with smooth metric, trace-free elements of SmT ∗M
lifts to fiberwise homogeneous harmonic polynomials on T ∗M with respect to the vertical
Laplacian ∆v := (∇v)∗∇v which then restricts to spherical harmonics on S∗M (see [Sh])
which we denote by Ωm.
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2.7. Integral curves of X pointing towards infinity. Recall that the rescaled vector
field X was defined as ρ−2X where X is the geodesic vector field on S∗M given by the
expression (near ρ = 0) (2.15). We first prove a lemma about the flow ϕt of X , which in
turn is a rescaling of the flow of X . In what follows, we let
W±ǫ := {z = (ρ, y, ξ0, η) ∈ S∗M ; ρ ≤ ǫ,±ξ0 ≤ 0}.
Lemma 2.6. For ǫ > 0 small enough, there is C > 0 such that for all z ∈ W+ǫ and t ≥ 0
ρ(z)
1 + ρ(z)t
≤ ρ(ϕt(z)) ≤ Cρ(z)
1 + ρ(z)t
, |η(z)|e−Cρ(z) ≤ |η(ϕt(z))| ≤ |η(z)|eCρ(z).
Furthermore,
0 ≤ 1− ξ0(ϕt(z))2 ≤ C
(
1− ξ0(z)2
)( 1
1 + ρ(z)t
)2
eCρ(z).
The same holds for the reverse time flow ϕ−t(z) for z ∈ W−ǫ .
Proof. Wewrite ϕt(z) = (ρ(t), y(t), ξ0(t), η(t)). We first note that ∂t(
1
ρ(t)
) ≤ −ξ0 ≤ 1, which
gives that
ρ(t) ≥ ρ(0)
1 + ρ(0)t
. (2.25)
Furthermore we get from
ρ˙ = ρ2ξ¯0, ξ˙0 = −ρ3(|η|2 +
ρ
2
∂ρh(η, η))
that for ρ(0) ≤ ǫ small enough and ξ0(0) ≤ 0, one has that ρ˙ ≤ 0 and ξ0(t) ≤ 0 for all
t > 0. We now establish the upper bound on |η(t)|. We also get from the flow equation
−Cρ2|η|2 ≤ ∂t|η|2 = ρ˙(t)∂ρh(η, η) ≤ Cρ2|η|2
(here notice that the y˙.∂y|η|2 and the 2h(η˙, η) terms cancel out each other). By Gro¨nwall’s
inequality one gets
|η(0)|e−C
∫
∞
0
ρ2(s)ds ≤ |η(t)| ≤ |η(0)|eC
∫
∞
0
ρ2(s)ds. (2.26)
We see here that it is natural to consider an estimate for the L2 norm of ρ(t). To this end
we first observe that since ρ(t) is decreasing and ρ(0) ≤ ǫ, thus for sufficiently small ǫ > 0
ρ(t)2|η(t)|2 + ρ(t)3∂ρh(η(t), η(t)) ≥ ρ(t)
2
2
|η(t)|2 = 1
2
(1− |ξ0(t)|2).
Combining this with (2.15) and (2.25), we have
ξ˙0 ≤
−1
2
ρ(0)
1 + ρ(0)t
(1− |ξ0(t)|2) =
−1
2
ρ(0)
1 + ρ(0)t
(1 + ξ¯0)(1− ξ¯0) (2.27)
≤ −1
2
ρ(0)
1 + ρ(0)t
(1 + ξ0).
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The last inequality uses the fact that ξ0(t) ≤ 0 for all t > 0. Applying Gro¨nwall again we
see that 1 + ξ¯0(t) ≤ (1+ξ¯0(0))√
1+ρ(0)t
or
−1 ≤ ξ¯0(t) ≤ −1 + 1 + ξ0(0)√
1 + ρ(0)t
. (2.28)
Inserting this into ∂t(
1
ρ
) = −ξ0 we see that
1
ρ(t)
≥ 1
ρ(0)
+ t− 21 + ξ0(0)
ρ(0)
√
1 + ρ(0)t+ 2
1 + ξ¯0(0)
ρ(0)
or
ρ(t) ≤ ρ(0)
1 + ρ(0)t(1− 2 (1+ξ0(0))(
√
1+ρ(0)t−1)
ρ(0)t
)
. (2.29)
This gives the integrability estimate∫ ∞
0
ρ(t)2dt ≤ ρ(0)
∫ ∞
0
1(
1 + s(1− 2 (1+ξ0(0))(
√
1+s−1)
s
)
)2ds.
Using that ξ0(0) ≤ 0 and 0 ≤ 1−2
√
1+s−1
s
≤ 1 is strictly increasing we see that ∫∞
0
ρ(t)2dt ≤
Cρ(0) where C is independent of the choice of z ∈ W+ǫ . Going back to (2.26) we deduce
that
|η(t)| ≤ |η(0)|eCρ(0) ∀t > 0.
Furthermore if we let c0 > 0 be the number such that 2
(
√
1+s−1)
s
< 1/2 for all s > c0 we
have from (2.29) that if ρ(0)t ≥ c0 then ρ(t) ≤ 2ρ(0)1+ρ(0)t . If ρ(0)t ≤ c0 then
(1 + c0)
ρ(0)
1 + ρ(0)t
≥ ρ(0) ≥ ρ(t)
since ρ˙(t) ≤ 0. This estimate along with (2.25) gives the estimates for ρ(t). The estimate
for 1− ξ0(t)2 = ρ(t)2|η(t)|2 follows immediately. 
2.8. Rescaled Dynamic. If ϕt is the flow generated by X , one can see that for z0 ∈ S∗M ,
ϕτ (z0) := ϕt(τ)(z0) is the flow for the rescaled vector field X by setting
τ(t) :=
∫ t
0
ρ2(ϕs(z0))ds, t(τ) :=
∫ τ
0
ρ−2(ϕs(z0))ds. (2.30)
In what follows, for a fixed z0 ∈ S∗M we will denote by z(τ) := ϕτ (z0) whereas z(t) :=
ϕt(z0) will denote the unscaled dynamic with τ and t related by the change of variable
given by (2.30). We define the rescaled arrival times for z ∈ S∗M
τ+(z) = sup{τ ≥ 0; ∀s < τ, ϕs(z) /∈ ∂+S∗M},
τ−(z) := inf{τ ≤ 0; ∀s > τ, ϕs(z) /∈ ∂−S∗M}
(2.31)
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We notice that this quantity depends on the choice of ρ.
2.9. Geodesics arbitrarily close to infinity. We first discuss the exact conic case near
infinity, i.e. when h = h0 is constant in ρ. In this case the vector field X is given by the
formula (2.16). We then obtain
ρ¨(τ) = −ρ|η|2h0 , (2.32)
and a direct computation shows that |η(τ)|h0 = |η0|h0 is constant with ρ˙(0) = ξ0(0) = 1,
so we obtain
ρ(τ) =
1
|η0|h0
sin(τ |η0|h0).
We see that for large |η0|, the geodesic stays close to infinity. We would like to assert that
for large initial speed |η0| the rescaled dynamics aproximate the one given by a warped
product metric. To this end we first prove a lemma about the rescaled dynamic for short
time.
Lemma 2.7. Let ǫ > 0 be sufficiently small and suppose that ϕτ (z0) is a flow line contained
in W+ǫ ∪W−ǫ for z0 ∈ ∂−S∗M . There exist positive constants c and C such that cτ ≤ ρ(τ) ≤
Cτ for all τ such that ϕτ (z0) ∈ W−ǫ and c(τ+(z0) − τ) ≤ ρ(τ) ≤ C(τ+(z0) − τ) for all τ
such that ϕτ (z0) ∈ W+ǫ .
Proof. Let τ0 > 0 be such that z1 := ϕτ0(z0) ∈ W−ǫ . Consider the unscaled backward flow
ϕ−t(z1) along the same trajectory. By (2.30) one has that τ0 =
∫∞
0
ρ2(ϕ−t(z1))dt, which by
Lemma 2.6 can be estimated above and below by cρ(z1) ≤ τ0 ≤ Cρ(z1) and this completes
the proof for the W+ǫ case. The W
−
ǫ case can be dealt with the same way. 
Lemma 2.8. There is C > 0 such that each z0 = (y0, η0) ∈ ∂−S∗M , if |η0| is sufficiently
large we have ρ(τ) = τ+O(τ 3) for all τ ∈ [0, τ+(y0, η0)] where |η0|τ+(y0, η0) = π+O(|η0|−1),
and
sup
τ∈[0,τ+(y0,η0)]
ρ(τ) ≤ C|η0| , supτ∈[0,τ+(y0,η0)]
∣∣∣ |η(τ)||η0| − 1
∣∣∣ ≤ C|η0| .
Proof. Let z0 := (y0, η0) ∈ ∂−S∗M . Applying Lemma 2.6 backwards one sees that |η(τ)| ≤
C|η0| for all τ > 0 such that ϕτ (z0) ∈ W−ǫ . Since ξ
2
0 + ρ
2|η|2h = 1 along the trajectory,
taking |η0| < ǫ/C, we see that the first time τmax so that ϕτ (z0) /∈ W−ǫ for τ > τmax needs
to satisfy ξ0(τmax) = 0 and ϕτmax(z0) ∈ W+ǫ . By Lemma 2.6 (and its proof), ϕτ (z0) ∈ W+ǫ
for all τ > τmax and |η(τ)| ≤ C|η(τmax)| ≤ C ′|η0| for some C,C ′ uniform. We also see that
for |η0| sufficiently large, c|η0|−1 ≤ ρmax ≤ C|η0|−1 where ρmax = ρ(τmax) is the maximum
value of ρ(τ) for τ ∈ [0, τ+(y0, η0)] and c, C independent of η0. By Lemma 2.7 one has that
c′′|η0|−1 ≤ c′ρmax ≤ τmax ≤ C ′ρmax ≤ C ′′|η0|−1.
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for some positive c′, c′′, C ′, C ′′ independent of η0. The same argument yields that
c
|η0| ≤ τ
+(y0, η0) ≤ C|η0| (2.33)
for |η0| sufficiently large. We introduce polar coordinates on S∗M given by
ξ0 = cos θ, ρ|η|h = sin θ. (2.34)
Differentiating the cosine term we have (using the expression of X from (2.15))
−
(
ρ|η|2h +
ρ2
2
∂ρh(η, η)
)
=
d
dτ
ξ0 = −θ˙ sin θ = −θ˙ρ|η|
which becomes
θ˙(τ) = |η|h + ρ
2
∂ρh(η,
η
|η|) = |η0|+
∫ τ
0
∂s|η(ϕs(z0))|hds+
ρ
2
∂ρh(η,
η
|η|).
Again from (2.15) and |η|2h = (1 − ξ
2
0)ρ
−2, it is direct to check that ∂s|η(ϕs(z0)| =
1
2
ξ0∂ρh(η,
η
|η|). Inserting this expression into the integral we obtain the double-sided bound
on θ˙:
|η0| − C|η0|τ+ ≤ θ˙ ≤ |η0|+ C|η0|τ+
where we have simplified the notation τ+ := τ+(y0, η0). Going back to (2.34) one sees that
z(τ) ∈ ∂−S∗M precisely when ξ0 = −1 or θ = π. Integrating the two-sided differential
inequality and evaluating at τ = τ+ we arrive at
|η0|τ+ − C|η0|(τ+)2 ≤ θ(τ+) = π ≤ |η0|τ+ + C|η0|(τ+)2.
Dividing through by |η0| and applying (2.33) we see that
τ+ ∈
[
π
|η0| −
C
|η0|2 ,
π
|η0| +
C
|η0|2
]
.
The estimate for
∣∣∣ |η(τ)||η0| − 1∣∣∣ follows from these estimates and Lemma 2.6. 
We would like to get more detailed description of the asymptotics of the dynamics as
|η0| → ∞. To this end, fix (y0, η0) ∈ ∂−S∗M with |η0|h0 = 1 and consider the rescaled dy-
namics ϕτ (z0) := (ρ(τ), y(τ), ξ0(τ), η(τ)) with initial condition z0 := (y0, ǫ
−1η0) ∈ ∂−S∗M .
It is convenient to rescale again and introduce variables
ρ˜(s) := ǫ−1ρ(ǫs), ξ˜0(s) := ξ0(ǫs), η˜(s) := ǫη(ǫs), y˜(s) = y(ǫs).
In coordinates, we get equations
˙˜ρ = ξ˜0,
˙˜
ξ0 = −ρ˜(|η˜|2 + ǫρ˜
2
(
∂ρhǫρ˜
)
(η˜, η˜)),
˙˜yj =
∑
k
hjkǫρ˜ η˜k,
˙˜ηj = −
1
2
∂yj |η˜|2ǫρ˜.
(2.35)
20 COLIN GUILLARMOU, MATTI LASSAS, AND LEO TZOU
Note that using these relations we can derive a convenient representation for |η˜|2. Indeed,
differentiating the relation |η˜|2 = 1−ξ˜20
ρ˜2
we have using (2.35) that ∂s|η˜|2 = ǫξ˜0∂ρh(η˜, η˜).
Therefore,
|η˜(s)|2 = 1 + ǫ
∫ s
0
ξ˜0∂ρh(η˜, η˜)dt (2.36)
is a way to keep track of the evolution of |η˜|2 (and the same holds for |η˜|). This expression
also allows us to obtain a convenient representation for ǫ−1τ+g (y, ǫ
−1η0). First, we consider
the variable θ(·) : [0, ǫ−1τ+g (y, ǫ−1η0)]→ [0, π] defined by
ξ˜0(s) = cos θ(s), ρ˜(s)|η˜(s)|h = sin θ(s).
Observe that θ(0) = 0 and θ(ǫ−1τ+g (y, ǫ
−1η0)) = π. Differentiating the second equation and
using (2.35) we obtain the integral relation
θ(s) =
∫ s
0
|η˜|+ ǫρ˜
2
∂ρhǫρ˜(η˜,
η˜
|η˜|)dt = s+ ǫ
∫ s
0
(∫ t
0
ξ˜0
2
∂ρhǫρ˜(η˜,
η˜
|η˜|)du+
ρ˜
2
∂ρhǫρ˜(η˜,
η˜
|η˜|)
)
dt.
where we used (2.36) for the second identity. Setting s = ǫ−1τ+g (y, ǫ
−1η0) we obtain
π = ǫ−1τ+g (y, ǫ
−1η0) + ǫ
∫ ǫ−1τ+g (y,ǫ−1η0)
0
( ∫ t
0
ξ˜0
2
∂ρhǫρ˜(η˜,
η˜
|η˜|)du+
ρ˜
2
∂ρhǫρ˜(η˜,
η˜
|η˜|)
)
ds (2.37)
which implies
τ+g (y, ǫ
−1η0) = ǫπ +O(ǫ2). (2.38)
We then obtain a description of the integral curves as ǫ→ 0:
Lemma 2.9. Fix (y0, η0) ∈ ∂−S∗M with |η0|h0 = 1 and set τǫ = τ+g (y0, ǫ−1η0). For ǫ > 0
sufficiently small, the solutions to (2.35) for ǫs ∈ [0, τǫ] are of the form
ρ˜(s) =
τǫ
ǫπ
sin(
ǫπs
τǫ
) + rǫ(s), ξ˜0(s) = cos(
ǫπs
τǫ
) + qǫ(s)
where 0 = rǫ(0) = r˙ǫ(0) = r¨ǫ(0) = rǫ(ǫ
−1τǫ) = r˙ǫ(ǫ−1τǫ) = r¨ǫ(ǫ−1τǫ) and
sup
s∈(0,ǫ−1τǫ)
|qǫ(s)| ≤ Cǫ, sup
s∈(0,ǫ−1τǫ)
|rǫ(s)|
sin3( ǫπs
τǫ
)
≤ Cǫ. (2.39)
Proof. We define rǫ and qǫ by the expression in the Lemma, with boundary condition
rǫ(0) = rǫ(ǫ
−1τǫ) = qǫ(0) = qǫ(ǫ−1τǫ) = 0. Using (2.35) and (2.36), we see that rǫ and qǫ
must solve
r˙ǫ = qǫ, q˙ǫ = −ǫρ˜
∫ s
0
ξ˜0∂ρh(η˜, η˜)dt− ǫρ˜
2
2
∂ρh(η˜, η˜) + (
πǫ
τǫ
− τǫ
πǫ
) sin(
πτǫ
τǫ
)− rǫ.
Note that due to (2.37) we have that (πǫ
τǫ
− τǫ
πǫ
) = cǫǫ where
cǫ =
π + ǫ−1τǫ
πǫ−1τǫ
∫ ǫ−1τǫ
0
(∫ t
0
ξ˜0
2
∂ρhǫρ˜(η˜,
η˜
|η˜|)du+
ρ˜
2
∂ρhǫρ˜(η˜,
η˜
|η˜|)
)
dt = O(1)
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as ǫ→ 0. So the system can be simplified to
r˙ǫ = qǫ, q˙ǫ = −rǫ + ǫkǫ
with kǫ given by
kǫ(s) = −ρ˜
∫ s
0
ξ˜0∂ρh(η˜, η˜)dt− ρ˜
2
2
∂ρh(η˜, η˜) + cǫ sin(
πsǫ
τǫ
).
Solving the ODE systems with vanishing initial conditions one then gets the following
representation for rǫ(s):
rǫ(s) = ǫ
(
− cos(s)
∫ s
0
sin(t)kǫ(t)dt+ sin(s)
∫ s
0
kǫ(t) cos(t)dt
)
.
Similarly solving the ODE with vanishing end conditions gives that
rǫ(s) = ǫ
(
− cos(s)
∫ ǫ−1τǫ
s
sin(t)kǫ(t)dt+ sin(s)
∫ ǫ−1τǫ
s
kǫ(t) cos(t)dt
)
.
Note that kǫ(s) = O(s) as s → 0 and kǫ(s) = O(|s − ǫ−1τǫ|) as s → ǫ−1τǫ. From this
we see that rǫ(s) = O(ǫs3) as s → 0 and a similar estimate as s → ǫ−1τǫ, thus (2.39) is
satisfied. 
Note that due to the smoothness of the tensor h up to the boundary ∂M , as ǫ→ 0 the
equation in (2.35) for the (y˜, η˜) dynamic converges to the equation
y˙j =
∑
k
hjk0 ηk, η˙j = −
1
2
∂yj |η|2h0
where h0 is the metric on ∂M . Note that this is nothing but the Hamilton flow equation
of the Hamiltonian vector field H0 of the Hamiltonian
1
2
|η|2h0 on T ∗∂M . In particular, if
(yˆ(s), ηˆ(s)) := esH0(y0, η0) ∈ T ∗∂M
is the integral curve solution of this equation with initial condition (yˆ(0), ηˆ(0)) = (y0, η0),
we get from Duhamel formula
dh0((y˜(s), η˜(s)), (yˆ(s), ηˆ(s))) = O(sǫ) (2.40)
where we view (y˜(s), η˜(s)) as a curve in T ∗∂M and dh0 is the distance for the Sasaki metric
associated to h0 in T
∗∂M (or equivalently any other Riemannian metric).
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3. X-Ray transform
We first define the X-ray transform on functions on S∗M , and this can be seen as some
boundary value of a natural boundary value problem on S∗M . Except in Subsection 3.4.3,
we shall always assume that the metric g is non-trapping in the sense that τ+(z) <∞ for
all z ∈ S∗M , where τ+ is defined in (2.31). Observe that due to (2.30) and the estimates
for ρ(t) in Lemma 2.6, the condition |τ±(z)| <∞ is equivalent to saying that ρ(ϕt(z))→ 0
as t→ ±∞.
3.1. Boundary value problem and X-ray. Let use consider the boundary value prob-
lem
−Xu = f, u|∂+S∗M = 0
where f ∈ C∞c (S∗M). Assuming that the metric g is non-trapping, there is a unique
smooth solution u ∈ C∞(S∗M) given by
u(z) :=
∫ ∞
0
f(ϕt(z))dt.
This defines an operator R+ : C
∞
c (S
∗M)→ C∞(S∗M) by setting R+f =
∫∞
0
f ◦ ϕt dt. We
would like to extend this to functions which are not compactly supported and to points in
z ∈ S∗M (i.e. all the way up to the boundary). To this end, observe that by making a
change of variable t = t(τ) of (2.30) one can define the forward/backward resolvent
R+f(z) :=
∫ τ+(z)
0
f(ϕτ (z))
ρ2(τ)
dτ, R−f(z) = −
∫ 0
τ−(z)
f(ϕτ (z))
ρ2(τ)
dτ. (3.1)
Note that this definition extends to functions f ∈ ρ2C∞(S∗M). Writing f = ρ2f one gets
Rf(z) :=
∫ τ+(z)
0
f(ϕτ (z))dτ. Again, due to the non-trapping assumption this is a smooth
function in S∗M . Furthermore, since f and ϕ are both smooth all the way up to ∂S∗M ,
this extends to be a smooth function on S∗M .
Definition 3.1. The X-ray transform of a function f ∈ ρ2C∞(S∗M) is defined by If :=
R+f |∂−S∗M =
∫ τ+(z)
0
ρ−2(τ)f(ϕτ (z))dτ .
First, observe that
f ∈ ker I ∩ ρ2C∞(S∗M) ⇐⇒ R+f = R−f. (3.2)
By (2.22), for symmetric tensors f ∈ ρkC∞(M ;Sm(scT ∗M))∩ker(ιρ2∂ρ)ℓ+1, one has π∗mf ∈
ρk+m−ℓC∞(S∗M) and thus, for k +m− ℓ ≥ 2
Im := Iπ
∗
m : ρ
kC∞(M ;Sm(scT ∗M)) ∩ ker(ιρ2∂ρ)ℓ+1 → C∞(∂−S∗M) (3.3)
is well-defined and continuous. We call it the X-ray transform on m-tensors. In the next
subsections we will study the kernel of Im.
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3.2. Choice of gauge. Let B± : S∗M → ∂±S∗M be the endpoint map defined by
B±(z) := ϕτ±(z)(z).
where τ± are defined in (2.31). Since R+Xf = −f + f ◦B+ for f ∈ C∞(S∗M), we see that
IXf = f |∂+S∗M ◦B+ − f |∂−S∗M
and in particular IXf = 0 if f ∈ ρC∞(S∗M). Now it is also a direct computation to check
that Xπ∗mf = π
∗
m+1Df if f ∈ C∞(M ;SmT ∗M) and where D := S∇ is the symmetrised
covariant derivative. As a consequence, if f ∈ ρC∞(M ;Sm−1(scT ∗M)), then ImDf = 0.
Since Im has a natural kernel, we can always put a function f in a certain gauge using that
kernel.
Lemma 3.2. Let f ∈ ρkC∞(M ;Sm(scT ∗M)) with k ≥ 2. There exists a tensor u ∈
ρk−1C∞(M ;Sm−1(scT ∗M)) such that f−Du ∈ ρkC∞(M ;Sm(scT ∗M)) and ιρ2∂ρ(f−Du) =
0 near ∂M .
Proof. We proceed as in [GGSU] and consider a collar neighbourhood [0, ǫ)ρ×∂M ⊂M and
express f in this neighbourhood as f = S(fj ⊗ (dρρ2 )m−j) where fj ∈ ρkC∞(M ;Sj(scT ∗M))
satisfies ιρ2∂ρfj = 0. We will proceed by induction on j. By a direct computation
∇dρ
ρ2
=
1
2
∂ρhρ − hρ
ρ
∈ ρC∞(M ;S2(scT ∗M)) ∩ ker ι∂ρ . (3.4)
Similarly, if ω ∈ ρkC∞(M ; scT ∗M) is tangential to ∂M near ρ = 0 (i.e. in ker iρ2∂ρ) then
∇ω = dρ⊗ ∂ρω + 2S(ω ⊗ dρ
ρ
) + S(dρ⊗ Aω) +∇hω (3.5)
for some smooth endopmorhism A ∈ C∞(M ; End(T ∗∂M)) and ∇h denotes the Levi-Civita
connection of hρ on ∂M . We begin by setting q0(ρ, y) :=
∫ ρ
0
s−2f0(s, y)ds ∈ ρk−1C∞(M)
so that, using (3.4),
D(q0(
dρ
ρ2
)m−1)(ρ2∂ρ, . . . , ρ2∂ρ) = f0.
This means that f −D(q0(dρρ2 )m−1) =
m∑
j=1
S(f˜j ⊗ (dρρ2 )m−j) where f˜j ∈ ρkC∞(M ;Sj(scT ∗M))
satisfies ιρ2∂ρ f˜j = 0 near ∂M , using again (3.4).
To complete the induction, we show that if j ∈ [1, m−1] and f˜j ∈ ρkC∞(M ;Sj(scT ∗M))
satisfies ιρ2∂ρ f˜j = 0 near ∂M , we can construct qj ∈ ρk−1C∞(M ;Sj(scT ∗M)) which satisfies
ιρ2∂ρqj = 0 near ∂M and solves
DS(qj ⊗ (dρ
ρ2
)m−j−1) = S(f˜j ⊗ (dρ
ρ2
)m−j) + T (3.6)
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where T = S(T0 ⊗ (dρρ2 )m−j−1) + S(T1 ⊗ (dρρ2 )m−j−2) with T0 ∈ ρkC∞(M ;Sj+1(scT ∗M)) and
T1 ∈ ρkC∞(M ;Sj+2(scT ∗M)) satisfying ιρ2∂ρT0 = ιρ2∂ρT1 = 0 (when j = m − 1 the term
involving T1 vanishes). To this end, using (3.5) and (3.4), we compute
DS(qj ⊗ (dρ
ρ2
)m−j−1) = S((ρ2∂ρqj + 2ρqj + ρ2Bqj)⊗ (dρ
ρ2
)m−j) + T
with T as above if qj ∈ ρk−1C∞(M ;Sj(scT ∗M))∩ker ιρ2∂ρ , for some smooth endomorphism
B ∈ C∞(M ; End(SjT ∗∂M )). It then suffices to solve the ODE
(∂ρ +B)(ρ
2qj) = f˜j
which has a solution qj ∈ ρk−1C∞(M ;Sj(scT ∗M)). 
Thus, in what follows, for studying the kernel of Im, we will always assume that we are
working with tensors in ker ιρ2∂ρ .
3.3. Boundary determinations. The first property that we will take advantage of is
that an element in the kernel of Im must have its leading behaviour at ∂M satisfying
some property on the boundary (∂M, h0). A consequence of (2.40) and Lemma 2.9 is the
following
Lemma 3.3. Let f ∈ C∞(M ;Sm(scT ∗M)), then for all k ≥ 2 and z0 = (y0, η0) ∈ T ∗∂M
with |η0|h0 = 1, we have for γ(τ) = π0(ϕτ (z0))
lim
ǫ→0
ǫ1−k
∫ τ+(y0,ǫ−1η0)
0
ρk−2(τ)f(ρ2γ˙(τ), . . . , ρ2γ˙(τ))dτ
=
m∑
ℓ=0
∫ π
0
sink+m−ℓ−2(s) cosℓ(s)ι∗∂M (ιρ2∂ρ . . . ιρ2∂ρ︸ ︷︷ ︸
ℓ
f)(α˙(s), . . . , α˙(s)︸ ︷︷ ︸
m−ℓ
)
where α : [0, π] → ∂M is the unit speed geodesic for the metric h0 with initial condition
(α(0), α˙(0)) = (y0, η
♯
0) with η
♯
0 ∈ Ty∂M the dual of η0 by h0.
Proof. In coordinates we can write f =
m∑
ℓ=0
fℓ,i1,...,im−ℓ(
dρ
ρ2
)ℓ
dyi1
ρ
. . .
dyim−l
ρ
and since
γ˙(τ) = ξ0(τ)∂ρ +
∑
k
hjkρ (τ)ηj(τ)∂yk
we get
ǫ1−k
∫ τ+(y0,ǫ−1η0)
0
ρk−2(τ)f(ρ2γ˙(τ), . . . , ρ2γ˙(τ))dτ
= ǫ1−k
m∑
ℓ=0
∫ τ+(y0,ǫ−1η0)
0
ρk+m−2−ℓ(τ)fℓ,i1,...,im−1(τ)ξ
ℓ
0(τ)η
♯
i1
(τ) . . . η♯im−ℓ(τ)dτ,
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with η♯ the dual of η by hρ. Make the change of variable s = ǫ
−1τ and take the limit as
ǫ→ 0 using (2.40), Lemma 2.9 and (2.38), we obtain the desired result. 
This leading behaviour can be viewed as a sort of ray-transform on the boundary but for
geodesic segments of length π. We recall that for a closed manifold (N, h0), the X-ray trans-
form on m-symmetric tensors is called s-injective if for each u ∈ C∞(N ;SmT ∗N) satisfying∫
γ
π∗mu = 0 for all closed geodesic γ on N , then u = Df for some f ∈ C∞(N ;Sm−1T ∗N)
(and for m = 0 we ask that u = 0). From [JoSB1] and Lemma 3.3, we obtain directly
Proposition 3.4. Suppose (∂M, h0) is a Riemannian manifold of dimension n ≥ 2 which
either has injectivity radius is strictly bigger than π, or its X-ray transform on functions
is injective or it is a sphere of radius r /∈ {1/k; k ∈ N, k ≥ 2}. If f ∈ ρ2C∞(M) satisfy
I0f = 0, then f ∈ ρ∞C∞(M).
Proof. We write f = ρ2f where f ∈ C∞(M) and we have that f =∑Nk=0 fkρk +O(ρN+1)
with fk ∈ C∞(∂M ). We proceed by induction: if f j = 0 for all j ≤ k − 1, we have by
0 = |η0|k−1
∫ τ+(y0,η0)
0
f(π0(ϕτ (y0, η0)))dτ →
∫ π
0
sink(s)fk(αy0,v(s))ds
as |η0| → ∞, with v = η0/|η0| ∈ S∗y0∂M and αy,v(s) the geodesic for h0 with initial
condition αy,v(0) = y, α˙y,v(0) = v. The proof of [JoSB1, Theorem 4.2] implies fk = 0
1. 
For 1-forms, it is possible to show, using similar arguments as in [JoSB1] and Lemma
3.2 that if I1ω = 0 for ω ∈ ρ2C∞(M ; scT ∗M) then there is u ∈ ρC∞(M) such that
ω − du ∈ ρ∞C∞(M ; scT ∗M) under the assumption that (∂M, h0) is a closed Riemannnian
manifold with injectivity radius inj(h0) > 2π and such that the X-ray transform on 1-forms
is s-injective.
3.4. Resolvent Estimates and Pestov Identity.
3.4.1. Jacobi Fields Near Infinity. The curvature estimates in Proposition 2.3 allows us to
deduce estimates on the Jacobi fields.
Lemma 3.5. There is C > 0 such that for each z ∈ W±ǫ , if γ(t) := π0(ϕt(z)) and J(t) is
a smooth vector field along γ, we have the following estimate
|Rγ(t)(γ˙(t), J(t))γ˙(t)|g ≤ Cρ4(t)|J(t)|g
for all ±t ≥ 0.
1Although it is strangely not written in the statement of Theorem 4.2 of [JoSB1], the authors considered
the case of the sphere with radius 1 in the proof.
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Proof. We write z = (x, η) ∈ SM with ρ(x) ≤ ǫ and γ˙(t) = ξ0(t)ρ2(t)∂ρ + ρ(t)2η(t), with
|η(t)|g ≤ C and dρ(η(t)) = 0 for some uniform C > 0 using Lemma 2.6. By Proposition
2.3 we have
|〈Rγ(t)(γ˙(t), J(t))γ˙(t), ρ2∂ρ〉| ≤ C(|J0(t)|ρ6(t) + |J1(t)|ρ5(t))
where J0(t) = g(J(t), ρ
2∂ρ) and J1(t) = J(t)− J0(t)ρ2∂ρ, while for each Y (t) ∈ ker dρ with
|Y (t)|g = 1
|〈Rγ(t)(γ˙(t), J(t))γ˙(t), Y (t)〉| ≤ C(|J0(t)|ρ5(t) + |J1(t)|ρ4(t))
which ends the proof. 
Lemma 3.6. There is C > 0 such that for all z ∈ W+ǫ and J(t) a Jacobi field along
γ(t) := π0(ϕt(z)), we have the following estimates:
|J˙(t)|g ≤ C|J(0)|gρ3(0) + C|J˙(0)|g,
|J(t)|g ≤ |J(0)|g + C|J(0)|gρ3(0)t+ C|J˙(0)|gt.
(3.7)
Proof. Consider the function given by F (t) := 〈Rγ(t)(γ˙(t), J(t))γ˙(t), J˙(t)|J˙(t)|g 〉g. We have
d
dt
|J˙(t)|g = F (t) since J is a Jacobi field. Define the barrier function B(t) by
B˙(t) := |F (t)|, B(0) := |J˙(0)|g.
One then can easily see that
B(t) ≥ |J˙(0)|g +
∫ t
0
∂s|J˙(s)|gds = |J˙(t)|g (3.8)
and is non-decreasing. Furthermore, due to the asymptotics of Lemma 2.6 and the esti-
mates of Lemma 3.5 we have
|F (t)| ≤ C
( ρ(0)
1 + ρ(0)t
)4
|J(t)|g. (3.9)
Therefore one can write for t > 0
B˙(t) ≤ C
( ρ(0)
1 + ρ(0)t
)4
|J(t)|g = C
( ρ(0)
1 + ρ(0)t
)4(
|J(0)|g +
∫ t
0
∂s|J(s)|gds
)
Differentiating |J(s)|g and using (3.8) we obtain
B˙(t) ≤ C
( ρ(0)
1 + ρ(0)t
)4(
|J(0)|g +
∫ t
0
B(s)ds
)
.
And now use the fact that B(s) is increasing we arrive at
B˙(t) ≤ C
( ρ(0)
1 + ρ(0)t
)4(
|J(0)|g + tB(t)
)
.
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If B(0) = |J˙(0)| = 0 we have
B(t) ≤ C|J(0)|g
∫ t
0
( ρ(0)
1 + ρ(0)s
)4
ds+ C
∫ t
0
( ρ(0)
1 + ρ(0)s
)4
sB(s)ds.
Then by Gro¨nwall’s lemma,
B(t) ≤ |J(0)|gρ(0)3
∫ ρ(0)t
0
( 1
1 + s
)4
ds exp
(
Cρ(0)2
∫ ρ(0)t
0
( 1
1 + r
)4
rdr
)
≤ Cρ(0)3|J(0)|g.
So we obtain
|J˙(t)|g ≤ C|J(0)|gρ(0)3, |J(t)| ≤ |J(0)|g + Cρ(0)3|J(0)|gt (3.10)
if J˙(0) = 0. Suppose now J(0) = 0. Then B˙(t) ≤ C
(
ρ(0)
1+ρ(0)t
)4
tB(t) and we obtain
|J˙(t)|g ≤ B(t) ≤ |J˙(0)|g exp
(
Cρ2(0)
∫ ρ(0)t
0
( 1
1 + s
)4
sds
)
≤ C|J˙(0)|g,
|J(t)|g ≤ |J˙(0)|g
∫ t
0
exp
(
Cρ2(0)
∫ ρ(0)s
0
( 1
1 + u
)4
udu
)
ds ≤ C|J˙(0)|gt
(3.11)
Consequently combining (3.10) and (3.11) we have the desired estimates. 
3.4.2. Resolvent mapping properties. We next describe the solution ofXu = f with bound-
ary conditions u|∂±S∗M = 0 when f are symmetric tensors.
Lemma 3.7. Let f ∈ ρkC∞(M ;Sm(scT ∗M)) satisfy ιρ2∂ρf = 0 near ∂M . If m ≥ 1,
let k + m > 3 and define u± := R±π∗mf as in (3.1). There is C > 0 such that for all
z = (ρ, y, ξ0, η) ∈ W±ǫ ,
|u±(z)| ≤ Cρk−1|ρη|mhρ ,
‖∇vu±(z)‖G ≤ Cρk−2|ρη|m−1hρ , ‖∇hu±(z)‖G ≤ Cρk−1|ρη|m−1hρ .
(3.12)
The resolvent thus satisfies the estimate
|u±(z)|+ ‖∇vu±(z)‖G + ‖∇hu±(z)‖G ≤ Cρk−2.
If m = 0, one gets the same estimates but with ρk−1 on the right hand side. Furthermore,
if f ∈ ρ∞C∞(M ;Sm(scT ∗M)) then u± vanishes to infinite order at ∂±S∗M .
Proof. We only do this for u = u+ as the u− case is exactly the same. By definition one
writes in using the decomposition ξ = ξ0dρ/ρ
2 + η of cotangent vectors near ∂S∗M (with
ι∂ρη = 0)
u(ρ, y, ξ0, η) =
∫ ∞
0
fγ(t)(η
♯(t), . . . , η♯(t))dt (3.13)
where (γ(t), ξ0(t), η(t)) ∈ S∗M is the geodesic with initial condition (ρ, y, ξ¯0, η) ∈ S∗M
and with hρ(η
♯(t), ·)/ρ2(t) = η(t). The first inequality in (3.12) then follows from Lemma
2.6 and the definition of scT ∗M .
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For the estimates on the derivatives, we see from computing using the chain rule that
‖∇hu(z)‖G ≤ sup
‖V ‖=1
∫ ∞
0
‖d(π∗mf)ϕt(z)‖G‖(J(V,0)(t), J˙(V,0)(t)))‖Gdt
where JV,W (t) is the Jacobi field with initial condition JV,W (0) = V and J˙V,W (0) = W .
Using (2.24), we have
‖∇hu(z)‖G ≤ C sup
‖V ‖=1
∫ ∞
0
ρ(t)k|ρ(t)η(t)|(m−1)h ‖(J(V,0)(t), J˙(V,0)(t))‖Gdt
and applying the estimates of Lemma 2.6 and (3.7) we obtain
‖∇hu(z)‖G ≤Cρk+m−1 sup
‖V ‖=1
∫ ∞
0
( 1
1 + ρ(0)t
)k+m−1
|η(0)|(m−1)h ‖(J(V,0)(t), J˙(V,0)(t))‖Gdt
≤Cρk−1|ρη|m−1h .
For obtaining the analogous estimate for ‖
v
∇u(z)‖g, we repeat the same process and get
‖∇vu(z)‖G ≤Cρk|ρη|m−1h sup
‖V ‖=1
∫ ∞
0
( 1
1 + ρ(0)t
)k+m−1
‖(J(0,V )(t), J˙(0,V )(t))‖Gdt
≤Cρk−2|ρη|m−1h .
The case m = 0 is similar with an improvement of one power of ρ. The last statement
is a direct consequence of the expression u = R+f in terms of the smooth flows ϕτ on
S∗M . 
We then derive the following
Corollary 3.8. Let f ∈ ρkC∞(M ;Sm(scT ∗M)) satisfy ιρ2∂ρf = 0 near ∂M . If m ≥ 1, we
also assume k+m > 3. If Imf = 0, there exists u ∈ C∞(S∗M) satisfying Xu = f and the
bounds near ρ = 0
|u(z)|+ ‖∇vu(z)‖G + ‖∇hu(z)‖G ≤ Cρ(z)k−1.
Proof. The condition Imf = 0 is equivalent to R+π
∗
mf = R−π
∗
mf by (3.2) and thus it
suffices to set u = R+π
∗
mf and apply Lemma 3.7. 
3.4.3. Case with trapping. We briefly discuss the case where the curvature of g is negative,
in which case the trapped set is a hyperbolic set in the sense of Anosov. The dynamics and
resolvent are constructed in [DyGu] and the application to X-ray is done for the compact
setting in [Gui]. In that case the trapped set has measure 0 and the set of z ∈ ∂−S∗M for
which τ+(z) <∞ is an open set of full measure and we will say that Imf = 0 if Imf(z) = 0
for all such z ∈ ∂−S∗M . Using that the trapped set is contained in a strictly convex
compact region {ρ ≥ ǫ} ⊂ S∗M for some ǫ > 0 small, it is straighforward to apply the
analysis of [DyGu, Gui] in our setting. The argument are mutatis mutandis the same as
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in the asymptotically hyperbolic case discussed in [GGSU, Proposition 3.11 and Lemma
3.12]: combined with the analysis near ∂M done to prove Lemma 3.7, we obtain
Lemma 3.9. Assume that g is asymptotically conic with negative curvature, but with a
non-trivial trapped set. Then the conclusion of Corollary 3.8 hold true exactly as in the
non-trapping case.
3.4.4. Pestov identities. We next give the Pestov identity for tensors. Let Mǫ := {z ∈
M ; ρ(z) ≥ ǫ}, and notice that Mǫ is strictly convex for small ǫ > 0.
Proposition 3.10. Let f ∈ ρkC∞(M ;Sm(scT ∗M)) which satisfies ιρ2∂ρf = 0 near ∂M
and Imf = 0. Assume k >
n
2
+ 1 and set u := R+π
∗
mf defined by (3.1). The following
identity holds
‖∇vπ∗mf‖2L2 − ‖X∇vu‖2L2 = (n− 1)‖π∗mf‖2L2 − 〈R∇vu,∇vu〉.
where R : Z → Z is defined by R(x,ξ)Z := Rx(Z, ξ♯)ξ♯ with R the Riemann curvature
tensor. In general, for all u ∈ ρ∞C∞(scS∗M) one has
‖∇vXu‖2 − ‖X∇vu‖2 = (n− 1)‖Xu‖2 − 〈R∇vu,∇vu〉L2(S∗M).
Proof. We will only prove the first identity since the same argument applies to the second
one. We use the computation of [GGSU, Proof of Theorem 1] and have for u ∈ C∞(S∗M)
‖∇vXu‖2L2(S∗Mǫ) − ‖X∇vu‖2L2(S∗Mǫ) =(n− 1)‖Xu‖2L2(S∗Mǫ) − 〈R∇vu,∇vu〉L2(S∗Mǫ)
+
∫
∂S∗Mǫ
(〈∇vu,∇hu〉 − (n− 1)uXu)µǫ
where µǫ = ι
∗
{ρ=ǫ}ιXµ and 〈∇vu,∇hu〉 is understood as g(K∇vu, dπ∇hu).
We now argue that when ǫ → 0 the boundary terms vanish and the terms involving
interior integrals converge to the integral on all of S∗M . Treating the expression term by
term we see first using (2.23) that
‖π∗mf‖2L2(S∗Mǫ) ≤ C
∫
ρ≥ǫ
ρ2kdvolg ≤ C ′
if k > n/2 and ‖π∗mf‖2L2(S∗Mǫ) → ‖π∗mf‖2L2(S∗M) as ǫ → 0. For the term involving
〈Rv∇u,∇vu〉L2(S∗Mǫ), this can be estimated by using |〈R∇vu,∇vu〉g| ≤ ‖∇vu‖2G|K(ξ#,∇vu)|:
using Lemma 3.7 and Proposition 2.3, we obtain |〈R
v
∇u,
v
∇u〉g| ≤ Cρ2k−2|ρη|2(m−1)h ifm ≥ 1
and |〈R∇vu,∇vu〉g| ≤ ρ2k if m = 0. If k > n/2 + 1, we get as ǫ→ 0 that
〈R∇vu,∇vu〉L2(S∗Mǫ) → 〈R∇vu,∇vu〉L2(S∗M).
We now look at ‖∇vXu‖2
L2(S∗Mǫ)
(recall Xu = π∗mf): this is equal to ‖∆vπ∗mf‖2L2(S∗Mǫ)
where ∆v is the vertical Laplacian in the fiber, but f =
∑
2j≤m S(⊗jg ⊗ fj) for some
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trace-free fj ∈ ρkC∞(M ;Sm−2j(scT ∗M)), which then satisfy
∆vπ∗m−2jfj = (m− 2j)(m− 2j + n− 2)π∗m−2jfj .
This implies that ‖∇vXu‖2
L2(S∗Mǫ)
→ ‖∇vXu‖2
L2(S∗M) as ǫ → 0 if k > n/2. For the
‖X∇vu‖2
L2
term we use the identity X∇vu = ∇vπ∗mf−∇hu in conjunction with Lemma 3.7
to get |X∇vu|2G ≤ Cρ2k−2, thus ‖X∇vu‖2L2(S∗Mǫ) → ‖X∇vu‖2L2(S∗M) as ǫ→ 0 if k > n/2+1.
We conclude with the boundary terms: by Lemma 3.7 we have at ∂S∗Mǫ
|〈∇vu,∇hu〉g|+ |π∗mf |.|u| ≤ Cǫ2k−3 + Cǫ2k−1
thus for small ǫ ∫
∂S∗Mǫ
(|〈∇vu,∇hu〉g|+ |π∗mf |.|u|)µǫ ≤ Cǫ2k−2−n
which converges to 0 as ǫ → 0. This ends the proof for the first statement. The second
statement of the Lemma goes the same way, where it suffices to use the fast vanishing of
u as ρ→ 0. 
Remark: Note that in the case when m ≥ 1 and the dimension n ≥ 2 then the condition
k > 3 −m needed in Lemma 3.7 is always valid if we assume as in the Proposition that
k > n
2
+ 1.
3.5. Injectivity of X-ray transforms. We begin with a Carleman estimate which will
be useful in proving injectivity of I1:
Lemma 3.11. Let R ∈ 〈t〉−2L∞(R; End(Rn−1)), then there is C > 0 such that for all
U ∈ 〈t〉−∞W 2,∞(R;Rn−1) one has the following estimate for N sufficiently large:
‖eN log(1+t2)∂2t e−N log(1+t
2)U +R(t)U‖2L2 ≥ N‖U˙‖2L2 + CN2‖〈t〉−1U‖2L2 .
Proof. We first compute
‖eN log(1+t2)∂te−N log(1+t2)U‖2 =
∫
R
|U˙ |2dt+N
∫
R
1 + 2(2N − 1
2
)t2
(1 + t2)2
|U |2dt. (3.14)
So for N ≥ 2 we yield that ‖eN log(1+t2)∂te−N log(1+t2)U‖2 ≥
∫
N
1+t2
|U |2. Using this inequality
in conjunction with (3.14) we have
‖eN log(1+t2)∂2t e−N log(1+t
2)U‖2 ≥ N
∫ ∣∣eN log(1+t2)∂te−N log(1+t2)U∣∣2
= N
∫
|U˙ |2 + 2N2
∫ 1
2
+ (2N − 1
2
)t2
(1 + t2)2
|U |2
≥ N
∫
|U˙ |2 +N2
∫
1
1 + t2
|U |2dt
We see that for N sufficiently large the potential term RU can be absorbed to the right
side to obtain the desired inequality. 
X-RAY TRANSFORM IN ASYMPTOTICALLY CONIC SPACES 31
Lemma 3.12. Let γ be a complete geodesic curve on M with lim
t→±∞
γ(t) ∈ ∂M . If J is
a Jacobi field along γ satisfying ‖J(t)‖g ≤ C〈t〉−α for some α > 0 and 〈J, γ˙〉 = 0, then
J = 0.
Proof. Let {γ˙, Y1, . . . , Yn−1} be a unitary orthonormal frame which is parallel along γ,
and recall that |γ˙(t) ± ρ2(γ(t))∂ρ|g = O(ρ(γ(t))) as t → ±∞ by using Lemmas 2.6, so
(dρ/ρ2)(Yj(t)) = O(ρ(γ(t))). We write J =
∑
UℓYℓ, the equation J¨ = R(γ˙, J)γ˙ becomes
U¨(t) +R(t)U(t) = 0 with U(t) ∈ 〈t〉−αL∞(R;Rn−1) and some R ∈ 〈t〉−4L∞(R; End(Rn−1))
by using Lemma 3.5. We first show that U(t), U˙(t) ∈ 〈t〉−∞L∞(R; ;Rn−1) . Indeed, we
write for t < T ,
U˙(t) = −
∫ T
t
U¨(s)ds+ U˙(T ) =
∫ T
t
R(s)U(s)ds+ U˙(T ).
This implies by integrating
|U˙(T )|t ≤ |U(t)|+ |U(0)|+ C
∫ t
0
∫ ∞
r
〈s〉−(4+α)dsdr.
Taking the lim sup as T →∞ we obtain
lim sup
T→∞
|U˙(T )|t ≤ |U(t)| + |U(0)|+ C
∫ t
0
∫ ∞
r
〈s〉−(3+α)dsdr.
Taking t → +∞ and using the fact that U ∈ L∞(R) we get that lim sup
T→∞
|U˙(T )| = 0.
Therefore, we obtain
|U˙(t)| =
∫ ∞
t
|R(s)U(s)|ds ≤ C
∫ ∞
t
〈s〉−(4+α)ds ≤ C〈t〉−(3+α)
as t → +∞. Same estimate holds for when t → −∞ by the analogous argument. Now
write
|U(t)| ≤
∫ ∞
t
|U˙(s)|ds ≤ C〈t〉−(2+α)
as t → ∞ and similarly for t → −∞. We can repeat the argument and deduce that
U ∈ 〈t〉−∞L∞ by induction, which means U˙(t) = ∫ t−∞R(s)U(s)ds is in 〈t〉−∞L∞. Now
that we have U ∈ 〈t〉−∞W 2,∞(R;Rn−1) we can apply Lemma 3.11 to deduce that U = 0. 
We are now in position to prove Theorem 1.1, the injectivity of X-ray transform on
tensors.
Proof of Theorem 1.1. We first show i): by Corollary 3.8 (or Lemma 3.9 for the trapping
case with negative curvature), we get O(ρk−1) pointwise bounds on the smooth function
u := R+π
∗
0 = R−π
∗
0f ∈ C∞(S∗M), and on the derivatives |∇vu|G, |∇hu|G. We apply
Pestov identity from Proposition 3.10 and get
0 = ‖X∇vu‖2L2 + (n− 1)‖π∗0f‖2L2 − 〈R∇vu,∇vu〉.
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Then we follow the proof of [GGSU, Theorem 1]: we let Z ∈ C∞(S∗M ;Z) ∩ ρk−1L∞ so
that |XZ|G ∈ ρk−1L∞ and |X2Z|G ∈ ρk−1L∞, and define the quadratic form
A(Z) = ‖XZ‖2L2(S∗M) − 〈RZ,Z〉L2(S∗M).
By the same argument as in the proof of [GGSU, Theorem 1], we have A(Z) ≥ 0 for such
Z: the method is to first replace Z by Zǫ := χ(ρ/ǫ)Z where χ(s) = 1 for s ≥ 1 and
χ(s) = 0 for s ≤ 1/2, then we get A(Zǫ) ≥ 0 since g has no conjugate points and A(Zǫ) is
the integrated index form on geodesics, and by letting ǫ→ 0 we get A(Z) = limǫ→0A(Zǫ)
using |X(χ(ρ/ǫ))| ≤ Cǫ and the bounds on Z. It then suffices to apply this with Z = ∇vu
(we use [X,∇v]u = −∇hu and [X,∇h]u = R∇vu to get bounds on XZ and X2Z from
bounds on |∇vu| and |∇hu|) and we deduce that ‖X∇vu‖2
L2
−〈R∇vu,∇vu〉 ≥ 0, so f = 0.
For ii), we may assume, using Proposition 3.2 that ιρ2∂ρf = 0 near ∂M . We can
then argue as in [GGSU, Proof of Theorem 1] to show that Proposition 3.10 implies that
X2∇vu = R∇vu if u = R+π∗1f = R−π∗1f (using I1f = 0). When restricted to a geodesic
curve γ ⊂M , J := ∇vu|γ is then a Jacobi field along γ with (for x = γ(0) ∈ M)
‖J(γ(t))‖g = ‖∇vu|γt(x)‖G ≤ Cρ(t)k−2 ≤ C〈t〉−k+2, t→ ±∞
by using Lemma 3.7 and Lemma 2.6. Now apply Lemma 3.12 to deduce that J(γ(t)) = 0
identically. Since γ is an arbitrary complete geodesic with end points on ∂M , we have that
∇vu = 0 and therefore u = π∗0q for some q ∈ ρk−1C∞(M) and Xu = π∗1f implies dq = f .
For iii) we follow the idea of [PSU] (see also [GGSU]). First by Proposition 3.2 we may
assume ι∂ρf = 0 near ∂M . Let u = R+π
∗
mf = R−π
∗
mf , which is smooth in S
∗M and belongs
to ρkL∞(S∗M) with similar estimates for its vertical/horizontal derivatives by Proposition
3.8. We write u =
∑
ℓ
uℓ where uℓ are eigenmodes of the vertical Laplacian ∆
v = ∇v∗∇v.
Define u˜ := u −∑ℓ≤m−1 uℓ, then Xu˜ = π∗mf −∑ℓ≤m−1Xuℓ has no eigenmodes above
m since π∗mf =
∑
ℓ≤m fℓ. Furthermore, Xu˜ =
∑
l≥m
Xul has no eigenmodes below m − 1.
Therefore, Xu˜ = (Xu˜)m + (Xu˜)m−1. We apply Proposition 3.10 to u˜ and get
λm‖(Xu˜)m‖2 + λm−1‖(Xu˜)m−1‖2 =‖X∇vu˜‖2 − 〈R∇vu˜,∇vu˜〉+
+ (n− 1)(‖(Xu˜)m‖2 + ‖(Xu˜)m−1‖2).
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where λm = m(m + n − 2) and λm−1 = (m − 1)(m + n − 3). Now if the curvature is
non-positive, one has that Xu˜ = 0: indeed,
λm‖(Xu˜)m‖2 + λm−1‖(Xu˜)m−1‖2 ≥ ‖X∇vu˜‖2 + (n− 1)(‖(Xu˜)m‖2 + ‖(Xu˜)m−1‖2)
≥
((m− 1)(m+ n− 2)2
m+ n− 3 + (n− 1)
)
‖(Xu˜)m−1‖2
+
(m(m+ n− 1)2
m+ n− 2 + (n− 1)
)
‖(Xu˜)m‖2
where we used the computation in [PSU, Lemma 4.3] to deal with ‖X∇vu˜‖2. This implies
that Xu˜ = 0 with u˜ decaying to order O(ρk) as ρ → 0. Thus necessarily u˜ = 0 and the
proof is complete. 
4. Renormalized length and scattering map
4.1. Scattering map. We define the scattering map using the rescaled flow ϕτ .
Definition 4.1. For non-trapping asymptotically conic manifolds (M, g), the scattering
map Sg : T
∗∂M → T ∗∂M is defined by
Sg(z) := ϕτ+(z)(z).
In the case of trapping, the scattering map is defined on the subset {z ∈ T ∗∂M ; τ+(z) <∞}.
We notice that Sg is defined using a choice of normal form (in order to identify ∂±S∗M
to T ∗∂M ), but by (2.14), a change of normal form yields the coordinate change (y, η) 7→
(y, η+dω0) on T
∗∂M where ω0 ∈ C∞(∂M ), which means that Sg is simply being conjugated
by this transformation of T ∗∂M .
Lemma 4.2. Let (y0, η0) ∈ T ∗∂M , then
lim
ǫ→0
ǫ.Sg(y0, ǫ
−1η0) = |η0|h0.φπ
(
y0,
η0
|η0|h0
)
(4.1)
where we defined the fiber dilation action c.(y, η) := (y, cη) if c > 0, (y, η) ∈ T ∗∂M and
φt : T
∗∂M → T ∗∂M is the Hamilton flow of the Hamiltonian 1
2
|η|2h0 at time t.
Proof. Let us first take |η0|h0 = 1. We use the bound (2.40) at s = ǫ−1τǫ = ǫ−1τ+g (y0, ǫ−1η0),
which by (2.38) is equal to π +O(ǫ), to deduce that as ǫ→ 0,
ǫ.Sg(y0, ǫ
−1η0)→ φπ(y0, η0).
For the general case, it suffices to write ǫ.Sg(y0, ǫ
−1 η0
|η0|h0
) = ǫ
′
|η0|h0
.Sg(y0, ǫ
′−1η0) with ǫ′ :=
ǫ|η0|h0 → 0. 
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4.2. Renormalized length. In this section we define the notion of a rescaled length Lg(γ)
for non-trapped geodesics γ : (−∞,∞) → M . The first observation we make is that for
γ(t) = π0(ϕt(z)) with z ∈ S∗M , we have ρ(γ(t)) ≤ C〈t〉−1 when t → ±∞ by Lemma 2.6.
This means that the quantity Lλg (γ) =
∫∞
−∞ ρ
λ(ϕt(z))dt is finite if Re(λ) > 1. The goal is
the extend this function holomorphically near λ = 0:
Proposition 4.3. For each complete non-trapped geodesic γ, the function Lλg (γ) has a
meromorphic extension to Re(λ) > −1 which is holomorphic at λ = 0. Furthermore, the
renormalized length Lg(γ) := L
0
g(γ) is also given by
Lg(γ) = lim
ǫ→0
(
ℓg(γ ∩ {ρ > ǫ})− 2ǫ−1
)
where ℓg denotes the length with respect to g.
Proof. First, observe that, writing γ(t) = (ρ(t), y(t)) in the product decomposition near
∂M , we have by (2.15) and the bounds Lemma 2.6 that there are functions a, b, cj such
that
ρ˙(t) = a(t)ρ(t)2, a˙(t) = b(t)ρ(t)3, y˙j(t) = cj(t)ρ(t)
2,
with c˙j(t) = O(ρ(t)2), |b(t)| = O(1), lim
t→±∞
|a(t)| = 1, |a(t)| ≤ 1. (4.2)
We use the rescaled variable τ(t) :=
∫ t
−∞ ρ(γ(r))
2dr and denote its inverse by t(τ). Direct
computation yields that for curves satisfying (4.2), we get in the rescaled variable that
ρ(τ) := ρ(γ(t(τ))) has the following expression near τ− := limt→−∞ τ(t) = 0:
ρ(τ) =
∫ τ
0
a(t(r))dr and a(t(τ)) = −1 +
∫ τ
0
b(t(r))ρ(r)dr = −1 +O(|τ |2)
which implies that
ρ(τ) = τ +O(|τ |3). (4.3)
The analogous asymptotic holds for τ near τ+ = limt→+∞ τ(t) with τ+− τ as leading term.
We can then write
Lλg (γ) :=
∫ ∞
−∞
ρλ(γ(s))ds =
∫ τ+
0
ρλ−2(τ)dτ. (4.4)
Using the asymptotic (4.3), it is direct to see that for a fixed τ0 ∈ (τ−, τ+)
Lλg (γ) =
τλ−10
λ− 1 +
(τ+ − τ0)λ−1
λ− 1 +Hλ,τ0
with Hλ,τ0 holomorphic in Re(λ) > −1. To show that Lg(γ) can be obtained as the
asymptotic limit of the length, we first note that since γ intersects {ρ = ǫ} transversally
for ǫ > 0 small enough. By (4.3), the equation ρ(τ) = ǫ has two solutions τ ǫ± satisfying
small such that τ ǫ∓ = τ∓ ± ǫ+O(ǫ3). We obtain, using in addition (4.3),
ℓg(γ ∩ {ρ > ǫ}) =
∫ τǫ+
τǫ
−
ρ−2(τ)dτ = 2ǫ−1 − τ−10 − (τ+ − τ0)−1 +H0,τ0 + o(1)
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as ǫ→ 0, which proves the claim. 
We would like to investigate how the rescaled length depends on the boundary defining
function. Suppose ρ and ρ˜ are the boundary defining function for two coordinate system
under which the scattering metric g is in normal form. Then ρ˜ = ρ+aρ2 for some function
a ∈ C∞(M). Denote by Lg and L˜g to be the rescaled length with respect to ρ and ρ˜.
Let γ(t) be a unit speed geodesic whose trajectory is the same as the rescaled flow (with
respect to x) ϕτ (y0, η0) for some (y0, η0) ∈ ∂−S∗M . By definition the rescaled length with
respect to the boundary defining function ρ˜ is given by
L˜g(γ) =
∫ ∞
−∞
ρ˜λ(γ(t))dt |λ=0=
∫ ∞
−∞
(
ρ(γ(t)) + a(γ(t))ρ2(γ(t))
)λ
dt |λ=0
We make a change of variable τ(t) =
∫ t
−∞ ρ
−2(γ(t))dt as in (4.4), we get that
L˜g(γ) =
∫ τ(∞)
0
ρλ−2(τ)(1 + a(τ)ρ(τ))λdτ |λ=0
where a(τ) = a(ϕτ (y0, η0)). Split the integral into three parts we obtain, for any τ0 > 0,
L˜g(γ) =
∫ τ0
0
+
∫ τ(∞)−τ0
τ0
+
∫ τ(∞)
τ(∞)−τ0
ρλ−2(τ)(1 + a(τ)ρ(τ))λdτ |λ=0
The middle integral extends trivially to λ = 0 to become
∫ τ(∞)−τ0
τ0
ρ−2(τ)dτ . The integral
along (0, τ0) can be treated by writing
(1 + a(τ)ρ¯(τ))λ = 1 + λa(τ)ρ(τ) + λO(ρ2(τ))
so that∫ τ0
0
ρλ−2(τ)(1 + a(τ)ρ(τ))λdτ |λ=0=
∫ τ0
0
ρλ−2(τ) |λ=0 +λ
∫ τ0
0
ρλ−1(τ)a(τ) |λ=0 .
Recall from (4.3)that ρ(τ) = τ(1 +O(τ)) which then gives∫ τ0
0
ρλ−2(τ)(1 + a(τ)ρ(τ))λdτ |λ=0=
∫ τ0
0
ρλ−2(τ) |λ=0 +λ
∫ τ0
0
τλ−1(1 +O(τ))λ−1a(τ) |λ=0 .
It is easy to check that the meromorphic extention of the second integral is holomorphic
at λ = 0 and is equal to a(0). Therefore,∫ τ0
0
ρλ−2(τ)(1 + a(τ)ρ(τ))λdτ |λ=0=
∫ τ0
0
ρλ−2(τ)dτ |λ=0 +a(0).
Similarly the integral on the interval (τ(∞) − τ0, τ(∞)) can be treated the same way to
give ∫ τ(∞)
τ(∞)−τ0
ρλ−2(τ)(1 + a(τ)ρ(τ))λdτ |λ=0=
∫ τ(∞)
τ(∞)−τ0
ρλ−2(τ)dτ |λ=0 +a(τ(∞)).
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We see therefore that if γ is a unit speed geodesic whose trajectory is given by ϕτ (p0, η0)
with (p0, η0) ∈ ∂−S∗M , then
L˜g(γ)− Lg(γ) = a(p0) + a(Sg(p0, η0)). (4.5)
This allows us to obtain the following:
Lemma 4.4. Let g1 and g2 be asymptotically conic metrics with the same scattering maps
so that ρ−20 |dρ0|gj = 1 + O(ρ20), j = 1, 2 for some boundary defining function ρ0. If the
rescaled lengths of g1 and g2 agree with respect to a boundary defining function ρ0 satisfying
the conditions of Definition 2.1, then they agree for all such boundary defining functions.
4.3. Determination of boundary metric from Sg. In this section, we will study some
cases where the scattering map determines the metric at the boundary. This part only
uses geodesics staying arbitrarily close to ∂M (those corresponding to |η| very large), and
the arguments thus work wether there is trapping or not, since such geodesics are never
trapped. First, we notice that if c > 0, we have for each (y, η) ∈ T ∗∂M
|η|ch0.φch0π
(
y,
η
|η|ch0
)
= c|η|h0.φh0cπ
(
y,
η
c|η|h0
)
= |η|h0.φh0π
(
y,
η
|η|h0
)
where φch0t is the Hamilton flow of |η|2ch0/2. This shows that, using only (4.1), we can not
determine the boundary metric h0 but at best only multiple of h0 can be recovered.
Lemma 4.5. Let g, g′ be two asymptotically conic metrics on M in normal form so that,
up to pulling-back by a diffeomorphism, g = dρ2/ρ4 + hρ/ρ
2 and g′ = dρ2/ρ4 + h′ρ/ρ
2. If
the geodesic flow of the boundary metric (∂M, h0) at time π, i.e. the map φ
h0
π : S
∗∂M →
S∗∂M , is ergodic with respect to the Liouville measure, and if Sg = Sg′, then h′0 = ch0 for
some c > 0. This is in particular true if h0 has negative curvature or more generally if it
has mixing geodesic flow.
Proof. First, we notice that the normal form of Lemma 2.2 for g and g′ (with associated
boundary defining function ρ and ρ′) allows to construct a diffeomorphism ψ :M →M so
that, near ∂M , ψ∗ρ′ = ρ and ψ∗g′ = dρ
2
ρ4
+
h′ρ
ρ2
. We can then use (4.1) to deduce that for all
(y, η) ∈ T ∗∂M with |η|h0 = 1,
|η|h′0.φ′π
(
y,
η
|η|h′0
)
= φπ(y, η),
where φ′t is the Hamilton flow of
1
2
|η|2h′0. This implies that the map (y, η) 7→ |η|h′0(y) is
invariant by φπ on the unit tangent bundle S
∗∂M of (∂M, h0), it is thus constant by the
ergodicity assumption on φπ. This shows that h
′
0 = ch0 for some c > 0. If φt is mixing,
one has (assuming Liouville measure µ on S∗∂M has mass 1 for notational simplicity) for
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u, v ∈ C∞(S∗∂M)
lim
t→∞
∫
S∗∂M
u ◦ φt.v dµ =
∫
S∗∂M
u dµ
∫
S∗∂M
v dµ
and the same is then true with t ∈ πN → ∞. This implies that if u ◦ φπ = u, then∫
u2 dµ = (
∫
u dµ)2, and by the case of equality in Ho¨lder we get that u is constant. 
We also the same result under conditions on the injectivity radius of (∂M, h0).
Lemma 4.6. Let g, g′ be two asymptotically conic metrics on M and denote their boundary
metrics by h0 and h
′
0. Assume that the radius of injectivity of h0 is larger than π and that
the scattering maps Sg and Sg′ agree. Then h0 = cψ
∗h′0 for some diffeomorphism ψ on ∂M
and some c > 0.
In particular, we note that the assumptions of Lemma 4.6 are valid when (∂M, h0) is a
sphere of an Euclidean space of radius R > 1
Proof. As before, we use the normal form of Lemma 2.2 for g and g′. We first show that
h0 and h
′
0 are conformally related. Let φt and φ
′
t be the Hamilton flow of
1
2
|η|2h0 and 12 |η|2h′0
on T ∗∂M . Since the radius of injectivity of (∂M, h0) is greater than π, for each y0 ∈ ∂M
the geodesic sphere Sy0(π) of center y0 and radius π is an embedded submanifold in ∂M .
By using (4.1), we get that the corresponding geodesic sphere S ′y0(π) for h
′
0 agrees with
Sy0(π). Let (y0, η0) ∈ T ∗∂M and set (y1, η1) = φ−π(y0, η0), then (y1, η1) = φ′−π(y0, η0) by
(4.1). We see that by Gauss lemma, η0 belongs to the normal bundle of the geodesic sphere
Sy1(π) = S
′
y1
(π). Since Ty0Sy1(π) = Ty0S
′
y1
(π) we get 〈η0, η〉h0(y0) = 0 ⇐⇒ 〈η0, η〉h′0(y0) = 0.
This shows that h′0 = e
2fh0 for some smooth function f . We need to show that f is constant.
Let fˆ = f − 1
volh0 (M)
∫
M
f dvolh0 so that h
′
0 = e
2ce2fˆh0 with c =
1
volh0 (M)
∫
M
f dvolh0. Note
that fˆ vanishes somewhere. Let y ∈ ∂M be a point such that fˆ(y) = 0. Then for all
η ∈ Ty∂M such that |η|h0 = 1 = e−c|η|h′0, we have using (4.1)
1 =|φ′π(y, e−cη)|h′0 = ec+fˆ(π0(φπ(y,η)))|φ′π(y, e−cη)|h0
=efˆ(π0(φπ(y,η)))|φπ(y, η)|h0 = efˆ(π0(φπ(y,η))).
Therefore, we have
fˆ(y) = 0 =⇒ fˆ(π0(φπ(y, η))) = 0, ∀η ∈ S∗y∂M (4.6)
where S∗∂M is the unit tangent bundle for h0. Let y1 ∈ ∂M be a point such that fˆ(y1) = 0
and s > 0 be small enough such that π+s is smaller than the injectivity radius of (∂M, h0).
If y2 is a point for which dh0(y1, y2) = s then there exists a unit vector η1 ∈ S∗y1∂M such
that π0(φs(y1, η1)) = y2. This means that
dh0(y2, π0(φπ(y1, η1))) = π − s, dh0(y2, φ−π(y1, η1)) = π + s.
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By continuity of the map y 7→ dh0(y, y2) on Sy1(π), this means that there exists a point
y0 ∈ ∂M such that dh0(y0, y1) = dh0(y0, y2) = π. Therefore by (4.6) we have that 0 =
fˆ(y1) = fˆ(y0) = fˆ(y2). Since s > 0 is an arbitrarily small number this means that
fˆ(y) vanishes in a small neighbourhood of y1. The proof is complete by an open-close
argument. 
4.4. Determination of the metric jets at ∂M from Sg. We consider two asymp-
totically conic metrics g, g′, and as before the normal form of Lemma 2.2 for g and g′
(with associated boundary defining function ρ and ρ′) allows to construct a diffeomor-
phism ψ : M → M so that, near ∂M , ψ∗ρ′ = ρ and ψ∗g′ = dρ2
ρ4
+
h′ρ
ρ2
. Up to replacing g′
by ψ∗g′, we can thus assume that g, g′ are both in normal form with the same boundary
defining function ρ, i.e.
g =
dρ2
ρ4
+
hρ
ρ2
, g′ =
dρ2
ρ4
+
h′ρ
ρ2
and we will assume that the boundary metrics coincide: h0 = h
′
0. We consider the Taylor
expansion at ρ = 0 of the dual metrics h−1ρ and h
′
ρ
−1 to hρ and h′ρ:
h−1ρ =
m∑
j=0
ρjhj +O(ρm+1), h′ρ−1 =
m∑
j=0
ρjh′j +O(ρm+1) (4.7)
for m ∈ N, and we define for each j
Tj := hj − h′j .
Here we view hj, h
′
j , Tj as homogeneous functions of order 2 on T
∗∂M and, by abuse of
notations, h0 denotes both the metric on T∂M and T
∗∂M .
We shall apply perturbation theory in the regime ǫ → 0 to the system (2.35). Observe
that for each ǫ > 0 the ODE system (2.35) is given by a 1-parameter smooth family of
vector fields X˜ǫ given by
X˜ǫ := ξ˜0∂ρ˜ − ρ˜
(|η˜|2hǫρ˜ + ǫρ˜2 (∂ρ|η˜|2hρ)|ρ=ǫρ˜)∂ξ˜0 +Hǫρ˜. (4.8)
The variables ρ˜, ξ˜0, (y˜, η˜) belong to [0, 1] × [−1, 1] × T ∗∂M , and the vector field Hǫρ˜ is
the Hamilton vector field of (y˜, η˜) 7→ 1
2
h−1ǫρ˜ (η˜, η˜) =
1
2
|η˜|2hǫρ˜ on T ∗∂M with respect to the
Liouville symplectic form. In local coordinates one has
Hρ =
n−1∑
j,k=1
hjkρ η˜k∂y˜j −
1
2
n−1∑
j=1
∂y˜j |η˜|2hρ∂η˜j .
Remark that a priori the integral curves solving the ODE (2.35) belong to the hypersurface
{ξ˜20 + ρ˜2|η˜|2hǫρ˜ = 1} but the expression defining the vector field X˜ǫ extends smoothly to a
neighborhood of that hypersurface.
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The vector fields X˜ǫ and X˜
′
ǫ corresponding to the metrics g and g
′ have a smooth ex-
pansion in powers of ǫ:
X˜ǫ =
m∑
j=0
ǫjXj +O(ǫm+1), X˜ ′ǫ =
m∑
j=0
ǫjX ′j +O(ǫm+1)
with Xj , X
′
j smooth vector fields. Under the assumption that hj = h
′
j for j ≤ m − 1, we
get in addition that Xj = X
′
j for j ≤ m− 1 and
Xm −X ′m = −
(m
2
+ 1
)
ρ˜m+1Tm(η˜, η˜)∂ξ0 + ρ˜
m(Hm −H ′m) (4.9)
where Hm (resp. H
′
m) is the Hamilton vector field of
1
2
hm(η˜, η˜) (resp.
1
2
hm(η˜, η˜)) on T
∗∂M ,
and Hm − H ′m is the Hamilton field of Tm(η˜, η˜). We introduce on T ∗∂M the coordinate
system (E, y˜, ηˆ) where E := |η˜|2h0 and ηˆ = η˜/
√
E.
We set cǫ(s) and c
′
ǫ(s) to be the trajectories of X˜ǫ and X˜
′
ǫ respectively with the same
initial condition(
ρ˜, ξ˜0, E, y˜, ηˆ
)
= (0, 1, 1, y0, η0) ∈ [0, 1]× [−1, 1]× R+ × S∗∂M.
These solutions have a Taylor expansion in powers of ǫ of the form
cǫ(s) =
m∑
j=1
ǫjcj(s) +O(ǫm+1), c′ǫ(s) =
m∑
j=1
ǫjc′j(s) +O(ǫm+1).
Lemma 4.7. Assume that g, g′ are two asymptotically conic metrics written in normal
form such that their boundary jets hj and h
′
j are equal up to j ≤ m − 1 for some m ≥ 1.
If the scattering map Sg and Sg′ agree, Then for all (y0, η0) ∈ S∗∂M :∫ π
0
sin(s)mH0Tm(e
sH0(y0, η0))ds = 0 (4.10)
if H0 is the Hamilton field of
1
2
|η|2h0 on T ∗∂M . If in addition H0Tm = 0, then
ρ˜(cm(π))− ρ˜(c′m(π)) = −(
m
2
+ 1)
∫ π
0
sinm+2(s)Tm(e
sH0(y0, η0))ds, (4.11)∫ π
0
cos(s) sin(s)m+1Tm(e
sH0(y0, η0))ds = 0, (4.12)∫ π
0
(sin(s)m − (m
2
+ 1) sin(s)m+2)Tm(e
sH0(y0, η0))ds = 0. (4.13)
Proof. Observe that when ǫ = 0, the vector field X˜0 = X˜ǫ|ǫ=0 is
X˜0 = ξ˜0∂ρ˜ − ρ˜|η˜|2h0∂ξ˜0 +H0 (4.14)
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and its integral curves with initial condition (ρ˜, ξ˜0, y˜, η˜)|s=0 = (0, 1, y0, ξ0) when |ξ0|h0 = 1
are given by
c0(s) = (sin(s), cos(s), e
sH0(y0, η0)).
Note that since H0 is the geodesic vector field on T
∗∂M for the metric h0,
dE(H0) = 0. (4.15)
In the coordinates (E, y˜, ηˆ), the first order linearization of X˜0 takes the convenient block
form:
dX˜0 =

0 1 0 0
−E 0 −ρ˜ 0
0 0 0 0
0 0 ∂EH0 dy˜,ηˆH0
 . (4.16)
The vector fields X˜ǫ and X˜
′
ǫ corresponding to the metrics g and g
′ have a smooth expansion
in powers of ǫ:
X˜ǫ =
m∑
j=0
ǫjXj +O(ǫm+1), X˜ ′ǫ =
m∑
j=0
ǫjX ′j +O(ǫm+1)
with Xj , X
′
j smooth vector fields. Under the assumption that hj = h
′
j for j ≤ m − 1, we
get in addition that Xj = X
′
j for j ≤ m− 1 and
Xm −X ′m = −
(m
2
+ 1
)
ρ˜m+1Tm(η˜, η˜)∂ξ0 + ρ˜
m(Hm −H ′m) (4.17)
where Hm (resp. H
′
m) is the Hamilton vector field of
1
2
hm(η˜, η˜) (resp.
1
2
hm(η˜, η˜)) on T
∗∂M ,
and Hm −H ′m is the Hamilton field of Tm(η˜, η˜).
We set cǫ(s) and c
′
ǫ(s) to be the trajectories of X˜ǫ and X˜
′
ǫ respectively with the same
initial condition(
ρ˜0, ξ˜0, E, y˜, ηˆ
)
= (0, 1, 1, y0, η0) ∈ [0, 1]× [−1, 1]× R+ × S∗∂M.
By Taylor expanding in powers of ǫ the equations X˜ǫ(cǫ(s)) = c˙ǫ(s) and X˜
′
ǫ(c
′
ǫ(s)) = c˙
′
ǫ(s),
we obtain using Xj = X
′
j for j ≤ m− 1
cj(s) = c
′
j(s) for j ≤ m− 1
and the ǫm term yields the equation
c˙m(s)− c˙′m(s) = Xm(c0(s))−X ′m(c0(s)) + dX0(c0(s)).(cm(s)− c′m(s)).
Writing em(s) := cm(s)− c′m(s) and using (4.17), we obtain the linear ODE system
e˙m(s) = Xm(c0(s))−X ′m(c0(s)) + dX0(c0(s)).em(s). (4.18)
To solve this equation, we introduce the matrix solution of
R˙(s) = dX˜0(c0(s))R(s), R(0) = Id (4.19)
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which can be solved explicitly (in the (ρ˜, ξ˜0, E, (y˜, ηˆ)) coordinates) as
R(s) =

cos(s) sin(s) a1(s) 0
− sin(s) cos(s) a2(s) 0
0 0 1 0
0 0 K(s) L(s)
 . (4.20)
The function L(s) solves the ODE L˙(s) = dH0(e
sH0(y, ηˆ))L(s) with L(0) = Id on {E =
1} = S∗∂M , and a1, a2, K are smooth functions that do not play any role for later. The
function em(s) is then given by
em(s) = R(s)
∫ s
0
R(t)−1(Xm(c0(t))−X ′m(c0(t)))dt. (4.21)
Let τǫ and τ
′
ǫ be the positive solutions of ρ˜(cǫ(τǫ)) = 0 and ρ˜(c
′
ǫ(τ
′
ǫ)) = 0; we note that
τ0 = τ
′
0 = π. Expanding the equation in powers of ǫ, we obtain that τǫ = τ
′
ǫ+ǫ
mτm+O(ǫm+1)
and
ρ˜(cm(π))− ρ˜(c′m(π)) + (τj − τ ′j)dρ˜.X˜0(c0(π)) = 0.
Since ξ˜0(c0(π)) = −1, this gives
(τm − τ ′m) = ρ˜(cm(π))− ρ˜(c′m(π)). (4.22)
The identity Sg = S
′
g implies that cǫ(τǫ) = c
′
ǫ(τ
′
ǫ) and taking the ǫ
m coefficient of the Taylor
expansion of this equation, we deduce that
0 = cm(π)− c′m(π) + X˜0(c0(π))(τm − τ ′m),
which can be rewritten using (4.22) under the form
em(π) + (ρ˜(cm(π))− ρ˜(c′m(π)))X˜0(c0(π)) = 0. (4.23)
Combining (4.23) and (4.21) we deduce that
R(π)
∫ π
0
R(t)−1(Xm(c0(t))−X ′m(c0(t)))dt+ (ρ˜(cm(π))− ρ˜(c′m(π)))X˜0(c0(π)) = 0. (4.24)
We consider the ∂E component of this equation: since dE.X˜0 = 0 and dE.(X˜m − X˜ ′m) =
ρ˜mdE.(Hm−H ′m) = −2ρ˜mH0Tm by (4.17) (viewing Tm as a homogeneous function of degree
2 in η˜), this leads to
0 =
∫ π
0
sin(s)mH0Tm(e
sH0(y0, η0))ds,
which is (4.10).
Assume now that Tm is a Killing 2-tensor, i.e. that H0Tm = 0. This implies
(Hm −H ′m)h0 = −H0Tm = 0.
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In other words, in the coordinate system (ρ˜, ξ˜0, E, y˜, ηˆ), the vector field X˜m− X˜ ′m given by
(4.17) lies in the kernel of dE. Identifying the ∂
ξ˜0
component of (4.24), we get∫ π
0
(
m
2
+ 1) sinm+1(s) cos(s)Tm(e
sH0(y0, η0)) + b(s) sin(s)
mH0Tm(e
sH0(y0, η0))ds = 0
for some function b(s), implying equation (4.12) if H0Tm = 0.
Identifying the ∂ρ˜ component of (4.24) and using X˜0(c0(π)) = −∂ρ˜ +H0 and (4.17), we
obtain (4.11) if H0Tm = 0.
To obtain (4.13), we consider the H0 component of (4.24). Since d(e
sH0)y,η.H0(y, η) =
H0(e
sH0(y, η)) for all y, η ∈ T ∗∂M , the direction H0 is preserved by the linearisation of
the geodesic flow H0 on ∂M , and the same holds for ker λ if λ :=
∑
j η˜jdyj is the Liou-
ville 1-form on T ∗∂M . We then have L(s)H0(c0(0)) = H0(c0(s)) and L(s)−1H0(c0(s)) =
H0(c0(0)). There is a natural projection on this direction by applying λ to (4.24), this
gives
ρ˜(cm(π))− ρ˜(c′m(π)) +
∫ π
0
sin(s)mλ((Hm −H ′m)(esH0(y0, η0)))ds = 0
But λ(Hm −H ′m) = Tm so we conclude that (4.13) holds. The proof is complete. 
Corollary 4.8. Assume that g, g′ are asymptotically conic metric with the same boundary
metric h0 and assume that the geodesic flow e
2πH0 of h0 at time 2π is ergodic on S
∗∂M
(which is in particular true if h0 has negative curvature or more generally if it has mixing
geodesic flow). If the scattering operator Sg′ = Sg agree, then there is a smooth diffeomor-
phism ψ : M → M fixing the boundary so that ψ∗g and g agree to infinite order at the
boundary.
Proof. Assume g and g′ agree to order m, i.e. hj = h′j for all j < m using the notation
(4.7). We will show that Tm = hm−h′m must vanish. We apply H0 to (4.10) and integrate
by part (using H0(f ◦ esH0) = ∂s(f ◦ esH0)) to get for all (y, η) ∈ S∗∂M
0 =
∫ π
0
sin(s)mH20Tm(e
sH0(y, η))ds = −m
∫ π
0
cos(s) sin(s)m−1H0Tm(esH0(y, η))ds.
Applying again this method and using (4.10), we obtain for m > 1 that
0 =
∫ π
0
cos(s)2 sin(s)m−2H0Tm(esH0(y, η))ds.
Using (4.10), this gives
∫ π
0
sin(s)m−2H0Tm(esH0(y, η))ds = 0. We repeat the operation, and
one gets when m is even that for all (y, η) ∈ S∗∂M
0 =
∫ π
0
H0Tm(e
sH0(y, η))ds = Tm(e
πH0(y, η))− Tm(y, η).
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If eπH0 is ergodic, then necessarily Tm = c h0 for some c ∈ R and H0Tm = 0. If m is odd,
we end up with
∫ π
0
sin(s)H0Tm(e
sH0(y, η))ds = 0, which gives after another application of
H20 and two integrations by parts
(H0Tm) ◦ eπH0 = −H0Tm. (4.25)
Here again if e2πH0 is ergodic, as (H0Tm) ◦ e2πH0 = H0Tm, we conclude that H0Tm = c′ h0
for some c′ ∈ R. But integrating this identity over S∗∂M shows that c′ = 0 and thus
Tm = c h0 for some c by ergodicity of e
2πH0 . In all case we have Tm = c h0 for some c ∈ R.
Next, we apply the identity (4.13) and obtain
c
∫ π
0
(sin(s)m − (m
2
+ 1) sin(s)m+2))ds = 0.
Since
∫ π
0
sin(s)m+2ds = m+1
m+2
∫ π
0
sin(s)mds, we conclude that c = 0 if m ≥ 2. To deal with
the case m = 1, we can change the normal form by using Lemma 2.2: this amounts to
change the boundary defining function ρ in that Lemma to ρˆ = ρ(1+c0ρ+O(ρ2)) for some
c0 ∈ R so that, by (2.3), g in this normal form becomes ds2s4 + hˆss2 with
hˆs − hs = 2sc0h0 +O(s2).
The change of normal form amounts to pulling-back g by a smooth diffeomorphism ψ on
M , fixing ∂M pointwise and so that ψ∗ρˆ = ρ. Since we know that h1 − h′1 = c h0 for some
c, we can choose c0 = c/2 so that in a normal form near ∂M , the expansion of ψ
∗g and g′
in normal form agree to order 2, i.e and we are reduced to the case m = 2 dealt with above
(we also use that Sψ∗g = Sg for such diffeomorphism ψ by the remark following Definition
4.1). 
In a companion paper in collaboration with Mazzucchelli [GMT, Theorem 7.5], we prove
a boundary determination similar to Corollary 4.8 from the scattering map for the case
where the boundary is the canonical sphere with curvature +1.
4.5. Deformation Rigidity of Rescaled Lens Map. Assume now that, on M , we have
a family of non-trapping asymptotically conic metrics of the form g(s) = dρ
2
ρ4
+ h(s)
ρ2
near
∂M for s ∈ (−1, 2) (we set g = g(0)) such that Lg(s) = Lg and Sg(s) = Sg for each
s. Furthermore we will assume that h(s) = h(0) + O(ρ∞). We will denote by prime
the derivative with respect to s at s = 0. Observe that if h(s) is a smooth family of
tensors which are smooth up to the boundary, then g′(·, ·) ∈ ρ∞C∞(M ;S2(scT ∗M)) which
is annihilated by ι∂ρ for ρ > 0 small. Therefore, by the estimates of Lemma 2.6, for each
geodesic γ(t) of g, |g′(γ˙, γ˙)| = O(t−∞) as |t| → ∞. The goal of this section is to show the
Proposition 4.9. If Sg(s) = Sg and Lg(s) = Lg for all s, then g
′ = ∂sg(s)|s=0 satisfies
I2(g
′) = 0 if I2 is the X-ray transform associated to g.
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Proof. We denote the projection on M of the (non-trapped) integral curves of the rescaled
geodesic vector fields Xs of g(s) by γs(τ, z), if z ∈ ∂−S∗M is the initial value at time
τ = 0 (these are simply the geodesics of g(s) with time rescaled). Let τ+(s, z) be the
time to that ϕsτ+(s,z)(z) ∈ ∂+S∗M if ϕst(z) denotes the flow of Xs at time τ ≥ 0. We let
z′ = Sg(s)(z) = Sg(z) ∈ ∂+S∗M . By assumptions, we have Xs = X0 + O(sρ∞) when
viewed as smooth vector fields on [0, ǫ]ρ × [−1, 1]ξ0 × T ∗∂M y,η. This implies that for each
N > 0 and τ ≥ 0 small
ϕsτ (z) = ϕ
0
τ (z) +O(smax
u≤τ
ρ(γs(u, z))
N), ϕs−τ (z
′) = ϕ0−τ (z
′) +O(smax
u≤τ
ρ(γs(−u, z′))N).
Let γ′(τ, z) := ∂sγs(τ, z)|s=0 and dot denotes the τ derivative. Then we obtain
γ(τ, z) = O(τN ), γ˙(τ, z) = O(τN ) (4.26)
uniformly for τ small, with the similar bounds for γ′(−τ, z′) and γ˙′(−τ, z′). We recall that
Lg(s) is obtain from the formula (4.4) in terms of the curve γs(τ, z), and we shall vary (4.4)
with respect to s. Let ǫ ∈ (0, τ+(s, z)/4) be small. Using that ρ4g(s)(γ˙(τ, z), γ˙(τ, z)) = 1
we compute for Re(λ) > 1 (using ∂s(ρ
2g(s))|s=0 = ρ2g′ = h′)
∂s
[ ∫ ǫ
0
ρ(γs(τ, z))
λ−2dτ
]∣∣∣
s=0
=∂s
[ ∫ ǫ
0
ρ(γs(τ, z))
λ+2g(s)(γ˙s(τ, z), γ˙s(τ, z))dτ
]∣∣∣
s=0
=λ
∫ ǫ
0
ρ(γ(τ, z))λ−3dρ(γ′(τ, z))dτ
+
∫ ǫ
0
ρ(γ(τ, z))λ∂s(ρ
2g(γ˙s(τ, z), γ˙s(τ, z)))|s=0dτ
+
∫ ǫ
0
ρ(γ(τ, z))λh′(γ˙(τ, z), γ˙(τ, z)))dτ.
Using that h′ ∈ ρ∞C∞(M ;S2(T ∗M)) and the bounds (4.26), we deduce that the integrals
above all extend holomorphically to λ ∈ C since ρ(γ(τ, z)) = O(τ) as τ → 0, moreover
this extension is uniformly O(ǫN ) for λ ∈ C in compact sets. The same argument and
estimates also applies to
∂s|s=0
[ ∫ ǫ
0
ρ(γs(−τ, z′))λ−2dτ
]
.
Next we compute (with τ+(z) := τ+(0, z)))
∂s
[ ∫ τ+(s,z)−ǫ
ǫ
ρ(γs(τ, z))
λ−2dτ
]∣∣∣
s=0
=∂s
[ ∫ τ+(s,z)−ǫ
ǫ
ρ(γ(τ, z))λ+2g(γ˙s(τ, z), γ˙s(τ, z))dτ
]∣∣∣
s=0
+ λ
∫ τ+(z)−ǫ
ǫ
ρ(γ(τ, z))λ−3dρ(γ′(τ, z))dτ
+
∫ τ+(z)−ǫ
ǫ
ρ(γ(τ, z))λh′(γ˙(τ, z), γ˙(τ, z)))dτ.
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where we denoted h′ = ρ2g′ (defined globally on M and tangential to boundary near ∂M ).
We thus obtain(
∂s
[ ∫ ǫ
0
ρ(γs(τ, z))
λ−2dτ
]∣∣∣
s=0
)∣∣∣
λ=0
=∂s
[ ∫ τ+(s,z)−ǫ
ǫ
ρ(γ(τ, z))2g(γ˙s(τ, z), γ˙s(τ, z))dτ
]∣∣∣
s=0
+
∫ τ+(z)−ǫ
ǫ
h′(γ˙(τ, z), γ˙(τ, z))dτ +O(ǫN ).
As ǫ → 0, the second term converges to I2(g′) by Definition 3.1. Making the change of
variable τ 7→ t(τ, z) = ∫ τ
ǫ
ρ−2(γ(r, z))dr we have∫ τ+(s,z)−ǫ
ǫ
ρ(γ(τ, z))2g(γ˙s(τ, z), γ˙s(τ, z))dτ =
∫ ts(ǫ)
0
g(γ˙s(t), γ˙s(t))dt
where γs(t) := γs(τ, z) and ts(ǫ) := t(τ+(s, z)− ǫ, z). This is the ernergy functional of the
curve γs(t) with respect to g = g(0), and since γ0(t) is a geodesic for g, we get by the
variation formula for the ernergy
∂s
[ ∫ ǫ
0
ρ(γs(τ, z))
λ−2dτ
]∣∣∣
s=0
= g(γ′(ǫ, z), γ˙0(t0(ǫ))− g(γ′(ǫ, z′), γ˙(0)) = O(ǫN )
for all N . Letting ǫ→ 0, we conclude that
∂sLg(s)(z)|s=0 = I2(g′)
and that proves the Proposition in the non-trapping case. 
Proof of Theorem 1.2. We now prove deformation rigidity following the argument of [GGSU].
First by Corollary 4.8 we can assume that g(s) = g(0)+O(ρ∞). By Proposition 4.9 applied
at the point s0, we have that at each s0, I
g(s0)
2 (g
′(s0)) = 0. By Proposition 1.1, there exists
q(s) ∈ ρ∞C∞(M ; scT ∗M) such that g′(s) = Dg(s)q(s), or equivalently
g′(s) = L 1
2
q(s)#g(s), (4.27)
with q(s)♯ the vector field dual to q(s) by g(s). Integrating the vector field produces the
desired family of diffeomorphisms. 
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