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Using a third order Picard-Fuchs equation we show that a certain two 
parameter family of planar vectorfields for parameter values in a certain cone has a 
unique limit cycle, which is born from a Hopf bifurcation and dies in a saddle con- 
nection. This removes a superfluous hypothesis in Theorem 3.2, Chapter 13 of 
S. N. Chow and J. K. Hale (“Methods of Bifurcation Theory,” Springer-Verlag, 
New York, 1982). ?? 1985 Academic Press. Inc. 
0. INTRODUCTION 
The analysis of a certain codimension two bifurcation of a family of 
planar vectorfields leads to the following problem: given a integrable 
system, with periodic solutions for a certain range of the integral value, 
determine whether a specific perturbation makes the system structurally 
stable. More specifically, one wants to show that the number of surviving 
periodic orbits is finite and that for no values of the parameters in the per- 
turbing vectorfield bifurcations can take place (creation or collapse of limit 
cycles). 
The usual way to handle this is to derive a perturbation equation for the 
integral. Since the vectorfield is planar, the integral is a Hamiltonian of the 
system. The perturbation equation is then averaged over the periodic orbits 
of the unperturbed system. Stationary values of this averaged vectorfield 
correspond to limit cycles, if they are nondegenerate. In our problem the 
averaged equation can be explicitly computed in terms of elliptic integrals. 
To show that its zeros are nondegenerate using these elliptic integrals 
would give a rather messy computation. 
However, it has been shown by Il’yashenko [ 171 that if the Hamiltonian 
is a cubic in normal form, then the quotient of its periods of the first and 
second kind (or any generic fractional linear function of this quotient) is 
strictly monotonic with bounded range as a function of the energy (= the 
* Present address: Department of Mathematics, University of Utrecht, Budapestlaan, 
Utrecht, The Netherlands. 
243 
OO22-0396/85 $3.00 
CopyrIght 0 1985 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
244 CUSHMAN AND SANDERS 
value of the Hamiltonian). A period of the first (second) kind is an integral 
of a differential of the first (second) kind over a cycle on the complexified 
level set of the Hamiltonian. 
By introducing homogeneous coordinates and taking a different afline 
slice we can put the Hamiltonian in elliptic normal form. However, it is not 
possible to express the integrals which we have to compute in terms of 
periods of the first and second kind. A period of a differential of the third 
kind is also needed. Using the energy as the parameter of a cubic family, 
we derive the Picard-Fuchs equation for our integrals. This is linear dif- 
ferential equation of the third order. Using the monotonicity of the 
quotient of the periods of the first and second kind (which in this problem 
follows easily), we are able to derive a Riccati equation for the quotient we 
are interested in and prove monotonicity of all its solutions with boundary 
values corresponding to our integrals evaluated at the elliptic point and the 
saddle-connection. 
The results we prove are a special case of results obtained by Carr, 
Chow, and Hale [ 111. It has been our aim to provide the theoretical 
background for the computations performed by these authors. An 
interesting approach, suggested by Arnol’d, might be to apply Il’yashenko’s 
method [ 171 to this problem. Il’yashenko [16] does not derive the Picard- 
Fuchs equation, but he finds an expression reminiscent of the right-hand 
side of the Riccati equation by pasting together the results of local com- 
putations (our boundary values) and using the topology of the elliptic sur- 
face and the algebraic character of the differentials. The disadvantage of 
this method is that there are no internal checks on the results; there are 
several errors in Il’yashenko’s work [ 171 which can be traced back to 
trivial computational errors. 
Although we have only worked out one example, we have stressed the 
algorithmic aspects of our approach. The main difficulty in deriving general 
theorems seems to lie in the analysis of the Riccati equations. We do not 
know of any example where a degeneracy takes place in between the Hopf 
bifurcation and the saddle connection, and we hypothesize that this is 
impossible under fairly general conditions. 
Finally we mention that we have written down a corrected and simplified 
version of Il’yashenko’s theorem, together with an application to global 
Hopf bifurcation. 
1. FORMULATION OF THE PROBLEM 
The analysis of codimension two bifurcations of planar vectorlields with 
two zero eigenvalues leads to a perturbation problem where the unpertur- 
bed system is a one degree of freedom nonlinear Hamiltonian vectorlield 
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(see Chow and Hale [12] or Guckenheimer and Holmes [ 131). If the 
orbits of the Hamiltonian vectorfield are closed, then the averaging method 
can be used to analyze the perturbed system. The main question to be 
answered is: how many periodic orbits of the Hamiltonian vectorfield sur- 
vive the perturbation? 
In other words, how many limit cycles does the original system have? 
We consider the following two parameter family of planar vectorfields X,, 
(see Chow and Hale [12, p. 453, Eq. 3.81). 
(1) 
where p = (v, , p2) E lR2 is the perturbation parameter. The unperturbed 
system X,, which is obtained by putting p = 0 in (1) is Hamiltonian with 
Hamiltonian function 
H(x, y) = xy2 + fx’ - ix. (2) 
The connected components of regular sets level sets H- I(S), s E R are orbits 
of X,. H has three critical levels (see Fig. 1) and four nondegenerate 
critical points (see Table I). 
If s E ( -A, 0) u (0, $), then define yJ to be the compact component of 
H -- I(s). Hence Y,~ is diffeomorphic to a circle, that is, a closed orbit of X,. 
ty 
FIG. 1. Level sets of H. 
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TABLE I 
Critical Points and Values of H 
x Y s Type 
0 
0 
t 
-f 
f 0 saddle 
-; 0 saddle 
0 7% elliptic 
0 ii elliptic 
We now proceed as follows. Along the orbits of (l), which satisfy 
dx _ 2xy + ,ul x + p2x3 
&- (l/4)-x2-y2 ’ 
we differentiate H with respect to y and obtain 
dH 
dy= 
-p,x-p2x3. 
If p, and p2 are small, (3) leads to the averaged equation 
(3) 
dH 
dy= -p’ s 
x&-I*2 
Y, s 
x3 dy. 
Y, 
(4) 
Nondegenerate zeros of %/dy, as a function of s, correspond to limit 
cycles of the perturbed system X,. Let 
The main goal of this paper is to show that for s E (0, &), q(s) E (&,a) and 
q’(s) > 0. Thus zeros of (4) define a cone ‘S in the p-plane (see Fig. 2). 
Because of the strict monotonicity of q on (0, A), for every p in the 
interior of V X, has a unique limit cycle, which is created by a Hopf 
bifurcation from the elliptic point (- j, 0) and is terminated by becoming a 
saddle connection between (0, f) and (0, -4). 
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Hopf bifurcation 
FIG. 2. Bifurcation cone for A’,. 
2. NORMALIZATIONS 
In this section we bring the afline cubic y and the differential forms x dy 
and x3 dy on y into normal form. 
The integrals jyS x dy and l,, x3 dy (the periods) in (4) and (5) are taken 
over the closed cycle Y,~ on the family y whose defining equation is 
y:xy*+fx3-+x=s. (6) 
Unfortunately (6) is not in the normal form 
c: y* = P(x), deg( P) = 3 (7) 
for aftine cubic curves (see Brieskorn and Knorrer [9, pp. 363-3961). To 
bring (6) into normal form, introduce homogeneous coordinates 
[x0: xl : x2] where 
X2, y2, 
x0 x0 
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Then (6) becomes the affine slice x0 = 1 of the projective cubic curve G 
defined by 
G:x,x;+~x3-~x,x~=sx3. 3 1 0 (8) 
Taking the affine slice X, = s of G and using the fact that s # 0, gives the 
affrne cubic curve r defined by 
r: y* = z3 + L22 - ‘$2 
4 3 2 (9) 
where 
y=x* and z=xo. 
Clearly (9) is in normal form. Moreover the cycle yS is transformed to the 
cycle r,r. 
We now determine what the differentials 
cr=xdy and B=x’dy (10) 
are on ZY Because eventually we are only interested in the periods 
of CI and B over the (closed) cycle y,, it suffices to work modulo exact 
forms. Thus 
CI= -ydx and p = -3x2y dx. 
Applying the definition of homogeneous coordinates [x0: x, : x2] gives 
a=: (x, dx,-x,dx,), 
x0 
8= %$ (x1 dx, - x0 dx,), 
which are differential forms on the projective curve G. Taking the afftne 
slice x, = s of G and using the definition of the (y, z) coordinates yields 
a=sLdz 
Z3 
and /?=3s3xdz 
Z5 
(11) 
which are differential forms on r. 
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On r consider the differential forms 
1 1 
a = - dz, b=Zdz, c=-dz, 
Y Y ZY 
which are linearly independent over the field K of rational functions in s. 
Note that on l-c, the complexitication of r, a, b, and c are differentials of 
the first, second, and third kind, respectively (see Rauch and Lebowitz [19, 
p. 1191). We now express a and fi as K-linear combinations of a, b, and c 
using an algorithm due to Legendre (see Rauch and Lebowitz [19, 
pp. 1161181). 
Beginning with u we compute: 
(13) 
The computation of /I is not so easy. Following the same line of reasoning 
used for c1 gives 
(14) 
For n # 0, we have 
1 
_n+l dz = 
- Y 
=~dz---$(&(3z2+$+-$+z 
z Y 
3 1 
=2 ns Zni-ly (( > 
n-i ;‘+i(n-l)z2 dz. (15) 
As special cases of (15), we get 
Adz= -$;b. (17) 
(16) 
Therefore 
9 
p=zs 
i 
(18) 
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3. PICARD-FUCHS EQUATION 
The integrals 
A=f a, 
rs 
B=s b, 
r, 
c=j c, 
rs 
which are the periods of the differentials a, b, and c on r, satisfy a third 
order variable coefficient linear differential equation in s with regular 
singular points at the critical values of H. The main goal of this section is 
to compute this differential equation, which is called the Picard-Fuchs 
equation. 
We begin by working with differentials (modulo exact differentials). Dif- 
ferentiating a, b, and c with respect o s gives 
da sl 
X3y’ 
---dz=+,, 
db sz 
Z=s7dz=$o,; 
de s 1 -=--dz+,, 
ds 3 zy3 
since 
dy s 
Y&= -5 
(19) 
(20) 
(which follows by differentiating the defining equation 
y* = z3 + az* _ $2 
of r with respect o s). We now express the differentials w, in terms of a, b, 
and c. 
There is a tricky computation to do this but instead we give an 
algorithm. Let 
and 
P(z) = z3 + +z* - is’ 
p’(z) = 3z2 + ;z. 
Then the resultant 6 of P and P’, which is called the discriminant of P, is 
given by 
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1 + 0 -Ls2 
0’ 
0 
Ol$ -1 2 
3s 
310 0 0 = $7 3S2 - Q). 
03; 0 0 
0 0 3 t 0 
(21) 
Note that the zeros of 6 correspond to the critical values of H. From 
elimination theory it follows that there are polynomials E and F with 
deg(E) < deg(P’) and deg( F) < deg(P) such that 
6=EP$FP’. (22) 
Explicitly, we have 
E(z) = iz + & - 9s2, 
F(z) = -8~’ + (3s2 - & z + $s*. 
(23) 
For r= -1, 0, 1, 
o,=;dz=$(EP+FP’)dz 
= -I$ (Ey’ -t 2Fyy’) dz 
=; (z’E + 2(z’F)‘) dz. (24) 
Eliminating the (z’/y) dz terms from the differentials o, using the relation 
(which comes from differentiating y* =z3 + tz’--4,s’ with respect to z), 
gives 
g=$($a+ib)-f. 
(25) 
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Since integration over the (closed) cycle f, commutes with differentiation 
with respect o s (see Brieskorn and Knorrer [9], pp. 917-922) integrating 
(25) over f, gives 
which is the desired PicarddFuchs equation for the periods A, B, and C. 
Note that the equations for A and B form an invariant subsystem of (26). 
This observation accounts for the relatively simple monotonicity argument 
in Section 5. 
4. THE RICCATI EQUATIONS 
Here we derive the Riccati equations satisfied by the functions 
4=$= jr ;dz/jr ;dz, [=;= jr $dz/j ldz, (27) 
rr Y 
and 
(28) 
The variable c is an auxiliary variable. Also we compute the boundary 
values 5(O), t(h), ~(0) and v(k). 
We begin with 5. From (26) we obtain the Riccati equation for 5 as 
follows 
-=----.--=S(8s2+96s25+252). d< 1 dB B 1 dA 
ds A ds A A ds 486 
(29) 
To compute the value of 5 at s=O and s= A, parametrize the curves r, 
with a time parameter t so that y=dz/dt. Then 
a = dt and b = z dt. 
For s = 0, r,, is a saddle connection, which implies that z is bounded and 
exponentially decreasing for t + *co. Therefore B(0) = ITo b < 00. Since the 
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solution (y(t), z(r)) takes an infinite time to traverse the saddle connection, 
A(0) = co. Therefore t(O) = 0. 
At s = A, the orbit is constant and z takes the value -b. Hence 
t(h)= -i. 
The Riccati equation for [ is obtained by an analogous argument using 
(26) and is given by 
$=-&2+12i:+(l-96s2)[+2t[). (30) 
Finding the Riccati equation for rl is not so simple. Integrating (13) and 
( 18) over r,, gives 
.d = s(iA + ?jC) 
and 
.98 = &(A - 12B + +c,. 
Therefore 
(31) 
Solving (31) for [ yields 
Differentiating (32) with respect o s and using (29), (30) and (32) gives 
+;(&&)‘Zr+l-96s’) 
+; (8s2 + 96~~5 + 2t2) 
(33) 
Observe that the cancellations which occur to give the second equality 
above are quite miraculous. From (3 1) we get 
$i + a = -$(r + &)/(q - &,. (34) 
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Substituting (34) into (33) and dividing out 486/s gives 
(35) 
which is the Riccati equation for q. The computation of q at 0 and & gives 
no difficulties. We find that ~(0) = & and q(h) = 2. Both of these values are 
zeros of the right hand side of (35). This provides a check on our 
calculations. 
5. MONOTONICITY 
In this section we show that on (0, AZ, l is strictly monotonic decreasing, 
while q is strictly monotonic increasing. 
We do the argument for r first. Consider the quadratic form 
Q(l) = fs’+ 6s25 + $c2 
which, when multiplied by s/36 is the right-hand side of the Riccati 
equation (29) for 5. Note that the discriminant of Q is 126. For s E (0, ff), 
S < 0. Thus Q has no real roots, that is, Q > 0 for s E (0, &). Therefore by 
(29), d</ds ~0, which implies that r is strictly monotonic decreasing on 
(0, h). Since t(O) = 0 and t(h) = -i, the range of 5 is (-&, 0); that < can- 
not have an infinite range, follows from the fact that z(t) 60 when 
(y(t), z(t)) traverses r,. Note that (29) with boundary values l(O) = 0 and 
t(h) = -i does not necessarily have a unique solution. But the argument 
given above works for all solutions, one of which must be B/A. 
We now give the argument for v. Since 5 is strictly monotonic decreasing 
on (0, A), we may use < as the time parameter in the Riccati equation for q 
in place of s. Let s = s(5) be the inverse of 5 = t(s). Then (35) becomes 
(36) 
Let 2 be a solution of (36) with X( -&) = i and X(O) = &. From (36) it 
follows that for q > 2, dq/dc < 0. Since rl= & is a solution of (36) on 
(-4, 0), it follows from local uniqueness of solutions of (36) that X’(r) # & 
on (-i, 0). Combining these two facts leads to the conclusion that 
& < X(t) d ij for -t < r d 0 (see Fig. 3). 
Suppose X’ has an extremal value on (-&, 0). This extremum has to lie 
on the line q + $[ = 0. There the second derivative of r] with respect o 5 is 
given by 
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FIG. 3. .P is a hypothesized solution of (36). 
and is negative. Therefore the extremum must be a maximum. But the 
extremal value is less than a. This leads to a contradiction. Thus 3’ has no 
extrema, and, since Z( -i) > X’(O), it is strictly monotonic decreasing. 
This concludes our argument. We have shown the uniqueness of the limit 
cycles of the perturbed vectorfield, and thus have demonstrated the non- 
trivial part of the proof of versality of the deformation of a codimension 
two vectoriield bifurcation (see Fig. 4). 
ot I 
9116 ?-RXIS 3\4 
FIG. 4. 1 as a function of 5 obtained by numerical integration of the Riccati equation (36). 
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