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Abstract 
This thesis uses causal diagrams to describe and quantify the associations between 
social conditions - such as wealth, education and occupation; proximal health risks - in 
particular indoor air pollution from solid fuel use; and acute lower respiratory infections 
(ALRI) among African children. The aim is to delineate different pathways that translate 
lower socio-economic status into poorer health outcomes. 
A conceptual causal diagram is used to organise a series of a priori hypotheses, which 
are operationalised and tested using Demographic and Health Survey data for Benin, 
Ethiopia, Kenya and Namibia and, for the solid fuel use pathway, a pooled set of World 
Health Survey data for sixteen African countries. In doing so, this thesis employs a 
variety of statistical techniques, including cluster analysis, logistic and ordered logistic 
regression, survival analysis and Bayesian multilevel and spatial modelling. 
The results suggest that solid fuel use across sub-Saharan Africa is particularly 
strongly structured by wealth, maternal education and, to a lesser extent, paternal 
education as partially independent determinants. Heterogeneity at community and 
district levels strongly influences fuel choice; in some countries this variation is spatially 
structured. With an adjusted hazard ratio of 2.35 (1.22; 4.52) cooking with solid fuels is 
confirmed as a major risk for ALRI mortality. However, socio-economic gradients in 
ALRI mortality are weak, and are not primarily mediated by smoke-producing cooking 
practices. Instead, across much of the societal spectrum indoor air pollution appears to 
exert its effect on child health largely independently of poverty or lack of education. 
This thesis illustrates how the rigorous application of causal diagrams combined with 
standard statistical methods can characterise a complex web of interactions between 
distal and proximal causes of disease. The ALRI mortality risk associated with 
traditional fuel use points to a large potential for preventive interventions to reduce child 
morbidity and mortality. 
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1. Introduction 
1.1 Childhood pneumonia as an enormous global public health concern 
The prominent divide between rich and poor populations of the world is not merely a 
function of financial and economic power but, from a multidimensional perspective of 
poverty, encompasses striking differences in health. This becomes particularly manifest 
when looking at the health of children under five, where stark differences in mortality 
rates are apparent between industrialised and developing countries, as well as 
between more advantaged and disadvantaged groups within countries. 
Responsible for close to two million or one fifth of annual deaths among children under 
five, pneumonia represents a "permanent global emergency" (Mulholland 2007). 
Pneumonia, the predominant cause of acute lower respiratory infections (ALRI), is one 
of several enormous public health problems in developing countries that attract neither 
the necessary research to elucidate more of their epidemiology nor the capacity- 
building and funding to elicit large-scale preventive and curative interventions (Global 
Forum for Health Research 2000). Sub-Saharan Africa, home to 46% of global ALRI 
deaths among children (Bryce et aL 2005), is the most affected world region. 
III health is multifactorial: a particular child health outcome can rarely be traced back to 
a single risk factor; instead it usually reflects a web of interacting socio-economic, 
environmental and behavioural factors. Achieving a significant reduction in ALRI 
morbidity, mortality and associated health disparities on the African continent and 
elsewhere will require a whole-systems approach that is based on a comprehensive 
account of the many different mechanisms that operate to generate disease. Whilst 
upstream intervention is, in principle, likely to be most effective, it is inevitably difficult 
to implement policies that address remote and multivariate problems such as poverty. 
It is therefore all the more important to identify proximal risk factors that mediate 
between socio-economic status and child health, and that represent more immediate 
entry-points for effective interventions to curb ALRI morbidity and mortality before, or in 
parallel to, longer-term socio-economic changes that "create healthier societies" 
(Marmot 2004). Tackling indoor air pollution from solid fuel use, a significant risk factor 
for childhood pneumonia and closely linked with poverty, may constitute such an entry- 
point. Engaging with communities through participatory processes plays a critical role 
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in influencing decision-making and identifying and implementing locally acceptable 
solutions. 
1.2 Causal diagrams as a tool for analysing complex causal webs 
Intervention at any point in the causal system must be based on a clear understanding 
of the causal links and interdependencies concerned. Modern epidemiology tends to 
concentrate on the impact of specific risk factors on specific health outcomes. The 
study of proximal determinants that influence health directly and distal determinants 
that affect health through an often unknown mechanism essentially continue as two 
separate entities. The former investigates "the biological substrate divorced from its 
social context" (Krieger 1994) and thereby falls to emphasise the origins of the multiple 
factors interacting to cause disease; the latter ignores the mediating pathways between 
socio-economic status and disease. 
In a recent reflection on the role and significance of epidemiology, Pearce (2007) 
argues that "epidemiology has become a set of methods, and epidemiologists attempt 
to answer the types of questions that can be answered with these methods". 
Techniques that enable a more systemic approach to analysis, on the other hand, are 
relatively poorly developed. Causal diagrams, as a relatively new and not yet fully 
developed epidemiological tool, can play an important part in a whole-system approach 
that assigns equal weight to socio-economic and proximal health determinants. 
Causal diagrams not only constitute a means of organising knowledge and making 
assumptions explicit, they also provide a framework for statistical computation. The 
development of a causal diagram is based on a plausible set of causal relationships 
between variables; each relationship can then be tested as an individual hypothesis 
using the appropriate statistical technique. Their unique combination of rigour (in terms 
of comprehensive causal thinking) and flexibility (in terms of accommodating multiple 
sources of evidence) make causal diagrams particularly suitable to investigating major 
public health problems in developing countries. 
In any epidemiological analysis based on existing information, the availability and 
adequacy of data are likely to present problems. In the absence of vital registration 
systems and functional health surveillance, the vast majority of developing countries 
rely on nationally representative household surveys for basic information on 
demography and health. These surveys generate largely comparable cross-sectional 
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datasets and, as they comprise information on household socio-economic status, 
health-relevant exposures and behaviours, they offer an opportunity for examining 
interlinkages between these determinants and child health outcomes. Household 
survey data are subject to serious limitations but "good science ( ... ) is taking the 
research to the problem rather than conducting the research in the tallest ivory tower 
the investigator can find" (Potts et aL 2006). 
1.3 Aims and objectives 
The aim of this research is to apply causal diagram-based approaches, which combine 
a priori causal assumptions, routinely available data and a variety of statistical 
techniques, to the analysis of distal and proximal determinants of childhood ALRI 
morbidity and mortality in sub-Saharan Africa. 
> Objective 1: 
Describe and quantify the interactions between socio-economic conditions and 
proximal health determinants, and explore their joint contribution to childhood ALRI 
morbidity and mortality in sub-Saharan Africa. 
Objective 2: 
Quantify the impacts of solid fuel use and cooking practices on childhood ALRI 
mortality, explicitly considering upstream socio-economic and contextual influences, 
and discuss implications for public health interventions. 
Objective 3: 
Demonstrate how the rigorous application of causal diagrams, combined with 
cross-sectional data and a variety of statistical methods, can characterise a 
complex causal web, and consider limitations with respect to causal inference. 
1.4 Description of thesis 
This research draws on two distinct literatures that are concerned, respectively, with 
the socio-economic and environmental determinants which jointly shape child health in 
developing countries (chapter 2). Inspired by the ongoing public debate on the role of 
epidemiology and associated theories and conceptual frameworks, the thesis reviews 
the principles and use of causal diagrams in epidemiological research. It then 
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describes the statistical methods that are used to apply causal diagrams to investigate 
these associations (chapter 3). 
Demographic and Health Survey (DHS) data from Benin provide the starting point for 
developing, operationalising and testing causal diagrams for childhood ALRI morbidity 
and mortality. A series of a priori hypotheses are established, and these analysed 
using a combination of logistic regression, ordered logistic regression and survival 
analysis (chapter 4). To examine the transferability of the findings, the analysis is 
repeated using DHS data for Ethiopia, Kenya and Namibia, with the goal of developing 
a causal diagram that is applicable to the African continent as a whole whilst reflecting 
the contextual factors that may operate in any given country or setting. As DHS data on 
childhood ALRI morbidity are not of sufficient quality, hypothesis testing focuses on the 
relationships between distal and proximal health determinants, in particular solid fuel 
use (chapter 5). 
DHS observations on individuals are nested in households, communities and, 
ultimately, administrative districts. In the context of a Bayesian framework, a series of 
multilevel models is employed to quantify the influence of variation at household and 
community levels on solid fuel use patterns, culminating in a characterisation of spatial 
variation between geo-referenced communities and between districts (chapter 6). 
Testing of a sub-set of hypotheses is undertaken using World Health Survey (WHS) 
data for a pooled set of sixteen countries in sub-Saharan Africa to explore the 
robustness of findings across different data sources. The WHS completes the analysis 
by bringing the health dimension back into the causal diagrams: the relationship of 
solid fuel use and ALRI mortality among children under five is quantified through 
survival analysis. The impact of additional household factors influencing a child's 
exposure to indoor air pollution, such as stove type and cooking location, is also 
investigated (chapter 7). 
Limited data availability, sub-optimal data quality and measurement as well as 
conceptual uncertainty impact on the reliability of the findings and subsequent causal 
inferences. These limitations could, in part, be overcome through the use of change 
diagrams and intervention studies. Nevertheless, some findings of this research, in 
particular those related to solid fuel use and cooking practices, have direct implications 
for public health action in Africa and beyond (chapter 8). Following a summary of 
results and discussion, some recommendations for research and policy are formulated 
(chapter 9). 
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2. Literature review 
Globally, approximately ten million children under five die every year due to a handful 
of causes. The literature on socio-economic inequalities in child health, through its 
documentation of health differentials between and within countries, provides the 
rationale and incentive for this work as well as initial insights into which measures of 
socio-economic status may impact on different aspects of child health. 
A selection of environmental risk factors is responsible for a large share of current 
childhood morbidity and mortality. A brief review of their impacts constitutes a portal to 
the environmental epidemiology literature; socio-economic factors enter this literature 
through adjustment for confounding or environmental justice approaches. Other 
proximal risk factors, such as malnutrition, vaccination and breastfeeding, are reviewed 
in the context of constructing a conceptual causal diagram in chapter 4. 
Despite calls for a broad and integrative epidemiological paradigm, social epidemiology 
and environmental epidemiology - as a sub-set of risk factor epidemiology - continue 
as two mostly distinct literatures. A variety of frameworks and models have 
conceptualised the links between health determinants and health outcomes, and are 
reviewed here in an attempt to lay the basis for a causal diagram-based approach. 
Given the breadth of topics covered by this research, the relevant literature is large and 
the following review is selective. It attempts to give an overview of pertinent aspects by 
drawing on readily accessible sources, such as Medline searches, as well as the 
regular screening of journals, such as the British Medical Journal, the Bulletin of the 
World Health Organization (WHO), Environmental Health Perspectives, Epidemiology, 
the International Journal of Epidemiology, the Lancet and Social Science and Medicine. 
2.1 Socio-economic determinants of child health in developing countries 
2.1.1 Overview of child health situation in the world 
Child mortality distribution and trends 
Child mortality has undergone an impressive decline from approximately 17 million 
deaths worldwide in the 1970s to approximately 10 million deaths in the year 2000. 
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More recently, the average global under-five mortality rate decreased by 11 %, from 93 
deaths in the early 1990s to 83 deaths per 1000 live births in 2000 (Ahmad, Lopez & 
Inoue 2000). While a further reduction in global under-five mortality is expected, the 
predicted decline of 27% between 1990 and 2015 will substantially lag behind the 
targeted decline of 67% specified in Millennium Development Goal (MDG) 4 (Murray et 
al. 2007). Indeed, the observed fall translates into an annual rate of reduction of 1.3%, 
which is much slower than the 2.2% annual rate of reduction observed between 1970 
and 1985. Among 60 priority countries, only seven are currently on track to meet MDG 
4, nineteen are either static or show increased child mortality rates, and the remaining 
countries exhibit slow progress (Horton 2006). 
Figure 2.1: Under-five mortality rate per 1000 live births, 2000 (Gordon, Mackay & 
Rehfuess 2004) 
The World's Forgotten 
Children 
WI, -'. ' 
Hidden behind global averages lies the fact that more than 98% of child deaths occur in 
developing countries. Overall, six countries i. e. India, Nigeria, China, Pakistan, 
Democratic Republic of Congo and Ethiopia account for approximately 50% of 
worldwide deaths in children under five years of age, and 42 countries for 90% (Black, 
Morris & Bryce 2003). Figure 2.1 illustrates the striking differences in child mortality 
rates between countries around the world, ranging from a low of 3 deaths per 1000 live 
births in Iceland to a high of 316 deaths per 1000 live births in Sierra Leone (Gordon, 
Mackay & Rehfuess 2004). Differences in child mortality rates between the richest and 
lir - 
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poorest countries have not only persisted but have widened from a 20-fold difference 
between sub-Saharan Africa and industrialised countries in 1990 to a 29-fold difference 
between the same world regions in 2000 (Black, Morris & Bryce 2003). 
Sub-Saharan Africa accounts for 42% of all child deaths (Bryce et aL 2005). Between 
1990 and 2004, child mortality only declined by 9% (Gakidou et aL 2007), and child 
mortality is on the rise again in several countries due to wars, food shortages and the 
spread of the HIV/AIDS epidemic. Over 90% of the 2.3 million children infected with 
HIV live in sub-Saharan Africa (Prendergast et aL 2007). A majority of these children 
do not receive antiretroviral drugs and therefore have a high risk of dying before the 
age of two years. 
Causes of child mortality 
As shown in Figure 2.2, six causes are responsible for 73% of the approximately ten 
million annual deaths in children under five: pneumonia, diarrhoea, malaria and three 
causes of neonatal mortality: i. e. neonatal sepsis or pneumonia, preterm delivery and 
asphyxia at birth (Bryce et aL 2005). Africa shoulders the majority of the mortality 
burden with 94% of malaria deaths, 89% of HIWAIDS deaths, 46% of pneumonia 
deaths and 40% of diarrhoeal deaths occurring on this continent (Bryce et aL 2005). 
"Our understanding of the causes of illness and death in children in developing 
countries is truly rudimentary" (Mulholland 2005) - mostly due to lack of 
comprehensive vital registration systems in almost all developing countries (Setel et aL 
2007; Mahapatra et aL 2007). Very few studies report population-based cause-specific 
mortality and morbidity data among children. Diagnosing causes of child deaths 
accurately is complicated by co-morbidity of pathological conditions. Depending on the 
incidence and distribution of pneumonia, diarrhoea and underlying risk factors, their co- 
occurrence ranges from 4% to 16% (Black, Morris & Bryce 2003). Co-morbidity can be 
brought about by (i) shared risk factors, such as age, (ii) overlap between multiple risk 
factors, such as age and feeding practices, or (iii) one disease creating an increased 
risk for the other (Fenn, Morris & Black 2005). 
Malnutrition increases the risk of pneumonia, persistent diarrhoea, malaria and 
meningitis (de Onis, Frongillo & Blbssner 2000), and is an underlying cause of 53% of 
all child deaths (Bryce et aL 2005). Indeed, the fraction of disease attributable to being 
underweight is 61% for diarrhoea, 57% for malaria, 53% for pneumonia, 45% for 
measles and 53% for other infectious diseases (Black, Morris & Bryce 2003). Overall, 
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the prevalence of low height-for-age or stunting has fallen from 47% in 1980 to 33% in 
2000 but it has failed to do so in sub-Saharan Africa. In Eastern Africa stunting 
prevalence has increased with 48% of pre-school children now affected; in Western 
Africa it has remained largely unchanged at 35% (de Onis, Frongillo & Blbssner 2000). 
Figure 2.2: Percentage of deaths in children under five by cause, 2000-2003 (Bryce et 
al. 2005) 
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Pneumonia as the largest contributor to child mortality 
Preterm, 28% 
ALRI are responsible for more child deaths than HIVAIDS, malaria and measles 
combined. They comprise a set of clinical symptoms of various aetiologies and 
severities and include laryngitis, bronchitis, bronchiolitis and pneumonia, with the latter 
constituting the vast majority of ALRI cases and deaths (Kirkwood et al. 1995). Most 
cases of pneumonia are caused by bacteria, in particular Haemophilus influenzae, 
which is estimated to be responsible for more than half of severe pneumonia cases in 
Africa, and Streptococcus pneumoniae, which may be responsible for up to 20% of 
severe pneumonia cases (UNICEF & WHO 2006). Respiratory syncitial virus (RSV) is 
the most widespread viral cause of pneumonia. Minor causes of pneumonia include 
bacteria such as Staphylococcus aureus and the fungus Pneumocystis jiroveci. The 
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Malaria Pneumonia 
Causes of 
neonatal deaths 
proportion of bacterial pneumonia is significantly higher among more severe cases of 
pneumonia (Mulholland 1999). 
It is estimated that children under five in developing countries suffer 0.29 ALRI 
episodes per year; ALRI incidence and mortality are highest in the neonatal period and 
decrease with age (Rudan et al. 2004). Pneumonia is responsible for close to two 
million child deaths a year excluding deaths during the neonatal period (Williams et aL 
2002), an estimate considered conservative (Mulholland 2007). As approximately 26% 
of neonatal deaths are caused by pneumonia and sepsis, adding neonatal deaths to 
the estimate would increase the pneumonia death toll to 3 million or 29% of all under- 
five deaths (UNICEF & WHO 2006). 
Pneumonia, more than any other cause of childhood illness, affects the most deprived 
and marginalised children (Bhutta 2006). Less than 20% of children with pneumonia 
have access to healthcare and receive antibiotics (UNICEF & WHO 2006) but historical 
data from the United States show that childhood pneumonia deaths fell by two thirds 
prior to the introduction of antibiotics or vaccines (Mulholland 2007). This implies that 
improved living conditions may play a greater role than healthcare (Rutstein 2000). 
Immunisation, nutritional improvements and reduced indoor air pollution (section 2.2.2) 
represent important approaches for preventing pneumonia (Kirkwood et al. 1995). 
2.1.2 Inequalities in child mortality and morbidity 
Disaggregating child health infounation by socid-economic status 
National averages are not reliable guides to the health status and needs of different 
socio-economic groups of children within a country. Indeed, they may mask large 
disparities. Saracci (2007) describes the "epidemiological diagnosis of social 
inequalities in health as an integral part of the "raison d'dtre" of public health". Since the 
landmark findings of the Whitehall studies (Marmot, Shipley & Rose 1984), a wealth of 
research in Europe and North America has investigated socio-economic inequalities 
with respect to a variety of health outcomes and age groups. Among children, 
outcomes of interest have included children's general health and wellbeing (Drukker et 
aL 2003; Pickett & Wilkinson 2007), low birthweight (Kaplan et aL 1996; Lynch et aL 
2001) and infant mortality (Kaplan et aL 1996; Lynch et aL 2001; Macinko et aL 2004; 
Mayer & Sarin 2005; Wolfson et al. 1999). These studies tend to employ a limited set of 
socio-economic variables. The concepts behind education, occupation and income or 
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wealth as measures of social stratification are reviewed in section 2.1.3, along with 
likely pathways from socio-economic status to health. 
In the developing world, especially, researchers continue to emphasise the importance 
of moving away from aggregate measures of population health, and call for a concerted 
effort to work towards reducing existing, and sometimes widening, health inequalities 
(Feachem 2000; Gwatkin 2000; Gwatkin 2002; Harpham 2002; Marmot 2004; Vega & 
Irwin 2004). A Commission on the Social Determinants of Health was launched by the 
WHO in 2005 to support health policy change in countries (WHO 2006a). This 
Commission focuses on the "causes of the causes": i. e. "the fundamental structures of 
social hierarchy and the socially determined conditions these create in which people 
grow, live, work and age" (Marmot 2007). 
Among those concerned about the distribution of health outcomes in the population 
rather than societal averages, three different schools of thought have developed 
(Gwatkin 2002). Researchers, programmes and organisations interested in the health 
of the poor primarily address the needs of the most disadvantaged group. Those 
concerned with health inequalities take into account the distribution of health as a 
whole with the aim to reduce health differences across society. Finally, the school of 
health inequities adheres to a normative rather than empirical concept (Braveman & 
Gruskin 2003), and is "concerned with righting the injustice represented by inequalities 
or poor health conditions among the disadvantaged" (Gwatkin 2002). Inequalities in 
child health constitute systematic differences between population groups, independent 
of any assessment of their fairness. Inequities, on the other hand, refer to those 
inequalities that are avoidable and deemed unfair (Kawachi & O'Neill 2005). The 
present research is concerned with documenting, quantifying and explaining health 
inequalities between groups of children defined in terms of their socio-economic status 
without applying a normative judgement. 
Ecological studies of determinants of child health in the developing world 
A large number of cross-national studies documents that gross domestic product 
(GDP), gross national income (GNI) or a similar measure of a country's average wealth 
are important determinants of national infant and child mortality rates (Table 2.1), 
where child mortality rates refer to the number of deaths per 1000 live births among 
children under five and infant mortality rates refer to the number of deaths per 1000 live 
births among children under one year of age. Several studies have examined national- 
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level explanatory factors for differences between countries, including female education 
or literacy (Boyle et aL 2006; Flegg 1982), public health expenditure (Flegg 1982; 
Houweling et aL 2005; Shandra et aL 2004; Wagstaff 2002; Wagstaff 2003), 
dependency relationships related to globalisation (Shandra et aL 2004), levels of 
democracy (Shandra et aL 2004) and income inequality (Dorling, Mitchell & Pearce 
2007; Flegg 1982; Hales et aL 1999; Rodgers 1979; Wagstaff 2002; Waldmann 1992; 
Larrea & Kawachi 2005). 
A direct effect of income inequality on health over and above an effect of income per se 
is still considered a controversial issue, with some reviews deducing that there is at 
best marginal support for an association between income inequality and life expectancy 
or infant mortality (Judge, Mulligan & Benzeval 1998), and others strongly disputing 
such conclusions (Wilkinson 1998). A majority of the 168 analyses included in a recent 
systematic review of studies conducted in both the industriallsed world and the 
developing world suggests that "health is less good in societies where income 
differences are bigger' (Wilkinson & Pickett 2006). This may not apply in small areas, 
such as municipalities or communities, where the full spectrum of socio-economic 
differences is not reflected in the same way as in larger areas, such as provinces 
(Larrea & Kawachi 2005; Wilkinson & Pickett 2006). Greater income inequality may 
indicate a more competitive rather than a more cooperative society (Dorling, Mitchell & 
Pearce 2007). 
Individual-level studies of child health inequalities in the developing world 
Socio-economically disadvantaged groups within developing countries systematically 
exhibit higher rates of infant mortality, under-five mortality and malnutrition (which can 
be considered either a child health outcome or a risk factor) than socio-economically 
more advantaged groups. Table 2.2 provides an overview of cross-sectional studies, 
where information on socio-economic status and child health is available at the 
individual level. This allows for socio-economic inequalities in child health to be 
examined differentially across societal groups. For example, the infant mortality rate 
among the poorest household consumption quintile in Nicaragua is 99 per 1000 live 
births compared with only 41 per 1000 live births in the richest quintile (Wagstaff 2000). 
In absolute terms, the chances of dying in childhood for those living on a dollar a day 
are radically different depending on the country where they live. For example, a Kazakh 
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child living on a dollar a day' has a risk of less than 40 per 1000 of dying before his or 
her first birthday whereas a child living on a dollar a day in Niger faces a risk of nearly 
160 per 1000 (Wagstaff 2003). In all countries, wealth inequalities in under-five 
mortality are more pronounced than wealth inequalities in infant mortality (Wagstaff 
2000). 
Maternal education also constitutes a significant predictor of infant and child mortality 
(Shandra et aL 2004; Boyle et aL 2004; Bicego & Boerma 1993; Flegg 1982). The 
education advantage in survival appears less pronounced during the neonatal period 
than during the post-neonatal period (Bicego & Boerma 1993). Similarly, occupation 
may be a critical determinant of child mortality (Macassa et aL 2003). Brockerhoff and 
Hewett (2000) found substantial differences in the odds of dying during infancy or 
before the age of five years between ethnic groups across countries in sub-Saharan 
Africa. Such ethnic differences in mortality are at least in part determined by household 
socio-economic factors and differential use of child health services. 
Large urban-rural differences in the prevalence of malnutrition exist across fifteen 
countries of sub-Saharan Africa but these differences almost disappear when socio- 
economic status measures are controlled for (Fotso 2007). The importance of place of 
residence is also highlighted by disaggregating national surveys according to province 
or region. For example, the Indian National Family Health Survey exposes stark 
differentials in child mortality rates ranging from 19 per 1000 live births in Kerala to 138 
per 1000 live births in Madhya Pradesh (International Institute for Population Science & 
ORC Macro 2000). 
The relative importance of different socio-economic determinants of child health 
outcomes varies between countries (Boyle et aL 2006; Wagstaff 2000; Desai & Alva 
1998; Wirth et aL 2006; Bicego & Boerma 1993). In some cases, health disparities as 
defined by ethnicity, maternal education or geographical location are more pronounced 
than those attributable to wealth differences (Wirth et aL 2006). Similarly, the choice of 
the health outcome influences the pattern of socio-economic inequalities. Few studies 
to date have documented inequalities in relation to cause-specific health outcomes in 
children in the developing world (Gwatkin et aL 2000; Gwatkin et aL 2007; Hatt & 
Waters 2006). 
I In studies of inequalities in health, living on a dollar a day tends to be estimated at the 
individual level. In a first step, an individual's fractional rank in the national wealth distribution, 
based on household assets, is calculated. Subsequently, this is assumed to correspond to the 
proportion of people estimated to be living on a dollar a day or less, based on consumption data 
and adjusted for purchasing power parities (PPP). 
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In summary, economic growth and rising incomes lead to improvements in average 
child and infant mortality rates but tend to be accompanied by increased inequalities in 
child health outcomes (Hales et aL 1999; Starfield 2007; Wagstaff 2002). Indeed, over 
a ten-year period, inequalities in mortality between the poorest and the least poor 
wealth quintile worsened in five out of 22 countries assessed (Moser, Leon & Gwatkin 
2005). It should, however, be noted that the magnitude of health inequalities can vary 
with the choice of a relative measure (e. g. rate ratio) or absolute measure (e. g. rate 
difference) (Moser, Frost & Leon 2007). "Shifting dollars" towards the population 
average income could achieve modest gains in overall mortality but a substantial 
reduction in inequalities in mortality (Blakely & Wilson 2006). Fortunately, there are 
examples of reductions in average child mortality going hand-in-hand with reductions in 
inequalities in child mortality (Bhuiya & Chowdhury 2002; Vappattanawong et aL 2007; 
Victora, Barros & Vaughan 2001). 
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2.1.3 Measures of socio-economic status and pathways 
Concept and dimensions of socio-economic status 
Socio-economic status is a multi-dimensional construct. Different authors distinguish 
between several primary axes of social stratification, such as social class (i. e. position 
of an individual's occupation in the structure of employment relations and conditions), 
social status (i. e. hierarchy of prestige or social honour accorded to an individual) and 
material circumstances (Blane 2006), or material capital, human capital and social 
capital (Oakes & Rossi 2003). Socio-economic status and socio-economic position are 
often used interchangeably in the study of health inequalities. This research employs 
socio-economic status as the most neutral term, interpreting it as a "triumvirate" of 
income/wealth, education and occupation (Veenstra & Kelly 2007). All three 
dimensions attempt to rank individuals or the roles they assume in society along a 
ladder of status rungs or levels. In the following, the concept behind each of these 
measures is briefly reviewed. Their application to the present research is described in 
detail in section 4.2, alongside a discussion of likely mechanisms for translating 
income/wealth, education and occupation into specific child health outcomes. 
Measurement error and measurement bias receive attention in section 8.1.3. 
Income is the measure of socio-economic status that most directly assesses material 
resources. It ranks individuals or households based on differences in access to 
material goods, and the most plausible link to health outcomes is through the 
conversion of financial resources into health-enhancing commodities and services, 
such as nutrition, housing, recreation and access to healthcare (Adler & Newman 2002; 
Solar & Irwin 2007). Information on income or consumption is, however, usually 
considered sensitive (Veenstra & Kelly 2007) and may not be easily obtained; there 
may also be large discrepancies between earned income and disposable income 
(Starfield 2007). Income can fluctuate substantially on a short-term basis and, even 
more so, over the life course. Non-monetary, asset-based approaches of estimating 
household wealth facilitate a more stable assessment of material circumstances and 
tend to be relatively robust to reporting biases (Gakidou et aL 2007). Houweling, Kunst 
and Mackenbach (2003) point out, however, that the relative position of a household 
may vary depending on the specific wealth index used. 
Education exerts both a direct and an indirect influence on health (Singh-Manoux, 
Clarke & Marmot 2002). On the one hand, "educational level creates differences 
between people in terms of access to information and the level of proficiency in 
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benefiting from new knowledge" (Solar & Irwin 2007). It can thus influence lifestyle and 
health-related behaviours and receptivity to health promotion messages, and it may 
permit more informed use of health services (Manor, Matthews & Power 1997; Regidor 
2005). On the other hand, education shapes occupational opportunities and associated 
income earning potential and living conditions (Adler & Newman 2002). Education is 
usually assessed as years of formal schooling or educational attainment, independent 
of the quality of schooling received. It has a low refusal rate on questionnaires 
(Veenstra & Kelly 2007). Therefore, it is a relatively stable measure of socio-economic 
status, and is particularly reflective of "early life circumstances, as the opportunities 
available to an individual are likely to be patterned by parental social class" (Singh- 
Manoux 2005). 
Occupation classifies people into a number of discrete groups based on their position 
in the labour market. It comprises both material and educational aspects, as well as 
"benefits accruing from the exercise of specific jobs, such as prestige, privileges, power 
and social and technical skills" (Solar &. Irwin 2007). Veenstra and Kelly (2007) 
distinguish between occupation as an objective measure (i. e. which occupations 
require more education, qualifications and skills and produce higher incomes? ) and as 
a subjective measure (i. e. which occupations do members of society collectively agree 
are more prestigious? ). Occupation may vary throughout adult life; most research 
employs a measure of the current or longest held occupation. For reasons of data 
availability, the population under study is usually graded into a small number of 
occupational groups, which level out a variety of income and educational levels within 
each group. Another important drawback is that occupational status cannot be readily 
assigned to those who are not employed, such as retired, unemployed and disabled 
persons or students (Solar & Irwin 2007). Similarly, in many societies it is not an 
appropriate measure for assessing women's status. 
The discussion of income/wealth, education and occupation has, however, not 
exhausted the vast array of characteristics along which social stratification can take 
place. The French theorist Pierre Bourdieu developed a relational framework that 
classifies different forms of social capital along different dimensions of social space 
(Veenstra 2007). This composite social space "provides a richer picture of social 
structure than the usual army of stand-alone variables" (Buzzelli 2007). "it incorporates 
multiple criteria for distinguishing position, such that every form of power or resource in 
social life ( ... ) can be deemed a principle of distinction and thus a class-relevant 
capital. Of the many forms of capital, however, cultural capital (encompassing 
educational capital, social background and the cultural tastes fostered in personal and 
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parental educational experiences) and economic capital are the fundamental principles 
of distinction in modern societies, according to Bourdieu, and serve to frame social 
space more prominently than do other forms of capital" (Veenstra 2007). Buzzelli 
(2007) also comments that the notion of multiple forms of capital may be less relevant 
at the very bottom of the social hierarchy, where deep material deprivation prevails. 
While the different components of socio-economic position are correlated, they can 
rarely completely substitute for one another. Indeed, health inequality varies more with 
the choice of socio-economic indicator than with the method used to assess inequality 
(Manor, Matthews & Power 1997) Consequently, Braveman et al. (2005) urge health 
researchers to avoid treating different socio-economic status variables in a "one size 
fits all" fashion, as different factors are not interchangeable but "could affect health at 
different times in the life course, operating at different levels (e. g. individual, household, 
neighbourhood) and through different causal pathways". 
Socio-economic measures in place and time 
The life course approach suggests that much of the observed socio-economic gradient 
in health is the result of cumulative differential lifetime exposure to health-damaging or 
health-promoting physical and social environments (Holland et al. 2000; Wilkinson 
2000). Belonging to a socio-economically advantaged societal group can counteract 
the long-term negative consequences of health problems during childhood through a 
phenomenon termed "social protection" (Holland et aL 2000). "Socio-economic 
conditions accompany each individual from birth and can exercise short- and long-term 
effects: ideally they would need to be measured at different points of the whole life 
course" (Saracci 2007). As discussed above, income/wealth, occupation and education 
differ with respect to stability over time and with respect to their reflection of living 
circumstances for a given age group. 
Socio-economic factors can exert an effect on health outcomes at the level of the 
individual as well as at the level of a group to which an individual belongs (Saracci 
2007; Yen & Syme 1999), and this notion underlies an increasing number of multi-level 
studies (Cohen, Farley & Mason 2003; Drukker et aL 2003). "Place is relevant for 
health variation because it constitutes as well as contains social relations and physical 
resources" (Cummins et aL 2007). "A "space" describes where a location is while a 
66 place" describes what a location is" (Tunstall, Shaw & Dorling 2004), including the 
interactions between people and place (Bernard et aL 2007; Cummins et aL 2007). In 
industrialised societies, health-relevant physical resources in a community or area 
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include the availability of and access to grocery stores, green spaces and health 
facilities (Bernard et aL 2007); health-relevant social resources comprise social control 
and social capital (Cohen, Farley & Mason 2003). 
Influences at multiple levels are likely to play a particularly important role in urban 
settings, where disadvantage can be concentrated along social, economic and 
environmental dimensions (Kjellstr6m et aL 2007; Ompad et aL 2007; Vlahov et aL 
2007). "Inattention to the complex interactions between individuals and their 
environments may lead to inappropriate science, and thus incomplete and perhaps 
misguided interventions and policies (Soobader et aL 2006). Indeed, Yen & Syme 
(1999) suggest that prevention programmes focusing on places can influence the lives 
of more people in a more sustainable way than individually-based interventions. 
Pathways from socid-economic status to health 
"it is unlikely that there will be a single explanation of social inequalities in health" 
(Siegrist & Marmot 2004). Indeed, "it is unrealistic ( ... ) to expect that all health 
disparities could be eliminated because even under conditions of a fair and just 
distribution of opportunities and social conditions, health status differences would 
persist because of a) chance (including biological variation); b) health-promoting or 
health-damaging behaviours that are freely chosen; and c) life-cycle differences in 
health status" (Kawach! & O'Neill 2005). 
Two general perspectives have been proposed to account for socio-economic 
inequalities in health: the materialist perspective and the psychosocial perspective. 
The materialist perspective is concerned with material conditions that result from 
poverty or social disadvantage, contending that income or different types of resources 
allow salubrious environments and better healthcare to be purchased. Material 
conditions are also likely to impact on health-related behaviours, such as smoking, food 
intake and physical activity. As discussed in section 2.2.3, health disparities may reflect 
the unequal burden of exposure to pollution among different socio-economic groups 
and the unequal impact of a given level of exposure on vulnerable individuals (Evans 
and Kantrowitz 2002; Kawachi & O'Neill 2005). Access to and quality of health services 
as well as care-seeking have also been linked to inequality in health (Armstrong- 
Schellenberg et aL 2003; Starfield 2007; Vappattanawong et aL 2007; Victora, Barros & 
Vaughan 2001). For example, Armstrong-Schellenberg et aL (2003) investigated 
inequalities in four poor rural districts of Southern Tanzania and observed that families 
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in the wealthiest quintile were more likely to recognise danger signs, seek care and 
receive treatment for their sick children than families in the poorer quintiles. 
A different school of thought can be traced back to the findings of the British Whitehall 
studies, where explaining health inequalities based on material differences within the 
more advantaged strata became difficult (Marmot, Shipley & Rose 1984). The 
psychosocial theory addresses health-related cognitions, emotions and behaviours that 
are affected by socio-economic status (Adler 2006). In the last two decades, a number 
of studies have investigated the potential role of the psychosocial environment 
(Kosteniuk & Dickinson 2003; Marmot & Wilkinson 2001), and accumulated evidence 
that sustained stress reactions are likely to be experienced more frequently among 
groups with lower socio-economic status that may be less able to cope with the 
demands imposed upon them. Support for the psychosocial perspective comes from: 
(i) the success of psychosocial variables, such as control, anxiety, insecurity, 
depression and social affiliations, in explaining the health gradient; (ii) studies of the 
effects of low social status in primates; and (iii) increasing knowledge about the 
neuroendocrine pathways (Marmot & Wilkinson 2001). The underlying psychobiological 
mechanisms may include chronic psychosocial stress, which leads to raised baseline 
levels of cortisol and an attenuated cortical response to acute stress triggers 
(Kristenson et aL 2004; Wilkinson 2000), and the mesolimbic dopamine system, which 
is implicated in motivation and reward in personal and inter-personal well-being 
(Slegrist & Marmot 2004). 
"Material and psychosocial perspectives are not contradictory theories, nor do they 
suggest mutually exclusive pathways" (Adler 2006): psychosocial pathways can 
operate in addition to the impacts of absolute material living standards (Kroenke 2008). 
"Recognising that the socio-economic structure has powerful psychosocial as well as 
material effects means that it is more, not less, important to identify and tackle the 
structural issues" (Marmot & Wilkinson 2001). 
Most researchers in the field agree that the causal reasoning linking socio-economic 
status to health outcomes is underdeveloped (Blane 2006; Kaufman & Cooper 1999; 
Singh-Manoux, Clarke & Marmot 2002; Starfield 2007). On the one hand, future 
research efforts should be directed at the proximal determinants (in particular 
psychosocial, environmental and behavioural risk factors) in a "dimensions-and- 
pathways" approach, where validated measures of socio-economic status are 
combined with indicators appropriate to different causal pathways (Blane 2006; Singh- 
Manoux, Clarke & Marmot 2002). On the other hand, analyses of the most salient 
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societal influences, such as policies in different sectors, economic and environmental 
characteristics, are warranted in order to identify suitable upstream interventions 
(Starfield 2007). "Equity research has emerged from its infancy. As it matures, it 
increasingly will turn to better conceptual isations of pathways, clearer specification of 
types of influences and greater precision in their measurement, and greater 
sophistication in characterising the various types of health outcomes in different 
populations and population sub-groups" (Starfield 2007). 
2.2 Environmental determinants of child health in developing countries 
Exposure to environmental hazards, in combination with genetics and lifestyle factors, 
make a major contribution to morbidity and mortality in young children. A long tradition 
of environmental epidemiology continues to identify and refine the role that particular 
risk factors play in causing disease and death. A comparative risk assessment, 
conducted by WHO, quantified the contribution of six environmental risk factors to the 
global and regional burden of disease (Ezzati et aL 2002). WHO distinguishes fourteen 
so-called epidemiological sub-regions based on geographical location and child and 
adult mortality strata. Estimates were derived for mortality and disability-adjusted life 
years (DALY), a summary measure of population health that combines mortality and 
morbidity. 
The environmental fraction of diarrhoea, malaria and acute respiratory infections (ARI) 
accounts for 26% of all deaths in children aged under five years in developing countries 
(PrQss-Ost0n & Corvalan 2006). Consequently, risk factors of particular relevance to 
children in the developing world include water, sanitation and hygiene, indoor air 
pollution from solid fuel use, outdoor air pollution and environmental conditions 
favouring propagation of the malaria vector. An overview of the linkages between these 
environmental risk factors and child health outcomes is given in the following 
paragraphs alongside the health impacts of climate change. Even though its current 
contribution to total child mortality is relatively small, global warming will aggravate 
many child health risks in the decades to come. Indoor air pollution from solid fuel use 
and its health effects form the subject of section 2.2.2. 
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2.2.1 Key risk factors and the environmental burden of disease 
Water, sanitation and hygiene and childhood diarrhoea 
Lack of safe water, adequate sanitation and hygiene are major contributors to the 
substantial diarrhoeal disease burden borne by children. Among the most common 
transmission pathways are the ingestion of contaminated water and inadequate 
personal hygiene, both leading to faecal-oral transmission of infectious diarrhoea. 
A multi-country study by Esrey et aL (1991) suggests that providing people with access 
to an improved water supply can reduce diarrhoea by 21%, and providing people with 
access to basic sanitation facilities (i. e. traditional pit latrine, ventilated pit latrine) by 
38%. When basic sanitation facilities are already available, access to an improved 
water supply does not achieve a further reduction in diarrhoea (Esrey et aL 1991; Esrey 
1996). Hand-washing can curb diarrhoea incidence by approximately 35% based on 
research in Myanmar, Bangladesh, India, Indonesia and the United States (Huttly, 
Morris & Pisani 1997). Home chlorination of drinking water can reduce diarrhoea rates 
by 62% for those having access to piped drinking water, and by 85% for those without 
a piped water supply (PrOss et aL 2002). A recent systematic review and meta-analysis 
confirms that a variety of interventions to improve the microbial quality of water are 
effective in preventing diarrhoea (Clasen et aL 2007). 
The burden of disease from water, sanitation and hygiene was estimated using an 
exposure-based approach, where the world's population is divided into six exposure 
scenarios. Each of these exposure scenarios is characterised by different faecal-oral 
pathogen loads in the environment and associated relative risks for diarrhoea, 
schistosomiasis, trachoma, ascariasis, trichuriasis and hookworm disease. The total 
disease burden attributable to water, sanitation and hygiene amounts to 1.73 million 
annual deaths, representing 3.1% of global deaths and 3.7% of global DALYs. 88% of 
this burden is due to infectious diarrhoea; 68% of all deaths occur among children 
(PrOss et aL 2002). 
Outdoor air pollution and childhood acute respiratory infections 
Investments in clean air legislation and improved technologies have led to relatively low 
levels of pollutants in developed country cities, while industrial growth and rapid 
urbanisation produce very high levels of pollutants in urban environments in the 
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developing world, in particular in the megacities of Asia, Africa and Latin America. Man- 
made emissions from traffic, power plants and industry contain a complex mixture of 
toxic components and have been linked to health effects ranging from eye irritation to 
death. 
The contribution of ambient air pollution exposure to mortality from cardiopulmonary 
disease and lung cancer among adults, and to mortality from ARI among children 
under five were quantified as part of WHO's comparative risk assessment. For children, 
a meta-analysis of the five time-series studies investigating the association between 
concentrations of particulate matter (PM) and ARI mortality was conducted. All five 
studies were undertaken in megacities of the developing world (Sao Paulo, Mexico City 
and Bangkok). Four studies directly investigated child mortality due to respiratory 
disease (Conceicao et aL 2001; Gouvaia & Fletcher 2000; Ostro et aL 1999; Saldiva et 
aL 2002) and one study examined infant mortality due to respiratory disease (Loomis et 
al. 1999). The meta-analysis estimated a 1.0% increase in daily mortality from 
childhood ARI for every 10 Ijg/M3 increase in concentrations of PMIO (particles of a 
diameter of up to 10 ljg/M3) (Cohen et aL 2004). 
Globally, urban air pollution is estimated to be responsible for 800,000 premature 
deaths and 6.4 million DALYs every year. Particulate matter causes approximately 
24,000 deaths or 1% of ARI mortality in children under five years of age (Cohen et al. 
2004). In addition, ambient air pollution may contribute substantially to the incidence of 
upper and lower respiratory infections among children (Hertz-Picciotto et al. 2007). 
Environmental determinants of childhood malaria 
Malaria flourishes within a certain temperature range and altitude, where favourable 
rainfall patterns and humidity prevail. Following the rapid development of resistance by 
the Anopheles mosquito vector to widely used insecticides, there is a renewed interest 
in how to control these underlying environmental determinants (Konradsen et al. 2004). 
Three main approaches to the environmental management of malaria can be 
distinguished. Modifications to the environment, such as vegetation clearance and 
draining swamps and flooded areas, permanently change land, water or vegetation 
conditions in order to reduce vector habitats. A manipulation of the environment, such 
as regular application of oil to water bodies or intermittent irrigation of rice fields, 
temporarily produces unfavourable conditions for vector propagation. Changes to 
human habitations and behaviour, such as house screening, aim to reduce contact 
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between vectors and humans (PrOss-OstOn & Corvalan 2006). A combination of 
different environmental management strategies that were implemented over two 
decades in copper mining communities in Zambia reduced malaria-related mortality, 
morbidity and incidence by 70% to 95% (Utzinger, Tozan & Singer 2001). A recently 
conducted systematic review found a reduced risk ratio of 88% in sixteen studies of 
environmental modifications; eight studies on changes to human habitations resulted in 
a reduced risk ratio of 80% (Keiser, Singer & Utzinger 2005). The authors emphasise, 
however, that most of the studies were site-specific and therefore covered only a small 
sub-set of the national level at-risk population. 
PrOss-OstOn and Corvalan (2006) estimate that 42% of the global malaria burden or 
half a million deaths annually, are amenable to prevention through environmental 
management. Insecticide-treated mosquito nets, which are considered at the boundary 
between environmental and chemical control, were not included in this assessment. 
Ninety per cent of the at least one million annual deaths from malaria occur in Africa, 
mostly among young children (Gordon, Mackay & Rehfuess 2004). 
Climate change and child health 
While variations in temperature, humidity and precipitation on a daily, seasonal or inter- 
annual basis constitute natural climate variability, human activities, in particular the 
release of greenhouse gases from fossil fuels, are producing major changes in average 
climatic conditions over extended time periods. Temperatures have risen by 0.60C 
since the middle of the 1 9th century and are predicted to increase between 1.40C and 
5.80C between 1990 and 2100 (WHO 2003). 
Global climate change is likely to impact on human health through, for example, 
thermal extremes, weather disasters, climate-driven changes in the distribution of 
vector-borne diseases or decreased yields in agricultural crops in areas of the world 
that are already threatened by food shortages and drought. WHO estimated the impact 
of climate change on a sub-set of health outcomes for the year 2000 and for the future 
under three different scenarios: i. e. unmitigated emission trends, emission reductions 
and more severe emission reductions (McMichael et aL 2004). Health outcomes were 
selected based on (i) observed sensitivity to temporal and geographical climate 
variations and sufficient strength of evidence; (ii) predicted future importance for public 
health; and (iii) availability or feasibility of constructing quantitative global models. 
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Climate change is estimated to be responsible for 2.8 million DALYs lost due to 
malnutrition, 1.5 million due to diarrhoea, 1 million due to malaria and 192,000 due to 
floods. This climate change-attributable burden is heavily concentrated in low-latitude 
countries that already experience a large burden of disease and are likely to be more 
vulnerable to the future impacts of climate change. 86% of the total mortality due to 
climate change in the year 2000 occured among children under five years of age, 
causing more than 130,000 deaths (WHO 2002). 
Environmental burden of disease among children 
Combining the above estimates of childhood mortality attributable to water, sanitation 
and hygiene, outdoor air pollution and climate change, as well as those attributable to 
indoor air pollution from solid fuel use (Smith, Mehta & Feuz 2004), unintentional 
injuries and malaria (Smith, Corvalan & Kjellstbm 1999), Gordon, Mackay and 
Rehfuess (2004) report that environmental risk factors were responsible for nearly 3 
million deaths in children under five in the year 2000. 
A more recent WHO study estimates that 36% of deaths among children under 15 
years of age are attributable to the environment (PrOss-OstGn & Corvalan 2006). 
Indeed, the per capita number of healthy life years lost to environmental risk factors is 
about 5-times greater in children under five years of age than in the general population. 
This assessment also highlights large inequalities between different world regions: on 
average, children in the developing world lose 8-times more healthy life years than their 
peers in the industrialised world. The environmental burden per capita of childhood 
diarrhoea and ALRI was 140- and 800-times greater in the worst affected developing 
country sub-regions compared to developed country sub-regions. 
2.2.2 Indoor air pollution as a neglected determinant of child health 
Pollutant concentrations and personal exposure 
More than half of the world's population relies on wood, dung, crop residues, charcoal 
and coal to meet their basic energy needs (Rehfuess, Mehta & Pross-Ostc1n 2006; 
Figure 2.3). The burning of biomass fuels and coal on open, fires or traditional inefficient 
stoves generates hundreds of so-called products of incomplete combustion, including 
particulate matter, carbon monoxide (CO), nitrogen oxides, polyaromatic and other 
hydrocarbons and oxygenated organics (Naeher et aL 2007). PMjo is the most widely 
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used indicator of indoor air pollution in developing countries; fine particles of a diameter 
of up to 2.5 /. Jg/M3 (PM25) are likely to have the greatest impact on respiratory health, 
as they are only filtered to a limited extent by the naso-oropharangeal region and can 
penetrate into the bronchial and alveolar region. Based on a WHO database, which 
compiles information from more than 70 studies, average 24-hour PM, 0 concentrations 
in solid fuel-using households range from 300 to 3000 /jg/M3 (Saksena, Thompson & 
Smith 2004). During cooking, levels of indoor air pollution can be as high as 30,000 
/, Jg/M3 . 
By comparison, the recently published WHO air quality guidelines recommend 
that 24-hour and annual mean concentrations of PMj0 should not exceed 50, ug/M3 and 
20 jig/m3 respectively (WHO 2006b). 
Figure 2.3: Percentage of population using solid fuels, 2000 or latest available data 
(Gordon, Mackay & Rehfuess 2004) 
Indoor Smoke: Breaking 
Down Respiratory Defences 
"1 
Cowen is maw mma 
Women and young children, often carried on their mother's back, tend to be most 
exposed to smoke from solid fuel combustion. To the author's knowledge, only two 
published studies, both conducted in Guatemala, have estimated personal exposure of 
small children. A study of improved woodstoves measured 10- to 12-hour daytime 
exposure to PM25 of children aged less than 15 months. With averages of 170'"g/M3 
(±154 standard deviation) exposure to PM25 was 40% lower in homes cooking on a 
plancha chimney stove than in homes cooking on an open fire (279 jg/M3 + 19.5 
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standard deviation). Interestingly, with averages of 149 ljg/M3 (± 68.5 standard 
deviation) children's exposure in homes using a gas stove were similar to the exposure 
of children in plancha-using homes (Naeher, Leaderer & Smith 2000). In another study, 
a child's exposure to CO was reduced by approximately 30% in homes with improved 
chimney stoves (mean 24-hour exposure 2.25 ppm) relative to homes with an open fire 
(mean 24-hour exposure 3.34 ppm) (Bruce et al. 2004). 
The extent of exposure to indoor air pollution due to combustion of solid fuel is 
determined by many different parameters, in particular type of fuel and type of stove 
(Dasgupta et aL 2004; Saksena, Thompson & Smith 2004). A closed stove with a 
combustion chamber burns fuel more cleanly and efficiently than an open fire or open 
stove. A suitable flue and chimney or hood can move much of the pollution outside. 
Many households in developing countries use several fuels and stoves in parallel 
(Sinton et aL 2004), depending on factors such as fuel availability, finances, season 
and type of meal prepared. Where socio-economic circumstances improve, households 
tend to move up the "energy ladder": i. e. they gradually conduct more of their 
household energy activities with progressively cleaner, more efficient and more 
convenient fuels, such as kerosene, liquefied petroleum gas (LPG), and electricity 
(Rehfuess 2006). 
Household-specific factors and human behaviour may matter as much as the choice of 
fuel and appliance. Concentrations of particulate matter in South Asian households 
were significantly correlated with kitchen location, fuel quantity and ventilation practices 
(Balakrishnan et aL 2004; Dasgupta et aL 2004). Family members have different levels 
of exposure depending on the time they spend in different more or less polluted parts 
of the home and the extent to which they do the cooking, or are kept close to the fire 
during cooking in the case of small children. 
Indoor air pollution and child health outcomes 
Exposure to indoor air pollution has been linked to a wide spectrum of health outcomes 
(Bruce, Perez-Padilla & Albalak 2000; Emmelin & Wall 2007; Smith et aL 2000). In the 
context of WHO's comparative risk assessment, Smith, Mehta and Feuz (2004) 
conducted a systematic review of the evidence. They concluded that there is strong 
support for a causal link with ALRI in children under five years of age, chronic 
obstructive pulmonary disease (COPD) in adults over 30 years of age and lung cancer 
in relation to coal use in adults over 30 years of age. The evidence for a causal link 
between indoor air pollution exposure and asthma (Melsom et al. 2001), cataracts, 
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cardiovascular disease, tuberculosis, low birthweight and perinatal disease was 
considered inconclusive. 
More than fifteen observational studies (predominantly case-control studies) have 
investigated the link between indoor air pollution and childhood ALRI in developing 
countries (Table 2.3). Only one of these studies measured concentrations of pollutants 
(Ezzati & Kammen 2001); the others relied on proxy measures, such as cooking fuel 
type, time spent near the fire or the child being carried on the mother's back. ALRI 
morbidity was diagnosed through bi-weekly or weekly home visits by a physician (e. g. 
Campbell, Armstrong & Byass 1989; Robin et aL 1996), through hospital diagnosis 
(e. g. Pandey et aL 1989) sometimes accompanied by X-ray (e. g. Collings, Sithole & 
Martin 1990; Johnson & Aderele 1992) and, in one case, through Integrated 
Management of Childhood Illness (IMCI) diagnosis criteria (Ezzati & Kammen 2001). 
ALRI mortality data, only included in two studies, were obtained through verbal autopsy 
(de Francisco et al. 1993; Mtango et al. 1992). A meta-analYsis based on eight studies 
conducted in the Gambia, Nepal, Nigeria, Zimbabwe and among Navajo Indians in 
North America yielded a relative risk of 2.3 (1.9; 2.7) for ALRI among children exposed 
to cooking with solid fuels (Smith, Mehta & Feuz 2004). 
Air pollutants could increase the risk of ARI infection by impeding specific host 
immunity, such as aspects of humoral and cellular immunity, and non-specific host 
defences, such as mucociliary clearance and phagocytosis (Smith et aL 2000). Becker 
and Soukup (1999) found that PM10 can alter the macrophage-regulated inflammatory 
response to infection with RSV. Macrophages play a critical role in linking specific and 
non-specific immune systems of the respiratory tract (Naeher et aL 2007). Moreover, 
PM derived from the burning of cow dung in a traditional Indian stove has been shown 
to elicit oxidative stress in a model human respiratory tract lining fluid (Mudway et aL 
2005). Ultimately, the oxidative activity of PM can lead to inflammation and tissue injury 
in the lung. Indoor air pollution and unhygienic conditions can also result in the 
disturbance and reduction of the levels of different classes of serum immunoglobulins 
among neonates (Verma & Thakur 1995). 
There is increasing evidence for an impact of indoor air pollution on birthweight and 
other pregnancy outcomes (Boy, Bruce & Delgado 2002; Mishra et aL 2004; Siddiqui 
2006). For example, a study of more than 1700 Guatemalan women and newborn 
children found that, after adjustment for a variety of socio-economic confounders 
(including maternal age, parity, maternal nutritional status, nutritional supplements 
during pregnancy, gestational age, literacy, marital status, floor type), the birthweight of 
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babies born into wood-using homes was 63 (0.40; 126) grams lower than the weight of 
children born into cleaner fuel-using homes (Boy, Bruce & Delgado 2002). These 
findings are supported by a growing literature in industrialised countries that exposure 
to air pollution increases the risk of preterm delivery and other perinatal outcomes 
(Huynh et aL 2006; Leern et aL 2006). Through reduced oxygen in the mothers blood 
and reduced oxygen delivery to the placenta, carbon monoxide offers a plausible 
mechanism for an impact of biomass pollution on different perinatal health outcomes 
(WHO 2007a). 
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Burden of disease attributable to indoor air pollution 
In the absence of pollutant concentrations or personal exposure data, Smith, Mehta 
and Feuz (2004) adopted a binary exposure classification approach by estimating the 
percentage of the population cooking with solid fuels versus non-solid fuels (i. e. 
kerosene, gas, electricity). For countries where the information was not available from 
household surveys or censuses, the exposure was modelled based on per capita gross 
domestic product, per capita petroleum use, and rural population as the main predictor 
variables (Mehta et aL 2006). In addition, to account for differences in cooking and 
ventilation practices a ventilation factor was assigned to countries, depending on 
climate and level of economic development. 
The burden of disease attributable to indoor air pollution was quantified at global and 
regional levels. Exposure estimates and the burden of disease from ALRI, COPID and 
lung cancer were combined for each of fourteen epidemiological sub-regions, as well 
as relative risks obtained through the above mentioned meta-analysis. This yielded 1.6 
million deaths and over 38.5 million DALYs attributable to solid fuel use globally. In 
developing countries with high child and adult mortality, indoor smoke is responsible for 
3.7% of the burden of disease, making it the fourth most important risk factor behind 
malnutrition, unsafe sex and unsafe water, sanitation and hygiene (WHO 2002). 
Globally, solid fuel use is estimated to be responsible for nearly 800,000 child deaths; 
385,000 of these deaths occur on the African continent (Rehfuess 2006). More 
recently, and based on the same methodology, WHO released country-by-country 
estimates of morbidity and mortality attributable to indoor air pollution from solid fuel 
use. In 11 countries, solid fuel use is responsible for more than 20,000 ALRI deaths 
among children in the year 2002; six out of these countries - i. e. Angola, Burkina Faso, 
the Democratic Republic of the Congo, Ethiopia, Nigeria and the United Republic of 
Tanzania - are located in Africa (WHO 2007b). 
2.2.3 Socio-economic confounding and environmental justice 
Control for socio-economic confounding 
Traditional environmental health risks in developing countries, such as poor water 
quality, lack of adequate sanitation and reliance on polluting solid fuels, often go hand- 
in-hand with material deprivation. Similarly, environmental risks in industrialised 
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countries, such as ambient air pollution, noise, sub-standard housing and hazardous 
waste, tend to be more frequently found in areas of lower socio-economic status. 
Confounding arises when risk factors are non-randomly distributed in the population: 
i. e. a confounder is both a determinant of the disease and associated with the 
exposure under investigation, but does not lie on the causal pathway between 
exposure and disease (Bonita, Beaglehole & Kjellstr6m 2006; Clayton & Hills 1993). 
Adjustment for socio-economic confounding is therefore critical in deriving an estimate 
of the true relationship between the exposure to an environmental risk factor and a 
given health outcome. Epidemiological analyses control for socio-economic 
confounding by stratification - i. e. the association between risk factor and health 
outcome is assessed within homogeneous socio-economic strata. Multivariate 
statistical modelling represents an extension of this approach where multiple 
confounders need to be considered. Table 2.3 illustrates how studies of the relationship 
between solid fuel use and childhood ALRI morbidity and mortality were adjusted for 
different socio-economic variables, such as housing, overcrowding, wealth and 
education. Residual socio-economic confounding can, however, be a major problem 
(Kaufman & Cooper 1999), even more so where studies are not sufficiently large and 
many factors - some of which may not be reliably measured - must be controlled for 
simultaneously. Study design itself can also control for confounding through 
randomisation, restriction or matching. 
In this way, a long tradition of environmental epidemiology conventionally treats socio- 
economic status as a confounder, a variable that is not of primary interest (Clayton & 
Hills 1993; Elliott et aL 2000). In research designed to investigate the system of causal 
pathways linking socio-economic status to health and attempting to quantify the effect 
of the physical environment simple adjustment for socio-economic status is 
inappropriate (Elliott et aL 2000). 
EnvironmentaIjustice research in the industrialised world 
in industrialised countries, the environmental justice movement has begun to examine 
race and socio-economic differentials in exposure to toxic hazards. Environmental 
injustice can be defined as "the disproportionate exposure of communities of colour 
and the poor to pollution, and its concomitant effects on health and environment, as 
well as the unequal environmental protection and environmental quality provided 
through laws, regulations, governmental programmes, enforcement and policies" 
(Maantay 2002). A particular concern is that the combined health impact of lo 
economic status and poor environmental surroundings may create a double burden 
among the most disadvantaged segments of society; where effect modification 
operates (i. e. low socio-economic status and high exposures combined result in 
amplified disease) this may result in a "triple jeopardy" (Buzzelli 2007). Wing (2005) 
describes environmental justice as "a science for the people, applied research that 
addresses issues of concern to communities experiencing environmental injustice, poor 
public health conditions and lack of political powee'. 
A range of studies in the United States and, more recently, in Canada, the United 
Kingdom and other European countries have investigated racial or socio-economic 
differentials in the location of environmentally hazardous sites, such as landfill sites, 
industrial facilities or power plants (Fricker & Hengartner 2001; Faber & Krieg 2002; 
Morello-Frosch et aL 2002). Exposure to outdoor air pollution has been another major 
area of interest (Gouvala & Fletcher 2000; Jerrett et aL 2004; Martins et aL 2004; 
O'Neill et aL 2003). In order to decipher which routes may operate to generate 
differential air pollution-related health outcomes, Samet and White (2004) argue that 
"studies need to extend beyond empirical exploration of effect modification to explore 
the underlying causal pathways". 
While some reviews of the environmental justice literature conclude with certainty that 
the most disadvantaged groups suffer from the worst environmental conditions 
(Stephens & Bullock 2002), others critically assess the methodological basis for the 
underlying evidence (Bowen 2002; Buzzelli 2007; Mohai & Saha 2006; Maantay 2002). 
Bowen (2002) criticises the reliance of environmental justice studies on proximity 
measures and concludes that "the empirical foundations of environmental justice are so 
underdeveloped that little can be said with scientific authority regarding the existence of 
geographical patterns of disproportionate distributions and their health effects on 
minority, low-income, and other disadvantaged communities". Maantay (2002), drawing 
on thirteen GIS-based environmental justice studies conducted during the 1990s, 
identifies the inappropriate definition of the hazard source, the Modifiable Area Unit 
Problem (i. e. the same data can yield different results depending on the choice of the 
geographical unit of analysis), failure to take into account wind patterns, hydrology and 
geology and the lack of a reliable exposure risk index or proxy as important limitations. 
"Indeed, the most fundamental question - which came first, the people or the pollution? 
- has yet to be satisfactorily answered" (Mohai & Saha 2006). Finally, while 
documenting the disproportionate distribution of pollution sources, most environmental 
justice research has failed to examine the consequences of this distribution for health 
(Buzzelli 2007; Evans & Kantrowitz 2002; Maantay 2002). 
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Environmentaljustice-type research in the developing world 
The wealth of environmental justice analyses in industrialised countries stands in sharp 
contrast to the near-absence of such work in developing countries. "The paucity of data 
on income and environmental risk for residents of developing countries is particularly 
troublesome given both the greater population size and more adverse environmental 
risk exposure in many of these countries" (Evans & Kantrowitz 2002). A recent 
exploration of the spatial associations between poverty (measured as daily 
consumption expenditure) and five environmental problems at the provincial level in 
Cambodia, Laos and Vietnam represents a rare example of environmental justice-type 
research (Dasgupta et al. 2005). The three countries differ with respect to their poverty- 
environment nexus but household-level factors, such as indoor air pollution and water, 
tend to be closely correlated with poverty. 
Figure 2.4: Percentage of population using solid fuels by income 
People living on more than two dollars a day (top) and on less than one dollar a day 
(bottom) (Gordon, Mackay & Rehfuess 2004). 
Two Worlds: Rich and Poor 
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Blakely et aL (2004) estimate the relationship between poverty and the prevalence of 
six different risk factors in low- and middle-income regions of the world. For all sub- 
regions, they found strong gradients of increasing poverty with increasing child 
malnutrition, a higher prevalence of unsafe water, lack of sanitation and solid fuel use. 
The association of poverty with tobacco use, alcohol consumption and obesity varied 
depending on the sub-region. For indoor air pollution, the relative risks for those living 
on less than $1 per day compared to those living on more than $2 per day range from 
1.1 to 14.6 (Figure 2.4; see footnote on page 26). If everyone living on less than $2 per 
day adopted the risk factor profile of those living on more than $2 per day, 37% of 
unsafe water and sanitation and 38% of indoor air pollution could be avoided. The 
authors, however, do not make an explicit link with health outcomes and see their work 
as an "attempt at global mapping of risk factors by absolute poverty (rather) than 
quantitative estimates of causal associations" (Blakely et al. 2004). Nevertheless, this 
work presents a first step towards elucidating the specific mechanisms through which 
poverty is translated into poor health status in developing countries. 
2.3 Concepts and frameworks 
2.3.1 Scope of epidemiology 
The past decade has been marked by much public debate regarding the scope of 
epidemiology (Chiu & Bayliss 1995; God 1998; Krieger 1994; Mackenbach 1998; 
McMichael 1999; McPherson 1998; Pearce 2007; Pearce & McKinlay 1998; Poole & 
Rothman 1998; Skrabanek 1994; Susser & Susser 1996a; Susser & Susser 1996b; 
Vineis 1998). Many authors have been calling for paradigm shifts and new theoretical 
frameworks and have argued for "more balanced approaches, incorporating proximal 
and distal factors and the need to appreciate the combined roles of society, economy 
and biology" (Yen & Syme 1999). Frequently encountered criticisms of "modern 
epidemiology" include its preoccupation with proximate risk factors, a focus on 
individuals rather than populations, its reduction to a set of methods and a limited 
temporal frame of reference. 
With the rise of chronic diseases during the 20th century, epidemiology became 
increasingly concerned with specific exposures, circumstances and behaviours 
measurable at individual level. The central concept of this risk factor paradigm (March 
& Susser 2006) is the black box, a "general metaphor for a self-contained unit whose 
inner processes are hidden from view" (Susser & Susser 1996a). Applied to 
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epidemiology, black box thinking entailed a relationship between a given exposure and 
health outcome without the explicit need to elaborate intervening pathways. 
Increasingly, the notion of one-to-one relationships between exposure and disease was 
replaced by the belief that population patterns of health and disease can be explained 
by a complex causal web of interconnected risks and protective factors. The public 
health implication is the "ability to identify - and predict the results of breaking - 
individual strands of this causal web" (Krieger 1994). Risk factor epidemiology has 
increasingly been criticised as a "risk factor storm" (March & Susser 2006) or a 
"decontextualised science of causation" (Ebrahim 2007) that ignores the origins of the 
causes of disease (Davey Smith 2001; Skrabanek 1994; Susser & Susser 1996a). 
Krieger (1994) asks: "who or what is the "spider' responsible for (the web's) array of 
factors"? Risk factor epidemiology should, however, not altogether be dismissed 
(Pearce & McKinlay 1998): "the fault is not in doing such studies, but in only doing such 
studies" and becoming "prisoners of the proximate" (McMichael 1999). 
Risk factor epidemiology makes the individual the unit of epidemiological observation. 
Yet, it fails to distinguish between the determinants of disease in individuals (i. e. 
causes of cases) and in populations (i. e. causes of incidence) (Rose 1985; Rose 
1992). It explains who is at risk in a population but not why risks exist or differ within 
and between populations (Doyle, Furey & Flowers 2006; Ebrahim & Lau 2001; Marmot 
2001; Schwartz & Diez Roux 2001). The population level is fundamental if our ultimate 
aim is to use epidemiological findings for the control of health problems (Pearce 1999) 
and, consequently, "the priority of concern should always be the discovery and control 
of the causes of incidence" (Rose 1985). The focus on individuals has an additional 
implication as it assumes that the causal link between exposure and disease always 
takes place at the individual level. Any higher-level influence is translated into 
individual-level risk factors (Krieger 1994). This approach assumes that "populations 
are merely aggregates of free-range individuals" (McMichael 1999), and that 
population-level effects are equivalent to the sum of individual-level effects (Eisenberg 
et al. 2007; Koopman & Lynch 1999). Instead, populations have unique social and 
health properties, such as herd immunity or social morale (Davey Smith 2001; Krieger 
1994; March & Susser 2006; Schwartz & Diez Roux 2001; Susser & Susser 1996a). 
These "affect health processes at a supra-individual level, in addition to any 
manifestations of risk that they might induce at the individual level" (McMichael 1999). 
"Numeric reasoning, based on statistical modelling, has been central to the effort" of 
modern epidemiology (McMichael 1999). In the eyes of some (Ebrahim & Lau 2001; 
Krieger 1994; Pearce 2007), the focus on sophisticated study designs and statistical 
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methods has reduced epidemiology to a collection of techniques, a "mere amalgam of 
methods and study designs" (Krieger 1994), that is applied to a particular problem 
involving human disease. In the light of ever more sophisticated modelling of the 
relationships between exposures and health outcomes, understanding the origins of 
these relationships and their implications for population health has, at times, taken a 
back seat. 
McMichael (1999) describes epidemiology's temporal frame of reference as an 
additional limitation. Predominant is a static or life-stage view of the acquisition of risk, 
while there is increasing evidence of the importance of early-life influences and the 
accumulation of risk over the life-course (Wilkinson 2000). Moreover, McMichael urges 
epidemiologists to extend the work in the present and recent past tenses to the 
forecasting of health risks in the future: "we must ( ... ) think beyond the traditional 
striving for incremental health gains within populations; we must also address the issue 
of the sustainability of population health against the prospect of a deteriorating natural 
environment" (McMichael 1999). 
Responding to these drawbacks, several epidemiologists have proposed steps towards 
a common vision of a broad and integrative epidemiological theory: 
Krieger's eco-social perspective embraces population-level thinking and rejects the 
underlying assumptions of biomedical individualism without discarding biology. Her 
framework aims to overcome the "individualistic fallacy", where causation at the 
population level is inferred from individual level comparisons, and direct attention to the 
health effects of collective phenomena that cannot be reduced to individual attributes. 
Krieger (1994) proposes to "marry the metaphor of the continually-constructed 
6'scaffolding" of society ( ... ) to that of the ever-growing "bush" of evolution, together 
defining the potential and constraints of human life" - dynamically intertwined at every 
level from sub-cellular to societal". With reference to Jerry Morris's now 50-year-old 
"Uses of epidemiology" (Morris 1955), Krieger (2007) describes the challenge as "to 
think big and small at the same time: to see the details of disease mechanisms while 
not losing sight of the social production of disease distribution overall". 
Susser & Susser (1996b) put forward a paradigm of Chinese boxes, "a conjurer's nest 
of boxes, each containing a succession of smaller ones" at different levels of 
organisation with intimate links between them. Their proposed eco-epidemiology 
"Stretches from societal dynamics to intra-cellular dynamics" (Weed 1998), and 
expresses an equal concern about causal pathways at all levels (March & Susser 
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2006). The pejorative connotations of black box thinking, where the causal 
mechanisms between exposure and disease are unknown and may even be 
considered irrelevant, are overcome by Susser and Susser (1996b), who re-interpret 
and encourage black box thinking as the explicit recognition that "unopened boxes lie 
above and below every level" of analysis (Weed 1998). 
Understanding the "determinants of population health beyond proximate, individual- 
level risk factors (and their biological mediators) requires a social-ecologic systems 
perspective" (McMichael 1999). The essence of this social-ecologic systems 
perspective is similar to the theories proposed above, but it includes one additional 
element. In view of a changing global environment it explicitly considers the 
interdependencies between individuals, groups of individuals and their ecological 
surroundings in past, present and future. Patz et aL (2000) and Reiter (2001) put into 
practice this perspective in their analysis of the impacts of greenhouse gas emissions 
on human health that are characterised by long delays between cause and effect. 
The above proposed perspectives largely agree on the required elements of a new 
epidemiological theory. Building on the definition of epidemiology as "the study of the 
distribution and determinants of health-related states or events in specified populations, 
and the application of this study to control of health problems" (Last 1988), this theory 
must adopt a population perspective and continue to develop as a population science 
(Pearce 1999). It should be equally concerned with causal pathways at the societal 
level, risk factors at the individual level and pathogenesis at the molecular level, 
seeking to integrate across macro-, meso- and microlevels (Eisenberg et aL 2007; 
McMichael 1999). It should move away from an asocial science (Davey Smith 2001; 
Krieger 1994; McMichael 1999): "although the biologic may set the basis for the 
existence of humans and hence our social life, it is this social life that sets the path 
along which the biologic may flourish - or wilt" (Krieger 1994). It uses "a systems 
theory-based approach to extend the purview of causation across axes of space, time 
and organisational level, and proposes to interrelate research at different scales 
through feedbacks and interactions" (Eisenberg et aL 2007). Interestingly, the "eco"- 
concept is common to all three approaches. March & Susser (2006) express their hope 
that "ultimately, the "eco-" in eco-epidemiology, still embryonic in form, will no longer be 
required for the sake of differentiation from the dominant paradigm". 
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2.3.2 Review of conceptual models 
"Theories attempt to explain why phenomena exist and are interrelated. By contrast, 
models attempt to portray how these connections occur and are always constructed 
with elements and relationships specified by particular theories" (Krieger 1994). Many 
of the existing conceptual models do not yet fully embrace the above discussed "social 
and environmental holism" (McMichael 1999). The notion that social sciences and 
medical sciences represent two disparate literatures that should become more 
interconnected is, however, not new: "the differing concerns and methodologies have 
compartmentalised ( ... ) knowledge and constrained the development of potentially 
more useful approaches to understanding child survival" (Mosley & Chen 1984). 
Indeed, socio-economic and proximate determinants act on the same child, as is 
illustrated by the proximate determinants framework of Mosley and Chen (1984). The 
authors assume that all socio-economic determinants must operate through a finite and 
exhaustive set of proximate determinants that directly influence the risk of disease and 
death (Hill 2003). Four sets of proximate determinants of child survival (i. e. maternal 
factors, environmental contamination, nutrient deficiency and injury) influence the rate 
of shift of healthy individuals toward sickness. The fifth set, personal illness control, 
affects the rate of illness (through prevention) and the rate of recovery (through 
treatment). Mosley and Chen also clearly recognise that socio-economic determinants 
operate at individual, household or community levels. 
Since then, several other conceptual models and frameworks have attempted to 
integrate upstream or socio-economic and downstream or proximal determinants of 
health. For some of these, environmental epidemiology is the point of departure (Briggs 
2003a; Eisenberg et aL 2007; Gee & Payne-Sturges 2004; Morello-Frosch & Shenassa 
2006; Soobader et aL 2006); others have their origins in social science and social 
medicine (Diderichsen & Hallqvist 1998; Kosteniuk & Dickenson 2003; Starfield 2007). 
Some are driven by the concerns of developing countries (Eisenberg et aL 2007; 
Mosley & Chen 1984), others are informed by the specific experiences of industriallsed 
settings (Diderichsen & Hallqvist 1998; Kosteniuk & Dickenson 2003; Morello-Frosch & 
Shenassa 2006). A selection of these frameworks is briefly reviewed here. 
The Multiple Exposures, Multiple Effects (MEME) model for children's environmental 
health indicators highlights the many-to-many associations between environmental 
exposures and child health outcomes in their social, economic and demographic 
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context (Briggs 2003a). It represents a simplification and adaptation of the earlier 
Driving force, Pressure, State, Exposure, Effect, Action (DPSEEA) framework, which 
structures and visualises the many different points of intervention along the 
environmental health chain (WHO 1999a). The MEME model also illustrates that 
exposures occur in different settings, including the home, the community and the 
ambient environment, and that interventions may be directed at reducing exposure or 
curing disease. 
Gee and Payne-Sturges (2004) marry the environmental and psychosocial concepts of 
health disparities by proposing that psychosocial stress may be the vulnerability factor 
linking socio-economic conditions with environmental hazards. Their stress-exposure- 
disease framework combines individual-level and community-level factors. The authors 
review the evidence for the different components of this framework and conclude that 
increased vulnerability to environmental hazards is caused by differential experiences 
of community stress, exposure to environmental risks and insufficient availability of 
community resources. 
Similarly, Morello-Frosch and Shenassa (2006) put forward that the interplay of 
community-level and individual-level stressors or buffers shapes exposures and 
susceptibility to environmental hazards, using the example of birth outcomes. Their 
hypothesised mechanism to link socio-economic determinants and the environmental 
health chain is allostatic load, i. e. the cumulative physiological degradation that can 
result from chronic stress exposure and the accompanying shift in the body's 
homeostatic functions. Morello-Frosch and colleagues refer to the combination and 
interaction of elevated environmental hazard exposures and socio-economic stressors 
as "geographies of exposure and susceptibility" or "riskscapes" (Morello-Frosch & 
Lopez 2006; Morello-Frosch & Shenassa 2006). 
The environmental determinants of infectious disease (EnvID) framework draws on 
infectious disease transmission models and incorporates transmission cycles of 
infectious pathogens as a component that interlocks environment and disease 
(Eisenberg et aL 2007). It postulates that distal environmental changes, such as 
climate change or urbanisation, act on disease transmission through multiple 
intermediate steps. Proximal environmental characteristics, such as faecal 
contamination of drinking water or air pollution, directly affect disease transmission. 
Starfield (2007) develops a population-based model that explicitly addresses both 
average and distributional health outcomes. Different sectoral policies are embedded in 
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the political context and exert an effect on more proximal determinants of population 
health: i. e. environmental characteristics, wealth and wealth inequality, power 
relationships, behavioural and cultural characteristics and health system 
characteristics. These multiple factors interact with each other and across different 
levels of influence in determining aggregate health and inequality in health. 
The framework developed by Diderichsen and Hallqvist (1998) identifies the 
mechanisms that operate at different levels of the underlying determinants of health to 
generate inequalities in health. It reflects the circumstance that "many individual risk 
factors cluster around an individual's social position as well as characteristics of the 
broader social context such as place of residence (urban or rural), work environment or 
wider social and economic policies of society" (Diderichsen & Hallqvist 1998). The 
framework delineates four main mechanisms that play a role in generating health 
inequalities: i. e. social stratification, differential exposure, differential vulnerability, and 
differential consequences. Each of these mechanisms also serves as an entry-point for 
policies or interventions to reduce inequalities. Differential consequences may further 
contribute to the process of social stratification, and thereby provide a positive 
feedback loop that prolongs the vicious cycle of poverty and ill health. Pursuing any 
one of the intervention routes outlined is likely to reduce inequalities in health outcomes 
but disparities are likely to persist if only one of the entry-points is chosen. 
"Interventions for one specific disease will not necessarily lower the burden on the 
poor, because their underlying vulnerability makes it likely that one risk, or disease, 
avoided will be rapidly replaced by another. ( ... ) Thus, health interventions would do 
well to respond to much more than just the currently expressed need, evidenced by a 
particular symptom or illness. Moving much further upstream to redress 
disproportionate risks associated with poverty - and not just the health effects of these 
risks - is critical" (Evans et aL 2001). 
"Models and frameworks are merely tools, not strait-jackets, and we should be 
prepared to adapt them, or exchange one for another, according to need" (Briggs 
2003a). Indeed, all of the models discussed above share the objective to untangle the 
influence of different health determinants and to identify strategies for improving health 
outcomes and alleviating disparities. They include many common elements, such as 
the interconnectedness between multiple socio-economic and proximal risk factors, 
and their operation at different levels of aggregation. Moreover, they constitute "a 
structure from which to unite disparate pieces of information from a variety of 
disciplines" (Eisenberg et al. 2007), and "encourage critical thought and shape the 
evolution of the field" (Eisenberg et al. 2007). The role of these frameworks is to 
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organise knowledge and structure complexity. In this way, they represent "simplified 
approximations of reality ( ... ) that make explicit our underlying concept of the way the 
world works" (Briggs 2003a). 
These conceptual frameworks represent a valuable starting point and "eye opener". 
Very rarely do they contend to provide the basis for statistical analysis with respect to 
specific health issues (section 3.2). The work by Bicego & Boerma (1993) constitutes a 
valuable example: based on the model developed by Mosley and Chen (1984), the 
authors explore health services utilisation and the pattern of family formation as 
potential mediators for the impact of maternal education on nutritional status and 
mortality among children under two years of age. 
2.4 Summary of relevance for analysis 
This literature review has provided an overview of the large global burden of child 
mortality and its causes, and has confirmed that this public health problem is far from 
being addressed in an adequate way. Pneumonia is responsible for the greatest share 
of the approximately ten million annual deaths among children under five, thereby 
providing the justification for the focus of this thesis. This chapter has also described 
large socio-economic inequalities in child health outcomes between countries as well 
as between different population groups within countries. In examining health 
information in a disaggregated way, measures of socio-economic status must be 
carefully considered in terms of the meaning they carry in space (i. e. level of 
aggregation) and time (i. e. with respect to the life course) and in terms of the pathways 
through which they operate. 
This chapter has also taken stock of the impact of environmental risk factors on child 
health. The important role of water, sanitation and hygiene, outdoor air pollution and 
vector habitats is well accepted; indoor air pollution from solid fuel use, however, only 
recently emerged as a major neglected threat to child health in developing countries. 
This suggests that one pathway from socio-economic status to ALRI morbidity and 
mortality may operate through solid fuel use, as analysed in this thesis. Most 
epidemiological studies take the accumulation of risk among poorer, less educated 
population groups into account by adjusting for socio-economic confounding. Taking a 
different approach, the environmental justice movement has been exploring race and 
socio-economic differentials in exposure to environmental hazards directly. This 
growing literature provides the background against which the analyses conducted as 
part of this thesis should be seen. 
59 
In recent years, modern epidemiology has been increasingly criticised as being too 
concerned with the impact of specific exposures and behaviours at the individual level 
and at a single point in time, and as being driven by methods rather than public health 
needs. The proposed move towards an "eco-epidemiology" embraces the population 
perspective and is equally concerned with causal pathways at the societal, individual 
and molecular level. Many conceptual models are already adopting a whole-systems 
perspective and assigning equal weight to socio-economic determinants and proximal 
health risks. This research builds on this literature and, as discussed in the following 
chapter, uses causal diagrams as a framework for statistical analysis. 
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3. Data sources and statistical methods 
3.1 Data sources 
This research project draws on two data sources: Demographic and Health Surveys 
(DHS) and the World Health Survey (WHS). Both surveys set out to provide nationally 
representative information on socio-economic factors, environmental exposures and 
health in a harmonised way for a large number of developing countries. 
The DHS is an established survey which was initiated two decades ago and has since 
undergone many changes to optimise its performance in obtaining high-quality 
information on fertility patterns, maternal and child health. Limitations with respect to 
this research project are that it does not contain cause-of-death information and that a 
single question related to solid fuel use was only introduced in 1999 and is thus only 
available for selected surveys. In the light of the importance of indoor air pollution from 
solid fuel use for child health, the WHO has successfully advocated the integration of 
additional questions on cooking practices. Since 2005, the DHS core questionnaire 
includes three relevant questions: i. e. main cooking fuel, type of cooking stove and 
cooking location. 
In contrast, the WHS, after a round of pre-testing, was only carried out once in 2003 in 
70 developing and industrialised countries and will not be continued. Its primary 
emphasis is on health system performance and it has not benefited from the 
continuous improvement process seen with the DHS. It does, however, contain a 
wealth of information on environmental and behavioural risk factors, in particular six 
questions about cooking and heating habits, as well as cause-of-death information for 
children and adults. 
In the light of the above advantages and drawbacks, it was decided to use the DHS as 
the primary data source for this research project and to draw on the WHS to cross- 
validate findings, expand the environmental exposure model and investigate 
determinants of cause-specific child mortality. 
Among a sub-set of African countries, for which solid fuel use information became 
available at the beginning of this research project in 2002 or shortly thereafter, Benin 
was selected for the conceptualisation and development of appropriate methods. The 
Beninese dataset comprises a large number of household assets as well as global 
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positioning system information; moreover, a relatively small dataset facilitates a more 
rapid processing of complex models. The methods developed for Benin were 
subsequently tested in three additional African countries - Kenya, Namibia and 
Ethiopia. These were chosen, as both DHS and WHS surveys had been conducted in 
the same countries between 2000 and 2003. WHS sample sizes for cause-specific 
child mortality turned out to be too small for a country-by-country analysis. 
Consequently, WHS data from sixteen African countries - Burkina Faso, Chad, 
Comoros, Congo, C6te d'lvoire, Ethiopia, Ghana, Kenya, Malawi, Mali, Mauritania, 
Namibia, Senegal, Swaziland, Zambia and Zimbabwe - were pooled for the analysis of 
ALRI mortality and its underlying socio-economic and environmental risk factors. 
The present analysis does not seek to provide nationally representative information but 
instead focuses on the association between socio-economic factors, environmental risk 
factors and child health outcomes. Even though sample weights are available for all 
DHS surveys and most WHS surveys, all respondents were treated equally in 
multivariate analyses, which is in line with the approach recommended by O'Donnell et 
aL (2008). 
3.1.1 Demographic and Health Surveys 
Description of survey 
Demographic and Health Surveys are designed as nationally representative household 
surveys with large sample sizes, ranging from 5,000 to 30,000 households depending 
on the size of the country. These surveys are typically conducted every five years to 
allow comparisons over time. The DHS project was initiated by the United States 
Agency for International Development (USAID) in 1984 to provide data and analysis on 
demographics and the health and nutrition of women and children in developing 
countries. Its mandate has been to "improve and institutionalise the collection and use 
of data by host countries for programme monitoring and evaluation, and for policy 
development decisions" (ORC Macro 2004). Since 1989, ORC Macro has been 
responsible for the implementation of the surveys. Over the last 20 years, the DHS 
project has coordinated more than 200 surveys in over 70 countries throughout sub- 
Saharan and North Africa, Asia, Latin America and the Caribbean and parts of Europe. 
DHS consist of a standardised core questionnaire that facilitates the comparison of 
basic indicators across different countries and regions of the world. Special modules 
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can be added to meet specific host-country and USAID needs: for example, the 
HIV/AIDS and malaria modules have been widely implemented in African countries. 
DHS data are in the public domain and freely available on the internet (ORC Macro 
2004). 
The standard DHS questionnaire comprises a household questionnaire and a women's 
questionnaire. The household questionnaire includes the household roster, giving age, 
sex and education for every member of the household and visitor (so-called non-de 
jure residents), and information on household characteristics, such as construction 
materials, cooking fuel and household assets. The women's questionnaire includes 
information on age, marital status, education and employment, as well as reproductive 
behaviour, breastfeeding practices and nutritional status. Women are asked about the 
health of their children under five years of age, including immunisations, vitamin A 
supplementation, recent occurrences of diarrhoea, fever, cough and rapid breathing 
and treatment of childhood diseases. 
The variables most relevant to this research project encompass indicators of socio- 
economic status, mostly available at the household level, selected risk factors for child 
health, and measures of child mortality as well as child morbidity (see Table 3.1). 
Table 3.1: Variables of interest in DHS 
Socio-economic Risk factor Health outcome 
status exposure 
Household level Paternal education Cooking fuel 
Paternal occupation Overcrowding 
Geographical setting 
Household assets 
Women's level Maternal education Maternal nutritional 
Maternal occupation status 
Maternal smoking 
Child level Birth weight Mortality 
Breastfeeding Cough and rapid 
Malnutrition breathing during last 
Micronutrient intake two weeks 
Vaccination status 
Questions regarding household possessions or assets vary from country to country 
and, combined into a single index, can be used as a proxy for wealth. The majority of 
surveys contain questions about an electricity connection, ownership of a radio and 
television and floor construction materials (Table 3.2). 
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Table 3.2: Household assets in DHS 
Electric goods Construction materials Means of transport 
Electricity connection Floor construction materials Bicycle 
Radio Wall construction materials Motorbike 
Television Roof construction materials Car or truck 
Refrigerator Repair status of dwelling Boat 
Telephone Donkey 
Cellular phone 
Computer 
Sampling method and sample sizes 
The DHS sample design varies depending on the country where the survey is 
conducted but is guided by a number of general principles (ORC Macro 1996). The 
sampling frame should cover 100% of the population in the surveyed country; where 
certain geographical areas are excluded due to extreme inaccessibility or dispersed 
populations this must be clearly stated. Scientific probability sampling is applied, and a 
self-weighting sample, in which each elementary unit has an equal, non-zero overall 
probability of selection is recommended. The demographic survey domain is defined as 
all women of reproductive age (15-49 years). 
Key steps in the sampling design include: 
adoption of an area sampling frame, usually based on enumeration areas of 
recently completed population census; 
selection of areal units; 
segmentation of areal units into segments of approximately 500 individuals (100 
households); 
selection of a sample segment in each areal unit; 
mapping and listing of selected segment on a dwelling-cum-household basis - i. e. 
listing of inhabited dwellings together with all households residing in each dwelling; 
centralised household selection and interview of each selected dwelling/household; 
and 
interview of each eligible woman in household. 
Sample size varies depending on the population size of the country in question. 
Moreover, given the primary goal of the DHS to provide information on maternal and 
child health, the sample size of children born during the last five years is ultimately 
determined by the number of women currently in a formal or informal union and the 
current level of fertility. Table 3.3 lists the number of households and the number of 
women interviewed in each of the four countries. Response rates are high as, in the 
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event of failure to contact a household or person identified as eligible, the interviewer is 
required to make two calls back on different days before the interview is abandoned 
(ORC Macro 1996). 
Table 3.3: DHS sample sizes by country 
Country # households in 
survey 
Household 
response rate 
# women in 
surve 
- Women V7 [ýresjponse 
rate 
0 
Benin 5 769 97.0 6219 96A 4j 
Ethiopia 14072 99.3 15367 97.8 
Kenya 6333 96.3 8195 94.0 
4653 96.9 6755 92.4 
The women's data file was used for exploratory analyses, representing partially 
interdependent data as the survey interviews all women of reproductive age resident in 
a selected dwell ing/household. Therefore, all analyses were adjusted for non- 
independent observations. Due to the interest of this research project in household- 
level risk factors, non-dejure residents were excluded from the analysis which reduces 
the sample size slightly. For more details on sample sizes, see Annex 3.1. 
Referring to the two weeks prior to the data of the interview, the woman is questioned 
about the health of all of her children under five years of age. Table 3.4 shows the 
prevalence of cough as well as cough and rapid breathing among all children that were 
alive at the time of the survey; the prevalence of diarrhoea is included for comparison. 
Table 3.4: Morbidity in children under five years in DHS: cough, rapid breathing and 
diarrhoea during last two weeks 
-do-untry # children with 
cough 
# children with 
cough and rapid 
breathing (%) 
# children with 
diarrhoea 
Total children 
<5 years of age 
Benin 1 149 (25.0) 562 (12.2) 631 (13.7) 4597 
Ethiopia 3006(32.5) _ 2 138(23.1) 2 103(22.7) 9255 
Kenya 2070(39.2) 985(18.6) 841 (15.9) 5288 
Namibia 1 006(27.8) 593(16.4) 455 12.6) 3616 
Global positioning system (GPS) information is available for most DHS but needs to be 
requested separately and can only be used under strict conditions. The geographical 
data file contains the sample point identification that corresponds to the location of 
communities that participated in the survey. The file also includes reporting areas that, 
in most cases, correspond to provinces or administrative regions. GPS coordinates 
tend to be accurate to 15-20 metres in surveys without HIV testing. 
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3.1.2 World Health Survey 
Description of survey 
The World Health Survey was initiated by the WHO to develop a means of providing 
low-cost, valid, reliable and comparable information; monitor whether health systems 
achieve their desired goals; and provide policy-makers with the evidence they need to 
adjust their policies, strategies and programmes as necessary (WHO 2007c). Following 
pre-testing in 2001/2002 the survey was conducted only once, in the year 2003, in 70 
developing and industrialised countries. A modified version of the survey continues in 
six countries - China, Ghana, India, Mexico, the Russian Federation and South Africa 
- as part of a longitudinal WHO Study on Global AGEing and Adult Health (SAGE). in 
most industrialised countries, computer-assisted telephone or personal interviews were 
conducted; in developing countries, data were obtained through household face-to-face 
interviews. Early-release WHS data are in the public domain and can be accessed on 
the internet (WHO 2007c). 
The survey uses a common survey instrument, comprising a household questionnaire 
and an individual questionnaire, with a modular structure for assessing the health of 
individuals, risk factors, health system responsiveness, coverage, access and 
utilisation of health services and healthcare expenditure. 
Table 3.5: Variables of interest in WHS 
Socio-economic 
status 
Risk factor 
exposure 
Health outcome 
Household level (Paternal education) Cooking fuel, stove, 
(Paternal occupation) cooking location 
Geographical setting Heating fuel, stove 
Household assets Overcrowding 
(Paternal smoking) 
Women's level Maternal education Maternal nutritional 
Maternal occupation status 
Maternal smoking 
Child level (Vaccination status) (Cough and rapid 
(Vitamin A breathing during last 
supplementation) episode of illness) 
Child mortality 
Cough, rapid 
breathing, chest 
indrawing and other 
symptoms prior to 
death 
Variables in brackets are not avaiiaoie in tne sample usea tor analyses ot Chila mortality. 
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The household questionnaire contains information on the location of the household, 
including GPS coordinates, the household roster and general household 
characteristics, as well as information on health insurance, health expenditure and 
health occupations. The individual questionnaire includes socio-demographic 
characteristics, health state descriptions and valuations, as well as risk factors such as 
tobacco smoking, physical activity, access to water and sanitation and cooking and 
heating practices. The mortality section comprises a birth history with dates and 
survival status of all offspring of women of reproductive age (18-49 years), as well as 
symptoms prior to death; it also assesses sibling survivorship and verbal autopsy for all 
primary respondents. The coverage module includes information on the diagnosis and 
treatment of various conditions, including child health preventive and curative care. 
Two modules on health system responsiveness and health goals and social capital 
conclude the individual questionnaire. Table 3.5 lists the variables most relevant to the 
current analysis. 
Questions about the household assets listed in Table 3.6 are asked in every country; in 
addition, five country-specific belongings are included in the calculation of a household 
asset index. Unlike the DHS, the WHS wealth measure does not include construction 
materials, even though this information is available for all countries. 
Table 3.6: Household assets in WHS 
Electric goods Construction 
materials 
Means of transport Furniture 
Electricity connection Floor construction Bicycle Number of chairs 
Television materials Car Number of tables 
Refrigerator Wall construction Clock 
Telephone materials Bucket 
Mobile phone 
Computer 
Washing machine 
Dish-washer 
Sampling method and sample sizes 
Most WHSs employ a stratified multi-stage cluster sampling design based on an 
existing sampling frame, such as census data or electoral rolls. The sampling design 
varies between countries but should be consistent with the following WHO sampling 
guidelines (WHO 2007c): 
A probability sampling design must be employed, meaning that every single 
individual in the sampling frame has a known and non-zero chance of being 
selected into the survey sample. 
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The sampling frame should cover 100% of the eligible population in the surveyed 
country. 
There may be a maximum of 50 respondents in any primary sampling unit in the 
sampling frame. 
I- At the lowest unit of selection above the household, a complete enumeration of 
households must be made prior to household randomisation. 
Most commonly, the population is divided into strata or sub-groups according to 
provinces. Within these strata, clusters (i. e. naturally occurring population groupings) 
are randomly selected at different levels: primary sampling units, such as counties, 
represent the first stage of the sampling frame; enumeration areas often constitute the 
secondary sampling unit. Ultimately, households are selected as the elementary 
sampling unit and in each household one eligible respondent is randomly selected. The 
nationally representative sample population consists of male and female adults above 
18 years of age. 
Table 3.7: WHS sample sizes by country 
Country # households # women aged 
18-49 years 
# women aged 
18-49 years 
with children 
born during 
last ton y ars 
# children born 
during last ton 
years 
Burkina Faso 5046 2122 ____ 1 629 3602 
Chad 
Comoros 
5075 
1 860 
1 909 
636 
1 054 
313 
2_346 
698 
Congo 3158 1 193 553 971 
Cote Ovoire 3298 1 154 586 1 052 
Ethiopia 5131 2053 1 355 3260 
Ghana 5662 1 529 991 2047 
Kenya 5365 1 985 1 447 3197 
Malawi 5727 2396 1 785 3856 
Mali 5445 1 270 351 827 
Mauritania 3929 1 754 767 1 656 
Namibia 4656 2025 1 175 2034 
Senegal 3649 1 205 402 809 
Swaziland 3122 1 323 480 956 
Zambia 4350 1 794 1 268 2898 
Zimbabwe 4343 2096 1 359 2411 
Total 69816 26444 15515 32620 
WHS sample sizes vary between 5,000 and 10,000 individuals depending on the size 
of the country. Table 3.7 gives an overview of sample sizes in the sixteen African 
countries for which data were pooled to investigate the impacts of socio-economic 
factors and solid fuel use on ALRI mortality among children under five years of age. In 
order to limit recall bias and to maintain a plausible relationship between exposure (i. e. 
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solid fuel use) and health outcome (i. e. child mortality) a ten-year time window was 
chosen; all offspring born more than ten years prior to the survey were eliminated from 
the sample. All analyses were adjusted for non-independent observations due to 
children born to the same mother. 
3.1.3 Data validation 
The child mortality data presented in Table 3.8, although not analysed as part of this 
research, provide an overall estimate of the child health situation in a given country and 
a basis for validating DHS data against external sources. Under-five mortality rates for 
the five and ten years preceding the survey, as published in the DHS country reports, 
are compared with child mortality rates published by the United Nations (UN) for the 
year 1995 (United Nations Statistics Division 2007) and WHO data for the year 2003 
(WHO 2005). The rates are similar and small differences can at least partially be 
attributed to the rates having been calculated for a five-year period in the case of the 
DHS data versus a single year in the case of the UN and WHO data. 
Table 3.8: DHS under-five mortality rate per 1000 live births, by country 
DHS WHOMN reference 
Country 0-4 years pre- 
survey 
5-9 years pre- 
survey 
UN 
(1995) 
WHO 
(2003) 
Benin 160 166 170 154 
Ethiopia 166 211 192 169 
Kenya 115 110 
- 
ill 
---- - -- 
123 
Namibia 62 F 58 7 7 F 65 
Table 3.9 shows that WHS child mortality rates are much lower than those published 
by WHO or the UN: in countries such as Burkina Faso, Kenya, Namibia and Zimbabwe 
rates are approximately 60% lower than the reference data for the year 2003; in 
countries such as Chad and Mauritania they are more than 90% lower than the 
reference data for the year 2003. Even though the WHS data refer to a 10-year period 
rather than a single year, as is the case for the WHO and UN reference data, this 
points to substantial validity problems. 
Validity is the extent to which the data capture what they are intended to measure. 
Broadly, validity problems may arise due to a sampling design that does not result in 
nationally representative data; unsuitable survey instruments (e. g. questions with 
insufficient specificity or sensitivity); a variety of problems related to data collection, 
entry and processing; and local or cultural beliefs and practices that may result in 
underreporting of morbidity and mortality. In the following, different potential 
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explanations for the much lower child mortality rates in the WHS are explored for the 
pooled African dataset. 
Table 3.9: WHS under-five mortality rate per 1000 live births, by country 
WHS 
(1993-2003) 
UN 
(1995) 
WHO 
(2003) 
Burkina Faso 79 204 207 
Chad 13 202 --200 
Comoros 23 101 73 
Congo 29 108 108 
Cote d1voire 23 175 192 
Ethiopia 30 192 169 
Ghana 51 110 95 
Kenya 50 ill 123 
Malawi 78 193 178 
Mali 51 233 220 
Mauritania 7 127 107 
Namibia 27 77 
_65 Senegal 13 143 153 
Swaziland 69 110 182 
Zambia 
- 
31 182 126 
Zimbabwe 79 90 207 
Data collection, entry and processing 
For the purposes of this research, the WHIS early-release data had to undergo 
additional data cleaning, in particular with respect to variables related to dates (i. e. birth 
date, death date, result date) and the age of offspring (i. e. current age for live offspring, 
age at death for dead offspring). Figure 3.1 outlines where live or dead offspring were 
"lost" due to missing or inconsistent information at different stages of data cleaning. 
The questions on birth history are only intended to be applied to women aged 18 to 
49 years, but in all countries this section was also applied to a small number of 
older women. These are eliminated during the first stage of data cleaning. 
During the second stage, observations are dropped where the age at death is 
missing or where two different sources of information (e. g. ages in years, months or 
days) provide inconsistent information, which cannot be resolved by additional 
sources of information (i. e. age at death calculated based on date of birth and date 
of death). Similarly, missing information on the current age of living offspring 
results in observations being dropped from the sample. 
At the third and final stage of data cleaning, all offspring born prior to 1993 as well 
as offspring for which a year of birth is not available, are dropped from the sample. 
Inconsistencies in the current age variable (i. e. offspring born during the last ten 
years cannot be older than 10 years) resulted in the elimination of a limited number 
of live offspring from the sample. 
70 
The "losses" at different stages of the cleaning process provide some insight into the 
contribution of data collection, entry and processing to the low WHS child mortality 
rates. During the cleaning process, the percentage of offspring deaths (independent of 
age at death) gradually decreases from 8.0% (initial sample, post-stage I cleaning) to 
6.1% (post-stage 11 cleaning) and 4.7% (post-stage III cleaning). This change points 
towards a bias in the provision of information for dead offspring: i. e. fewer dead 
offspring have a complete information record than live offspring. 
Figure 3.1: "Losses" in offspring deaths during WHS data cleaning 
Initial sample 
Stage I 
2 972 offspdng 
Stage 11 
1 609 offspring 
Stage III 
Alive: 63 467 11 Dead: 5 448 
Observations dropped 
where maternal age > 
49 years or missing 
Alive: 59 589 11 Dead: 5 153 
Observations dropped 
or recoded where child 
age Inconsistent or 
missing * 
Alive: 60 192 11 Dead: 3 899 
Observations dropped 
If children were bom 
before 1993 (missing 
year of birth) 
296 offspdng 
1353 offspdng 
23 766 (5097) + 330 offspdng Alive: 31 099 11 Dead: 1 521 1827 (551) offspdng 
Final sample 
* The variable alive was recoded from missing/1 to 0 where death age was available, and recoded from missing to 1 
where current age was available. This explains the increase In numbers. 
** Observations deleted due to Inconsistent Information on current age. 
Does this aspect of data quality have an impact on the representativeness of the final 
sample in terms of its socio-economic composition relative to the initial sample? Tables 
3.10 and 3.11 illustrate that the under-five sample is equally wealthy but more 
educated than the initial sample: i. e. "losses" due to lack of complete information occur 
predominantly among women that have not enjoyed any formal education. 
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Table 3.10: Number of total offspring deaths in WHS, by wealth 
Low wealth 
N 
Intermediate 
wealth (%) 
High wealth Total 
Post-stage 1 2477(50.2) 1 929(39.1) 528_(l O. D 4 934 (100.0) 
Final 731 (49.6) 576(39.1) 166(11.3) 1 473 (100.0) 
Under-five 698(49.5) 549(39.0) 162(11.5) 1 409 (100.0) 
Please note that sample sizes are not identical to those in Figure 3.1 due to missing values in 
the wealth variable. 
Table 3.11: Number of total offspring deaths in WHS, by maternal education 
No Pr-imary Secondary Higher Total 
education education education education N 
N N N 
- 
Y. 
- 
AN- 
Post-stage 1 4064(79.1) 828(16.1) 169 (3.3) 
_ 
80 (1 6) 5 141 (100.1 
Final 1 088(71.6) 324(21.3) 78(5.1) 30(2.0) 1 520(100. 
Under-five 1 044(71.8) 304(21.0) 77(5.3) 29 ( . 0)_ 
Please note that sample sizes are not identical to those in Figure 3.1 due to missing values in 
the maternal education variable. 
The average child mortality for the WHO African Region (which excludes North Africa 
and thus corresponds to sub-Saharan Africa) for the year 2003 is 171 per 1000 live 
births (WHO 2005). Even if all the offspring deaths reported through the WHS were 
deaths among children under five, the African child mortality rate would still only be 80 
per 1000 live births and thus less than half of the reference data. This implies that data 
collection, entry and processing are only one aspect of the problem; problems at the 
level of survey and questionnaire design are likely to play an even bigger role. 
Non-representative survey design 
The WHS was designed to obtain a nationally representative sample of households. 
Subsequently, in each household, one adult was randomly selected with a male: female 
ratio of approximately 1: 1. Yet, only women of reproductive age were eligible for the 
completion of the birth history, which was the case in approximately 40% of households 
in each country. As the WHS is only powered to provide a nationally representative 
sample of households, the information on women of reproductive age or their offspring 
cannot be considered representative. 
Unsuitable survey instruments 
Another likely explanation for the lower mortality rates is that the WHS only records 
information on up to eight births per woman. The WHS questionnaire includes no more 
than eight columns but interviewers were instructed to record any additional births on a 
sheet of paper. This rule was, however, not put into practice (Somnath Chattedee, 
WHO, personal communication). It is therefore impossible to know how information on 
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births was provided in cases where a woman had given birth to more than eight 
children. These women may be more likely to report children that are still alive rather 
than children that have died -a problem that is likely to be compounded by recall bias. 
In fact, even with a well-designed survey instrument, under-reporting of deaths is not 
unusual. Based on a matched re-interview or reliability survey of 636 women 
conducted in Liberia, 28% of deaths were estimated to have been missed in the 
original survey of 2258 women (Becker, Diop & Thornton 1993). 
As illustrated in Table 3.12 for total offspring (post-stage I cleaning), more than 5% of 
mothers report having given birth to eight children. There are thus likely to be many 
families with more than eight offspring. With an overall fertility of 3.0 children per 
woman in the sample, fertility rates are about half of those expected for sub-Saharan 
Africa, although it should be kept in mind that many of the younger women in the 
sample will continue to have children for many years to come. Table 3.12 also shows 
the differences in child mortality levels between small and large families: among 
families with eight children, 16% of children die compared to 7% of children among 
families with only one child. In total, families with eight children account for more than 
25% of total offspring deaths in the sample (data not shown). This confirms that child 
deaths are more frequent among women with many children and lends further support 
to the hypothesis that a truncated birth history accounts for some of the lower child 
mortality rates in the WHS. In addition, larger families are associated with lower levels 
of wealth and maternal education (data not shown), which suggests that socio- 
economic gradients in child mortality based on the WHS sample underestimate the true 
socio-economic gradient in child mortality in the population. 
Table 3.12: Families, children and offspring deaths in WHS, by family size 
Number 
of 
offspring 
# families % families children % 
children 
# dead 
offspring 
% dead 
offspring 
1 4167 21.7 4167 6.4 276 6.6 
2 3941 20.5 7882 12.2 405 5.1 
3 3209 16.7 9627 14.9 544 5.7 
4 2706 14.1 10824 16.7 640 5.9 
5 1 953 10.2 9765 15.1 657 6.7 
6 1 339 7.0 8034 12.4 666 8.3 
7 879 4.6 6153 9.5 657 10.7 
8 1 037 5.4 8296 12.8 1 308 15.8 
Local and cultural beliefs and practices 
Cultural beliefs may be another contributor to the low child mortality rates in the WHS. 
Even though evidence on differences between morbidity and mortality reporting 
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between population groups is scarce, several factors including income and expected 
cost incurred for treatment appear to determine the decision to report an illness 
(Pokhrel 2007). Similarly, it is imaginable that, given the frequent experience of death 
in the poorer segments of society in developing countries, women are less likely to 
acknowledge, remember and report the death of their offspring. This would imply an 
underreporting of child mortality in all household surveys, including the DHS and WHS, 
and derived statistics, such as the published WHO or LIN indicators. It would also result 
in an underestimate of the socio-economic gradient in child mortality, as discussed 
above in relation to larger and more deprived families. Yet it cannot explain the much 
lower rates in the WHS relative to the DHS or the WHO reference data. 
In summary, through a history of continuous improvement DHS represent a high-quality 
data source which demonstrates high external validity when compared with 
international reference data. In contrast, the data quality of the WHS is more limited as 
illustrated by the many inconsistencies in the date variables and the large number of 
non-respondents with respect to specific questions. In addition, child mortality rates 
derived from the WHS are not nationally representative. These factors compromise its 
reliability as an international data source, which is confirmed by the poor external 
validity of the WHS-derived mortality data. 
3.2 Causal diagrams 
In recent years, after a long history of informal use, causal diagrams (Earp & Ennett 
1991; Greenland, Pearl & Robins 1999; Joffe & Mindell 2006; Pearl 1995; Robins 
2001) have entered epidemiological research as a more formal tool. The starting point 
for the development of a causal diagram is a theory about the causal relationships 
among variables that is translated into a pictorial statement of a set of hypotheses. By 
graphically summarising background knowledge of complex systems, causal diagrams 
can provide an entry-point for identifying variables that must be included in and 
controlled for in statistical analyses to obtain unconfounded effect estimates. Moreover, 
as discussed in detail in section 8.2, causal diagrams can help distinguish potential 
causal theories other than the hypothesis to be tested. The underlying principle is that 
the structure of the diagram is based on scientific understanding of possible causal 
processes, including pathways indicating reverse causation and confounding, as much 
as on empirical data. 
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In conventional epidemiology, the null hypothesis (i. e. the absence of a relationship 
between two variables) provides the starting point, and statistical analyses test for 
evidence against this assumption. In contrast, a causal diagram-based approach is 
based on a comprehensive model of all linkages between relevant variables. 
Consequently, the exclusion of a relationship or the conscious decision to remove an 
arrow represents a stronger decision than the inclusion of an arrow, as "every absence 
of a single-headed arrow represents a basic null assumption ( ... ) and implies absence 
of every causal effect that would be transmitted through that arrow" (Greenland, Pearl 
& Robins 1999). Therefore, a simple causal diagram is more restrictive than a more 
complex model in its assumptions about, and possible distortion of, reality. While the 
decision on the inclusion or exclusion of different components and pathways of the 
system involves researcher judgement (Weinberg 2007), causal diagrams make such 
subjectivity explicit. 
Causal diagrams may include feedback loops that arise through the co-existence of 
causation and reverse causation - either directly between a given pair of variables or 
indirectly via other variables. In a directed acyclic graph (DAG), feedback is absent: i. e. 
all edges are directed and it is not possible to follow these directional arrows and end 
up back at the same variable. Where this condition is fulfilled, causal diagrams provide 
a formal basis for statistical computation. The overall complex system can be broken 
down into a series of modular parts or simple sub-models, each of which can be 
analysed using common statistical tools. Graphical assumptions are qualitative and 
non-parametric; consequently, they can accommodate any type of variable, any 
distribution of variables and any dose-response relationship (Greenland, Pearl & 
Robins 1999). In summary, causal diagrams make the analyst's view of reality and 
his/her underlying assumptions explicit, provide a framework for data analysis, 
generate testable hypotheses and, ultimately, identify entry-points for interventions 
(Robins 2001). Moreover, as discussed in section 8.2, graphical modelling can offer a 
natural framework for building complex statistical models that link together multiple 
data sources (Pearl 2000). 
The applications of the broader causal diagram concept are far reaching. For example, 
path analysis has been employed to express phenotypic correlation between relatives 
across generations as a combination of genotypic and environmental influences (Lunde 
et al. 2007), to study the effects of famine and reproductive outcomes (Susser & Stein 
1999), to compare three different models of the links between education, occupation 
and income (Singh-Manoux, Clarke & Marmot 2002), and to test whether the social 
gradient in different health outcomes among the Canadian population is a function of a 
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social gradient in proximal health determinants (Kosteniuk & Dickinson 2003). Causal 
diagrams led Hern5n et aL (2002) to conclude that the relationship between folic acid 
intake and neural tube effects should not be adjusted for still births or therapeutic 
abortions and that a crude odds ratio represents a more valid assessment of the 
relationship. DAGs have also been used to classify different types of effect modification 
(VanderWeele & Robins 2007; Weinberg 2007) and to estimate how much of the effect 
of a given exposure on a given outcome is explained by an intermediate variable 
(Ditlevsen et aL 2005). With respect to the latter, the mediation proportion or 
"proportion explained" can be assessed through structural equation models, "where the 
relative size of the regression coefficients along the various pathways measures the 
effect of an intermediate variable on the association of interest" (Ditlevsen et aL 2005). 
Causal diagrams consist of nodes representing variables of interest and arrows 
representing direct effects of one variable on another (Robins 2001). For the purposes 
of this research, each variable is enclosed in a box; latent variables (i. e. variables that 
represent underlying concepts but are not directly observed) are represented through 
dotted boxes. In addition, some variables are assembled into latent conceptual 
groupings (e. g. household wealth). Upstream nodes are often called parents; 
downstream nodes are referred to as children or grandchildren; nodes that do not have 
parents are called founders (Best & Green 2005). As a convention, health outcomes 
are depicted as being negative (e. g. child morbidity, child mortality). 
Arrows indicate a direct causal effect; dotted arrows indicate possible direct effects 
(Figure 3.2). "The process can be thought of as "local message passing" between 
nodes that directly depend on each other, in order to propagate the information from 
the observed nodes along the edges of the graph to the target inference node(s)" (Best 
& Green 2005). The absence of an arrow between two variables signifies that these 
variables do not directly depend on one another. Causal links should not be interpreted 
as deterministic but rather as probabilistic (Joffe & Mindell 2006): i. e. an arrow either 
represents an increasing or a decreasing influence on the probability of the destination 
variable. These a priori causal diagrams do not make any statement about the strength 
of a relationship between variables, although this could be represented through the 
thickness of arrows. 
In addition, notational conventions for confounding and effect modification have been 
developed (Earp & Ennett 1991). Effect modification, considered improbable in the 
context of this research and therefore not reflected in the causal diagrams, could be 
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represented as an arrow from one variable (the effect modifier) to an arrow connecting 
two variables (the association that is modified). 
Figure 3.2: Notational conventions for a priori causal diagrams 
Observed variable 
Latent variable 
Conceptual grouping 
Direct effect 
Possible direct effect 
A causal diagram-driven approach was adopted as a framework for conducting the 
present analysis, and thereby connects the use of the different statistical techniques 
described in this chapter. The causal diagram is built up through a step-by-step 
process starting from a simple three-layer diagram consisting of the components 
household socio-economic status, proximal health risks and childhood disease (Figure 
3.3). Each layer in causal diagram A is represented as a "black box". Socio-economic 
status (layer 1) is assumed to impact on child health outcomes (layer 3) by influencing 
different proximal health determinants (layer 2). The introduction of specificity and 
complexity provides the starting point for chapter 4. 
Figure 3.3: Causal diagram A: a general three-layer causal diagram 
HOUSEHOLD 
SOCIO-ECONOMIC STATUS 
--------------------------------------------------------------------------- 
PROXIMAL 
HEALTH RISKS 
................... T ............................................... 
CHILDHOOD 
DISEASE 
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3.3 Exploratory analysis 
A variety of descriptive analyses were undertaken with a two-fold purpose: on the one 
hand, to gain insight into the characteristics of the dataset in question, and to 
investigate differences in socio-economic status and access to environmental services 
between countries; on the other hand, to develop hypotheses and assess sample sizes 
for later regression analyses. Unless otherwise specified, statistical analyses were 
conducted using Stata Special Edition 9.0. 
3.3.1 Two-by-two tables 
A first overview of key variables revealed striking differences between urban and rural 
populations in all countries. Therefore, it was decided a priori to analyse urban and 
rural data separately. Bivariate tables were produced for associations between socio- 
economic status variables and ARI symptom prevalence (in the DHS) and ARI mortality 
(in the WHS) in order to explore the existence of socio-economic gradients in child 
health outcomes. Following the same approach, such gradients were documented in 
relation to different proximal risk factors. Finally, the concept of multiple environmental 
deprivation was investigated through two-by-two tables of levels of access to different 
environmental services. 
3.3.2 Chi square correlation matrix of household assets 
The correlations between the household asset variables available for Benin were 
investigated through two-by-two tables to assess inter-relationships that could justify a 
grouping of assets on statistical grounds. 
A X2 test was conducted, where large X2 values and small p values indicate that the 
null hypothesis of no association between the variables does not hold. The strength of 
the correlation was investigated using two measures of association for ordered 
categorical data (North Carolina State University 2007). Goodman and Kruskal's 
Gamma, one of the most commonly used measures of association, is a symmetric 
measure which varies from -1 to +1. It can be interpreted as the surplus of concordant 
pairs over discordant pairs as a percentage of all pairs, not taking the number of tied 
pairs into account. It defines perfect association as weak monotonicity. The 
computation of Kendall's Tau B, on the other hand, includes the number of tied pairs 
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and can be interpreted as the surplus of concordant over discordant pairs as a 
percentage of concordant, discordant and approximately half of tied pairs. Kendall's 
Tau B defines perfect association as strict monotonicity and consequently tends to 
show lower values of association in the case of many tied pairs of variables. Separate 
urban and rural correlation matrices were prepared and contain the results for the two 
different measures of association. 
3.3.3 Categorical principal components analysis 
Categorical principal components analysis (Agresti 1990; Bartholomew et aL 2002a; 
Johnston 1978; Meulman 1998; SPSS Inc. 2004) was employed to investigate whether 
and how different household assets in the Beninese dataset group. Natural groupings 
of assets could form the basis for reducing the large number of variables into a smaller 
set of uncorrelated principal components for inclusion in regression models. These 
principal components should still represent most of the information contained in the 
original variables and could be interpreted as different dimensions of wealth. 
Categorical principal components analysis essentially combines two methods in one: it 
quantifies categorical variables through optimal scaling (i. e. the optimal assignment of 
quantitative values to categorical data), 'and it reduces the multi-dimensionality of the 
data. This relatively recent technique thus makes principal component analysis 
possible for categorical data. 
The analysis was carried out separately for urban and rural data, using SPSS Version 
11.5. Household assets were recoded as 1,2 for binary variables and 1,2,3 for ordinal 
variables and treated as ordinal; this is considered legitimate given that even the binary 
variables of absence or presence of a given asset are naturally ordered. Respondents 
with missing values for one or more of the variables were excluded from the analysis. 
Categorical principal components analysis was run with two, three and, where 
applicable, four dimensions, and all principal components with an eigenvalue of equal 
to or greater than 1 were retained and interpreted. 
3.3.4 Construction of household asset indices 
As shown in chapter 4, most household asset variables are highly correlated but do not 
display a robust structure that would justify the use of principal components in 
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regression analyses. Therefore, three household asset indices (in those countries 
where all variables are available) were constructed a priori based on researcher 
judgement. These indices reduce the number of variables and thus make them more 
interpretable as distinct dimensions of wealth. Depending on the availability of 
information on household possessions, however, these metrics will not always be 
comparable between countries. 
The first index combines an electricity connection and possession of electric appliances 
(including a television, fridge, telephone, mobile phone and computer) into a single 
measure of ownership of electric goods. Possession of a radio is kept as a separate 
variable as this household asset is less correlated and, in some instances, does not 
group at all with other household assets. It may therefore be significant in its own right. 
Combining floor, wall and roof construction materials yields a shelter index, and uniting 
motorbike and car or truck ownership results in the mobility index. 
Many of the variables that make up these indices may exert an influence on child 
health in their own right. Yet, for the purposes of this analysis, the indices were 
interpreted from a wealth point of view and weights assigned to the different variables 
and response categories accordingly. The electric goods index represents a composite 
measure of access to modern technologies; the potential significance of a telephone for 
being able to call help in case of a child's illness, of a television as an important source 
of information about health or of a refrigerator as a means of ensuring food safety, is 
not taken into account. The shelter index is interpreted as a measure of protection from 
the elements. Some wall construction materials may provide better insulation and thus 
prevent draught or dampness while others may serve as a potential habitat for vectors, 
but these linkages to health are not considered. The mobility index represents an 
additional dimension of wealth and owning a car or truck is thus weighted more than 
owning a motorbike. Despite their important role in facilitating access of a sick child to a 
doctor or hospital, this role of different means of transport is not included in the 
interpretation. 
Based on a strict health interpretation, indices could be constructed in a very different 
fashion by combining means of transport and ownership of a telephone into an index of 
access to healthcare, by identifying the dimension of access to health information, 
including ownership of a TV and radio, and an index that captures the quality of the 
living environment, consisting of fridge ownership and house construction materials. 
Such indices could be interpreted as pathway variables that may be implicated in the 
translation of low socio-economic status into poor health, and may be useful when 
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deciphering the pathways leading from urban or rural residence and high or low 
educational attainment to childhood ALRI. 
Both approaches are valid, depending on the use of the indices. For this research 
project, it was decided to proceed with a wealth, rather than a health, interpretation 
where asset indices identify different dimensions of socio-economic status and 
represent an upstream measure. 
3.4 Cluster analysis 
Cluster analysis (Bartholomew et at 2002b; Everitt 1974a; Everitt 1974b; Hair et at 
2004; Norusis 1988) was undertaken with two different purposes in mind: first, to seek 
statistical support for the a priori decision to analyse urban and rural data separately; 
and secondly, to explore whether groups of people or clusters exist in the two 
geographical settings and, if they do, to learn which socio-economic and environmental 
characteristics define these groups. 
Cluster analysis classifies respondents into two or more different groups (clusters), 
based on a number of characteristics that are specified a priori. Most cluster 
techniques aim to maximise both within-cluster homogeneity and between-cluster 
heterogeneity. Hierarchical clustering and partition clustering techniques tend to be 
most commonly used among the large variety of different clustering techniques. 
Hierarchical techniques are either agglomerative or divisive. In agglomerative 
clustering, each of the n respondents initially represents a separate cluster; in a 
repetitive stepwise process, the two closest clusters are merged to form a new cluster 
replacing the old two clusters until, ultimately, all respondents are merged in a single 
cluster. The different algorithms for agglomerative clustering differ in the cluster 
criterion: i. e. in how the distance between the two clusters is computed (e. g. single 
linkage method, complete linkage method, average linkage method). Average linkage 
clustering uses the average distance from all individuals in one cluster to all individuals 
in another. As this technique is based on all members of the cluster it performs well 
independently of the nature of the underlying data and depends less on extreme values 
than, for example, single or complete linkage techniques. The average linkage method 
tends to combine clusters with small within-cluster variance. In divisive clustering, an 
original cluster containing all n respondents is successively split into finer partitions, 
ultimately producing n clusters. 
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In contrast, partitioning techniques (e. g. kmeans, kmedians) produce a solution for a 
specified number of clusters and optimise these through relocation of respondents 
based on a predefined criterion. When the number of clusters is known a plibri, 
kmeans clustering is particularly appropriate. This algorithm classifies the respondents 
into k clusters based on nearest centroid sorting: i. e. by assigning each respondent to 
the cluster for which the distance between the respondent and the centre of the cluster 
is smallest. Distances are computed using simple Euclidean distance. While 
hierarchical methods are more easily interpretable, partition clustering techniques 
represent the only feasible option for very large data files. 
A general caveat needs to be kept in mind: cluster analysis, and even more so partition 
clustering techniques, will always produce clusters, regardless of whether such groups 
naturally exist in the data or not. Furthermore, in most cases, the selection of the 
optimal number of clusters involves substantial researcher judgement. Cluster analysis 
is therefore a rather subjective method but, for exploratory purposes, can provide 
useful insights into the structure of the data. In the present analysis, subjective 
judgement was minimised by the use of a so-called stopping rule, a mathematical 
procedure to determine the number of clusters in a dataset. Milligan and Cooper (1985) 
conducted a simulation experiment to examine the validity of 30 different procedures 
for determining the number of clusters in artificial datasets which contained either 2,3, 
4 or 5 distinct non-overlapping clusters. Based on this comparative evaluation, the 
Calinski-Harabasz Index (CHI) performs best. It is based on the formula 
Sb/(k-1) 
S,, /(n-k) 
where Sb is the sum of squares between the clusters, S, is the sum of squares within 
the clusters, k is the number of clusters and n is the number of observations (Calinski & 
Harabasz 1974). The CHI is thus the ratio of inter-cluster distance and intra-cluster 
distance or, more simply, a measure of the degree of separation between clusters: the 
higher the value of this statistic the greater the separation between groups. The Duda 
and Hart rule also showed excellent recovery of the correct number of clusters in the 
dataset, but it did have some difficulty at the level of two clusters where several 
solutions with too few clusters were found (Milligan & Cooper 1985). Given this 
limitation, the CHI was chosen as the stopping rule for this analysis. Smaller CHI 
values indicate more distinct clustering and, consequently, the number of clusters was 
chosen for which CHI is maximised. 
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In search of a statistical rationale for the rural-urban divide 
Hierarchical cluster analysis using the average linkage method was conducted on the 
full dataset to explore whether two or more sufficiently distinct clusters exist, and 
whether urban or rural residence plays a part in discriminating between these clusters. 
In the absence of a clear hypothesis with respect to specific variables, all socio- 
economic and environmental variables were included in the analysis: urban/rural 
location, individual household assets (depending on availability, electricity, radio, TV, 
fridge, bike, car, motorbike, donkey cart), floor, wall, roof construction materials and 
repair status of the dwelling, maternal occupation, maternal education, drinking water 
supply, sanitation facilities, cooking fuel type and overcrowding. 
The most widely used similarity measure for categorical variables with more than two 
categories is Gower's general coefficient of similarity (Gower 1971). However, Stata 
does not provide a command to construct a dissimilarity matrix for non-binary 
categorical variables based on this or any other appropriate measure. Therefore, 
cluster analysis was conducted for binary variables, where an originally categorical 
variable with n levels was included as n binary variables. For example, four levels of 
cooking fuel (i. e. dung, wood, charcoal, kerosene/gas) were included as four distinct 
binary variables (i. e. dung versus all other fuels, wood versus all other fuels, charcoal 
versus all other fuels, kerosene/gas versus all other fuels). These new binary variables 
are non-independent. Consequently, categorical variables, especially those with many 
levels, will be less likely to result in equal observations for two individuals than naturally 
binary variables. 
The potential impact of non-independent variables on the results of the cluster analysis 
was investigated in R, using the average linkage method. The results for two different 
dissimilarity matrices, one based on unordered factors (i. e. the original categorical 
variables) and one based on the new binary variables, produces very similar results 
with respect to the shape of the dendrogram, even if specific distances vary. Similarly, 
the assignment of individuals to clusters was relatively robust (data not shown). This 
comparison thus suggests that the above Stata-based cluster analysis approach is 
valid. 
Stata provides several options for choosing similarity measures for binary data; the 
simple matching binary similarity coefficient 
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(a+d)/(a+b+c+d) 
was selected, representing a measure that is both simple and easily interpretable, 
where a is the number of variables where, in a given pair of respondents, both scored 1 
and d is the number of variables where both scored 0. b and c indicate the number of 
variables where the two respondents show different scores. The simple matching 
binary similarity coefficient thus represents the proportion of matches between two 
respondents. 
Dendrograms illustrate which respondents are grouped together at various levels of 
dissimilarity. The height of the vertical lines and the range of the dissimilarity axis give 
visual clues about the strength of the clustering. An early separation of clusters at high 
dissimilarity values (e. g. above 3) and long vertical lines at the top of the dendrogram 
indicate that the groups represented by those lines are well separated from one 
another. 
The CHI was used as the primary criterion for deciding on the number of clusters; 
dendrograms represented a secondary criterion. A sufficiently large cluster size and 
sufficient distance between clusters in terms of the dissimilarity measure were also 
taken into account. Ultimately, the goal is to identify a simple structure that represents 
relatively homogenous groupings. 
Subsequently, the characteristics of the clusters were investigated by describing their 
size and composition in terms of urban/rural location, by defining the cluster centroid 
(i. e. the mean of all variables included in the cluster analysis) and by investigating a 
clear separation or, to the contrary, significant overlap of the clusters with respect to 
different variables. Urban dwellers assigned to a predominantly rural cluster and rural 
dwellers assigned to a predominantly urban cluster were investigated more closely in 
terms of their ethnicity, geographical location and socio-economic characteristics in an 
attempt to explain such "misclassifications". 
Exploring the existence of distinct urban and rural groups 
Separate from the analysis above, hierarchical cluster analysis was also employed to 
explore sub-groups in the two geographical settings. As specified above, a hierarchical 
cluster analysis using the average linkage method was run based on all socio- 
economic and environmental variables with the exception of urban-rural residence. 
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Subsequently, the characteristics of the clusters were investigated by describing their 
size and composition, by defining the cluster centroid and by investigating homogeneity 
within clusters and heterogeneity between clusters. 
3.5 Logistic and ordered logistic regression analysis 
Logistic regression (Clayton & Hills 1993; Hills & de Stavola 2002) represents a sub- 
type of multiple regression, where the outcome of interest is a binary variable, such as 
diseased versus not diseased or exposed versus not exposed. The objective is to find 
the best fitting and simplest (i. e. most parsimonious) model to describe the relationship 
between an outcome or dependent variable and a set of explanatory or independent 
variables. In an iterative procedure, the model is fitted using the maximum likelihood 
method. At each iteration, the log likelihood increases until those coefficients or odds 
ratios that make the observed results most likely (i. e. maximise the likelihood) are 
selected. Logistic regression can provide odds ratios for explanatory purposes or 
coefficients for predictive purposes. 
Ordered logistic regression represents a sub-type of logistic regression, where the 
outcome variable is an ordered categorical variable rather than a binary variable. The 
actual values of the response variable are irrelevant but larger values are assumed to 
correspond to higher outcomes. 
Logistic and ordered logistic regression was used to test individual hypotheses derived 
from causal diagrams. Models were developed for all explanatory variables included in 
a specific hypothesis and run for the combined urban and rural dataset as well as 
separately for urban and rural data to identify any discrepancies in associations 
between the different settings. The analysis was intended to: 
> investigate whether the postulated associations were significant with p<0.05; 
> determine whether different explanatory variables contributed independently to the 
outcome based on the best fitting univariate or multivariate model; and 
> draw conclusions about the relative strength of the effect of an explanatory variable 
on the outcome variable based on the pseudo R2. 
Given the non-independence of some observations, the analysis had to be adjusted for 
clustering. Robust logistic regression specifies that the observations are independent 
across groups (clusters) but not necessarily within groups. Adjustment for clustering 
increases the estimated standard errors but does not affect the coefficients or odds 
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ratios. All analyses using DHS or WHS data were adjusted for non-independent 
observations at the household level (e. g. solid fuel use for women living in the same 
household) or women's level (e. g. breastfeeding practices for children born to the same 
mother). 
Model selection plays a key role in testing causal diagrams. In the present analysis, a 
two-step approach was pursued. 
First, the full model (including all the variables included in the hypothesis) as well as all 
possible nested univariate and multivariate models were run. The Wald test was used 
to examine model validity by testing the null hypothesis that the coefficient associated 
with a specific parameter equals zero. The Wald statistic is usually calculated as 
O-d 
se(Ol 
where 0 is the maximum likelihood estimate of the parameter, 0 is the value proposed 
for the parameter under the null hypothesis, and se(O) is the robust standard error of 
the maximum likelihood estimate. This Wald statistic is compared against a chi- 
squared distribution. 
All variables were retained, provided the univariate model explained the data 
significantly better than the null model with p<0.05. However, this approach, where 
model selection is based on chi-squared statistics, has been criticised. Where sample 
sizes are large, as is the case for the data used in this analysis, it is much easier to 
accept (or harder to reject) more complex models because the chi-squared statistics 
are designed to measure any departure between the model and the observed data. 
Adding more terms to a model will always improve the fit but with a large sample it 
becomes harder to distinguish between a real improvement in fit and a trivial one. 
Therefore, in a second step, all possible retained models were tested using a maximum 
likelihood approach. A good model is one that results in a high likelihood of the 
observed results. As the likelihood is a small number less than 1, it is customary to use 
-2 times the log of the likelihood (-2LL) as a measure of how well the estimated model 
fits the data. Therefore, a small value for -2LL, also called the deviance, indicates a 
good model. Robust logistic regression is not based on a true likelihood; instead 
86 
generalised estimating equations employ a quasi-likelihood method. Therefore, in the 
present analysis this quasi-likelihood is used for model comparison. 
All univariate and multivariate models nested in the full model were compared against 
the full model using the Akaike information criterion (AIC), which is calculated as 
-2LL + 2P 
n 
where P is the number of estimated parameters in the model (i. e. number of variables 
and the intercept) and n is the sample size. Adding 2P to the deviance is a penalty for 
increasing the number of parameters. 
The absolute value of the AIC is meaningless but, when a series of nested models is 
compared, models with a lower value indicate a better fit. The following rule of thumb, 
proposed by Burnham and Anderson (1998), was followed. Small differences in the 
AIC are unlikely to be meaningful, and all models for which the AIC lies within 1-2 of 
the best model have substantial support. Models within 3-7 of the AIC of the best 
model have considerably less support, whereas models where the AIC exceeds the 
AIC of the best model by more than 7 are likely to fail to explain important variation in 
the data. 
The pseudo R2 calculated for logistic regression attempts to quantify the proportion of 
explained variation in the logistic regression model, similar in intent to the R2 in a linear 
regression model. It can, however, not be interpreted as the true percentage of 
variance explained and is difficult to calibrate in a reliable way. Moreover, pseudo R2 
values are generally much lower than the true R2 values obtained in linear regression. 
Therefore, this parameter was not taken into consideration for model selection. It does, 
however, present relative guidance as to whether one model explains the data better 
than another. Stata computes McFadden's pseudo R2, which is calculated as 
pseudoR' =1 - 
LLm 
LLO 
where LLm is the log likelihood of the full model and ILLO is the log likelihood of the 
model including only the constant. 
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3.6 Survival analysis 
Survival analysis or time-to-event analysis (Clayton & Hills 1993; Hills & de Stavola 
2002; Stata Corporation 2003) follows subjects over time to observe at which point in 
time they experience an event of interest, such as death. The response variable is 
defined by two parameters: the time period which a subject spends in the study (or 
during which the individual is at risk of the event occurring) and what happens to the 
subject at the end of the study (death or censoring). The latter, referred to as the failure 
variable, specifies whether a subject experienced the event of interest during the period 
of the study; if the subject did not experience the event the observation is said to be 
right-censored. 
These two pieces of information form the basis of the Kaplan-Meier survivor function, 
which describes the predicted probability that a subject will survive a given time period. 
Kaplan-Meier plots graphically display this function against time. Cox regression 
analysis, also called the proportional hazards model, estimates the rate ratio between 
different groups controlled for time. It assumes that the hazard ratio (or relative risk of 
an event occurring after a given time period) is the same at all times during follow-up. 
In chapters 4 and 5, survival analysis is employed to test the effect of different socio- 
economic variables on the duration of breastfeeding. Children that had never been 
breastfed were excluded from the analysis. The failure variable was defined based on 
whether a child was still being breastfed at time of interview (failed = child not 
breastfed; censored = child currently breastfed). For children that had been breastfed 
in the past, the time variable was defined as total breastfeeding duration; for children 
that were still being breastfed, the time variable was defined as the time between the 
child's birth and the interview date. 
In chapter 7, Cox regression models quantify the impacts of distal and proximal risk 
factors on all-cause and cause-specific child mortality. The sample included all children 
born during the last ten years; children who were still alive on their 5h birthday 
contributed 59 months to the analysis time, children who died prior to their 5hbirthday 
contributed their age of death in months. Depending on the analysis, the failure 
variable was either defined as death prior to a child's 5 th birthday or ALRI death prior to 
a child's 5th birthday. In case of the latter, children who died of other causes were 
censored. 
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Model selection followed the approach described in section 3.5. Initially, all variables 
were retained, if the univariate model explained the data significantly better than the 
null model. Subsequently, all statistically significant univariate and multivariate models 
were compared against the full model using the AIC. 
3.7 Hierarchical regression analysis using Bayeslan approaches 
Hierarchical modelling or multi-level modelling (Dunson 2001; Gelman et at 1995; 
Lilford & Braunholtz 2000) is commonly employed in situations where observations are 
"nested" in one or several larger structures that are presumed to have common 
characteristics. This applies where repeated observations on the same phenomenon 
are available: e. g. repeated measurements taken on the same individual. This also 
applies where some parameters are available at one level (e. g. individual), and other 
parameters are available at a higher level (e. g. household, village, district). Hierarchical 
modelling explicitly considers the underlying structure in the data by accounting for 
dependence of the response variable and estimating variability at different levels of the 
model. Bayesian methods have been widely used in this context, as they are very 
flexible in terms of accommodating different types of variables and increasing model 
complexity. They are therefore well suited to the present analysis, where Bayesian 
hierarchical modelling is used to explore and quantify the extent to which cooking fuel 
choice varies between households, communities and districts (chapter 6). 
"Bayesian methods enable statements to be made about the partial knowledge 
available (based on data) concerning some situation or "state of nature" (unobservable 
or as yet unobserved) in a systematic way, using probability as a yardstick. The guiding 
principle is that the state of knowledge about anything unknown is described by a 
probability distribution" (Gelman et al. 1995). Contrary to the frequentist framework, 
where parameters are treated as fixed non-random quantities, the Bayesian framework 
treats parameters as random variables with a probability distribution. This requires that 
a prior distribution be specified for all parameters of interest. This prior distribution 
expresses an opinion concerning the plausibility of different values of a parameter of 
interest but excludes information from the data that are being analysed. The latter, the 
actual data, are used to calculate the likelihood. "Plugging the prior and the likelihood 
of the data into Bayes' theorem" (Dunson 2001) results in the posterior distribution. The 
posterior distribution thus summarises the current state of knowledge, conditional on 
the prior and the data under inspection. Contrary to hypothesis testing in the frequentist 
framework, where a null hypothesis is accepted or rejected based on a threshold p 
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value (Marden 2000), Bayesian methods make probability statements about such a 
hypothesis. 
A Bayesian approach explicitly uses external evidence - in the form of priors - in the 
analysis of a given dataset, and the appropriate specification of priors is crucial for the 
analysis. Priors can be more or less informative, and can thus exert a major or minor 
influence on the conclusion - in the form of the posterior distribution. Informative priors 
regarding the parameter of interest and/or confounding factors can be obtained from 
quantitative studies, qualitative studies or subjective belief; vague priors tend to 
influence the posterior distribution the least. According to Lilford and Braunholtz: (2000) 
these priors numerically capture degrees of belief, thereby making plausibility 
assumptions explicit. As sample size increases, the estimated point and interval 
estimates for the coefficients or odds ratios will be driven increasingly by the observed 
data and less by the prior (Dunson 2001). "And this is the charm of Bayes: unbiased 
comparative data win through in the end but a rational basis for action is available in 
the mean time" (Lilford & Braunholtz 2000). 
With increasing model complexity, an exact mathematical answer may no longer be 
possible. Simulation is thus at the centre of applied Bayesian statistics and represents 
the main pragmatic advantage of this framework. Simple hierarchical modelling can 
also be undertaken in a non-Bayesian context, and the two approaches to statistical 
inference provide similar conclusions as long as the dataset is large and vague priors 
are specified (Gelman et aL 1995; Lawson, Browne & Vidal Rodeiro 2003). Bayesian 
methods, however, can easily be extended to more complex problems. They rely on 
Markov chain Monte-Carlo (MCMC) algorithms to simulate the posterior distribution 
and to generate samples of the parameters of interest. The simulated values from the 
chain represent a dependent sample from the joint posterior distribution and can be 
used to summarise characteristics of interest (Brooks 1998). 
As the present analysis investigates both unstructured and spatially structured 
variation, all hierarchical modelling was undertaken in the more flexible Bayesian 
framework to: 
> explore and quantify the influence of household level and community level 
variation, and to move from a purely individual-level model (adjusted for non- 
independent observations) to two- and three-level models; and 
> characterise spatial variation between geo-referenced communities, and between 
administrative district. 
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Bayesian inference Using Gibbs Sampling (BUGS) is a program intended for complex 
models for which there is no exact analytical solution or for which standard 
approximation techniques have difficulties. The Gibbs sampling algorithm produces a 
sequence of samples from the joint probability distribution of two or more variables, i. e. 
it represents a general method for generating an instance from the distribution of each 
variable that is conditional on the current value of all other variables. DHS data for use 
within WinBUGS were generated from previously used Stata files, and transferred to a 
. txt file using StatTransfer version 6 and Microsoft Office Excel 2003. Observations with 
missing values for the dependent or predictor variables were removed. Polygon files 
were transferred from ArcView into BUGS through a series of manipulations in R. All 
subsequent steps were undertaken in WinBUGS Version 1.4. 
With respect to regression models, WinBUGS requires the user to specify: 
>A probability distribution (likelihood) for the data. A Bernoulli distribution was 
specified for solid fuel use versus non-solid fuel use. This discrete probability 
distribution has two mutually exclusive possible outcomes, where n =1 occurs with 
probability p and n=0 occurs with probability q=1-p and 0<p<1. The 
distribution of heads and tails in coin tossing is an example of a Bernoulli 
distribution, where p=q=0.5. 
>A relationship between the response and the explanatoly variable. As detailed in 
Table 3.13, a multi-level logistic regression model was gradually built up from an 
individual-level model (model 1) to a two-level model including either household 
random effects (model 2a) or community random effects (model 2b) to a three-level 
model including household and community random effects (model 3). Figure 3.4 
illustrates the hierarchical nature of the model. In addition, three "empty" models - 
a household random effects model (model Oa), a community random effects model 
(model Ob) and a household and community random effects model (model Oc) - 
were run to explore whether a contextual effect can be detected in the absence of 
covariates. 
> Prior distributions for regression coefficients and other unknown parameters. Vague 
normal priors (i. e. normal priors with large variance) were specified for all 
regression coefficients, and a vague normal prior, constrained to positive values, 
was chosen for the standard deviation of the community random effects. As the 
nesting structure of the data provides little information to estimate household-level 
variation, a moderately informative uniform prior constrained between 0 and 1 was 
chosen for the standard deviation of the household random effects to improve 
convergence and identiflability. 
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An MCMC algorithm was implemented for between 25,000 and 100,000 iterations. The 
WinBUGS software uses Gibbs sampling methods to generate a Markov chain. A 
Markov chain simulates a "random walk" in the space of the parameters of interest; 
samples are drawn sequentially, with the distribution of the draws depending on the 
last value (Gelman et aL 1995). Using two Markov chains allows the robustness of 
convergence across different sub-spaces to be assessed (Lawson, Browne & Vidal 
Rodeiro 2003). For each parameter, two different random starting points for sampling 
(i. e. initial values) were either specified or generated at random. The distribution, from 
which samples are drawn, changes at each iteration but it is a property of the algorithm 
that the Markov chains will become stationary in a time-dependent manner (Brooks 
1998). The convergence of the two chains reflects how quickly the distributions of the 
sampled parameters approach their stable target or posterior distribution. 
Figure 3.4: DAG with household and community random effects (model 3) 
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Stochastic nodes, variables with a distribution, are represented as circles. Constant nodes, fixed 
quantities that must be specified as data, are represented as squares (Best et aL 1996; Lawson, 
Browne & Vidal Rodeiro 2003). Rectangular boxes indicate levels of aggregation, i. e. individuals 
(indexed by i), households (indexed by j) and communities (indexed by k); arrows designate a 
direct causal effect. All parameters in this graph are defined in Table 3.13. 
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Convergence was assessed through a combination of: 
> the graphical examination of the time-series for the parameters in the model, where 
the samples should be randomly scattered around a stable mean value with a 
constant spread; and 
> the Gelman-Rubin (GR) diagnostic, which compares the within-chain variability with 
the across-chain variance to determine convergence. 
In the latter, the width of the 80% intervals of the pooled chains as well as the average 
width of the 80% intervals for individual chains should be stable, and the ratio of the 
pooled-to-within variability should be close to 1 once the simulations have converged. 
Iterations before convergence is reached (burn-in period) are discarded. Following 
convergence, more iterations were carried out until the Monte Carlo standard error (MC 
error) was less than 5% of the posterior standard deviation, which was considered to 
be an acceptable level of precision for the posterior summary statistics. 
Model fit was estimated using the Deviance Information Criterion (DIC), proposed by 
Spiegelhalter et aL (2002). Like the AIC (section 3.5), it combines a measure of 
goodness of fit, the deviance, and a measure of model complexity, the effective 
number of model parameters. The DIC is defined as 
D(57) + 2PD 
where D(j) is the deviance evaluated at the posterior mean values of the model 
parameters and po is the effective number of parameters. Lower values of DIC indicate 
better supported models. Analogous to the recommendation by Burnham and 
Anderson (1998), Splegelhalter et al. (2002) distinguish between strongly supported 
models (within 1 to 2 of the best model), weakly supported models (between 3 and 7 of 
the best model) and substantially inferior models (more than 7 compared to the best 
model). 
To quantify variation between areas (i. e. households and communities), the median 
odds ratio (MOR) was employed. The MOR, as a measure of heterogeneity, translates 
area-level variance (on a logistic scale) to the odds ratio scale. The MOR represents 
the median value of the odds ratio between the area at higher risk and the area of 
lower risk, when randomly picking two areas for comparison, and is mathematically 
defined as 
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MOR = exp [, [(2 x VA) x 0.6745] =exp(O. 95) -, fVA) 
where VA is the area-level variance, and 0.6745 is the 75 th centile of the cumulative 
distribution function of the normal distribution with mean 0 and variance 1 (Merlo et aL 
2006). An MOR close to 1 means that the differences between areas are limited, 
whereas an MOR much larger than 1 signifies that there are large differences between 
areas. Intuitively, the MOR can be interpreted as the median increase in relative odds 
when moving from an area with lower risk to an area of higher risk. For the purposes of 
the present research, the MOR was calculated to quantify variation between 
households (MOR. household) and between communities (MOR. community). The MOR 
is directly comparable to the odds ratios of individual-level variables; it therefore allows 
conclusions to be drawn about the importance of contextual household or community 
effects relative to the impact of individual-level variables. 
For variables at the individual level (e. g. maternal and paternal education in this 
analysis), the odds ratios, being adjusted for area-level residuals, reflect the 
association between explanatory variable and outcome within a given area. The 
interpretation of associations between the outcome and explanatory variables 
measured at the household level (e. g. electric goods index, shelter index, mobility 
index) or community level (e. g. urban/rural location), on the other hand, are not 
straightforward. As area-level variables only take one value in each area (e. g. 
communities are either urban or rural) odds ratios cannot be considered area-specific. 
Therefore, the importance of the impact of area-level variables on the outcome can 
only be interpreted in the context of the magnitude of the area-level residual variation. 
Merlo and colleagues propose the use of the 80% interval odds ratio (IOR-80) to 
address the above issue (Larsen & Merlo 2005; Merlo et al. 2006). The IOR-80 is 
calculated using the following formula: 
IORI,,., = exp[fl +, \f(2 x VA) x (-1.2816)] =exp(fl - 1.81, \IVA) 
IOR, pp,, = exp[, 6 + \f(2 x VA) x (1.2816)] =exp(fl + 1.81-, fVA) 
where fl is the regression coefficient for the area level variable, VA is the area-level 
variance and the values -1.2816 and +1.2816 are the IOh and 90th centiles of the 
normal distribution with mean 0 and variance 1. A narrow IOR-80 indicates small 
residual variation between areas and suggests that the explanatory variables in the 
model have a lot of explanatory power; a wide IOR-80 indicates large residual variation 
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between areas. Where the IOR-80 includes 1, the effect of the area-level 
characteristics is not very strong compared to residual heterogeneity. 
3.8 Spatial modelling 
Random effects, in their simplest form, are an additional variance component with a 
defined probabilistic structure (Lawson, Browne & Vidal Rodeiro 2003). One 
interpretation of random effects is that they represent latent variables, which capture 
the effects of unknown or unmeasured area-level risk factors. In the hierarchical 
modelling described above, community- and household-level random effects were 
assumed to vary without a spatial pattern. The probability distribution of the random 
effect was thus unstructured, resulting in so-called global smoothing. 
Where geographical information is available, it is worth exploring whether the random 
effects exhibit spatial dependence: i. e. whether variability is spatially structured, leading 
to so-called local smoothing. Spatial dependence can be investigated at the community 
level, based on point data and the distances between them, or at the area level, based 
on data aggregated to polygons. "Disease mapping studies aim to summarise spatial 
variation in disease risk, in order to assess and quantify the amount of true spatial 
heterogeneity and the associated patterns, to highlight areas of elevated or lowered 
risk and to obtain clues as to the disease aetiology" (Best, Richardson & Thomson 
2005). By analogy, spatial modelling was undertaken to investigate whether solid fuel 
use data exhibit spatial dependence at different levels of aggregation: i. e. at the 
community and the administrative district level. This may shed some light on how 
unmeasured variables, such as forest cover and energy or road infrastructure, 
meaningfully influence solid fuel use. Due to very limited nesting, the household-level 
random effects estimated during the non-spatial modelling were not further considered 
during the spatial modelling. 
3.8.1 Spatial modelling at community level 
Kriging comprises a set of methods for spatial interpolation or prediction based on geo- 
referenced point locations. It rests on the concept that spatial variation in a 
phenomenon of interest can be subdivided into three main components: i. e. systematic 
variation (drift or trend), random spatially structured variation and random spatially 
unstructured variation (noise) (Briggs 2003b). Kriging techniques (e. g. ordinary kriging, 
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simple kriging) model these components of variation under different assumptions. The 
model is then applied to predict the phenomenon of interest at unsampled point 
locations. 
With respect to the spatially structured component of variation, the underlying 
assumption is that pairs of locations that are close to one another have more similar 
values than pairs of locations that are far from one another. To describe this spatial 
correlation of observations, different models (e. g. spherical, exponential) can be fitted 
to the data and then be visualised as a sernivariogram (Figure 3.5). This is 
characterised by the range (i. e. the distance at which the sernivariogram levels off and 
beyond which there is little or no autocorrelation among variables), the nugget (i. e. 
measurement error or microscale variation at distances below the sampling interval) 
and the sill (i. e. the height that the sernivariogram reaches at the range) (ESRI 2007). 
Figure 3.5: Structure of a typical semivariogram 
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Initially, spatial modelling was attempted in ArcGIS version 9.2. Kriging models require 
a normal distribution for the data, which is not a realistic assumption with respect to fuel 
choice in Africa, even following log or logit transformations of the solid fuel use data. 
Bayesian kriging is the more flexible equivalent of the variogram models used for 
kriging in geostatistics, where the correlation between an outcome of interest is directly 
modelled as a function of distance between locations (Diggle et aL 2002). Spatial 
dependence is specified as a covariance matrix, which corresponds to the correlation 
between two locations in terms of their X and Y coordinates, and is often defined 
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according to an exponential function of distance. The exponential correlation function is 
defined as 
f(dö 0, K) = exp[-(0 dö) KI 
where ý represents the range parameter which controls the rate of decline with 
distance and is always positive, dij denotes the distance between two locations i and j 
and the power parameter K controls the amount of smoothing in the data. 
In WinBUGS, the spatial exponential correlation function (spatial. exp) fits a multivariate 
normal distribution with a spatial exponential covariance matrix, and is formulated as 
j_M M(/J, or2 _7) 
where V2 E is the NxN covariance matrix based on correlation Eq which is defined 
according to the exponential correlation function of distance between locations i and j. 
The corresponding WinBUGS notation is 
delta[l: N,:,,,,,,,, jty] - spatial. exp(muo, LATNUMO, LONGNUMO, sigma2. inv, phi, 
kappa) 
where mu gives the mean for each community, Ncommunity is the number of communities, 
LATNUM and LONGNUM are the vectors of the x- and y-coordinates of the 
communities, sigma2. inv is the inverse of the variance parameter, phi represents the 
range parameter and kappa is the power paramenter (set to 1) (Lawson, Browne & 
Vidal Rodeiro 2003). Table 3.14 shows how the spatial random effect delta is 
incorporated into logistic regression model 4. 
Phi controls the range of spatial variation: a large phi results in rapid decay of the 
correlation, a small phi slows down decay. In the exponential covariance function, the 
distance at which the residuals of two communities become approximately independent 
is given by 3/phi (Banerjee, Carlin & Gelfand 2004). Choosing an appropriate prior for 
phi is not straightforward: phi should give a sensible range of correlations at the 
minimum and maximum relevant distances between any pair of communities in the 
country. The distances between communities in the Beninese dataset range from less 
than 0.00001 to 6.07506 decimal degrees, with the latter roughly corresponding to the 
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North-South length of Benin of 665 km. Distance-decay functions can be simulated 
from different priors to examine their validity. Two sets of simulations were undertaken: 
under the assumption that pair-wise distances up to approximately 150 km matter, the 
distances between communities were truncated to ranges up to 1.5 decimal degrees; 
assuming that inter-community distances up to approximately 100 km matter, distances 
were truncated to 1 decimal degree. For each scenario, distance-decay functions from 
different vague uniform priors for the log of the range parameter phi were simulated. A 
sub-set of plausible priors on phi was introduced into the WinBUGS model to 
investigate sensitivity of the results to this choice. Figure 3.6 illustrates different 
distance-decay functions. 
Figure 3.6: Simulations from the prior on phi for the correlation function 
Very high correlation based on 
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3.8.2 Spatial modelling at district level 
Geo-referenced data tend to be more routinely available in aggregated form and 
consequently it is common to investigate spatial relationships at the small area level. In 
this case, the conditional independence between the risk of solid fuel use is modelled 
to produce a set of area-specific odds ratios. 
Administrative areas for Benin, Kenya, Ethiopia and Namibia were downloaded from 
http: //earlywarning. usgs. gov/adds/geolist. php as ArcView files. For Benin, three 
administrative levels could be obtained; for Kenya, Ethiopia and Namibia five, four and 
two administrative levels are available respectively. Administrative level 3 (not available 
in Namibia) was deemed to have an appropriate size, balancing the need for a 
sufficient number of data points per polygon area and the need for a reasonably small 
area where spatial relations are likely to be meaningful. 
According to Best, Richardson and Thomson (2005), Gaussian Markov random fields 
or Gaussian Conditional AutoRegression (CAR) models are the most commonly used 
approaches to disease mapping at the small area level. The intrinsic Gaussian CAR 
distribution (car. normal) for S, the vector of area-specific random effects, is specified in 
WinBUGS as 
S[1: N ... ]- car. normal (adj 0, weightso, numo, s2. inv) 
where adjo is the adjacency matrix which lists all adjacent areas for each area; 
weightso represents a vector giving weights to each pair of areas; numo is a vector 
giving the number of neighbours for each area, and the scalar s2. inv represents the 
inverse-variance of the spatial random effect (Lawson, Browne & Vidal Rodeiro 2003). 
An important question arises as to the relevance of the spatially structured 
heterogeneity variance relative to any unstructured heterogeneity variance. To 
investigate this issue, it is recommended that the total variation between areas be 
expressed as a combination of a spatial variance component S and a non-spatial 
variance component H: 
delta[i] <- H[i] + S[i] 
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A vague normal prior is specified for H, the unstructured area random effects. Table 
3.14 lists all the area random effects models tested, of which some include only spatial 
and others only unstructured random effects. Figure 3.7 graphically illustrates model 
5d. 
Figure 3.7: DAG with community and spatial district random effects (model 5d) 
While v2 reflects the marginal between-area variability of the unstructured random 
effects, S2 is the conditional variance of the spatial effect in a given area conditional on 
values of neighbouring spatial effects. The marginal between-area variability of the 
spatial random effects can be estimated empirically as 
2m 
arginal -: 
1] 
., I 
(SI 
- 
The relative contribution of spatial compared to unstructered heterogeneity can then be 
calculated as 
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fraCt'Ollspatial =S 
2m 
arg inal 
/ (S 2m 
arg inal +V 
2) 
where a value approaching 1 indicates that the spatial heterogeneity dominates, 
whereas a value close to 0 suggests that unstructured heterogeneity exerts a greater 
influence. 
3.9 Summary of strategy for analysis 
Causal diagrams provide the overarching theme of this research. A conceptual causal 
diagram to describe and quantify the linkages between socio-economic status, a child's 
vulnerability and exposure characteristics and childhood ALRI is developed a priori in 
chapter 4, and adapted using DHS data for Benin. The operational causal diagram 
emerging from this process is tested using DHS data for Ethiopia, Kenya and Namibia 
in chapter 5 with the aim of drawing inferences about the applicability of the findings to 
sub-Saharan Africa as a whole. For each of ten hypotheses, standard statistical 
techniques are employed to quantify the impact of different explanatory variables on 
the outcome of interest. They include individual-level logistic regression and survival 
analysis as well as different exploratory techniques, such as cluster analysis. 
Chapters 6 and 7 concentrate on one pathway that may translate lower socio-economic 
status into greater ALRI morbidity and mortality among children: solid fuel use. Chapter 
6 elaborates the original individual-level model by characterising unexplained 
heterogeneity at different hierarchical levels, in particular with respect to local 
communities and administrative districts. It also explores whether heterogeneity is 
spatially structured or not as a means of pointing towards those unmeasured factors 
that determine variation. Finally, by switching to the WHS as a new data source which 
provides cause-specific mortality information, chapter 7 brings in health as the ultimate 
outcome of interest. Survival analysis is employed to quantify the impact of solid fuel 
use as well as specific cooking and heating practices on ALRI mortality among children 
under five years of age. 
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4. Development of causal diagrams: from conceptualisation to 
empirical testing 
4.1 Conceptualising a causal diagram 
4.1.1 Underlying assumptions 
As discussed in section 3.2, causal diagrams are becoming increasingly popular as a 
framework for data analysis and interpretation. They make the analyst's view of the 
world explicit, expressing different potential causal pathways and assumptions about 
how variables relate to one another. Most importantly, they allow a complex system of 
relationships between variables to be broken down into a series of testable 
hypotheses. 
The construction of the diagram itself, however, relies on a series of partly 
interconnected assumptions that must be made explicit: 
> Time-frame: Given the focus on children under five this research is concerned with 
a relatively short time-frame and not long-term processes. The causal diagrams 
were developed for the analysis of cross-sectional data -a snapshot of the health 
and socio-economic situation of a given household and its members. 
> Perspective of analysis: All analyses are conducted from the perspective of the 
child or household rather than, for example, the perspective of the health system 
(as in cost-effectiveness analysis) or society as a whole (as in cost-benefit 
analysis). This has immediate implications for the identification and definition of 
variables. Much of the analysis may not be concerned with measures of health as 
such but, ultimately, it is about the impact of different factors and pathways on 
health. Consequently, "the diagram is constructed upwards - everything is driven 
by the bottom line" (Joffe & Mindell 2006). 
> Variables included., Some variables on the causal pathway from socio-economic 
status to health may have been relevant in a child's past but, given the cross- 
sectional nature of the data, cannot be assessed in the present analysis. For 
example, a woman's nutritional status may impact on her child's birthweight as well 
as on breastfeeding practices, but the information cannot be obtained for the period 
of interest. In addition, it is important to distinguish between the concept of a 
determinant and to what extent the measured variable reflects this in an 
appropriate way. 
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> Feedback loops: Feedback loops are likely to exist, for example, between socio- 
economic variables and environmental variables (e. g. a switch to cleaner 
household energy practices resulting in an improvement in household wealth) and 
between health and socio-economic variables (e. g. improved child health resulting 
in a higher educational attainment later in life). Most of these changes are likely to 
operate over relatively long periods of time and sometimes inter-ge ne rationally, in 
particular when considering any impacts of improved child health on household 
wealth. Therefore, feedback loops are considered of little importance in the context 
of the relatively short time-frame of the present analysis. 
4.1.2 Development of causal diagram B 
Using the general three-layer causal diagram in Figure 3.3 as a starting point, a 
conceptual causal diagram was developed for childhood ALRI. The diagram was 
refined by attempting to identify all potential pathways that link different dimensions of 
household socio-economic status with those vulnerabilities and risk factor exposures 
that determine ALRI morbidity, as well as healthcare utilisation, which is likely to have 
an important influence on ALRI mortality (Figure 4.1). 
In introducing sequential complexity, an a priori approach was adopted, based on 
state-of-the-art knowledge and assumptions about the linkages between the three 
layers and individual components within each layer. The availability or non-availability 
of data to test or quantify these linkages did not inform the development of the 
conceptual causal diagram in any way. As discussed in section 3.2, one of the 
strengths of causal diagrams is their identification and rigorous assessment of 
confounders. Special care was taken to identify and include in the diagram all possible 
common causes of variables that could bring about a confounding relationship. 
Socio-economic status has multiple dimensions, and the most important ones are likely 
to be education (maternal, paternal), occupation (maternal, paternal) and household 
income or wealth. Each of these dimensions by itself can be treated as an overall 
measure of an individual's or household's socio-economic position in society. Yet, each 
dimension is also postulated to influence exposure to proximal determinants of health 
and, ultimately, child health outcomes through at least parfly independent chains of 
causation (sections 2.1.3 and 4.2.1). 
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Through differentials in physical access (e. g. availability of different fuels, accessibility 
and quality of primary healthcare facilities or hospitals) urban-rural residence is likely to 
have an impact on most pathways and may even lead to different pathways operating 
in different settings. To reflect this decision graphically, urban/rural location was 
included in the causal diagram in an upstream contextual box. 
Proximal health risks are separated into a child's ALRI vulnerability and a child's 
exposure to ALRI risks. The former is further broken down into nutritional status and 
immune status which are in turn influenced by birthweight, breastfeeding practices, 
frequent diarrhoea or malaria episodes, HIV infection and vaccination status. The latter 
includes indoor air pollution, outdoor air pollution, handwashing, housing quality and 
overcrowding. 
These two distinct sets of ALRI determinants converge onto ALRI morbidity, translating 
lower socio-economic status into greater ALRI morbidity and higher socio-economic 
status into lower ALRI morbidity. Access to effective healthcare is identified as an 
important mediator between ALRI morbidity and ALRI mortality. Various aspects of 
healthcare are identified from the child's or household's perspective - i. e. care-seeking, 
transportation to healthcare facilities and affordability of treatment. 
The pathways represented in the conceptual causal diagram are made up of a series of 
linkages that are represented as arrows. The arrowhead introduces directionality and 
distinguishes between causation (i. e. X causes Y) and reverse causation (i. e. Y causes 
X). The possibility of reverse causation was carefully assessed for each hypothesis, 
and reverse causation can be excluded as an explanation for linkages between layers 
of the diagram. Within layers of the diagram, the following two potential exceptions are 
noted. Not only will frequent episodes of diarrhoea and malaria weaken a child's 
immune status, a more vulnerable child will also succumb more frequently to infections 
and suffer more severe consequences. Similarly, a better occupation is hypothesised 
to contribute to household wealth, but it is also foreseeable that greater wealth may 
provoke a decision not to work, at least among women. During hypothesis testing, 
findings pertaining to these two relationships will need to be interpreted with caution. 
Potentially, even more complexity could be introduced into the conceptual causal 
diagram by focusing on specific aspects of the pathway from socio-economic status to 
ALRI morbidity and mortality. For example, an upstream focus could identify specific 
components of the financial and educational pathways. A downstream focus, on the 
other hand, could concentrate on how different dimensions of socio-economic status 
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exert their influence on access to healthcare, and to what extent healthcare is an 
important determinant of socio-economic differentials in ALRI mortality. 
4.2 Operational ! sing the conceptual causal diagram 
Causal diagram B denotes a graphical presentation of reality which, based on an ideal 
dataset, could be examined in its entirety. Any existing international or national dataset, 
however, is bound to impose limits on the investigation of specific pathways or the 
quantification of their contribution to socio-economic differentials in ALRI morbidity or 
mortality. This section attempts to determine which aspects of the conceptual causal 
diagram can be investigated quantitatively based on data or proxies available in the 
DHS. It uses the Beninese DHS conducted in 2001 as guidance for "weeding" the 
conceptual causal diagram. 
4.2.1 Review and description of available variables 
Variables related to socio-economic status 
In general, the DHS asks all eligible women about their highest educational attainment, 
the number of years spent in school, literacy, whether they have done any work 
besides household tasks during the last twelve months and, if so, what their main 
occupation has been during this period. The survey also provides information on the 
partner's educational attainment and occupation. 
Information on income earned by women and men in the household is not available. 
Instead, the DHS enquires about the possession of household assets, as summarised 
in Table 3.2. In Benin, household possessions include access to electricity, possession 
of a radio, TV, refrigerator and telephone, ownership of a bicycle, motorbike, car or 
truck, as well as floor, wall and roof construction materials. 
The correlations between these household asset variables were investigated using a 
X2 test and two different measures of association, as well as categorical principal 
components analysis (sections 3.3.2 and 3.3.3). Both methods were employed as a 
means to investigate whether the large number of variables can be reduced to a 
smaller set of uncorrelated principal components. 
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For urban Benin, large X2 values and p values of less than 0.05 for all two-by-two 
correlations, with the exception of those involving bike ownership, indicate that the null 
hypothesis of the variables being unrelated must be rejected. Values of Goodman and 
Kruskal's Gamma in the correlation matrices are above 0.5 for all associations with the 
exception of bicycle ownership. The values of Kendall's Tau B are considerably lower 
yet, except for bicycle ownership, also indicate strong and intermediate positive 
relationships between all variables (Annex 4.1). The findings for rural Benin point in the 
same direction: Goodman and Kruskal's Gamma shows values of above 0.5 for most 
associations with the exception of bicycle and radio ownership. The values of Kendall's 
Tau B paint a more differentiated picture with a range of values for different 
combinations of variables, with bicycle and radio ownership emerging as the least 
correlated with other variables (Annex 4.1). 
Categorical principal components analysis was carried out to explore further any 
relationship between different household assets. The two-dimensional solution for the 
optimal scaling of 2261 urban respondents yielded a principal component 1 with an 
eigenvalue of 4.0, which accounted for 36% of the variance, and a second principal 
component with an eigenvalue of 1.6, which explained 14% of the variance. The three- 
dimensional solution added a third principal component with an eigenvalue of 1.1, 
representing 10% of the variance (Table 4.1). Due to the a priori decision only to 
consider components with an eigenvalue greater than 1, a fourth principal component 
with an eigenvalue of 0.8 was not considered. 
Table 4.1: Model summary for optimal scaling in urban Benin 
Variance accounted for 
Cronbach's Total % of variance Dimension alpha (eigenvalue) 
1 . 82 3.95 35.93 
2 . 40 1.57 14.28 
3 . 08 1.08 9.82 
Total . 93 1 6.60 60.02 
Principal component 1 loads strongly positively on all variables with the exception of 
radio and bicycle ownership (Table 4.2); principal component 2 shows relatively high 
negative loadings on ownership of a fridge, bicycle, telephone and car or truck, and 
relatively high positive loadings on floor, wall and roof construction materials; principal 
component 3 displays high positive loadings on possession of a radio and bicycle. 
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The three-dimensional solution for the optimal scaling of 3677 rural respondents 
yielded principal component 1 with an eigenvalue of 3.2, accounting for 29% of the 
variance, principal component 2 with an elgenvalue of 1.6, making up 15% of the 
variance, and principal component 3 with an eigenvalue of 1.2, explaining 11 % of the 
variance (data not shown). As with the three-dimensional solution for urban Benin, 
there appears to be one dominant component, principal component 1, which shows 
high loadings on almost all variables. Principal components 2 and 3 fail to show a 
distinct grouping of variables. 
Table 4.2: Principal components for optimal scaling in urban Benin 
Dimension 
1 2 3 
has electricity . 79 . 06 -. 08 
has radio . 40 -. 15 . 61 
has television . 79 -. 18 -. 03 
has refrigerator . 62 -. 43 -. 22 
has bicycle -. 33 -. 52 . 53 
has motorcycle/scooter . 53 -. 19 . 42 
has car/truck . 48 -. 48 -. 17 
main floor material . 65 . 47 . 16 
main wall material . 74 . 37 -. 11 
main roof material . 54 . 45 . 25 
has telephone 1 . 53 1 -. 47 1 -. 26 
Both the correlation matrices and the results of the principal components analysis 
indicate that, while most variables are highly correlated, there does not appear to be a 
robust structure in the data. There is thus no justification for the use of two or three 
principal components as a measure of wealth in subsequent analyses. Most analyses 
of household survey data employ only the primary principal component as a measure 
of wealth. In the present analysis, the most important principal component accounts for 
approximately one third of the variance in household possessions, making it a poor 
substitute for the complexity in the data. 
Consequently, three household asset indices were constructed a priori based on 
researcher judgement. These indices reduce the number of variables and thus make 
them more interpretable as distinct dimensions of wealth; groups and weights for each 
variable were chosen by the researcher as described in section 3.3.4. In Benin, the 
household asset indices were constructed as follows: 
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> The electric goods index is composed of access to electricity and ownership of a 
TV, refrigerator and telephone. Each variable is assigned the same weight and 
contributes either 0 (absence of asset) or 1 (presence of asset) to the index value. 
The overall score for the electric goods index was classified as low (0), 
intermediate (1-2) and high (3-4). 
> The shelter index combines floor, wall and roof construction materials in a single 
measure, where each variable contributes either 0 (natural materials), 1 
(rudimentary materials) or 2 (finished materials). Shelter index scores were 
classified as low (0-1; characterising households that predominantly use natural 
construction materials), intermediate (2-4; denoting households that predominantly 
use rudimentary construction materials or a mixture of natural, rudimentary and 
finished materials) and high (5-6; comprising households that almost exclusively 
use finished construction materials). 
> The mobility index comprises ownership of a motorbike (assigned a value of 1 if 
present) and car or truck (assigned a value of 2 if present). The scores were re- 
grouped into low mobility (0; describing households that do not own any means of 
transport), intermediate mobility (1; including households that own a motorbike) 
and high mobility (2-3; characterising households that either own a car, or both a 
motorbike and a car). 
Variables related to financial, educational and occupational pathways 
Access to finance and use of finance are likely to be of relevance in the context of the 
financial pathway. Access to finance includes actual cash or capital (e. g. animals, land) 
as well as the ability to request and pay back credit (e. g. through micro-credit facilities 
as well as standard bank loans); combined they determine an individual's or 
household's purchasing power. Use of finance refers to household decisions on how 
limited financial abilities are invested (e. g. for food versus healthcare). Finance can be 
used to decrease exposure to risk (e. g. through a less crowded dwelling) and to reduce 
vulnerability to risk (e. g. through better nutritional status); it is also likely to influence 
healthcare seeking and the ability to pay for medical services. Unfortunately, the DHS 
does not provide any information on access to finance, and information on use of 
finance is limited to a single question, posed in some but not all countries, on who 
mainly decides on how women's earnings are spent. 
Similarly, the DHS is not a useful data source for elucidating the complex pathways 
driven by education (section 2.1.3). On the one hand, taking a life course perspective, 
education structures both occupation and income by influencing work opportunities 
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and, in particular with respect to women, the desire or necessity to work. On the other 
hand, education will directly impact on health by promoting access to information (i. e. 
through listening to the radio, watching TV or reading the newspaper) and by 
influencing how information is used. More specifically, it is accepted that education 
impacts on awareness about and perception of risk and of what is an acceptable level 
of risk. Increasing education tends to make people more sensitive and responsive to 
risk, which, especially in the context of greater expectations about the future, translates 
into action to manage or reduce risk. Such action can address a given health risk 
directly, for example, by extending the duration of breastfeeding or washing hands after 
defecation. In addition, action motivated by education and information can also feed 
into household decisions on how to allocate limited budgets, for example, to invest time 
and money towards a child's vaccination. This more distal influence of education is, 
however, modified by income and the financial pathway: for example, a desire for 
change will not lead to the purchase of an improved cooking stove if sufficient finances 
are not available, yet higher educational status might result in actively seeking micro- 
credit. 
A third pathway exists that links occupation with the distribution of health risks (section 
2.1.3). Quantitative as well as qualitative elements may play a role in this context. For 
example, the more time mothers spend working, the less time they are likely to have 
available for breastfeeding, preventive healthcare and other aspects of child care. At 
the same time, certain occupations directly influence exposure to health risks, for 
example, hard manual labour during pregnancy is likely to influence birthweight and 
other birth outcomes and sex workers are at high risk of contracting HIV, thereby 
directly influencing their offspring's risk of being HIV-positive. Similarly, certain 
professions, such as informal ceramic businesses in the home, can generate indoor air 
pollution in the child's living environment. On the other hand, occupations in the health 
sector are likely to increase a child's access to and use of preventive and curative 
health services. Even though DHS information on specific occupational categories is 
limited, the overall significance of this occupational pathway can be investigated. 
Variables related to a child's ALRI vulnerability 
Malnutrition continues to be the single most important vulnerability factor, 
undernourished children have a higher risk of contracting ALRI and a 4-fold greater risk 
of pneumonia mortality than normally nourished children (Victora et al. 1999). 
Malnutrition lowers immuno-competence and increases the risk, severity and duration 
of disease (Allen & Gillespie 2001). The DHS assesses the nutritional status of all 
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children under five years of age and provides information on weight and height or 
length in relation to age. Height-for-age, referred to as stunting or chronic protein- 
energy malnutrition, is the most informative indicator of the long-term consequences of 
undernutrition; it is also least sensitive to temporary food shortages. WHO 
recommends that children below a cut-off point of -2 z-scores are classified as stunted 
(de Onis, Frongillo & Bl6ssner 2000). Micronutrient deficiencies can also increase the 
risk of ALRI: for example, zinc deficiency leads to impairment in immunological 
defences. A randomised controlled trial conducted in a slum community in New Delhi 
demonstrated that daily zinc supplementation over a period of four months in children 
who had received vitamin A reduced the incidence of pneumonia with an odds ratio of 
0.74 (0.56; 0.99) (Bhandari et al. 2002). Unfortunately, the DHS does not provide 
information on the intake of micronutrients. 
The results of four studies from developing countries indicate that low birthweight 
babies are almost three times as likely to die from pneumonia than normal birthweight 
babies (Kirkwood et aL 1995; Lu, Tong & Oldenburg 2001; Victora et aL 1999). All 
eligible women are asked about the birthweight of any child born during the last five 
years; a weight of less than 2500 grams at birth is classified as low birthweight. Some 
low birthweight children are born early, some are born growth-restricted, some are 
both. In most developing countries a large proportion of children are not weighed at 
birth (UNICEF & WHO 2004). Maternal recall of the baby's relative size at birth, also 
collected by the DHS, is insufficiently sensitive to be used as an indicator of low 
birthweight at the individual level (Boerma et aL 1996; Robles & Goldman 1999). 
Therefore, depending on the country, there are likely to be many missing values for the 
birthweight variable. 
A review of nutritional risk factors for pneumonia reported a 2-fold weighted average 
relative risk of pneumonia mortality of children that were not breastfed at all compared 
with children that were breastfed (Victora et aL 1999). In addition to the widespread 
acceptance of breastfeeding as preferable to bottle-feeding, three aspects of 
breastfeeding are of particular relevance to a child's nutritional and immune status: 
> Immunoprotective colostrum is transferred from mother to child. Given that 
colostrum is only produced during the first three days, starting breastfeeding as 
early as possible and exclusive breastfeeding during this period are critical. 
> Exclusive breastfeeding during the first six months of life is protective against 
gastrointestinal infections (Arifeen et aL 2001), even in settings where hygienically 
prepared complementary foods are available (WHO 2001). Victora et aL (1987) 
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found a 3.6-fold increase in the risk of ALRI mortality among infants that were 
completely weaned relative to infants that were still being breastfed. 
WHO recommends breastfeeding up to two years of age - the longer a child is 
breastfed during these two years, the better its nutritional status (provided the 
mother is healthy) and the less likely exposure to pathogens through other liquids. 
For each child born during the last five years, the DHS asks a mother whether her 
infant was ever breastfed and when the infant was first put to the breast. A new 
variable was created that indicates the probable degree of colostrum transfer, ranging 
from 0 to 4. This is based on when breastfeeding was initiated (0 = >3 days; 1= 24 
hours -3 days; 2=< 24 hours; 3= immediately) and on whether any additional foods 
were given to the child during the first three days after birth (0 = yes; 1= no). The 
reliability of this variable, however, is questionable, as it is likely to be subject to gross 
measurement error, amplified by recall bias. The variable relates to a very short period 
of time, does not include any information about the quantity of breast milk consumed by 
the child and, in some cases, refers to breastfeeding practices that occurred nearly five 
years ago. Given these problems, which were confirmed in exploratory analyses (data 
not shown), it was decided to exclude colostrum transfer from the analysis. 
Women are also asked whether their child is still being breastfed and, if not, about the 
duration of breastfeeding. A new continuous variable was generated that incorporates 
information on breastfeeding duration in months for both children that were still being 
breastfed at the time of the survey and children that had been breastfed in the past. 
While the DHS provides information on the intake of additional foods during the 24 
hours prior to the interview, this information is only obtained for children aged less than 
six months, which makes sample sizes too small for meaningful analysis. 
Consequently, exclusive breastfeeding cannot be taken into consideration in this 
analysis. 
HIV status is one of the most important risk factors for ALRI and many other diseases 
among African children (McNally et aL 2007). The DHS has been asking questions 
about HIV/AIDS knowledge, attitudes and behaviours since 1988, but this survey 
information has only been regularly supplemented by HIV testing since 2004 (ORC 
Macro 2004). Therefore, HIV status information for either the children or their mothers 
is not available for the survey data employed in this research. Frequent diarrhoea 
episodes or malaria also impact on a child's nutritional and immune status but are not 
recorded through the DHS. 
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Similarly, immune status in itself cannot be assessed through the survey. The DHS 
does, however, contain information about whether a child has received the Bacille 
Calmette Guerin (BCG) vaccine against tuberculosis and whether it has been 
vaccinated against measles, polio (4 shots), as well as diphtheria, pertussis and 
tetanus (DPT; 3 shots). Vaccinations against a given disease as well as individual 
shots were summed to create a vaccination score, ranging from 0 (no vaccination) to 9 
(having received all vaccinations and shots assessed through the DHS). This was 
aggregated into four categories to create a vaccination index. The DHS provides no 
information on vaccinations against Streptococcus pneumoniae and Haemophilus 
influenzae B, two of the main causal agents of pneumonia. Even though randomised 
controlled trials have demonstrated the efficacy of such vaccines, they do not yet form 
part of immunisation practices in developing countries (Levine et aL 2006). 
Variables related to a child's exposure to ALRI risks 
There are two major sources of pollution inside the child's home: solid fuel use and 
passive smoking. Father's smoking was found to double a child's risk of ALRI in the 
Gambia (Armstrong & Campbell 1991). Exposure to environmental tobacco smoke is 
an established risk factor for reduced lung function, otitis media, and ALRI (Courage 
2002). As the DHS only asks women about their personal smoking habits and as the 
prevalence of female tobacco use in most developing countries is very low, a 
meaningful proxy for environmental tobacco smoke cannot be constructed. Indoor air 
pollution due to cooking and heating with biomass fuels and coal can damage the 
airways and lungs and increase their susceptibility to respiratory infection (section 
2.2.2). A child's exposure to indoor air pollution is strongly determined by: (i) type of 
fuel used to meet household energy needs; (ii) type of stove employed; (iii) kitchen 
location and housing design; (iv) ventilation practices; and (v) the amount of time a 
child spends in micro-environments with different pollutant levels. The DHS provides 
information on the main type of fuel used for cooking. While this is a poor proxy for the 
variety of parameters described above, it is the basis of the assessment of the burden 
of disease from indoor air pollution (Smith, Mehta & Feuz 2004). 
Routing indoor air pollutants outside contributes to outdoor air pollution and, vice versa, 
outdoor air penetrates into the indoor environment. The DHS, however, provides no 
information on the actual levels of different pollutants in the outdoor environment or on 
the location of the dwelling in relation to traffic or industries. 
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Aspects of housing quality may influence the risk of contracting ALRI in two ways: 
indirectly by influencing indoor air pollution levels through ventilation (e. g. wall 
construction, windows, eaves spaces), and directly by providing a well-insulated 
dwelling that protects children from chilling. For example, living in a house with a mud 
floor, which can be interpreted as an indicator of dampness as well as socio-economic 
status, was associated with a 10-fold increased unadjusted risk of pneumonia in a 
case-control study conducted in a children's hospital in Calcutta, India (Mahalanabis et 
aL 2002). Unfortunately, the DHS only provides data on basic construction materials 
and these more sophisticated aspects of housing cannot be investigated. 
Studies have shown that overcrowding may double the risk of ARI episodes because 
infected persons and at-risk individuals live in close proximity (Awasthi, Glick & 
Fletcher 1996): the more people live in a dwelling, the more likely disease 
transmission. The United Nations Human Settlements Programme (UN Habitat) defines 
overcrowding as the presence of more than 3 persons per room (UN Habitat 2004). 
The DHS provides the two parameters - i. e. number of bedrooms and number of 
persons living in household - required to calculate this indicator although the use of 
bedrooms will result in an underestimation of the degree of overcrowding. 
A randomised controlled trial of soap and handwashing promotion in squatter 
settlements in Karachi, Pakistan demonstrated a protective role of handwashing: the 
incidence of pneumonia among children under five was 50% lower in those households 
receiving either plain or antibacterial soap and located in communities where 
handwashing was promoted relative to the control group (Luby et al. 2005). Critical 
times for handwashing are after defecating, after cleaning a child's bottom, before 
cooking, before eating, and before feeding a child (Luby et al. 2005; Ray et al. 2006). 
Depending on the country, the DHS collects information on whether a place for 
handwashing exists, whether water/tap and soap/ash/other cleansing agents are 
present in the household and whether hands were washed before preparing the last 
meal. Unfortunately, even a combination of these variables cannot adequately capture 
effective handwashing behaviour. 
Variables related to a child's ALRI morbidity and mortality 
While DHS data allow the generation of child and infant mortality rates, they do not 
provide cause-of-death information. As a result, ALRI mortality cannot be assessed. 
One of the biggest challenges in assessing childhood acute respiratory infections is the 
distinction between harmless AURI, such as the common cough or cold, and potentially 
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life-threatening ALRI, such as pneumonia and bronchiolitis, which account for a 
minority of approximately 10% of all ARI. Most accurately, a physician's diagnosis of 
pneumonia is confirmed by an X-ray of the lungs (Lanata et aL 2004). Although field 
staff can be trained to recognise key symptoms and signs of pneumonia (cough or 
difficulty breathing, rapid breathing and chest indrawing), such assessments are rather 
non-specific. 
The DHS records information about the prevalence of cough and, where cough is 
reported, breathing with short, rapid breaths for the two weeks prior to the survey. It is 
certainly not possible to distinguish ALRI from AURI based on the mother's or 
caregiver's recall of these two symptoms, and any cases of ALRI are likely to be far 
outnumbered by cases of AURL 
Could AURI serve as a useful proxy outcome for ALRI? Given the frequent occurrence 
of AURI and its equally high prevalence in industrialised and developing countries, it is 
doubtful whether a socio-economic gradient in this child health outcome should even 
be expected. This was confirmed by descriptive analyses of the DHS data for Benin: 
neither socio-economic variables nor proximal health risks are associated in a 
meaningful way with AURI morbidity assessed through cough plus rapid breathing 
(data not shown). This finding is in line with a recent analysis of 110 DHS surveys, 
which found substantial recall and reporting bias of childhood illness episodes, which 
appears to underestimate the true socio-economic gradients in childhood morbidity 
(Manesh et aL 2007). In the absence of a reliable measure of ALRI, the linkages 
between distal and proximal health risks and child health cannot be tested. 
Variables related to healthcare 
In a prospective cross-sectional study, Nascimento-Carvalho, Rocha and Benguigui 
(2002) examined differences in children diagnosed with pneumonia at two hospitals in 
Salvador in Northeast Brazil. Children recruited at the hospital caring for lower socio- 
economic status groups had more serious lower respiratory tract disease and were 
more likely to die from the disease than children recruited at the private hospital caring 
for middle to high socio-economic groups. 
The DHS enquires about whether and where the mother sought treatment for the fever 
or cough of a child that fell ill during the two weeks prior to the survey. While relatively 
detailed information is provided on which type of healthcare facility or traditional 
practitioner was approached, no information is given on the distance from or type of 
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transportation used to seek treatment, the type of treatment obtained for cough or the 
quality and cost of medical assistance. 
4.2.2 Causal diagram C and elaboration of testable hypotheses 
Based on the above investigation of available variables, the conceptual diagram 
(Figure 4.1) is operationalised by removing those associations that cannot be tested 
and by specifying variables for remaining linkages. 
The limitations regarding reported ALRI morbidity provide a strong rationale for 
removing the child health outcome layer of the diagram and any arrows connected with 
it. One might argue that the removal of ALRI morbidity and mortality outcomes has 
deprived the causal diagram of its meaning but the analysis continues to be driven by 
health, even if health as such cannot be measured. Subsequent analyses will 
concentrate on the linkages between socio-economic differentials and inequalities in 
ALRI vulnerabilities and exposures to ALRI risk factors. As such, the work will pursue 
an approach that approximates some of the quantitative research on "environmental 
justice" in industrialised countries (section 2.2.3). 
Based on the operational causal diagram in Figure 4.2, a series of specific hypotheses 
was formulated (Table 4.3). The following section reviews the evidence base in support 
of these hypotheses. With reference to the notational conventions in Figures 3.2 and 
5.3, it should be noted that all relationships between variables are currently classified 
as non-ordered. 
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Table 4.3: Testable hypotheses 
Relations between different socio-economic factors 
" Hypothesis 1: Paternal education impacts on paternal occupation. 
" Hypothesis 2: Maternal education impacts on maternal occupation. 
" Hypothesis 2a: Maternal education impacts on maternal occupation 
(working/not working). 
" Hypothesis 2b: Maternal education impacts on maternal occupation (type of 
work). 
41 Hypothesis 3: Paternal and maternal occupations impact on household wealth. 
" Hypothesis 3a: Paternal and maternal occupations impact on the electric 
goodsindex. 
" Hypothesis 3b: Paternal and maternal occupations impact on the shelter 
index. 
" Hypothesis 3c: Paternal and maternal occupations impact on the mobility 
index. 
Relations between different proximal health risks 
Hypothesis 4: Low birthweight and breastfeeding practices impact on stunting. 
" Hypothesis 4a: Decision to breastfeed or not impacts on stunting. 
" Hypothesis 4b: Low birthweight and breastfeeding duration impact on 
stunting. 
Socio-economic factors as determinants of proximal health risks 
" Hypothesis 5: Wealth, maternal education and maternal occupation impact on 
low birthweight. 
" Hypothesis 6: Wealth, maternal education and paternal education impact on 
stunting. 
" Hypothesis 7: Wealth, maternal education and maternal occupation impact on 
breastfeeding practices. 
" Hypothesis 7a: Wealth, maternal education and maternal occupation impact 
on the decision to breastfeed or not. 
" Hypothesis 7b: Wealth, maternal education and maternal occupation impact 
on breastfeeding duration. 
" Hypothesis 8: Wealth, maternal education and paternal education impact on 
vaccination index. 
" Hypothesis 9: Wealth, maternal education and paternal education impact on solid 
fuel use. 
41 Hypothesis 10: Wealth, maternal education, maternal occupation and paternal 
education impact on overcrowding. 
4.2.3 Overview of evidence base in support of testable hypotheses 
Relations between different socio-economic factors 
The assumptions regarding education, occupation and wealth apply to both women 
and men, although the strength of a given association is likely to be gender-specific 
and may be modified by contextual factors. 
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Education - whether measured as years of education completed or the level of 
educational attainment - is likely to play a major role in shaping the kind of occupation 
a person can get. Some occupations, such as skilled manual labour, are more 
frequently found among those with more schooling or training; specific occupations, 
such as work in a professional or managerial position, may require a completed high 
school education or university degree. It is important to distinguish between the broad 
concept of education, which encompasses learning and life skills, and the narrow 
measurement of education in households surveys, which is limited to formal schooling. 
In addition, the link between education and occupation will vary depending on the 
availability of labour and degree of unemployment in a given setting as well as cultural 
factors, for example, whether women are eligible or encouraged to work in certain 
occupations. 
The type of occupation in turn impacts on income, even if income for the same 
occupational task can show much variation in relation to factors such as gender, years 
of work experience and geographical location. The income of different family members 
represents a major but not the only source of wealth: houses, farms or businesses are 
often inherited. Causal diagram C postulates that education does not directly impact on 
household wealth but exclusively operates through occupation. This assumption does 
not necessarily hold true as education and knowledge are also likely to have an effect 
on the way money is managed and spent. DHS data quality does not allow these more 
subtle influences to be studied. 
Relations between different proximal health risks 
A child's vulnerability to ALRI and exposure to ALRI risks in the environment are seen 
as two separate domains that are unlikely to influence one another directly. Air pollution 
may be an exception to this general rule: one of the pathways through which exposure 
to air pollutants is presumed to cause childhood pneumonia is a reduced immune 
response of the respiratory tract (Bruce, Perez-Padilla & Albalak 2000). Given the use 
of proxy indicators for both indoor air pollution and immune status, however, this 
linkage cannot be examined further in the present analysis. 
Within the vulnerability domain, chronic undernutrition and a child's immune status are 
seen as two major factors that determine whether a child is likely to succumb to ALRI. 
Stunting is assumed to be influenced by birthweight (Aerts, Drachler & Giugliani 2004; 
Mamiro et al. 2005), the decision to breastfeed or not and the duration of 
breastfeeding. Interestingly, prolonged exclusive breastfeeding was protective against 
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underweight in a study from rural Kenya (Bloss, Wainaina & Baileys 2004), whereas a 
study conducted in rural Sudan reports an inverse relationship between breastfeeding 
duration and weight gain (Fawzi et al. 1998). 
Immune status, on the other hand, cannot be assessed based on the information 
available in the DHS. As it is at least in part influenced by a child's vaccination history, 
this indicator can be treated as a proxy for immune status. Immune status is also likely 
to be influenced by colostrum transfer during the first three days of life, and a child that 
was never breastfed will not have benefited from the transfer of maternal antibodies. 
Given the problems with respect to the variable colostrum transfer (section 4.2.1) and 
an even more remote association between the decision to breastfeed or not and 
immune status, the latter is only reflected as a possible direct effect and will not be 
analysed. 
Socio-economic factors as determinants of proximal health risks 
Birthweight is likely to be influenced by wealth (mostly as available finances enable a 
good nutritional status of the mother and access to healthcare), maternal education 
(through knowledge of healthy behaviours during pregnancy) and maternal occupation 
(as hard physical labour on the one hand and psychosocial stress on the other hand 
can influence the development of the pregnancy and time of birth). A case-control 
study conducted in Mexico City found that socio-economic level, based on ownership 
of goods and maternal and paternal employment, was the most important predictor of 
birthweight (Torres-Arreola et aL 2005). 
As described above, stunting is influenced by a combination of different proximal health 
determinants but it is probably also directly affected by wealth (Fotso 2007; 
Giashuddin, Kabir & Hasan 2005; Hong & Misra 2006), as the availability of financial 
resources at least in part determines whether nutritious foods that meet essential 
calorie, vitamin and mineral requirements can be purchased. Maternal education is 
also likely to affect stunting (Delpeuch et aL 2000; Fotso 2007; Bellessa-Frost, Forste & 
Haas 2005), for example through attitudes about healthcare, knowledge about the 
importance of different aspects of nutrition and consequent prioritisation of the 
purchase of specific foods in household expenditure, as well as through the allocation 
of scarce food to different family members. 
It is assumed that wealth, maternal occupation and maternal education influence the 
decision to breastfeed and the duration of breastfeeding. A wealthier household is 
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more likely to be able to provide women with the possibility to stop working and look 
after a newborn baby; maternal occupation is likely to impact on both the ability to stop 
working and the time available for breastfeeding. Finally, maternal education can be 
expected to influence breastfeeding practices through better knowledge about the 
importance of breastfeeding in general and exclusive breastfeeding in particular. 
Findings from Uganda suggest, however, that feeding patterns are not greatly 
influenced by socio-demographic characteristics (Engebretsen et aL 2007). 
Wealth - through financial access to preventive health services - and maternal 
education - through knowledge of the importance of vaccination - are thought to 
influence a child's vaccination status (Topuzoglu et aL 2005; Torun & Bakirci 2006). 
Wealth is likely to be the most important factor in determining indoor air pollution levels, 
as it facilitates financial access to cleaner fuels or better stoves. Yet, the knowledge of 
the risks associated with indoor air pollution and a consequent prioritisation of 
resources or seeking funding towards solving this health and socio-economic problem 
may be strongly influenced by maternal and paternal education. Besides awareness of 
the health risks of the household combustion of traditional fuels, women's education 
may also operate through a different pathway: the more educated a woman, the less 
likely she will be willing to collect fuel and spend much time on cooking, and the more 
likely she will promote a switch to a more efficient, purchased fuel or modern stove. 
Wealth is seen as the primary determinant of overcrowding, by increasing the available 
living space and number of bedrooms in the dwelling. Parental education and 
occupation are expected to impact on the number of children a woman gives birth to. 
4.2.4 Strategy for testing causal diagrams 
The above hypotheses are tested using logistic regression, ordered logistic regression 
and survival analysis. As described in section 3.5, all exploratory and regression 
analyses are conducted separately for urban and rural data, as well as for the 
combined urban and rural dataset. Analyses are run in all settings, even if sample sizes 
are small. Where necessary, the reference category of the explanatory variables is 
adjusted to make sure that this category contained a sufficient number of observations. 
In a first step, the analysis investigates whether a univariate model of a given 
determinant included in the hypothesis explains the data significantly better than the 
125 
null model with p<0.05. Therefore, any univariate model that explains the data 
significantly better than the null model in at least one of the three settings is considered 
to provide some support towards the hypothesis. In the absence of such a model, the 
hypothesis is rejected. 
In a second step, multivariate analysis explores whether different determinants 
included in the hypothesis contribute independently to the outcome of interest, based 
on model selection using the AIC. As described in section 3.5, only differences of 3 or 
more points are considered to be meaningful in terms of indicating a better model fit. 
For differences of less than 3 points, the more complete model is reported in line with a 
conservative approach. 
Figure 4.3 describes how the degree of evidence in support of a given hypothesis is 
assessed. Given the large-scale and nationally representative nature of the DHS, it is 
unlikely that a hypothesis is rejected on the grounds of small sample sizes. Notable 
exceptions are variables that contain many missing values or variables that divide the 
population into sub-groups of grossly unequal size. In such cases, sample size 
considerations will be taken into account in interpreting the findings. 
Figure 4.3: Assessment of the degree of evidence No 
evidence in 
support of 
hypothesis 
No 
Model explains Limited 
data significantly evidence in 
better than null No support of No 
model hypothesis 
Consistent 
Yes trends in odds 
ratios and large 
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Yes evidence in 
support of 
hypothesis 
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In weighting the degree of evidence, the presence or absence of consistent trends in 
relation to different levels of a given variable is investigated. Bivariate correlations 
between variables and odds ratios provide insights into a possible "dose-response 
relationship": e. g. increasing wealth leading to a higher protective effect. Even though 
the pseudo R2 should not be misinterpreted as the percentage of variance explained, it 
represents a "relative measure of importance": i. e. it allows indicative conclusions to be 
drawn about the relative strength of the effect of an explanatory variable on the 
outcome variable. Model selection criteria are not taken into account in weighting the 
evidence. Therefore, in a second step, the absence of consistent trends and a small 
pseudo R2 lead to the classification of the evidence as limited. Where consistent trends 
and a large pseudo R2 are observed, the evidence is graded as strong. 
It should be noted that the scheme depicted in Figure 4.3 provides guidance on the 
testing of a hypothesis as a whole but may not do justice to the role of specific 
variables. Indeed, this initial testing of the hypotheses in Benin intends to explore 
whether an overall hypothesis holds; it does not attempt to draw firm conclusions 
regarding the role of individual variables nor does it attempt to classify the direction of 
influence. 
4.3 Testing the operational causal diagram using DHS data for Benin 
4.3.1 Country profile 
A flat, mostly undulating plain and some hills and low mountains (maximum elevation 
658 metres) constitute the characteristic landscape of this Western African country. 
The climate is hot and humid in the South, where the country's capital Porto Novo is 
located close to the Atlantic Ocean, and semiarid in the North. 
According to the latest population estimates, Benin has just over 7 million inhabitants 
yet rapid population growth (total fertility rate is nearly 6 children per woman) and an 
estimated HIV/AIDS prevalence of about 4% among adults lead to constant 
demographic changes. The economy in Benin remains underdeveloped and relies 
heavily on subsistent agriculture, cotton production and regional trade. The current 
gross domestic product per capita is $1100 PPP (purchasing power parities). 37% of 
the population live below the poverty line. 
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99% of the Beninese population is African with four main ethnic groups, the Fon, Adja, 
Yoruba and Bariba. 56% of men are literate compared with only 27% of females. 
Nearly half the population (47%) is under 15 years of age, and the infant mortality rate 
is very high with 86 deaths per 1000 live births. Life expectancy at birth is 50 years for 
men and 51 years for women (CIA 2004). 
4.3.2 Urban-rural and socio-economic contrasts 
Descriptive analyses reveal stark urban-rural differences in relation to all socio- 
economic variables and most proximal health risks. The urban population tends to be 
more educated than the rural population, which translates into a clear distinction in 
literacy rates between the two settings. Similarly, stark urban-rural differences emerge 
in relation to maternal and paternal occupations, household possessions, housing 
construction materials and access to water and sanitation services. 
Annex 4.2 presents socio-economic differentials in vulnerability and exposure 
according to the three household asset indices, paternal and maternal educational 
attainment and paternal and maternal occupational categories. Being wealthier and 
more educated and having a betterjob tends to be associated with increased use of 
cleaner fuels, better child nutrition, a higher proportion of normal birthweight babies and 
more complete childhood vaccinations. Socio-economic gradients are more 
pronounced in the urban setting than in the rural setting. 
Given these substantial urban-rural differences it was decided to conduct separate 
analyses in the two settings. A hierarchical cluster analysis of all socio-economic and 
environmental variables, using the average linkage method, was employed to 
investigate whether this a priori decision can be justified on statistical grounds. Based 
on the CHI and the characteristics of the dendrogram (Figure 4.4), the two-cluster 
solution emerged as the most appropriate choice. A subsequent sensitivity analysis to 
test the effect of including the time spent on water collection, a variable with a large 
number of missing values, confirms that this finding is robust; in fact, the sensitivity 
analysis of the smaller dataset even increases the distance between the two clusters 
(data not shown). 
Cluster 1 is made up of 4312 individuals (72% of the population) and cluster 2 consists 
of 1504 individuals (25% of the population); 208 individuals (3% of the population) 
could not be assigned to either of the two clusters due to missing values. With 79% of 
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its members (3397 individuals) living in a rural area of Benin, cluster 1 is predominantly 
rural, whereas cluster 2 is almost exclusively urban with 85% of its members (1273 
individuals) living in a town or city. These findings lend support to the decision to 
analyse data for the two geographical settings separately. 
Figure 4.4: Definition of number of Beninese clusters 
(a) CHI (b) Characteristics of the dendrogram 
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The fact that 915 urban dwellers are "wrongly assigned" to predominantly rural cluster 
1 and that 231 rural dwellers are "wrongly assigned" to predominantly urban cluster 2 
merits attention. Are the urban-rural contrasts merely a consequence of differentials in 
socio-economic characteristics? The concordance matrix in Table 4.4 suggests that 
urban or rural residence, for a majority of individuals or households, approximates their 
socio-economic status. 
The urban dwellers grouped with cluster 1 are very similar to the rural dwellers in this 
cluster: they have benefited from little if any education, own few household 
possessions, tend to rely on water sources that are not improved and cook almost 
exclusively with wood, although access to services, such as electricity, piped drinking 
water and ownership of a latrine, is slightly better among this group relative to the rural 
population. Similar observations can be made for the privileged rural dwellers that are 
grouped with the predominantly urban cluster 2: their educational, occupational and 
wealth characteristics are comparable to those of the urban population. 
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Table 4.4: Concordance matrix based on cluster centroid in Benin: proportion of 
members scoring on binary variables included in cluster analysis 
Members of poor cluster I 
N 
Members of privileged cluster 2 
N 
total rural urban total rural urban 
Variable (n 4312) only only (n 1504) only only 
(n 3397) (n 915) (n 231) (n 1273) 
Rural location 79.78 1.00 0 15.36 1.00 0 
Electricity 5.10 0.02 0.16 80.85 0.74 0.82 
Radio 74.28 0.73 0.78 91.49 0.93 0.91 
TV 4.82 0.04 0.08 64.49 0.65 0.64 
Fridge 0.79 0.01 0.01 28.52 0.19 0.30 
Bike 62.29 0.65 0.53 17.82 0.23 0.17 
Motorbike 25.21 0.25 0.24 54.79 0.61 0.54 
Car/truck 1.88 0.01 0.04 19.15 0.20 0.19 
Telephone 0.39 0 0.01 19.75 0.15 0.21 
Finished floor 48.93 0.45 0.65 98.40 0.97 0.99 
Natural wall 72.54 0.75 0.65 2.93 0.01 0.03 
Rudimentary wall 4.82 0.05 0.02 4.85 0.01 0.05 
Finished wall 22.63 0.20 0.33 92.22 0.97 0.91 
Finished roof 71.61 0.70 0.79 99.88 1.00 1.00 
Matocc, not working 11.73 0.11 0.14 33.78 0.35 0.34 
Matocc, agriculture 6.61 0.07 0.05 10.70 0.15 0.10 
Matocc, manual 38.94 0.42 0.29 0.80 0 0.01 
Matocc, services 42.12 0.40 0.51 47.87 0.42 0.49 
Matocc, professional 0.60 0 0.01 6.85 0.08 0.07 
Matedu, none 79.71 0.82 0.73 25.93 0.29 0.25 
Matedu, primary 16.30 0.15 0.20 35.31 0.35 0.35 
Matedu, secondary 3.99 0.03 0.07 38.76 0.36 0.39 
Piped water 12.10 0.08 0.26 91.36 0.81 0.93 
Public tap 16.44 0.18 0.10 1.53 0.03 0.01 
Protected well 23.49 0.24 0.21 1.33 0.03 0.01 
Open well 26.97 0.26 0.30 4.79 0.10 0.04 
River 14.45 0.15 0.11 0.60 0.03 0 
Rainwater 6.54 0.08 0.02 0.40 0.01 0 
Flush toilet 0 0 0 11.04 0.07 0.12 
Latrine 16.59 0.13 0.31 76.60 0.67 . 78 No sanitation 83.44 0.87 0.69 12.37 0.26 0.10 
Gas 0.58 0 0.02 14.83 0.08 0.16 
Charcoal 2.41 0.02 0.04 60.77 0.49 0.63 
Wood 97.00 0.98 0.95 24.40 0.43 0.21 
A closer look at the ethnicity of urban dwellers that were "wrongly assigned" to rural 
cluster 1, and of rural dwellers that were "wrongly assigned" to urban cluster 2 provides 
interesting insights. In urban cluster 2, the Fon are greatly overrepresented while the 
Bariba are clearly underrepresented; the ethnic composition of rural cluster 1 mirrors 
this observation. Compared to the Beninese average, the Bariba score lower and the 
Fon higher on most environmental and socio-economic variables, implying that the 
observed "misclassifications" may be due to the socio-economic profiles of the two 
ethnicities (data not shown). Analysis of the composition of the two clusters with 
respect to provinces reveals a further incongruity, as the population of Atlantique is 
greatly over-represented in urban cluster 2, while the populations of Atakora and 
Borgou are underrepresented. These ethnic and geographical discrepancies from 
expectations are at least partially correlated, as the relatively more privileged Fon make 
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up 73% of the population living in Atlantique, whereas nearly half of the population of 
Bourgou are Bariba (data not shown). 
Figures 4.5 and 4.6 map Beninese communities according to their classification as 
urban or rural based on the DHS data (Figure 4.5), and according to whether they are 
composed of individuals that mostly belong to a poor, predominantly rural cluster or to 
a privileged, predominantly urban cluster (Figure 4.6). It should be noted that this 
mapping occurs at the level of 247 communities rather than at the level of 6024 
households. An exact geographical analysis of "misclassifieds" is not feasible as many 
communities are composed of households belonging to both clusters and can only be 
classified as predominantly poor (i. e. more than 50% of households belonging to rural 
cluster 1) and predominantly privileged (i. e. more than 50% of households belonging to 
urban cluster 2). Unfortunately, mapping the data in this aggregated way is likely to 
mask socio-economic differentials within communities. Comparing maps with respect to 
Atakora and Borgou, the majority of households in the towns and cities of these two 
Northern provinces are grouped with poor cluster 1, confirming the observations above 
at household level. 
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Figure 4.5: Mapping Beninese communities based on urban/rural location 
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Figure 4.6: Mapping Beninese communities based on clusters: communities are 
predominantly composed of households that belong to a privileged and urban cluster or 
a poor and rural cluster 
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4.3.3 Groupings of people in urban and rural seffings 
As seen in section 4.3.2, the Beninese population is highly heterogeneous, with 
noteworthy differences between urban and rural populations. To explore whether 
distinct population sub-groups can be identified in each of the two geographical 
locations, hierarchical cluster analysis was undertaken separately for the two settings, 
based on the DHS classification of urban/rural location. 
The two-cluster solution emerged as the most appropriate choice for the urban 
Beninese dataset (Figure 4.7). Urban cluster 1 comprises 556 individuals (24%) 
whereas urban cluster 2 consists of 1614 individuals (70%). Due to missing values, 125 
individuals (5%) could not be assigned to either of the two urban clusters. 
Figure 4.7: Definition of number of clusters in urban Benin 
(a) CHI (b) Characteristics of the dendrograrn 
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Members of urban cluster 1 are characterised by low levels of education (81% have 
had no formal schooling) and a predominant occupation as manual labourers (Table 
4.5). This urban poor cluster lacks access to electricity and most electric goods, and 
lives in dwellings that are at least partially constructed with natural or rudimentary 
materials. Access to piped drinking water or any type of improved sanitation is very 
restricted (around 10%), and wood is the predominant cooking fuel. 
In stark contrast, only 32% among the members of urban cluster 2 have not been to 
school, and while most women are employed in sales and services some also work in a 
professional or managerial role. The majority among the urban privileged have access 
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to electricity, own a TV and live in houses constructed with finished construction 
materials. Around 85% of the members of this cluster have access to piped drinking 
water and some form of sanitation; 9% own a flush toilet. Urban cluster 1 mostly cooks 
with charcoal but gasoline and wood are also prevalent fuels. 
Table 4.5: Cluster centroid for two cluster-solution in urban Benin: proportion of 
members scoring on binary variables included in cluster analysis 
Variable Members of urban 
cluster 1 
Members of urban 
cluster 2 
Electricity 3.60 72.37 
Radio 77.89 88.91 
TV 3.96 53.66 
Fridge 0 24.16 
Bike 66.91 20.01 
Motorbike 21.94 48.14 
Car/truck 3.60 15.99 
Telephone 0 16.79 
Finished floor 46.40 97.52 
Natural wall 91.01 7.62 
Rudimentary wall 1.44 5.20 
Finished wall 7.55 87.17 
Finished roof 68.88 98.76 
Matocc, not working 12.59 29.74 
Matocc, agriculture 5.04 8.86 
Matocc, manual 47.12 0.68 
Matocc, services 34.35 55.02 
Matocc, professional 0.90 5.70 
Matedu, none 81.29 32.78 
Matedu, primary 15.47 33.40 
Matedu, secondary/higher 3.24 33.83 
Piped water 10.61 84.70 
Public tap 10.07 3.35 
Protected well 27.52 3.16 
Open well 34.53 8.42 
River 17.27 0.37 
Flush toilet 0 9.29 
Latrine 8.63 75.46 
No sanitation 91.37 15.24 
Gas 0.54 13.44 
Charcoal 3.06 50.62 
Wood 96.40 35.94 
Figure 4.8 shows where urban communities comprised of predominantly poor 
households and of predominantly privileged households are located geographically. 
Relative to urban cluster 2, the Bariba (20%), Yoa and Lokpa (8%) and Betamaribe 
(11 %) are notably more frequent among urban cluster 1; the Fon (49%) represent the 
largest ethnicity among urban cluster 2 (data not shown). 
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Figure 4.8: Mapping urban Beninese communities based on urban clusters: urban 
communities are predominantly composed of households that belong to a privileged 
cluster or a poor cluster 
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In rural Benin, deciding on the appropriate number of clusters was not as 
straightforward as in urban Benin. As illustrated in Figure 4.9, the characteristics of the 
dendrograrn (indicated by long vertical lines separating G1-G8 from G9-G10) suggest 
that two distinct rural groups exist. Based on the CHI, however, the three-cluster 
solution is most successful at grouping like with like and separating unlike from unlike. 
Two sensitivity analyses were conducted, the first including the variables related to 
time spent on water collection, the second including the additional household asset 
variables fridge and telephone as well as the professional occupation category. In both 
sensitivity analyses the stopping rule clearly favoured a two-cluster solution (data not 
shown) and the two-cluster solution was thus taken forward. Rural cluster 1 consists of 
3498 individuals (94%) whereas rural cluster 2 comprises 98 individuals (3%); 133 
individuals (4%) could not be assigned to either of the clusters due to missing values. 
Figure 4.9: Definition of number of clusters in rural Benin 
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Extremely low levels of access to services characterise rural cluster 1 (Table 4.6). For 
example, 96% of its members do not have access to electricity, 72% live in dwellings 
made of natural walls, and only 14% have access to some type of improved sanitation. 
Very low education levels and manual labour also emerge as common features of the 
deprived rural majority. With 63% prevalence, ownership of a bike is notably more 
widespread among this group than among the rest of the rural population. 
High levels of access to services set apart rural cluster 2. An electricity connection and 
electric goods ownership are widespread, access to piped drinking water and improved 
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sanitation facilities is the norm, and a substantial proportion of the rural privileged even 
owns a motorbike, car or truck. Moreover, many of the women in this group are well 
educated (i. e. 61 % report secondary or higher education) and do not work. 
Table 4.6: Cluster centroid for two-cluster solution in rural Benin: proportion of 
members scoring on binary variables included in cluster analysis 
Variable Members of rural 
cluster 1 
Members of rural 
cluster 2 
Electricity 0.04 0.90 
Radio 0.74 0.98 
TV 0.05 0.82 
Bike 0.63 0.32 
Motorbike 0.26 0.68 
Car/truck 0.02 0.27 
Finished floor 0.46 0.98 
Natural wall 0.72 0 
Rudimentary wall 0.05 0 
Finished wall 0.22 1.00 
Finished roof 0.70 1.00 
Matocc, not working 0.12 0.53 
Matocc, agriculture 0.07 0.24 
Matocc, manual 0.40 0 
Matocc, services 0.41 0.22 
Matedu, none 0.81 0.14 
Matdu, primary 0.16 0.24 
Matedu, secondary/higher 0.03 0.61 
Piped water 0.10 0.90 
Public tap 0.18 0 
Protected well 0.24 0.01 
Open well 0.26 0.06 
River 0.15 0.03 
Rainwater 0.08 0 
Any sanitation 0.14 0.89 
Wood 0.96 0.36 
Figure 4.10 maps rural Beninese communities according to their cluster membership. 
The ethnic composition of the two rural clusters reveals important differences: the Fon 
make up 65% of the population in rural cluster 2 and thus are overrepresented 
compared to rural cluster 1 (44%) (data not shown). On the other hand, Bariba, Dendi, 
Yoa and Lok, Betamaribe and Peulh, who comprise approximately 30% of deprived 
rural cluster 1, are almost completely absent from privileged rural cluster 2. 
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Figure 4.10: Mapping rural Beninese communities based on rural clusters: rural 
communities are predominantly composed of households that belong to a privileged 
cluster or a poor cluster 
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Therefore, distinct groups of people exist in both geographical settings. The observed 
multiple deprivation with respect to ALRI vulnerability and exposure to ALRI risks is 
compounded by signs of "multiple environmental deprivation" (data not shown). 
4.3.4 Results of hypothesis testing 
Hypothesis 1: Paternal education impacts on paternal occupation. 
Bivariate tables show that more educated men are more likely to work in sales and 
services or to have a professional job, and less likely to work in agriculture or as 
manual labourers. A univariate ordered logistic regression model testing the above 
hypothesis is statistically significant in all three sub-analyses and produces very large 
odds ratios. The pseudo R2 values suggest that the association is stronger in the urban 
setting (pseudo R2 of 0.18) than in the rural setting (pseudo R2 of 0.13) (Table 4.7). 
Overall, there is strong support for the hypothesis that paternal education has a direct 
effect on paternal occupation. 
Hypothesis 2a: Matemal education impacts on maternal occupation (working1not 
working). 
Women with primary and, even more so, secondary education are less likely to work 
than women with no education. Indeed, all three univariate regression models are 
statistically significant with pseudo R2 values of around 0.06 in the urban and rural 
settings (Table 4.8). The odds to work for a woman with primary education are 0.52 
(0.40; 0.67) and 0.38 (0.30; 0.48) in the urban and rural model respectively, whereas 
the odds to work for a woman with secondary or higher education are 0.21 (0.16; 0.27) 
and 0.13 (0.09; 0.18) in the two settings. These findings suggest that it is not lack of 
education or qualification which makes women stay at home. Instead, it is possible that 
women with higher educational attainment may not need to work for a living if their 
husbands earn a sufficiently high salary. 
Hypothesis 2b: Maternal education impacts on maternal occupation (type of work). 
Professional jobs are almost exclusively restricted to women with secondary education; 
with increasing educational attainment, women are less likely to work in agriculture, the 
reference occupation. A univariate ordered logistic regression analysis, which is 
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statistically significant in all three sub-analyses, confirms these observations and 
displays very large odds ratios (Table 4.9). 
Pseudo R2 values are higher in the urban setting (pseudo R2 of 0.07) than in the rural 
setting (pseudo R2 of 0.03), pointing towards education as a relatively more important 
determinant of the type of work a woman performs in urban areas. Pseudo R2 values 
are noticeably lower than for hypothesis 1, suggesting that education plays a more 
central role in influencing men's employment than women's employment. Overall, the 
findings offer strong support to the hypothesis that maternal education has a direct 
effect on maternal occupation. 
Hypothesis 3: Paternal and maternal occupations impact on household wealth. 
The above hypothesis was tested by investigating the effect of paternal and maternal 
occupation on one household asset index at a time. For both explanatory variables, the 
univariate models explained the data significantly better than the null model. Based on 
the AIC, the model including the occupation of both parents clearly emerged as the 
best fitting model in all but one case; in rural Benin, maternal occupation does not 
seem to be an important determinant of the mobility index when paternal occupation is 
already known (Tables 4.10-4.12). More highly ranked occupations, such as working in 
sales and as professionals, increase household wealth. The concern about reverse 
causation raised in section 4.1.2 can be discarded: if greater wealth provoked a 
decision not to work, odds ratios would be below one; indeed, almost all odds ratios are 
above one, supporting the originally stated direction of causality. 
Occupation seems to exert a stronger influence on wealth in urban areas than in rural 
areas. For example, modelling the impact of parental occupations on the electric goods 
index yields a pseudo R2 of 0.21 in the urban setting and a pseudo R2 of 0 . 13 in the 
rural setting. In general, the association between parental occupation and wealth is 
stronger for the electric goods and shelter indices than for the mobility index. It is also 
noteworthy that paternal occupation appears to be a more important determinant of 
wealth than maternal occupation. These findings lend strong support to the hypothesis 
that paternal and maternal occupations have a direct impact on household wealth. 
Hypothesis 4a: Decision to breasffeed or not impacts on stunting. 
The decision to breastfeed or not appears to have a marked influence on the 
prevalence of malnutrition in urban and rural Benin. For example, 55% (n = 12) of rural 
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children that were never breastfed are stunted compared to 34% (n = 858) of rural 
children that were breastfed. Regression analyses confirm this observation, with 
breastfeeding emerging as protective against stunting in all three sub-analyses 
although the finding is not significant in rural Benin (Table 4.13). Small sample sizes do 
not allow the effect of convergence (i. e. whether the effect of breastfeeding a child or 
not decreases or increases over time) to be explored. 
In drawing conclusions one must take into account that, as breastfeeding is 
widespread, only 30 children (8 in urban Benin and 22 in rural Benin after elimination of 
missing values in relevant variables) in the dataset were not breastfed at all. 
Nevertheless, these findings lend some support to the hypothesis that the decision to 
breastfeed impacts on stunting. 
Hypothesis 4b: Low bitthweight and breasffeeding duration impact on stunting. 
Logistic regression of malnutrition on breastfeeding duration and birthweight confirms 
that both variables play a role in determining stunting prevalence. Independent of 
geographical location, the AIC favours the bivariate model (Table 4.14); in rural Benin a 
univariate birthweight model is also well-supported (Annex 4.3). Adjusting for current 
breastfeeding versus former breastfeeding does not exert an effect independent of the 
duration of breastfeeding (data not shown). Figure 4.11 illustrate that stunting and the 
duration of breastfeeding are both strongly patterned by age. When children reach the 
age of three years, their nutrient requirements diminish and they become less 
vulnerable to stunting. While their growth rate becomes normal they cannot usually 
compensate for failure to grow during early childhood and remain stunted (Allen & 
Gillespie 2001). All models were adjusted for child age in years; an interaction term for 
breastfeeding duration and child age turned out to be significant in all three settings 
and was also included in the model. 
Low birthweight almost doubles a child's risk of being malnourished. Yet, as discussed 
in relation to hypothesis 5, the lack of information on birthweight for nearly half of the 
children in the sample may lead to selection bias. 
The relationship between the duration of breastfeeding and stunting is complex. During 
the first year of life, every month of breastfeeding increases a child's risk of being 
stunted with odds ratios of 1.28 (1.07; 1.54) and 1.16 (1.04; 1.29) in the urban and rural 
setting respectively (Table 4.14). For subsequent age groups, prolonged breastfeeding 
still appears to be a risk factor for malnutrition, but the effect is much lower; in the rural 
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setting, none of the odds ratios for breastfeeding duration after the first year of life 
reach statistical significance. The apparent paradox that every month of breastfeeding 
appears to increase a child's risk of stunting is probably due to the socio-economic 
profile of women that breastfeed for prolonged periods of time. The findings for 
hypothesis 7b lend some support to this reasoning: more educated women that live in 
relatively wealthier households are more likely to stop breastfeeding early. 
Figure 4.11: Malnutrition prevalence, by child age (in years) and breastfeeding duration 
(in months) 
(a) Urban Benin 
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These findings provide strong support towards the hypothesis that low birthweight and 
breastfeeding duration impact on a child's long-term nutritional status. 
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Hypothesis 5., Wealth, maternal education and maternal occupation impact on low 
birthweight. 
In urban Benin, low birthweight appears to be more prevalent among those scoring low 
on the shelter and mobility indices, yet no differences in the occurrence of low 
bithweight are apparent with respect to the electric goods index. In rural Benin, low 
birthweight is far less prevalent among those scoring low on the electric goods and 
shelter indices but such a trend is not distinctive in relation to the mobility index (Annex 
4.2). 
The results of the logistic regression analyses confirm these and other inconsistencies: 
the univariate maternal occupation model and the model based on maternal occupation 
and wealth best explain the prevalence of low birthweight in the combined dataset; a 
univariate wealth model is selected for the rural setting. None of the models are 
statistically significant in the urban setting (Table 4.15). Maternal education does not 
appear to play a role but being wealthier tends to be moderately protective against low 
birthweight. Moreover, any form of maternal work seems to result in a lower prevalence 
of low birthweight relative to not working at all. With a pseudo R2 of 0.01 the 
explanatory power of the two statistically significant models is very low. 
Out of a total of 5165 babies in the Beninese clataset, 1355 were not weighed; for a 
further 941 babies it is not known whether they were weighed. The socio-economic 
situation of mothers delivering in a setting, where babies are weighed at birth, is likely 
to be very different from the socio-economic situation of mothers who deliver at home 
without assistance. Indeed, among mothers with no education, 49% of babies are 
weighed compared to 71% and 90% among mothers with primary and secondary or 
higher education respectively. Therefore, it is likely that the birthweight data are subject 
to substantial selection bias. Nevertheless, the results offer limited support to the 
hypothesis that socio-economic position impacts on a baby's weight at birth. 
Hypothesis 6., Wealth, maternal education and paternal education impact on stunting. 
Chronic malnutrition is more prominent in rural Benin than in urban Benin. In both 
settings, malnutrition disproportionately affects children living in households with poor 
access to electric goods, low shelter and limited mobility and born to mothers with no 
education. These gradients are very pronounced in urban areas but relatively weak in 
rural areas (Annex 4.2). 
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Logistic regression of malnutrition prevalence on the three household asset indices, 
maternal education and paternal education confirms the important role of wealth (Table 
4.16). Based on the AIC, a univariate wealth model is selected for all three settings, 
however, there is also strong support for a wealth + maternal education model in the 
combined dataset, and moderate support (AIC within 3-7 of the AIC of the best model) 
for an inclusion of either maternal or paternal education in the urban and rural setting. 
In general, scoring high on the three household asset indices has a protective effect. 
These findings are, however, only statistically significant for some of the variables 
contributing to wealth, in particular the electric goods index. Large pseudo R2 values of 
0.11 for the urban model and 0.09 for the rural model imply that there is strong support 
for the above stated hypothesis. 
Hypothesis 7a: Wealth, maternal education and maternal occupation impact on the 
decision to breasffeed or not. 
Very few women report that they never breastfed their child. Bivariate tables fail to 
portray consistent trends with respect to the decision to breastfeed or not and various 
socio-economic parameters (Annex 4.2). This notion is confirmed by regressing the 
variable of interest on maternal occupation, maternal education and wealth, which 
reveals a univariate maternal occupation model as the only model that explains the 
data significantly better than the null model in the combined urban and rural dataset 
(Table 4.17). In urban Benin, the AIC lends most support to a bivariate model based on 
maternal occupation and wealth; in rural Benin, none of the uni- or multivariate models 
explain the data significantly better than the null model. The results lend limited support 
to the hypothesis that maternal occupation, and potentially maternal education and 
wealth, impact on the decision to breastfeed or not. 
Hypothesis 7b: Wealth, maternal education and maternal occupation impact on 
breastheeding duration. 
Greater wealth and higher educational attainment among women tends to be 
associated with a shorter duration of breastfeeding. While the specific shape of the 
graph varies depending on the socio-economic variable chosen, the Kaplan-Meier plot 
for the electric goods index in urban and rural Benin illustrates this general observation 
(Figure 4.12). Discrepancies between different socio-economic groups appear to be 
more pronounced in the urban setting than in the rural setting. Kaplan-Meier plots do 
not provide clear insights as to the role of maternal occupation. 
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A survival analysis of the duration of breastfeeding on all socio-economic variables, 
adjusted for child age in months, produces consistent trends across the three settings: 
increased wealth, higher maternal educational attainment and not working is 
associated with a higher hazard ratio, indicating that under these conditions women are 
more likely to stop breastfeeding earlier relative to their peers (Table 4.18). 
Figure 4.12: Percentage of women that breastfeed at a given child age (in months), by 
electric goods index 
(a) Urban Benin 
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In the combined dataset, all three dimensions of socio-economic status appear to 
contribute through at least partly independent pathways to the duration of 
breastfeeding. In urban Benin, a model based on wealth and maternal education is 
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equally well supported; in rural Benin, both the full model and a model based on 
maternal occupation and maternal education explain the data well (Annex 4.3). These 
findings lend strong support to the stated hypothesis. 
Hypothesis 8: Wealth, maternal education and paternal education impact on 
vaccination index. 
A child's profile of vaccinations is strongly age-dependent during the first year of life, 
when most shots against childhood diseases are administered. Figure 4.13 suggests 
that age differences play a minor role for children aged 1-4 years. 
Scores on the vaccination index are strongly patterned by wealth. These gradients 
become particularly obvious when looking at those having the lowest degree of 
protection (e. g. 8% having no vaccination among those with a low electric goods index 
versus 1% among those with a high electric goods index in urban Benin) and the 
highest degree of protection (e. g. 55% having high vaccination protection among those 
scoring low on the shelter index versus 69% among those scoring high on the shelter 
index in rural Benin). Similar gradients are observed in relation to maternal and 
paternal educational attainment (Annex 4.2). 
The results of ordered logistic regression analyses, adjusted for child age in years, 
mirror these findings: statistically significant univariate models for wealth, maternal 
education and paternal education emerge in all three settings, with the AIC pointing 
towards the full model as the best choice. In urban Benin, the wealth plus paternal 
education model results in an equally low AIC. The full model appears to have a 
greater explanatory power in urban Benin (pseudo R 2= 0.09) than in rural Benin 
(pseudo R 2=0.05) (Table 4.19). 
These findings lend strong support to the hypothesis that wealth and education both 
have a direct and at least partially independent impact on a child's access to 
vaccination services and its vaccination status. Paternal and maternal educational 
attainment may or may not influence a child's vaccination status independent of one 
another. 
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Figure 4.13: Vaccination index, by child age (in years) 
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Hypothesis 9: Wealth, maternal education and paternal education impact on solid fuel 
use. 
The rural Beninese population almost exclusively uses solid fuels for cooking; the 
hypothesis could therefore only be tested in urban Benin. Urban households with 
higher asset scores are more likely to cook with cleaner fuels than those with lower 
asset scores. While solid fuel use is widespread even among those with the highest 
educational attainment, access to cleaner fuels is more common among men and 
women with secondary or higher education (21%) than among those with primary 
education (9%) or no education (4%) (Annex 4.2). 
Regression analyses reveal wealth as the most important determinant of solid fuel use. 
The univariate maternal and paternal education models are both statistically significant; 
the AIC provides equal support to a wealth plus maternal education model and the full 
model including paternal education (Table 4.20). Therefore, the hypothesis that wealth 
and maternal education impact on the choice of cooking fuel can be accepted; the role 
of paternal education remains to be clarified. 
Table 4.20: Results for hypothesis 9: logistic regression of solid 
fuel use on wealth, maternal education and paternal education 
Urban 
(n = 1402 ) 
Wald Xz 101.72 
df 9 
p value <0.001 
Pseudo R 0.198 
Odds 95% confidence p value 
ratio interval 
Electric goods, low 6.30 2.67 14.89 <0.001 
Electric, intermediate 1.00 - - - 
Electric goods, high 0.53 0.31 0.91 0.021 
Shelter, low 1.97 0.76 5.10 0.165 
Shelter, high 1.00 - - - 
Mobility, low 1.00 - - - 
Mobility, intermediate 1.50 0.91 2.49 0.112 
Mobility, high 1.14 0.60 2.18 0.682 
Matedu, none 1.38 0.77 2.49 0.281 
Matedu, primary 1.00 - - - 
Matedu, secondary/higher 0.56 0.24 0.91 0.020 
Patedu, none 1.00 - - - 
Patedu, primary 0.68 0.30 1.56 0.367 
Patedu, secondary/higher 0.55 0.24 1.26 0.159 
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Hypothesis 10. Wealth, maternal education and maternal occupation impact on 
overcrowding. 
The information required to construct the overcrowding variable is not available in the 
Beninese dataset. Consequently, this hypothesis could not be tested. 
4.4 Adapting the operational causal diagram 
4.4.1 Development of causal diagram D 
Table 4.21 summarises key findings for Benin. There is strong or limited evidence in 
support of all the hypotheses related to linkages between different socio-economic 
factors (hypotheses 1-3), proximal health risks (hypothesis 4) and socio-economic 
factors as determinants of proximal health risks (hypotheses 5-10). This confirms that 
an analytical focus on these aspects of the pathway is merited. 
The purpose of adaptation is to derive a general causal diagram for testing of 
associations in countries beyond Benin. In reflecting the results of section 4.3 in an 
adapted operational causal diagram, a conservative approach is adopted with a two- 
fold rationale. On the one hand, as stated in section 4.2.4, the aim of this initial testing 
was to explore whether there is support for a hypothesis overall; the aim was not to 
draw firm conclusions regarding the specific role of individual variables and the 
interpretation should therefore not overstep the original intention. On the other hand, a 
hypothesis should not be prematurely rejected if the lack of a finding may be due to 
data limitations or other factors specific to Benin. 
It is more conservative to retain an arrow than to delete it (section 3.2), and the 
following cautious rules were implemented: 
Any arrow representing a hypothesis that was significant in a univariate model is 
retained, independent of whether the model was significant in one or all three of 
the urban, rural and combined datasets and independent of the AIC selecting for 
or against it in the final model. 
> Any arrow representing a hypothesis that was not significant, but where small 
absolute or relative sample sizes (e. g. decision to breastfeed) or selection bias 
(e. g. birthweight) may explain the absence of consistent trends, is retained. 
> Any arrow, for which the underlying hypothesis could not be tested in Benin (e. g. 
overcrowding) is retained. 
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Consequently, the adapted operational causal diagram, causal diagram D in Figure 
4.14, is identical to the operational causal diagram with the exception of the context 
layer, which includes two additional variables. Cluster analysis highlighted that both 
ethnicity and geographical location can influence the socio-economic status of 
individuals. Therefore, these two factors are included - along with urban versus rural 
residence - as contextual factors in causal diagram D. Causal associations between 
these contextual factors and socio-economic or proximal health risks will not be 
investigated in detail but it should be kept in mind that they are not only an important 
influence on how downstream factors are distributed but may also modify associations 
between variables in the pathway. 
Causal diagram D provides the basis for hypothesis testing, using DHS data for 
Ethiopia, Kenya and Namibia and focusing on the socio-economic patterning of 
proximal determinants of childhood ALRI. Chapter 5 presents the results of this 
assessment of the robustness of relationships, taking into account consistency and 
relevance of different pathways in a cross-country comparison. 
4.4.2 Summary of implications for analysis 
This chapter has illustrated how the theory of causal diagrams can be put into practice 
with respect to a specific health outcome and its many underlying upstream and 
downstream determinants. It has demonstrated the steps from a conceptual causal 
diagram via an operational causal diagram to an adapted operational causal diagram. 
The initial conceptual causal diagram is entirely based on a priori information and 
assumptions and is applicable independent of the choice of dataset. The operational 
causal diagram, on the other hand, is informed by data availability and only considers 
those aspects of the pathway that can be tested using a specific dataset. Indeed, each 
arrow in the operational causal diagram is translated into a testable hypothesis. The 
adapted operational causal diagram takes into consideration results obtained through 
initial testing in a single country and provides the basis for testing across a larger set of 
countries. 
In contrast to more mainstream epidemiological methods, where the acceptance of a 
hypothesis represents a strong decision, in a causal diagram-based approach the 
rejection of a hypothesis represents a strong decision. Therefore, criteria for assessing 
the degree of evidence in support of a given hypothesis must be set carefully. The 
definition of these criteria is non-unique and subjective but transparent. In this chapter, 
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a conservative approach for removing arrows was adopted, as the analysis should not 
overstep its intention of deriving a general causal diagram for testing associations 
across several African countries. Based on this cautious approach, the evidence 
derived from hypothesis testing in Benin is largely in agreement with a priori evidence 
and assumptions. 
162 
C") 
(Z 
CN 
Of 
0 
_0 
CL 
U) 
a) 
0 
E 
75 
a 
0 
E 
(3) 
. C: 
-0 iý 
C: 
a) 
ca 
. C: 0) 
. 
C: 
(n 
Mn 
cn 
0 
E 
0 
(n 0) 
. 
C: 
0 
E 
E 
I 0) 
.0 co 
M c3) c3) CD cm 0) c3) CD) 
0 
ý 
0 0 0 
- 
0 0 0 0 0 E 
- Z (n ý5 in ýo tn ýn- ýn- ý5 ý5 --i 
LD 
0 u 0 V C> CD 
ý2 
(0 
c) 
M 
0 
2 
M 
-2 
M 
-0- 
M c4 
cm ýý- c5 r- m ä 5 E E E C? lE5 c 
+ + + (Z (D i 2-) . cn 
M C> c 
M M MM Z Co Fo 3: 
0 
9 M 22 
CD 
r 1 12 u 0 
ci 
u 
0 
M 
0 
3 17 
'0 CD 
J-- 
: 2-- 
Z) 
_ 
M .0 
1 0 c - r- C) - N CD 0 -ý5 0 -Z5 0 -Z5 
j2 
e 
CM ýý- (0 (b ;:, 
2 
M 
Z 
i 
212 cý c5 c5 
E E E l q -0 c» (1) - 0 E 
.u 
+ + ýk r_ (D ý 3: E - 
0 2N 2 cýJ 2 CD 4-- 
Ln 
u CD (V M M cý - M c5 - M ýB Q) c5 O- 
0 
"0 m+ Z 2 
0 
10 -0 r_ Z - CD c2.. a) 0 M CD 
" E 1-- 
u 0 0 
0 - «o CD _ ti 2 u 0 3 -a 0 0 0 0 
20 CD C) E E M E 
m 
M E 
Cý 
M CD 
E c> - p Z 2ý ä - 
ä 
- + + + 
9) - r 
0- 
a) 0 
(0 (D c5 cý 0 
a) _ 1-- 3: 22, m0 mm u 15 
(D 0 0 0 0 CD Mr (Z .2 
76 «FU 
Z) ýQ M Md 
- mä md 02 d 0 o 12 
0 (Z (D 0 
- + C 
-ffi 10 M M ct 
U) 
Z 
AD 
- 0 - e 
0 0 E E E CL c3 2 2 r_ E - . 0 15 M E0 E E 0 0 0 E a -0 «o c2» 
r_ 
r_ 
0 
r_ 
0 M CL 
Z; _- M 
(2. 
M 
CL 
r_ 0 73 r_ 0 r_ r0 (0 g 0 
U) 
(n 
t 
U) 
0 
:3 
8 
Z 
8 
:3 
8 
9 M M 
r_ 
r- 0 
0 
CL a 0 0 0 CL 
.ý 
E 76 -ffi 76 0 M 
CM Z -0 V- 
AD 
CM 
(0 
= 
(0 
_M 15 1Z5 9) 3> 
r- 
:3 :3 
E 
1 
E 
' 
E 
' -0 
m MM Eä -D 
"0 
0 0 :3 ý -0 0 -0 0. r- x 0 r- 0 r 0 - Z (D 72 (D r- cl M «a 
'0 0 3: 0 -i M0 « M 
_ M r_ 3: M 3. Im - r E0 - -FU -i6 a - M - 0 m E0 
53 E 
c0 - c: 
22 22 c M0 
2 
CM 
M r- -0 M0 M0 -I ) M0 
a)- 
M 0 cm 92-, 0 r 
tu D 
CL E iz 
0a 
-i A CL 0 2ý ö r>- ci -, ,0 MZ 
- .. 
-0 ý cl 0 
.. 0 >, 
M= 
i, 6 
lqt ýb 
r 
Kt Z ý6 E 
M 
E' 
Cl. 
. Le Ln cý 00 en c: 00 en 
j 
cn o LD -5 cn (D D 12 (D U) m cn 7D -- 0 (4 0 CO 
en U) 
.c ji 2 
0- 
. c . 
CO r- 
0 
O= o= o= CD«i) (D 0 (D E 0 (D 
0 0 :3 
CL 0 :3 
0 O= - (D 0M -0 0m 0- 2 0 0 0 cj 0 
ci 
>, 
OL 0 
>, 0 
12.0 
>, 0 
12» (J 
>, 0 
c2» 
>, c 
Cl»- 
>, c: 
a- 
>, r 
CL 
>I.: 3 
Cl. a 
>, E 
a cj 
>, 0 
CL :3 
>, -c, 
(2. 
>, 8 0 0 0 2: 0 2: 0 1: 0 . 1: 0 1: 0 1: 0 
le 
(D 
c3) CY) c3) 
0 0 
CM (ý5 (n Z 
3 
EE E cý 
++ + 2ý 
«r 
(j m 
Q -5 4: - 3 
M - 
E2 ý: Z Z 
+ + CD + cý 
Z) :3 
'0 V 
:3 :3 M «a 
3 :3 
'0 
3? -2 - .20 $? - 2? mm m 0) -ý5 m0m EE E9a ENE 
++ + 2ý + + 2ý + 
l u n» a 
0 (D - m M(O E E cý 
Z Z 
-ffi r- 
r0 
j? c c 0. CJ m 0 
15 
0) CL 
m dE 
Co d r_ r_ 8 
r_ 0 m m r_ Z0 
0= r_ r_ -O_ : 7- (9 0 0 
0 (D (L) 
E 
d0 E m E . -r E> 'cý (» 0E tu 0 ý r_ : 22 c: 3: 0- m0 m0 3: ci 0- 0- '0 
CD r - E Co 
0 3: 
;; = 0 
C) gL -0 8 «5 8 8b CL CL :3 (2.: 3 Ci. :3 
M> 
LO 
a) I.... 
a) 
---- ------- - ---------- 
------ 
------- 
------ 
- ----- -------- ----- ----- ----- 
LU 02 
_j 
LU 
LU Q: 
C/3 D 
D C/) 
0 
x 
LU 
V) 
------ ------- ------ ---- ---- 
- ----- ------ 
w 
- ------ ------- ------ ---- ---- 
zz 
0o 
ui L) 
Z 41 1 
0 Z: ) 
0 L) 
.0 Go 0 E .. 2 
LLJ 
- --- ------- -- :, 
t: 
U) 
------ 
- - E 
D 
Lu 
ui _j D 
> 
EE 
------ ------ uj 
Iri 
Z 
0 - ---- -- -- - U) 
L) 
J-L 
ui 
3t 
---- ------- 
I -- --------- -------- 
- ------ ------- ------ ---- ---- 
U- 
5. Assessing robustness of relationships: from findings in one 
country towards an African causal diagram 
This chapter examines whether the findings derived from the Beninese dataset are 
transferable to other African countries, where DHS surveys have been conducted. 
Kenya, Namibia and Ethiopia are chosen, as both DHS and WHS surveys were 
conducted in the same countries between 2000 and 2003. This will have implications 
for exploring the robustness of findings across different data sources and for linking the 
results obtained in chapters 5,6 and 7. This chapter repeats the testing of ten 
hypotheses, with the goal of developing a causal diagram that is applicable to the 
African continent as a whole whilst reflecting the contextual factors that may operate in 
any given country or setting. 
5.1 Introducing Kenya, Namibia and Ethiopia 
5.1.1 Country profiles 
Ethiopia 
This land-locked East African country is characterised by a high plateau with a 
mountain range (highest elevation 4620 m) and divided by the Great Rift Valley, which 
is susceptible to earthquakes and volcanic eruptions. Ethiopia experiences a tropical 
monsoon climate that varies widely between different geographical locations. 
In the year 2004, Ethiopia had approximately 68 million inhabitants. With an estimated 
population growth of 1.9% and an HIV/AIDS prevalence rate of approximately 6%, the 
demographic structure continues to change. In the same year, 45% of the population 
were aged 14 and under. Agriculture, in particular coffee, accounts for nearly half of 
Ethiopia's GDP and 80% of total employment, however, only 10% of the land is arable 
and vulnerable to frequent droughts. The current GDP is $700 PPP per capita; 50% of 
the population live below the poverty line (CIA 2004). 
Ethiopia is composed of seven major ethnic groups: Oromo (40%), Amhara and Tigre 
(32%), Sidamo, Shankella, Somali, Afar and Gurage. 50% of men are literate 
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compared to 35% of women. The infant mortality rate is very high with 102 deaths per 
1000 live births. Life expectancy at birth is 40 years for men and 42 years for women. 
Kenya 
This East African country is located on the Indian Ocean with a 536 km coastline and 
the important port of Mombasa, and has borders with Somalia, Ethiopia, Sudan, 
Uganda and Tanzania. Kenya's lowlands along the coast rise to the central highlands, 
divided by the Great Rift Valley, and Mount Kenya - with an altitude of 5199 metres the 
second highest mountain on the African continent. The climate varies from tropical to 
arid; approximately 80% of the land area is and or semi-arid, making Kenya vulnerable 
to drought. 
Kenya has 32 million inhabitants (2004 estimates), including more than 230,000 
refugees from Somalia, Sudan and Ethiopia. Fertility remains high at 3.31 children per 
woman and so is the infant mortality rate at 63 deaths per 1000 live births; the 
HIV/AIDS adult prevalence rate is estimated at 15%. Life expectancy at birth is 45 
years for men and women. Several different ethnic groups can be distinguished, 
including the Kikuyu (22%), Luhya (14%), Luo (13%), Kalenjin (12%), Kamba (11%), 
Kisii (6%) and Meru (6%). Non-African ethnicities make up approximately 1% of the 
population. 41 % of the population is under 15 years of age (CIA 2004). 
Literacy is high at 85%, nevertheless half the population lives below the poverty line. 
75% of the national labour force is active in agriculture, growing tea, coffee, com and 
sugarcane. Industry, such as small-scale consumer goods, and services, in particular 
tourism, account for the remaining 25% of the national economy. Overall the GDP per 
capita is estimated at $1000 PPP. 
Namibia 
Namibia is located on the South Atlantic Ocean and, after having been colonised by 
Germany and annexed by South Africa, finally won its independence in 1990. It is 
characterised by a high plateau and large desert areas running along the whole west 
coast (Namib Desert) and along the southeastern border with Botswana (Kalahari 
Desert). Rainfall is sparse in this hot and dry Southern African country, resulting in 
prolonged periods of drought. Overall, the climate ranges from add and semi-arid to 
sub-tropical. 
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In 2004 Namibia counted just under 2 million inhabitants, with 42% of the population 
being under 15 years of age. 88% of the population is black, 6% white and 7% of mixed 
origin. Over 50% of the population belong to the Ovambo tribe; other ethnic groups 
include the Kavangos, Herero, Damara, Nama, Caprivian and Bushmen. Male and 
female literacy is high at around 84%. 
Namibia is rich in natural resources, such as diamonds, copper, uranium, gold, silver, 
lead and tin. As a result, the economy is heavily dependent on the extraction and 
processing of minerals for export and 26% of the Namibian GDP stems from industry. 
Nevertheless, half of the population relies on subsistence agriculture. Compared to 
many Southern African countries, Namibia has a high GDP per capita of $7000 PPP 
but income is very unequally distributed as illustrated by a high Gini coefficient. 50% of 
the population live below the poverty line (CIA 2004). 
Population growth is limited at 1.25%, mostly due to a high HIV/AIDS prevalence rate 
among adults of 23%. Infant mortality is low at 70 deaths per 1000 live births but life 
expectancy is very low with 42 years among men and 39 years among women. 
5.1.2 Urban-rural and soclo-economic contrasts 
As for Benin, a stark urban-rural divide also emerges for Ethiopia, Kenya and Namibia. 
Whether in relation to socio-economic status variables, such as wealth, education and 
occupation, or with respect to environmental variables, such as access to water and 
sanitation services or cooking fuel use, the rural population is disadvantaged compared 
to the urban population (Annex 5.1). 
A hierarchical cluster analysis of all socio-economic and environmental variables, using 
the average linkage method, was undertaken to explore whether the urban and rural 
populations of the three countries can also be seen as distinct on statistical grounds. 
The findings are summarised in Table 5.1. The Ethiopian population divides into two 
clusters. Cluster 1 with 3398 members is 99% urban, whereas cluster 2 with 10 947 
members is 92% rural. In Kenya, the Calinski-Harabasz criterion clearly favours a two- 
cluster solution but the urban-rural separation is less complete: cluster 1 is composed 
of 4805 rural dwellers (80%) and 1239 urban dwellers (20%); 1085 members of cluster 
2 (90%) reside in urban and the remaining 123 (10%) in rural areas. Two clusters are 
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also selected as the most appropriate outcome of the Namibian cluster analysis, with 
cluster 1 being 82% urban and cluster 2 being 85% rural 
The above analysis excluded all variables or categories of variables that concerned 
less than 3% of the population. For example, the variable motorbike was excluded from 
the Kenyan analysis as only 68 out of 7912 Kenyans (<1%) own a motorbike. In all 
three countries, the selection of a two-cluster solution was robust to the inclusion or 
exclusion of selected variables or rare categories in subsequent sensitivity analyses 
(data not shown). 
Annex 5.2 shows the number of clusters defined according to the CHI and the shape of 
the dendrogram, and presents tables of the centrolds for each variable according to 
cluster membership. It also includes maps of Ethiopia, Kenya and Namibia which, on 
the one hand, map communities according to their urban or rural location as classified 
by the DHS and, on the other hand, map communities based on their cluster 
membership. 
The analysis of the "wrong assignment" of urban dwellers to the poor, predominantly 
rural cluster and, vice versa, of rural dwellers to the privileged, predominantly urban 
cluster was repeated for Kenya and Namibia; for Ethiopia information on ethnicity and 
province was not available. As for Benin, ethnicity and residence in a given province 
appear to be closely associated with socio-economic status and, consequently, 
grouping with like individuals during cluster analysis. 
As described in section 3.3.4, household asset indices were constructed a priori to 
reduce the number of household asset variables and thus make them more 
interpretable as distinct dimensions of wealth. Table 5.2 summarises how electric 
goods, shelter and mobility indices were constructed in Ethiopia, Kenya and Namibia. 
Table 5.3 provides an overview of the percentage of the population scoring on the 
three household asset indices in the urban and rural setting of Ethiopia, Kenya and 
Namibia. 
The tables in Annex 5.1 show stark differences in children's ALRI vulnerability and 
exposure to ALRI risks between socio-economic groups as defined by maternal 
education, maternal occupation, paternal education, paternal occupation and different 
dimensions of permanent household wealth. A brief description of differences in solid 
fuel use is given here to illustrate these gradients. 
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Table 5.2: Household asset indices in Ethiopia, Kenya and Namibia 
Ethiopia Kenya Namibia 
Electric Assets Electricity Electricity Electricity 
goods TV TV TV 
index Telephone Fridge Fridge 
Telephone Telephone 
Scores Low (0) Low (0) Low (0) 
Intermediate (1-2) Intermediate (1-2) Intermediate (1-2) 
High (3) High (3-4) High (3-4) 
Shelter Assets Floor Floor N/A 
index Roof Roof 
Repair status 
Scores Low (0-1) Low (0-1) N/A 
Intermediate (2-3) Intermediate (2-4) 
High (4) High (5-6) 
Mobility Assets Motorbike Motorbike Motorbike 
index Car/truck Car/truck Car/truck 
Donkey cart/horse 
Scores None (0) None (0) Low (0) 
Any (1 -3) Any (1 -3) Intermediate (1) 
High (2- ) 
Table 5.3: Percentage of population scoring on household asset indices 
Ethiopia Kenya Namibia 
Urban R ural Urban Rural Urban Rural 
N N N N N 
Electric goods index 
low 13.2 98.8 32.8 82.1 21.5 77.0 
intermediate 70.1 1.2 28.3 14.9 22.5 14.8 
high 16.7 0 38.9 3.0 56.1 8.2 
Shelter index 
low 8.0 85.4 3.7 13.1 -- 
intermediate 34.5 13.9 23.1 64.6 
high 57.5 0.6 73.2 22.3 -- 
Mobility index 
low 96.7 100 82.1 95.2 67.2 71.0 
intermediate 6.3 0 17.9 4.8 1.3 14.0 
high - - - - 31.5 15.0 
In rural Ethiopia, the population exclusively uses solid fuels for cooking. In urban 
Ethiopia, 95% of those scoring low on the electric goods index rely on wood, straw and 
dung compared to only 24% among those scoring high on the same index and an 
urban average of 60%. Clear gradients are also apparent in relation to maternal 
educational attainment: 74% of women without any education cook with solid fuels 
compared to 56% of women with primary education and 47% of women with secondary 
or higher education. 
In Kenya, 53% of the urban population and 98% of the rural population rely on solid 
fuels to meet their basic household energy needs. In urban Kenya, gradients in relation 
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to maternal education are even more pronounced than in urban Ethiopia, with solid fuel 
use ranging from 92% among the least educated to 39% among the most educated. 
87% of households with a low shelter index report solid fuel use compared with 71% 
and 40% of households with an intermediate or high shelter index respectively. Given 
widespread solid fuel use in rural Kenya the differences are less stark, for example, 
showing a maximum of 100% solid fuel use for the lowest educational attainment and a 
minimum of 94% for the highest educational attainment. 
The Namibian situation shows clear gradients in both geographical settings. In urban 
locations, 41% among the least educated women and 19% among the most educated 
women cook with wood or charcoal relative to an urban average of 28%. Values for the 
electric goods index are 59%, 30% and 6% for low, intermediate and high scores 
respectively. In rural locations, gradients for both measures of socio-economic status 
are even more pronounced, for example, 98% of women without any education 
compared to only 2% of women with secondary or higher education depend on solid 
fuels. 
5.1.3 Groupings of people in urban and rural settings 
Cluster analysis, based on all variables of socio-economic status and access to 
environmental services (section 3.4), was undertaken separately for urban and rural 
settings in Ethiopia, Kenya and Namibia to investigate whether distinct population 
subgroups exist. Detailed results can be found in Annex 5.2; Table 5.1 summarises the 
cluster analysis findings for these three African countries as well as Benin. 
In urban Benin, the CHI identified a two-cluster solution as the most appropriate 
grouping: 75% of the urban population comprise the poor majority whereas 24% can be 
considered the urban privileged. Cluster analysis also produces two distinct urban 
groupings in Ethiopia and Namibia. Three clusters appear to fit the Kenyan data best: 
43% of urban Kenyans can be considered privileged, 42% group into an intermediate 
cluster whereas 3% are very poor with little if any access to services and very low 
scores on educational and occupational variables. 
How different are urban privileged and poor groups in absolute terms? Among urban 
privileged clusters in the four countries, the percentage of women engaged in 
professional occupations ranges from 6% in Benin to as much as 24% in Namibia. With 
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more than 25% of women having enjoyed secondary or higher education, this 
characteristic is widespread among the Beninese and Kenyan urban privileged, yet it is 
not very prevalent among Ethiopian and Namibian women (5%). Stark differences are 
also apparent with respect to access to environmental services: 92% and 84% of the 
urban "upper class" own a flush toilet in Kenya and Namibia respectively, whereas 
even among this most advantaged segment of the population access to a flush toilet 
does not exceed 10% in Benin and Ethiopia. Cooking fuel use among the urban 
privileged illustrates where the urban population is located on the "energy ladder", 
which refers to the increasing use of cleaner, more efficient and more convenient but 
also more expensive cooking fuels (section 2.2.2). In urban Benin, charcoal use is 
widespread with 51 % whereas gas use continues to be limited (13%); in urban Ethiopia, 
wood, dung and charcoal have mostly been replaced with kerosene (71%) but not yet 
gas (3%). In contrast, privileged urban Kenyans either use gas (40%) or kerosene 
(42%) to meet their daily household energy needs, and privileged urban Namibians 
have made an almost complete transition to gas and electricity (86%). 
Inter-country differences between urban poor clusters appear to be more limited. 
Broadly speaking, scores on different measures of socio-economic status and access 
to services are very low. Nevertheless, the following differences are noteworthy: 
access to electricity is substantially greater among the urban poor in Ethiopia than in 
the other three countries. Lack of access to any form of sanitation, on the other hand, is 
particularly widespread among the urban poor in Benin. Lack of formal schooling 
among women also displays substantial variation between countries: less than 10% of 
the urban deprived in Kenya and Namibia report no education, whereas 41 % and 81 % 
have never been to school in Ethiopia and Benin respectively. 
Findings for the rural setting paint a different picture: cluster analysis identified two 
clusters in rural Benin, where 94% of the population constitute a poor rural majority with 
a low educational and occupational profile and very limited access to different 
household services. A similar observation is only made in rural Namibia, where 77% of 
the rural population make up a poor rural majority while 14% of the rural population can 
be considered privileged. In contrast, the rural population of Ethiopia and Kenya 
appears to be relatively homogeneous: cluster analysis does not suggest major 
groupings of people, but instead produces many small splinter groups. 
A comparison between rural sub-populations in Benin and Namibia does not reveal 
large differences, with the exception of the educational profile of women. A vast 
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majority of Beninese women belonging to the poor rural cluster (81 %) did not enjoy any 
schooling and, consequently, fewer than 6% received secondary or higher education. 
In contrast, 39% of Namibian women in the poor rural cluster report secondary or 
higher education and only 18% of these women have never been to school. 
In summary, the urban population in all four countries and probably in much of sub- 
Saharan Africa, divides into two sub-groups. This illustrates that inequalities with 
respect to education, occupation and wealth as well as access to various services, 
such as electricity, water, sanitation and cooking energy exist and are pronounced in 
the urban setting. Differences between countries emerge with respect to the size of 
these urban groupings. Moreover, the urban privileged are not necessarily comparable 
across African countries in absolute terms, and advances with respect to one 
dimension (e. g. education) are not always paralleled by similar advances in another 
dimension (e. g. access to electricity and environmental services). Such differences are, 
in part, reflective of a country's overall status of development and/or the consequence 
of specific policies related to education or energy, water and sanitation infrastructure. In 
contrast, the rural population of these four African countries appears to be far more 
homogeneous than the urban population. Strikingly, the rural poor of Namibia, a 
relatively wealthy African country in absolute terms, fare no better than the rural poor of 
Benin, a very poor African country. 
5.2 Testing hypotheses across countries 
5.2.1 Strategy for evaluating causal links 
This chapter assesses the applicability of the adapted operational causal diagram 
(Figure 4.15) in three additional African countries. The purpose of this exercise is to 
decide whether the links identified in Benin are transferable between countries and, 
ultimately, generalisable to the whole of sub-Saharan Africa. 
To do so, in a first step, individual hypotheses are tested as before to investigate the 
presence or absence of a relationship on a country-by-country and setting-by-setting 
basis. As discussed in section 4.2.4 and graphically displayed in Figure 4.3, chapter 4 
only drew conclusions about support towards the overall hypothesis. While the 
analyses examined the role of individual variables, information on the direction of 
influence was not assessed or synthesised in a formal way. This chapter, on the other 
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hand, explicitly considers the direction of the relationship for each relevant combination 
of explanatory and dependent variables. In a second step, the homogeneous or 
heterogeneous picture emerging for different hypotheses and variables across the 
geographical settings informs the gradual build-up of an African causal diagram. The 
following section describes the rationale for making decisions associated with each of 
these two steps. 
Figure 5.1 illustrates the decision-making process to assess the existence of a 
relationship and, where applicable, its direction. Even though much of this rationale 
could be applied more generally, it should be noted that it was developed for analysis 
of DHS data and the specific questions addressed as part of this research. Initially, a 
decision about the presence or absence of a relationship is made based on the model 
explaining the data significantly better than the null model. Each variable is considered 
in turn; only explanatory variables included in the model or models selected based on 
the AIC are judged to have a direct and at least partly independent effect on the 
outcome variable. The impact of variables is assessed for urban and rural settings 
separately but, unlike in chapter 4, not for the combined dataset. 
Figure 5.1: Assessment of direction of relationship in individual settings 
No relationship 
No 
Non-ordered 
No relationship 
Model selected 
based on AIC No includes 
variable of Consistency in 
interest Yes oldds ratios 
lzzý- 
Consistency in 
statistically 
significant odds 
ratios Limited support 
Yeýý for increase/ s decrease 
Yes Strong support 
for increase/ 
decrease 
175 
With a view towards developing an African causal diagram, statistical significance 
should not be the predominant criterion for assessing the direction of the relationship. 
Absolute sample sizes, relative sample sizes (i. e. small sub-groups with respect to 
variables of interest) and measurement error all affect whether a true relationship is 
assessed as statistically significant or not. Using ap value of 0.05 as a simple cut-off 
criterion cannot do justice to the potential impact of such data limitations. Therefore, 
consistency across different levels of a given variable is potentially a more reliable 
guide for assessing the direction of a relationship in a given setting. Consequently, 
consistency (i. e. whether odds ratios are always above or always below 1) is used to 
determine whether the variable in question has a positive or negative effect on the 
outcome independent of statistical significance. 
Where odds ratios show consistency, the assessment concludes with strong support 
for an increasing or decreasing effect on the outcome variable. Where odds ratios do 
not show consistency, the assessment is repeated for only those odds ratios that are 
statistically significant, given that statistically non-significant odds ratios - especially if 
close to 1 or with very wide confidence intervals - may have biased the initial 
assessment. The outcome of this final step is either limited support for an 
increasing/decreasing effect of the explanatory variable or the conclusion that there is a 
non-ordered relationship (i. e. across different levels of an explanatory variable some 
odds ratios are above 1 and some below 1) between the explanatory variable and the 
outcome of interest. 
Once the assessment on a country-by-country and setting-by-setting basis has been 
completed, a judgement needs to be made about the homogeneity or heterogeneity of 
findings. Two important questions arise in this context. In the light of at times 
inconsistent findings, how can a rational decision be made regarding the 
presence/absence of a relationship and its direction? And how representative are the 
four countries of the African situation, and can a judgement be made about the 
applicability of findings to all of sub-Saharan Africa? Figure 5.2 and the following text 
make an attempt to answer the first question. The second question will be discussed in 
section 5.3.1. 
The decision on a "final" causal diagram could be motivated by selection for parsimony 
(i. e. only those links which appear to operate in all countries are retained) or selection 
for completeness (i. e. all meaningful links are retained, independent of whether they 
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apply in only one or all countries). This analysis attempts to make a compromise 
between the two. 
Undoubtedly, consistency in findings across settings is critical -a conclusion for the 
whole of Africa should be supported by all countries and settings tested. Three 
situations put consistency at stake: 
>A relationship is classified as increasing in some settings but absent in the 
remaining settings. Such findings contradict consistency but can be explained by 
small differences in causal mechanisms or random error (section 5.3.2). 
>A relationship is classified as increasing in some settings but as decreasing in the 
remaining settings. Such findings strongly contradict consistency as they point 
towards very different setting-specific causal mechanisms that are unlikely to be 
explained by chance. 
>A relationship is classified as non-ordered in three settings but as increasing in the 
remaining five settings. Consistency can easily accommodate findings that go 
further in a sub-set of settings relative to the rest by "downgrading" the direction of 
the relationship to non-ordered. In other words, where there is insufficient evidence 
for firm conclusions to be drawn regarding the direction of the relationship across all 
settings, classifying the relationship as non-ordered represents a cautious approach. 
Nevertheless, a single exception does not necessarily negate the general rule. Indeed, 
the biggest challenge in making a decision about the homogeneity or heterogeneity of 
findings is the distinction between "true negatives" or real inconsistencies between 
countries and "false negatives" or differences between countries that are either due to 
measurement error and other data quality issues or due to random error. On statistical 
grounds, one would expect to come across an exception in one out of twenty cases, 
given that results are based on a confidence level of 95%. Figure 5.2 makes the 
somewhat arbitrary decision to allow for one exception regarding the presence or 
absence of an effect and for one exception regarding the direction of a relationship. 
More specifically, if the effect is present in nt,, tat or nttal -1 settings, where ntwi refers to 
all the settings where the hypothesis could be tested (which in most cases is eight), we 
accept that there is an effect across sub-Saharan Africa. If the effect is present in fewer 
than nt, tl -1 settings, we must decide whether a given variable might play a role in 
specific settings or whether this variable does not play any role at all. A consistently 
strong relationship in a sub-set of countries or settings suggests that the variable in 
question does exert an influence in some settings. 
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Figure 5.2: Assessment of homogeneity/heterogeneity across settings 
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All subsequent decision-making steps are concerned with the direction of the 
relationship between an explanatory variable of interest and an outcome variable of 
interest across countries. Where a consistent increase/decrease is observed in neffect 
settings, where riýffe,; t refers to all the settings where an effect could be detected, we 
conclude with strong support for an increasing/decreasing relationship across Africa, 
which is indicated by a solid arrow of the appropriate colour (Figure 5.3). Where such a 
consistent increase/decrease is observed in neffect -1 settings, we conclude with limited 
support for an increasing/decreasing relationship across Africa, illustrated by a dashed 
arrow of the appropriate colour. Where the latter does not apply, we need to make a 
decision whether the relationship should be classified as non-ordered or whether 
contradictory findings, such as strong support for a decrease in one subset of countries 
and similarly strong support for an increase in another subset of countries, point 
towards true differences between countries. In case of the latter, setting-specific 
findings are represented by the inclusion of two setting-specific arrows or, where an 
effect can only be observed in selected African settings, through the inclusion of a 
single setting-specific arrow. Figure 5.2 formalises the decision-making process as 
much as possible but cannot do justice to all situations. The text points out, where the 
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conclusions go against the above, and provides a detailed explanation for why this may 
be justified. 
Figure 5.3: Notational conventions for the African causal diagram 
10 increase with strong support 
so. increase with limited support 
----I--I- -10. setting-dependent increase 
P, decrease with strong support 
P. decrease with limited support 
_00. setting-dependent decrease 
0 non-ordered relationship 
Finally, it should be noted that the rationale for maintaining links in this chapter is less 
conservative than the rationale for maintaining links in chapter 4. The initial causal 
diagram testing in Benin was concerned with not rejecting any hypotheses that might 
not have much support in one country due to the specific national situation or because 
of data quality issues (section 4.4.1). The causal diagram testing across countries in 
this chapter aims to harmonise relationships as much as is considered appropriate to 
derive a causal diagram that is applicable across sub-Saharan Africa. Therefore, it 
cannot afford to retain relationships that may play a role in a single setting but do not 
exert an effect in all other settings. 
In this way, each of the ten hypotheses (Table 4.3) is evaluated in turn. To make the 
description of this repetitive process a little more inspiring to the reader, the 
presentation of the results in the following section is rather unusual: as is common 
practice in law but not epidemiology, the verdict is announced first, the justification 
follows. This allows non-controversial findings to be processed as quickly as possible 
and to focus attention on the more controversial findings as well as additional relevant 
observations. The presence or absence of an effect and the associated classification of 
different variables as increasing, decreasing or non-ordered is summarised in Table 
5.22. Detailed results of the causal diagram testing in each country can be found in 
Annex 5.3. 
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Conclusions under the three different sections - relations between different socio- 
economic factors, relations between different proximal health risks and socio-economic 
factors as determinants of proximal health risks - lead to the gradual build-up of an 
African causal diagram related to each section; these three sub-diagrams are then 
assembled into a single African causal diagram. Additional notational conventions 
related to the direction of the relationship and setting-specific findings are summarised 
in Figure 5.3; regarding general conventions for constructing causal diagrams please 
refer to Figure 3.2. 
5.2.2 Relations between different socio-econornic factors 
Hypothesis 1: Paternal education impacts on paternal occupation. 
Causal diagram testing in Benin resulted in strong support for a direct effect of paternal 
education on paternal occupation; this finding is confirmed by the analysis in Ethiopia, 
Kenya and Namibia (Table 5.22). Indeed, the odds ratios for the ordered logistic 
regression of paternal occupation on paternal education increase with greater 
educational attainment in all four countries and settings, independent of whether all 
odds ratios or only the statistically significant odds ratios are considered. A solid blue 
arrow is chosen to represent this dose-response effect in the African causal diagram 
(Figure 5.4). 
The following findings and differences between countries are noteworthy. First, primary 
education in urban Kenya and urban Namibia does not appear to confer much of an 
advantage on the job market relative to no education, and the small odds ratios are not 
statistically significant (Table 5.4). In Benin and Ethiopia as well as rural Kenya and 
Namibia, on the other hand, the threshold above which male schooling translates into a 
better job appears to be no education. Odds ratios for secondary and higher education 
can be very high. Secondly, odds ratios in Benin are higher in the urban setting, 
suggesting that paternal education plays a relatively more important role in influencing 
the choice of occupation; in Kenya and Namibia, on the other hand, they are higher in 
the rural setting. Finally, in Benin and Kenya the baseline for ordered logistic 
regression analysis is agriculture due to the absence of non-working men in the survey. 
In Namibia and Ethiopia, on the other hand, the baseline is non-working men; when 
these are excluded from the sample in a sensitivity analysis, the model's explanatory 
power increases as indicated by a larger pseudo R2 (data not shown). 
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Table 5.4: Results for hypothesis 1: odds ratios for ordered logistic regression of 
paternal occupation on paternal education 
Benin Ethiopia Kenya Namibia 
Patedu Urban Rural Urban Rural Urban Rural Urban Rural 
none 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
primary 5.53* 3.74* 1.88* 1.94* 1.00 2.54* 1.11 1.48* 
secondary 32.52* 19.10* 5.19* 5.68* 2.56* 5.09* 3.15* 3.45* 
higher - -- 10.44* 55.49* - 
22.94* 26.62* 
- statistically significant at p<0.05 
Hypothesis 2a: Maternal education impacts on maternal occupation (working1not 
working). 
As expected, based on the Beninese results, the analysis in Ethiopia, Kenya and 
Namibia lends strong support to the hypothesis that maternal education has a direct 
effect on a woman's decision or opportunity to work or not to work. Yet the direction of 
the effect is strongly dependent on context. In Benin and Ethiopia, educated women 
are less likely to work than women without any education. In Kenya and Namibia, the 
higher the educational attainment, the more likely women are to work (Table 5.5). 
These clearly distinct effects for different countries are reflected through the inclusion 
of two setting-specific arrows -a red one and a blue one - in Figure 5.4. 
Table 5.5: Results for hypothesis 2a: odds ratios for logistic regression of maternal 
occupation (working/not working) on maternal education 
Benin Ethiopia Kenya Namibia 
Matedu Urban Rural Urban Rural Urban Rural Urban Rural 
none 1 UU 1.00 1,00 1.00 1.00 1.00 1.00 1.00 
primary 0.52* 0.38* 0.65* 0.77* 2.14* 1.95* 1.10 0.86 
secondary 0.21 0.13* 0.51 1.25 2.37* 1.76* 1.26 1.05 
higher - - 4.13* 5.81 * 6.47* 18.11 * 
- statistically significant at p<0.05 
As shown in Table 5.5, when considering all odds ratios independent of their statistical 
significance, consistency is not observed in rural Ethiopia and rural Namibia. Yet the 
findings for the statistically significant categories provide limited support for a decrease 
in Ethiopia and an increase in Namibia (Table 5.22). In Namibia, odds ratios are not 
significant for primary and secondary education, suggesting that higher education may 
be the most important influence on whether women engage in paid labour or not. 
Overall, there do not appear to be major differences in terms of the size of the odds 
ratios between urban and rural settings, with the possible exception of rural Namibia, 
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where higher education shows a greater odds ratio in the rural setting compared to the 
urban setting. 
Hypothesis 2b: Maternal education impacts on maternal occupation (type of work). 
The findings in Ethiopia, Kenya and Namibia confirm the Beninese conclusion that a 
woman's educational attainment has a direct effect on her occupational profile. In all 
four countries, the higher the education, the better the chances of involvement in 
occupations other than agriculture. This relationship is captured through a solid blue 
arrow in the African causal diagram (Figure 5.4). 
The odds ratios in Table 5.6 show a clear dose-response effect with large odds ratios 
for secondary education and very large odds ratios for higher education. The impact of 
primary education on type of work, on the other hand, is not significant in urban 
Ethiopia, urban and rural Kenya and rural Namibia, implying that similar working 
opportunities or preferences prevail among women without education and with primary 
education living in these settings. Finally, in all four countries, odds ratios tend to be 
higher in the rural setting than in the urban setting. 
Table 5.6: Results for hypothesis 2b: odds ratios for ordered logistic regression of 
maternal occupation (type of work) on maternal education 
Benin Ethiopia Kenya Namibia 
Matedu Urban Rural Urban Rural Urban Rural Urban Rural 
none 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
primary 1.90* 2.15* 1.08 2.44* 1.14 0.91 1.68* 1.26 
secondary 12.81 17.04* 5.53* 9.18* 2.31 * 1.84* 7.45* 8.39* 
higher - -- 20.55* 83.45* 193.76* 219.34* 
- statistically significant at p<0.05 
It should also be noted that pseudo R2 values are generally larger for hypothesis 2b 
than for hypothesis 2a, suggesting that maternal education plays a more important role 
in influencing the type of occupation than whether women work or not (Table 5.22). 
Hypothesis 3a: Paternal and maternal occupations impact on the electric goods index. 
Causal diagram testing in Benin provided strong support for the above hypothesis. 
Testing in Ethiopia, Kenya and Namibia suggests that similar mechanisms operate 
across the four countries. With the exception of rural Ethiopia all settings display a 
positive relationship between paternal occupation and the electric goods index, leading 
to the inclusion of a dashed blue arrow in the African causal diagram. The relationship 
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between maternal occupation and the electric goods index, on the other hand, was 
classified as non-ordered and is illustrated through a black arrow in Figure 5.4. 
Table 5.7: Results for hypothesis 3a: odds ratios for ordered logistic regression of 
electric goods index on maternal and paternal occupation 
Benin 
Urban Rural 
Ethiopia 
Urban Rural 
Kenya 
Urban Rural 
Namibia FUrban 
Rural 
Patocc 
I 
not working - - 1.00 1.00 - - 1.00 1.00 
agriculture 1.00 1.00 0.77 0.75 1.00 1.00 2.75* 3.94* 
manual 6.84* 3.55* 2.13* 7.50 2.18* 1.80* 2.23* 4.20* 
services 12.89* 5.10* 1.57 6.19 3.78* 2.16* 2.39* 3.27* 
professional 16.66* 8.13* 2.99* 4.73 5.74* 6.16* 7.39* 7.93* 
Matocc 
not working 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
agriculture 0.15* 0.42* 0.13* 0.34* 0.40* 1.25 0.50* 0.64 
manual 1.45 1 . 91 * 0.6 0.73 1.40* 1.54 1.01 2.39* 
services 0.99 1.03 1.11 2.47* 0.96 2.16* 2.41 * 4.65* 
professional 4.51 * 2.99 4.08* 4.53* 5.43* 10.30* 10.90* 5.47* 
* statistically significant at p<0.05 
As shown in Table 5.7, the relationship between paternal occupation and the electric 
goods index displays a dose-response relationship in Benin, Kenya and Namibia, with 
very large differences between occupational categories in Benin and smaller 
differences in Kenya and Namibia. For Namibia, the size of the odds ratios suggests 
that the occupational categories fall into three groups in terms of their influence on the 
electric goods index: non-working men make up the first group, the second group 
comprises men working in agriculture, as manual labourers or in services and sales, 
whereas the third group consists of men with professional jobs. At first sight, the role of 
paternal occupation is less clear in Ethiopia, especially given statistically non-significant 
relationships at all levels in rural Ethiopia. After a closer look, however, the picture is 
less contradictory: agriculture does not appear to confer an advantage over not working; 
all other occupational categories display a positive relationship with access to electricity 
and ownership of electric goods. 
The relationship between maternal occupation and the electric goods index can only be 
described as non-ordered. In general, women working in agriculture score lower on the 
electric goods index than non-working women although this may not hold true in rural 
Kenya. Professional women, on the other hand, make an important contribution to a 
household's ownership of electric appliances as indicated by large and mostly 
statistically significant odds ratios (Table 5.7). The effect of women earning money as 
manual labourers or in sales and services differs between countries and settings. For 
example, working in sales and services is not statistically significant in most settings 
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but shows statistically significant odds ratios above 2 in rural Ethiopia, rural Kenya and 
Namibia. 
Hypothesis 3b: Paternal and maternal occupations impact on the shelter index. 
Following the conclusion that paternal and maternal occupations exert an effect on 
household shelter in Benin, paternal and maternal occupations also emerge as 
important, and at least partly independent, determinants of the shelter index in Ethiopia 
and Kenya; the Namibian data do not Provide the information necessary to construct a 
shelter index. Overall, there is limited support for an increasing function between 
paternal occupation and the shelter index; the effect of maternal occupation on the 
shelter index is classified as non-ordered (Figure 5.4). 
Paternal occupation displays a dose-response relationship in Benin, Kenya and rural 
Ethiopia (Table 5.8). In urban Ethiopia, on the other hand, none of the categories of 
paternal occupation are significantly associated with the shelter index. Again, working 
in agriculture provides the exception to the rule: the other three occupational categories 
show odds ratios above 1 relative to the baseline of not working. Overall, this implies 
that working as manual labourers, in services and sales or as professionals is 
associated with a progressive improvement in construction materials leading to better 
shelter. 
Table 5.8: Results for hypothesis 3b: odds ratios for ordered logistic regression of 
shelter index on maternal and paternal occupations 
Benin 
Urban Rural 
Ethiopia 
Urban Rural 
Kenya 
Urban Rural 
Namibia 
Urban Rural 
Patocc 
not working - - 1.00 1.00 - - N/A N/A 
agriculture 1.00 1.00 0.68 1.71 1.00 1.00 N/A N/A 
manual 9.34* 2.81 * 1.27 5.50* 2.94* 1.65* N/A N/A 
services 12.70* 2.85* 1.03 3.19* 3.86* 2.44* N/A N/A 
professional 20.48* 5.99* 1.57 4.14* 6.80* 4.93* N/A N/A 
Matocc 
not working 1.00 1.00 1.00 1.00 1.00 1.00 N/A N/A 
agriculture 0.36* 0.92 0.12* 0.97 0.50* 1.45* N/A N/A 
manual 1.45 1.95* 0.47* 1.28* 1.76* 1.51 * N/A N/A 
services 1.06 1.55* 0.83* 1.81 * 1.06 2.06* N/A N/A 
professional 3.33* 7.92* 3.08* 4.90* 6.16* 7.47* N/A N/A 
* statistically significant at p<0.05 
Mothers working in agriculture appear to contribute less to the shelter index than non- 
working mothers with the exception of rural Kenya. Professional women, on the other 
hand, appear to contribute substantially to a higher shelter index. As found for 
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hypothesis 3a, the effect of manual labour and working in sales and services varies 
between countries and settings. 
Hypothesis 3c: Paternal and maternal occupations impact on the mobility index. 
In Benin, paternal and maternal occupations each played a role in determining a 
household's mobility index and the evidence in support of the hypothesis was classified 
as strong. The analysis in Ethiopia, Kenya and Namibia also lends support to the 
above hypothesis but the evidence is not entirely consistent across countries. As 
described below, a dashed blue arrow was chosen to represent the increasing 
relationship between paternal occupation and the mobility index, whereas a black 
arrow illustrates the non-ordered influence of maternal occupation (Figure 5.4). 
Table 5.9: Results for hypothesis 3c: odds ratios for ordered and logistic regression" of 
mobility index on maternal and paternal occupations 
Benin 
Urban Rural 
Ethiopia 
Urban Rural 
Kenya 
Urban Rural 
Namibia 
Urban Rural 
Patocc 
not working - - - N/A - - 1.00 1.00 
agriculture 1.00 1.00 - N/A 1.00 1.00 1.29* 2.82* 
manual 1.80* 1.58* - N/A 0.57 0.38* 1.26* 1.74* 
services 2.37* 2.06* - N/A 1.42 0.80 1.33 0.98 
professional 3.91 2.83* - N/A 2.40* 1.91*- 3.29* 2.97* 
Matocc 
not working 1.00 1.00 1.00 N/A 1.00 1.00 1.00 1.00 
agriculture 0.90 1.39 - N/A 0.56 0.90 0.40* 0.43* 
manual 1.50 1.55 0.08* N/A 1.30 1.27 0.50 1.29 
services 1.14 1.37 0.93 N/A 1.01 2.43* 0.89 1.94* 
professional 4.71 * 2.44 2.31 * N/A 3.73* 7.08* 4.25* 2.79* 
statistically significant at p<0.05 
logistic regression: Ethiopia, Kenya, ordered logistic regression: Benin, Namibia 
With reference to Figure 5.2, the exception to prove the first rule (i. e. the presence of 
an effect) is urban Ethiopia, where paternal occupation does not appear to be closely 
associated with scoring on the mobility index as the AIC favours a univariate maternal 
occupation model (Table 5.9). The exception to prove the second rule (i. e. the decision 
on an increasing relationship) is rural Kenya, where the assessment results in the 
classification of the relationship as non-ordered. Yet a closer look at Table 5.9 reveals 
that agriculture is the culprit once again, leading to statistically significant lower odds 
ratios among this occupational group relative to non-working men. Across Benin, 
Kenya and Namibia, where paternal occupation plays a role, having a professional job 
is associated with a higher mobility index. In rural Namibia, a high odds of owning a 
vehicle is also found among men working in agriculture. 
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Most individual categories of maternal occupation are not significantly associated with 
the mobility index. According to the survey results, none of the rural Ethiopian 
households own any means of transport. It is also remarkable that manual labourers in 
urban Ethiopia have very low mobility with a statistically significant odds ratio of 0.08 
(0.02,0.32) relative to non-working women; none of the urban Ethiopian women 
working in agriculture own a means of transport. 
Table 5.22 shows that pseudo R2 values range from 0.07 to 0.20 for hypothesis 3a, 
0.03 to 0.20 for hypothesis 3b and 0.02 to 0.14 for hypothesis 3c. Overall, pseudo R2 
values tend to be higher for the electric goods index than for the other two dimensions 
of wealth, which may imply that the electric goods index is more closely associated with 
income and wealth than the shelter or mobility indices. 
Figure 5.4 compiles the conclusions of the step-by-step hypothesis testing into an 
African causal diagram on relations between the socio-economic factors paternal and 
maternal education, paternal and maternal occupation and household wealth. 
Figure 5.4: Relations between different socio-economic factors 
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5.2.3 Relations between different proximal health risks 
Hypothesis 4a: Decision to breastfeed or not impacts on stunting. 
Inter-country differences become apparent with respect to an impact of the decision to 
breastfeed or not on stunting. In Benin, despite the selection of the null model in the 
rural setting, there was strong support for the above hypothesis because of consistent 
odds ratios across the urban, rural and combined settings and due to relatively large 
pseudo R2 values. In contrast, the same model is not significant in any of the analyses 
for Ethiopia, Kenya and Namibia (Table 5.10). Consequently, the arrow linking the 
decision to breastfeed with stunting was not included in the African causal diagram 
(Figure 5.5). 
Table 5.10: Results for hypothesis 4a: odds ratios for logistic regression of stunting on 
decision to breastfeed or not, adjusted for child age in years 
Benin Ethiopia Kenya Namibia 
Urban Rural Urban Rural Urban Rural Urban Rural 
Never breastfed 1 00 
Ever breastfed 0.20* 
- statistically significant at p<0.05 
This decision must be explained further: The urban Beninese model showed an odds 
ratio of 0.20 (0.05; 0.84), implying that breastfeeding is protective against stunting. The 
odds ratios for the three other countries vary substantially between countries and 
settings, suggesting that breastfeeding versus not breastfeeding a child could either 
encourage (e. g. urban Ethiopia, urban Kenya) or prevent (e. g. rural Ethiopia, rural 
Namibia) stunting (data not shown). 
Breastfeeding is widespread in all four countries and, as discussed previously, the 
number of women who do not breastfeed their child at all is small. Indeed the literature 
suggests that breastfeeding is almost ubiquitous across Africa (Engebretsen et al. 2007; 
Lauer et al. 2004) but that exclusive breastfeeding during the first four months of life is 
uncommon (Arifeen et al. 2001; Engebretsen et al. 2007). Nevertheless Table 5.11 
illustrates that small sample sizes are unlikely to be the reason for the lack of an 
association and the contrasting direction of the relationship, as the number of never- 
breastfeeders does not drop below 32. Rejecting an important influence of the decision 
to breastfeed or not on stunting should not be misinterpreted to mean that this decision, 
overall, has no influence on children's health and well-being. It suggests, however, that 
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breastfeeding is so widespread in much of sub-Saharan Africa that other factors play a 
greater role in determining differences in nutritional status. 
Table 5.11: Sample sizes for decision to breastfeed 
Benin Ethiopia Kenya Namibia 
Urban Rural Urban Rural Urban Rural Urban Rural 
Never breastfed 32 117 59 306 64 130 75 98 
Ever breastfed 1438 3479 1543 8440 1369 3982 1322 2205 
Hypothesis 4b: Low birthweight and breastfeeding duration impact on stunting. 
The analysis in Benin concluded with strong support for the hypothesis that both 
birthweight and breastfeeding duration impact on stunting. Overall, the results for the 
other three countries are in agreement with this conclusion. Consequently, low 
birthweight and breastfeeding duration were included as risk factors for stunting in the 
African causal diagram; the increasing relationship between low birthweight and 
stunting was classified as setting-specific (Figure 5.5). 
Table 5.12: Results for hypothesis 4b: odds ratios for logistic regression of stunting on 
low birthweight and breastfeeding duration, adjusted for child age in years and an 
interaction term between child age and breastfeeding duration 
Benin 
Urban Rural 
Ethiopia 
Urban Rural 
Kenya 
Urban Rural 
Namibia la ibi 
r Rur] I al 
im 
Urban Rural 
m 
Breastcluration 
age 0-1 1.28* 1.16* 1.10 1-30* 1.21 1.28* 1.14 1.14* 
age 1-2 1.07 1.05 1.07* 1.06* 1.00 1.05 1.08* 1.04 
age 2-3 1.02 0.98 1.04* 1.02* 1.03 0.99 1.01 1.08* 
age 3-4 1.10* 1.03 1.03* 1.04* 1.01 1.02 1.00 1.00 
age 4-5 1.10* 1.01 1.03* 1.01* 0.96 0.99 1.01 1.00 
Normal birthweight 1.00 1.00 - - 1.00 1.00 1.00 1.00 
Low birthweight 1.82* 1.98* - 2.30* 1.87* 2.26* 2.44* 
ý statistically significant at p<0.05 
Longer breastfeeding increases the risk of stunting. As previously described, the 
direction of the effect is unexpected, probably due to confounding with an unobserved 
variable: i. e. the availability of suitable weaning foods, which is likely to be influenced in 
part by socio-economic status and in part by local agricultural conditions. Women may 
resort to long-term breastfeeding because no safe and nutritious alternatives are 
available. The finding that women of lower socio-economic status tend to feed their 
children longer than women of higher socio-economic status (hypothesis 7b) provides 
some support towards this interpretation. Improper complementary feeding, introduced 
in an unhygienic environment and associated with poverty and lack of knowledge about 
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the micro- and macronutrients an infant requires, may amplify the effect (Allen 
Gillespie 2001; Arifeen et al. 2001; Kumar et al. 2006; Rowland 1980). As seen in 
Table 5.12, the effect of an additional month of breastfeeding on stunting is particularly 
apparent during the first year of life, but it levels off and becomes statistically non- 
significant with increasing child age. 
Low birthweight doubles the risk of stunting in Benin, Kenya and Namibia (Table 5.12). 
In contrast, in Ethiopia birthweight does not appear to be associated with stunting. Yet, 
with odds ratios of 1.87 (0.87; 4.03) and 3.00 (0.14; 65.79) in the univariate models in 
urban and rural Ethiopia respectively, the effect of low birthweight appears to be 
comparable in size to that in the other three countries (data not shown). Therefore it is 
likely that the lack of a finding is a result of the previously described bias in the 
birthweight variable combined with a lack of power. The latter is a cause of concern in 
Ethiopia, where no more than 7% of children are weighed at birth, resulting in small 
sample sizes for hypothesis testing (Table 5.13). Among the socio-economically 
favoured group, where birthweight is measured, low birthweight may not exert a strong 
influence on nutritional status, if other factors associated with better living conditions 
provide a protective effect. 
Table 5.13: Sample sizes for birthweight 
Benin Ethiopia Kenya Namibia 
Birthweight Urban Rural Urban Rural Urban Rural Urban Rural 
* 2500 gram 844 1580 572 82 934 1360 978 1161 
* 2500 gram 128 262 46 4 88 113 120 198 
Similarly, the size of the effect found in Benin, Kenya and Namibia should be 
interpreted in the light of who benefits from being weighed at birth and who does not. 
The findings do not automatically apply to the general population, which is likely to be 
more deprived and to have higher rates of low birthweight than the selection for which 
the analysis could be performed. Consequently, the effect of low birthweight on 
stunting may be even greater in the general population of sub-Saharan Africa, given 
the interaction with other factors impacting on stunting levels. 
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Figure 5.5: Relations between different proximal health risks 
Low 
birthweight 
Stunting 
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duration index 
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CHILD'S ALRI VULNERABILITY 
The inter-country comparison of results for hypotheses 4a and 4b provides another 
piece of the puzzle towards the formulation of an African causal diagram. Relations 
between different proximal health risks in terms of vulnerability to ALRI are summarised 
in Figure 5.5. 
5.2.4 Socio-economic factors as determinants of proximal health risks 
Hypothesis 5: Wealth, maternal education and maternal occupation impact on low 
birthweight. 
The analysis in Benin concluded with limited support for an impact of wealth on low 
birthweight but did not provide any direct support for a role of maternal occupation or 
maternal education. Testing the same hypothesis across Ethiopia, Kenya and Namibia 
provides a clear answer: in none of the three countries does the model explain the data 
better than the null model (Table 5.14). Consequently, the link between different 
dimensions of socio-economic status and low birthweight was removed from the 
African causal diagram (Figure 5-6). 
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Table 5.14: Results for hypothesis 5: odds ratios for logistic regression of low 
birthweight on wealth, maternal education and maternal occupation 
Benin Ethiopia Kenya Namibia 
Urban Rural Urban Rural Urban Rural Urban 
Electric 
low - 1.00 -- --- 
intermediate - 0.96 -- --- 
high - 0.42 -- --- 
Shelter 
low - 1.00 -- -- - 
intermediate - 0.53* -- -- - 
high - 0.65 
Mobility 
low - 1.00 
intermediate - 0.72 
high - 1.41 
* statistically significant at p<0.05 
Despite this unequivocal conclusion the question remains as to whether the result 
represents a real lack of effect or whether it is due to limitations in the data. Odds ratios 
below 1 in the statistically non-significant models point in the expected direction, 
implying that scoring higher on household asset indices, education and occupation is 
protective against low birthweight (data not shown). With reference to Table 5.13 it is 
improbable that sample size alone is responsible for the absence of a meaningful 
association. Selection bias is more likely to be the underlying reason with birthweight 
only measured among the relatively privileged part of the population and therefore not 
displaying enough socio-economic contrast. 
Hypothesis 6: Wealth, maternal education and paternal education impact on stunting. 
Causal diagram testing in Benin pointed towards an important role of wealth in 
determining stunting prevalence and supported a potential role for maternal and 
paternal education as contributing factors. Causal diagram testing in Ethiopia, Kenya 
and Namibia endorses the inclusion of a dashed red arrow for wealth and a setting- 
specific red arrow for maternal education in the African causal diagram (Figure 5.6). 
The four-country comparative analysis does not provide support for an effect of 
paternal education on stunting. 
As illustrated by Table 5.15, interpreting the findings related to hypothesis 6 across four 
countries is more complicated than for previous hypotheses. Wealth plays a role across 
all eight settings and odds ratios mostly display a non-ordered relationship; all 
statistically significant odds ratios, with the exception of rural Benin, are below one. The 
mobility index does not show any statistically significant odds ratios and the shelter 
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index only does so in Benin. The electric goods index, on the other hand, is statistically 
significant in most settings, ranging from a strong protective effect of 0.17 (0.05; 0.56) 
for a high score in rural Namibia to an intermediate protective effect of 0.65 (0.47; 0.91) 
for an intermediate score in rural Kenya. 
Table 5.15: Results for hypothesis 6: odds ratios for logistic regression of stunting on 
wealth, maternal education and paternal education 
Benin Ethiopia Kenya I Namibia 
Urban Rural Urban Rural Urban Rural Urban Ru 
Electric goods 
low 1.00 1.00 1.00 1.00 1.00 1.00 1.00 UO 
intermediate 0.91 1.07 0.68 0.65 0.94 0.65* 1.05 0 52* 
high 0.28* 0.33 0.30* - 0.43* 0.36 0.52* 0 17* 
Shelter 
low 1.00 1.00 1.00 1.00 1.00 1.00 N/A N/A 
intermediate 0.61 1.27* 0.96 0.96 1.35 1,08 N/A NA 
high 0.41 0.97 0.65 0.52 0.68 0.86 N/A N'A 
Mobility 
low 1.00 1.00 1 00 N/A 1.00 1.00 1.00 1.00 
intermediate 1.01 0.83 0.48 N/A 1.12 0.98 0.69 089 
high 0.70 0.69 - N/A - - - - 
Matedu 
none - - 1.00 1.00 1.00 1.00 4.01 1.00 
primary - - 1.23 096 1.38 0.73* 1.00 0,69 
secondary - - 0.68 0 51 0.75 0.56* 0.77 0.84 
higher - - - 0.39 0.49 0.43 0.64* 
Patedu 
none - - 1.00 1.00 - 1.00 0.43* - 
primary - - 1.07 0.94 - 1.65* 1.00 - 
secondary - - 0.67* 0 67* - 1.11 1.08 - 
higher - - - - - 0.98 0.50 - 
- statistically significant at p<0.05 
The selected models in urban and rural Benin do not include maternal education; in two 
other settings, urban Ethiopia and urban Kenya, a non-ordered relationship is 
statistically non-significant. In the four remaining settings, however, there is strong 
support for higher educational attainment among mothers lowering the risk of stunting. 
These findings suggest that maternal education plays an important role in some but not 
all African settings. 
Paternal education does not appear to exert an independent effect on stunting in four 
settings; in the remaining settings the direction of the relationship is conflicting showing 
increases in some and decreases in others. In the absence of a consistent direction of 
effect in this sub-set of settings, it was decided that paternal education on stunting did 
not merit inclusion in the African causal diagram. 
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Hypothesis 7a: Wealth, maternal education and maternal occupation impact on the 
decision to breastfeed or not. 
Given the conservative approach adopted in chapter 4, the analysis provided limited 
support towards the overall hypothesis; comparative findings across the four African 
countries do not point to a clear role for wealth, maternal education or maternal 
occupation in determining whether a child is breastfed or not. Therefore, the African 
causal diagram does not include any linkages between socio-economic status and the 
decision to breastfeed or not (Figure 5.6). 
A few exceptions to this general conclusion are noteworthy. Independent of the 
geographical setting, Kenyan women who attended school are more likely to 
breastfeed their offspring than women who did not enjoy any schooling; the difference 
is more pronounced in the urban setting than in the rural setting (Table 5.16). In urban 
Benin women without any education are more likely to breastfeed their children than 
those with primary education. In the same setting, pursuing a paid occupation appears 
to increase the chances of breastfeeding relative to not working. 
Table 5.16: Results for hypothesis 7a: odds ratios for logistic regression of decision to 
breastfeed on wealth, maternal education and maternal occupation 
Benin Ethiopia Kenya Namibia 
Urban Rural Urban Rural Urban Rural Urban Rural 
Electric goods 
low -- 
intermediate -- - 
high -- -- 
Shelter 
low -- - 1.00 
intermediate -- - 1.65* 
high -- -- - 
Mobility 
low -- -- - 
intermediate -- -- - 
high -- -- -- -- 
Matedu 
none 1.00 - -- 1.00 1.00 -- 
primary 0.43* - -- 4.78* 2.62* -- 
secondary 4.62 - -- 5.35* 3.12* -- 
higher -- -- 4.61 1.06 -- 
Matocc 
not working 1.00 - -- --- 
agriculture 9.15* - -- 
manual 11.18* - -- 
services 3.47* - -- 
professional 0.48 - -- 
- statistically significant at p<0.05 
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As noted in relation to hypothesis 4a, the conclusion that there is no consistent 
relationship between different aspects of socio-economic status and the decision to 
breastfeed or not must be seen in the light of breastfeeding being widespread in sub- 
Saharan Africa. In a contrasting geographical and cultural context, the same analysis 
may produce very different results. 
Hypothesis 7b: Wealth, maternal education and maternal occupation impact on 
breastfeeding duration. 
Causal diagram testing in Benin and the analysis in Ethiopia, Kenya and Namibia lead 
to similar conclusions: all three socio-economic factors appear to contribute to 
breastfeeding duration across Africa. There is limited support for an increasing effect of 
wealth whereas maternal education appears to exert either an increasing or decreasing 
effect depending on the setting. Maternal occupation is included in the African causal 
diagram as a non-ordered contributing factor (Figure 5.6). 
Table 5.17: Results for hypothesis 7b: odds ratios for Cox regression of breastfeeding 
duration on wealth, maternal education and maternal occupation 
Benin Ethiop Namibia 
Urban Rural Urban ural Urbi Urban Rural 
Electric goods 
low 1.00 1.00 1.00 1.00 1.00 - 1.00 1.00 
intermediate 1.18 1.00 0.97 0.86 1.23* - 0.98 1.19 
high 1.66* 2.13* 1.22 - 1.33* - 1.31 1.19 
Shelter 
low 1.00 1.00 1.00 1.00 1.00 - - 
intermediate 1.16 1.02 0.81 1.12* 0.95 - 
high 1.55* 1.11 1.09 - 0.93 - - 
Mobility _ 
low 1.00 1.00 1.00 - 1.00 - 1.00 1.00 
intermediate 1.01 1.02 1.34 - 1.08 - 1.21 1.04 
high 1.03 0.92 - - - - - 1.22 
Matedu 
none 1.00 1.00 1.00 - 1.00 1.00 1.00 1.00 
primary 1.33* 1.16* 0.86 - 0.75* 1.08 1.20 0.84* 
secondary 1.50* 1.34* 1.11 - 0.75* 1.20* 1.60* 0,94 
higher - - - - 0.89 1.28 - - 
Matocc - 
not working 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
agriculture 0.71 * 0.70* 0.68* 0.77* 0.88 0.90* 1.05 0.67* 
manual 0.74 0.89 0.78* 0.71 * 0.67* 0,97* 0.99 1.05 
services 0.78 0.86 0.91 0.88 0.77* 0.85* 1.23 1.37* 
professional 0,59 0.53 1.03 
1 
1.31 081 0 65* , 1.76* 1.06 
- statistically significant at p<0.05 
Wealth appears to play a relatively consistent role in all settings apart from rural Kenya, 
where maternal and paternal education emerge as the primary determinants of 
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breastfeeding duration (Table 5.17). Even though the overall relationship between 
wealth and breastfeeding duration is classified as non-ordered, statistically significant 
odds ratios above one in most settings point to an increasing effect of wealth (Table 
5.22). None of the odds ratios for the mobility index are statistically significant; for the 
shelter index, statistically significant odds ratios are observed in rural Ethiopia and 
urban Benin. The electric goods index is statistically significant in most settings. 
Maternal education presents a confusing picture across countries: in Ethiopia it does 
not appear to exert any influence on breastfeeding duration judging by a rural model 
that does not include the variable at all and an urban model, where the variable is 
statistically non-significant at all levels. In all other settings, there is strong support for a 
role of maternal education in determining breastfeeding duration but the direction of 
this role appears to vary. In urban and rural Benin, rural Kenya and urban Namibia, 
higher educational attainment promotes longer breastfeeding; in urban Kenya and rural 
Namibia it discourages prolonged breastfeeding. These contradictory findings point 
towards a setting-specific role of maternal education. 
Maternal education may influence breastfeeding duration in one of two ways: a direct 
influence of maternal knowledge is likely to increase breastfeeding duration in order to 
promote a child's nutritional and immunological status and/or as a means of family 
planning. An indirect influence of educational status is likely to decrease breastfeeding 
duration through a more widespread engagement in paid labour and the associated 
difficulties with breastfeeding a child over prolonged periods of time. In Benin, rural 
Kenya and urban Namibia, given odds ratios above 1, the direct pathway appears to 
play a primary role. In Benin, this direct pathway may be amplified, as women with 
greater educational attainment are less likely to engage in paid labour (see hypothesis 
2a). In urban Kenya and rural Namibia, on the other hand, the indirect pathway via 
maternal occupation appears to have a greater relative importance. Potential 
interaction effects between maternal education and maternal occupation are unlikely to 
change this result, as the direction of the effect for individual categories of the two 
variables is the same in univariate and multivariate models (data not shown). 
The model selected according to the AIC includes maternal occupation in all eight 
settings (Table 5.17). Predominantly, engaging in paid labour reduces breastfeeding 
duration but the threshold appears to vary between countries. In Benin and Kenya, 
working versus not working makes all the difference; in Ethiopia agricultural and 
manual labour appear to lead to shorter breastfeeding duration. In Namibia 
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breastfeeding duration is significantly longer for professional occupations in the urban 
setting and services and sales in the rural setting, whereas working in agriculture is 
associated with a shorter duration of breastfeeding. Therefore, despite a predominantly 
decreasing effect, the direction of the relationship is classified as non-ordered. 
Hypothesis 8: Wealth, maternal education and paternal education impact on 
vaccination index. 
The analysis in Ethiopia, Kenya and Namibia mirrors the Beninese findings, providing 
strong support for an impact of wealth, maternal and paternal education on a child's 
vaccination status. All three relationships are classified as increasing and illustrated 
through solid blue arrows in the African causal diagram (Figure 5.6). 
Table 5.18: Results for hypothesis 8: odds ratios for logistic regression of vaccination 
index on wealth, maternal education and paternal education 
Benin Ethiopia Kenya Namibia 
Urban Rural Urban Rural Urban Rural Urban 
Electric goods 
low 1.00 1.00 1.00 1.00 1.00 1.00 - 1.00 
intermediate 1.27 0.74 2.23* 3.71 1.97* 1.47* - 2.53* 
high 1.80 1.19 3.14* 1.76* 0.77 - 1.64 
Shelter 
low 1.00 1.00 1.00 1.00 0.65 1.00 N/A N/A 
intermediate 1.80* 1.30* 1.05 1.62* 1.00 1.39* N/A N/A 
high 2.16* 1.72* 1.63* - 0.97 1.99* N/A N/A 
Mobility 
low 1.00 1.00 N/A N/A 1.00 1.00 - 1.00 
intermediate 1.19 1.03 N/A N/A 0.71 1.49 - 1.29 
high 1.60 1.23 N/A N/A - - - 1.32 
Matedu 
none 1.00 1.00 1.00 1.00 0.56 1.00 - 1.00 
primary 1.31 1.40* 1.25 1.40* 1.00 2.22* - 1.92* 
secondary 1.58 2.15* 1.58* 1.68* 1.76* 3.28* - 2.16* 
higher - - - - 2.71 3.29* - - 
Patedu 
none 1.00 1.00 1.00 1.00 0.37* 1.00 1.00 
primary 1.64* 1.51 * 1.47 1.19* 1.00 2.56* 2.23* 
secondary 1.95* 1.76* 1.67* 1.39* 0.95 3.19* 1.84* 
higher - - - - 0.70 3.73* - 
* statistically significant at p<0.05 
Apart from urban Namibia, where the AIC favours a univariate paternal education 
model, wealth appears to play an important role in all settings (Table 5.18). Moreover, 
across the remaining seven settings the relationship is consistently classified as 
increasing, if mostly based on statistically significant odds ratios rather than all odds 
ratios. As for hypotheses 6 and 7b, the mobility index does not exert a direct influence 
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while electric goods and shelter indices display statistically significant odds ratios in 
most settings. 
These findings suggest that all three dimensions of socio-economic status play a role in 
determining a child's vaccination status but, as illustrated in urban and rural Namibia, 
the influence of these dimensions is in part overlapping. The observation that, in urban 
Namibia, a bivariate wealth plus maternal education model fits the data as well as a 
univariate paternal education model illustrates the complementary influence of different 
socio-economic dimensions on vaccination status. 
Hypothesis 9: Wealth, maternal education and patemal education impact on solid fuel 
use. 
Causal diagram testing in Benin provided strong support for the above hypothesis. 
Equally, the comparative analysis across the other three African countries concludes 
that all three socio-economic factors can play a role. The relationship between wealth 
and socio-economic status is illustrated by a setting -specific red arrow; maternal 
education decreases the chances of solid fuel use in all settings and the link is 
represented through a solid red arrow. Paternal education, on the other hand, may only 
exert an independent influence in some settings, leading to the inclusion of a setting- 
specific red arrow (Figure 5.6). 
Wealth is identified as an important determinant of solid fuel use across the six settings, 
where the hypothesis could be tested; in rural Benin and rural Ethiopia 100% of the 
population use solid fuels, making it impossible to examine the determinants of cooking 
fuel use. With the exception of Namibia, the effect of wealth is classified as decreasing. 
The Namibian data, on the other hand, merit a closer look. As expected, scoring higher 
on the electric goods index is associated with lower solid fuel use in bivariate tables as 
well as the logistic regression model (Table 5.19). Surprisingly, scoring higher on the 
mobility index is associated with lower solid fuel use in bivariate tables but higher solid 
fuel use in the logistic regression model. Further descriptive analyses reveal that the 
mobility index has a different impact on solid fuel use depending on the level of access 
to electric goods; an interaction term between the two variables is statistically 
significant in the combined and rural models but not in the urban model. The finding 
that ownership of a means of transport, when scoring intermediate rather than low or 
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high on the electric goods index (Table 5.20), increases the risk of solid fuel use 
threefold is not intuitively obvious. 
Table 5.19: Results for hypothesis 9: odds ratios for logistic regression of solid fuel use 
on wealth, maternal education and paternal education 
Benin Ethiopia Kenya Namibia 
Urban Rural Urban Rural Urban Rural Urban Rural 
Electric goods 
low 6.30* N/A 1.00 N/A 1,00 1.00 1.00 27.43* 
intermediate 1.00 N/A 0.21 * N/A 0.47* 0.25* 0.31 * 1.00 
high 0.53* N/A 0.09* N/A 0.20* 0.02* 0.04* 0.07* 
Shelter 
low 1.97 N/A 23.77* N/A 1.00 3.58 N/A N/A 
intermediate 1.00 N/A 1.00 N/A 0.63 1.00 N/A N/A 
high N/A 0.30* N/A 0.52* 0.36* N/A N/A 
Mobility 
low 1.00 N/A 1.00 N/A 1.00 1.00 1.00 1.00 
intermediate 1.50 N/A 0.47* N/A 0.69 0.78 1.69* 2.28* 
high 1.14 N/A - N/A - - - - 
Matedu 
none 1.38 N/A 1.00 N/A 1.00 1.00 1.00 1.00 
primary 1.00 N/A 0.72' N/A 0.41 * 1.00 0.48* 0.79 
secondary 0.56' N/A Oý68' N/A 0.39* 0.86 0.20* 0.32* 
higher 
- -- 
N/A - N/A 0.44* 0.49 0.10* 0.52 
Patedu 
none 1.00 N/A 1.00 N/A 8.22* - - 7.96* 
primary 0.68' N/A 0.93 N/A 1.00 - - 1.00 
secondary 0.55' N/A 0.84 N/A 0.89 - - 0,74 
higher - N/A - N/A 1.27 - - 0 47 
- statistically significant at p<0.05 
Therefore, two sensitivity analyses were conducted, involving (i) recoding the mobility 
index to exclude widespread ownership of a donkey or cart, which might have inflated 
the score of poorer segments of the population, and (ii) conducting ordered logistic 
regression analysis across different categories of cleaner fuels (i. e. electricity, gas and 
kerosene), given that kerosene users have very low mobility relative to most other 
cleaner fuel or solid fuel users. The finding that better mobility increases the chance of 
solid fuel use in urban and rural Namibia is robust to these alterations (data not shown). 
Table 5.20: Results for hypothesis 9, including interaction term: odds ratios for logistic 
regression of solid fuel use on wealth, maternal education and paternal education, 
including interaction term between electric goods index and mobility index 
Namibia 
Urban Rural 
Mobility, any 
for low electric 1.44 0.84 
for intermediate electric 3.50* 3.31 * 
for high electric 0.53 1.65 
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One possible explanation for this finding may be that physical and/or financial access 
to cleaner fuels is not the factor that determines cooking fuel use in Namibia. Owning a 
means of transport may facilitate access to free wood at a distance from home 
whereas not owning a means of transport may constrain households to purchase fuels; 
wealthy urban Namibians may purchase cleaner fuels despite their owning a means of 
transport, given the convenience and status associated with the use of such fuels. This 
suggests that in Namibia, and possibly in other African countries, the mobility index 
behaves differently from other dimensions of wealth, at least in relation to cooking fuel 
use, and that a setting-specific red arrow for wealth best captures these discrepancies. 
Hypothesis 10: Wealth, maternal education, paternal education and maternal 
occupation impact on overcrowding. 
The information required to construct the overcrowding variable was not available in 
Benin and, consequently, the above hypothesis could only be tested in three African 
countries. As graphically summarised in Figure 5.6, the relationship between wealth 
and overcrowding was classified as a setting-specific decrease, whereas maternal 
education, paternal education and maternal occupation decrease the risk of 
overcrowding in all settings. In the case of paternal education, however, there is only 
limited support for this conclusion. 
Wealth does not appear to play a role in determining overcrowding in rural Ethiopia and 
rural Namibia; in urban Ethiopia as well as urban and rural Kenya increasing wealth is 
protective against overcrowding. In urban Namibia, an intermediate score on the 
electric goods index increases the risk of overcrowding whereas a high score is 
protective (Table 5.21). Taken together with the finding that owning one or several 
means of transport is protective against overcrowding, the Namibian findings 
nevertheless lend some support towards a decreasing effect of wealth. Consequently, 
a setting-specific red arrow was employed in the African causal diagram (Figure 5.6). 
The finding that an intermediate score on the electric goods index increases the risk of 
overcrowding mirrors the unusual relationships found with respect to hypothesis 9: the 
intermediate category seems to fare worse than the low category with respect to 
cooking fuel use and overcrowding. 
Maternal education is clearly protective against overcrowding. The results for paternal 
education are equally consistent but show somewhat lower odds ratios. Moreover, 
paternal education does not appear to play a role in all settings, given that the AIC 
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selects against this variable in urban Kenya and as all levels emerge as statistically 
non-significant in urban Ethiopia. Maternal occupation, even though classified as non- 
ordered overall, is mostly protective against overcrowding relative to not working. 
Table 5.21: Results for hypothesis 10: odds ratios for logistic regression of 
overcrowding on wealth, maternal education, paternal education and maternal 
occupation 
Benin Ethiopia Kenya Namibia 
Urban Rural Urban Rural Urban Rural Urban Rural 
Electric goods 
low N/A N/A 1.00 - 1.00 1.00 1.00 
intermediate N/A N/A 1.16 - 0.99 0.67* 1.57* 
high N/A N/A 0.91 - 0.81 - 0.73 
Shelter 
low N/A N/A 1.00 - 1.00 1.00 N/A N/A 
intermediate N/A N/A 0.80 - 0.59 0.58* N/A N/A 
high N/A N/A 0.69* - 0.57 0.36* N/A N/A 
Mobility 
low N/A N/A 1.00 N/A 1.00 1.00 1.00 
intermediate N/A N/A 0.56* N/A 0,34* 0.34* 0.63* 
high N/A N/A - N/A - - - - 
Matedu - 
none N/A N/A 1.00 1.00 1.00 1.00 1.00 1.00 
primary N/A N/A 0.78 0.87 0.83 0.72* 0.78 0.44* 
secondary N/A N/A 0.87* 0.63* 0.59* 0.45* 0.60 0.25* 
higher N/A N/A - - 0.39* 0.51 0.20 0.03* 
Patedu 
none N/A N/A 1.00 1.00 - 1.00 1.00 1.00 
primary N/A N/A 1.12 0 77* - 0.59* 0.83 0.73* 
secondary N/A N/A 0.86 0.84 - 0.49* 0.88 0.94 
higher N/A N/A - - - 0.54* 0.25* 0.27* 
Matocc 
not working N/A N/A 1.00 1.00 1 00 1.00 1.00 - 
agriculture N/A N/A 1.61 1.01 0,77 0.80* 0.52 - 
manual N/A N/A 0.97 0.57* 0.61 * 0.90 1.22 - 
services N/A N/A 0.82 0.87 0.72* 0.75* 0.90 - 
professional N/A N/A 0.68* 0.61 Oý90 077 0.57* - 
- statistically significant at p<0.05 
Overcrowding, for the purposes of this analysis and based on the UN Habitat definition, 
is described as the number of persons per sleeping room. As the value for this variable 
is driven more by the denominator than by the numerator (i. e. one room less has a 
greater influence on overcrowding than one more person living in the household), it is 
worth considering how the different socio-economic variables are likely to influence 
overcrowding. The number of rooms is predominantly influenced by wealth and, further 
upstream, by maternal and paternal occupations contributing to wealth. The number of 
offspring and the number of generations or different families living under the same roof 
determines the number of persons per household. Education and knowledge of 
husband and wife (Caldwell 1999; Chimere-Dan 1993) as well as maternal occupation 
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are likely to have a greater influence on fertility patterns than wealth. Overall, the sizes 
of the odds ratios for different variables do not vary substantially (Table 5.21). 
Therefore, no conclusions can be drawn about which of the socio-economic 
determinants has the greatest influence on overcrowding. 
The inter-relationships between socio-economic factors and ALRI vulnerability and 
exposure to ALRI risk factors are graphically surnmarised in Figure 5.6. 
Figure 5.6: Socio-economic factors as determinants of proximal health risks 
------------------------- - ---------- HOUSEHOLD SUCIOECONOMIC STATUS 
EDUCATION OCCUPATION MATERIAL SITUATION 
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----------- --- --------------- zý ------------------------- --- ----------------------------------------- .................. 
--------------------------------- -- le -- -- --- -------- ----------- --- ------- -------------- 
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5.3 Learning environmental justice lessons for sub-Saharan Africa 
5.3.1 A representative African causal diagram 
Figure 5.7 summarises the results obtained through the testing of ten hypotheses 
(Table 5.22) by combining the three component diagrams in Figures 5.4,5.5 and 5.6 in 
a single African causal diagram. A composite diagram can be broken into sub- 
diagrams and, vice versa, sub-diagrams can be merged into a composite diagram if 
there is conditional independence between the nodes involved. Given the two-layered 
nature of causal diagram D, which provides the basis for the analyses described in this 
chapter, this assumption is justified. 
A critical question relates to the representativeness of this African causal diagram. Can 
four countries claim to stand for a whole continent and, if so, can it be expected that the 
relationships derived for them will also apply in the additional 42 countries of sub- 
Saharan Africa? 
With reference to section 3.1 it should be repeated here that Benin, Ethiopia, Kenya 
and Namibia were not chosen for their representativeness but for reasons of data 
availability. Therefore, a priori, there is no reason to assume that they should be 
representative of the African continent and its population. On the other hand, 
considering geographical, climatic, socio-economic, historical, population and health 
criteria in turn suggests that, by coincidence, these countries capture some if not all of 
the differences across Africa rather well. 
Geography and climate 
The four-country sample includes a West African country (Benin), a South African 
country (Namibia) and two East African countries (Kenya and Ethiopia) and thereby 
spans sub-Saharan Africa in its entirety: two countries are located north of the equator, 
one is found south of the equator and the last country, Kenya, actually crosses it. 
Consequently, a variety of African climates are represented, ranging from the 
predominantly and and semi-arid situation in Namibia to a tropical monsoon climate in 
parts of Ethiopia and Kenya. 
The sample includes highland countries (Ethiopia), lowland countries (Benin, Namibia) 
and countries showing both characteristics (Kenya); it features landlocked countries 
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(Ethiopia) and coastal countries (Namibia, Kenya and Benin) although land-locked 
countries are likely to be un der-rep resented relative to coastal countries. 
Colonial history and socio-economic development 
With a former German colony (Namibia), a former British colony (Kenya) and a former 
French colony (Benin), the sample captures a range if not all of the different colonial 
histories. Ethiopia, with its independence dating back to 1888, stands out as unique as 
it represents the only African country that continued to be self-governing throughout 
colonialism with the exception of a brief Italian occupation during World War 11. 
If Africa is characterised by countries that either rely primarily on agriculture or primarily 
on natural resources for their economy, Benin, Kenya and Ethiopia can be seen to 
represent the former and Namibia the latter. These features of the national economy 
are reflected in the GDP, which is between $700 PPP and $1000 PPP per capita for 
the group of countries relying predominantly on agriculture and around $7000 PPP per 
capita for Namibia. Namibia not only stands out with respect to a much higher GDP, 
but it also has one of the highest income inequalities in the world. This may be due to 
the presence of a much larger urban privileged class, as revealed by cluster analysis, 
but does not seem to result in obviously different relationships between socio-economic 
factors and proximal health risks. 
Population and health 
This African sample also represents countries of differing population sizes: two small 
countries (Namibia with 2 million inhabitants and Benin with a population of 7 million), 
Kenya with 32 million inhabitants as an intermediately populated country and Ethiopia, 
which is the second largest country in Africa with a population of 68 million. All four 
countries are characterised by a very young population. Religious beliefs vary widely 
between Namibia, where 95% of the population are Christian (and predominantly 
protestant) and Benin, where 20% of the population adhere to traditional beliefs, 24% 
are Muslim and 56% are Christian (mostly catholic. ) In Ethiopia, 61% and 35% of the 
population are Christian (with orthodox Christians in the majority) and Muslim 
respectively, whereas Kenya is 85% Christian (mostly protestant) and 13% Muslim. 
Traditional religions are potentially u nderrep resented relative to their overall influence 
on the African continent. 
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A rather different picture emerges with respect to health. Even if all countries have high 
infant mortality rates there are notable differences between an infant mortality rate of 
63 per 1000 live births in Kenya and of 102 per 1000 live births in Ethiopia. With a life 
expectancy at birth of around 50 years Benin fares best among the four countries, 
probably due to its relatively low HIV prevalence rate of 4%. In the other three countries, 
life expectancy is well below 50 years. In Ethiopia, life expectancy is 40 years for males 
and 42 years for females with a moderate HIV prevalence rate of 6%. The much higher 
HIV prevalence rates of 15% in Kenya and 23% in Namibia are linked to life 
expectancies of 45 years for men and women in Kenya and very low life expectancies 
of 42 years for men and 39 years for women in Namibia. 
On survey design and statistical grounds, the African sample investigated in this 
chapter is certainly not representative of sub-Saharan Africa. Nevertheless, due to its 
varied geographical, historical and population features, this sample encompasses 
diverse African living conditions. Consequently, there is reason to believe that the 
relationships identified in these living conditions will also apply in the many other 
African countries, where similar circumstances prevail. Moreover, with a combined 
population of more than 110 million people Benin, Ethiopia, Kenya and Namibia 
account for one sixth of the total African population. 
The sample does, however, not include populations living in war or conflict and post- 
conflict zones nor can it be seen as representing the situation of more developed 
countries, such as South Africa, and of island settings, such as the Seychelles. The 
social structure in Nigeria, one of the largest countries in Africa, may be very different 
because of the country's oil wealth. Moreover, it should be noted that the 
representativeness of the sample was reviewed in terms of what appears plausible. 
Indeed, we cannot be sure which contextual factors in the domains of geography, 
culture, economy, history and politics influence the inter-relationships between distal 
and proximal determinants of childhood ALRI. Therefore, it is hard to predict if and how 
a different selection of countries would have influenced the conclusions related to 
specific hypotheses. The analysis of a pooled African dataset in chapter 7 is likely to 
shed some light on whether the African causal diagram does apply beyond the limited 
sample that was used to develop, operationalise and test it. 
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5.3.2 Commonalities and differences between countries 
This chapter set out to assess the robustness of the relationships derived for Benin and, 
in working towards the development of an African causal diagram, assumed at least 
some degree of homogeneity between countries. If countries were completely 
heterogeneous, conclusions that are applicable beyond one setting or country could 
not be drawn at all. The fact that an African causal diagram could be derived confirms 
that there are important commonalities across countries in terms of the interactions 
between different aspects of socio-economic status and proximal health risks. Indeed, 
a majority of the relationships described and graphically illustrated in previous sections 
of this chapter seem to apply independent of the country or geographical setting 
chosen. Observed differences in causal relations between countries are summarised in 
the following section. 
Heterogeneity in causal relations 
Cluster analysis confirmed that the population in all four countries can be divided along 
urban and rural boundaries, even if the degree of separation varies: separation is 
almost complete in Ethiopia, whereas up to 20% of the population in the two settings in 
Benin, Kenya and Namibia are assigned to the "wrong" setting based on their cluster 
membership. The existence of different population sub-groups in the urban and rural 
settings, identified according to their socio-economic profile and differential access to 
services, provides the basis for hypothesis testing. Interestingly, even in rural Ethiopia 
and rural Kenya, where cluster analysis did not point towards the existence of distinct 
societal groups, socio-economic contrast suffices to produce statistically significant 
relationships during hypothesis testing. 
Relations between different socio-economic factors paint a consistent picture across all 
countries and settings, with the exception of maternal education. In Benin and Ethiopia, 
women with higher educational attainment are less likely to work than women with 
lower educational attainment, in Kenya and Namibia they are more likely to work. It 
could be speculated that religion contributes to these inter-country differences but, at 
least in Benin and Ethiopia, greater educational attainment is associated with reduced 
chances of working for pay independent of whether women report to adhere to 
Christian, Muslim or traditional beliefs. In Kenya, on the other hand, higher odds ratios 
illustrate that more educated Muslim women are more likely to work than their equally 
educated Christian counterparts but this observation fails to provide an explanation for 
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differences between countries (data not shown). Cultural norms of women's role in 
society and the availability of labour are likely to be critical determinants. The impact of 
maternal education on the decision to work or not to work is an example of a setting- 
specific effect that is present across countries but operates in opposite directions 
depending on the setting. 
Two relationships between proximal health risks were confirmed in all four countries: 
the impact of breastfeeding duration and low birthweight on stunting. Due to the lack of 
support towards the latter in Ethiopia, a setting-specific increasing arrow was chosen to 
represent the relationship. This arrow is an example of an effect that is most likely 
robust across all countries but was "downgraded" to a setting -specific effect due to 
limitations in data quality. 
In contrast to the broadly consistent findings for most "within-layer' hypotheses, 
hypotheses related to the impact of socio-economic factors in the upstream layer on 
proximal health risks in the downstream layer display much more variability. Five out of 
fifteen causal associations between socio-economic dimensions and exposure- and 
vulnerability-related features were classified as setting-specific. These can be divided 
into two groups: 
The first group of setting-specific effects is probably due to variation in the relative 
importance of a given measure of socio-economic status in different settings. As the 
pathways leading from maternal education, maternal occupation, wealth and paternal 
education to downstream determinants of health are overlapping, these variables can 
in part substitute for one another. In many settings this results in a statistical attribution 
of the variance to different socio-economic vadables; in others, a sub-set of the socio- 
economic variables is sufficient to explain observed variation in the data. The setting- 
specific relationship between maternal education and stunting as well as the 
relationship between paternal education and solid fuel use is likely to fall under this 
category of heterogeneity. 
The second group points to different mechanisms operating in different settings, as 
already described for the impact of maternal education on working or not working 
above. Additional examples include the impact of maternal education on breastfeeding 
duration, where higher educational attainment can either shorten or prolong 
breastfeeding duration, and the impact of different dimensions of wealth on solid fuel 
use and overcrowding in Namibia compared to the other three countries. 
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Urban-rural residence 
The setting-specific nature of some relationships highlights the importance of 
contextual factors. Urban-rural residence, ethnicity and geographical location (in terms 
of an administrative area) are included in the contextual layer in Figure 5.7. Additional 
macro-level factors related to historical or current policies in different sectors (e. g. 
education, health, water, energy, environment and finance) and different aspects of the 
economy (e. g. agricultural versus industrial economies and general status of economic 
development) are located even further upstream; they are not included in the African 
causal diagram as their impact on socio-economic and proximal health risks cannot be 
studied using DHS data. 
Urban-rural residence should be discussed further, as this was identified as a critical 
feature during the initial stages of the analysis and motivated separate urban and rural 
analyses to be conducted. 
Causal diagram testing reveals minor differences with respect to the inclusion or 
exclusion of socio-economic determinants in the urban versus the rural setting. Yet 
these differences are not' consistently found in all rural or all urban settings across 
countries, and are probably the result of variations in the relative importance of a given 
measure of socio-economic status. With respect to the direction of an effect, only one 
clear difference is observed: i. e. the impact of maternal education on breastfeeding 
duration in Namibia and Kenya. In addition, as summarised in Table 5.22, some 
relationships display steeper gradients and associated larger pseudo R2 values in the 
urban rather than the rural setting (e. g. hypothesis 9); for others, the effect appears to 
be stronger in the urban than in the rural setting (e. g. hypothesis 6). 
None of the observed differences point to radically different translational mechanisms 
depending on the geographical setting, and they do not merit the development of 
separate urban and rural diagrams. Yet they do confirm the importance of residence in 
the countryside versus towns or cities as a contextual factor. Analysing urban and rural 
populations separately allows different sub-populations in these settings to be 
distinguished, as opposed to grouping the urban poor with the rural poor and joining 
together the urban privileged with the rural privileged independent of context. 
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5.3.3 Methodological insights 
Limitations in data quality have, to a large extent, already been discussed in the 
context of the Beninese data. Several strengths and weaknesses in the approach 
employed to assess the robustness of relationships merit attention. 
On the positive side, the findings in each of the four countries contribute equal weight 
to the analysis. Consequently, an analysis starting with Ethiopia or Namibia rather than 
Benin would produce the same final conclusions and result in an identical African 
causal diagram. Employing a very conservative approach during the first testing of an 
operational causal diagram in a single country is critical in ensuring this robustness of 
approach. As statistical methods are not well designed to detect the "absence of an 
effect", it is better to retain a non-meaningful relationship than to reject it prematurely. 
Once the same relationship is investigated in several countries consistent findings 
allow statistical limitations to be overcome and lend strength to the "absence of an 
effect". With issues of survey and data quality in mind, consistency provides a strong 
rationale for removing an arrow in the causal diagram. 
On the negative side, the approach for assessing homogeneity/heterogeneity of 
relationships across countries (Figure 5.2) is only one of many possible approaches 
and subject to researcher judgement. Consequently, the African causal diagram is not 
unique. Would a similar method drawing on findings in all three settings (i. e. urban and 
rural setting as well as the combined setting) influence the conclusions? What would 
the causal diagram look like if other criteria, such the pseudo R2 value or more 
statistical significance of differential stringency, were considered? How sensitive are 
the conclusions to the principle that a single exception does not disprove the general 
rule? The answers to the first two questions lie in a comparison of different possible 
approaches and their outcomes, which would exceed the boundaries of this research. 
The answer to the last question lies in a repetition of the same analysis in a larger 
number of countries. This would either confirm that a spurious finding in one out of 
eight settings represents no more than an outlier, or show that this finding is indeed the 
manifestation of a meaningful difference in a sub-set of settings. Chapter 7 is likely to 
shed some light on this question. 
Finally, the quantitative analysis so far has ignored some of the complexity in 
relationships by only assessing one link at a time. Given the current focus on two 
layers (i. e. socio-economic status and proximal health risks), the impact of this 
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simplification is limited. Where appropriate, the explanations have taken into 
consideration the likely influence of the results for one hypothesis (e. g. the impact of 
socio-economic status on breastfeeding duration) on another (e. g. the impact of 
breastfeeding duration on stunting). Once the health outcome layer is introduced, 
accounting for all relationships between variables in a pathway will be critical. 
The following two chapters intend to overcome these limitations as much as possible 
by focusing on a single causal pathway from socio-economic status via solid fuel use to 
childhood ALRI and by adding two new dimensions to the analysis. Chapter 6 is 
concerned with multilevel and spatial modelling, in particular with respect to how 
distances between communities or residing in a given district impact on cooking fuel 
choices. Chapter 7 completes the analysis with the health dimension and studies the 
impact of socio-economic status and solid fuel use on ALRI mortality in a pooled set of 
WHS data from sixteen African countries. This new dataset also includes additional 
variables related to cooking and heating practices which are likely to provide a better 
estimate of indoor air pollution levels. 
5.3.4 Summary of implications for analysis 
This chapter has illustrated an additional step with respect to putting the theory of 
causal diagrams into practice. It has applied the adapted operational causal diagram 
originating from testing in a single country in three additional countries, and has derived 
an African causal diagram. While this diagram is the last causal diagram presented in 
this thesis, it represents no more than an intermediate outcome. Future analyses 
should test this diagram in a larger set of countries and draw on different datasets and 
study designs to assess the evidence in support of individual hypotheses. 
Noteworthy is the two-stage strategy for evaluating causal links. In an initial step, the 
direction of the relationship for each variable in a given hypothesis is examined, 
applying model selection and consistency criteria. In a second step, the homogeneity of 
findings for a given hypothesis and variable is assessed across countries and settings 
based on a trade-off between parsimony and completeness. The aim is to derive a 
causal diagram that is applicable across Africa and, consequently, the criteria 
employed are more stringent than those used in chapter 4. As discussed above, the 
African causal diagram is not unique -a different strategy for evaluating causal links or 
an altered choice of countries and datasets are likely to result in a different outcome. 
217 
6. Exploring the relevance of space: multi-level and spatial 
modelling of solid fuel use 
This chapter investigates the impact on solid fuel use of contextual effects that operate 
at different levels of aggregation in the context of a Bayesian framework. In a first step, 
the impact of random or unstructured variation is explored and quantified at household 
and community levels. Sections 6.2 and 6.3 add a spatial dimension by attempting to 
characterise variation between geo-referenced communities and administrative areas 
(districts) respectively. All analyses were initially conducted in Benin. Subsequently, the 
same models were run in Ethiopia, Kenya and Namibia to test whether the findings 
hold true across countries. 
6.1 Multi-level modelling of solid fuel use 
6.1.1 Benin 
As detailed in section 3.7 and surnmarised in Table 3.13, hierarchical analysis was 
done incrementally, starting with an individual-level model (model 1) and then testing 
two different two-level models including either household random effects (model 2a) or 
community random effects (model 2b). Subsequently, a three-level model including 
random effects at both household and community levels (model 3) was applied. In 
addition, three "empty" models (i. e. random effects only with no individual level 
variables) were run to characterise household random effects (model Oa), community 
random effects (model Ob) and combined household and community random effects 
(model Oc) in the absence of covariates. Analogous to the AIC, the Bayesian Deviance 
Information Criterion (DIC) was employed to judge model fit. 
In Benin, 4333 observations (for which all relevant variables are available) from 3574 
households are spread over 247 communities. For most of the models, the two chains 
converge after approximately 15,000 iterations (Table 6.1). To minimise the Monte 
Carlo error, the models were run for another 10,000 to 15,000 iterations after 
convergence. Convergence in model 3, the most complex model containing household 
and community random effects, was judged to have occurred after 70,000 iterations 
based on the time-series (Figure 6.1 a) and the Gelman-Rubin diagnostic (Figure 6.1 b) 
for all model parameters (section 3.7). The limited nesting of individuals in households 
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provides the basis for estimating within-household versus betwee n-house hold variation 
and is the main reason for the many iterations required before convergence. 
Table 6.1: Model comparison in Benin: logistic regression of solid fuel use with un- 
structured household and community random effects 
Model Pre- DIC MOR. MOR. 
convergence household* community* 
iterations 
Model Oa 50,000 1210 2.38 N/A 
("empty" household) (1.80; 
. 58) Model Ob 10,000 - 898 N/A 10.08 
("empty" community) (6.25; 16.62) 
Model Oc 15,000 853 2.34 11.64 
("empty" household + community) (1.75; 2.58) (7.03; 19.40) 
Model 1 10,000 871 N/A NIA 
(individual) 
Model 2a 15,000 842 2.38 N/A 
(individual + household) (1.91; 2.58) 
Model 2b 5,000 830 N/A 2.61 
(individual + community) (1.85; 3.64) 
Model 3 70,000 796 2.35 - 2.84 
(individual + household + (1 . 74; 2.56) (1.99; 4.19) community) 
- posterior mean and 95% uncertainty interval 
DIC values indicate that, of the three "empty" hierarchical models, the combined 
household and community random effects model (model Oc) is substantially preferred 
over the household random effects model (model Oa) and the community random 
effects model (model Ob) (Table 6.1). As described in section 3.7, the median odds 
ratio represents a measure of heterogeneity, which quantifies variation between 
households (MOR. household) and communities (MOR. community). Both show similar 
values in the two-level and three-level "empty" models. A mean MOR. household of 
between 2.34 and 2.38 compared to a mean MOR. community of between 10.08 and 
11.64 suggest that relatively more variation is found at community than at household 
level, pointing towards large differences between geographical locations. It should, 
however, be noted that for v, the standard deviation of the household random effects, a 
uniform prior was set to range from 0 to 1. Constraining the prior was necessary for 
model identifiability given the limited information available to estimate with i n-household 
versus betwee n-house hold variation. As illustrated in Figure 6.1 a, this prior prevents v 
from exceeding 1. The magnitude of the MOR. household relative to the 
MOR. community should therefore be interpreted with some caution. 
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Figure 6.1: Model 3 in Benin: convergence for parameter v, the standard deviation of 
the household random effects 
(a) time series 
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(b) Gelman-Rubin diagnostic 
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Once variables are integrated with the "empty" models, additional model complexity 
results in a sequential decrease in the DIC (Table 6.1). With the lowest DIC of all 
models, the three-level model with household and community random effects (model 3) 
represents the most appropriate model choice. Odds ratios and 95% credible intervals 
for the parameters in the best fitting model are shown in Table 6.2. The 
MOR. household remains relatively stable between models Oa and Oc and model 3. The 
MOR. community, on the other hand, decreases substantially from values above 10 in 
models Ob and Oc to a value of 2.61 (1.85; 3.64) in model 2b and of 2.84 (1.99; 4.19) in 
model 3, suggesting that much of the community-level variation in the "empty" models 
is explained by the covariates at individual and household levels. 
An important question relates to the influence of socio-economic covariates on solid 
fuel use in a multi-level context relative to a single-level context. It should be noted that 
the single-level models for Benin, Ethiopia, Kenya and Namibia were run separately in 
the urban and rural settings and, for the combined dataset, the variable geographical 
location was not included. The model covariates in the single-level models in chapters 
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4 and 5 and the multi-level models in this chapter are thus not identical. Therefore, the 
non-hierarchical models were re-run in WinBUGS, including the variable urban-rural 
location, in order to provide a better basis for comparison with the hierarchical models. 
These single-level models are summarised in Annex 6.1. 
Table 6.2: Model 3 in Benin: odds ratios* for three-level logistic regression model of 
solid fuel use on paternal education, maternal education, household wealth and 
geographical location 
95% uncertain ty interval I 
Posterior mean Lower Llpperý 
Individual level 
Matedu, none 1.00 - - 
Matedu, primary 0.49 0.25 0.84 
Matedu, secondary/higher 0.29 0.14 0.52 
Patedu, none 1.00 - - 
Patedu, primary 0.59 0.24 1.22 
Patedu, secondary/higher 0.42 0.17 0.87J 
Household level 
MOR. household 2.35 1.74 2.58 
SID household random effects 0.89 0.58 1.00 
Electric goods, low 1.00 - - 
IOR-80 - 
Electric goods, intermediate 0.22 0.10 0.42 
IOR-80 (0.05; 1.13) 
Electric goods, high 0.10 0.04 0.21 
IOR-80 (0.02; 0.49) 
Shelter, intermediate 2.43 0.96 5.25 
IOR-80 (0.49; 12.46) 
Shelter, high 1.00 - - IOR-80 - 
Mobility, low 1.00 - - 
IOR-80 - 
Mobility, intermediate 1.59 0.94 2.56 
IOR-80 (0.32-1 8.18) 
Mobility, high 1.33 0.60 2.59 
IOR-80 (0.2 ; 6.79) 
Community level 
MOR. community 2.84 1.99 4.19 
SD community random effects 1.08 0.72 1.51 
Rural location 3.20 1.44 6.39 
IOR-80 (0-47- 24.75) 
- unless otherwise stated 
Among the individual-level variables, both maternal and paternal education have a 
statistically significant impact (95% uncertainty interval excludes 1) on solid fuel use. 
Adding hierarchy to the model does not appear to change the influence of these 
variables: odds ratios and credible intervals are very similar to those in individual-level 
model 1 (Annex 6.1). 
Among the household-level variables, only the electric goods index exerts a statistically 
significant influence on solid fuel use: almost identical to the odds ratios and credible 
intervals for the individual-level model, an intermediate score on this index results in an 
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odds ratio of 0.22 (0.10; 0.42) and a high score in an odds ratio of 0.10 (0.04; 0.21). As 
detailed in section 3.7, the interpretation of these odds ratios should also consider the 
magnitude of the household-level residual variation. An 80% interval odds ratio (IOR- 
80) for the intermediate score on the electric goods index which includes 1 suggests 
that the residual heterogeneity between households remains very large relative to the 
effect of the variable; for the high score, a narrower interval, which excludes 1, implies 
that this feature is better able to explain household-level differences. In contrast to 
model 3, the credible interval for model 1 supported an impact of the shelter index and 
of an intermediate score on the mobility index on solid fuel use. 
With an odds ratio of 3.20 (1.44; 6.39), the only community-level variable - rural versus 
urban location - displays a statistically significant impact on solid fuel use; the 
estimated effect of this variable is greater in model 3 than in model 1 (2.63 (1.48; 
4.42)). A very wide IOR-80 interval implies, however, that residual variation is high 
compared to the small amount of variation at community level explained by the rural 
versus urban location characteristic. 
Table 6.3: Model 2b in Benin: odds ratios* for two-level logistic regression model of 
solid fuel use on paternal education, maternal education, household wealth and 
geographical location 
Posterior mean 
95% uncertainty interval 
Lower Upper 
Individual level 
Matedu, none 1.00 - 
Matedu, primary 0.52 0.28 0.8; 
Matedu, secondary/higher 0.32 0.17 0.56 
Patedu, none 1.00 - - 
Patedu, primary 0.60 0.25 1.20 
Patedu, secondary/higher 0.45 0.18 0.88 
Electric goods, low 1.00 - - Electric goods, intermediate 0.24 0.11 0.44 
Electric goods, high 0.11 0.05 0.23 
Shelter, intermediate 2.30 0.98 4.71 
Shelter, high 1.00 - - 
Mobility, low 1.00 - - 
Mobility, intermediate 1.52 0.93 2.37 
Mobility, high 1.27 0.62 2.32 
Community level 
MOR. community 2.61 1.85 3.64 
SD community random effects 0.99 0.65 1.36 
Rural location 2.99 1.43 5.73 
IOR-80 (0.51; 19.39) 
- unless otherwise stated 
The difficulty in estimating with i n-household versus between-household variance may 
be in part responsible for the large IOR-80s. Therefore, the results for model 2b are 
also reported here (Table 6.3), as they are likely to be more reliable. Odds ratios for the 
covariates remain largely unchanged. The MOR. community decreases slightly and is 
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accompanied by a narrower credible interval. Similarly, model 2b displays a slightly 
lower odds ratio for geographical location and a narrower IOR-80 which, however, 
continues to include 1. 
The problem of limited household nesting is compounded in other countries. in 
Ethiopia, 10 698 observations at the individual level are nested in 9 966 households; in 
Kenya and Namibia the ratios are 5 281/5 024 and 2 984/2 739 respectively. This 
means that there is little basis for estimating household-level heterogeneity, which will 
result in problems with convergence as well as in wide IOR-80s at household and 
community level. Therefore, the household level will be dropped from subsequent 
hierarchical and spatial modelling in Benin and the three other countries. The similarity 
of the odds ratios for covariates in models 2b and 3 suggests that this decision will not 
impact much on the estimation of covariates. 
6.1.2 Ethiopia, Kenya and Namibia 
In Ethiopia, 10 689 individuals are nested in 540 communities; in Kenya, 5 281 
individuals live in 400 communities and in Namibia, 2 984 individuals are spread over 
260 communities. Table 6.4 illustrates that a two-level model including random effects 
at community level fits the data much better than the individual-level model: in all three 
countries, the DIC for model 2b is much lower than the DIC for model 1. This, as well 
as an MOR. community that ranges from 7.80 (5.63; 11.08) in Ethiopia to 10.63 (7.42; 
15.60) in Kenya, points towards substantial heterogeneity between communities. 
Ethiopian, Kenyan and Namibian models with community-level random effects in the 
absence of covariates are also summarised in Table 6.4. Interestingly, these "empty" 
models have a lower DIC than the individual-level models, which implies that variation 
between communities exerts a greater influence on solid fuel use than socio-economic 
differences between individuals. 
Among individual-level variables, the protective effect of education is confirmed in the 
hierarchical model for all three countries (Tables 6.5-6.7). In Ethiopia, the hierarchical 
model shows a more pronounced effect of all levels of maternal and paternal 
educational attainment relative to the single-level model. Indeed, the impact of 
secondary paternal education is better-s up ported in model 2b, where the credible 
interval excludes 1, than in model 1, where the credible interval includes 1 (Table 6.5). 
in Kenya, odds ratios for different levels of educational attainment are largely 
unchanged (Table 6.6). In Namibia, the only noticeable difference relates to maternal 
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primary education whose credible interval excludes 1 in model 1, but includes 1 in 
model 2b (Table 6.7). 
Table 6.4: Model comparison in Ethiopia, Kenya and Namibia: logistic regression of 
solid fuel use with unstructured community random effects 
Ethiopia Kenya Namibia 
Model DIC MOR. DIC MOR. DIC T -MOR. 
communit community* community* 
Model Ob 2185 207.90 1767 104.10 1482 85.20 
("empty") 
- 
(104.80; 386.80) ý 
_ 
(54.67; 190.30) (44.63; 158.09) 
Model 1 2642 N/A 2534 N/A 1665 N/A 
(individual) 
Model 2b 1923 7.80 1679 10.63 1093 9.72 
(individual + (5.63; 11.08) (7.42; 15.60) (6.61; 14.60) 
community) I 
- posterior mean and 95% credible interval 
Table 6.5: Model 2b in Ethiopia: odds ratios* for two-level logistic regression model of 
solid fuel use on paternal education, maternal education, household wealth and geo- 
graphical location 
Posterior mean 
95% unc 
Lower 
ertainty interval 
Upper 
Individual level 
Matedu, none 1.00 - - 
Matedu, primary 0.69 0.49 0.94 1 
Matedu, secondary/higher 0.45 0.31 0.63 
Patedu, none 1.00 - - 
Patedu, primary 0.74 0.50 1.06 
Patedu, secondary/higher 0.49 0.34 0.69 
Electric goods, low 1.00 - - 
Electric goods, intermediate 0.28 0.13 0.54 
Electric goods, high 
Sh lt l 
0.16 0.06 0.34 
e er, ow 40.09 8.29 143.80 
Shelter, intermediate 1.00 - - Shelter, high 0.40 0.30 0.53 
Mobility, none 1.00 - - Mobility, an 0.38 0.16 0.74 
Community level 
MOR. community 7.89 5.63 11.08 
SID community random effects 2.16 1.82 2.53 
Rural location 126.60 30.86 370.00 
IOR-80 (2.45; 7360.00) 
Ul 11Waa VLI IVI VVIZC; Z>LCZLVU 
In Ethiopia, all levels of shelter are protective against solid fuel use in the hierarchical 
model as well as the individual-level model. In Kenya, only a high score on the shelter 
index is statistically significant, and with an odds ratio of 0.27 (0.08; 0.65) this effect is 
more pronounced in model 2b than in model 1, where the odds ratio is 0.55 (0.27; 
0.95). As previously discussed, information on shelter is not available in Namibia. 
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Table 6.6: Model 2b in Kenya: odds ratios* for two-level logistic regression model of 
solid fuel use on paternal education, maternal education, household wealth and geo- 
graphical location 
Posterior mean 
95% uncertaint 
Lower 
y interval 
Upper 
Individual level 
Matedu, none 1.00 - - 
Matedu, primary 0.42 0.22 0.72 
Matedu, secondary/higher 0.36 0.18 0.64 
Patedu, none 1.00 - - 
Patedu, primary 0.21 0.08 0.43 
Patedu, secondary/higher 0.19 0.07 0.38 
Electric goods, low 1.00 - - 
Electric goods, intermediate 0.76 0.52 1.08 
Electric goods, high 0.42 0.25 0.65 
Shelter, low 1.00 - - 
Shelter, intermediate 0.77 0.24 1.82 
Shelter, high 0.27 0.08 0.65 
Mobility, none 1.00 - - 
Mobility, any 0.70 0.43 1.09 
Community level 
MOR. community 10.63 7.42 15.60 
SID community random effects 2.47 2.11 2.89 
Rural location 370.80 143.20 854.20 
IOR-80 4.11,38550.00) 
* unless otherwise stated 
Table 6.7: Model 2b in Namibia: odds ratios* for two-level logistic regression model of 
solid fuel use on paternal education, maternal education, household wealth and geo- 
graphical location 
Posterior mean 
95% uncertaint 
Lower 
y interval 
Upper 
Individual level 
Matedu, none 1.00 - - 
Matedu, primary 0.59 0.28 1.06 
Matedu, secondary/higher 0.19 0.09 0.35 
Patedu, none 1.00 - - Patedu, primary 0.47 0.25 0.79 
Patedu, second ary/h ig her 0.36 0.20 0.62 
Electric goods, low 1.00 - - Electric goods, intermediate 0.10 0.05 0.16 
Electric goods, high 0.01 0 0.02 
Mobility, low 1.00 - - 
Mobility, intermediate 2.75 1.12 5.91 
Mobility, high 1.07 0.63 1.72 
Community level 
MOR. community 9.72 6.61 14.60 
SID community random effects 2.37 1.99 2.82 
Rural location 108.40 39.92 263.60 
IOR-80 1.44; 9733.00) 
- unless otherwise stated 
In Ethiopia, better mobility is associated with lower solid fuel use in both individual-level 
and multi-level models. In Kenya, the same direction of association is observed but the 
relationship is only statistically significant in model 1 and not in model 2b. In Namibia, 
on the other hand, an intermediate score on the mobility index increases the risk of 
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solid fuel use in both modelling contexts; the odds ratio for high mobility is also above 1 
but its credible interval includes 1 in model 2b. 
In all three countries, the only community-level variable, rural versus urban location, 
has a statistically significant impact on solid fuel use with extremely large odds ratios of 
126.60 (30.86; 370.00) in Ethiopia, 370.80 (143.20; 854.20) in Kenya and 108.40 
(39.92; 263.60) in Namibia. By comparison, odds ratios are much lower in the 
individual-level models. The extremely wide IOR-80 for rural living, even if it does not 
include 1, suggests that rural versus urban location is a rather poor proxy and can only 
explain a small fraction of the large residual heterogeneity between communities. This 
phenomenon and possible explanations for the magnitude of these odds ratios are 
discussed in section 6.4.1. 
6.2 Bayesian kriging of solid fuel use 
The above analyses have demonstrated that residual differences between communities 
play an important role in determining solid fuel use. This section explores whether 
community-level heterogeneity in solid fuel use is determined by environmental factors 
that vary smoothly with distance, such as climatic conditions, altitude or forest cover. 
Bayesian kriging is used to examine whether communities located close to one another 
are more similar in their propensity to use wood, charcoal and other solid fuels than 
communities located further away: i. e. whether spatial dependence between 
communities exists and can be modelled as a function of distance. 
6.2.1 Benin 
As discussed in section 3.8.1, the choice of an appropriate prior on the parameter phi, 
which controls the range of spatial variation, is a critical step in the modelling process. 
Assuming different maximum distances up to which communities can be expected to 
be similar to one another, a series of simulations from priors were run. From these, a 
sub-set of priors on phi were selected based on a plausible correlation at different 
distances (Figure 3.6). 
Table 6.8 illustrates that the spatial model gives very similar model fits (according to 
the DIC) with very different priors on phi, suggesting that the data contain little 
information to estimate the range parameter. As the distance at which the residuals of 
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two communities become approximately independent is determined by 3/phi (section 
3.8.1) community-level variability decreases with increasing phi. For example, in the 
high-correlation model the posterior mean phi is estimated as 2.24 (1.03; 5.62), 
implying that two communities become independent at a distance of 1.34 (0.53; 2.91) 
decimal degrees or approximately 147 (58; 319) km. In the low-correlation model the 
posterior mean phi is estimated as 4.00 (2.75; 7.90), implying that two communities 
become independent at a distance of 0.75 (0.38; 1.09) decimal degrees or 
approximately 82 (41; 119) km. Results are thus very sensitive to the prior on phi. 
Table 6.8: Model comparison in Benin: logistic regression of solid fuel use with spatial 
community random effects 
Model Phi in Maximum SD of MOR. Pre DIC 
decimal distance community community* conver- 
degrees* in km* random gence 
effects* iterations 
Very high 0.75 438 3.61 61.52 140,000** 769 
correlation (0.38; 2.32) (142; 864) (1.74; 6.22) (5.23; 396.00) 
dunif(-1,5) 
High 2.24 147 2.09 8.46 30,000 býj 
correlation (1.03; 5.62) (58,319) (1.27; 3.31) (3.33; 23.17) 
dunif(0,5) 
Intermediate 3.16 104 1.62 4.90 45,000 77 -01ý 
correlation (1.69; 7.44) (44,193) (1.0912.39) (2.83; 9.72) 
dunif(O. 5,5) 
Low 4.00 82 1.60 4.78 45,000 770 
Correlation (2.75; 7.90) (42-1 119) (1.06; 2.31) (2.74-1 9.01) 
dunif(1,5) 
Very low 8.92 37 1.37 3.76 30,000 776 
correlation (7.43; 13.39) (16; 44) (0.95-1 1.86) (2.46; 5.86) 
dunif(2,5) 
posterior mean and 95% uncertainty interval 
poor convergence 
In terms of model choice, there is a clear rationale for discarding two out of the five 
models. Even after 140,000 iterations, convergence for the very high-correlation model 
with logphi - dunif(-1,5) is poor. The very low-correlation model with logphi - dunif(2,5) 
converges well but its DIC of 776 is higher than for the other models. Neither 
convergence characteristics nor the DIC provide any indication as to which of the 
remaining three models best fits the data. Yet very wide credible intervals for relevant 
parameters, such as the MOR. community, make the interpretation of the high- 
correlation model difficult. Credible intervals for intermediate- and low-correlation 
models are similar with the exception of maximum distance, where the latter has a 
narrower credible interval. Because of the better interpretability of this measure, the 
low-correlation model with logphi - dunif(1,5) is further discussed here. 
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Table 6.9: Model 4 in Benin with logphi - dunif(1,5): odds ratios* 
95% uncertainty interval ý 
Posterior mean Lower UDDer i 
Matedu, none 1.00 
Matedu, primary 0.54 0.29 0.90 
Matedu, secondary/higher 0.35 0.19 0.60 
Patedu, none 1.00 - - 
Patedu, primary 0.61 0.26 1.20 
Patedu, second ary/h igher 0.40 0.17 0.79 
Electric goods, low 1.00 - - 
Electric goods, intermediate 0.31 0.15 0.58 
Electric goods, high 0.15 0.06 0.31 
Shelter, low 1.00 - - 
Shelter, intermediate/high 1.06 0.40 2.34 
Mobility, low 1.00 - - 
Mobility, intermediate 1.33 0.81 2.07 
Mobility, high 1.23 0.62 2.23 
Community level 
MOR. community 4.78 2.74 9.01 
Range parameter phi (degrees) 4.00 2.75 7.90 
SID community random effects 1.60 1.06 2.31 
Rural location 1.93 0.78 4.12 
IOR-80 (0.78; 4.12) 
- unless otherwise stated 
Odds ratios of explanatory variables remain largely unchanged relative to the model 
with non-spatial community random effects (Table 6.9); this finding also holds true if the 
model is run with different values of phi (data not shown). Rural location, however, no 
longer exerts a statistically significant effect on solid fuel use. The IOR-80 in model 2b 
had suggested that rural location did not have a lot of explanatory power in the context 
of the large variation between communities. Introducing spatial dependence between 
communities into the model further reduces the importance of urban-rural differences. 
The MOR. community has increased from 2.61 (1.85; 3.64) in the two-level model with 
unstructured community random effects (Table 6.3) to 4.78 (2.74; 9.01) in the present 
model (Table 6.9). The former roughly corresponds to a 3-fold difference between 
Beninese communities with the highest solid fuel use (100%) and those with the lowest 
solid fuel use (33%). Following the introduction of a spatial effect, differences between 
communities in a distance-dependent fashion are larger than previously estimated: i. e. 
on average there is an almost 5-fold increase in the odds of solid fuel use when moving 
from a community with lower risk to a community with higher risk. 
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Figure 6.2: Model 4 in Benin with logphi - dunif(1,5): caterpillar plot of posterior delta 
caterpillar plot delta 
-75 -50 -2,5 00 2.5 o 
Figure 6.2 shows the distribution of the posterior residual odds ratios and their credible 
interval: for 64 out of 247 Beninese communities the upper bound of the credible 
interval is below the average residual odds ratio across communities. This subset of 
communities shows a lower than average risk of solid fuel use and a relatively narrow 
credible interval, after adjusting for individual-level covariates. This implies that some 
unmeasured community-level factors affect solid fuel use but are not included in the 
model. The same observation is made for the high-correlation and intermediate- 
correlation models (data not shown). 
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Bayesian kriging of the Beninese data has confirmed that there is spatial dependence 
between geo-referenced communities. With a value of 770 the DIC for the model with 
spatial community random effects is considerably lower than the DIC of 830 for the 
two-level model with unstructured community random effects. 
6.2.2 Ethiopia, Kenya, Namibia 
Bayesian kriging was subsequently attempted in Ethiopia, Kenya and Namibia. For 
Ethiopia and Namibia, the Bayesian kriging model fails to run in WinBUGS independent 
of the choice of prior for phi. Indeed, the semivariograms produced during exploratory 
analysis in ArcGIS for Namibia and Ethiopia (Figures 6.3 and 6.4) suggest that there is 
little basis for assuming that solid fuel use values located close to one another are 
similar. It should, however, be noted that the ArcGIS models assume a normal 
distribution for the data, which, even following transformation, is not a realistic 
assumption (section 3.8.1). Therefore, such semivariograms should be interpreted very 
cautiously. 
Figure 6.3: Sernivariogram of solid fuel use for Ethiopia, using simple kriging and 
exponential variance function 
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A Bayesian kriging approach is more suitable as the correct model for binary variables 
can be fitted in WinBUGS, even if binary variables generally provide limited information 
for kriging. As discussed above in the context of the choice of the range parameter phi, 
Bayesian kriging models tend to be rather fragile compared to non-spatial hierarchical 
models. One of the underlying reasons is the high correlation between the variance 
and range parameters. This fragility is exacerbated in the absence of a strong spatial 
signal in the data. In addition, kriging applies the same correlation structure across the 
whole country, an assumption that may not be suitable to all countries. In conclusion, it 
230 
is not clear why the Bayesian kriging model does not run in Ethiopia and Namibia but a 
likely explanation may be that there is no strong spatial dependence in the solid fuel 
use data. 
Figure 6.4: Sernivariogram of solid fuel use for Namibia, using simple kriging and 
exponential variance function 
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In Kenya, the Bayesian kriging model runs without any problems and converges 
quickly, independent of the choice of phi. Table 6.10 summarises key parameters for 
three Kenyan models: all three models give almost identical values for phi and the 
MOR. community and display equal model fit. This suggests that, unlike Benin, the 
Bayesian kriging models for Kenya are robust to the choice of prior on phi. For 
comparability with Benin, the low-correlation model with logphi - dunif(1,5) is described 
further. 
Table 6.10: Model comparison in Kenya: logistic regression of solid fuel use with spatial 
community random effects 
decimal distance in community Community* I conver- 
degrees* km* random gence 
effects* iterations 
Very high 9.82 33.93 2,09 7.48 10,000 1677 
correlation (4.72; 18.30) (17.5 1; 70.05) (1-68-, 2.61) (4.93; 11.97) 
dunif(-2, S) 
High 9.82 33.93 2.10 7.55 15,000 1676 
correlation (4.80,1 18.05) (18.63; 68.96) (1.69; 2.62) (4.98,12.05) 
dunif(0,5 
-- - - Low 9.57 33.93 2.11 7.64 10,000 1677 
correlation (4.78; 17.28) (18.63; 68.96) (1.69; 2.62) (5.00; 12.06) 
dunif(1,5) I 
- c)osterior mean and 95% uncertainty interval 
Posterior estimates for the variables and parameters of interest are shown in Table 
6.11. Odds ratios are very similar to those in the two-level model with unstructured 
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community random effects (Table 6.6): the odds ratios for paternal education are 
slightly lower, those for the electric goods index slightly higher. A noteworthy difference 
is the change in the odds ratio for rural location which has decreased from an 
enormous 370.80 (143.20; 854.20) in model 2b to a much smaller if still large 34.13 
(16.07; 67.88) in model 4. At 7.64 (5.00; 12.06), the MOR. community for the Bayesian 
kriging model has also decreased. 
Table 6.11: Model 4 in Kenya with logphi - dunif(1,5): odds ratios* 
95% uncertainty interval 
Posterior mean Lower U PP# r 
Individual level - 
Matedu, none 1.00 - - 
Matedu, primary 0.40 0.22 0.69 
Matedu, secondary/higher 0.34 0.17 0.59 
Patedu, none 1.00 - - 
Patedu, primary 0.15 0.06 0.30 
Patedu, secondary/higher 0.13 0.05 0.26 
Electric goods, low 1.00 - - 
Electric goods, intermediate 0.95 0.66 1.33 
Electric goods, high 0.70 0.44 1.06 
Shelter, low 1.00 - - 
Shelter, intermediate 0.77 0.26 1.79 
Shelter, high 0.27 0.09 0.64 
Mobility, none 1.00 - - 
Mobility, any 0.72 0.45 1.10 
Community level 
MOR. community 7.64 5.00 12.06 
Range parameter phi (degrees) 9.57 4.78 17.28 
SID community random effects 2.11 1.69 2.62 
Rural location 34.13 16.07 67.88 
IOR-80 (0.78; 1829.00) 
- 11- WLI -1 VV- --- 
Minor differences in the DIC do not offer clear guidance whether the two-level model 
with non-spatial community random effects or the two-level model with spatial 
community random effects fits the Kenyan data better. One argument in favour of the 
Bayesian kriging model is the more plausible odds ratio for rural location. Spatial 
modelling at district level may provide additional insights and, consequently, the choice 
of the most appropriate model is postponed until section 6.4. 
6.3 Spatial modelling of solid fuel use at district level 
This section introduces an additional hierarchical level, the district level, and explores 
whether differences in solid fuel use between these administratively defined units exist. 
If so, are they best characterised by unstructured variation, independent of where 
districts are located relative to one another, or do they exhibit spatial dependence? As 
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discussed in section 3.8.2, an appropriate administrative level for spatial modelling 
requires a sufficiently small area and a sufficient number of communities being located 
in this area. Unfortunately, polygon data for administrative level 3, which meets these 
criteria, were not available for Namibia. The analysis could therefore only be 
undertaken in Benin, Ethiopia and Kenya. 
6.3.1 Benin 
Table 6.12 shows the models that were run to quantify the influence of district-level 
variation and, if such variation is deemed to be important, to explore whether spatial 
dependence between districts can be observed. To do so, the overall district-level 
random effect is decomposed into a spatial and non-spatial effect. Models 5a and 5b 
are two-level models which assume non-spatial and spatial variation at district level 
respectively. Model 5c combines spatial and non-spatial random effects. 
Table 6.12: Model comparison in Benin: logistic regression of solid fuel use with district 
random effects 
district random nvergence spatial 
random effects rations variation* 
I 
effects 
Model 5a V/ x 15,000 789 N/A 
(individual) 
Model 5b x 15,000 786 N/A 
(individual) 
Model 5c 15,000 824 0.94 
(individual) (0.72; 1.00) 
Model 5d x 15,000 789 N/A 
(individual + 
communitv) 
- posterior mean and 95% uncertainty interval 
In the latter, the standard deviation of the spatial or structured variation s. marginal 
shows a value of 1.77 (1.24; 2.46) compared to a value of 0.35 (0.02; 1.03) for the 
standard deviation of the non-spatial or unstructured variation v. Indeed the fraction of 
the total variation in the odds ratios which can be attributed to spatial dependence is 
0.94 (0.72; 1.00). This implies that spatial district random effects are considerably more 
important than their non-spatial counterpart. A DIC of 786 for model 5b with only spatial 
effects compared to a DIC of 824 for model 5c with both spatial and non-spatial effects 
suggests that unstructured heterogeneity does not need to be included in the model. 
Another question relates to the inclusion or exclusion of the community random effects 
and, consequently, the choice of a two-level model (individual + district) versus a three- 
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level model (individual + community + district). The results for both models are 
displayed in Tables 6.13 and 6.14. At 6.27 (3.42; 12.45) the MOR. district in the three- 
level model is larger than the MOR. district of 5.71 (3.31; 10.87) in the two-level model. 
The MOR. community in model 5d is reduced to 1.53 (1.06; 2.21) compared to an 
MOR. community of 2.61 (1.85; 3.64) in model 2b. This suggests that some of the 
variation between communities observed in section 6.1 can be explained by variation at 
the district level. As the DIC slightly favours the two-level model over the three-level 
model (Table 6.12), model 5b was deemed to have the better model fit. 
Table 6.13: Model 5b in Benin: odds ratios* for two-level logistic regression model of 
solid fuel use, including spatial district random effects 
95% uncertainty 
Individual level 
Matedu, none 1.00 
Matedu, primary 0.56 0.30 0.94 
Matedu, secondary/higher 0.37 0.20 0.62 
Patedu, none 1.00 - - 
Patedu, primary 0.63 0.26 1.26 
Patedu, secondary/higher 0.42 0.18 0.82 
Electric goods index, low 1.00 - - 
Electric goods index, intermediate 0.29 0.13 0.52 
Electric goods index, high 0.14 0.06 0.28 
Shelter index, low 1.00 - - 
Shelter index, intermediate/high 1.12 0.43 2.45 
Mobility index, low 1.00 - - 
Mobility index, intermediate 1.34 0.83 2.05 
Mobility index, high 1.27 0.65 2.28 
Rural location 1.93 0.83 3.80 
District level 
MO R. d istrict. structured 5.71 3.31 10.87 
SD of spatial district effects 1.78 1.26 2.51 
- unless otherwise stated 
A comparison between the results of the two-level model with spatial district random 
effects (Table 6.13) and of the two-level model with unstructured community random 
effects (Table 6.3) shows that the inclusion of a spatial district effect into the model 
does not exert a major influence on the covariates. A noteworthy difference is that the 
odds ratio for the shelter index has gone down from 2.30 (0.98; 4.71) in model 2b to 
1.12 (0.43; 2.45) in model 5b. Moreover, living in a rural area is no longer statistically 
significant which confirms the insights gained through the IOR-80 in model 2b and the 
results of model 4. This suggests that much of the variation captured by this variable in 
single- and multi-level models with unstructured random effects may be due to spatial 
variation at community or district level. 
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Table 6.14: Model 5d in Benin: odds ratios* for three-level logistic regression model of 
solid fuel use, including non-spatial community random effects and spatial district 
random effects 
95% uncertain ty interval I 
Posterior mean Lower Upperj 
Individual level 
Matedu, none 1.00 - - 
Matedu, primary 0.54 0.29 0.91 
Matedu, secondary/higher 0.35 0.19 0.61 
Patedu, none 1.00 - - 
Patedu, primary 0.63 0.27 1.24 
Patedu, secondary/higher 0.42 0.18 0.81 
Electric goods index, low 1.00 - - 
Electric goods index, intermediate 0.29 0.13 0.53 
Electric goods index, high 0.14 0.06 0.28 
Shelter index, low 1.00 - - 
Shelter index, intermediate/high 1.12 0.43 2.44 
Mobility index, low 1.00 - - 
Mobility index, intermediate 1.35 0.82 2.10 
Mobility index, high 1.26 0.61 2.32 
Community level 
MOR. community 1.53 1.06 2.21 
SD of community random effects 0.43 0.06 0.83 
Rural location 2.03 0.83 4.26 
IOR-80 (0.98; 4.77) 
District level 
MOR. district. structured 6.27 3.42 12.45 
SD of spatial district effects 1.87 1.30 2.66 
- unless otherwise stated 
Figure 6.5 maps the residual odds ratios, adjusted for explanatory variables at 
individual level, for each of the 77 Beninese districts. The map for model 5d appears 
identical (data not shown), lending additional support to the decision that variation 
between communities is of little importance in the presence of variation between 
districts. The shades of blue exhibit a large-scale regional pattern, which is the 
graphical equivalent of the spatially structured variation between districts estimated 
mathematically. The map also suggests that there may be a larger-scale North- 
West/South-East trend in the data but it is unclear which unmeasured factor could 
affect solid fuel use practices along this axis. 
The residual odds ratio for solid fuel use ranges from less than 0.3 in the South East of 
the country and selected districts in the North East to odds ratios between 2 and 3 in 
much of the North and North-Western part of the country. For comparison, when 
residual odds ratios are estimated in model 5a based on non-spatial district random 
effects, the variation between districts is much greater with odds ratios as high as 10 
and more (data not shown). Therefore, the spatial district random effects model 
appears to be able to reduce the heterogeneity between districts based on their relative 
location to one another. Figure 6.6 illustrates, however, that many districts feature very 
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few communities to estimate the residual odds ratio; consequently credible intervals 
around the estimates are wide (data not shown). 
Figure 6.5: Model 5b in Benin: district-specific residual odds ratios 
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Figure 6.6: Distribution of Beninese communities in districts 
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6.3.2 Ethiopia and Kenya 
In Kenya, the two-level models combining individual-level variables with district-level 
random effects suggest that spatial variation does not play a major role in determining 
differences in solid fuel use between districts (Table 6.15). With a DIC of 1820, non- 
spatial model 5a appears to explain the data much better than spatial model 5b with a 
DIC of 1847. Even after 150,000 iterations, model 5c does not converge well. 
Therefore, model 5a was deemed the most appropriate two-level model. 
As with the analysis in Benin, the next question relates to the importance of variation at 
community level. A much lower DIC of 1644 for model 5e suggests that non-spatial 
community random effects and non-spatial district random effects are independently 
responsible for parts of the variation in the data (Table 6.15). 
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Table 6.15: Model comparison in Kenya: logistic regression of solid fuel use with district 
random effects 
Model Non- Spatial Pre- DIC Fracti n 
spatial district convergence spatial 
district random iterations variation* 
random effects 
effects 
Model 5a x 10,000 1820 N/A 
(individual) I Model 5b 15,000 1847 N/A 
(individual) 
Model 5c V/ 150,000** 1843 0.84 
(individual) (0.32; 1.00 
Model 5e x 15,000 1644 N/A 
(individual + 
community) 
posterior mean and 95% uncertainty interval 
poor convergence 
Table 6.16: Model 5e in Kenya: odds ratios* for three-level logistic regression model of 
solid fuel use, including non-spatial community random effects and non-spatial district 
random effects 
95% uncertaint y interval 
Posterior mean Lower Upper 
Individual level 
Matedu, none 1.00 - - 
Matedu, primary 0.42 0.21 0.72 
Matedu, secondary/higher 0.37 0.18 0.66 
Patedu, none 1.00 - - 
Patedu, primary 0.20 0.08 0.41 
Patedu, second ary/h ig her 0.17 0.07 0.35 
Electric goods index, low 1.00 - - Electric goods index, intermediate 0.88 0.60 1.24 
Electric goods index, high 0.54 0.33 0.84 
Shelter index, low 1.00 - - Shelter index, intermediate 0.75 0.23 1.82 
Shelter index, high 0.25 0.08 0.61 
Mobility index, none 1.00 - - Mobility index, any 0.80 0.63 1.01 
Community level 
MOR. community 3.38 2.64 4.38 
SD community random effects 1.27 1.02 1.56 
Rural location 30.32 14.63 57.36 
IOR-80 (3.03; 32 . 90) District level ___ 
MOR. district. unstructured 5.45 3.28 9.87 
SD unstructured district effects 1.74 1.25 2.41 
- unless otherwise stated 
An MOR. community of 3.38 (2.64; 4.38) and an MOR. district of 5.45 (3.28; 9.87) 
highlight very large differences between communities and districts (Table 6.16). In 
other words, moving from a community with lower solid fuel use to a community with 
higher solid fuel use on average increases the odds of solid fuel use 3-fold whereas 
moving from a district with lower solid fuel use to a district with higher solid fuel use on 
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average results in a more than 5-fold increase in the odds of solid fuel use. As was 
observed for Benin, including district random effects in the model disaggregates the 
original MOR. community of 10.63 (7.42; 15.60) in model 2b with its wide credible 
interval into two components, both of which have a reasonably narrow credible interval. 
Individual-level variables remain largely unchanged but the odds ratio for rural 
residence has come down from 370.80 (143.20; 854.20) to 30.32 (14.63; 57.36). While 
the IOR-80 for this variable continues to be very wide, it has narrowed substantially 
when compared with the IOR-80 for the same variable in model 2b. 
Figure 6.7: Model 5e in Kenya: district-specific residual odds ratios 
values for adjustedOR 
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District-specific residual odds ratios range from less than 0.3 to more than 10, as 
illustrated in Figure 6.7. This wide range in residual odds ratios is comparable to the 
range found for Beninese model 5a with its non-spatial district random effects. Figure 
6.8 shows that several districts include no more than two or three communities, 
resulting in limited information for estimating residual odds ratios and a lot of 
uncertainty at the district level. 
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Figure 6.8: Distribution of Kenyan communities in districts 
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The results for district-level modelling in Ethiopia are very similar to those for Kenya. A 
three-level model with unstructured district random effects combined with unstructured 
community random effects (model 5e) produces a lower DIC than a two-level model 
that only includes unstructured district random effects (Table 6.17). 
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Table 6.17: Model comparison in Ethiopia: logistic regression of solid fuel use with 
district random effects 
None of the models with spatial district random effects run. Figure 6.9 provides a clue 
as to why spatial modelling may be problematic. Several adjacent districts in the East 
of the country are empty - i. e. they do not contain any communities for which 
individual-level variables are available. In spatial area-modelling, the overall random 
effect is estimated primarily from the average of the random effects in surrounding 
areas. Consequently, when an area and all its neighbours have no data there is 
virtually no information to estimate the random effect. Another reason for the model not 
running may be the lack of variability between areas: in Ethiopia, only 15 out of 96 
areas use cleaner fuels, with the remaining areas only using solid fuels. 
Figure 6.9: Distribution of Ethiopian communities in districts 
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No major changes are observed with respect to odds ratios for individual-level 
variables (Table 6.18). Yet, as found for Kenya, the odds ratio for the community-level 
variable rural location is substantially reduced from 126.60 (30.86; 370.00) in model 2b 
(Table 6.5) to 6.99 (2.65; 15.84) in model 5e. A reasonably narrow IOR-80, which 
excludes 1, suggests that this variable is meaningful in explaining some of the variation 
at community level. 
Table 6.18: Model 5e in Ethiopia: odds ratios* for three-level logistic regression model 
of solid fuel use, including non-spatial community random effects and non-spatial 
district random effects 
95% uncertain ty interval 
Posterior mean Lower Up"r 
Individual level 
Matedu, none 1.00 - 
Matedu, primary 0.73 0.53 0.99 
Matedu, secondary/higher 0.47 0.33 0.65 
Patedu, none 1.00 - - 
Patedu, primary 0.74 0.51 1.05 
Patedu, secondary/higher 0.45 0.31 0.64 
Electric goods index, low 1.00 - - 
Electric goods index, intermediate 0.32 0.16 0.57 
Electric goods index, high 0.18 0.08 0.36 
Shelter index, low 29.75 6.59 101.00 
Shelter index, intermediate 1.00 - - 
Shelter index, high 0.45 0.33 0.59 
Mobility index, none 1.00 - - 
Mobility index, any 0.38 0.16 0.75 
Community level 
MOR. community 1.82 1.45 2.28 
SD community random effects 0.62 0.39 0.87 
Rural location 6.99 2.65 15.84 
IOR-80 (2.29; 22.35) 
District level 
MORA istrict. unstructured 8.91 4.46 18.76 
SD unstructured district effects 2.23 1.57 3.09 
' unless otherwise stated 
Figure 6.10 displays district-specific residual odds ratios for Ethiopia that range from 
very small values of less than 0.2 to very large values of more than 8. This is consistent 
with a relatively large MOR. district of 8.91 (4.46; 18.76). Compared to the larger-scale 
smooth spatial pattern observed in the Beninese map (Figure 6.5), the Kenyan and 
Ethiopian maps exhibit a patchwork pattern with adjacent areas being very dissimilar. 
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Figure 6.10: Model 5e in Ethiopia: district-specific residual odds ratios 
values for adjustedOR 
6.4 Usefulness of multi-level and spatial modelling 
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Moving from a single-level model to a multi-level model clearly improves model fit, as 
illustrated in Table 6.19. Hierarchical models result in a lower DIC in all four countries. 
Indeed, taking into account variation at community and/or district levels becomes 
critical in view of the finding that the "empty" community random effects model in 
Ethiopia, Kenya and Namibia explains the data better than the individual-level model. 
In these countries, heterogeneity between communities appears to be responsible for a 
greater share of the variation in the data than individual-level characteristics. This may 
be an indication that fuel choice is to a considerable extent supply-driven rather than 
demand-driven. 
The ultimate model choice differs between countries, suggesting that, depending on 
the setting, different contextual factors at different levels of aggregation affect fuel use 
patterns. In Benin, a Bayesian kriging model (model 4) achieves the best model fit, 
implying that in addition to socio-economic variables at the individual level, unknown 
and unmeasured but spatially structured factors are a critical determinant of solid fuel 
use. In Namibia, residual differences between communities play an important role but 
do not appear to be spatially structured (model 2b). In Kenya and Ethiopia, a 
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combination of non-spatial community random effects and non-spatial district random 
effects appears to provide the greatest explanatory power (model 5e). 
Table 6.19: DIC model comparison in Benin, Ethiopia, Kenya and Namibia 
Benin -[Ethiopia I Kenya ---T-Namibia 
"Empty" community level 
Model Ob 898 2185 1767 1482 
("empty") 
Individual level 
Model 1 871 2642 2534 1665 
(individual) 
Individual + community level 
Model 2b 830 1923 1679 1093 
(non-spatial) 
---- Model 4 770 N/A 1677 N/A 
(spatial) 
Individual + district level 
Model 5a 789 1916 1820 N/A 
(non-spatial) 
Model 5b 786 N/A 1847 N/A 
(spatial) 
Individual + community + district level 
Model 5d 789 N/A N/A N/A 
(spatial) 
Model 5e N/A 1881 1644 N/A 
(non-spatial) 
In the following, the implications of hierarchical modelling for explaining and predicting 
solid fuel use patterns as well as differences between countries are discussed. 
6.4.1 Insights gained from non-spatial hierarchical modelling 
Partitioning variance at different levels of aggregation 
Multi-level modelling facilitates the partitioning of variance in the data at different levels 
of aggregation. Given the structure of the DHS data, variance can be investigated at up 
to four levels: i. e. the individual, household, community and district level. Unfortunately, 
the limited nesting of individuals in households does not allow household-level 
residuals to be estimated with precision. In Benin, the only country where household 
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random effects were included in the model, variation at this level is likely to play a role 
in determining solid fuel use. 
As the median odds ratio translates variation at household, community or district levels 
onto an odds ratio scale, the impact of heterogeneity at different levels becomes 
directly comparable to the impact of variables at the individual level. This allows the 
relative contribution of variation at different levels of the model to be interpreted. It thus 
provides a useful tool for investigating where variation matters most, i. e. whether at 
individual level, community level or district level. In terms of the impact of area-level 
variables, the IOR-80 provides useful guidance on the contribution of a given variable 
relative to the overall magnitude of variation at the same area-level. Rural versus urban 
location is the only area-level variable in the context of the present analysis and the 
implications of the IOR-80 are further discussed under the respective heading below. 
In Benin, where the DIC suggests that model 4 (individual + spatial community effects) 
offers the best fit, the MOR. community is estimated at 7.64 (5.00; 12.06). The 
magnitude of the effect of spatially structured community-level variation is thus greater 
than the effect of most statistically significant covariates and comparable to the odds 
ratio for a high electric goods index. With an odds ratio of 0.11 (0.05; 0.23) the latter 
has the strongest "protective effect" against solid fuel use among individual-level 
variables. 
Three-level models with unstructured community and district random effects fit the 
Ethiopian and Kenyan data best. In Ethiopia, variation at district level appears to be 
much greater than variation at community level, as shown by an MOR. district of 8.91 
(4.46; 18.76) relative to an MOR. community of 1.82 (1.45; 2.28). At the individual level, 
a high electric goods index decreases the odds of solid fuel use with an odds ratio of 
0.18 (0.08; 0.36) relative to a low electric goods index, whereas low shelter relative to 
intermediate shelter increases the odds of solid fuel use almost 30-fold. In Kenya, on 
the other hand, a non-spatial MOR. district of 5.45 (3.28; 9.87) and a non-spatial 
MOR. community of 3.38 (2.64; 4.38) suggest that variation at both levels plays an 
important role. The impact of heterogeneity at district level is thus more or less 
comparable to secondary or higher paternal education with an odds ratio of 0.17 (0.07; 
0.35). 
In Namibia, a two-level model with non-spatial community random effects emerges as 
the best model. It is, of course, possible that district-level variation exerts an influence 
on solid fuel use in this South African country but this effect could not be assessed. 
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Heterogeneity between communities seems to play a very important role in determining 
solid fuel use patterns. The MOR-community is estimated at 9.72 (6.61; 14.60) and is 
thus greater than the odds ratios for most individual-level variables with the exception 
of the estimates for the two categories of the electric goods index. 
Changes in odds ratios for individual-level variables 
The following general observations can be made with respect to the impact of 
household asset indices, maternal education and paternal education on solid fuel use 
when moving from a single-level model (Annex 6.1) to the multi-level model selected in 
a given country: 
The increasing or decreasing effect of a given variable on the odds of solid fuel use is 
maintained, independent of whether random effects are introduced at community level, 
district level or both. Generally speaking, the size of the odds ratio remains relatively 
stable when comparing model 1 with model 4 in Benin, model 5e in Ethiopia and Kenya 
and model 2b in Namibia. 
Yet for several variables the effect tends to decrease or increase towards the null, 
accompanied by widening confidence intervals. This is typical of multi-level or 
hierarchical models, since inclusion of random effects acknowledges the non- 
independence of the individual observations within each level of the model hierarchy. In 
the case of approximately one variable per country this results in the effect no longer 
being statistically significant. For example, while having low shelter relative to high 
shelter increases the risk of solid fuel use with an odds ratio of 2.65 (1.18; 5.32) in 
Beninese model 1, in Beninese model 4 the odds ratio is reduced to 1.06 (0.20; 2.34) 
and the impact of the variable is no longer statistically significant (Table 6.9). The 
opposite is observed in only one case: in Ethiopia, the effect of secondary paternal 
education is statistically significant with an odds ratio of 0.45 (0.31; 0.64) in model 5e 
(Table 6.18) but not in model 1 (0.82 (0.62; 1.07)). 
Changes in odds ratios for rural location 
The variable urban versus rural location merits a more detailed discussion. As 
individuals are aggregated at one geo-referenced point location, a community is always 
classified as either urban or rural. In all four countries, the impact of rural living on solid 
fuel use increases when random effects are introduced at community level. 
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As close to 100% of the rural Beninese population cook with solid fuels and as rural 
residuals are evenly scattered around zero, grouping individuals into communities and 
taking into account differences in residuals between urban communities and rural 
communities (Annex 6.2) when moving from model 1 to model 2b does not have a 
large impact on the odds ratio in question. 
Table 6.20: Odds ratios and credible intervals for variable rural location 
Model I Model 2b Model 4 Model 5a/5b Model 5d/5e 
Random None* Non-spatial Spatial Non-spatial Community + 
effects community* community* a or spatial b spatial d or 
district* e non-spatia 
district* 
Benin 2.63 2.99 1.93 1.9ý, _ 2.03 d 
(1.48; 4.42) (1.43; 5.73) (0.78; 4.12) (0.83-13.80) (0.83-14.26) 
Ethiopia 16.47 126.60 N/A 6.52 a 6 
. 
99 e 
(8.10; 31.79) (30.86; 370.00) (2.82; 1 . 74) 
ý (2.65; 15.84) 
Kenya 19.66 370.80 34.13 14.89 a 30.32 e 
, 
(15.35; 24.93) (143.20; 854-20) (16.07; 67.88) (9.87; 21.90) 7.36) 
Namibia 10.22 108 , 40 N/A N/A N/A (7.81; 13.22) (39.92; 263.60) 
* posterior mean and 95% uncertainty interval 
In Ethiopia, Kenya and Namibia, on the other hand, the change is rather drastic with 
the odds ratio for rural location increasing 10-fold or more. The reason may be the 
characteristics of urban and rural residuals, which are similar in all three countries 
(Annex 6.2). Ethiopia is chosen as an illustrative example. 
Figure 6.11 shows the residual plot for the individual-level regression analysis of solid 
fuel use on socio-economic determinants; residuals for individuals are grouped 
according to the community they belong to and displayed separately for urban and rural 
Ethiopia. In urban areas, residuals within communities are evenly scattered around 0 
and large residual differences between communities are not apparent. In rural areas, 
the vast majority of residuals are positive with a small minority being negative and 
large. This suggests that the individual model under-predicts the probability of solid fuel 
use in much of rural Ethiopia; for a small sub-set of rural dwellers the individual-level 
model over-predicts the probability of solid fuel use. 
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Figure 6.11: Residuals for individual-level model in Ethiopia, grouped according to 
community 
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Explicitly recognising the community level by introducing community random effects in 
model 2b, allows for the different behaviour of the rural majority and the rural minority. 
When aggregated into communities, the random effects of the few probably better-off 
rural individuals for whom the individual-level model over-predicts solid fuel use carry 
little weight relative to the random effects of the large number of individuals for whom 
solid fuel use is under-predicted in the same model. Therefore, the two-level model will 
correct the under-prediction in the individual-level model, leading to a greater odds ratio 
for urban-rural location. 
Somehow, the heterogeneity between rural communities exacerbates the stark urban- 
rural effect. Community-level residuals capture variation in the data that is not 
explained by any of the variables included in the model. When district random effects 
are added to the model, much of this variation appears to be re-assigned to the next 
248 
hierarchical level, thereby reducing the odds ratio for rural residence and narrowing its 
credible interval. This observation is closely related to the decrease in the 
MOR. community when moving from a two-level model to a three-level model, as 
discussed in section 6.3. Similarly, when the distance between communities is taken 
into account during Bayesian kriging of the Beninese and Kenyan data, the odds ratio 
for urban-rural location is much reduced. 
In summary, ignoring any hierarchical structure in the data may underestimate the 
effect of geographical location on solid fuel use. Partially modelling this structure 
appears to overestimate it by capturing differences between communities that are not 
explained by rural living. Separating the effect of some of these unmeasured variables 
from the community level by including an additional hierarchical level or making the 
spatial structure in the data explicit (where it exists), leads to a more accurate estimate 
of the impact of rural location on solid fuel use. 
6.4.2 Insights gained from spatial modelling 
Local smoothing 
Community-level spatial variation appears to exert a critical influence on solid fuel use 
patterns in Benin as the Bayesian kriging model stands out as the model with the lowest 
DIC of all single- and multi-level models tested. Therefore, the distance between 
communities structures residual variation, producing so-called local smoothing: the 
closer two communities, the more likely they are to have similar solid fuel use patterns. 
This points to an explanation that is, at least in part, environmental. Forest cover, 
altitude, energy infrastructure (i. e. supply chains and markets for purchased liquid 
fuels, such as kerosene, LPG, natural gas), energy production (e. g. charcoal 
production or availability of dung and crop residues as a result of agricultural 
production), and road or rail networks for transportation of fuels are likely to play a role 
in determining the availability of solid fuels versus cleaner fuels. Another important 
aspect may be local purchasing power which is also likely to exhibit a spatial pattern 
due to specific land uses, such as agriculture. 
These speculations could provide the basis for developing and testing a series of 
hypotheses that goes beyond the scope of this research. Where information is 
available at the individual level, such as education or wealth, this could be aggregated 
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to the community level to explore the impact of the respective community-level 
characteristic on solid fuel use. The effect on solid fuel use of geo-coded information, 
such as forest cover, land use and other environmental features, where available, 
could be tested within a GIS framework. 
The Bayesian kriging model also runs in Kenya but is not favoured as the model with 
the best fit; in Namibia and Ethiopia, on the other hand, the spatial signal in the data 
does not appear to be strong enough to run a Bayesian kriging model in WinBUGS. A 
general problem with respect to estimating spatial dependence in all four countries is 
the widespread use of solid fuels for cooking. The limited overall variability in the 
outcome variable makes an accurate prediction of solid fuel use difficult. 
District-level spatial variation 
A larger-scale spatial pattern with respect to the location of district-level polygon areas 
and their proximity to one another was examined for Benin, Ethiopia and Kenya; in 
Namibia, the relevant polygon information was not available. In Ethiopia, a spatial 
model fails to run within WinBUGS although it is not clear whether this reflects a true 
lack of spatial dependence between districts or data problems. The finding that neither 
the Bayesian kriging model nor the spatial district random effects model runs in 
Ethiopia may be interpreted as confirmation of the lack of a spatial signal in the data. In 
Kenya, a spatial model runs but does not explain heterogeneity between districts better 
than a model with non-spatial district random effects. In Benin, the DIC favours a model 
with spatial district random effects over a model with unstructured district random 
effects but Bayesian kriging captures the spatial variation in the data even better. 
This suggests that the location of districts in relation to one another does not play an 
important role in structuring residual variation. Therefore, with the exception of Benin, 
environmental and other factors that vary smoothly over long distances independent of 
administrative borders are unlikely to exert a strong influence on solid fuel use patterns. 
Yet, median odds ratios of 5.45 (3.28; 9.87) in Kenya and 8.91 (4.46; 18.76) in Ethiopia 
highlight that unstructured variation between districts does matter. A three-level model 
including unstructured random effects at community and district levels describes the 
Ethiopian and Kenyan data best. 
The explanation for the importance of variation at district level may be linked to its 
definition as an administrative unit. The findings suggest that districts may be relatively 
autonomous economic and cultural areas. Policies on energy, labour, environment or 
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education and their implementation may vary from one district to another. -Similarly, 
districts are composed of different ethnicities as discussed, if at a higher level of 
administrative aggregation, in chapters 4 and 5. These factors can be expected to be 
relatively homogeneous within a given district but are not necessarily similar across 
adjacent districts. Finally, districts are also likely to be distinct with respect to those 
local resources that do not exhibit a larger-scale spatial structure, such as the 
occurrence of mineral resources, the presence of local industries or the degree of 
urbanisation. All of the latter are likely to influence the availability of paid labour, which 
in turn plays a role in determining the purchasing power of households in a given 
district. 
6.4.3 Applicability of spatial modelling 
The DHS are a useful data source for employing spatial modelling approaches as, for 
many countries, they provide geo-coded point data, where a small number of 
individuals is grouped. Most internationally available data sources do not collect geo- 
coded information as determined by latitude and longitude; where such information is 
lacking, spatial modelling cannot be undertaken. 
Polygon data can usually be obtained for free on the internet although, as illustrated by 
Namibia, information is not always available at the administrative level required. In 
order to conduct spatial modelling at the area level the two distinct data sources (in this 
case the DHS data at individual level and the GIS information at polygon level) must be 
linked. In the present analysis, given that geo-coded information is available for 
communities, spatial linking of the two data sources was undertaken. Where this is not 
feasible, the individual-level data may contain one or several variables related to 
sampling units that are identical to the administrative information, however, an exact 
match is often not possible. 
Therefore, the lack of geo-coded information or inability to link individual-level data to 
polygon areas provides a frequently encountered barrier to applying spatial modelling 
approaches to datasets in developing countries. Limitations with the methods for 
spatial modelling constitute a second major barrier. 
As discussed in the context of Bayesian modelling, the spatial exponential correlation 
function is very sensitive to the choice of prior on the range parameter. Defining this 
prior is not straightforward and an inappropriate prior may either lead to the model not 
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running or to the Monte Carlo Markov chains not converging. Moreover, as 
experienced for Ethiopia and Namibia, a Bayesian kriging model will not run without a 
sufficiently strong spatial signal. The absence of the latter could either be due to a true 
lack of spatial dependence or due to too much noise in the data masking an underlying 
spatial pattern. 
By comparison, the Gaussian CAR distribution for area-level modelling is more stable. 
Nevertheless, the model does not always run. As discussed in the context of Ethiopia, 
problems leading to such instability could be the presence of several adjacent "empty" 
areas or a lack of variability in the feature of interest within and between areas. 
Moreover, geo-coded information does not always have the required precision. Taking 
a closer look at the enlarged area of central Ethiopia in Figure 6.9, it is questionable 
whether several of the communities located outside of the polygon shape are truly 
outside of the administrative unit it refers to. It appears more likely that they are 
supposed to fall inside the area and, if so, their misclassification will introduce noise 
into the model. 
The problems with obtaining spatial information and the fragility of the method, in 
particular with respect to Bayesian kriging, suggest that spatial modelling may not be 
universally applicable. Nevertheless, where feasible, it provides useful insights and can 
generate hypotheses as to which unmeasured factors at different levels of spatial 
aggregation may influence solid fuel use patterns. 
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7. Adding the health dimension: the impact of cooking and 
heating practices on child mortality 
7.1 Assessing transferability of causal diagram linkages between datasets 
The causal diagrams developed and refined in chapters 4 and 5 are intended to be 
applicable independent of the data source used. The need to switch to WHS data given 
the absence of suitable health outcome information in the DHS also provides an 
opportunity to examine the transferability of findings from one source of data to 
another. To do so, this section concentrates on the central hypothesis, which links the 
analysis between socio-economic and proximal health determinants in chapters 4,5 
and 6 and its extension to health in this chapter: i. e. the impact of socio-economic 
determinants on solid fuel use (hypothesis 9). 
7.1.1 Consistency between DHS and WHS datasets 
A first question relates to the similarity of the two data sources with respect to the 
availability of socio-economic and exposure variables. Where similar variables exist, 
their population distribution is compared between DHS and WHS data. The second 
question addresses the associations between wealth, maternal education and solid fuel 
use (SFU) to examine whether the findings derived from DHS data are transferable to 
WHS data. To do so, the modelling strategy described in section 3.5 was applied to 
WHS data. The WHS model selected by the AIC was then compared with the DHS 
model selected by the AIC (chapter 5) to investigate whether odds ratios and their 
confidence intervals are robust. 
In comparing the two datasets it must be kept in mind what they represent: the DHS 
dataset is intended to provide a nationally representative sample of households, 
women of reproductive age and their offspring in a given country. The sub-set of WHS 
data used for this analysis, on the other hand, is based on all children born to women 
of reproductive age during the last ten years and is not nationally representative. Some 
differences between the two datasets are thus to be expected. 
With the exception of paternal education, which is missing from the sub-set of WHS 
data, all variables required to test hypothesis 9 are available. Indeed, the WHS 
maternal education variable is assessed in an identical way and, as described in 
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section 3.1, the WHS comprises a set of variables to construct household asset 
indices. Electric goods can be combined into an exact equivalent of the DHS electric 
goods index. The WHS shelter index is made up of two instead of three variables, i. e. 
floor and wall construction materials. A question on motorbike ownership is not posed 
in the WHS and, consequently, the number of cars owned by a given household serves 
as a relatively poor substitute of the mobility index. 
In Ethiopia, only 8% of the WHS respondents live in urban areas compared to 30% of 
the DHS respondents (Annex 7.11). Differences with respect to maternal education and 
the three household asset indices are relatively limited. The rural population exclusively 
uses solid fuels for cooking independent of the choice of data source; in contrast 82% 
of the urban WHS respondents report the use of such fuels compared to only 47% of 
the urban DHS respondents. Given the low prevalence of cleaner fuels in the rural 
setting in both clatasets, the analysis was only undertaken in the urban setting. 
Table 7.1: Logistic regression of SFU in urban Ethiopia 
WHS DHS 
Urban Urban 
(n = 268) (n = 2412) 
Wald Xz 32.41 339.00 
df 5 9 
p value <0.001 <0.001 
Pseudo R 0.227 0.247 
Odds 95% p value Odds 95% p value 
ratio confidence ratio confidence 
interval interval 
Electric, low 1.00 -- - 1.00 -- - 
Electric, intermediate 0.15 0.05 0.48 <0.001 0.21 0.13 0.32 <0.001 
Electric, high - -- - 0.09 0.05 0.17 <0.001 Shelter, low 0.20 0.03 1.19 0.077 23.77 5.81 97.19 <0.001 
Shelter, intermediate 1.00 -- - 1.00 -- - Shelter, high 0.51 0.13 2.00 0.331 0.30 0.24 0.37 <0.001 
Mobility, none N/A N/A N/A N/A 1.00 -- - 
Mobility, any N/A N/A N/A N/A 0.47 0.23 0.98 0.044 
Matedu, none 1.00 -- - 1.00 -- - Matedu, primary 0.18 0.04 0.83 0.028 0.72 0.56 0.93 0.012 
Matedu, secondary 0.11 0.03 0.37 <0.001 0.68 0.52 0.88 0.004 
Patedu, none N/A N/A N/A N/A 1.00 -- - 
Patedu, primary N/A N/A N/A N/A 0.93 0.69 1.26 0.645 
Patedu, secondary N/A N/A N/A N/A 0.84 0.64 1.12 0.237 
Based on the DHS, paternal education does not appear to play an important role in 
explaining solid fuel use in urban Ethiopia, and the DHS and WHS models are 
therefore largely comparable (Table 7.1). A similar pseudo R2 suggests that the 
explanatory power of the model is broadly equivalent independent of the dataset 
chosen. In addition, the direction of the association with solid fuel use is identical for all 
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explanatory variables; the impact of car ownership could not be tested in the WHS, as 
only six women in the whole sample report that they live in a motorised household. 
Maternal education seems to exert a much higher protective effect in the WHS model 
than in the DHS model but confidence intervals around this variable as well as all other 
WHS explanatory variables are wide. One might speculate that the absence of the 
paternal education variable in the WHS model intensifies the impact of maternal 
education, but odds ratios in the DHS model remain largely unchanged when paternal 
education is omitted (data not shown). 
In Kenya, the urban population also appears to be under-represented in the WHS: only 
23% of the WHS sample is urban compared with 33% of the DHS sample (Annex 7.11). 
Solid fuel use patterns are very similar for rural areas but cooking with polluting fuels is 
higher in the urban WHS population (52%) than in its DHS equivalent (43%). The 
household asset indices also point to an urban WHS sample that is slightly poorer than 
the DHS sample with lower scores on the electric goods and mobility indices, even if 
the latter is not directly comparable. Interestingly, the urban WHS comprises both a 
larger percentage of highly educated women and a higher percentage of women who 
did not participate in any formal schooling. Similarly, the rural WHS sample appears to 
be slightly poorer and less educated than its DHS counterpart. 
Table 7.2: Logistic regression of SFU in urban Kenya 
WHS DHS 
Urban Urban 
(n = 693) (n = 1638) 
Wald Xz 44.87 280.41 
Df 7 11 
p value <0.001 <0.001 
Pseudo R2 0.138 0.186 
Odds 95% p value Odds 95% p value 
ratio confidence ratio confidence 
interval interval 
Electric, low 1.00 -- - 1.00 -- 
Electric, intermediate 0.41 0.23 0.73 0.002 0.47 0.35 0.63 <0.001 
Electric, high 0.52 0.18 1.50 0.227 0.20 0.14 0.30 <0.001 
Shelter, low 1.00 -- - 1.00 -- - 
Shelter, intermediate 0.41 0.13 1.23 0.112 0.63 0.31 1.29 0.205 
Shelter, high 0.52 0.20 1.32 0.167 0.52 0.38 0.69 <0.001 
Mobility, none 1.00 -- - 1.00 -- - 
Mobility, any 0.63 0.21 1.91 0.418 0.69 0.44 1.01 0.054 
Matedu, none 1.00 -- - 1.00 -- - 
Matedu, primary 0.54 0.28 1.03 0.060 0.41 0.25 0.65 <0.001 
Matedu, secondary 0.29 0.15 0.54 <0.001 0.39 0.23 0.65 <0.001 
Matedu, higher - -- - 0.44 0.23 0.82 0.010 
Patedu, none N/A N/A N/A N/A 8.22 4.14 16.32 <0.001 
Patedu, primary N/A N/A N/A N/A 1.00 -- - 
Patedu, secondary N/A N/A N/A N/A 0.89 0.67 1.18 0.420 
Patedu, higher N/A N/A N/A N/A 1.27 0.84 1.91 0.265 
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in urban Kenya, electric goods, shelter and mobility indices, as well as maternal 
education, show the same direction of association and similar odds ratios in WHS and 
DHS models. Confidence intervals are, however, much wider in the WHS dataset, 
which at times leads to statistical non-significance (Table 7.2). Consequently, the 
pseudo R2 for the urban WHS model is lower than the pseudo R2 for the urban DHS 
model. 
in rural Kenya, a wealth plus maternal education model is selected as the best-fitting 
model for either dataset. With a pseudo R2 of 0.25 its explanatory power appears to be 
lower in the WHS data than in the DHS data, where the pseudo R2 is 0.37 (Table 7.3). 
Even though the AIC favours a model that includes maternal education, the impact of 
this variable is statistically non-significant in both the DHS and the WHS model. The 
impact of the household asset variables on solid fuel use is comparable. 
Table 7.3: Logistic regression of SFU in rural Kenya 
WHS DHS 
Rural Rural 
(n = 2135) (n = 3649) 
Wald Xz 87.28 281.04 
Df 6 7 
p value <0.001 <0.001 
Pseudo R 0.247 0.369 
Odds 95% p value Odds 95% p value 
ratio confidence ratio confidence 
interval interval 
Electric, low 1.00 -- - 1.00 -- - 
Electric, intermediate 0.12 0.04 0.39 <0.001 0.25 0.12 0.52 <0.001 
Electric, high - -- - 0.02 0.01 0.05 <0.001 Shelter, low 3.06 0.79 11.82 0.104 3.58 0.48 26.82 0.215 
Shelter, intermediate 1.00 -- - 1.00 -- - Shelter, high 0.73 0.24 2.29 0.593 0.36 0.18 0.69 0.002 
Mobility, none 1.00 -- - 1.00 -- - Mobility, any 1.64 0.42 6.47 0.476 0.78 0.41 1.48 0.443 
Matedu, none 1.00 -- - 1.00 -- - Matedu, primary 0.81 0.17 3.99 0.800 1.00 -- - 
Matedu, secondary 0.35 0.07 1.70 0.191 0.86 0.47 1.58 0.630 
Matedu, higher - -- - 0.49 0.23 1.01 0.055 
Patedu, none N/A N/A N/A N/A - -- - 
Patedu, primary N/A N/A N/A N/A - -- - 
Patedu, secondary N/A N/A N/A N/A - -- - 
Patedu, higher N/A N/A N/A N/A - -- - 
The Namibian urban-rural split is identical in WHS and DHS data sources, and 
differences with respect to other key variables are also less striking than for Ethiopia 
and Kenya (Annex 7.1). Urban solid fuel use is 35% and 24% in the WHS and DHS 
sample respectively; with 80% prevalence rural solid fuel use is lower in the WHS than 
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in the DHS sample (88%). Overall, based on maternal educational attainment and the 
electric goods and mobility indices, the WHS sample appears to be slightly poorer than 
the DHS sample. 
Table 7.4: Logistic regression of SFU in urban Namibia 
WHS DHS 
Urban Urban 
(n = 841) (n = 1405) 
Wald Xz 111.68 244.48 
Df 5 6 
p value <0.001 <0.001 
Pseudo R 0.323 0.295 
Odds 95% p value Odds 95% p value 
ratio confidence ratio confidence 
interval interval 
Electric, low 1.00 -- - 1.00 -- - Electric, intermediate 0.44 0.24 0.80 0.007 0.31 0.21 0.46 <0.001 
Electric, high 0.07 0.03 0.17 <0.001 0.04 0.02 0.08 <0.001 
Shelter, low 1.00 -- - N/A N/A N/A N/A 
Shelter, intermediate 0.33 0.15 0.72 0.005 N/A N/A N/A N/A 
Shelter, high 0.17 0.08 0.36 <0.001 N/A N/A N/A N/A 
Mobility, none 1.00 -- - 1.00 -- - Mobility, any 0.64 0.29 1.39 0.259 1.69 1.02 2.82 0.042 
Matedu, none - -- - 1.00 -- - Matedu, primary - -- - 0.48 0.28 0.83 0.008 
Matedu, secondary - -- - 0.20 0.11 0.34 <0.001 Matedu, higher - -- - 0.10 0.02 0.47 0.004 
Patedu, none N/A N/A N/A N/A - -- - Patedu, primary N/A N/A N/A N/A - -- - Patedu, secondary N/A N/A N/A N/A - -- - Patedu, higher N/A N/A N/A N/A - -- - 
In both Namibian datasets, wealth emerges as a key determinant of solid fuel use in 
the urban setting; paternal education does not play a major role in the DHS dataset. 
Whereas maternal education emerges as highly protective against solid fuel use in the 
DHS model, the best-fitting WHS model does not include this variable (Table 7.4). The 
pseudo R2 values for the WHS and DHS models are similar in magnitude. The direction 
of the association between the electric goods and shelter indices and solid fuel use is 
as expected, even if the latter could only be measured in the WHS data. Moreover, the 
odds ratios for different levels of the electric goods index are very similar. The finding 
that better mobility increases solid fuel use with a statistically significant odds ratio of 
1.69 (1.02; 2.82) in the DHS dataset was not confirmed by the WHS dataset. 
The WHS model for rural Namibia shows a lower pseudo R2 value of 0.47 than the 
pseudo R2 value of 0.60 for the DHS model (Table 7.5). Model choice is comparable, 
even if the DHS model includes the variable paternal education. Despite wider 
confidence intervals in the WHS model, no major differences emerge in relation to the 
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impact of different socio-economic variables on solid fuel use. Unlike for urban 
Namibia, the mobility index appears to increase the risk of solid fuel use in both the 
DHS and WHS datasets. 
Table 7.5: Logistic regression of SFU in rural Namibia 
WHS DHS 
Rural Rural 
(n = 973) (n = 1579) 
Wald Xz 124.18 301.37 
df 7 9 
p value <0.001 <0.001 
Pseudo R 0.470 0.595 
Odds 95% p value Odds 95% p value 
ratio confidence ratio confidence 
interval interval 
Electric, low 10.00 4.61 21.71 <0.001 27.43 14.38 52.33 <0.001 
Electric, intermediate 1.00 -- - 1.00 -- - 
Electric, high 0.14 0.06 0.33 <0.001 0.07 0.04 0.13 <0.001 
Shelter, low 4.47 1.59 12.55 0.004 N/A N/A N/A N/A 
Shelter, intermediate 1.00 -- - N/A N/A N/A N/A 
Shelter, high 0.54 0.26 1.12 0.099 N/A N/A N/A N/A 
Mobility, none 1.00 -- - 1.00 -- - 
Mobility, any 1.89 0.77 4.63 0.162 2.28 1.29 4.01 0.004 
Matedu, none 1.00 -- - 1.00 -- - 
Matedu, primary 0.81 0.38 1.72 0.590 0.79 0.34 1.82 0.582 
Matedu, secondary 0.22 0.09 0.55 0.001 0.32 0.14 0.74 0.008 
Matedu, higher - -- - 0.52 0.17 1.63 0.264 
Patedu, none N/A N/A N/A N/A 7.96 2.79 22.68 <0.001 
Patedu, primary N/A N/A N/A N/A 1.00 -- - 
Patedu, secondary N/A N/A N/A N/A 0.74 0.42 1.28 0.274 
Patedu, higher N/A N/A N/A N/A 0.47 0.17 1.32 0.150 
Differences in the population distribution of key variables confirm that the WHS cannot 
be considered a nationally representative sample. Nevertheless the relationships 
between socio-economic variables and solid fuel use appear to be robust to the change 
in data source. WHS odds ratios are similar to DHS odds ratios but display much wider 
confidence intervals. Smaller sample sizes are likely to be the main reason for the 
somewhat lower explanatory power of the WHS models relative to the DHS models. 
Other contributory factors may be a less informative mobility index and, in selected 
models, the absence of the variable paternal education. 
The next section investigates whether the role of wealth and maternal education in 
determining solid fuel use also becomes manifest in a pooled dataset of sixteen 
countries in sub-Saharan Africa (SSA). 
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7.1.2 Generalisability to pooled African dataset 
In the pooled African dataset, 65% of the urban population and 96% of the rural 
population use solid fuels for cooking (Table 7.6). A logistic regression analysis based 
on household asset indices and maternal education suggests that both dimensions of 
socio-economic status exert an important and at least partly independent influence on 
solid fuel use in all three settings, i. e. in the combined urban/rural dataset as well as 
the urban and rural datasets (Table 7.7). 
Table 7.6: Solid fuel use in sub-Saharan Africa 
Urban Rural 
n% n% 
Cleaner fuels 2989 35.28 760 3.87 
Solid fuels 5483 64.72 18873 96.13 
Higher maternal educational attainment decreases the risk of solid fuel use, although 
any difference in risk between those with no education and those with primary 
education is not significant in the rural setting. All three household asset indices are 
highly protective against solid fuel use. Overall, the size of the odds ratios for the socio- 
economic variables suggests that wealth is a more significant predictor of cooking fuel 
use than maternal education. More protective odds ratios for electric goods and shelter 
indices imply that the relationship between wealth and solid fuel use is even more 
pronounced in the rural setting. A higher pseudo R2 value of 0.31 for rural Africa 
relative to a pseudo R2 value of 0.24 for urban Africa further supports this observation. 
Based on the findings in four African countries, the African causal diagram classified 
the relationship between maternal education and solid fuel use as decreasing, and the 
relationship between household wealth and solid fuel use as decreasing depending on 
context (Figure 5.7). The results obtained for the pooled African dataset confirm the 
decreasing influence of both socio-economic variables. Any context-specific variation of 
this impact could not be assessed. Indeed, the association between better mobility and 
a higher risk of solid fuel use, found for Namibia and potentially applicable to a small 
sub-set of African countries, is hidden behind the African average. This illustrates one 
of the dangers of pooling data from different countries. 
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7.1.3 Robustness of associations to change in wealth metric 
The WHS also includes a so-called wealth index, which combines the variables 
included in the electric goods and mobility indices with additional asset variables, such 
as a dish-washer, washing machine, the number of rooms, tables and chairs in a 
household and five additional country-specific household assets. The availability of this 
wealth index offers an opportunity to investigate whether the aspects of the African 
causal diagram pertaining to the relationship between wealth, maternal education and 
solid fuel use are robust to a change in the wealth metric. 
Two different options emerge for testing the relationship between wealth, maternal 
education and solid fuel use: 
); ý, Wealth can be treated as a continuous variable, which assumes a linear 
relationship between an increase in wealth and an increase in the use of cleaner 
fuels (Table 7.8). 
The population can be disaggregated into five equally sized wealth quintiles; 
consequently, the model examines differences between these five degrees or 
levels of wealth (Table 7.9). 
When the continuous wealth variable replaces the three household asset indices in the 
logistic regression model, maternal education continues to be an important determinant 
of solid fuel use in the combined and urban settings; in the rural setting, the AIC selects 
against the variable, suggesting that it does not play a significant role (Table 7.8). Odds 
ratios for primary and secondary education relative to no education are comparable but 
the effect of higher education is reduced in the continuous wealth model. In all three 
settings, a unit increase in wealth is associated with a 10-fold reduction in the odds 
ratio for solid fuel use. One unit corresponds to the difference between the poorest 
quarter and the richest quarter of the population. A two-unit increase corresponds to 
the difference between the poorest 10% and the richest 10% of the population. This 
strong protective effect is comparable to the effect of a high electric goods index in the 
urban setting and an intermediate or high electric goods index and high shelter index in 
the rural setting. With pseudo R' values of 0.29 in urban and rural settings, the 
explanatory power of the model seems to be moderately increased in the urban setting 
and moderately decreased in the rural setting relative to the household asset indices- 
based model in Table 7.7. 
When the same model is run with wealth quintiles (Table 7.9), the explanatory power is 
slightly reduced, giving pseudo R2 values of 0.24 in the urban setting and 0.28 in the 
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rural setting. Maternal education now plays a significant role in all three settings with 
odds ratios that are similar to those of the model based on three household asset 
indices. A comparison between any of the more privileged quintiles with the poorest 
quintile shows a highly protective effect of wealth against solid fuel use but confidence 
intervals around mean odds ratios are wide due to the small number of cleaner fuel 
users in the bottom quintile. 
In conclusion, the classification of the wealth-solid fuel use relationship as decreasing 
is robust to a change in the socio-economic metric. The model based on wealth 
quintiles was deemed the most appropriate as it does not make an assumption about 
wealth and solid fuel use being associated in a linear way. 
7.2 Solid fuel use and child mortality in Africa 
7.2.1 Defining health outcomes of interest 
As described in section 3.1.2, the analysis of the links between solid fuel use and child 
mortality focuses on the last ten years; it can be argued that household energy 
practices over this period of time are likely to be relatively stable (section 8.1.3). Out of 
a sample of 32 620 children born during the last ten years, 1501 are reported dead with 
1455 having died prior to their 5 th birthday. Figure 7.1 shows the survival curve for all 
deaths of children under five. Child deaths are more frequently reported at 12,24,36, 
48 and 60 months but in view of the long recall period this digit preference is not very 
pronounced. To limit the impact of digit preference at 60 months, child deaths reported 
to have occurred at this age are treated as under-five deaths; their age at death was 
re-coded to 59 months in the survival analysis. 
Mothers are asked to report on the occurrence of different symptoms prior to their 
child's death, including fever, diarrhoea, cough, fast breathing, chest indrawing (i. e. the 
lower part of the chest moves in when the child takes a breath) and danger signs, such 
as convulsions and unconsciousness. While interviews undertaken as part of 
household surveys cannot be considered a true verbal autopsy, the information 
obtained can be analysed in a similar way. 
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Figure 7.1: All-cause child mortality: child age at death (in months) 
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Verbal autopsy studies may aim to determine a single cause of death (i. e. an 
underlying cause of death with potential contributory causes) or to define multiple 
causes of death, where each cause is assigned equal weight. The WHS and many 
verbal autopsy tools are not sufficiently specific to distinguish such subtleties and, from 
a disease prevention point of view, an accurate diagnosis of primary and secondary 
causes of death may not be essential as the child could have survived if either of the 
two or more causes had been prevented or treated early enough. The following 
describes the choices and trades-off made in defining ALRI mortality for the purposes 
of this analysis. 
As discussed in chapter 4, cough as a symptom is specifically associated with ARI but 
cannot distinguish between infections of the lower or upper respiratory tract. Where 
mortality is the final outcome, as most AURI are non-lethal, death essentially selects for 
ALRI. Cough thus constitutes a high-sensitivity, low-specificity definition of ALRI: i. e. it 
includes all deaths associated with ALRI but potentially many deaths primarily caused 
by other diseases. When this definition is applied, 321 out of 1455 deaths among 
children under five or 22.06% of child deaths in the WHS sample are caused by ALRI. 
In the absence of information on difficulty breathing, an ALRI definition based on cough 
accompanied by rapid breathing or chest indrawing most closely resembles the ALRI 
definition in standard verbal autopsy tools (WHO 1999b). This combination of 
symptoms represents an intermediate-sensitivity, intermediate-specificity definition of 
ALRI, i. e. it includes most but not all deaths associated with ALRI but relatively few 
deaths that are primarily due to other causes. Based on this definition, 217 or 14.91% 
of child deaths in the sample are due to ALRI. 
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This definition can be made even more specific when symptoms indicative of other 
diseases are excluded. Diarrhoea constitutes the second-most important cause of child 
mortality and is associated with a clearly defined symptom; none of the other 
symptoms in the WHS are sufficiently specific to serve as exclusion criteria. 
Consequently, a low-sensitivity, high-specificity definition is identical to the above 
intermediate-sensitivity, intermediate-specificity definition but excludes all children that 
had diarrhoea prior to death. This definition is likely to include very few non-ALRI cases 
but to exclude a substantial number of ALRI cases. With only 122 deaths, this cause- 
of-death definition is responsible for 8.31 % of child deaths. 
This research employs the intermediate-sensitivity, intermediate-specificity definition of 
ALRI as a trade-off between sensitivity and specificity. The percentage of child deaths 
caused by ALRI in the sample is substantially lower than an African regional estimate 
that 22% of child deaths are due to ALRI (Williams et al. 2002). It should also be noted 
that the underlying mix of causes of death in a population affects the accuracy of the 
verbal autopsy (WHO 1999b). Consequently, specificity and sensitivity of the above 
outcome definition is likely to vary between African countries depending on factors, 
such as malaria and HIV/AIDS prevalence. In section 7.2.4 sensitivity analyses are 
conducted to explore the impact of solid fuel use on ALRI mortality, when more or less 
specific outcome definitions are employed. 
7.2.2 Socio-economic gradients in all-cause child mortality 
Gradients in all-cause child mortality are examined as an initial step, prior to focusing 
on ALRI mortality as the primary outcome of interest. The existence of such gradients 
can be explored with respect to different dimensions of socio-economic status O. e. 
maternal education, wealth, geographical location) and different metrics (i. e. household 
asset indices, continuous wealth, wealth quintiles). In addition to examining these 
gradients, the following section aims to agree on those "confounders" for which the 
subsequent risk factor analysis should be adjusted. If socio-economic status variables 
result in substantial differences in all-cause child mortality, they are also likely to be 
meaningful with respect to cause-specific child mortality. 
All univariate models of the above named socio-economic variables, adjusted for non- 
independent observations due to shared mother, were found to be statistically 
significant. Rural children are 1.31 (1.14; 1.50) times more likely to die before their fifth 
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birthday than urban children. Maternal education emerged as highly protective, with 
children born to mothers with secondary or higher education having half the mortality 
risk of children born to mothers who did not follow any formal education; children born 
to mothers with primary education show a hazard ratio of 0.81 (0.70; 0.94). These 
socio-economic gradients in child mortality are comparable to those based on DHS 
data (CSA Ethiopia & ORC Macro 2001; CBS Kenya, MOH Kenya & ORC Macro 2004; 
MOHSS Namibia 2003). It is, however, possible that the true socio-economic gradient 
in child mortality is much greater, as under-reporting of deaths is likely to be more 
frequent among those with lower socio-economic status relative to those with higher 
socio-economic status (Tables 3.10 and 3.11). 
Wealth also plays a crucial role in determining all-cause child mortality but several 
options emerge with respect to the choice of metric. When household asset indices are 
employed, scoring higher on the electric goods, shelter and mobility indices reduces 
the risk of child mortality at all levels with p values well below 0.05 (Table 7.10). 
Table 7.10: Cox regression of child mortality (all-cause): asset indices 
Hazard ratio 95% confiden ce interval p value 
Electric, low 1.00 - Electric, intermediate 0.83 0.67 1.02 0.079 
Electric, high 0.66 0.47 0.93 0.018 
Shelter, low 1.00 - Shelter, intermediate 0.76 0.65 0.89 <0.001 
Shelter, high 0.66 0.54 0.81 <0.001 
Mobility, none 1.00 - - Mobility, any 0.56 0.42 0.76 <0.001 
When wealth is treated as a continuous variable, a unit increase results in a hazard 
ratio of 0.76 (0.72; 0.82). Investigating the impact of wealth quintiles on child mortality 
suggests, however, that a linear association cannot be assumed: the two bottom 
quintiles appear to have a very similar child mortality rate; a statistically significant risk 
reduction is only observed for quintiles 4 and 5 (Table 7.11). This metric was chosen as 
the most appropriate measure of wealth as it does not make any assumption about the 
shape of the relationship between wealth and child mortality. It is also more easily 
interpretable than the three household asset indices. 
When all socio-economic status variables are combined into a multivariate Cox 
regression model, rural location is no longer statistically significant and the lowest AIC 
value is found for a model based on wealth and maternal education; model selection is 
robust to the choice of wealth metric. One possible explanation for this finding could be 
greater measurement error in the variable urban/rural location than in the other 
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variables in the model. This would result in regression dilution, where wealth and 
maternal education displace rural residence simply because they are better measured. 
Yet it is unlikely that geographical location is assessed in a less reliable way than 
maternal education or wealth. Therefore, it can be concluded that urban-rural 
differentials are to a large extent explained by differences in wealth and maternal 
education and do not need to be adjusted for in future analyses. Table 7.12 shows the 
results for the fully adjusted Cox regression model of child mortality on socio-economic 
determinants. 
Table 7.11: Cox regression of child mortality (all-cause): wealth quintiles 
Hazard ratio 95% confidence interval p value 
Quintile 1 1.00 -- 
Quintile 2 0.98 0.82 1.17 0.818 
Quintile 3 0.89 0.74 1.06 0.195 
Quintile 4 0.65 0.53 0.78 <0.001 
Quintile 5 0.46 0.37 0.57 <0.001 
Table 7.12: Cox regression of child mortality (all-cause): wealth and maternal education 
Urban/rural combined 
N (subjects) 31226 
N (failures) 1409 
Wald X2 77.47 
df 6 
p value <0.001 
Hazard ratio 95% confidence interval p value 
Quintile 1 1.00 -- Quintile 2 0.98 0.82 1.18 0.861 
Quintile 3 0.91 0.76 1.09 0.301 
Quintile 4 0.68 0.56 0.83 <0.001 
Quintile 5 0.52 0.42 0.65 <0.001 
Matedu, none 1.00 --- Matedu, primary 0.90 0.77 1.05 0.184 
Matedu, secondary/higher 0.69 0.54 0.88 0.003 
Applying the same model to urban and rural datasets separately suggests that the 
effect of wealth on child mortality is more pronounced in the urban setting, where it 
extends across all five quintiles. The impact of maternal education, on the other hand, 
appears to be of little importance in the urban setting but is protective, at least with 
respect to secondary or higher education, in the rural setting (Table 7.13). 
Table 7.14 shows the same Cox regression model of all-cause child mortality on socio- 
economic determinants but, in addition, includes an identifier for each of the sixteen 
countries. Adjusting for country appears to flatten the wealth gradient, especially by 
reducing the impact of the top quintile. As discussed in section 3.1.3, the child mortality 
rates in the WHS sample are much below reference child mortality rates, ranging from 
60% lower to 90% lower depending on the country (Table 3.9). It is possible that the 
267 
large differences in under-reporting of child mortality introduce a country-specific bias 
into the data. For example, countries with higher average educational attainment 
among women and lower fertility rates are more likely to provide a complete birth 
history with appropriate recall of child deaths and associated information than countries 
with lower average educational attainment and higher fertility rates. Due to this concern 
and an inflation in the degrees of freedom, country was not included in subsequent 
analyses of solid fuel use; the variable is, however, included in sensitivity analyses in 
section 7.2.4. 
Table 7.13: Cox regression of child mortality (all-cause): wealth and maternal 
education, by urban/rural location 
Urban Rural 
N (subjects) 9280 21946 
N (failures) 345 1064 
Wald X2 36.27 46.40 
df 6 6 
p value <0.001 <0.001 
Hazard 95% p value Hazard 95% p value 
ratio confidence ratio confidence 
interval interval 
Quintile 1 1.00 -- - 1.00 -- - 
Quintile 2 0.53 0.31 0.89 0.017 1.02 0.85 1.25 0.776 
Quintile 3 0.48 0.29 0.79 0.004 0.96 0.79 1.78 0.713 
Quintile 4 0.36 0.22 0.58 <0.001 0.74 0.59 0.94 0.013 
Quintile 5 0.30 0.18 0.48 <0.001 0.50 0.36 0.68 <0.001 
Matedu, none 1.00 -- - 1.00 -- - 
Matedu, primary 1.05 0.81 1.37 0.716 0.85 0.70 1.03 0.106 
Matedu, secondary 0.82 0.59 1.15 0.259 0.60 0.42 0.87 0.006 
Table 7.14: Cox regression of child mortality (all-cause): wealth and maternal 
education, adjusted for country 
Urban/rural combined 
N (subjects) 31226 
N (failures) 1409 
Wald X2 333.80 
df 21 
p value <0.001 
Hazard ratio 95% confidence interval p value 
Quintile 1 1.00 -- Quintile 2 0.86 0.71 1.05 0.148 
Quintile 3 0.89 0.72 1.09 0.262 
Quintile 4 0.69 0.55 0.87 0.001 
Quintile 5 0.63 0.48 0.82 0.001 
Matedu, none 1.00 -- - 
Matedu, primary 0.87 0.73 1.03 0.102 
Matedu, secondary/higher 0.73 0.57 0.94 0.016 
7.2.3 Impact of solid fuel use on ALRI mortality 
Table 7.15 shows the results of a Cox regression analysis of ALRI mortality on wealth 
and maternal education. Overall, socio-economic gradients in ALRI mortality appear 
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less pronounced than those in all-cause child mortality as indicated by odds ratios 
closer to 1. The top wealth quintile and all levels of maternal education are no longer 
statistically significant. The same model, run separately in urban and rural settings, is 
statistically significant in the urban setting but not in the rural setting; odds ratios are 
comparable to those in the combined model with some urban-rural differences (data 
not shown). Therefore, lack of power will prevent the analyses from being conducted 
separately for urban and rural populations and may pose a limit on statistical 
significance in the combined dataset. Annex 7.2 shows bivariate tables of the 
differences in socio-economic status and cooking practices between children that died 
of ALRI and children that did not. 
Table 7.15: Cox regression of ALRI mortality: wealth and maternal education 
Urban/rural combined 
N (subjects) 30976 
N (failures) 211 
Wald X2 12.18 
df 6 
p value 0.058 
Hazard ratio 95% confidence interval p value 
Quintile 1 1.00 -- 
Quintile 2 0.84 0.55 1.30 0.436 
Quintile 3 0.77 0.51 1.18 0.235 
Quintile 4 0.58 0.37 0.92 0.021 
Quintile 5 0.66 0.41 1.07 0.089 
Matedu, none 1.00 -- - Matedu, primary 0.76 0.52 1.10 0.148 
Matedu, secondary/higher 0.80 0.47 1.35 0.398 
Table 7.16: Cox regression of ALRI mortality: cooking with solid fuels 
Urban/rural combined 
N (subjects) 30976 
N (failures) 211 
Wald X2 16.50 
df 7 
p value 0.021 
Hazard ratio 95% confidence interval p value 
Univariate model 
Cleaner fuel use 1.00 - - Solid fuel use 2.54 1.42 4.55 0.002 
Multivariate model 
Cleaner fuel use 1.00 - - - Solid fuel use 2.35 1.22 4.52 0.010 
Quintile 1 1.00 - - - 
Quintile 2 0.84 0.55 1.30 0.446 
Quintile 3 0.79 0.51 1.20 0.262 
Quintile 4 0.63 0.40 0.99 0.046 
Quintile 5 0.87 0.52 1.44 0.579 
Matedu, none 1.00 - - - 
Matedu, primary 0.77 0.53 1.12 0.173 
Matedu, secondary/higher 0.89 0.53 1.49 0.650 
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Power, on the other hand, does not appear to be a problem with respect to examining 
the impact of solid fuel use on ALRI mortality. In a univariate model, solid fuel use 
increases the risk of dying from ALRI with a hazard ratio of 2.54 (1.42; 4.55) (Table 
7.16). Even after adjustment for wealth and maternal education in the multivariate 
model, solid fuel use increases the risk of ALRI mortality more than two-fold with a 
hazard ratio of 2.35 (1.22; 4.52). 
7.2.4 Sensitivity analysis 
A key question relates to the robustness of the association with solid fuel use to a 
change in the definition of the health outcome. With increasing specificity, the size of 
the unadjusted and adjusted hazard ratios is expected to increase, accompanied by 
wider confidence intervals due to smaller numbers. Table 7.17 shows very similar 
unadjusted odds ratios for child mortality due to cough and child mortality due to ALRI; 
adjusted odds ratios are higher for the more specific ALRI mortality definition. 
Unadjusted and adjusted odds ratios increase substantially when the high-specificity 
cause-of-death definition is employed; in the adjusted model, solid fuel use increases 
the risk of mortality due to ALRI in the absence of diarrhoea with a hazard ratio of 3.21 
(1.18; 8.76). With decreasing sensitivity, confidence intervals increase: while the lower 
value of the confidence interval is similar, the upper value increases substantially. In all 
three cases, the relationship with solid fuel use remains statistically significant even 
when country is adjusted for. 
Table 7.17: Impact of SFU on mortality: different outcome definitions 
Number of Unadjusted -- Hazard ratio Hazard ratio 
deaths hazard ratio adjusted for adjusted for 
wealth and wealth, 
maternal maternal 
education education and 
count 
Child mortality 1403 2.31 1.58 1.25 
(all-cause) (1.84,2.90) (1.21; 2.05) (0.95; 1.65) 
Child mortality due to cough 312 2.50 2.07 1.92 
(high-sensitivity, low-specificity) (1.55; 4.03) (1.22; 3.53) (1.08; 3.42) 
Child mortality due to ALRI 211 2.54 2.35 2.40 
(intermediate-sensitivity, (1.42; 4.55) (1.22; 4.52) (1.19; 4.86) 
intermediate-specificity) 
Child mortality due to ALRI and 118 3.46 3.21 3.69 
excluding diarrhoea (1.41; 8.48) (1.18; 8.76) (1.2 1; 11 . 27) 
(low-sensitivity, high-specificity) 
Child mortality associated with 201 2.65 2.03 1.65 
diarrhoea (1.44; 4.87) (1.01; 4.06) (0.79; 3.45) 
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The impact of solid fuel use on all-cause child mortality is less pronounced and 
statistically significant in the adjusted model with a hazard ratio of 1.58 (1.21; 2.05) but 
not in the model including country identifiers. An association between solid fuel use and 
all-cause mortality can be expected, as approximately 20% of child deaths are due to 
pneumonia but, in this case, odds ratios should be much lower. Even more surprising is 
the finding that solid fuel use increases the mortality risk due to diarrhoea. One 
possible explanation may be the frequent co-morbidity of diarrhoea and pneumonia, 
especially in relation to severe outcomes (Fenn, Morris & Black 2005). A more likely 
explanation is offered by the examination of the risk factor profiles in the population: 
among solid fuel users, 93% do not have access to improved drinking water and 97% 
do not have access to improved sanitation facilities. When water and sanitation 
variables are included in the Cox regression model, solid fuel use no longer exerts a 
statistically significant influence on diarrhoea mortality (data not shown). 
Consequently, from an epidemiological point of view, multiple environmental 
deprivation means that the majority of children in the sample and, by extension, of 
African children are exposed to a multitude of environmental and other risk factors at 
the same time. From a statistical point of view, this implies that any one of the three 
variables - solid fuel use, access to improved drinking water, access to improved 
sanitation - represents a measure of environmental deprivation and a relatively poor 
proxy of what it is supposed to represent. 
Table 7.18 presents the results of Cox regression analyses of ALRI mortality on solid 
fuel use, adjusting for different wealth metrics as well as maternal education. A lower 
but statistically significant odds ratio of 2.04 (1.08; 3.84) is found for the continuous 
wealth variable; for the household asset indices odds ratios and their confidence 
intervals are also slightly lower than for wealth quintiles. In general, the impact of solid 
fuel use on ALRI mortality appears to be robust to both changes in the wealth metric 
and the inclusion or exclusion of country identifiers. 
Table 7.18: Impact of SFU on ALRI mortality: different wealth measures 
Metric Hazard ratio adjusted for wealth and 
maternal education 
Wealth quintiles 2.35 (1.22; 4.52) 
Household asset indices 2.26 (1.13; 4.51) 
Continuous wealth 2.04 (1.08; 3.84) 
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7.3 Cooking practices in Africa 
7.3.1 Type of cooking fuel 
The WHS also allows the impact of specific fuel types on ALRI mortality to be 
examined. Drawing on the concept of the "energy ladder" (section 2.2-2), fuels on lower 
rungs, such as dung, straw and crop residues, are expected to be less efficient and 
more polluting than fuels on intermediate rungs, such as wood and charcoal, or higher 
rungs, such as coal and, ultimately, cleaner fuels. 
Table 7.19 shows the results of a Cox regression of ALRI mortality on coal, charcoal, 
wood and dung/crop residues relative to a baseline of cleaner fuels (i. e. electricity, gas, 
kerosene). Overall, the adjusted analysis is barely statistically significant, suggesting 
that power may not be sufficient to conduct fuel type-specific analyses. Statistically 
significant increased odds ratios are observed for the larger population groups using 
charcoal (n = 3439) and wood (n = 22124); the groups cooking with coal (n = 546) and 
dung or crop residues (n = 809) show increased but statistically non-significant odds 
ratios with wide confidence intervals. 
Table 7.19: Cox regression of ALRI mortality: cooking with different solid fuels 
Urban/rural combined 
N (subjects) 30976 
N (failures) 211 
Wald X2 18.64 
df 10 
p value 0.045 
- - Hazard ratio 95% confidence interval Ealu 
_ 
e7d 
Univariate model 
Cleaner fuels 1.00 - - 
Coal 2.58 0.83 8.03 0.102 
Charcoal 2.73 1.33 5.57 0.006 
Wood 2.54 1.41 4.58 0.002 
Dung, crop residues 1.66 0.54 5.10 0.378 
Multivariate model 
Cleaner fuels 1.00 - - - 
Coal 2.62 0.79 8.70 0.115 
Charcoal 2.77 1.32 5.84 0.007 
Wood 2.23 1.15 4.34 0.018 
Dung, crop residues 1.24 0.38 3.98 0.723 
Quintile 1 1.00 - - - 
Quintile 2 0.80 0.52 1.24 0.313 
Quintile 3 0.73 0.48 1.13 0.158 
Quintile 4 0.58 0.35 0.94 0.028 
Quintile 5 0.80 0.48 1.35 0.400 
Matedu, none 1.00 - - - 
Matedu, primary 0.76 0.52 1.10 0.146 
Matedu, secondary/higher 0.87 0.52 1.46 0.599 
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Charcoal is considered a less polluting fuel than wood and, consequently, the 
observation that the risk of ALRI mortality is greater in charcoal-using households than 
in wood-using households is unexpected. Differences in cooking practices (i. e. cooking 
stove, cooking location) between charcoal and wood users will be investigated in the 
following sections. Given the wide confidence intervals around the odds ratios of 2.77 
(1.32; 5.84) for charcoal and 2.23 (1.15; 4.34) for wood the observed difference may 
not be meaningful (section 7.5.1). 
7.3.2 Type of cooking stove 
As discussed in sections 2.2.2 and 8.1.3, indoor air pollution levels vary greatly 
depending on how, where and for how long solid fuels are put to use. The cleaner the 
combustion process the fewer products of incomplete combustion are emitted. The 
better the ventilation and air exchange, the lower the concentrations of pollutants in the 
dwelling. Flues and chimneys, as well as smoke hoods, play a particularly important 
role in reducing indoor air pollution levels as they directly route pollutants from the 
source of combustion outdoors. 
Table 7.20: Cox regression of ALRI mortality: cooking with chimney stove 
Urban/rural combined 
N (subjects) 27949 
N (failures) 195 
Wald X2 22.83 
df 8 
p value 0.004 
Hazard ratio 95% confidence interval p value 
Univariate model 
Cleaner fuels 1.00 - - Solid fuels with chimney 1.29 0.49 3.35 0.606 
Solid fuels without chimney 2.77 1.54 4.97 0.001 
Multivariate model 
Cleaner fuels 1.00 - - - Solid fuels with chimney 1.23 0.45 3.34 0.690 
Solid fuels without chimney 2.69 1.38 5.24 0.004 
Quintile 1 1.00 - - - 
Quintile 2 0.91 0.59 1.42 0.688 
Quintile 3 0.78 0.50 1.22 0.272 
Quintile 4 0.69 0.43 1.12 0.137 
Quintile 5 1.10 0.66 1.85 0716 
Matedu, none 1.00 - - - 
Matedu, primary 0.73 0.50 1.08 0.113 
Matedu, secondary/higher 0.67 0.39 1.17 0.159 
Based on the WHS data, the ALRI mortality risk among children living in households 
that cook with solid fuels on a chimney stove is very similar to that among children 
living in households that cook with cleaner fuels. On the other hand, with an odds ratio 
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of 2.69 (1.38; 5.24) children are at a much higher risk of dying from ALRI if they reside 
in households that cook with solid fuels on an open fire, open stove or closed stove in 
the absence of a chimney or hood (Table 7.20). Indeed, much of the increased ALRI 
mortality risk among solid fuel users in general (Table 7.16) appears to be attributable 
to the latter group. 
Table 7.21 shows the hazard ratios for the same analysis as above, but excluding 
those cooking with coal, dung or agricultural residues to examine any differences 
between wood and charcoal users. As above, hazard ratios for charcoal and wood 
users in homes without a chimney or hood are increased but not statistically significant. 
With 3.60 (1.62; 8.02) charcoal-using homes without a chimney have a higher hazard 
ratio than wood-using homes without a chimney (2.50 (1.26; 4.95)). 
Table 7.21: Cox regression of ALRI mortality: cooking with different solid fuels and 
chimney stove 
Urban/rural combined 
N (subjects) 26757 
N (failures) 189 
Wald X2 21.71 
df 10 
p value 0.0167 
Hazard ratio 95% confidence int erval p value 
Univariate model 
Cleaner fuels 1.00 - - Charcoal with chimney 1.22 0.16 9.41 0.846 
Wood with chimney 1.46 0.53 4.01 0.464 
Charcoal without chimney 3.43 1.60 7.35 0.002 
Wood without chimney 2.73 1.51 4.93 0.001 
Multivariate model 
Cleaner fuels 1.00 - - - Charcoal with chimney 1.19 0.16 9.17 0.864 
Wood with chimney 1.34 0.46 3.87 0.593 
Charcoal without chimney 3.60 1.62 8.02 0.002 
Wood without chimney 2.50 1.26 4.95 0.009 
Quintile 1 1.00 - - - Quintile 2 0.89 0.57 1.39 0.607 
Quintile 3 0.75 0.48 1.19 0.223 
Quintile 4 0.64 0.38 1.07 0.091 
Quintile 5 1.00 0.58 1.71 0.996 
Matedu, none 1.00 - - - 
Matedu, primary 0.75 0.51 1.10 0.135 
Matedu, secondary/higher 0.68 0.39 1.19 0.177 
These findings point to chimney stoves as a potentially important intervention to reduce 
the risk of ALRI mortality among children under five. The analysis was therefore 
repeated among solid fuel users to mirror an intervention perspective. When solid fuel 
use in the absence of a chimney or hood is treated as the baseline, chimney use 
results in a hazard ratio of 0.47 (0.21; 1.02) in the unadjusted model and 0.45 (0.21; 
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0.98) in the adjusted model. The finding is, however, no longer statistically significant 
when country identifiers are included in the model (data not shown). 
7.3.3 Cooking location 
Little is known about the impact of cooking location on the risk of indoor air pollution- 
associated diseases. Preliminary analysis revealed no important differences in ALRI 
mortality risk between cooking in a room used for living and sleeping, cooking in a 
separate room used as kitchen and cooking in a separate building used as kitchen 
(data not shown). Differences between outdoor and indoor cooking do, however, merit 
attention: outdoor cooking is expected to reduce exposure to harmful pollutants among 
family members, including children, but less so for the cook. 
The adjusted hazard ratios in Table 7.22 suggest that outdoor cooking is less harmful 
than indoor cooking with respect to children's health. Outdoor cooking exhibits an 
almost statistically significant hazard ratio of 1.91 (0.92; 3.96) whereas indoor cooking 
increases ALRI mortality risk 2.5-fold with a statistically significant hazard ratio of 2.51 
(1.31; 4.81). 
Table 7.22: Cox regression of ALRI mortality: cooking location 
Urban/rural combined 
N (subjects) 30576 
N (failures) 209 
Wald X2 18.32 
df 8 
p value 0.019 
Hazard ratio 95% confidence interval p value 
Univariate model 
Cleaner fuels 1.00 - - Solid fuels outdoors 2.09 1.11 3.94 0.023 
Solid fuels indoors 2.78 1.54 5.01 0.001 
Multivariate model 
Cleaner fuels 1.00 - - - 
Solid fuels outdoors 1.91 0.92 3.96 0.081 
Solid fuels indoors 2.51 1.31 4.81 0.006 
Quintile 1 1.00 - - - 
Quintile 2 0.90 0.58 1.40 0.645 
Quintile 3 0.84 0.54 1.29 0.420 
Quintile 4 0.66 0.42 1.05 0.083 
Quintile 5 0.88 0.53 1.45 0.609 
Matedu, none 1.00 - - - 
Matedu, primary 0.78 0.54 1.13 0.183 
Matedu, secondary/higher 0.88 0.52 1.47 0.625 
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As shown in Table 7.23 the differences between charcoal and wood users persist when 
cooking location is introduced into the model. Therefore, neither stove type nor cooking 
location can explain the higher ALRI risk among charcoal users relative to wood users. 
Table 7.23: Cox regression of ALRI mortality: cooking with different solid fuels and 
cooking location 
Urban/rural combined 
N (subjects) 29253 
N (failures) 201 
Wald X2 18.72 
df 10 
p value 0.044 
Hazard ratio 95% confidence i nterval p value 
Univariate model 
Cleaner fuels 1.00 - - Charcoal outdoors 1.97 0.81 4.80 0.137 
Wood outdoors 2.13 1.11 4.10 0.023 
Charcoal indoors 3.40 1.54 7.48 0.002 
Wood indoors 2.73 1.51 4.95 0.001 
Multivariate model 
Cleaner fuels 1.00 - - - Charcoal outdoors 1.83 0.70 4.81 0.218 
Wood outdoors 1.71 0.82 3.60 0.155 
Charcoal indoors 3.17 1.43 7.03 0.005 
Wood indoors 2.21 1.13 4.30 0.020 
Quintile 1 1.00 - - - Quintile 2 0.87 0.56 1.37 0.556 
Quintile 3 0.81 0.52 1.26 0.352 
Quintile 4 0.62 0.38 1.02 0.062 
Quintile 5 0.76 0.44 1.32 0.333 
Matedu, none 1.00 - - - Matedu, primary 0.79 0.54 1.14 0.205 
Matedu, secondary/higher 0.81 0.47 1.39 0.436 
It is difficult to interpret the hazard ratio for outdoor cooking without additional 
information on the child's location during cooking. In many African countries, young 
children are carried on their mother's back. During the first two to five years of life, they 
are likely to be as exposed to harmful pollution as their mother as she bends over the 
fire and cooks. As they become older and more independent in exploring their 
surroundings, they are likely to be further away from the fire and thus less exposed. 
The lower hazard ratio for outdoor cooking could therefore either represent an average 
of mothers who carry their children on their back and those who do not, or an average 
of younger children and older children. Moreover, few families are likely to cook 
outdoors throughout the year and, depending on whether the survey is conducted 
during the dry or rainy season, respondents are either more or less likely to report 
outdoor cooking. 
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The following finding does shed even more doubt on the interpretability of the variable 
outdoor cooking. Among those solid fuel users that cook outdoors, 9.96% report the 
use of a chimney stove - an even higher percentage than the 8.17% which report the 
presence of a chimney or hood indoors. As setting up a chimney or hood in a 
completely open setting without any surrounding walls is not feasible, the term 
11 outdoor" was probably interpreted by respondents to include semi-open settings, such 
as verandas. 
When both cooking stove and cooking location are combined in the same model, the 
presence or absence of a chimney or hood emerges as the determining feature: 
cooking with solid fuels on a stove with a chimney or smoke hood does not increase 
the ALRI mortality risk relative to cleaner fuel use, independent of whether cooking 
takes place indoors or outdoors (Table 7.24). In contrast, cooking with solid fuels in the 
absence of a chimney or hood is associated with a hazard ratio of 2.12 (1.01; 4.47) 
when undertaken outdoors and of 2.87 (1.47; 5.62) when undertaken indoors. 
Table 7.24: Cox regression of ALRI mortality: cooking with chimney stove and cooking 
location 
Urban/rural combined 
N (subjects) 27722 
N (failures) 193 
Wald X2 25.82 
df 10 
p value 0.004 
Hazard ratio 95% confidence interval p value 
Univariate model 
Cleaner fuels 1.00 - - Stove with chimney outdoors 1.40 0.29 6.71 0.675 
Stove with chimney indoors 1.01 0.33 3.13 0.981 
Stove without chimney outdoors 2.23 1.17 4.27 0.015 
Stove without chimney indoors 3.01 1.66 5.46 <0.001 
_ 
Multivariate model 
_____ 
Cleaner fuels 1.00 - - - Stove with chimney outdoors 1.39 0.27 7.17 0.695 
Stove with chimney indoors 0.92 0.30 2.86 0.888 
Stove without chimney outdoors 2.12 1.01 4.47 0.048 
Stove without chimney indoors 2.87 1.47 5.62 0.002 
Quintile 1 1.00 - - - 
Quintile 2 0.97 0.62 1.52 0.899 
Quintile 3 0.83 0.52 1.30 0.413 
Quintile 4 0.73 0.45 1.18 0.194 
Quintile 5 1.11 0.65 1.87 0.706 
Matedu, none 1.00 - - - 
Matedu, primary 0.73 0.50 1.07 0.111 
Matedu, secondary/higher 0.67 0.38 1.16 0.150 
It will be critical for future surveys to collect information on a child's location during 
cooking and to distinguish between different types of outdoor settings. Only then will it 
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be possible to provide meaningful answers regarding the importance of cooking 
location. 
7.4 Heating practices in Africa 
7.4.1 Solid fuel use for heating 
Indoor air pollution from heating with solid fuels may constitute an important risk factor 
for child health, depending on the geographical and climatic context. The WHS is the 
only international household survey which, to the author's knowledge, includes health- 
relevant questions on heating practices. The opening enquiry Do you heat your house 
when it is cold? is followed by questions on the main type of heating fuel and heating 
stove. Unsurprisingly, with 36% prevalence, heating is not widespread in sub-Saharan 
Africa and, at 4%, the number of missing values for this question is relatively high. 
Table 7.25 shows the distribution of ALRI deaths among households that do not heat at 
all, households that heat with gas, electricity or kerosene and households that heat with 
solid fuels. The latter are further subdivided according to the presence or absence of a 
chimney or hood. The distribution of deaths among these groups suggests that heating 
with cleaner fuels and heating with solid fuels on a chimney stove decreases the risk of 
ALRI death relative to not heating at all, whereas heating with solid fuels on a non- 
chimney stove increases this risk. The very small number of ALRI deaths among the 
group using cleaner fuels and the group burning solid fuels in the presence of a 
chimney will, however, make it very difficult to demonstrate statistically that these 
effects are not a chance occurrence. 
Table 7.25: Heating practices and ALRI mortality 
No heating Heating with Heating with Heating with 
cleaner fuels solid fuels on solid fuels on 
stove with stove without 
chimney chimney 
No ALRI death 19660 (99.35%) 521 (99.81%) 656 (99.85%) 8073 (99.13%) 
ALRI death 129(0.65%) 1 (0.19%) 1 (0.15%) 71(0.87%) 
This concern is confirmed by the results of a survival analysis of heating with cleaner 
fuels or solid fuels relative to not heating in Table 7.26. Heating with cleaner fuels 
appears to confer protection against ALRI mortality relative to not heating at all, 
whereas heating with solid fuels may result in a small increase in the risk of ALRI 
278 
mortality. In both cases, however, unadjusted as well as adjusted odds ratios are 
statistically non-significant with wide confidence intervals. An analysis distinguishing 
between presence and absence of a chimney and conducted against a baseline of not 
heating produces a hazard ratio for heating with a chimney stove which is so close to 
zero that Stata is unable to provide confidence intervals (data not shown). Households 
that do not heat at all were therefore excluded from subsequent analyses. 
Table 7.26: Cox regression of ALRI mortality: heating 
Urban/rural combined 
N (subjects) 29547 
N (failures) 203 
Wald X2 13.49 
df 8 
p value 0.096 
Hazard ratio 95% confidence interval p value 
Univariate model 
Not heating 1.00 - - Heating with cleaner fuels 0.28 0.04 2.02 0.209 
Heating with solid fuels 1.18 0.87 1.61 0.276 
Multivariate model 
Not heating 1.00 - - - Heating with cleaner fuels 0.36 0.05 2.65 0.314 
Heating with solid fuels 1.11 0.80 1.53 0.540 
Quintile 1 1.00 - - - Quintile 2 0.88 0.56 1.39 0.595 
Quintile 3 0.76 0.49 1.17 0.210 
Quintile 4 0.61 0.38 0.98 0.040 
Quintile 5 0.68 0.40 1.15 0.150 
Matedu, none 1.00 - - - Matedu, primary 0.79 0.54 1.15 0.217 
Matedu, secondary/"i her 0.82 0.48 1.40 0.462 
7.4.2 Type of heating stove 
Given the small number of ALRI deaths among those using cleaner fuels for cooking, 
this category cannot be used as the baseline. The analysis therefore uses heating with 
solid fuels in the absence of a chimney as the baseline. Power continues to be 
insufficient and all analyses in this section and in section 7.4.3 should be regarded as 
exploratory. 
Narrower confidence intervals and p values approaching statistical significance suggest 
that heating on a stove with a chimney or hood may be protective against ALRI 
mortality relative to heating on an unventilated stove (Table 7.27). In the adjusted 
model, the odds ratio for heating with solid fuels on a chimney stove relative to a non- 
chimney stove is 0.16 (0.02; 1.19). Similarly, heating with cleaner fuels appears to be 
protective against ALRI mortality without achieving statistical significance. 
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Table 7.27: Cox regression of ALRI mortality: heating and chimney stove 
Urban/rural combined 
N (subjects) 9080 
N (failures) 73 
Wald X2 14.96 
Df 8 
p value 0.060 
Hazard ratio 95% confidence interval p value 
Univariate model 
Solid fuels without chimney 1.00 - - 
Solid fuels with chimney 0.17 0.02 1.22 0.078 
Cleaner fuels 0.21 0.03 1.49 0.117 
Multivariate model 
Solid fuels without chimney 1.00 - - - 
Solid fuels with chimney 0.16 0.02 1.19 0.074 
Cleaner fuels 0.26 0.03 2.38 0.232 
Quintile 1 1.00 - - - 
Quintile 2 1.50 0.76 2.96 0.247 
Quintile 3 0.66 0.31 1.42 0.292 
Quintile 4 0.66 0.28 1.55 0.343 
Quintile 5 1.30 0.53 3.15 0.565 
Matedu, none 1.00 - - - 
Matedu, primary 0.56 0.27 1.16 0.120 
Matedu, 
_seconda_ 
0.45 0.16 1.28 0.136 
7.4.3 Heating in the presence of solid fuel use for cooking 
An analysis restricted to heating cannot answer the question whether heating with solid 
fuels is a risk factor for child health independent of cooking with solid fuels, or whether 
it simply captures some of the differences already documented through the cooking 
analyses. In particular, a majority of those using solid fuels for cooking also use solid 
fuels for heating, and the same chimney or non-chimney stove may be employed for 
many different purposes: i. e. cooking, space-heating or baking. At least, Table 7.28 
reveals that there is no 100% overlap between solid fuel use for cooking and heating. 
Among those cooking with cleaner fuels, 12% and 10% report heating with cleaner 
fuels and solid fuels respectively; the remainder does not heat at all. Heating among 
those cooking with solid fuels is almost exclusively undertaken with wood or charcoal. 
Table 7.28: Cooking and heating fuels in SSA 
No heating Heating with Heating with solid 
cleaner fuels fuels 
Cooking with 2812 (77.85%) 424 (11.74%) 376 (10.41%) 
cleaner fuels 
Cooking with solid 15865 (61.56%) 81 (0.31%) 9824 (38.12%) 
fuels 
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Table 7.29 displays the results of a final analysis, which combines cooking and heating 
with solid fuels in a single model. The adjusted hazard ratio for cooking with solid fuels 
relative to cooking with cleaner fuels is 2.06 (1.00; 4.22) and similar but somewhat 
lower than the adjusted hazard ratio of 2.35 (1.22; 4.52) in the model for cooking only. 
The hazard ratio for heating with solid fuels, on the other hand, is hardly different from 
1. Heating with cleaner fuels, on the other hand, appears protective but is statistically 
non-significant. As discussed above, the effect of the presence or absence of a 
chimney during heating cannot be investigated due to small sample sizes; all analyses 
related to heating should be regarded as exploratory. 
Table 7.29: Cox regression of ALRI mortality: cooking and heating 
Urban/rural combined 
N (subjects) 29382 
N (failures) 203 
Wald X2 16.50 
Df 7 
p value 0.057 
Hazard 95% confidence p value 
ratio interval 
Univariate model 
Cooking with cleaner fuels, no heating 1.00 - - 
Cooking with solid fuels, no heating 2.27 1.18 4.39 0.015 
Heating with cleaner fuels 0.50 0.06 3.94 0.508 
Heating with solid fuels 1.10 0.81 1.50 0.548 
Multivariate model 
Cooking with cleaner fuels, no heating 1.00 - - - Cooking with solid fuels, no heating 2.06 1.00 4.22 0.049 
Heating with cleaner fuels 0.51 0.06 4.06 0.522 
Heating with solid fuels 1.06 0.77 1.47 0.725 
Quintile 1 1.00 - - - Quintile 2 0.88 0.56 1.38 0.570 
Quintile 3 0.76 0.49 1.18 0.221 
Quintile 4 0.64 0.40 1.03 0.066 
Quintile 5 0.84 0.49 1.43 0.519 
Matedu, none 1.00 - - - Matedu, primary 0.80 0.55 1.16 0.243 
Matedu, secondary/higher 0.89 0.52 1.52 0.658 
The distribution of ALRI deaths among groups with different heating practices does not 
allow firm conclusions to be drawn. Compared to solid fuel use for cooking, however, 
heating with solid fuels does not appear to constitute an important risk factor for ALRI 
mortality among children in sub-Saharan Africa - whether in the presence or absence 
of solid fuel use for cooking. The finding that those heating with a chimney stove 
appear to have a lower ALRI mortality risk than those burning solid fuels in an open or 
closed stove without a chimney is not statistically significant. Nevertheless, it lends 
some support to the strong conclusion obtained through the cooking analysis that 
chimney stoves may represent a viable solution to reducing ALRI mortality. 
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Heating with cleaner fuels, on the other hand, may exert a protective effect. Heating as 
a means of protecting children from chilling would make such a relationship plausible. 
Other explanations include the ability to heat as a feature that distinguishes a slightly 
wealthier population group, or the necessity to heat as a geographical feature 
associated with other health-relevant differences, such as the absence of endemic 
malaria. 
The WHS data do not provide any indication as to whether Africans heat their homes 
sporadically or continuously during cold times and over which period of time. Cooking 
tends to be a daily activity and thus translates into a relatively constant exposure to 
pollutants throughout the year. Heating with solid fuels, on the other hand, can either 
add very little or a lot to this exposure, depending on season and a family's heating 
practices. 
7.5 Understanding impacts of household energy practices on ALRI mortality 
7.5.1 Discussion of findings 
As seen in section 2.2.2, only two out of the limited number of studies that address the 
impact of solid fuel use on child health investigate whether household energy practices 
constitute a risk factor for child mortality. The ability to pool large and comparable 
household survey datasets with cause-of-death information as well as a relatively 
detailed account of cooking and heating practices represents a rare opportunity to 
examine this relationship. 
The analysis shows that cooking with solid fuels more than doubles the risk of ALRI 
mortality among children under five. It also points to differences between charcoal and 
wood use that cannot be explained by variation in stove type or cooking location. From 
a biological point of view, charcoal combustion is characterised by lower levels of 
particulates but higher levels of CO than wood, and little is known about the health 
impacts of prolonged exposure to high but non-lethal levels of CO, in particular during 
early child development. It is possible that the health impacts of CO relative to small 
particles have been underestimated. Yet a more likely explanation relates to the fact 
that, in Africa, charcoal is considered a transition fuel on the way from very polluting 
fuels to cleaner fuels. Charcoal users therefore tend to be more affluent and possibly 
more educated than wood users, and they are also likely to have fewer children. These 
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factors combined may result in differential recall bias and a relatively greater reported 
number of child deaths among charcoal users (section 3.1.3). 
Heating with solid fuels does not appear to constitute a major determinant of ALRI 
mortality in Africa, despite the analytical difficulties arising from the distribution of ALRI 
deaths among different categories of heating. A similar analysis may, however, yield 
very different results in settings where solid fuel use for heating is widespread, such as 
in high-altitude settings where dwellings are well-insulated from the cold and heating is 
necessary for several months a year. 
The presence or absence of a chimney or hood may be an even more important 
determinant of ALRI mortality risk than the choice of cooking fuel. While the ALRI 
mortality risk for those cooking with solid fuels on a chimney stove is not significantly 
different from those cooking with cleaner fuels, burning charcoal and wood on a non- 
chimney stove results in large hazard ratios. The insights gained from the heating 
analyses, even if not statistically significant and thus inconclusive, lend some support 
to the importance of chimneys. The public health implications of these results are 
discussed in detail in section 8.5. 
Cooking location, by comparison, appears to play a less important role. Nevertheless, 
the finding that children born into households where cooking takes place outdoors have 
a lower risk of ALRI mortality than children born into households where meals are 
prepared indoors points towards different risk profiles for these two groups and to 
outdoor cooking as a potential short-term remediation of the indoor air pollution 
problem. It is, however, not clear how the term outdoor cooking is defined in time (all 
year round versus seasonal, all meals versus some meals) and space (outdoor versus 
semi-open structures). 
7.5.2 Implications for the causal diagram 
Child health in developing countries is the fundamental reason and motivation for 
conducting this research, yet this chapter presents the only analytical work which 
addresses health outcomes directly. Based on the comparison of WHS and DHS data 
for Ethiopia, Kenya and Namibia, the WHS samples are more rural, less wealthy and 
less educated than their DHS equivalents but the relationship between wealth, 
maternal education and solid fuel use is consistent between the two datasets. If this 
relationship holds despite differences in the population distribution of key variables, 
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other equally strong relationships emerging from causal-diagram testing are also likely 
to be transferable. 
Chapters 4,5 and 6 were concerned with socio-economic and higher-level 
determinants of risk factors, and have provided important insights into the structuring of 
cooking with solid fuels in the population. First, this chapter shows that the variable 
solid fuel use is indeed a proxy for indoor air pollution and does not merely represent 
an extension of socio-economic status. The finding that the presence of a chimney or 
smoke hood, which is known to influence indoor air pollution levels, is associated with a 
lower ALRI mortality risk is particularly noteworthy. 
Secondly, it demonstrates that solid fuel use and household energy practices are an 
important risk factor for ALRI mortality among children, completing the causal diagram 
with the linkages between solid fuel use, household energy practices and health. 
Therefore the finding that wealth, maternal education and, to a lesser extent, paternal 
education are important determinants of solid fuel use is indeed relevant to child health. 
Thirdly, ALRI mortality differences are more pronounced between those cooking with 
solid fuels and those cooking with cleaner fuels than among population groups defined 
according to wealth categories or a mother's educational attainment. At the same time, 
the inclusion of the solid fuel use variable in the model attenuates the relationship 
between wealth, maternal education and ALRI mortality only marginally. This suggests 
that solid fuel use may not be a primary mediator between socio-economic status and 
ALRI mortality but instead represents an at least partly independent risk factor (see 
section 8.3.4). 
Finally, ALRI mortality was only one of the outcomes of interest included in the 
conceptual causal diagram (Figure 4.1). It is questionable whether any conclusions can 
be drawn with respect to the link between socio-economic variables, proximal health 
determinants and ALRI morbidity. While a child's death from pneumonia is preceded by 
an episode of ALRI, not every ALRI episode results in death. Small particles mainly 
affect the lungs by causing inflammation, reduced ciliary clearance, and impaired 
immune responses. CO, on the other hand, may result in systemic effects through a 
reduced oxygen-carrying capacity of the blood (section 2.2.2). In theory, the little that is 
known about the mechanisms by which different indoor air pollutants affect disease risk 
could apply at the stages of initial infection (i. e. ARI incidence), progression to severe 
disease (i. e. ALRI incidence) and deterioration towards death (i. e. case fatality). No 
research to date has studied a direct impact of indoor air pollution on ALRI case fatality 
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rates. It is, however, likely that an impact of household energy practices on ALRI 
mortality is at least in part derived from an impact on ALRI morbidity. 
This chapter also points to one of the core strengths of causal diagrams: causal 
diagrams do not have to rely on one data source alone. Different aspects or specific 
pathways of the diagram can be informed by a variety of data sources as well as 
different sources of evidence, as discussed further in section 8.2. 
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8. Discussion 
More than 150 million cases of childhood ALRI are estimated to occur every year in the 
developing world (WHO 2007d). Poverty is at the heart of the matter, and ALRI, like 
many other health problems, is a final outcome of a complex causal web that links low 
socio-economic status with unsafe environments, poor nutrition and lack of access to 
healthcare. A substantial reduction in poverty, as envisaged by the MDGs, is one entry- 
point for tackling ALRI morbidity and mortality but realising this worthwhile goal in 
Africa will take many decades. 
It is all the more important to identify entry-points for interventions that can curb ALRI 
mortality and reduce inequalities in ALRI morbidity and mortality in a much shorter 
timeframe, and to engage with communities in utilising these entry-points. Good 
information is crucial in deciphering mediators between socio-economic status and 
child health, and in deciding on the most effective preventive and curative strategies. In 
attempting to contribute to this information, this research has employed causal 
diagram-based approaches that combine a priori causal assumptions, expressed 
graphically and in qualitative terms, with quantitative data and a variety of statistical 
approaches. 
Yet, conducting such research in developing countries entails an array of challenges 
and involves "messy considerations such as context, culture, history and socio- 
economic status, all of which strongly influence health" (Pearce 2007). Part A of this 
chapter assesses how limited data availability, sub-optimal data quality and 
measurement as well as conceptual uncertainty impact on reliability and causal 
inference. It also explores how some of these limitations could be overcome through 
change diagrams and intervention studies. Part B summarises key findings, reviews 
their generalisability and discusses implications for public health action. 
A. METHODOLOGY 
8.1 Data quality and uncertainty due to measurement 
8.1.1 Data availability 
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Studying the inter-linkages between socio-economic determinants, proximal health 
risks and child health outcomes necessitates good-quality information on all three 
domains that is, at least to some extent, comparable across countries. Most African 
countries and many developing countries on other continents lack reliable information 
on health. Vital registration systems to record births and deaths are either non-existent 
or do not reach the whole population, and - with the exception of selected disease- 
specific programmes - health surveillance is limited (Setel et aL 2007; Mahapatra et aL 
2007). Even if hospitals and primary healthcare facilities routinely recorded the 
occurrence of diseases and underlying risk factors, the information could not be treated 
as representative as a large proportion of the population does not have access to or 
seek healthcare. 
Since the 1980s, different household surveys have been initiated to fill some of the 
above data gaps. Four large-scale nationally representative and comparable surveys 
merit particular attention. The Living Standard Measurement Study (LSMS), conducted 
by the World Bank, was set up to improve the quality of household survey data by 
producing and analysing policy-relevant data; it includes detailed information on the 
socio-economic status of households but lacks information on health and proximal risk 
factors. The DHS, financed by the United States Agency for International Development 
and currently implemented by ORC Macro, are particularly concerned with fertility 
patterns, maternal and child health. The Multiple Indicator Cluster Survey (MICS), 
conducted by UNICEF on a five-year basis, monitors the living situation and health of 
women and children through a survey instrument that is almost identical to that of the 
DHS. The last round of MICS, which included several questions on cooking practices 
for the first time, was conducted in 2005 in more than 50 countries but the data have 
not yet been released into the public domain. The WHS, developed by the WHO with 
the primary goal of assessing the performance of health systems, collects detailed 
information about health-relevant lifestyle factors and environmental risks. ,- 
DHS and WHS are large-scale surveys that have been conducted in much of the 
developing world with the aim to provide nationally representative data on health. Data 
are in the public domain and thus easily accessible. Therefore, these two surveys 
emerge as the obvious choices in the quest for internationally comparable data of 
sufficiently large sample sizes. Nevertheless, neither of the two surveys was designed 
to address the broad questions, asked as part of this research and, as discussed in 
section 3.1, the availability of relevant information is limited. 
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8.1.2 Survey design and national representativeness 
The DHS dataset used for this analysis includes women of reproductive age and all of 
their offspring, based on a sample that is intended to be representative at the national 
as well as provincial level. Repeated calls back, where necessary, ensure high 
response rates of above 90% in most countries (section 3.1.1). The DHS is therefore 
characterised by large sample sizes, a robust sampling design and high response 
rates, which limit selection bias. 
The WHS dataset is similarly based on women of reproductive age and up to eight 
offspring but cannot be considered nationally representative (section 3.1.2). WHS child 
mortality rates are much lower than published WHO or United Nations indicators. 
Despite high response rates, a truncated birth history and more complete recall of 
information about living children compared to dead children are likely to introduce 
selection bias (section 3.1.3). Therefore, the circumstances of dead children in the 
sample may not be comparable with those of living children; the survey and sampling 
strategy are considered rather weak. 
In addition, it is worth asking who is represented by so-called nationally representative 
household surveys (Mulholland 2007). The DHS and WHS sampling strategies build on 
enumeration areas of the most recently completed population census. Therefore, 
people living in a permanent and legally recognised household will be included 
whereas migrants, homeless people or families living in informal settlements will be 
excluded. Moreover, in most developing countries a census only takes place every ten 
years if at all (Okonjo-lweala & Osafa-Kwaako 2007). In view of constant demographic 
changes in the African population, including population growth due to high fertility, a 
changing age structure due to the HIV/AIDS epidemic, intra-country migration and 
emigration as well as rapid urbanisation and the spread of slums, a ten-year-old 
sampling frame may not be representative of the current situation. 
It is therefore more transparent to refer to DHS datasets as nationally representative of 
settled populations. As the DHS sample excludes slum dwellers and recent migrants, it 
is likely to be more privileged than the general population. Given the problematic child 
mortality data, the WHS data may not even constitute a random sample. 
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8.1.3 Measurement error and measurement bias 
"The first step facing an epidemiologist ( ... ) is to specify the conceptual "true" 
exposure. The answer will often be less than obvious since, in one sense, every 
measure is a surrogate for a more proximal cause of disease. ( ... ) Even when a 
specific step in the causal sequence of events is selected as the "true" exposure, the 
dimension of time will usually need to be considered since most epidemiologic 
exposures fluctuate and/or drift within persons" (Willett 1989). This section is 
concerned with the distinction between the concept behind different aspects of socio- 
economic status, exposure, vulnerability and health, and the metrics employed to 
assess this concept in international household surveys. 
Measures of socid-economic status 
Measures of socio-economic status characterise a person "as an agent in society" 
(Saracci 2007) by defining his or her role with respect to profession, education or 
material circumstances. In the following, the different measures of socio-economic 
status employed by this research are discussed, comparing the underlying concept 
(section 2.1.3) with the DHS and WHS variables, and reviewing temporal aspects as 
well as reliability. 
Education shapes occupational opportunities and earning potential, an interpretation 
which is utilised with respect to the inter-linkages between different dimensions of 
socio-economic status. Indeed, as noted by Blane (2006), education "is not a direct 
measure of location within the class structure or the status hierarchy; rather it is one 
mechanism by which individuals gain access to such locations". In addition, education 
has a second role by influencing knowledge and life skills. These ensure health-related 
information and resources to be accessed (Adler & Newman 2002), and are likely to be 
critical in mediating a direct effect of education on proximal risk factors and child health 
outcomes. 
DHS and WHS both measure maternal and paternal educational attainment through 
school attendance. This variable classifies respondents into categories of a standard 
school system, independent of the quality of education received and ignoring a lifelong 
development of skills through less formal ways of learning. Educational attainment is 
defined early in life and tends to be constant throughout the life course. Distinctions 
between different educational categories are relatively crude: for example, an individual 
who attended school for less than a year is classified in the same way as an individual 
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that completed four or six years of primary school. Measurement error is, however, 
likely to be limited as broad categories of school attendance are expected to be robust 
to recall bias. 
Wealth describes economic resources and material circumstances, which facilitate 
access to a variety of services, including better housing, nutrition and healthcare. 
Consequently, wealth is expected to play a key role with respect to all or most proximal 
health determinants. 
Information on different household assets in DHS and WHS is combined into an 
electric goods index, a shelter index and a mobility index to represent three dimensions 
of wealth. In addition, the WHS includes a wealth index, which incorporates 20 different 
household possessions in a single measure. More recently established households - 
whether due to migration from rural to urban areas or following a recent marriage - are 
likely to score lower on these assets but, otherwise, ownership of electric appliances, 
the quality of the dwelling construction materials and ownership of different means of 
transport are likely to be relatively stable over the period of time covered by this 
research. The three household asset indices, as well as the wealth index, represent a 
crude approximation of actual wealth; on the one hand, because they are based on no 
more than a handful of variables and, on the other hand, because critical household 
economic resources, such as tenure of the building, land or livestock ownership and 
savings are not considered. Reliability of the actual measure employed, however, is 
expected to be good. 
Occupation describes a person's place in the societal hierarchy and is determined by 
personal skills, the availability of labour and, in many settings, access to social 
networks. A first relevant distinction is between working and not working for pay; a 
second distinction describes different occupational categories, which tend to be closely 
linked to income and material resources. While certain occupations carry greater health 
risks than others, this aspect has limited consequences in the context of childhood 
ALRI. 
To ensure comparability across countries and between DHS and WHS data, 
information on maternal and paternal professions is grouped into five occupational 
categories: i. e. not working, agriculture, manual labour, services and sales, and 
professional occupations. Whereas most studies assess the longest held occupation as 
a representative measure of adult socio-economic status, the WHS refers to a 
respondent's main occupation during the last twelve months. The DHS asks about a 
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woman's main occupation, preceded by a question on whether the respondent has 
done any paid work during the last 12 months. Stability in work arrangements is likely 
to vary substantially with respect to occupational categories (e. g. migrant agricultural 
workers versus professional civil servants) and geographical location. Precision is 
limited due to a crude assessment of working status that aggregates full-time, part-time 
and seasonal workers into the same five occupational categories. Regidor (2005) 
points out that such large occupational groups represent a measure of socio-economic 
status "with no theoretical basis that merely reflects the information available in each 
specific investigation". Reliability and comparability across countries and settings within 
a country are questionable as a person working in sales for a large international 
company in the capital may be located towards the top of the occupational hierarchy 
whereas a street vendor in a local town, also categorised as working in sales, may be 
located towards the bottom of that same hierarchy. 
In summary, the metrics employed by this research to assess education, wealth and 
occupation differ substantially from the underlying concept they are intended to 
represent. All three are imprecise by nature and, as illustrated above, there may be 
geographical bias in the occupation variable and, potentially, in the education variable. 
Embedding imperfect metrics; in a comprehensive framework will not make these 
metrics any more accurate, but the significance of each dimension of socio-economic 
status is less likely to be mis- or over-interpreted. Including multiple measures of socio- 
economic status therefore reduces the chances that the effect ascribed to one measure 
(e. g. wealth) includes the effects of the -other two measures (e. g. maternal education, 
occupation). 
Measures of exposure and vulnerability 
Many different proximal health determinants played a part in this research, and 
measurement problems could be considered for each of malnutrition, low birthweight, 
vaccination, overcrowding, solid fuel use and breastfeeding in turn. To a certain extent, 
this was done in chapters 4 and 5, and this section will therefore focus on solid fuel use 
for cooking as the exposure variable that has received the greatest attention 
throughout. 
In the absence of a more direct measure of exposure to indoor air pollution, solid fuel 
use for cooking is used as a proxy indicator. As a binary measure, it only distinguishes 
between solid fuels, such as dung, wood, charcoal and coal, and cleaner fuels, such as 
kerosene, gas, blogas or electricity, without taking into account specific fuel types. A 
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child's exposure is determined by levels of pollution and duration of exposure, yet the 
DHS does not provide any information on combustion characteristics or the location of 
the child in relation to the fire. For example, some mothers regularly carry their 
youngest child, who may be as old as five years, on their back while cooking 
(Armstrong & Campbell 1991). Even in the WHS, where several different stove types 
and cooking locations are distinguished, metrics provide a poor estimate of exposure. 
In addition, because of multiple environmental deprivation, different environmental 
factors are often inter-related (section 7.2.4). 
As discussed in section 2.2.2, homes in many developing countries use multiple fuels 
and multiple stoves. DHS and WHS only reflect the main type of cooking fuel: a 
household that meets 100% of its cooking needs through solid fuels is classified in the 
same way as a household that cooks with wood but uses kerosene or LPG to prepare 
tea and boil rice. This is likely to result in systematic measurement error, where 
exposure to solid fuel use is overestimated among solid fuel users but underestimated 
among cleaner fuel users. 
Cross-sectional data only provide one exposure state for each individual (Kaufman & 
Cooper 1999). Recall bias is unlikely to be a major problem with respect to cooking and 
heating practices but the assumption that household energy practices are stable over a 
ten-year period does not necessarily hold true. In post-war or civil conflict and natural 
disaster situations, during a political or energy crisis and with rising petroleum prices 
people who previously met parts or all of their household energy needs through cleaner 
fuels might be constrained to fall back on cheaper and more easily available solid fuels. 
Classification of past fuel use based on current practices will result in an 
underestimation of the true use of cleaner fuels. This type of exposure misclassification 
is likely to occur in Africa, in particular in countries such as Zimbabwe where the 
economic situation has deteriorated drastically over the last few years. 
The assumption of stability is also not justified in countries where a concerted 
government effort has resulted in a large increase in the supply of cleaner fuels or 
improved stoves. In this case, the current use of cleaner fuels is not representative of 
past use of solid fuels. This type of exposure misclassification could be a problem in 
Brazil, where the government introduced a large-scale subsidy scheme on LPG, and 
China, where a national programme provided improved wood-burning stoves to more 
than 200 million households (Sinton et al. 2004). In Africa, little is known about large- 
scale efforts to improve access to household energy, and this type of exposure 
misclassification is unlikely to play a significant role. 
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Large random error due to an imprecise exposure measure will bias the impact of solid 
fuel use on ALRI mortality towards the null. The different types of systematic error 
discussed above are also expected to underestimate the true strength of the 
relationship between exposure and health outcome. Similarly, systematic and random 
error will underestimate the impact of different socio-economic status variables on solid 
fuel use. 
Health outcome measures 
As discussed in detail in section 4.2.1, questionnaire-based assessment of the 
prevalence of respiratory symptoms among children through household surveys cannot 
distinguish between life-threatening ALRI and usually harmless AURL Because of 
insufficient data quality, this research had to abandon its goal to investigate the impact 
of proximal and distal risk factors on ALRI morbidity using DHS data. The WHS, on the 
other hand, provides a rare opportunity to study cause-specific child mortality. 
Child mortality, even if far too frequent from a global public health point of view, is a 
sufficiently rare outcome to require long recall periods. Children born during the last ten 
years were included in this analysis and, as seen in chapter 7, the number of deaths 
was sufficient for examining the impact of most relevant cooking practices, but the 
analysis was underpowered to study the impact of heating and potential differences 
between urban and rural areas. Ten years is likely to result in difficulties with recalling 
information as is illustrated, for example, by the large number of missing values for a 
child's age at death. A long recall period makes the reliability of reported symptoms 
questionable. Normally, a verbal autopsy to determine the cause of death is conducted 
as an interview with the child's mother or caregiver shortly after death (Garenne & 
Fontaine 1986). It usually draws on closed questions as well as open-ended questions, 
which are subsequently interpreted by a trained expert. The WHS questionnaire 
includes elements of a verbal autopsy but the, interview may take place up to ten years 
after a child's death and cannot draw on open-ended questions to clarify contradictory 
information. 
Even standardised verbal autopsy tools are not without flaws (Garenne & Fauveau 
2006). A validation study in Kenya, which compared a consensus cause-of-death 
based on the interpretation of verbal autopsies by two doctors with a hospital diagnosis 
found a sensitivity of 28% and a specificity of 91% (Snow et aL 1992). In North West 
Namibia, where pneumonia accounted for 27% of the 135 child deaths recorded in 
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three rural hospitals, an algorithm based on cough plus difficulty breathing or fast 
breathing resulted in a sensitivity of 72% and a specificity of 64% when compared with 
the underlying medical diagnosis (Mobley et aL 1996). An algorithm based on cough, 
on the other hand, resulted in 78% sensitivity and 55% specificity. The addition of other 
questions relating to cough or dyspnoea duration had little effect on specificity but 
resulted in a drop in sensitivity. In Uganda, a validation study of the WHO standard 
verbal autopsy tool against a positive chest X-ray for pneumonia revealed a sensitivity 
of 77% and a specificity of 37% for an algorithm based on cough or difficult breathing 
plus fast breathing or chest indrawing (WHO 1999b). In the light of these validation 
studies, the ALRI mortality definition used in this analysis is at best characterised by 
moderate sensitivity and specificity. Compounded by recall problems it may well not 
achieve sensitivities and specificities as high as those documented above. 
Yet, two findings lend support to the definition of cough plus rapid breathing or chest 
indrawing as a valid measure of ALRI mortality. Being responsible for just under 15% of 
child deaths in the WHS sample, this definition neither represents an overestimate of 
the contribution of ALRI to total child deaths nor does it represent a gross 
underestimate. More importantly, the sensitivity analysis in section 7.2.4 documents a 
steady increase in unadjusted and adjusted hazard ratios with increasing specificity of 
the outcome, accompanied by wider confidence intervals as a consequence of smaller 
sample sizes. 
As a child's airways develop, the risk of acute infections of the lower respiratory tract 
gradually decreases. Consequently, it is important to compare ALRI mortality rates for 
different age groups, and to examine whether the impact of household energy practices 
varies with age. 
Moreover, the incidence of ALRI displays strong seasonality: for example, a study 
conducted in a malaria-endemic area of Burkina Faso reports ALRI mortality rates per 
1000 child years of 0.58 (0.1-1.3) during the rainy season and 2.01 (1.1-3.1) during the 
dry season (Hammer et aL 2006). Similarly, fuel use, cooking practices and the need 
for heating vary with season. It would be interesting to examine whether seasonal 
differences exist with respect to the relationship between solid fuel use and ALRI 
mortality. Different climates in countries located North and South of the equator would 
add to the challenge of conducting a meaningful analysis. 
Unfortunately, the WHS lacks information on seasonal household energy practices, 
and sample sizes do not allow differences between age groups or seasons to be 
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studied. Overall, the effect of age and season is likely to average out over the 1 0-year 
period employed in the present analysis. 
8.1.4 Implications for data quality 
Cross-sectional studies provide a snapshot of the population at a particular point in 
time, and constitute a useful design for the study of multiple exposures and 
determinants (Bonita, Beaglehole & Kjellstrbm 2006). Cross-sectional surveys, such as 
the DHS and WHS, critically rely on an appropriate survey design and a good response 
rate to limit selection bias. Large sample sizes reduce random error. As socio- 
economic factors, proximal health risks and health outcomes are measured at the 
same time, a temporal sequence of events cannot be established with certainty, which 
may favour reverse causation to be mistaken for causation. 
Philipps (2003) urges researchers to consider systematically how a causal relation 
transforms into data (Figure 8.1). Study design, an appropriate sampling strategy and 
sample size and how these impact random sampling error and selection bias were 
discussed in section 8.1.2. The reliability of the data collection instruments and their 
influence on measurement error and measurement bias provided the basis for section 
8.1.3. Taking both into consideration, suggests that results derived from DHS data 
have moderate reliability whereas those derived from WHS data have questionable 
reliability. 
Figure 8.1: Generation of observed data from an observational study (adapted from 
Philipps 2003) 
True causal 
relationship 
True values 
for actual 
population 
Confounding Random 
sampling error 
selection bias 
Observed 
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This research can, however, draw on an additional strength which relates to the first 
element of Figure 8.1, i. e. the treatment of confounding. As discussed in section 8.2, a 
causal diagram-based approach may lend more weight to evidence from cross- 
sectional data than a traditional epidemiological approach by minimising the scope for 
unobserved confounding, making judgements a priori rather than a posteriori and 
explicitly considering reverse causation. 
What would an ideal cross-sectional dataset for studying the inter-relationships 
between socio-economic factors, proximal health determinants and ALRI morbidity and 
mortality among African children look like? 
> Sampling strategy. In order to maximise national representativeness, an ideal 
cross-sectional survey would build on the most recent census or household survey 
sampling frame available. In addition, it would include random samples in slum 
populations and other marginalised communities. 
> Child morbidity. A reliable questionnaire-based assessment of ALRI morbidity 
among children under five is not feasible. A physician-based assessment of 
childhood pneumonia accompanying the household survey could be envisaged but 
would entail substantial cost. A more, realistic improvement should include 
questions about whether and where healthcare is sought with respect to respiratory 
symptoms and what kind of treatment isýreceived at what cost. 
> Child mortality., An assessment of child mortality should include a distinction of 
causes of death, using standardised verbal autopsy tools similar to the ones 
employed in the WHS. To obtain a better estimate of whether child deaths have 
been captured accurately, a sub-sample of households would need to be re- 
interviewed. 
> Socio-economic variables: Overall, the quality of education and wealth variables in 
DHS and WHS is adequate, even if wealth could be assessed more accurately by 
increasing the number of household assets in the survey. A more informative set of 
occupational categories may need to be considered, based on research conducted 
in African countries. 
> Proximal health risks: An ideal cross-sectional dataset should capture as much 
information on proximal health determinants as possible. On the one hand, 
additional risk factors, such as HIV status and the intake of zinc and other 
micronutrients, would need to be included. On the other hand, the measurement of 
several existing exposures and vulnerabilities, such as vaccination status, would 
need to be improved as much as possible. With respect to indoor air pollution, as a 
minimum the survey should assess multiple fuel use, stove type, cooking location 
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and the child's location during cooking as accurately as possible. In a sub-set of 
households, indoor air pollution could be monitored. 
> Contextual factors: Geo-coding as a means of assessing unstructured versus 
spatial variation between communities could be accompanied by information on 
community-level socio-economic variables and infrastructure, in particular primary 
healthcare centres, hospitals and traditional healers. 
Their snapshot nature will always be a major limitation of cross-sectional data that even 
an ideal dataset cannot overcome. Therefore, as discussed in section 8.2.5, a serious 
attempt to elucidate relationships between distal and proximal risk factors and their 
joint impact on children's health will need to consider changes over time. 
8.2 Causal diagrams and conceptual uncertainty 
Pearl (2000), in the preface to his recent book on causality takes "causal relationships 
to be the fundamental building blocks both of 1 physical reality and of human 
understanding of that reality" and regards "probabilistic relationships as but the surface 
phenomena of the causal machinery that underlies and propels our understanding of 
the world. " This section is concerned with causation and causal inference as a central 
theme in epidemiology, and analyses the advantages and drawbacks of a causal 
diagram-based approach. 
8.2.1 Why causal diagrams? - 
Much of epidemiological research is concerned with the investigation of the impact of a 
specific risk factor on a specific health outcome. Such analyses draw their rigour and 
validity from the appropriate identification of and statistical control for confounders. 
Causal inference is based on the adjusted causal parameter (e. g. relative risk or odds 
ratio) as an estimate of the effect that would have occurred if the two groups had 
equivalent distribution of covariates (Kaufman & Cooper 1999). in an observational 
study, however, every pair of measured variables may have an unmeasured common 
cause, and thus there is always some uncontrolled confounding (Robins 2001). For 
example, Kaufman and Cooper (1999) highlight the difficulties with appropriate 
adjustment for confounders when the impact of race on disease is studied and 
conclude that a logical counterfactual state does not exist. "On a philosophical level, 
( ... )a Black person who is not Black cannot be the same person. ( ... ) On a practical 
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level, what finite set of covariates X are identifiable that could logically make Blacks 
and Whites interchangeable" (Kaufman & Cooper 1999)? 
Causal diagrams, when first introduced into epidemiology in the late-1990s, served as 
a formal and convenient tool for identifying and assessing confounders (Greenland, 
Pearl & Robins 1999; Robins 2001). Here, the use of causal diagrams goes beyond the 
role originally assigned to them with regard to a single link between a risk factor and 
health outcome. In line with the notion that "modern epidemiology often seems more 
concerned with intricately modelling complex relationships among risk factors than with 
understanding their origins and implications for public health" (Krieger 1994), this 
research is not only interested in upstream socio-economic inter-relationships as an 
adjunct to the investigation of a downstream link but considers these inter-relationships 
in their own right. In the context of such a whole-system approach, the use of causal 
diagrams can shed light on two important questions. The first question is of an 
epidemiological nature and relates to mediation: i. e. how much of the effect of a socio- 
economic variable on a health outcome of interest is explained by one of several 
possible pathways or even a single intermediate variable? The second question is of 
direct practical relevance to public health: i. e. where are distal and proximal entry- 
points for interventions, and which of them are likely to have the greatest impact on 
reducing soclo-economic inequalities in health outcomes? 
Several strengths of causal diagrams allow these questions to be tackled: 
> Comprehensiveness: Causal diagrams adopt a systems perspective by assigning 
equal weight to distal and proximal influences on health and explicitly considering 
their interactions through multiple pathways. 
> Systematisation: Causal diagrams go beyond structured thinking. They represent a 
notational system complementary to the standard mathematical language of 
algebraic equations. They are thus not used "only as a passive language to 
communicate assumptions but also as an active computational device through 
which the desired quantities are derived" (Pearl 2000). 
> Modularity'. A complex model, made up of many different linkages, can be broken 
down into a series of testable hypotheses. Decomposing "large distribution 
functions into several small distributions - each involving a small sub-set of 
variables - and then to piece them together coherently" (Pearl 2000) allows causal 
diagrams to answer questions of global nature. 
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> Flexibility. Causal diagrams do not require distributional or mathematical 
assumptions to be made. They can accommodate binary, categorical or continuous 
variables, and the relationships between them can adopt any shape. 
> Accommodation: Qualitative and quantitative evidence, derived from many different 
types of study design, can be integrated into, a single overarching framework. 
> Transparency The construction of causal diagrams makes assumptions about 
inter-relationships between multiple risk factors and the health outcome of interest 
explicit. The testing of causal diagrams follows assessment processes and criteria 
that are clearly described. 
Yet, causal diagrams also show a number of weaknesses: 
> Non-uniqueness: Causal diagrams rely on researcher judgement, in particular with 
respect to the identification of the information that feeds into their construction 
(Pearl 2000). Consequently, a causal diagram addressing a specific issue will be 
constructed differently by different researchers. 
Acyclic nature: In acyclic causal diagrams, the dependence of one variable can be 
specified in terms of other variables, analogous to regression (Best & Green 2005); 
this is no longer possible when feedback loops are included. Consequently, the 
applicability of acyclic causal diagrams is limited to relatively short time periods - 
they cannot accommodate the full life course. 
The following two sections are dedicated to two conceptual aspects at the core of a 
causal diagram-based approach: i. e. the method for inferring causation and the 
influence of researcher judgement. 
8.2.2 Causal inference 
As already hinted at above, the distinction between an association and a causal 
association is fundamental in epidemiology although not everyone agrees that the 
labelling of an association as "causal" is essential. Lipton and Odegaard (2005) argue 
that "the process of examining exposures and outcomes is the important factor, in 
service to prediction and intervention, not an illusory ability to identify and articulate 
apparently more fundamental causal connections. " Drawing on the work of the 18 th 
century Scottish philosopher David Hume, who pointed out that causal connections 
cannot be empirically observed or objectively proven but need to be induced logically, 
they claim that an absolute level of certainty is unattainable, and that pursuing it has no 
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practical value if a rigorously conducted analysis tells a convincing story. Pearl (2000) 
disagrees fundamentally and sees "no greater impediment to scientific progress than 
the prevailing practice of focusing all of our mathematical resources on probabilistic 
and statistical inferences while leaving causal considerations at the mercy of intuition 
and good judgement". Similarly, Parascandola and Weed (2001) contend that 
causation is an essential concept in epidemiology and, based on a review of five 
different concepts of causation, put forward a counterfactually-based probabilistic 
definition of causation. 
In principle, two approaches can be pursued for assessing causality. The first and most 
widely used is to investigate a statistically significant relationship using the Bradford Hill 
viewpoints (Hill 1965) or a similar approach. The considerations strength, consistency, 
specificity, temporality, biological gradient, plausibility, coherence, experiment and 
analogy are described in detail elsewhere (Bonita, Beaglehole, & Kjellstrbm 2006; Hill 
1965; Lucas & McMichael 2005). They were intended as an "aid to thought" (Doll 2002) 
in the interpretation of an association as causal but, owing to their checklist nature, 
they have often been misapplied as a set of rules and misinterpreted as "arbiters of 
reality" (Lucas & McMichael 2005). Indeed, with the exception of temporality (i. e. an 
exposure must precede the outcome for an association to be causal) none of the nine 
Bradford Hill viewpoints applies without exception. The Bradford Hill method, designed 
to infer simple, relatively directly-acting causality, represented the first systematic 
attempt to examine causality in the discipline of epidemiology. It may, however, be less 
suitable to complex' interactions between multiple distal and proximal causes. 
Moreover, several considerations heavily rely on the properties of the statistical 
association itself but do not specifically analyse the reasons for spurious associations, 
which logically can result only from confounding, reverse causation or random error. 
Causal diagram-based approaches represent the second and less mainstream 
approach for causal inference. 'All relevant causal relationships are specified in 
advance. In doing so, the strongly hypothesis-d riven method directly considers all 
issues that could interfere with a causal relationship and thereby attempts to limit the 
chance that an association could be spurious. As discussed in section 4.1.2, 
confounding as the origin of a statistically significant association can be rejected if all 
relationships between upstream and downstream variables are correctly specified. Yet 
it is difficult to do justice to the claim that all possible confounders and relevant 
variables were included. Moreover, even a Well-conceived causal diagram cannot help 
with the assessment of confounders that are either not measured at all or badly 
measured. Rejecting reverse causation as the process for bringing about a statistically 
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significant association depends on the applicable timeframe. In the case of child health 
outcomes, the analysis addresses relatively short periods of time, ranging from weeks 
to a few years. In the case of chronic health outcomes among adults, reverse causation 
is likely to play a more important role and will need to be assessed carefully. 
8.2.3 Researcher judgement 
The a priori construction of a conceptual causal diagram is subjective: the causal 
diagram to be tested represents the researcher's view of reality based on a careful 
consideration of all relevant links. "The more complete the "causal" argument is in 
regard to alternative hypotheses, the better - i. e. more causal - the model" (Lipton & 
Odegaard 2005). Therefore, researchers "should always seek highly sceptical subject- 
matter experts to elaborate the alternative causal theories needed to help keep us from 
being fooled by non-causal associations" (Robins 2001). 
The more common inductive approach relies on researcher judgement after completion 
of the analysis, and the Bradford Hill viewpoints or related considerations are employed 
to limit bias. Critical aspects of such post hoc interpretation are typically relegated to 
the discussion and do not tend to form an intrinsic part of the research. The causal 
diagram-based method, on the other hand, follows a deductive approach. Judgements 
are made a priori, uninfluenced by the data; changes made following the analysis must 
be explicitly stated and justified. In this research, the starting point was a complex 
interaction between multiple socio-economic and proximal determinants of ALRI 
morbidity and mortality among children; solid fuel use was postulated to be one of the 
underlying causes but was assigned no more or less weight than malnutrition, low 
birthweight or overcrowding. Where judgements are made prior to the analysis, as they 
are not usually influenced by random fluctuations in the data or the need to, "prove" a 
certain hypothesis, bias is expected to be relatively limited. Where judgements are 
made a posteriori, it may be easier to ignore or dismiss inconvenient findings. This can 
lead to publication bias, when reporting focuses on a sub-set of results that lends 
support towards a plausible hypothesis but may only reflect random error. 
Researcher judgement also plays a critical role in assessing the degree of evidence in 
support of a given link (chapter 4) and in deciding whether relationships demonstrated 
in one country or setting also apply in other countries or settings (chapter 5). Therefore, 
the resultant African causal diagram is not unique. Indeed, different trades-off between 
parsimony and completeness may produce very different African causal diagrams, and 
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bias in the researcher's choice of one approach versus another cannot be excluded. 
The rationale for removing arrows for some relationships and including generally 
applicable or setting-specific arrows for others is, however, transparent, inviting other 
researchers to scrutinise and improve the process. 
8.2.4 Specific limitations of the present analysis 
The limitations outlined above apply to causal diagram-based approaches in general. 
This section is dedicated to the specific influence of these and other limitations on the 
present analysis. 
Reverse causation 
Cross-sectional data do not allow a temporal sequence to be established with certainty. 
Therefore, it is critical to consider explicitly the potential influence of reverse causation. 
As pointed out in section 4.1.2, reverse causation was only considered plausible with 
respect to two specific relationships. 
Increased earnings through paternal and maternal employment were hypothesised to 
increase household wealth but, similarly, household wealth may influence a woman's 
decision to work or not to work. Fortunately, in this case, the direction of the 
relationship (i. e. higher occupational status among women is associated with greater 
wealth) allows reverse causation to be rejected as an important explanation on a 
population-wide basis, although it is likely to operate among'selected more wealthy and 
probably urban families. The relationship between nutritional status and childhood 
illness is more contentious but could not be investigated further as part of this research 
due to lack of information about past episodes of diarrhoea, malaria and other 
diseases. On the one hand, poor nutritional status will make a child more vulnerable to 
infections and disease complications. On the other hand, a sick child will have less 
appetite and, especially in the case of diarrhoea, become malnourished. 
Reverse causation may also operate over longer periods of time and even across 
generations. For example, poor families tend to have many children and, consequently, 
many mouths must be fed. It is not clear whether poverty is the cause of high fertility or 
whether high fertility is the cause of poverty. A similar case could be made for the link 
between wealth and education: illiteracy limits occupational opportunities and earning 
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potential but coming from a poor family and having to work from an early age reduces a 
child's chances to attend school and obtain an education. 
Static nature and feedback loops 
Feedback loops were considered of little importance in the context of the cross- 
sectional nature of the present analysis (section 4.1-1). This assumption, however, 
ignores that many observed variables (e. g. wealth, stunting) or relationships between 
variables (e. g. wealth and education) may be the result of longer-term feedback 
processes. Causal diagrams can, in principle, accommodate feedback loops but this 
research has not considered them as their impact could not have been measured in the 
context of cross-sectional data. 
Positive feedback loops are likely to connect several aspects of the causal diagram 
over varying periods of time. For example, household poverty increases the risk of 
ALRI morbidity among children. Looking after a sick child not only requires a time 
investment on behalf of the mother or caregiver, which may impact on earning capacity 
during the period of illness, but often also incurs direct medical expenses. Both aspects 
further diminish scarce resources in the short term and may even cause a household to 
fall into debt, thereby continuing the vicious cycle of poverty and ill health. Similarly, a 
child's poor nutritional status is known to affect school attendance and learning 
capacities. Therefore, over the life-course, malnutrition is likely to lead to lower 
educational attainment and, consequently, more limited knowledge and skills. Lower 
maternal and paternal education and related wealth, in turn, are likely to impact on the 
nutritional status of the next generation of children thereby self-amplifying the 
relationship between malnutrition and education. 
Negative feedback loops can also be envisaged. Anecdotal evidence from the 
highlands of Guatemala suggests that poor women usually only take their child to 
hospital when the child is so severely ill that it can no longer be rescued. As a result, 
women associate hospital attendance with child mortality (Nigel Bruce, University of 
Liverpool, personal communication). Where a functional healthcare centre or hospital 
exists and women are encouraged to seek care earlier, mortality could be prevented. 
The caregiver's witnessing the child's cure could encourage earlier care-seeking in the 
future, thereby further reducing child mortality in the community. Possibly the most 
significant type of negative feedback is risk compensation, a behavioural response to 
an environmental exposure (Joffe & Mindell 2006). For example, a less smoky 
environment following the purchase of an improved stove may induce children and 
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other family members to spend more time indoors, which reduces the effectiveness of 
the intervention. The finding that concentrations of particulate matter or CO decrease 
more than personal exposure to the same pollutants suggests that risk compensation 
may operate in the context of interventions to reduce indoor air pollution (section 8.5). 
Insufficient consideration of confounders 
As stated above, confounding as the origin of a statistically significant association can 
be rejected if all relationships between 'upstream and downstream variables are 
considered (section 8.2.2). The a priori conceptual causal diagram in Figure 4.1 
attempted to identify all possible pathways leading from low socio-economic status to 
ALRI morbidity and mortality but many of the relevant pathway variables could not be 
measured in a meaningful way using DHS data. With respect to ALRI risks, neither 
environmental tobacco smoke nor outdoor air pollution could be assessed, and the 
information available on handwashing was insufficient for deriving a reliable proxy. 
Similarly, none of the variables related to a child's access to effective healthcare are 
available as part of the DHS. In addition, unmeasured contextual factors related to 
ethnicity or local environmental and economic circumstances are likely to have a direct 
impact on socio-economic status variables as well as proximal health determinants. 
Consequently, the relationships between such variables are inherently confounded and 
it is difficult to imagine how a limited range of variables could serve to adjust in an 
appropriate way for concepts as complex as culture. 
With respect to the present research, the causal diagram was broken down into its 
constituent parts and a series of ten specific hypotheses and associated statistical 
analyses. The reverse process, to assemble the different modular parts into a series of 
pathways, was only completed for a single pathway: i. e. the link between socio- 
economic status, solid fuel use and'ALRI mortality using WHS data (chapter 7). In this 
latter case, the treatment of socio-economic confounding is considered reasonable, 
given the detailed analyses of the links between wealth, maternal education, paternal 
education and solid fuel use in chapters 4 and 5, and keeping in mind the limitations in 
the measurement of variables (section 8.1.3). Variables related to other critical 
pathways, however, could not be included in the survival analysis, either due to lack of 
availability (e. g. malnutrition) or a very poor measure (e. g. overcrowding). Similarly, 
contextual factors, such as temperature and humidity, may impact on both the 
availability of different fuels and the incidence of ALRI in a given setting, resulting in 
residual confounding of the relationship between solid fuel use and ALRI mortality. 
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Cross-sectional data 
Several of the limitations of the present analysis are a direct consequence of the nature 
of international survey data. A detailed analysis of study design, sampling strategy and 
measurement of outcome and explanatory variables suggests that findings derived 
from DHS data could be considered moderately reliable, whereas those derived from 
WHS data are of questionable reliability (section 8.1.4). Independent of data quality, a 
cross-sectional study design is always considered weak with respect to causal 
inference, in particular, because a temporal sequence of events cannot be established 
and reverse causation cannot be excluded with certainty. Grimes and Schulz (2002) 
warn that the interpretation of results can overstep cross-sectional data: "a dangerous 
pitfall might be that the investigators draw causal inferences when none is possible". 
Nevertheless, the African causal diagram represents a reduced but plausible "version 
of reality" based on state-of-the-art knowledge and currently available data (Joffe & 
Mindell 2006). Our understanding of such a complex system will need to be revised 
over time based on more refined judgements and empirical testing using a variety of 
data sources in different settings. This research represents but the first of several 
iterations required for conclusions to be drawn regarding the links between socio- 
economic factors, proximal health determinants and ALRI morbidity and mortality. 
Directly considering change in causal diagram-based approaches will be a critical step 
towards advancing our knowledge. 
8.2.5 Incorporating change 
In principle, causal diagrams can naturally accommodate change. Their flexibility to 
account for and respond to change in the modelling makes causal diagrams "oracles 
for interventions" (Pearl 2000). Consequently, a causal diagram-based approach 
becomes all the more powerful once the time element is included. Feedback loops can 
also be incorporated but, as mentioned in section 8.2.1, cyclic causal diagrams can no 
longer be broken down into their modular parts. This problem can, however, be 
overcome by translating cyclic graphs into a series of acyclic graphs that represent 
snapshots of the relationships between different variables at different points in time 
(Greenland, Pearl & Robins 1999). 
Change diagrams or difference models tend to be more tractable than static diagrams, 
as only the elements that change must be explicitly considered (Joffe & Mindell 2006). 
305 
For health determinants and health outcomes, the diagram is now concerned with the 
change from one point or period in time to another. Change diagrams are also more 
interpretable as they address determinants of health that are amenable to intervention 
and therefore can relate directly to specific policies or programmes. Finally, such 
diagrams are also more "causal". For example, the healthy worker effect, where 
employment essentially selects for healthy people, makes it close to impossible to 
assess the impact of employment on health in an unbiased way. Following a factory 
closure, however, the impact of unemployment on health can be more readily 
investigated (Joffe & Mindell 2006). 
Change diagrams can even accommodate an additional level of complexity: i. e. 
population-level effects due to connections between exposed and unexposed or 
infectious and healthy individuals (Eisenberg et aL 2007; Koopman & Lynch 1999). At 
least one such population-level effect is relevant to the link between solid fuel use and 
ALRI morbidity. Individuals move between different micro-environments, such as their 
own home, their neighbours' home and the outdoor environment. None of these 
environments represents a tightly sealed compartment, even more so in developing 
countries, and pollution levels indoors naturally affect outdoor air quality and vice 
versa. Individuals are thus not only exposed to products of incomplete combustion from 
their own stove but also to those of their neighbours' stove. Improving a single stove in 
a village therefore only modifies one of several sources of exposure for its owner. 
In terms of study designs, intervention studies particularly lend themselves to an 
investigation of change. They provide the strongest evidence for causation by 
demonstrating that the removal of a given risk factor reduces disease while everything 
else is kept constant. 
Randomised controlled trials, the gold standard among epidemiological study designs, 
randomly allocate subjects in the study population to intervention and control groups. 
Such randomisation minimises selection bias and confounding, including potential 
unknown confounders. Randomised controlled trials have already been conducted for 
several interventions to reduce childhood pneumonia, including vaccinations against 
Haemophilus influenzae B (Mulholland et aL 1997) and Streptococcus pneumoniae 
(Grijalva et aL 2007), micronutrient supplementation with zinc (Bhandari et aL 2002; 
Brooks et aL 2005; Tielsch et aL 2007) and handwashing (Luby et aL 2005). Based on 
currently available evidence, it is high time to conduct randomised controlled trials of 
chimney stoves and nutritional interventions on ALRI incidence in Africa. An African 
intervention trial of a chimney stove could follow the study design and case-finding 
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strategy (Bruce et aL 2007) developed by the only randomised controlled trial 
conducted to date, which is surnmarised in section 8.5.1. 
Intervention trials provide a direct measure of the impact of a given preventive 
intervention on ALRI incidence, while keeping socio-economic status and all other risk 
factors constant. Therefore, they always take place under highly controlled and slightly 
unreal circumstances. As Kaufman and Cooper (1999) point out, the socio-econ0mic 
structure of society is never held constant as the exposure cannot be isolated from the 
mechanism of exposure assignment. Natural experiments, on the other hand, are not 
subject to these limitations. These may arise in the aftermath of natural or societal 
changes, such as the breakdown of the Soviet Union and its impact on the incidence of 
tuberculosis (Shkolnikov, McKee & Leon 2001), or as a result of the discovery of 
natural gas reserves and related increased local production and availability of LPG in 
Sudan (Practical Action 2007). Specific policy-induced changes may also lend 
themselves to study under natural conditions, for example, the impact of a change in 
fuel taxation on household expenditures and health outcomes. 
As Bravernan (2007) emphasises, "we need more studies testing the effectiveness and 
efficiency of different practical approaches that current knowledge supports as 
plausible and likely to be most promising. ( ... ) We need studies with large-scale 
multiple-component interventions affecting many people in diverse groups and diverse 
settings". "Epidemiology will only progress if it combines a detailed understanding of 
the ways through which the historical, economic and political constitution of how the 
world is influences the health of populations - and thus, the individuals within these 
populations - with the appropriate development of methodology and concepts to deal 
with this complexity" (Davey Smith 2001). Causal diagrams represent a powerful tool 
for organising complexity at individual and population levels, and constitute a useful 
basis for modelling the impact of different interventions on health outcomes. 
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B. FINDINGS AND THEIR IMPLICATIONS 
8.3 Key findings 
This research set out to investigate the inter-linkages between distal and proximal 
determinants of ALRI morbidity and mortality among children in sub-Saharan Africa. 
Due to the unavailability of reliable information on ALRI morbidity in DHS or WHS data, 
it has not been able to elucidate pathways that translate differences in socio-economic 
status into differential health outcomes fully. The availability of cause-specific child 
mortality in the WHS provided the basis for information on all three layers of the causal 
diagram to be assembled for a single pathway. Consequently, key findings of this 
research relate to the pathway that links socio-economic status, solid fuel use and 
cooking practices and ALRI mortality. In the following, insights in relation to (i) the link 
between socio-economic status and ALRI mortality, (ii) the relationship between socio- 
economic status and solid fuel use, (iii) the impact of contextual factors on solid fuel 
use practices, and (iv) solid fuel use and cooking practices as a risk factor for ALRI 
mortality are distilled and placed in the context of the relevant literature. 
8.3.1 Socio-economic gradients in ALRI mortality 
As documented in chapter 7, the risk of dying from ALRI during childhood varies 
between different socio-economic groups. In univariate models, the hazard ratio for 
children living in households of high wealth relative to those living in households of low 
wealth is 0.68 (0.46; 1.00); for children born to mothers with secondary or higher 
education compared with those without any education it is 0.65 (0.40; 1.06) (data not 
shown). In a bivariate model including both socio-economic variables, high wealth is 
associated with a hazard ratio of 0.75 (0.49; 1.14) and secondary/higher maternal 
education with 0.79 (0.47; 1.33) (Table 7.15). Surprisingly, most of the observed socio- 
economic gradients in ALRI mortality do not reach significance. 
This finding is consistent with a review of socio-economic gradients in childhood ALRI 
mortality in the literature. In Tanzania, Mtango et al. (1992) observe a protective odds 
ratio of 0.89 (no confidence interval given) among mothers with more than six years of 
schooling compared to those with less than six years. In rural Gambia, western 
education relative to no maternal education, and the highest composite socio-economic 
score relative to the lowest score also showed a protective effect but neither were 
statistically significant (de Francisco et al. 1993). The authors of this study suggest that 
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the absence of a strong socio-economic gradient in the risk of ALRI mortality may be 
due to the relatively homogeneous nature of the study population. 
Similarly, research conducted in a variety of developing country settings reveals 
consistent ALRI morbidity gradients in relation to household wealth or income (Johnson 
& Aderele 1992; Mahalanabis et al. 2002; Shah et al. 1994; Victora et aL 1994) 
although statistically significant differences have only been reported in a single case- 
control study in urban India (Mahalanabis et at 2002). Maternal education, on the other 
hand, shows a statistically significant association with ALRI morbidity in two Indian and 
one Brazilian study (Mahalanabis et al. 2002; Shah et al. 1994; Victora et al. 1994). 
Gradients are particularly stark in urban India, where children born to mothers with 6-10 
years of schooling and more than 10 years of schooling respectively show odds ratios 
of 0.29 (0.14; 0.57) and 0.08 (0.02; 0.29) (Mahalanabis et aL 2002). Two African ALRI 
morbidity studies, conducted in rural Gambia and Nigeria, observe lower ALRI rates 
among the offspring of more educated mothers but these differences are not 
statistically significant (Johnson & Aderele 1992; O'Dempsey et aL 1996). 
These findings suggest that socio-economic gradients in ALRI mortality may be less 
marked than those commonly observed with respect to all-cause child mortality 
(section 2.1.2). In this research, high wealth and secondary or higher education of the 
mother relative to low wealth and no education approximately halve the risk of all- 
cause child mortality during the first five years of life, and both relationships are 
statistically significant (section 7.2.2). It should also be noted that the observed socio- 
economic differences in cause-specific as well as all-cause child mortality are likely to 
be an underestimate of the true socio-economic differences qiven the limited 
representation of the very poor in international household surveys (section 8.1.2) and a 
truncated birth history and lower response rates among less educated population 
groups in the WHS (section 3.1.3). 
8.3.2 Influence of socio-econornic status on solid fuel use 
Wealth, maternal education and, to a lesser extent, paternal education are highly 
protective against solid fuel use in an analysis of DHS data for Benin, Ethiopia, Kenya 
and Namibia (chapters 4 and 5). The findings for maternal education and wealth were 
confirmed by an analysis of WHS data for Ethiopia, Kenya and Namibia; paternal 
education was not available as part of the WHS dataset (chapter 7). Subsequently, the 
modelling was repeated using a pooled WHS dataset of sixteen countries, further 
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strengthening the at least partly independent roles played by maternal education and 
wealth in structuring solid fuel use in sub-Saharan Africa. Replacing household asset 
indices with a continuous wealth measure or wealth quintiles documented that these 
findings are robust to changes in the wealth metric (chapter 7). 
Highly protective and statistically significant odds ratios, which reach a maximum of 
0.04 (0.02; 0.08) for a high electric goods index in urban Namibia, suggest that wealth 
may be a more important determinant of solid fuel use than maternal or paternal 
educational attainment (Table 5.19). With respect to different components of wealth, 
the electric goods and shelter indices show statistically significant and strong 
associations in almost all settings; the mobility index appears to be a relevant 
determinant of solid fuel use in only three settings. Secondary or higher maternal 
education is also highly protective against solid fuel use with odds ratios for higher 
education as low as 0.44 (0.23; 0.82) in urban Kenya and 0.10 (0.02; 0.47) in urban 
Namibia. Overall, these findings suggest that material wealth and related purchasing 
power are a primary determinant of cooking fuel use. An improvement in women's 
education could potentially sway allocation of limited budgets towards household 
environmental services, such as cleaner fuels or improved cooking stoves. 
Few studies in the published literature assess the determinants of cooking practices. 
Johnson and Aderele (1992) report that kerosene and gas 
-use are more prevalent 
among the sub-population with higher income and higher educational attainment. 
Rinne et aL (2007) found an odds ratio for biomass use relative to LPG of 2.92 (no 
confidence interval given) among the lowest wealth group relative to the highest wealth 
group in rural Ecuador; wealth status was based on the number of electrical appliances 
in the home. The same study documented an odds ratio of 3.76 (no confidence interval 
given) for biomass fuel use among women with lower education compared to those 
with higher education. 
The finding that wealth and maternal education and, potentially, paternal education 
structure the use of solid fuels across sub-Saharan Africa appears plausible in view of 
the limited published literature on the topic. This particular hypothesis shows the 
highest pseudo R2 values of all hypotheses tested, and the above discussed potential 
mechanisms for translating higher educational attainment and greater wealth into a 
greater use of cleaner fuels and improved technologies add further support. 
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8.3.3 Variation in solid fuel use at different levels of aggregation 
Within the DHS dataset, three levels of hierarchy are contained: the individual level, the 
household level and the community level. In addition, geographical areas defined 
according to administrative boundaries were spatially linked to communities to create a 
district level. The influence of variation at different levels of hierarchy on proximal 
health determinants was examined with respect to solid fuel use and its socio- 
economic determinants. 
Given the limited nesting of individuals within households, it is difficult to estimate the 
magnitude of intra-household variation in a reliable way. Consequently, household- 
level variation was only assessed in Benin, where it was found to be relevant. Large 
median odds ratios illustrate that community-level variation plays an important role in 
determining solid fuel use; indeed, in Ethiopia, Kenya and Namibia, community-level 
heterogeneity is responsible for a greater share of variation in the data than individual- 
level characteristics. Heterogeneity at district level was assessed for Benin, Ethiopia 
and Kenya, highlighting large differences between districts. 
A range of factors appear to determine variation in solid fuel use at different levels of 
aggregation. A Bayesian kriging model fits the Beninese data best, implying that 
residual variation (after controlling for socio-economic variables at individual level and 
urban/rural residence) is influenced by the distance between communities. This local 
smoothing suggests that environmental factors, such as forest cover, are involved in 
structuring variation. In Ethiopia, Kenya and Namibia neither distances between 
communities nor the location of districts in relation to one another have an influence on 
residual variation. The importance of unstructured variation between districts, on the 
other hand, points towards explanatory factors that lie within administratively defined 
units. These may be of a social nature, such as ethnicity and religious or cultural 
norms, or of an economic nature, such as availability of employment and overall status 
of development; they may also refer to historic or current policies on energy, education, 
environment or healthcare. 
If heterogeneity at community and district level exists with respect to one proximal 
health determinant it could also play a role in shaping the population distribution of 
others, such as malnutrition, overcrowding or vaccination. Findings with respect to the 
magnitude of residual variation and its spatial or non-spatial structure cannot be 
extrapolated from one variable to another and each variable would thus need to be 
examined in turn. According to a recent analysis of DHS data for Cameroon, stunting 
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and wasting among children under three years of age is simultaneously influenced by 
household socio-economic factors, such as wealth, maternal education and drinking 
water source, and community environmental factors (Pongou, Ezzati & Salomon 2006). 
Similarly, both household- and community-level socio-economic factors were found to 
affect childhood stunting and indeed mediate urban-rural differences in malnutrition in 
fifteen countries of sub-Saharan Africa (Fotso 2007). No publications on multilevel or 
spatial modelling of childhood vaccinations could be identified. 
"Every population has its own history, culture and economic and social divisions which 
influence how and why people are exposed to specific risk factors, and how they 
respond to such exposures" (Pearce 1999). To the author's knowledge, unstructured 
and structured residual variation in solid fuel use as a risk factor for health has not 
been characterised before. Hierarchy at household, community and district level 
matters even if the best-fitting model does not necessarily require random effects to be 
included at all levels. These insights add to a growing epidemiological literature on the 
effects of neighbourhoods (Cohen, Farley & Mason 2003; Drukker et aL 2003; 
Subramanian 2004) and, more broadly speaking, place (Bernard et aL 2007; Cummins 
et aL 2007) on public health outcomes. 
Explicitly acknowledging residual variation not only improves model fit but, through a 
comparison between odds ratios and median odds ratios, also provides an indication of 
how much of the variation in the data is explained by individual-level variables and how 
much is due to variation at other hierarchical levels. ' Subsequent research should 
include relevant additional variables in the modelling. "This is necessary not only from 
the perspective of drawing causal -inferences but also in order to understand what 
specific policies and interventions on areas hold the greatest promise for improving 
health" (Diez Rouz 2005). At community level, variables could include aggregated 
socio-economic characteristics, water, sanitation and other services as well as, in those 
countries where spatial structure plays 6'role, variables on forest cover and land use. 
At district level, variables could include information on policies of energy, labour or 
education, ethnic composition and the presence of local resources or industries. 
"Recognising that individuals can become relationally embedded in multiple health- 
damaging and health-promoting environments, across time and space, and at multiple 
scales is crucial if we are to further understand the importance of "place" in the 
generation of health inequalities" (Cummins et aL 2007). 
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8.3.4 Solid fuel use as a major risk for ALRI mortality among children 
Cooking with solid fuels emerges as one of the culprits for the approximately two 
million annual child deaths due to pneumonia. Based on this research, the risk of dying 
from ALRI appears to be 2.35 (1.22; 4.52) times higher among children living in homes 
that cook with solid fuels than among children living in homes with cleaner fuels. A 
more sensitive but less specific algorithm of ALRI results in an adjusted hazard ratio of 
2.07 (1.22; 3.53) whereas a less sensitive but more specific algorithm yields a much 
larger adjusted hazard ratio of 3.21 (1.18; 8.76) (chapter 7). 
This confirms the findings of two previous studies concerned with the impact of 
traditional cooking practices on ALRI mortality. A case-control study in the Gambia 
found an odds ratio of 5.23 (1.72; 15.92) for death from ALRI among children aged less 
than two years that were always carried on their mother's back during cooking (de 
Francisco et al. 1993); healthy controls were matched according to age, sex, ethnic 
group and geographical area. ALRI deaths were assessed by verbal autopsy and 
confirmed by three independent physicians. A second case-control study, conducted 
among children under five years of age in Tanzania, reported an adjusted odds ratio of 
2.78 (1.79; 4.33) for children that sleep in a room where cooking is done (Mtango et al. 
1992). Death was assessed by verbal autopsy and according to diagnosis by a 
physician. 
The hazard ratios reported here are roughly comparable to the odds ratio reported by 
Mtango et aL (1992) and a relative risk of 2.3 (1.9; 2.7) for ALRI morbidity estimated by 
a recent meta-analysis (Smith, Mehta & Feuz 2004). The higher odds ratio reported by 
de Francisco et aL (1993) applies to children who died before their second birthday, the 
age group with the highest ALRI incidence. Like the present analysis, the two ALRI 
mortality studies and all of the studies included in the meta-analysis did not assess 
concentrations of pollutants or a child's exposure but relied on proxy measures. 
The risk of dying from ALRI among children living in households that cook with solid 
fuels on a stove with a chimney or hood is not very different from the risk among 
children living in households that cook with cleaner fuels. Yet children living in 
households that burn solid fuels on an open or closed stove without a chimney or hood 
have a hazard ratio of 2.69 (1.38; 5.24) in the adjusted model. Consequently, the 
presence or absence of a chimney or hood is likely to be as important a determinant of 
ALRI mortality as the type of cooking fuel. ý 
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This research also demonstrates important differences between indoor and outdoor 
cooking: with a hazard ratio of 2.51 (11'. 31; 4.81) indoor cooking carries a greater risk 
than outdoor cooking with a hazard ratio of 1.91 (0.92; 3.96). It is difficult to draw firm 
conclusions from this observation, not only because the hazard ratio for outdoor 
cooking borders statistical significance but even more so because of the unclear 
interpretation of outdoor cooking as assessed by the WHS (section 7.3.3). Future 
research should assess more carefully where African women cook, whether cooking 
location changes with season and where children are located during cooking and relate 
these to measurements of pollution levels and personal exposure. 
Heating is not widespread in sub-Saharan Africa and, based on this research, heating 
with solid fuels does not constitute a major mortality risk for African children. Future 
research should investigate this issue in depth based on better exposure measures or 
refined proxies, such as heating duration per day and over the course of a year. This 
will be particularly relevant among those populations in Africa, Asia and Latin America, 
where geographical and climatic conditions demand heating for prolonged periods of 
time. Similarly, heating may constitute an important health risk in middle-income 
countries where gas or electricity are the predominant fuels for cooking, and heating 
represents the only household use of solid fuels. 
One additional finding merits attention: for solid fuel use to qualify as a mediator of the 
impact of socio-economic status on ALRI mortality, the relationship between maternal 
education, wealth and ALRI mortality should be attenuated once the solid fuel 'use 
variable is included in the model (Singh-Manoux 2005). Surprisingly, a comparison of 
Tables 7.15 and 7.16 reveals that the odds ratios for wealth and maternal education 
remain largely unchanged. This suggests that smoke-producing cooking practices do 
not mediate much of the relatively limited impact of socio-economic status on ALRI 
mortality (section 8.3.1). Instead, indoor air pollution from solid fuel use appears to 
exert its effect on ALRI mortality largely independently of poverty or lack of education. 
This finding is unexpected given that cooking fuel choice is both strongly influenced by 
socio-economic status, notably wealth, and constitutes a significant determinant of 
ALRI mortality (section 8.3.2). A likely explanation is the fact that the strong relationship 
between wealth and solid fuel use and the strong relationship between solid fuel use 
and ALRI mortality occur among different sub-groups of the population: i. e. differences 
in fuel use are very limited among the lower wealth quintiles and a threshold effect is 
observed between quintiles 1 to 4 (more than 86% solid fuel use) and quintile 5 (53% 
solid fuel use). Therefore, solid fuel use as a determinant of ALRI mortality does not 
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have explanatory power across the full societal spectrum'. Interestingly, an increase of 
the hazard ratio for the top wealth quintile towards 1, from 0.66 (0.41; 1.07) (Table 
7.15) to 0.87 (0.52; 1.44) (Table 7.16) when including solid fuel use in the regression 
model, implies that solid fuel use may act as an important mediator of the wealth-ALRI 
mortality relationship among this most privileged group. 
As the wealth gradient in ALRI mortality operates across all five wealth quintiles (even 
if not all levels are statistically significant) solid fuel use cannot mediate the impact of 
wealth on ALRI mortality at all levels. In other words, in a setting where 100% of the 
population is exposed to indoor air pollution, this can constitute an important risk factor 
for child health but it cannot translate lower socio-economic status into poorer health 
outcomes. If differential mediation among different population sub-groups does indeed 
occur, this could have important public health implications. Whereas a given 
intervention, such as a reduction in exposure to indoor air pollution, may decrease 
health inequalities in one group, a different intervention, such as an improvement in 
children's macro- and micronutrient status, may be the more appropriate choice in 
another. The above explanation cannot be established with certainty, and the role of 
solid fuel use as a mediator between socio-economic status and ALRI mortality should 
be explored more fully in a dataset where the health outcome variable is less 
problematic and where stronger socio-economic inequalities in the health outcome 
prevail. 
In summary, this research has derived estimates for the impact of solid fuel use on 
ALRI mortality among African children, contributing to the limited literature on this topic. 
More importantly, it has, for the first time, demonstrated substantial differences in 
children's ALRI mortality risk profiles in relation, to the type of cooking stove and 
cooking location. Children living in families that burn solid fuels indoors and on an open 
fire or stove without a chimney or hood are ýmost at risk. This finding is biologically 
plausible, as cooking in a closed environment on a stove without direct stove ventilation 
is likely to result in greater concentrations of pollutants than cooking in an open or well- 
ventilated environment on a stove whose chimney or hood routes harmful products of 
incomplete combustion outdoors. 
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8.4 General isabi I ity of findings 
8.4.1 Coherence across countries 
The degree of consistency between countries is defined based on the criteria applied to 
assess homogeneity and heterogeneity across countries. As discussed in chapter 5, 
this research has attempted to strike a balance between parsimony (i. e. only those 
links which operate in all settings are retained) and completeness (i. e. all meaningful 
links are retained). The inclusion or exclusion of arrows from the African causal 
diagram necessitates consistent findings across countries and settings but allows for 
one exception. This approach may bias the analysis towards greater coherence 
between countries: if one out of the eight settings assessed really were radically 
different from the others, this difference would be absorbed into the general rule as a 
non-relevant exception. 
Overall, commonalities appear to outweigh differencesý between countries. 
Relationships between socio-economic factors (hypotheses 1-3) and between different 
proximal risk factors (hypothesis 4) are very coherent across countries. One notable 
exception is the influence of maternal educational attainment on engagement in paid 
labour or not. More educated Ethiopian and Beninese women are less likely to work 
than their less educated peers, whereas more educated Kenyan and Namibian women 
are more likely to work than their peers. 
More variability is observed with respect to the impact of socio-economic status on 
proximal health determinants (hypotheses 5-10). Such differences could be of 
statistical origin: i. e. different measures of socio-economic status partly substitute for 
one another and small variations in the statistical attribution of variation in the data to 
different socio-economic variables result in the selection against the inclusion of a 
given variable in the model. If not, they represent the consequence of distinct 
mechanisms operating in different settings, which may be the result of contextual 
factors (section 5.3.2). 
In view of the distinct distributions of key variables between urban and rural areas, 
much of the analysis investigated the two settings separately. The findings, however, 
do not suggest that radically different mechanisms operate in urban and rural Africa. 
In summary, this analysis suggests that commonalities are widespread, but two issues 
prevent a final verdict regarding coherence across countries. First, the assessment of 
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heterogeneity and homogeneity across countries, despite its transparency, is 
subjective. As discussed in section 5.3.3, a series of sensitivity analyses that assess 
consistency between countries in different ways could demonstrate differences 
between one set of criteria and another. Secondly, much of the present analysis was 
only conducted in four countries and should be broadened to cover more countries in 
East, West and Southern Africa. Any incongruities between countries or groups of 
countries would point towards important areas of further study, in particular with 
respect to the contextual factors driving such differences. 
8.4.2 African representativeness 
DHS data from Benin, Ethiopia, Kenya and Namibia encompass a range of 
geographies and climates, varied colonial histories and, to a lesser extent, different 
levels of socio-economic development. As highlighted in section 5.3.1, taken together, 
these countries represent one sixth of the African population. The pooled WHS dataset 
corresponds to roughly one third of the countries in sub-Saharan Africa. 
On grounds of survey design and statistical reliability, neither the DHS data for four 
African countries nor the WHS data for sixteen African countries can be considered 
representative of sub-Saharan Africa. On the other hand, these countries represent a 
variety of living conditions and a large percentage of the African population. In addition, 
it is encouraging to see that the relationship between wealth, maternal education and 
solid fuel use holds between DHS and WHS datasets for the same countries as well as 
in the pooled African dataset. One cannot assume that the same robustness applies to 
all linkages, but there is reason to believe that strong relationships found across four 
countries and/or in the pooled dataset apply beyond the settings they were tested in. 
The situation is, however, likely to be very different in more privileged countries, such 
as South Africa and the Seychelles. 
8.4.3 Relevance beyond Africa 
Sub-Saharan Africa constitutes the world's extreme with respect to multiple socio- 
economic and environmental deprivation. African countries score lowest on most of the 
relevant indicators, including poverty, primary school enrolment, literacy, malnutrition 
and vaccination, leading to some of the highest child mortality rates globally. Yet Africa 
- with the exception of Namibia and South Africa, whose specific history has resulted in 
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high socio-economic inequalities - does not necessarily constitute an extreme with 
respect to income or health inequalities. Income inequalities, in particular, tend to be 
much greater in Latin America (Belimin et aL 2007) even though the place countries 
occupy in a global ranking of health inequalities depends on whether a relative 
measure (e. g. rate ratio) or absolute measure (e. g. rate difference) is employed 
(Moser, Frost & Leon 2007). Similarly, socio-economic and health inequalities are 
growing in China and several other Asian countries, where a privileged urban sub- 
population increasingly lives a Western lifestyle while much of the rural population is 
left behind in poverty (Liu 2006; Liu et aL 2001; Singh 2006). 
With reference to the conceptual causal diagram in Figure 4.1, high ALRI morbidity and 
mortality among children is a product of low socio-economic status, high childhood 
vulnerability and high exposure to risk factors, as well as the quality of the healthcare 
system in terms of preventive and curative services. Different populations, countries 
and world regions represent distinct mixtures of these socio-economic and proximal 
risk factors, and the relative contribution of different pathways as mediators of ALRI 
inequalities will vary accordingly. The pathway from socio-economic status through 
solid fuel use to ALRI mortality among children is used as an example to speculate on 
the relevance of findings to other continents. 
In South Asian countries, such as India and Bangladesh, child mortality rates are high 
even if lower than in much of sub-Saharan Africa; with a solid fuel use prevalence of 
around 80% in many countries and high rates of malnutrition, critical risk factors are 
almost equally widespread in South Asia and sub-Saharan Africa. This results in very 
high disease burdens on both sub-continents: ý recent WHO estimates suggest that 
3.5% and 3.6% of the national burden of disease in India and Bangladesh respectively 
is attributable to indoor air pollution from solid fuel use compared to 2.2% in Ghana and 
4.9% in Ethiopia (WHO 2007b). In mountainous countries, such as Nepal, the impact of 
solid fuel use for cooking may be aggravated by the necessity to heat. 
In many countries of Central and Latin America, stark socio-economic differentials exist 
between city dwellers and indigenous populations. Average child mortality rates and 
mean solid fuel use therefore do not provide an adequate indication of the health profile 
and living conditions of the latter. For example, 33% of the Peruvian population use 
solid fuels for cooking (Rehfuess, Mehta & PrOss-OstOn 2006), but 76% ý of the 
population in the rural Andean highlands and 96% of the rural population living in the 
Amazon Basin cook and heat with biomass (GTZ & Pan American Center for Sanitary 
Engineering 2006). 
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Populations in North African countries, such as Tunisia and Morocco, the Balkans, in 
countries of the former Soviet Union and much of Central Asia meet their cooking 
needs almost exclusively through gas and other cleaner fuels. Based on key socio- 
economic and health indicators, they are considered middle-income countries or 
transition economies. Yet, a large proportion of their population heats with wood or coal 
(WHO in press). Rising oil prices and increasing consciousness about the carbon 
footprint are favouring the use of wood heaters among households in industrialised 
countries with uncertain health impacts (Honicky & Osborne 1991). Future research 
should address the impact of heating with solid fuels and related heating practices in 
the presence of cleaner fuels for cooking. , 
Socio-economic, geographical and climatic conditions, along with health indicators and 
many other contextual factors differ greatly between sub-Saharan Africa and the rest of 
the world. Given high child mortality rates and widespread solid fuel use in South Asia 
and among sub-populations in Latin America, some of the findings of this research may 
nevertheless apply beyond the African continent. Indeed, greater socio-economic 
differentials may result in relatively greater differentials in child mortality rates (Moser, 
Frost & Leon 2007). This will make it even more important to identify entry-points for 
interventions. 
8.5 Implications for public health 
8.5.1 Technical interventions to reduce indoor air pollution 
In principle, three types of interventions to reduce indoor air pollution can be 
distinguished (Bruce et aL 2006; Rehfuess 2006). The first approach makes changes to 
the source of pollution, either by using cleaner fuels, such as kerosene, gas, LPG or 
biogas, for all or selected cooking tasks or by installing an improved stove with or 
without a flue and chimney. The second modifies the living environment through better 
ventilation, such as enlarged eaves spaces, or through modifications to the placement 
of the stove and kitchen design. The third approach is concerned with limiting the 
exposure of cooks and their families through changed cooking practices, such as fuel 
drying, and smoke avoidance, in particular with respect to moving children away from 
the fire. Improved ventilation and behavioural changes are unlikely to bring about large 
reductions in exposure to indoor air pollution by themselves although they play a role in 
accompanying other interventions. 
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The most promising alternatives from a public health point of view thus fall under the 
first category of interventions. A switch to cleaner fuels, where these are used for all 
cooking practices, can be assumed to reduce the ALRI risk to the baseline risk among 
current users of cleaner fuels. The evidence on the effectiveness of improved stoves is, 
however, very limited. 
First of all, findings obtained from observational studies cannot be assumed to apply in 
an intervention context. As adjustment for confounders is always incomplete, 
substantial differences between groups other than those related to cooking practices 
cannot be excluded. Moreover, as discussed above, almost all epidemiological studies 
to date have used proxy measures that aggregate exposure profiles as diverse as dung 
use on an open fire and coal use in a closed chimney stove into the same category. 
Secondly, no exposure-response relationship for the link between indoor air pollution 
and ALRI has been established and only one published study has attempted to do so. 
Ezzati and Kammen (2001) monitored 93 infants living in 55 randomly selected 
households in rural Kenya for more than two years. Exposure was assessed through 
continuous real-time monitoring of PMjo and CO combined with time-activity budgets. 
ARI and ALRI were assessed through weekly clinical examinations. ALRI rates 
increased at a higher rate for PMjo levels below 2000 jjg/M3 than for PMIO levels above 
2000 ýjg/M3, suggesting that the exposure-response relationship is not linear but levels 
off at concentrations of around 2000 Ijg/M3 (Ezzati & Kammen 2001). A very high 
incidence of ALRI relative to ARI does, however, point to problems with the 
assessment of child health outcomes. 
Finally, given the challenges of assessing ALRI among children in low-resource 
settings, only one randomised controlled trial of an improved chimney stove has been 
conducted to date. The so-called plancha stove was installed in 250 homes in a 
community in the highlands of Western Guatemala; 250 control homes continued to 
cook on an open fire. Exposure to small particles and CO was assessed through a 
combination of area-level measurements and personal exposure of women and 
children. Preliminary results show that the plancha stove resulted in a 44% average 
reduction of children's CO exposure (McCracken et al. 2006). ALRI incidence among 
children under 18 months of age was determined through a combination of weekly 
health visits by fieldworkers and a detailed examination of all children with respiratory 
symptoms, an RSV test and X-ray (Bruce et aL 2007). The protective effect of the 
plancha stove on ALRI incidence varies depending on the health outcome definition: 
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adjusted rate ratios of 0.84 (0.73; 0.97) (Smith et aL 2006) and 0.54 (0.31; 0.96) (Nigel 
Bruce, University of Liverpool, personal communication) were reported for all weeks 
with ALRI symptoms identified by field workers and severe field worker-defined ALRI 
episodes respectively. By comparison, the adjusted rate ratio for physician-diag nosed 
ALRI is 0.85 (0.67; 1.08). In addition, a rate ratio of 0.62 (0.36; 1.05) was found for 
RSV-negative cases with hypoxia (Smith et al. 2006). This finding is particularly 
important as children with severe bacterial pneumonia account for a large share of the 
total ALRI deaths among children. 
Supportive evidence for the effectiveness of chimney stoves comes from a number of 
recent studies that measured 48-hour average kitchen concentrations Of PM2.. 5 and CO 
before and after the dissemination of local chimney stoves. The installation of a laxmi 
chimney stove in homes located in the state of Maharasthra in India resulted in a 24% 
reduction Of PM2.5 and a 39% reduction of CO (Dutta et aL 2007). Following the 
introduction of a sukhad chimney stove in the Bundelkhand region of India, kitchen 
concentrations Of PM2.5 and CO were 44% and 70% reduced respectively (Chengappa 
et aL 2007). A Mexican intervention study assessing the impacts of the patsari chimney 
stove in Michoacin state found a 67% reduction in PM2.5 concentrations and a 66% 
reduction in CO concentrations (Masera et aL 2007). The only African intervention 
study, which measured indoor air pollution levels before and after the installation of a 
smoke hood in Kenyan Masai homes, reported 75% reductions in 24-hour averages of 
PM3.5 from more than 4300 Pg/M3 to 1000 Pg/M3. Women's mean 24-hour CO personal 
exposure was, however, only reduced by 35% (Bruce et aL 2002). This study illustrates 
the common observation that personal exposures are reduced much less than indoor 
concentrations of pollutants (Bruce et aL 2006). These findings are consistent with the 
fact that neither mothers nor their children spend the entire day in the kitchen but may 
also point to risk compensation. 
As yet, no observational or intervention study has investigated the links between a 
chimney stove, indoor air pollution levels and child health outcomes in Africa and it is 
unclear to what extent findings from local Guatemalan or Indian chimney stoves can be 
applied in the different context of sub-Saharan Africa. This is where the findings of the 
present analysis, even if derived from cross-sectional data, add to the evidence base. 
They demonstrate that the ALRI risk profile of African children living in homes with a 
chimney stove is substantially different from those of African children living in homes 
cooking on an open fire, and point to chimney stoves as a possible intervention to 
reduce childhood mortality in these settings. 
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By how much would a hypothetical switch to chimney stoves reduce ALRI mortality 
among African children? According to WHO, 76% of the African population use solid 
fuels for cooking; an estimated 358,000 ALRI deaths among African children under five 
years of age were attributed to this risk factor in the year 2002 (Rehfuess 2006). The 
health benefits of switching from this current scenario to cooking on a stove with a 
chimney can be calculated using WHO's comparative risk assessment methodology 
(Smith, Mehta & Feuz 2004), making different assumptions for the effectiveness of 
such a stove. Four different assumptions were applied (Table 8.1). The first scenario is 
based on a global cost-effectiveness analysis of any improved stove model (Mehta & 
Shahpar 2004), the second uses the assumptions developed for a global cost-benefit 
analysis of a non-chimney rocket stove (Hutton et aL 2006). The third scenario draws 
on the present analysis of African chimney stoves while the fourth makes use of the 
preliminary results of the randomised controlled trial of the plancha stove in Guatemala 
(Smith et aL 2006). 
Table 8.1 illustrates large discrepancies in the annual number of prevented deaths. 
According to the scenario derived from the present study, 139 745 (248; 238 970) child 
ALRI deaths are prevented; this intermediate "yield" is surrounded by a more optimistic 
prevention potential based on the estimates by Mehta and Shahpar (2004) and a more 
pessimistic prevention potential based on the findings of Hutton et al. (2006) and the 
randomised controlled trial (Smith et al. 2006). It is noteworthy that, relative to the 
current exposure scenario, the estimates of avoided child deaths in scenarios 11,111 and 
IV are surrounded by very wide confidence intervals. In light of the indoor air pollution 
reductions reported by different studies and discussed above, intervention scenario I 
does not appear realistic; intervention scenario 11 was developed for non-chimney 
rocket stoves and may therefore not be applicable to improved chimney stoves. 
Intervention scenarios III and IV both have advantages and drawbacks. On the one 
hand, findings derived from a randomised controlled trial are certainly more reliable 
than findings obtained through the analysis of cross-sectional data. On the other hand, 
the trial measured the impact of the plancha stove, a Latin American stove model that 
does not exist in Africa, on ALRI incidence. In addition, the odds ratio may be biased 
towards the null due to two specific cultural practices of the local indigenous 
population: the weekly use of the temescal, a wood-fired sauna which leads to 
extremely high pollution exposures, and the dieta, a one-month period during which the 
mother and her newborn rest close to the fire. Intervention scenario III, on the other 
hand, directly derives estimates for the impact of chimney stoves on ALRI mortality in 
an African context. The truth is likely to lie somewhere in between and drawing more 
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certain conclusions will require additional research, ideally a large randomised 
controlled trial of a chimney stove in Africa. 
Table 8.1: Annual reduction in ALRI mortality among African children: different 
assumptions regarding the effectiveness of improved stoves with a chimney 
Basis for Odds ratio,: Annual 'Numb6rof 
odd si ratio' (95% con fid6nce', " attrbutabled6iths, -. ýý 
interval), ', 6mond 6hildren' 
' ' 
dea't ffis-0er, 'year"., 
under Ne"Ye ars of - '' 
4616tiv`ýt` e, o'current', 
a exposure. 
(95% confidence scenario 
ýJriterval)' '(9ý% 6onfideric . e, 
i t6 n rv6l) . Current 357517 
scenario 
Intervention: Reductions 0.25 142321 215196 
scenario 1, in area 
, based on pollution 
Mehta and 
Shahpar 
(2004) 
Intervention Reductions 0.65 281 161 76356 
scenario 11 in personal (0.40; 0.90) (203 569; 338 540) (18 977; 153 948) 
, based on exposure 
, Hutton et aL, 
(ý006) 
Intervention Hazard 0.44 217772 139745 
scenario III,, ratio for (0.20; 0.95) (118 547; 357 269) (248; 238 970) 
based on this ALRI 
research mortality in 
cross- 
sectional 
analysis 
Intervention, Rate ratio 0.85 328292 29225 
scenario IV for ALRI (0.67; 1.08) (286 376; 371398) (-13 881; 71 141) 
basedon, incidence 
Smith et aL in 
(2006) ra'ndomised 
controlled 
trial 
"All scientific work is incomplete - whether it be observational or experimental. All 
scientific work is liable to be upset or modified by advancing knowledge. That does not 
confer upon us a freedom to ignore the knowledge we already have, or to postpone the 
action that it appears to demand at a given time" (Hill 1965). Indeed, Phillips and 
Goodman (2004) claim that the consideration in policy decisions of the costs and 
benefits of taking action compared to inaction is an important unlearned lesson of Sir 
Austin Bradford Hill. Table 8.1 does highlight the large prevention potential of 
introducing improved stoves to Africa as a means of reducing ALRI mortality among 
children and points to programmatic action that can be taken now. 
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8.5.2 Entry-points for changing household energy practices 
An integrated approach to reducing childhood ALRI must consider both curative and 
preventive interventions. Elements of a global plan on pneumonia control include 
improved access to healthcare and standardised case management of pneumonia, 
large-scale vaccination against Streptococcus pneumoniae and Haemophilus 
influenzae b as well as changes to underlying nutritional and environmental risk factors 
(Mulholland 2007). Preventive interventions are -, critical with respect to tackling 
inequalities in childhood ALRI, as a large proportion of children in developing countries 
have no access to health facilities. Based on this research, cooking with solid fuels and 
associated practices emerges as a particularly important determinant of ALRI morbidity 
and mortality among children. Two entry-points for tackling this particular risk factor 
emerge along the pathway, either addressing socio-economic determinants or 
intervening on the risk factor itself. "Whatever the problem is, the dilemma is the same: 
do we reduce social disadvantage or try to reduce its effects" (Wilkinson 2007)? 
Increasing household wealth and, to a lesser extent, improving maternal and paternal 
education and knowledge represent upstream entry-points, which reduce solid fuel use 
indirectly. Utilising these entry-points would reduce ALRI morbidity and mortality among 
children over long periods of time; it is also likely to result in improvements related to 
many other child and adult health outcomes and make a critical contribution to a 
country's socio-economic development. Indeed, education and income support for 
those in greatest need appear to be important pathways for balancing distributive and 
aggregative considerations in improving population health (Mechanic 2002). Yet, it is 
less clear how a concrete policy intervention can make those population groups in 
greatest need wealthier. It cannot be taken for granted that approaches, such as 
changing the terms of trade between industrialised and developing countries, 
cancelling developing countries' debts or micro-investments at local level, reach the 
people they are intended to benefit. Another crucial question relates to how a policy 
intervention can accelerate this development process to achieve health and socio- 
economic benefits as soon as possible and in a sustainable way. 
A switch to cleaner fuels or improved chimney stoves represents a downstream entry- 
point, which directly reduces hazardous household energy practices. Such a clearly 
defined technical intervention will have immediate impacts on ALRI morbidity and 
mortality among children as well as delayed impacts on adult respiratory health, in 
particular chronic obstructive pulmonary disease. Beyond health, greater fuel efficiency 
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may result in financial savings, where fuels are purchased, or time savings, where fuels 
are collected, thereby benefiting the household budget or the time allocated by women 
and children to income-generating or educational tasks. At a societal level, more 
efficient household energy use can limit deforestation and reduce greenhouse gas 
emissions, in particular carbon dioxide and methane (Hutton et aL 2006). It should be 
noted, however, that traditional cooking practices are often at the heart of local culture 
and changing such a complex social picture is not straightforward. Indeed, introducing 
a new stove is likely to affect human behaviour in different ways. One of the 
explanations for the moderate reductions in personal exposure relative to the more 
significant reductions in pollution levels discussed in section 8.5.1 is that people 
compensate the risk reduction by spending more time in a less polluted environment. 
For this reason, among others, a hypothetical change involving 100% of the population 
as envisaged above represents a maximum potential impact. In the real world, the 
expected impact of an improved stove intervention, relies on the participation of the 
population in an intervention programme (i. e. 100% of the population adopts a, chimney 
stove) and their compliance with the intervention (i. e. 100% of the population uses the 
new stove for all cooking tasks and cleans the chimney on a regular basis) (Bulterys, 
Morgenstern & Weed 1997). The following two lessons can be learned from large-scale 
improved stoves programmes in India and China (Bruce et aL 2006; ESMAP & World 
Bank 2001; Larson & Rosen 2002; Sinton et aL 2004) and have critically informed 
current practice among a majority of governmental and non-governmental 
organisations. First, users must be involved in the design of improved technologies to 
make sure that these meet their specific needs. Secondly, such improved technologies 
should not be given away for free; if people are not willing to pay for an intervention 
they will not value and maintain it over prolonged periods of time. 
Due to the greater purchasing power among middle-income groups, modern household 
energy interventions are initially more likely to benefit this more privileged group. In 
addition, it is easier to supply energy infrastructure, such as LPG distribution networks, 
to more accessible areas that are already befter-serviced. Unless these and other 
factors are taken into consideration, improved stove or cleaner fuel interventions may 
initially increase inequalities in childhood ALRI rather than decrease them. A recent 
modelling exercise by Gakidou et aL (2007) suggests that targeting environmental and 
nutritional interventions to the poor achieves much greater reductions in child mortality 
than covering all socio-economic groups equally. Interventions to reduce indoor air 
pollution should therefore focus on sub-populations that are particularly at risk based 
on their socio-economic profile. This research suggests that as of yet unmeasured 
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environmental or other contextual factors also merit attention, as they play a role in 
defining geographical hotspots. 
Consequently, to reduce health inequalities successfully, interventions to reduce indoor 
air pollution should be embedded in an integrated approach that considers and, to 
some extent, addresses upstream socio-economic determinants alongside concrete 
downstream technical interventions and changes to the associated local economy, 
such as fuel supply, maintenance of stove and cleaning of chimneys. Different sub- 
populations are likely to be characterised by distinct bottlenecks. Among an urban 
middle-income group, lack of knowledge about the health impacts of traditional cooking 
practices may be the limiting factor; raising awareness and other educational measures 
could result in a re-allocation of the family budget towards an improved stove or smoke 
hood. Among the population, of urban informal settlements and poor rural groups, 
knowledge about the health impacts may not be able to exert its full effect if the budget 
for a solution is not available. This bottleneck could be overcome by targeted subsidies 
or micro-credit schemes. What is needed is a broad-based approach to tackling the 
multiple determinants of socio-economic inequalities in health if we are to eliminate, or 
even greatly reduce, these disparities (Adler & Newman 2002; Bhuyia et aL 2001; 
Marmot 2004; Wilkinson 2007). 
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9. Conclusion 
9.1 Summary of results 
Importance of different socio-economic determinants 
Causal diagram testing in chapters 4 and 5 explored the inter-connectedness between 
three dimensions of socio-economic status, using DHS data for Benin, Ethiopia, Kenya 
and Namibia. Maternal and paternal educational attainment influence the type of 
occupation exercised (hypotheses 1 and 2b); the impact of a woman's education on 
her engagement in paid labour varies by setting (hypothesis 2a). This research 
suggests that household wealth is determined by the earnings of both parents; the 
contribution of working fathers appears to be responsible for a greater share of wealth 
(hypothesis 3). 
Wealth critically influences all relevant exposures to ALRI risks and ALRI 
vulnerabilities. For'stunting and solid fuel use, large statistically significant odds ratios, 
suggest that wealth may be a more important determinant than maternal or paternal 
educational attainment. With respect to different components of wealth, the electric 
goods index shows statistically significant and strong associations for all hypotheses 
and in almost all settings; the shelter index tends to play an important role for all 
hypotheses but only in selected settings whereas the mobility index appears to be 
irrelevant as a determinant of stunting, breastfeeding duration and vaccination but 
relevant, to some extent, as a determinant of solid fuel use and overcrowding. 
Risk factor profiles are, however, not only determined by wealth: maternal educational 
attainment also exerts a significant influence on all of the above proximal health 
determinants although not in all settings. Consistent relationships and statistically 
significant odds ratios imply that maternal education plays a particularly important role 
with respect to vaccination, solid fuel use and overcrowding. Paternal education plays a 
less important role: for solid fuel use it only exerts a measurable influence in some of 
the settings. Interestingly, paternal education emerges as a determinant of 
overcrowding and vaccination, suggesting that more educated men - just like more 
educated women - are interested in having fewer children and in providing these 
children with the best possible healthcare. 
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Maternal occupation was hypothesised to play a role in determining breastfeeding 
duration and overcrowding. With respect to both it seems to be of greater influence 
than wealth, maternal education or, in the case of overcrowding, paternal education. 
Consequently, engagement in paid labour appears to influence selected ALRI risk 
factors independent of the wealth-mediated pathway. 
In summary, this research confirms that one socio-economic variable cannot substitute 
for another. Education, occupation and wealth exert their influence on proximal health 
risks through at least partly independent pathways. Some dimensions of socio- 
economic status play a greater role in determining a range of risk factor profiles than 
others. Unsurprisingly, material circumstances and related purchasing power are 
implicated with respect to all ALRI-relevant vulnerabilities and exposures. 
Importance of different proximal health determinants 
Causal diagram testing in chapters 4 and 5 did not yield sufficient evidence for the 
inclusion of the variable decision to breastfeed (hypothesis 7a) and an impact of socio- 
economic status on birthweight (hypothesis 5) in the African causal diagram, but it did 
elucidate the relationships between socio-economic variables and breastfeeding 
duration, malnutrition, vaccination status, solid fuel use and overcrowding. 
High wealth and, in some settings, a primary and secondary or higher education of the 
mother approximately halve the risk of childhood stunting relative to low wealth and no 
education respectively. Paternal education, on the other hand, was not deemed to play 
an important role across Africa (hypothesis 6). Large pseudo R2 values point to stark 
socio-economic differentials in stunting and a high explanatory power of the models. 
Greater wealth promotes breastfeeding duration and greater educational attainment, 
depending on the setting, either limits or encourages breastfeeding duration; the effect 
of maternal occupation is subject to the profession and local culture (hypothesis 7b). 
Surprisingly, longer breastfeeding duration emerges as a risk factor for stunting 
(hypothesis 4). With relatively small odds ratios socio-economic status does not appear 
to exert a strong effect on how long women breastfeed their children. 
The impact of maternal education, paternal education and wealth on vaccination status 
could not be clearer: being in the most privileged relative to the least privileged group 
for any of the three variables doubles or even triples the chances of being vaccinated 
against tuberculosis, measles, polio, diphtheria, pertussis and tetanus (hypothesis 8). 
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Therefore, vaccination status specifically and immune status more broadly is likely to 
denote an important pathway from socio-economic status to child health outcomes. 
Across Africa, wealth, maternal education and, to a lesser extent, paternal education, 
are highly protective against solid fuel use (hypothesis 9). This hypothesis shows the 
highest pseudo R2 values of all hypotheses tested, implying that access to modern 
versus traditional household energy services is strongly determined by socio-economic 
status. 
Overcrowding is also structured by socio-economic factors (hypothesis 10). More than 
wealth, maternal and paternal educational attainment plays a significant role in 
determining the number of persons per room. Low to intermediate pseudo R2 values 
suggest that the explanatory power of these models is lower than that of the 
malnutrition models and much lower than that of the solid fuel use models. 
In summary, among the many proximal health determinants that were included a priori 
in the causal diagram, stunting, indoor air pollution and vaccination emerge as 
particularly strongly structured by relevant socio-economic variables. The'seemingly 
more limited role of other proximal health determinants does, however, need to be 
interpreted with caution. 
Solid fuel use, cooking practices and ALRI mortality 
The relationships between socio-economic factors, solid fuel use and ALRI mortality 
were examined in their entirety, connecting all three layers of the causal diagram with 
one another, and bringing in contextual considerations. 
The robustness of the links between wealth, maternal education and solid fuel use was 
validated by repeating the DHS analysis for Ethiopia, Kenya and Namibia using WHS 
data for the same countries, as well as using a pooled WHS dataset for sixteen 
countries in sub-Saharan Africa (chapter 7). Odds ratios for wealth and maternal 
education were not significantly altered when random effects at community and district 
level were introduced in a series of hierarchical models (chapter 6). 
Heterogeneity at community and district level plays an important role in structuring 
cooking fuel choice use across all countries tested but the factors that determine this 
heterogeneity appear to vary by country. In Benin, a model including spatial community 
random effects best explains solid fuel use practices; in Namibia, a model including 
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non-spatial community random effects shows the best model fit. Variation at both 
community and district levels exerts an important influence on cooking fuel choice in 
Ethiopia and Kenya (chapter 6). 
Solid fuel use was confirmed as a major risk factor for ALRI mortality among African 
children: the risk of dying from ALRI prior to their fifth birthday is increased more than 
2-fold among children growing up in households that cook with wood, dung and 
charcoal relative to children living in households that cook with gas or electricity 
(chapter 7). The a priori defined algorithm for ALRI mortality yielded an adjusted hazard 
ratio of 2.35 (1.22; 4.52); less and more sensitive algorithms resulted in adjusted 
hazard ratios of 2.07 (1.22; 3.53) and 3.21 (1.18; 8.76) respectively. 
ALRI mortality risk is strongly influenced by the presence or absence of a chimney or 
smoke hood. Indeed, an adjusted hazard ratio of 1.23 (0.45; 3.34) for solid fuels burnt 
in a chimney stove is not significantly different from the baseline risk for the combustion 
of cleaner fuels. In contrast, with an adjusted hazard ratio of 2.69 (1.38; 5.24) solid 
fuels burnt in a non-chimney stove increase a child's ALRI mortality risk almost Vold. 
Outdoor cooking appears to be less harmful than indoor cooking, although the 
differences are less striking than those between well-ventilated and less well-ventilated 
stoves. Both findings are biologically plausible, as greater ventilation is known to 
reduce concentrations of and personal exposure to particulate matter and carbon 
monoxide. An independent role of heating with solid fuels as a risk factor for ALRI 
mortality among African children could not be established. 
9.2 Summary of discussion 
Data quality and uncertainty due to measurement 
Attempting to elucidate the pathways that connect socio-economic determinants 
through proximal risk factors with child health outcomes is particularly challenging in 
sub-Saharan Africa. With the exception of South Africa, vital registration systems do 
not exist and the limited research in this area largely relies on international household 
surveys, such as DHS, WHS, MICS and LSMS. Nationally representative household 
surveys are conducted among settled populations, and thus are likely to be non- 
representative of marginalised, migrant or remote populations. The WHS features an 
additional problem: its sampling strategy is powered to be representative of households 
but not of women of reproductive age and their offspring. 
330 
This research employed parental educational attainment, parental occupation and 
household wealth as multiple dimensions of socio-economic status. Differences 
between the underlying concept and the way this concept is measured are apparent 
but systematic bias is likely to be limited. Moreover, the relationships between 
household wealth and ALRI mortality and between household wealth and solid fuel use 
are robust to changes in the wealth metric (chapter 7). 
A household's primary cooking fuel is used as a proxy for indoor air pollution. Levels of 
exposure to different products of incomplete combustion depend on stove type and 
ventilation for each type of fuel burnt, as well as the time people spend in polluted 
micro-environments. Consequently, solid fuel use is considered a poor proxy of health 
risk. Random error and the different types of systematic error identified will bias the 
impact of socio-economic status on solid fuel use, as well as the impact of solid fuel 
use on ALRI mortality towards the null. 
The WHS measure of ALRI mortality is characterised by both measurement error and 
measurement bias. Differential recall, probably exacerbated by a truncated birth 
history, is likely to produce systematic under-reporting of child mortality by less 
educated women with more offspring. As a result, observed socio-economic 
inequalities in all-cause child mortality and ALRI mortality may be less pronounced than 
the true inequalities in the population. The definition of cause-specific mortality in the 
WHS also suffers various flaws, as closed questions posed up to ten years after the 
event favour recall bias and as the algorithm cannot be validated against a standard. 
On the other hand, sensitivity analysis demonstrated the expected increase in the 
unadjusted and adjusted hazard ratios with greater specificity. 
Taking survey design and measurement uncertainty into account, results derived from 
DHS data are considered to have moderate reliability, the reliability of those derived 
from WHS may be questionable. In addition, an inherent limitation of all cross-sectional 
data is their snapshot nature, which makes the establishment of a temporal sequence 
of events impossible and may favour reverse causation. 
Causal diagrams and conceptual uncertainty 
Causal diagrams represent a formal tool for making the researcher's view of reality 
explicit and for identifying different causal pathways. Most'importantly, acyclic causal 
diagrams can be decomposed into their modular elements and thereby provide a basis 
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for modelling. Causal diagram-based methods are characterised by a whole-system 
approach, modularity, systernatisation, flexibility, transparency and accommodation but 
suffer from non-uniqueness. 
An association between two variables is either causal or spurious; logically, the latter 
can only be the result of confounding, reverse causation or random error. Commonly, 
the Bradford Hill viewpoints or a similar set of criteria are applied to distinguish 
between causal and spurious associations. In contrast to this inductive, a posteriori 
method, causal diagrams pursue a deductive, a priori method of causal inference. In 
theory, all relevant causal relationships in all directions are specified as part of the 
formulation of the causal diagram; confounding and reverse causation are thus 
considered in the analysis from the beginning. In practice, however, it is extremely 
difficult to include all confounders - whether observed or latent - and all possible 
feedback loops. 
Researcher judgement plays a role in both approaches towards causal inference. In 
the deductive method, judgement is made prior to the analysis and, given the equal 
consideration of different causal pathways independent of what information is 
contained in the data, bias is postulated to be relatively limited. In the inductive method, 
judgement is made a posteriori, and it may thus be easier to ignore or dismiss 
inconvenient findings. In the present analysis, researcher judgement also plays a role 
in assessing the degree of evidence in support of a given link and in deciding whether 
relationships apply across countries and settings. 
Many of the general limitations of causal diagrams are exacerbated in the present 
analysis, which draws on cross-sectional data. Positive and negative feedback loops 
could not be considered even though relationships between observed variables may be 
the result of longer-term feedback processes. Similarly, reverse causation can operate 
over short periods of time, over the life-course or inter-generationally. Finally, many of 
the relevant pathway variables that could confound the relationships between 
determinants of health and health outcomes could not be measured in a meaningful 
way using DHS or WHS data. 
Change diagrams can overcome many of these limitations. They only explicitly 
consider the elements that change from one point in time to another and can 
accommodate the influence of population-level, effects, which play a, major role in 
infectious disease epidemiology. Combined with evidence from intervention studies or 
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natural experiments, a causal diagram-based approach, which explicitly considers the' 
time element, can be a powerful tool for causal inference. 
Generalisability of findings 
The present analysis suggests that commonalities outweigh disparities between African 
countries. Limited differences are observed with respect to the inter-relationships 
among socio-economic determinants and among proximal health determinants; more 
variation is apparent with respect to the influence of parental educational attainment, 
maternal occupation and household wealth on proximal health determinants. The 
assessment of heterogeneity and homogeneity across countries is, however, subjective 
and sensitivity analyses should assess differences in findings between the use of one 
set of criteria and another. 
The countries included in this research represent a convenience sample - they were 
not chosen for their representativeness of the African continent. Nevertheless, based 
on their geography, climate and distinct colonial histories, Benin, Ethiopia, Kenya and 
Namibia represent a variety of African living conditions, and so does the pooled WHS 
dataset of sixteen African countries. Both samples are, however, not representative of 
more privileged countries, such as South Africa or the Seychelles, or of countries that 
are suffering or recently experienced war. 
Multiple socio-economic and environmental deprivation is not only a feature of Africa. 
Many societies in South Asia and indigenous populations in Latin America are equally 
characterised by widespread poverty, lack of access to environmental and health 
services, and high infant and child mortality rates, although the specific combination of 
socio-economic and proximal health determinants is highly variable from setting to 
setting. In middle-income countries, such as those of North Africa and Central Asia, 
gas and electricity have replaced solid fuels for cooking but wood and coal are often 
used for heating. Therefore, this analysis may have broader implications beyond the 
African continent. 
Implications for public health 
This research confirms that solid fuel use constitutes an important risk factor for ALRI 
mortality among children. It also suggests that smoke-producing cooking practices are 
not the primary mediator between socio-economic status and ALRI mortality but - 
across much of the societal spectrum - exert their effect on children's health largely 
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independently of poverty or lack of education. It points to the importance of technical 
interventions to reduce indoor air pollution, in particular the use of more efficient and 
cleaner-burning stoves with chimneys. Even though this research has demonstrated 
substantial differences in children's ALRI mortality risk profiles in relation to the 
presence or absence of a chimney, the evidence for the effectiveness of improved 
stoves is still very limited. 
The causal diagram illustrates two entry-points through which the link between 
traditional cooking practices and childhood ALRI can be influenced. Increasing 
household wealth and, to a lesser extent, improving, maternal and paternal education 
and knowledge represent upstream entry-points, which reduce solid fuel use indirectly 
and over long periods of time. A switch to cleaner fuels or improved chimney stoves 
constitutes a downstream entry-point, which directly and immediately reduces 
hazardous household energy practices. A hypothetical switch of the African population 
from burning solid fuels in a traditional stove to burning the same fuels in an improved 
chimney stove demonstrates a large prevention potential. 
If such technical interventions are to benefit those who need them most, they must take 
into account lack of knowledge about the problem and available solutions, limited 
purchasing power and difficulties in geographical accessibility. Unless these and other 
factors are taken into consideration, improved stove or cleaner fuel interventions may 
initially increase inequalities in childhood ALRI rather than decrease them. 
Consequently, to reduce ALRI inequalities successfully, interventions to reduce indoor 
air pollution should be embedded in a whole-systems approach that considers and, to 
some extent, addresses upstream socio-economic determinants alongside concrete 
downstream technical interventions. Engaging with those affected at all stages of the 
process will be critical. 
9.3 Recommendations for research 
In moving towards an eco-epiderniological paradigm causal diagrams may constitute 
an important research tool. While this thesis has predominantly been concerned with 
determinants of disease at individual and, to some extent, societal level, a similar 
approach could be pursued in studying causal pathways at the molecular level. 
Moreover, causal diagrams do not only facilitate a whole-systems perspective for 
structured thinking but also constitute a framework and mathematical language for 
analysis: breaking down complex pathways allows each specific hypothesis to be 
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examined in turn; subsequently the different pieces of the puzzle can be re-assembled 
in order to draw conclusions about the big picture. Finally, causal, diagrams could also 
become an instrument for participatory research: on the one hand, those affected by a 
given health problem could define factors of concern and assemble these into possible 
pathways; on the other hand, a simple causal diagram may constitute a useful means 
of public health communication. 
Flexibility in terms of accommodating multiple sources of evidence is an additional 
strength of causal diagrams. The development of a comprehensive research agenda 
should be guided by a quest for factors that explain socio-economic inequalities in 
ALRI morbidity and mortality among children and interventions that can reduce 
inequalities in childhood ALRI morbidity and mortality effectively. 
Health outcomes of interest are ALRI incidence among children under five and ALRI 
mortality in the same age group. The latter is a relatively rare outcome and, as cause- 
of-death information is not routinely available in African countries with the exception of 
South Africa, its study will rely on cross-sectional data or Gase-control studies. ALRI 
morbidity must be diagnosed by a trained fieldworker or physician,. as recall of 
symptoms by the mother or caregiver is not sufficiently specific. Ideally, this clinical 
assessment of pneumonia should be accompanied by an X-ray of the lung, a 
measurement of oxygen saturation in the blood (a complication of ALRI which is 
associated with increased mortality) and an RSV test. Where healthcare-seeking is 
limited, which tends to be the case in most developing countries, a research study 
needs to set up an infrastructure of weekly home visits by trained fieldworkers or 
physicians to assess and record ALRI. Consequently, health outcome assessment will 
continue to constitute a major challenge in future studies. 
With respect to the first of the above two quests, the static a priori conceptual causal 
diagram (Figure 4.1) represents a logical framework for identifying research needs. 
Future studies should examine the role of different proximal health determinants as 
mediators of the relationship between socio-economic status and child health 
outcomes, as well as the contextual factors influencing distinct pathways. 
Studying the impacts of proximal determinants, such as birthweight, environmental 
tobacco smoke and HIV status, on childhood pneumonia is at the heart of traditional 
risk factor epidemiology. In isolation, many of these risk factors have been well studied; 
the challenge is to explore the simultaneous impact of multiple risk factors and to draw 
conclusions about their relative importance in determining ALRI morbidity and mortality 
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as well as socio-economic inequalities in the same health outcomes. Even with respect 
to a single health outcome, evidence on the importance of different dimensions of 
socio-economic status is often conflicting. Where possible, studies of child health 
inequalities should consider several socio-economic dimensions and attempt to 
quantify the specific pathways that might be involved. Prospective cohort studies are 
likely to be the most suitable study design for investigating the impacts of multiple 
socio-economic factors and their pathways on ALRI morbidity and mortality. 
Context matters between countries and between different settings within a given 
country. Research should seek to identify the different social, economic or 
geographical boundaries that determine variations in childhood ALRI outcomes and 
differences with regard to the importance of causal pathways. Factors of relevance 
may include ethnicity, social cohesion and social networks, geographical location and 
associated environmental or political factors, historical and cultural aspects. Their 
precise definition will vary depending on the proximal health determinant or pathway of 
interest. Ecological designs lend themselves to generating hypotheses about the 
impact of different contextual factors and can provide a springboard for subsequent 
observational and experimental study designs. A replication of the same case-control 
or cohort study in different geographical and cultural settings may help distinguish 
universal processes from context-specific mechanisms. 
With respect to the second quest, change diagrams provide a more suitable framework 
for deciphering the impact of interventions than static diagrams. Natural experiments or 
intervention studies can examine the impact of changes in one or several determinants 
on ALRI outcomes. 
Efficacy trials provide a direct measure of the impact of an intervention on ALRI 
incidence by demonstrating that the removal of a given risk factor reduces disease, 
while keeping socio-economic status and all other risk factors constant under tightly 
controlled conditions. They represent a logical next step to quantify how cleaner 
cooking fuels, improved stoves or smoke hoods affect exposure-to indoor air pollution 
and respiratory health among African children. Effectiveness trials, on the other hand, 
reveal how much health impact an improved stove can achieve under real-life 
conditions, for example, when households are required to purchase an improved stove 
as part of a national programme. Both types of intervention trials are only suitable 
where short-term changes in a specific proximal health determinant will lead to 
measurable disease reduction. Natural experiments, on the other hand, may constitute 
a suitable study design for exploring the impact of socio-economic changes on ALRI 
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outcomes; they might also be appropriate where the impact of non health-sector 
policies, such as fuel taxation, on child health outcomes is concerned. 
In addition, qualitative studies could elucidate local opportunities or barriers for 
interventions by providing detailed insights into the perceptions, behaviours and 
cultural beliefs of different stakeholders. Focus group discussions could explore the 
factors that prevent the adoption of improved cooking practices in a given community. 
Barriers are likely to differ between women'(e. g. lack of knowledge about health 
impacts, no control over budget) and men (e. g. lack of knowledge about opportunities 
to save money due to fuel efficiency, concern about the taste of food). 
This research constitutes but the first of many iterations required to elucidate the 
complex pathways between socio-economic factors, proximal health determinants and 
ALRI morbidity and mortality among African children. 
9.4 Recommendations for policy 
This research has confirmed indoor air pollution from solid fuel use as an important 
determinant of ALRI mortality among children in sub-Saharan Africa. Indeed, it appears 
to pose a greater direct ALRI risk than poverty or lack of education. Consequently, 
changing cooking practices through the introduction of improved stoves or a switch to 
cleaner fuels carries a large prevention potential. While research should continue to 
evaluate the effectiveness of different interventions as a means of reducing ALRI 
morbidity and mortality among children, a series of pragmatic steps should be pursued 
in parallel: 
> Intemational policy. The international community, in particular the WHO, should 
review effective approaches to reducing ALRI mortality in the context of achieving 
Millennium Development Goal 4, and make evidence-based recommendations for 
policy. Clear communication of these recommendations and technical support by 
the UN Development Programme, other UN organisations as well as non- 
governmental organisations will be necessary to help countries with their 
implementation. The World Bank, the International Monetary Fund, the European 
Commission as well as bilateral donors and foundations should review their lending 
policies and funding mechanisms to be able to support developing countries in their 
efforts to increase access to cleaner cooking energy. 
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> National policy. Poverty reduction strategy papers, other national development 
plans as well as national energy and finance policies should recognise the 
importance of household energy and outline targets for increasing access to 
cleaner fuels and modern cooking technologies. Ultimately, regulatory and fiscal 
frameworks will need to take into account that the private sector is essential in a 
large-scale production and marketing of technical interventions. Financial 
mechanisms to ensure that those most in need are able to purchase new 
technologies will need to be considered. These could involve broadening the terms 
of reference of existing micro-credit schemes or setting up new micro-credit 
schemes, as well as introducing targeted subsidies where appropriate. 
> Research and development. Hundreds of so-called improved stove models are in 
use across Africa but most of them were designed to maximise fuel efficiency rather 
than to minimise emissions. Chimney stoves, as illustrated by this research, are not 
yet widely used. An investment in the development of appropriate and cheaper 
improved stove technologies and their production at scale will be essential. 
Involvement of users is critical as any new stove model must meet the user! s needs 
at least as well as the traditional stove model. 
> Civil society engagement. Non-g overn mental organisations, in particular women's 
groups, are a key actor in increasing access to modern cooking technologies and 
promoting healthier behaviours. On the demand side', they can communicate the 
health and soclo-economic impacts of traditional cooking practices, inform about 
available solutions and learn from those affected about their concerns and needs. 
On the supply side, they can promote entrepreneurial activities to meet the 
demands of users through the production, installation and maintenance of 
interventions and thereby contribute to income generation. 
Many of the above actions are controlled by the energy, finance and development 
sectors with little involvement of the health sector. The latter can and should instead 
take responsibility for the following tasks: 
> Ministries of health, representatives of health professions and non-govern mental 
organisations concerned with health Gan use the health argument to influence 
national policy processes. They not only have a moral responsibility to draw 
attention to health risks that affect poor and marginalised populations, they are also 
in a position to monitor the impact of actions taken by other sectors on health and 
health inequalities. Ultimately, the health sector can develop and promote 
regulatory mechanisms to protect health, in particular air quality guidelines and the 
certification of intervention technologies. 
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> Pneumonia control must encompass curative and preventive approaches. A basic 
understanding of indoor air pollution as a risk factor for health, alongside other 
environmental and lifestyle determinants, should be integrated into medical 
curricula. Community health workers in particular can play a key role in advising 
mothers on no-cost or low-cost approaches to limit their children's exposure to 
indoor air pollution. Large-scale awareness campaigns about this health risk and 
available solutions will need to work through the media and schools. 
> Health researchers in developing and industrialised countries can address some of 
the missing links identified throughout the present analysis, for exa`mple, the 
impacts of indoor air pollution on birthweight and other perinatal health outcomes, 
and the effectiveness of different interventions to reduce indoor air pollution in 
efficacy and efficiency trials. Through their involvement, they can ensure that new 
technologies minimise indoor air pollution and associated health outcomes. 
The vision of improved cooking stoves and cleaner cooking fuels for sub-Saharan 
Africa will take decades to materialise but a step in the right direction has already been 
taken at the policy level. The Economic Community of West African States and the 
East African Community recently agreed on regional targets to increase, by 2015, 
access to modern cooking energy by 50%. The translation of these regional 
commitments into national policy is underway and will hopefully entail some of the 
measures outlined above. Most importantly, they present an opportunity to reduce 
ALRI morbidity and mortality among African children through a large-scale preventive 
intervention. 
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