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Nucleosomes are involved in DNA compaction and transcriptional regulation. Yet it is unclear whether histone modification marks are primary or
secondary to transcription and whether they interact to form a histone code.We investigated the relationship between transcription and four histone
modifications (H4ac, H3ac, H3K4me2/3) using ChIP–chip and expression microarray readouts from twomurine cell lines, one in two differentiation
stages.We found that their association with transcript levels strongly depends on the combination of histone modifications. H3K4me2 coincides with
elevated expression levels only in combinationwith acetylation, while H3ac positive association is diminished by co-occurringmodifications. During
differentiation, upregulated transcripts frequently gain H4ac, while most modification conversions are uncorrelated with expression changes. Our
results suggest histone modifications form a code, as their combinatorial composition is associated with distinct readouts. Histones may primarily
function as signaling marks for specific effectors rather than being a sufficient driving force for or a consequence of transcription.
© 2007 Elsevier Inc. All rights reserved.Keywords: Cell differentiation; Chromatin immunoprecipitation; Histones; Microarray analysis; Muscles; Myocytes, cardiac; Nucleosomes; Transcription, geneticHistones together with DNA form the nucleosome and are
characterized by a central region and an exposed N-terminal tail.
These tails provide a surface for interactions with other proteins
[1] and are susceptible to a wide variety of posttranslational
modifications [2]. These include acetylation [3] and methyla-
tion [4,5] at lysine residues. The type of histone modification
contributes to the degree of DNA accessibility and gene tran-
scription. Acetylation leads to a reduction of positive charges on
the histone tails and thereby diminishes the interaction with theAbbreviations: ChIP, chromatin immunoprecipitation; ChIP–chip, chroma-
tin immunoprecipitation followed by microarray analysis; GO, Gene Ontology;
H3ac, histone 3 acetylated at lysine residues 9 and 14; H3K4me2, histone 3
dimethylated at lysine 4; H3K4me3, histone 3 trimethylated at lysine 4; H4ac,
histone 4 acetylated at lysine residues 5, 8, 12, and 16; TSS, transcription start
site.
☆ Microarray data from this article have been deposited with the ArrayExpress
database (http://www.ebi.ac.uk/arrayexpress) E-TABM-182 and E-TABM-183.
⁎ Corresponding author. Fax: +49 30 8413 1699.
E-mail address: sperling@molgen.mpg.de (S. Sperling).
0888-7543/$ - see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.ygeno.2007.08.010negatively charged DNA backbone, leading to an open chro-
matin state [6]. Methylations have been ascribed activating and
repressive functions, depending on the position of the residue
[5,7], and different effects may be associated with mono-, di-, or
trimethylation of lysine residues.
According to the histone code hypothesis “distinct histone
modifications, on one or more tails, act sequentially or in com-
bination to form a ‘histone code’ that is read by other proteins to
bring about distinct downstream events” [8]. This hypothesis
has been much debated, in particular as to if modifications
encode distinct readouts [9–12] and whether histone modifica-
tions serve as instructive signaling marks or rather appear as a
consequence of transcription [13]. Although different inter-
pretations of the concept of a code are possible, we suggest that
the existence of such a code should manifest itself such that
different modification combinations lead to distinct outcomes.
Histone modifications can be recognized and subsequently
translated into a functional consequence by specific effectors,
such as bromo- and chromodomain proteins [1]. Central to the
current debate is the question of the extent to which histone
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combinations lead to different downstream effects. To address
this issue, two questions need to be answered: which com-
binations occur in vivo, and what are their functional conse-
quences? Recently, the joint occurrence of one activating and
one repressive histone mark has been reported to result in weak
or no transcription [14,15], which may indicate either the exis-
tence of a histone code or a predominant effect of repressive
marks.
We therefore concentrated on modifications previously all
described to be equally associated with higher transcript levels
in yeast [16–18] and higher eukaryotes [19–21], enabling us to
investigate combination effects without the possible confound-
ing factor of a dominant repressive mark. As the investigation
of combination effects is feasible only for modifications often
occurring at the same chromosomal location we furthermore
limited our investigations to modifications reported to coloca-
lize frequently [16–21]. We studied acetylation of histones 3
and 4 (H3ac and H4ac) as well as di- and trimethylation of
lysine 4 on histone 3 (H3K4me2, H3K4me3). Although the
correlation between these modifications has been described to
be high, possible functional consequences of colocalizations
compared to single occurrence have so far not been investigat-
ed. To obtain a global picture, we investigated these modifica-
tions on a transcriptome-wide basis in two different murine cell
lines, cardiomyocytes (HL-1) and skeletal muscle (C2C12), the
latter as undifferentiated myoblasts as well as differentiated
myotubes. This allowed us to characterize the combinatorial
relationship between modifications and transcription in three
different cell types and to follow changes during differentiation.
If histone modifications were mainly a result of transcription,
we would expect changes in expression level to be highly cor-
related with modification changes.
Considering each modification individually and, in a novel
approach, their combinatorial occurrence, we showed that
combinations of modifications were associated with transcrip-
tion in a manner that was not simply related to their individual
effects. This suggests that combinatorial information is encoded
in the histone tails. During differentiation a large number of
transcripts were associated with modification changes, although
these were mostly not associated with changes in expression.
This implies that histone modifications may primarily function
as prerequisite signaling marks for, rather than being a
consequence of, transcription.
Results
Genes are characterized by a discrete number of modified
domains and modification codes
We investigated histone modifications in three different cell
types (myotubes, myoblasts, and cardiomyocytes) and followed
changes during differentiation from myoblasts to myotubes.
The use of cell lines had the advantage of higher homogeneity
and clearly defined cell states. Histone modifications were
analyzed by chromatin immunoprecipitation followed by
microarray analysis (ChIP–chip) on custom-made oligonucle-otide arrays that represented upstream and transcribed regions
of a comprehensive set of muscle-expressed genes (8,585 genes
corresponding to 10,976 transcripts). Expression levels for the
same set of transcripts were determined using expression arrays.
We assigned modified sites to a transcription start site (TSS) of a
gene if they were located within 5 kb upstream of the TSS or
within the transcribed region. For genes with multiple TSSs, we
considered each TSS and the respective transcribed region
individually. In total, we identified, in each cell type, approx-
imately 3,000 sites for each of the histone modification types
(Fig. 1). The average number of sites per represented gene
(∼0.35) and median site sizes (∼600 bp) are in good agreement
with previous data [19] (Table S1).
To gain an understanding of the combinatorial co-occurrence
of histone modifications, we analyzed how often genomic
locations were enriched for one, two, three, or all four mod-
ification types. Four histone marks can occur in 15 different
combinations at one position; however, we observed that in vivo
only a few of these occurred frequently. While modifications on
histone 3 predominantly appeared together, histone 4 acetylation
occurred mainly either by itself or in conjunction with all three
other modifications (Fig. 2A). The distributions of combinations
were similar for the three cell types (Fig. 2B). To analyze further
the combinatorial occurrence of modifications, we assigned a
modification code to each location and termed this a modified
domain, or more concisely, a domain. Fig. 2C illustrates this for
the example of Hand2, for which in HL-1 cells two domains
with the modification code H4ac–H3acK4me2/3 were found. In
general, we found about half of the analyzed genes to be
associated with modified domains (Fig. 1). Two-thirds of these
genes were marked by only one modified domain and
approximately one-fourth by two domains. In cases in which
one domain per TSS was identified, these were predominantly
multicode H3acK4me2/3, H4ac–H3acK4me2/3 or single-code
H4ac. If two modified domains per TSS occurred, these
generally had different modification codes, one of them
characteristically H3acK4me2/3. Single-code H4ac was found
to be typical for genes marked by two or more identical modified
domains. The distribution and composition of domains showed
little variation between the cell types.
Modified domains provide insights into the localization of
modifications
We asked whether particular modifications, or combinations
thereof, showed a preference for particular genomic locations
relative to the TSS. Considering modified sites (Fig. 3A), we
observed enrichment of histone modifications within ±1 kb,
although few modifications were found directly at the TSS.
Histone 4 acetylation was predominantly localized upstream,
and the three modifications on histone 3 more frequently down-
stream of the TSS.
This picture was refined by consideration of the combinato-
rial nature of histone modifications (Figs. 3B and C). We found
that although multicode domains containing H3K4me2 peaked
close to the TSS, domains marked by H3K4me2 alone were
distributed throughout the transcribed region. Domains charac-
Fig. 1. The distribution of modifications shows little variation over the cell types. The horizontal bars show the number of individual modifications (top row) and of
modified domains (second row) for the three cell types. The third row shows the distribution of the number of modified domains per TSS. TSSs with one or two
domains are most frequent. The pie charts show the distributions of modification codes for one-domain transcripts and for two-domain transcripts with different codes
in C2C12 undifferentiated cells.
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while in conjunction with other modifications (H4ac–H3acK4-
me2me3) it was found as often up- as downstream.
Modified domains show combinatorial effect of modifications
We asked how the presence of histone modifications is
related to transcript expression levels. Even though modified
domains showed a preference for certain positions relative to
the TSS, we did not observe a significant association between
domain position and transcript levels (Fig. S1). Therefore, the
following analysis considers presence and absence of
domains irrespective of their position. The data from each
of the three cell types were evaluated separately (data not
shown), as the various modification patterns between the cell
types differed strongly. Of the approximately 5,000 TSSs per
cell type found to be associated with domains only 1,267
TSSs were marked by the same modifications in myoblasts,
myotubes, and cardiomyocytes, while around 1,500 TSSs
showed cell-type-specific modification patterns. Although we
find this high degree of cell-type specificity in domains, the
overall results linking modification patterns to transcriptlevels were found to be highly comparable and therefore a
composite data set that includes domains and transcript levels
from all three cell types was used in the following to
illustrate the results.
We investigated the relationship between transcript levels and
histone modifications from two angles. First, transcripts were
classified according to their expression levels and the frequency
of domains within these classes was compared. Second, we
classified transcripts based on their associated domains and
investigated the expression levels. Transcripts were divided into
four different expression categories and the occurrence of
modifications within these classes was analyzed, once based
on modified sites and once considering modified domains.
Regardingmodified sites (i.e., without taking combinatorics into
account), we observed that all four histone modifications, in
particular the two types of acetylation, coincided with elevated
transcript levels (Fig. 4A). The 10% most highly expressed
transcripts, however, showed no further increase in modifica-
tions compared to medium expression levels. Repeating the
analysis with modified domains revealed strikingly different
results (Fig. 4B). The fraction of single-code H3ac domains
increased by 200% in the class of expressed transcripts
Fig. 2. Modifications are highly correlated. (A) The combinatorial occurrence of histone modified sites. Each row in the heat map corresponds to a combination of
modified sites. Dark indicates presence, white absence. The height of the rows is proportional to the number of occurrences of a combination, summed over the three
cell types. The most frequent cases are H4ac alone, H3acK4me2/3, and the combination of both. (B) Odds ratios of pair-wise contingency tables of the occurrence
of modified sites in domains. The pattern is similar for all three cell types. Red indicates positively correlated occurrence, blue corresponds to anticorrelation.
(C) Normalized and smoothed ChIP–chip intensities around the TSS of theHand2 gene. In C2C12 undifferentiated cells (dashed lines) no modifications are associated
with the Hand2 gene. In HL-1 (solid lines) two domains with the modification code H4ac–H3acK4me2/3 were identified. Each domain consists of four modified sites.
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Fig. 3. Positional distribution of histone modifications relative to the TSS. Shown are data for C2C12 undifferentiated cells. The 5-kb upstream and 4-kb downstream
regions of each TSS were aligned by the TSS (x axis). The y axis shows the densities. (A) Analysis based on modified sites (i.e., without taking into account
combinatorics). Modifications on histone 3 show similar distributions. H4ac occurs predominantly up- but also downstream. (B and C) Analysis on the basis of
modified domains (i.e., considering co-occurrence of modifications). (B) Localization of the four single-code domains is shown. Single-code H4ac is positioned almost
exclusively upstream, single-code H3K4me2 is distributed throughout the transcribed region. (C) Localization of the four most frequent multicode domains is shown.
Domains containing all four modifications occur similarly often up- and downstream. Domains coding for histone 3 modifications are predominantly positioned in the
transcribed region.
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modifications in addition to H3ac did not show such a
pronounced increase. The proportion of domains solely contain-
ing one or both methylation modifications varied only slightly
between three expression groups but was decreased for the most
highly expressed transcripts.
Next, we classified all transcripts represented on the ChIP
arrays according to the modifications in the vicinity of the TSSs.
Genes represented on the array but without significant
enrichment of probes for any of the investigated modifications
were categorized as nonmodified. Without considering combi-
nations, all four modifications clearly, and to approximately the
same degree, coincided with higher expression values (Fig. 5A,
Table S2). Repeating the analysis on the basis of modified
domains, we obtained a ranking of the effect of combinations onexpression levels (Fig. 5B and Table S3). Single-code H3K4me2
and multicode H3K4me2/3 modified transcripts' mean expres-
sion levels were not significantly higher expressed than
nonmodified transcripts, whereas H3K4me3 alone was associ-
atedwith slightly higher expressed transcripts (mean fold change
1.22, p=6×10−12). TSSs associated with single-code H3ac
coincided with the highest expression levels (mean fold change
1.53, p=1×10−30), and in case of co-occurrence of further
modifications the respective transcripts showed lower expres-
sion ( p≤3×10−2). None of the single-code domains were
repressive. Co-occurrence of modifications generally was
associated with lower expression levels than expected from
the sum of the individual modifications effects (linear model
analysis, Table S6). These findings demonstrate the combina-
torial, nonadditive effect of histone modifications.
Fig. 4. Higher expression levels of transcripts are associated with stronger histone acetylation. Transcripts were classified into four groups according to expression
level: non-, low-, medium- and high-expressed (x axis). The y axis shows the percentage increase in the frequency of modifications in each group, compared to the
nonexpressed group. The curves were obtained by taking the median across the three cell types. (A) Analysis based on modified sites. Each individual modification
increases over the expression groups. The frequencies of the two acetylation states and of the two methylation states, respectively, show similar increases. (B) Analysis
on the basis of domains. Shown are the eight most frequent modified domains. The frequency of single-code H3ac shows the strongest increase. Other acetylation-
containing domains behave similarly and increase by approximately 100%. Domains coding for one or both methylations show basically no change.
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generally associated with change of expression level
To complete the static picture gained from the analysis
of independent cell types, we examined histone modifica-Fig. 5. The combinatorial nature of the relationship between histone modifications and
The expression level distribution in each group is represented by box plots. (A) An
associated with elevated expression levels compared to the no-modification group ( p
are seen with H3ac alone; H3ac combined with the other three modifications shows c
H3K4me3 are comparatively low and even reduced in combination with H3K4me
modification group.tions during skeletal muscle differentiation and investigated
the dynamic of changes of modifications and their
correlation to changes in expression. If histone modifica-
tions were a consequence of transcription or, alternatively,
a sufficient driving force, we would expect modificationexpression. Transcripts were grouped by their associated histone modifications.
alysis based on modified sites. All four individual modifications are similarly
b1×10−30, Table S2). (B) Analysis on the basis of domains. The highest levels
omparatively lower levels ( p≤3×10−2, Table S3). The levels with single-code
2. H3K4me2-associated transcripts are not significantly different from the no-
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levels.
We found 299 transcripts to be significantly differentially
expressed between myoblasts and myotubes. Gene ontology
annotations overrepresented for these transcripts were in good
agreement with published results [22] (Table S4). In compar-
ison to the amount of differentially expressed transcripts, a
much higher number of TSSs (3,498) were associated with
modification changes between myoblasts and myotubes.
Although the overall number of modified domains remained
fairly constant, a high number of modifications were lost or
gained during differentiation (Fig. 6). Strikingly, the majority of
modification conversions involved H4ac both as a singly
occurring modification and in the context of multicode
domains: 727 TSSs showed H4ac in myoblasts and were
associated with no modification at all in myotubes. Domains
coding for the three modifications on histone 3 gained
additional histone 4 acetylation in 299 cases, whereas 134
domains showing all four modifications lost H4ac whileFig. 6. The dynamics of domain codes in C2C12 differentiation. Shown is a
schematic representation of the loss and gain of histone modifications in the
process of differentiation. Each node is the representation of the number of
modified domains found upstream or within the transcribed region of genes in
myotubes. Only the three domain codes showing the highest number of changes
are shown. Self-loops indicate number of domains retaining both position and
code identity in differentiation. Straight arrows represent conversions of domains
in the transition from undifferentiated (myoblasts) to differentiated cells
(myotubes). The number next to each arrow denotes the absolute frequency of
that conversion type. For example, 886 domains containing all fourmodifications
are present in myotubes. 393 of these domains were present at the identical
position in myoblasts, while 299 originated from H3acK4me2/3 by the addition
of H4ac. On the other hand 134 of the domains present in myoblasts lost H4ac
while retaining H3acK4me2/3.retaining H3acK4me2/3. In comparison, only 25 domains
coding for the three modifications on histone 3 were lost and 29
gained. A change from no modification to single-code H4ac in
differentiation was found for 854 TSSs and was associated with
the presence of Mef 2 binding sites in the surrounding sequence
(group specificity score 4.5×10−4). Mef2 is a histone acetyl
transferase recruiting factor and is essential for skeletal muscle
differentiation [23].
Most of the changes in histone modification status between
undifferentiated and differentiated C2C12 cells were not
associated with differential expression. For example, among
the 854 transcripts associated with a gain of H4ac, only 29
showed significantly higher expression levels (Table S6A).
However, among the total of 126 upregulated transcripts, gain
of H4ac was seen significantly more often than among not
differentially expressed transcripts ( p=1×10−7, logistic re-
gression model, Table S7). Other modification changes were
not significant. For the downregulated transcripts, we did not
observe significant preferences for modification changes
(Table S8).
Discussion
We present the occurrence and combinatorial effect of two
histone acetylation and two histone methylation states in
three cell types in a transcriptome-wide investigation. A
genomic location where the probes showed significant
enrichment for one of the investigated modifications was
called a modified site. The number of sites for each histone
mark were similar in myotubes, myoblasts, and cardiomyo-
cytes. Approximately half of the genes contributing to each
transcriptome were associated with modified histones and
multiple modifications frequently occurred together. We
introduced the term modified domain to represent the
combinatorial modification code observed at a particular
sequence. The majority of TSSs were associated with only
one modified domain, since modifications were typically
clustered together. However, we found that although correla-
tions of the modifications on histone 3 were strong,
acetylation of histone 4 frequently occurred as a single-
code domain that is without enrichment of any of the other
modifications. This picture may be refined in the future by
technological advances that provide higher spatial resolution
and allow the characterization of modifications on the level
of single nucleosomes or histones [2,24,25].
We found enrichment for histone marks within ±1 kb of the
TSS, as described previously. However, only low levels of
modifications occurred directly at the TSSs. This indicates that
these regions are either rarely modified or contain few
nucleosomes. From studies in yeast, nucleosome-depleted
regions are well known [26,27] and have been recently shown
to exist in higher eukaryotes as well [28]. Different modified
domains show positional preferences relative to the TSS, above
and beyond those of the individual modifications. In particular,
single H4ac appears nearly always upstream. For yeast it has
been reported that H4K3me2 occurs throughout transcribed
regions. In higher eukaryotes, however, only a general
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observed so far [19,29]. We could now show that in mouse the
sites exclusively marked by H4K3me2 are distributed through-
out transcribed regions, as in yeast.
We investigated the relationship between the occurrences of
histone modifications upstream or within the transcribed region
of a gene and the expression levels of the corresponding
transcript. Instead of, or in addition to, expression levels,
occupancy by RNA polymerase II has been used to determine
the transcriptional status of a gene [16,30]. However, such
results are, in contrast to expression array intensities, difficult to
quantify. Indeed, generally only present/absent calls were
reported. Furthermore, published data suggest a high number
of false negatives in such experiments, as a substantial number of
transcripts were detected onmRNA level but no binding of RNA
Pol II could be found [30].
Our results indicate that histone tail modifications form a
combinatorial code, in the sense that different combinations
lead to distinct outcomes. Looking at the modifications one at a
time, we found them to be approximately equally associated
with higher transcript levels, as has been previously reported
[16,18–21,31]. However, when the combinatorial nature of the
modifications is considered, we find that the different
modifications influence each other in such a way that the effect
of one modification changes when a different modification is
also present. We obtained consistent results when conducting
the analysis both from the perspective of transcript levels and
from the perspective of modification associations. We found
H3ac to have the strongest association with higher transcript
levels, while additional activating modifications reduced this
effect. Modified domains consisting of single H3K4me2 or its
combination with H3K4me3 showed no positive correlation
with transcript levels. H3K4me3 has been employed as a marker
to identify actively transcribed genes [30]. However, several
studies have reported that a substantial percentage of transcripts
associated with this modification were not expressed (31% [30],
24% [15,20,32]). Our results offer an explanation for these
findings. It seems that H3K4me3 is not an optimal marker to
identify transcribed genes and that the activating effect ascribed
to it is mainly a result of its frequent colocalization with
acetylations. Based on our analysis we would suggest histone
acetylations, in particular H3ac, to be better predictors of
elevated expression levels. We made similar observations in two
independent cell lines, one of which was considered in two
differentiation stages. This suggests that our results have
general applicability.
Finally, we investigated the role of these modifications in the
process of differentiation. We found histone 4 acetylation to be
highly dynamic and that upregulated transcripts were associated
with a gain of this modification. However, a large number of
regions showed modification alterations, and these were mostly
not associated with changes in expression. A possible
explanation is that modifications precede transcription, but are
not by themselves sufficient for its regulation.
It is conceivable that the histone modifications that are gained
and lost during differentiation could function as signaling marks.
Single-gene studies have shown that significant levels of mod-ifications are present in the vicinity of genes prior to
transcription, resulting in a poised chromatin state [29,33].
Furthermore, histone modifications may serve as recognition
sites for the recruitment of effector modules. Several bromo-,
PHD- and chromodomain proteins have been reported to bind to
specifically acetylated and methylated lysine residues
[3,9,34,35]. Mef 2 is a key transcription factor in differentiation
known to be inhibited by histone deacetylases in myoblasts.
During differentiation to myotubes, Mef 2 recruits histone acetyl
transferases essential for differentiation, such as p300 and GRIP
[23]. Sequences associated with gain of H4ac in differentiation
showed overrepresentation of Mef 2 binding sites, relative to
sequences losing H4ac.
Conclusions
In summary, our results agree with the histone code
hypothesis, as defined in [8]. We demonstrated that the average
transcript levels associated with combinations of modifications
are not simply (additively) related to those associated with
individual modifications. Investigating the dynamics of mod-
ifications within one cell line during differentiation, we showed
that the appearance of modifications is, by itself, rarely
associated with higher transcript levels. This is consistent with
the view that these marks are a prerequisite for, but not a
sufficient driving force or a necessary result of, transcription.
Histone modifications may primarily function as signaling
marks for specific effectors and could tremendously increase the
combinatorial possibilities in the regulation of transcription. A
full understanding of the role of histone marks in transcriptional
regulation will emerge only when the interactions of multiple
modifications with their effectors are considered as a whole.
Materials and methods
Cell culture
As histone modifications are known to be cell-type specific, we used
cultured cell lines to minimize heterogeneity and to achieve clearly defined cell
states. C2C12 cells were obtained from Professor Jakob Schmidt (Department of
Biochemistry and Cell Biology, State University of New York, Stony Brook,
NY, USA) and cultivated at 5% CO2 and 37°C in Dulbecco's modified Eagle's
medium (Gibco) supplemented with 1% penicillin/streptomycin (Gibco) and
10% fetal calf serum (Biochrom). Mononucleate C2C12 myocyte cells were
harvested before reaching 70% confluence. To induce differentiation, cells were
cultured with Dulbecco's modified Eagle's medium and 2% horse serum
(Biochrom) and maintained for 48 h, when more than 90% of the cells had fused
into myotubes [36]. HL-1 cells were provided by Professor William C.
Claycomb (Departments of Biochemistry and Molecular Biology and Cell
Biology and Anatomy, Louisiana State University Medical Center, New
Orleans, LA, USA) and cultured as described [37]. HL-1 cells were harvested
for experiments when showing maximum contraction.
Real-time PCR
All real-time PCRs were measured on an ABI Prism 7700 (Applied
Biosystems) in 10 μl reaction volume with 2×Sybr Green I master mix
(ABgene) and 100 nM primer in duplicate. Primers were designed using
PrimerExpress software (Applied Biosystems) to amplify 100- to 150-bp
fragments. Fold changes were calculated using the relative quantification
method of ΔΔCt. Fold changes for expression analysis were normalized to
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enrichments of ChIP samples were measured relative to input. Primers used for
ChIP–chip confirmation are given in Table S10.
Expression analysis
For each cell type (myoblasts, myotubes, and cardiomyocytes) six samples of
total RNA were isolated from three different cell passages using Trizol
(Invitrogen) and subsequently DNase digested (Promega) according to the
manufacturer's instructions. RNA from three independent isolations was pooled,
giving two biological replicates per cell type. RNA quality was confirmed by
Bioanalyzer (Agilent) analysis, and RNA was subsequently labeled and
hybridized by NimbleGen. Array intensities and calculated fold changes were
confirmed for 15 transcripts in each cell type in replicate by real-time PCR (Figs.
S2A and S2B).
Chromatin immunoprecipitation
ChIP experiments were performed in duplicate for five different antibodies in
parallel as described [38] with the following modifications: cells were cross-
linked for 10min at 37°C; sonication was carried out with a Branson 250 Sonifier
with 12 pulses at power setting of 6 and 100% duty cycle for 30 s and 2min on ice
between pulses. Magnetic protein A/G beads were obtained from Invitrogen. For
immunoprecipitation the following rabbit antibodies were used: anti-
H3K9K14ac (Upstate 06-599, Lot 29505), anti-K5K8K12K16ac (Upstate 06-
866, Lot 29532), H3K4me2 (Abcam ab7766, Lot 66726), H3K4me3 (Abcam
ab8580, Lot 77499), and rabbit normal IgG (Santa Cruz Biotechnology sc-2027,
Lot K0304). These antibodieswere previously shown to be specific in ChIP–chip
experiments [17]. ChIP quality before linear amplification was confirmed by
real-time PCR for three histone modified sites and four sites showing no
enrichment, per cell line and modification as described above (in total 210 single
verifications, Fig. S3A). Normal rabbit ChIPs gave no enrichment over input for
any of these sites and yielded less than 1% DNA compared to specific antibodies
and therefore did not yield enough DNA to amplify for ChIP–chip applications.
Amplification of DNA
Amplification of ChIPed DNA and input control was carried out as described
[39] except only one round of amplification with 20 cycles was performed.
Amplified samples were purified using Wizard SV PCR purification kits
(Promega) according to the manufacturer's instructions. DNA quality was
confirmed by Bioanalyzer (Agilent) measurements. Samples were labeled and
hybridized according to NimbleGen standard procedures. After bioinformatic
analysis of the ChIP–chip data, 12 modified sites and 9 sites showing no
enrichment were validated using amplified material by real-time PCR for each
modification per cell type in duplicate (in total 504 single verifications, Fig.
S3B).
Design of arrays
Human or mouse transcripts expressed in heart, skeletal, or smooth muscle
were selected from several sources as listed in Table S11. All identifiers were
mapped to Ensembl version 26, human–mouse orthologs were identified, and
redundant entries were removed. These transcripts were selected to be
represented on the expression arrays. For the respective set of genes, the
human–mouse conserved noncoding blocks (CNBs) in the 5-kb region upstream
of annotated TSSs and in the first intron up to 10 kb downstream of each TSS
were considered. For genes with less than 10% CNB sequence, a fixed region of
2.2 kb upstream and 0.8 kb of the first intron was selected. Additionally, the first
exon of each gene was represented. The selected regions were repeat-masked
and probes were designed by NimbleGen.
ChIP microarray preprocessing
Probes were mapped to the mouse genome assembly mm8 using BLAT [40],
allowing up to one mismatch per 50-mer probe, resulting in 389,918 genomic
positions. Intensities of each channel were normalized and log-transformedusing VSN. Log-ratio enrichment levels for each probe were calculated by
subtraction of Cy3 (input) from Cy5 (ChIP sample).
Identification of modified sites
Normalized probe levels for biological replicates were averaged and
smoothed along chromosomal coordinates using a sliding window method. For
each probe position the smoothed probe level was computed as the median over
the probe levels in an 800 bp window centered at that position. To allow for
different efficiencies of antibodies, a cutoff was defined for each type of histone
modification separately, by repeating the above smoothing procedure on data
where probe positions were randomly permuted and calculating the 99%
quantile. We called a probe enriched if it had a smoothed probe level greater than
the cutoff. Enriched probes were merged into enriched regions if less than
600 bp apart. Resultant regions of at least three probes were called modified
sites.
Identification of domains
A modified domain is a combination of different modified sites within one
cell type. The genomic locations were required to overlap by at least 75% of the
length of the smallest contained modified site. We mapped a domain to a TSS if
its middle position was located up to 5 kb upstream or within the respective
transcribed region.
Expression microarray preprocessing
Probes were mapped to the mouse genome assembly mm8 using BLAT [40],
allowing up to one mismatch per 24-mer probe. Only probes matching annotated
Ensembl transcripts (version 39, June 2006) were further analyzed. Probe
intensities were background corrected, quantile normalized, and summarized
into transcript expression levels using the median-polish procedure [41].
Expression level differences between transcript categories
Transcripts were categorized according to modified sites or modified
domains. Pair-wise Wilcoxon rank sum tests were employed to assess
differences in expression between transcript categories. The resulting p values
were corrected for multiple testing using the Bonferroni procedure. A corrected
pb0.05 was interpreted as evidence of transcripts in one category having
expression levels significantly different from those in the other category.
Transcript expression categories
Transcripts were categorized according to expression levels as non- (b7
arbitrary scanner units, log2 scale), low- (7–8.5), medium- (8.5–10.9), and high-
expressed (N10.9). The first three cutoffs were determined by RT-PCR for
transcripts of known transcriptional status. The cutoff for high expression is the
90% quantile of all data above 8.5.
Identification of differentially expressed genes
Differential expression of transcripts between cell types was assessed using
the moderated t statistic of the empirical Bayes approach in the Bioconductor
[42] package Limma [43]: p values for differential expression were adjusted for
multiple testing using Benjamini and Yekutieli's method for control of the false
discovery rate [44]. Transcripts with an adjusted p value smaller than or equal to
0.05 were considered to be differentially expressed.
Linear model: expression levels
For the regression of the normalized transcript expression levels on histone
modifications, we used the data of undifferentiated and differentiated C2C12
cells. We fitted a linear regression model to include, for each transcript,
expression levels in each cell type, presence of modified sites, and median GC
content of the microarray probe that mapped to the transcript. A t test was
50 J.J. Fischer et al. / Genomics 91 (2008) 41–51computed for the coefficient of each effect to assess whether it was significantly
different from 0 (Table S5).
Logistic regression model
For the logistic regression, the response was an indicator variable for
differential upregulation or downregulation of a transcript, while the predictors
were indicator variables for transcripts gaining or losing modifications during
differentiation of C2C12 cells (Tables S7 and S8, respectively). We used the data
of undifferentiated and differentiated C2C12 cells.
Gene Ontology (GO) associations to gene groups
To analyze the association of differentially expressed transcripts with GO
categories, the transcripts were mapped to genes. The association of gene groups
to GO [45] terms was assessed according to Alexa et al. [46] through a
conditional hypergeometric test for overrepresentation using a p value threshold
of 0.001. In a prefiltering step, we excluded from this analysis all transcripts
whose expression levels across samples had an interquartile range below 0.5
log2 units.
Implementation
The computational methods were implemented in the R programming
language, using packages from the Bioconductor project [42], and have been
published elsewhere [47].
Mef2 binding site analysis
We compared the occurrence of the TRANSFAC [48] Mef2 binding site V
$MMEF2 in a 1.5 kb window between 816 domains with H4ac gain and 790
domains with H4ac loss during differentiation. We used MAST [49] with a
minimum sequence p value of 0.1 and an E value of 160. The group specificity
score [50] was used to identify significant overrepresentation.Acknowledgments
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