Introduction and motivation
Measure theory provides a framework for quantitative data analysis. Statistics, Data Mining and many other techniques are based on it. Other methods developed in Formal Concept Analysis [6, 2, 4] or in Rough Set [19, 5, 13] , based on closure operators are suitable for qualitative data analysis. In measure theory, the carrier set is usually a σ-algebra; that is a nonempty collection S of subsets (of  (1.2)
Per induction we get
µ(A i ), for pairwise disjoint A 1 , A 2 , . . . , A n ∈ S.  , (1.4) that is strongly connected with the distributivity of (S, ∩, ∪). In most cases µ should be isotone with µ(∅) = 0 and µ(  S) = 1. In this case it is called a fuzzy measure [23] . Some special cases are belief and plausibility functions. They have applications in decision making, optimization, economics, etc [12, 1, 10] . A fuzzy measure µ : S → [0, 1] is said to be (1.6) Submodular functions play an important rôle in optimization, matroid theory and geometry. In the literature, these functions are usually considered on Boolean algebras. The growing importance of lattices in Information Science suggests that the investigation should be extended to lattices in general. Belief functions and related concepts have been considered by Grabish [8] . In this contribution we will concentrate on supermodular and submodular functions, and establish their qualitative counterpart, namely closure and kernel operators. Before that we fix some notations. Unless otherwise stated, lattices we consider are non-empty and finite. So let L be a finite and non-empty lattice; an element y ∈ L covers x ∈ L if x < y and x < a ≤ y implies a = y for any a ∈ L; in this case we write x y or y x. An element a ̸ = 0 is called join irreducible if  {x ∈ L | x < a} a. In this case a * :=  {x ∈ L | x < a} is the unique lower neighbour of a. We denote by J(L) the set of join irreducible elements of L. Dually an element a ̸ = 1 is called meet
the set of meet irreducible elements of L. The rudiments of order theory we need can be found in [1] or [3] .
Submodular and supermodular evaluations
Let L be a non-empty finite lattice. An evaluation on L is a map r : L → R. An evaluation r on L is submodular if r(x ∨ y) + r(x ∧ y) ≤ r(x) + r(y), and supermodular if r(x ∨ y) + r(x ∧ y) ≥ r(x) + r(y). A modular evaluation is both submodular and supermodular, i.e. r(x ∨ y) + r(x ∧ y) = r(x) + r(y). An evaluation r is isotone if x < y ⇒ r(x) ≤ r(y), and strict isotone if x < y ⇒ r(x) < r(y). A valuation is an isotone and modular evaluation.
The constant evaluationλ: x  → λ, λ ∈ R is modular and isotone. Without loss of generality, we can assume r(0) = 0 for all evaluations r on L. Such an r is said to be normalized. We will denote by h(P) the length
; that is the length of the longest path from 0 to x. The evaluation h L (called the longest path evaluation) is strict isotone. In general h L is neither submodular nor supermodular (see e.g. Fig. 1 ). Proposition 2.4 describes those lattices whose longest path evaluation is supermodular. We set
. When do we have equality? (see Proposition 2.2 below). To describe lattices whose longest path evaluation is sub-or supermodular, we need the notion of semimodularity.
A characterization of these lattices can be found in [1] , namely that upper semimodular lattices are exactly lattices satisfying
and lower semimodular lattices are exactly lattices satisfying 
The pentagon N 5 is the smallest lattice that is not modular. the diamond M 3 is the smallest modular lattice that is not distributive.
Proposition 2.2. If a lattice L satisfies the Jordan-Dedekind chain condition then h
Proof. We assume that L satisfies the Jordan-
Observe that the chains p and q in the proof above are maximal chains of different lengths. As we can see for example on the lattice L 1 in Fig. 1 Proof. The proof of (ii) can be found in [1] . We will prove (i). Note that h
which is a contradiction.
The upper semimodularity can be characterized by the longest path evaluation. In fact L is upper semimodular if and only if h L is submodular [1] . The dual also holds:
A modular lattice is an upper and lower semimodular lattice. The pentagon N 5 is the smallest lattice that is not modular. Moreover, modular lattices are exactly those which do not contain N 5 as sublattice. They are characterized by
A distributive lattice is a lattice satisfying the equation
M 3 is the smallest modular lattice that is not distributive. In fact, distributive lattices are modular lattices that do not contain M 3 as sublattice. The following characterization of modular lattices can be found in [1] :
. This is equivalent to the longest path evaluation being modular [1] .
On any lattice L, the constant evaluations are modular and isotone, but not strict isotone; the function h L is strict isotone, and is modular iff L is modular. How many modular functions can we define on a given finite lattice? In other words, how free are we in defining a modular function on a finite lattice?
Modular dimension of finite distributive lattices
We will denote by Mod(L, R) the set of modular evaluations on L, and by Mod 0 (L, R) the set of normalized modular evaluations on L. MOD(L, R) denotes the set of valuations on L. By R L we denote the vector space (over R) of functions
We will write md(L) for dim Mod(L, R) and call it the modular dimension of L as well as md
is called a modbasis. So, the problem of finding maximal modfree subsets of L is equivalent to finding the normalized modular dimension of L.
is an injective linear map.
Thus r 1 = r 2 , and |J( 
Corollary 3.2. Let L be a finite lattice an r an evaluation on L. Then
The maps ψ and ϕ are inverse to each other. (a) Let B n be a Boolean algebra with n atoms. md 0 (B n ) = n. (b) If f is a modular function on M 3 (see Fig. 1 ), we will have
Proof. Let L be a finite lattice such that md 0 (L) = |J(L)|. By the proof of Lemma 3.1
which is a contradiction. Henceforth L should be a distributive lattice.
The converse is proved by the following lemmas:
is modular and isotone.
r(a).
By the distributivity we have for all
=r(x) +r(y). 
By Lemma 3.7 we can modify the value on any filter ↑ a for a ∈ J(L). This can be done stepwise upwards, so to keep the value we want for every a ∈ J(L). 
From qualitative to quantitative data analysis
Quantitative data analysis is based on measure theory, contrariwise to qualitative data analysis that is based on closure and kernel operators. In this section we will discuss these basic notions with their equivalent forms and point out two theories that lead the qualitative data analysis. In the next section we will show that closure operators are equivalent to submodular functions and by then build a bridge between qualitative and quantitative data analysis.
Closure operators
Definition 4.1. Let (P, ≤) be a poset. A closure operator on P is a map c : P → P that satisfies x ≤ c(y) ⇐⇒ c(x) ≤ c(y), and a kernel operator a map k :
Quite often we will skip the brackets; e.g. we write cx for c(x) or kP for k(P). Usually a closure operator is defined as an extensive, idempotent and isotone operator. Lemma 4.2 below shows that both definitions are equivalent. (1) c is a closure operator on P iff
(2) k is a kernel operator on P iff
Proof. We give the proof for (1). The proof of (2) The equality ( * ) gives c(x ∨ y) as the smallest closed element above cx and cy. This is then the join in cP of cx and cy. The equality ( * * ) says that the meet of two closed elements is closed, and is then their meet in cP. If (P, ≤) is a complete lattice, then for X ⊆ P we have 
Lemma 4.4. Let k be a kernel operator on a poset (P, ≤). If (P, ≤) is a (complete) lattice then
Remark 4.5. The inequalities c(x ∧ y) ≤ cx ∧ cy and k(x ∨ y) ≥ kx ∨ ky hold and can be strict.
Galois connections
Definition 4.6. A Galois connection (resp. an adjunction) between two posets P and Q is a pair (α, β) of maps α: P → Q and β: Q → P such that for all x ∈ P and y ∈ Q , (G) x ≤ βy iff y ≤ αx (resp. (A) x ≤ βy iff αx ≤ y). α is called the lower adjoint of β and β the upper adjoint of α.
Lemma 4.7. The pair (α, β) is an adjunction between P and Q iff it is a Galois connection between P and Q d (the dual to Q ).
Usually a Galois connection is defined as a pair of antitone maps whose compositions are extensive. Lemma 4.8 shows that both definitions are equivalent.
Lemma 4.8. (α, β) is a Galois connection between P and Q iff
and ∀x ∈ P, x ≤ βαx and ∀y ∈ Q , y ≤ αβy. Proof. ⇒. We assume that (α, β) is a Galois connection between two complete lattices P and Q . Let X ⊆ P. By (4.1) we have α(
The rest of the proof is straightforward. (1) If c is a closure operator on P there is a poset Q and maps β : Q → P and α : P → Q such that (α, β) is a Galois connection and β • α = c. Is there any description of (Q , α, β)? (2) If (α, β) is an adjunction between P and Q then there is a closure operator c on P and kernel operator k on Q such that β • α = c and α • β = k with cP ⊆ Q and kQ ⊆ P. What about the converse?
We will now present two theories leading qualitative data analysis. These are Formal Concept Analysis (FCA) and Rough Set Theory (RST).
Formal concept analysis: reconstructing closures from uniform measures
Formal Concept Analysis [6, 2] started in the eighties from the formalization of the notion of concept [25] . It has been successfully used for conceptual clustering and rule generation [9, 16-18,22,24,27,26] , for Web mining [11] , etc.
Traditional philosophers considered a concept to be determined by its extent and its intent. The extent consists of all objects belonging to the concept while the intent is the set of all attributes shared by all objects of the concept. A formal context is a triple (G, is called the extent and B the intent of the concept (A, B). In the closed itemset mining framework, G, M, A and B correspond to the notion of transaction database, set of items, closed tidset and closed itemset respectively. By B (G, M, I) we denote the set of all formal concepts of the formal context (G, M, I). A concept (A, B) is called a subconcept of a concept  (C, D) if A ⊆ C (which is equivalent to D ⊆ B) . In this case, (C, D) is a superconcept of (A, B) and we write (A, B) ≤ (C, D) .
The relation subconcept-superconcept encodes the hierarchy on concepts, namely, that a concept is more general if it contains more objects, and equivalently, if it is determined by less attributes. The maps (G, M, I) ) and the closed sets of M (denoted by Int (G, M, I) ) form dual isomorphic complete lattices. The attributes in N. In fact X cannot in general be expressed exactly, because the set may simultaneously include and exclude objects which are indiscernible based on attributes in N. Nevertheless, the target set X can be approximated using the information contained within N by constructing the N-lower and N-upper approximations of X denoted resp. by X
• N and X N , and defined by
Observe that Bel m = P • θ . Furthermore, P • θ is a belief function 2 M with P •θ as its associated plausibility function. In particular, P • θ (X)
Submodular evaluations and closure operators
In this section we build a bridge between quantitative and qualitative data analysis. Proof. Let x ∈ L and r be a submodular and isotone evaluation on L. We setx r := {y ∈ L | y ≥ x and r(y) = r(x)}. Then x ∈x r . If u, v ∈x r , then r(u) = r(x) = r(v). We set t := u ∧ v. From x ≤ t ≤ u, v, the isotony of r and the equalities r(u) = r(x) = r(v), we get r(t) = r(x). Since r is submodular, we get r(u ∨ v)
. From the isotony of r it follows that r(u ∨ v) = r(x) and u ∨ v ∈x r . We have proved that u, v ∈x r ⇒ u ∨ v ∈x r . Since L is finite, we can conclude thatx r has a greatest element (c r (x)). This achieves the proof of (i). (ii 
Then t is a strict isotone and submodular function on L.
Proof. It is obvious that t is submodular. To prove that t is strict isotone, we consider a
Note that t − t(0) with t from Proposition 5.7 a positive and strict isotone submodular function on L. It is less than s from Lemma 4.4. Is it the smallest positive strict isotone and submodular map from L to N? When is t supermodular?
Conclusion and discussions
The idea of generalizing measure on lattices goes back to Glivenko [7] . He considered lattices with bottom element on which a strict isotone, modular and normalized evaluation µ is defined and called them ''normed lattices''. On such a structure (L, ∧, ∨, µ, 0) he constructed a distance d with
and obtained a metric space. To characterize such metric spaces, he constructed an order relation using the betweenness relation defined as follows.
Let (L, d) be a metric space. A point c is said to be between two points a and b if d(a, b) = d(a, c) + d(c, b) . In this case, c is said to be closer (to a) than b, and b is farther (to a) than c. Fixing a point O (called origin) of L, the ''closer (to O)'' relation becomes an order relation on (L, d) having the ''farther (to O)'' relation as its dual. That is,
is between O and b).
To ensure the existence of suprema and infima in (L, d, ≤), Glivenko required two additional conditions to be satisfied, namely (i) for a, b ∈ L and c between a and b, every point closer (resp. farther) than a and b should be closer (resp. farther) than c, and (ii) among the points between a and b there is one that is the closest and there is one that is the farthest.
He called such spaces ''quasi-order metric space'' and established an equivalence between these and normed lattices. 
There is a characterization of distributivity by Monjardet using distributive valuations [14] . A valuation v : L → R on a lattice L is called distributive if it satisfies
for all x, y, z ∈ L. He proved that a lattice L is distributive iff there is a stricly isotone distributive valuation on L.
In this paper we have discussed the modular dimension of a finite lattice. We found out that it is equal to |J(L)| if and only if L is a distributive lattice. This is a new characterization of the distributivity. The next steps would be to explore a possible connection between modularity and modular dimension. How can we compute the modular dimension of a modular lattice?
In [21] Smiley was more concerned in extending the measurability to an arbitrary lattice L. Therefore he had to relax the modularity condition on the evaluation µ. If L satisfies B + (resp. B − ) then for each a ∈ L there is c ∈ L(µ) such that c ≥ a (resp. c ≤ a) and µ(c) = µ + (a) (resp. µ(c) = µ − (a)). This is similar to the construction in Propositions 5.1 and 5.2. But the result in these propositions are more general since they do require neither the modularity of the lattice nor the conditions B + or B − . In [15] Nguyen constructed a closure as in Proposition 5.1 on the powerset algebra (i.e. the distributivity and therefore the modularity is assumed). Theorem 5.5 is then more general and offers a bridge to switch between qualitative data analysis (based on closure and kernel operators) and quantitative data analysis (based on submodular and supermodular evaluations). We have also shown that Galois connections and adjunctions are closely related to closure-kernel operators, and then to sub-supermodular evaluations. This is part of a project that aims to bring Bayesian inference, Dempster-Shafer theory, as well as formal concept analysis and rough set theory together.
