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Abstract  
Recent neuroscientific research has focused on cortical plasticity, which 
refers to the ability of the cerebral cortex to adapt as a consequence of 
experience. Over the past decade, an increasing number of studies have 
convincingly shown that the brain can adapt to the loss or impairment of a 
sensory system, resulting in the expansion or heightened ability of the remaining 
senses. A particular region in cat auditory cortex, the dorsal zone (DZ), has been 
shown to mediate enhanced visual motion detection in deaf animals. The 
purpose of this thesis is to further our understanding of the structure and function 
of DZ in both hearing and deaf animals, in order to better understand how the 
brain compensates following insult or injury to a sensory system, with the 
ultimate goal of improving the utility of sensory prostheses. 
First, I demonstrate that the brain connectivity profile of animals with early- and 
late-onset deafness is similar to that of hearing animals, but the projection 
strength to visual brain regions involved in motion processing increases as a 
consequence of deafness. Second, I specifically evaluate the functional impact of 
the strongest auditory connections to area DZ using reversible deactivation and 
electrophysiological recordings. I show that projections that ultimately originate in 
primary auditory cortex (A1) form much of the basis of the response of DZ 
neurons to auditory stimulation. Third, I show that almost half of the neurons in 
DZ are influenced by visual or somatosensory information. I further demonstrate 
that this modulation by other sensory systems can have effects that are opposite 
in direction during different portions of the auditory response. I also show that 
techniques that incorporate the responses of multiple neurons, such as multi-unit 
and local field potential recordings, may vastly overestimate the degree to which 
multisensory processing occurs in a given brain region. Finally, I confirm that 
individual neurons in DZ become responsive mainly to visual stimulation 
following deafness.  
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Together, these results shed light on the function and structural 
organization of area DZ in both hearing and deaf animals, and will contribute to 
the development of a comprehensive model of cross-modal plasticity. 
 
Keywords: Hearing, deafness, multisensory, neuroplasticity, auditory cortex, 
electrophysiology, reversible deactivation, cat 
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Chapter 1:  General Introduction 
1.1  Overview 
Until relatively recently, it was thought that the structure of the brain was 
largely immutable following the closure of developmental critical periods (Gross, 
2001). This was based largely on the knowledge that outside of specialized 
regions of the hippocampus and olfactory system, neurons do not regenerate 
once lost, and damage to the brain, whether degenerative or traumatic, is for the 
most part, irreversible. However, multiple avenues of research over the last 
quarter-century have demonstrated that the brain adapts to environmental input 
throughout life, and that its connectivity can be both structurally and functionally 
altered as a consequence of experience. This phenomenon is referred to as 
plasticity.  
While much research on cortical plasticity has focused on normal 
adaptation to environmental input (e.g. development and maturation, learning), a 
growing body of research is focused on understanding the conditions under 
which the cerebrum is capable of rewiring itself following the loss or impairment 
of a sensory system. This rewiring is a compensatory mechanism that has been 
shown to take place across sensory modalities, and is therefore referred to as 
cross-modal plasticity. It is generally understood that this process not only helps 
to compensate for the lost sensory modality, but additionally results in enhanced 
behavioral performance in the remaining sensory modalities. This plasticity has 
important consequences for the use of sensory prostheses (i.e. cochlear 
implants), as it is thought that cross-modal reorganization may limit the 
reintroduction of missing sensory information by colonizing the deprived region of 
cortex for the processing of other sensory functions (Lee et al., 2001).  
As such, a complete framework for understanding how and why the brain 
is able to reorganize following sensory loss must include both an understanding 
of how the brain functions in basic sensory perception, as well as 
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characterization of the changes that occur under conditions of sensory loss or 
impairment. Because the body of work that comprises this thesis was conducted 
in auditory cortex, I first review what is known about the sense of hearing and 
how sound is processed by the auditory system. I then go on to discuss the 
consequences of the removal of sensory input on sensory systems in the brain. 
1.2  The auditory system 
1.2.1  Acquisition of auditory information by the nervous system 
The basic mechanisms underlying how the nervous system acquires 
auditory information from the environment are relatively well known at this point. 
Sound waves in the environment are detected as mechanical pressure by the 
tympanic membrane or eardrum, and these vibrations are passed along by 
middle ear structures to the cochlea. The cochlea is a specialized structure within 
the inner ear containing the basilar membrane, whose properties change as a 
function of length. Because of this, the basilar membrane responds differently 
based on the spectral information of the incoming sound wave. Sounds of high 
frequency do not propagate far along the basilar membrane, reaching a peak 
displacement at the base, while sounds of low frequency travel further along the 
membrane and reach a peak displacement at the apex. Sounds of intermediate 
frequency are represented orderly and continuously along the length of the 
basilar membrane on a logarithmic scale. The local movement of the basilar 
membrane is converted to electrical impulses by specialized sensory hair cells, 
which synapse with auditory nerve fibers. In this way, hair cells and auditory 
nerve fibers from a particular location along the basilar membrane fire in 
response to sound of a particular frequency. This position-based spectral 
organization is referred to as a tonotopic map, and the place theory states that it 
is this tonotopic organization of the basilar membrane that gives rise to pitch 
perception. Sound intensity is also coded by the firing rate of auditory nerve 
fibers, i.e. maximal displacement of the basilar membrane is represented by a 
saturated neuronal response. Thus, the frequency of the incoming sound is 
represented by which auditory nerve fibers are activated, while the intensity is 
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represented by the firing rate of those fibers. This information is then propagated 
along the auditory pathway to the brainstem (cochlear nuclei and superior olivary 
nuclei), then to the midbrain (nuclei of the lateral lemniscus and inferior 
colliculus), to the thalamus (medial geniculate nucleus; MGN) and finally, to 
auditory cortex. It should be noted that the tonotopic map previously discussed is 
preserved throughout these subcortical stations and in some regions of auditory 
cortex. 
1.2.2  Interpretation of auditory information by the nervous system 
Unlike the visual system, acoustical information is processed in parallel at 
the subcortical level, and significant auditory processing occurs before 
information reaches primary auditory cortex (A1). Specifically, while the spectral 
content of incoming sound is represented in the auditory system, the location of it 
is not, and must be reconstructed in order to decipher the source of the sound in 
space. This reconstruction is done in the superior olivary nuclei by comparing the 
input arriving from each ear. Neurons in the medial superior olive code for the 
difference in sound arrival time at each ear, referred to as the interaural time 
difference. Neurons in the lateral superior olive code for the difference in sound 
intensity arriving at each ear, or the interaural level difference.  
Beyond the level of the superior olivary nuclei, specific functional 
designations for structures in the auditory pathway are less clear-cut. For 
example, a portion of the inferior colliculus receives both auditory and 
somatosensory inputs, and a putative role in sound localization has also been 
suggested based on the high numbers of neurons sensitive to interaural timing 
and level differences. It should be noted that there is no homolog of the inferior 
colliculus in any of the other sensory systems (Winer et al., 2005). At the level of 
the thalamus, clear structural and functional differences exist between the 
ventral, dorsal and medial subregions of MGN (Banks and Smith, 2011) and the 
current opinion is that auditory thalamus is not a simple relay station, but rather 
provides important modification of incoming information based on the state of the 
organism (Winer et al., 2005). 
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The ascending auditory pathway terminates in auditory cortex, which 
consists of central core areas, surrounded by belt and para-belt regions in 
mammals. The core includes A1, which is a cytoarchitectonically distinct region 
that is tonotopically organized and has been described in detail in many species. 
Core auditory cortical fields share a number of characteristics. Core fields receive 
strong projections from ventral MGN (Kaas et al., 1999), are densely 
interconnected with one another, are characterized by robust, short latency 
responses to pure tones with sharp frequency tuning curves, and function in 
parallel with one another (i.e. lesions of one core region do not abolish responses 
to pure tones in the remaining core regions). Core regions outside of A1 include 
the rostral (R) and rostrotemporal fields in the primate and the anterior auditory 
field (AAF) in the cat, ferret, gerbil, and rat (Hackett, 2011).  
The core is surrounded by several other regions, which vary in number 
based on the species under study, as well as in terms of the response properties 
of the neurons located there. Some of these fields maintain tonotopic 
organization while others do not. These fields may also show response specificity 
for more complex sounds compared to pure tones (such as conspecific 
vocalizations or the rate or direction of frequency-modulated sweeps), or may 
display more complex receptive field tuning. While significant subcortical 
processing of interaural timing and level differences is known to occur, sound 
localization behavior is dependent on an intact auditory cortex, as ablation and 
reversible deactivation studies have conclusively demonstrated. From these 
studies, a number of non-primary fields have been identified as playing a role in 
the spatial processing of sound in the cat, namely, the dorsal zone (DZ), the 
auditory field of the anterior ectosylvian sulcus (fAES), the posterior auditory field 
(PAF). Similarly, caudal fields in the monkey also show more spatial sensitivity 
than do rostral fields. 
In conjuction with these findings, as well as emerging structural and 
functional investigations from multiple species, a dual-stream model of auditory 
processing has been proposed, involving parallel streams for the identification of 
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auditory objects and the guidance of movement in space, namely the ‘what’ and 
‘where’ pathways, similar to those that exist in the visual system (Romanski et 
al., 1999; Rauschecker and Tian, 2000; Lomber and Malhotra, 2008). 
Hierarchical models of auditory cortical processing incorporating these features, 
in conjuction with known connectivity have been introduced for both the primate 
and the cat. 
 Overall, the neuroanatomy and connectivity of auditory cortical and 
subcortical structures have been fairly well-documented in a number of species 
(de la Mothe et al., 2006 a, b; Lee and Winer, 2008 a, b). However, our 
understanding of the organization of function in auditory cortex seems 
comparatively lacking, especially when compared to the serial, hierarchical 
organization of the visual system, in which visual features of increasing 
complexity are processed in an orderly fashion. While the basic perceptual 
features of sound (i.e. loudness, pitch, duration, timbre) have been investigated 
in auditory cortex, no one region has been identified as being specialized for the 
processing of that particular function to the exclusivity of other regions. Rather, 
representations of auditory features appear to be distributed across auditory 
cortex, and many of these features are present in subcortical regions as well. 
From these observations, it seems clear that although many parallels can be 
drawn between the processing of auditory and visual information, important 
differences also exist. 
1.3  Sensory loss and the cerebral cortex 
Neuroscientists have long used loss-of-function techniques in order to 
evaluate which structures in the brain are responsible for the mediation of 
particular behaviors or functions. For more than a century, researchers have 
evaluated case studies of individuals who had either had naturally occurring 
lesions of the brain (e.g. due to stroke) or experimentally induced permanent 
damage to the brain via the ablation or aspiration of tissue in animal models. 
More recently, methodological advancements have paved the way for the short-
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term, reversible removal of input using pharmacological or cryogenic reversible 
deactivation. With respect to sensory loss, both short-term deactivation, as well 
as investigations of long-term removal of sensory input (i.e. blindness, deafness), 
have been used to probe sensory function in the brain. Because investigations of 
sensory removal in the somatosensory system have largely resulted in changes 
in local cortical maps, but not cross-modal plasticity (Merzenich et al., 1984; 
Chen et al., 2002), I focus my review on the effects of sensory loss on the 
auditory and visual systems. 
1.3.1  Short-term removal of sensory input 
Short-term sensory deprivation has been a method of choice for 
investigations of local plasticity and assessment of function within sensory 
systems for decades. In fact, investigations of the effects of early visual 
deprivation on cat visual cortex (Wiesel and Hubel 1963, 1965 a, b) were critical 
in establishing a role for experience in the development of sensory systems and 
directly shaped our understanding of critical periods for sensory input (Hubel and 
Wiesel 1970). There are a number of advantages associated with reversible 
deactivation of sensory areas, including the use of within-subject comparisons 
and the ability to experimentally control regions of deactivation with a high 
degree of precision (Lomber, 1999). Reversible deactivation techniques have 
directly led to the localization of functions to regions of visual cortex (e.g. Girard 
et al., 2002), assessments of the role played by feedback connections to visual 
cortical regions (e.g. Bullier et al, 2001), and functional evaluation of visual 
cortical hierarchical organization (e.g. Girard et al., 1991). Similarly, 
pharmacological (e.g. Nodal et al., 2012) and cryogenic (e.g. Lomber and 
Malhotra, 2008) deactivation of specific regions in auditory cortex have been 
shown to impair localization behavior in ferrets and cats, and have allowed for 
direct assessment of the dependence of higher-order fields of auditory cortex on 
core fields (e.g. Carrasco and Lomber, 2009). Hierarchical assessments of 
somatosensory regions of the brain have also been evaluated using reversible 
deactivation (Zhang et al., 2001). 
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1.3.2  Blindness and visual deprivation 
The first neuronal evidence of cross-modal compensation following visual 
deprivation was shown in the superior colliculus, a multimodal midbrain structure 
that contains spatial maps of auditory, tactile, and visual space in register with 
one another. These studies showed a decrease in the number of visually 
responsive neurons, with a corresponding increase in auditory- and 
somatosensory-responsive neurons in dark-reared rats (Vidyasagar 1978) and 
binocularly deprived cats (Rauschecker and Harris, 1983). Similar reorganization 
was shown in area 7 of parietal cortex in binocularly deprived monkeys 
(Hyvarinen 1981). More recently, a series of behavioral and electrophysiological 
investigations showed auditory and somatosensory reorganization of a normally 
visually-responsive region in the multimodal anterior ectosylvian area (AES) of 
binocularly deprived cats (Rauschecker and Korte, 1993). These animals also 
showed concomitant improvements in auditory localization behavior 
(Rauschecker and Kniepert, 1994) and auditory spatial tuning of neurons in that 
area (Korte and Rauschecker, 1993). Together, these observations provide 
cellular evidence of cross-modal reorganization in polymodal areas that are part 
of the same cerebral network responsible for multimodal processing in non-
deprived animals. 
But what happens to the brain regions that are primarily involved in 
processing the missing sense? Do these regions of the brain effectively lie 
dormant or are they reorganized for some other purpose? While anecdotal 
reports of enhanced sensory abilities in blind individuals have been circulating for 
more than a century, only recently has concrete behavioral evidence attesting to 
this arisen. Blind subjects have been shown to outperform sighted individuals on 
selected tactile discrimination tasks (Stevens et al. 1996; Van Boven et al. 2000; 
Goldreich and Kanics 2003; Alary et al. 2008, 2009; Legge et al. 2008; Wong et 
al. 2011), as well as auditory spatial (Lessard 1998; Röder et al. 1999; Voss et al. 
2004) and pitch discrimination tasks (Gougoux et al. 2004; Wan et al., 2010). 
These findings have even been extended to the chemical senses (Cuevas et al., 
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2009), suggesting that these compensatory behaviors are not restricted to 
auditory and tactile functions.  
However, this raises the question of whether these enhanced abilities are 
mediated by supra-normal processing within the auditory and somatosensory 
cortices themselves, or potentially in polymodal or other cortical regions. Early 
investigations showed corresponding changes in somatosensory (Pascual-Leone 
and Torres 1993, Sterr et al., 1998 a,b) and auditory (Elbert et al., 2002, Stevens 
and Weaver, 2009) cortices in the blind, but also showed evidence of posterior 
activation in blind subjects performing sound localization (Kujala et al., 1992) and 
discrimination (Alho et al, 1993) tasks, suggesting that regions of the brain 
involved in visual processing in sighted individuals may be recruited for the 
processing of stimuli from other sensory modalities. Since then, a host of 
functional imaging studies has confirmed the latter (Sadato et al., 1996, 1998; 
Büchel et al., 1998; Weeks et al., 2000; Burton et al, 2002, 2004; Gougoux et al., 
2005; Ptito et al., 2005; Poirier et al., 2006; Voss et al., 2008), and further 
evidence has shown that transcranial magnetic stimulation-induced disruptions to 
occipital cortex interfere with Braille reading in blind individuals (Cohen et al., 
1997; Hamilton and Pascual-Leone, 1998; Kupers et al., 2007), directly 
demonstrating a functional role for occipital cortex in the performance of 
compensatory behaviors in the blind. While a range of visual cortical areas were 
activated in these studies, it is important to note that many of these investigations 
demonstrated V1 activation in congenitally or early-blind individuals. 
Electrophysiological investigations in animal models largely corroborate 
these findings. Auditory evoked potentials have been found in visual cortex of 
mice lacking photoreceptors (Bonaventure and Karli, 1968), bilaterally 
enucleated hamsters (Izraeli et al., 2002), and dark-reared cats (Sanchez-Vives 
et al., 2006). Multiunit responses during active tactile object manipulation have 
been observed in area 19 of monkeys following one year of binocular deprivation 
(Hyvarinen et al., 1981). Auditory, but not somatosensory, single unit responses 
have been observed in the visual cortex of bilaterally enucleated hamsters 
9 
 
(Izraeli et al., 2002). An increase in the number of neurons responding to auditory 
stimulation was found in the anterior lateral suprasylvian areas of both 
binocularly deprived and enucleated cats compared to hearing controls (Yaka et 
al., 1999). Primary visual cortex (V1) itself has been shown to respond to 
auditory and somatosensory stimuli in bilaterally enucleated mice and opossums 
(Kahn and Krubitzer, 2002; Karlen et al., 2006), and to auditory stimulation in 
binocularly enucleated (Yaka et al., 2000) and dark-reared cats (Sanchez-Vivez 
et al., 2006). Finally, auditory responses in visual cortex (Heil et al., 1991), 
including V1 (Bronchti et al, 1992), have been observed in the congenitally blind 
mole rat, although it should be noted that drawing meaningful conclusions from 
these two studies is constrained by the lack of an appropriate sighted control, as 
was present in all of the previously cited studies.  
Interestingly, despite the plethora of electrophysiological, behavioral and 
functional imaging evidence of cross-modal plasticity following blindness or visual 
deprivation, the anatomical substrates of these plastic changes have remained 
largely uninvestigated. While a number of conflicting volumetric, metabolic, and 
morphological changes in visual cortex of blind humans have been reported 
(reviewed in Noppeney, 2007), only one study has evaluated changes in 
connectivity of the blind human brain using dynamic causal modeling, which 
suggested that cortico-cortical multimodal feedback projections may constitute 
the main input to blind V1 (Fujii et al., 2009). In animal models of blindness, 
projections from auditory, somatosensory, and multimodal regions of thalamus 
and cortex are present in visual cortex of the bilaterally enucleated opossum, but 
not in sighted controls (Karlen et al., 2006). Two separate studies in the 
congenitally blind mole rat (Doron and Wollberg, 1994) and the binocularly 
enucleated hamster (Izraeli et al., 2002) have found no evidence of cortico-
cortical connectional changes, but have documented novel inferior colliculus 
projections to visual thalamus. 
It has been suggested that regions of the brain that are known to receive 
input from more than one sensory modality may be the most likely to undergo 
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cross-modal reorganization following the loss of one sense (Rauschecker and 
Korte, 1993). For this reason, anatomical and electrophysiological studies of 
multisensory processing in non-deprived animals also provide information 
pertinent to the investigation of the mechanisms underlying cross-modal 
plasticity. Consistent with this hypothesis, a growing number of studies have 
shown that even primary sensory areas receive multimodal projections –  V1 
receives direct projections from auditory cortex in the primate (e.g. Falchier et al., 
2002), cat (e.g. Hall and Lomber, 2008), prairie vole (e.g. Campi et al., 2010), rat 
(e.g. Miller and Vogt, 1984) and mouse (e.g. Charbonneau et al., 2012). Although 
electrophysiological investigations of multisensory processing in visual cortex are 
generally lacking, modulation of visually responsive neurons by auditory 
stimulation has been demonstrated in cat extrastriate cortex (Allman and 
Meredith, 2007).  
While important progress has been made by studying visual deprivation, 
some important caveats should be noted. For example, in many of the imaging 
studies cited above, a range of visual cortical areas are activated in blind 
compared to sighted individuals. Additionally, there are two problems with the 
two most commonly studied animal models of visual deprivation. First, binocular 
deprivation is accomplished by suturing the eyelids shut, which still allows for 
some light penetration through the eyelids, resulting in an incomplete impairment. 
Second, while binocular enucleation ensures that the animal receives no light 
exposure, the enucleation itself is traumatic, resulting in widespread atrophy of 
the retinocortical pathway, including complete degeneration of the optic nerve 
and optic chiasm (e.g. Yaka et al., 1999). This trauma could have unintended 
consequences for spontaneous activity in visual cortex, which may affect 
subsequent reorganization, and which may not be generalizable to congenital 
blindness in humans.  
1.3.3  Deafness and auditory deprivation 
In comparison to the fairly extensive documentation of enhanced auditory 
and tactile abilities in the blind, the corollary in the deaf has been less well 
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documented. Like blind individuals, the early deaf have shown enhanced tactile 
sensitivity (Levanen and Hamdorf, 2001), and deaf individuals have been shown 
to respond faster and more accurately to visual motion than hearing controls 
(Hauthal et al., 2013). Converging evidence from a number of studies has also 
suggested enhanced peripheral visual processing in deaf individuals (reviewed in 
Bavelier et al., 2006).  
As with cross-modal visual cortical activation in the blind, the activation of 
hearing-related areas of the brain by other sensory modalities has been 
documented in the deaf. Activation of deaf auditory cortex has been shown in 
response to vibrotactile (Levanen et al., 1998; Auer et al., 2007), and visual 
(Finney et al., 2001, 2003) stimulation. Sign language has also been shown to 
activate auditory cortex (Nishimura et al., 1999; Lambertz et al., 2005), as well as 
speech-related areas (Petitto et al., 2000) of deaf individuals. Visual motion 
stimuli also evoke responses in the auditory cortex of deaf signers, whereas 
hearing signers or non-signers do not show auditory cortical activation (Fine et 
al., 2005), suggesting that this cross-modal activation is not the consequence of 
sign language use.  
Electrophysiological evidence of cross-modal reorganization following 
deafness has also been documented in the animal literature. With respect to A1 
itself, there are conflicting reports. An early study by Rebillard and colleagues 
(1977) showed visually-evoked activity in A1 of congenitally deaf and 
cochleotomized cats. However, more recent studies have found no visually-
evoked potentials or spiking activity in A1 of congenitally deaf cats (Kral et al., 
2003), while core auditory areas A1 and AAF in the congenitally deaf mouse 
showed both visual and tactile responses (Hunt et al., 2006). This finding has 
been confirmed for AAF of early-deafened cats (Meredith et al., 2011), while late-
deafened ferrets or animals with early hearing impairment only show tactile 
reorganization of A1 and AAF (Allman and Meredith, 2009; Meredith and Allman, 
2012). Beyond core auditory cortex, only one non-primary region of auditory 
cortex has been electrophysiologically investigated for cross-modal 
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reorganization: fAES becomes responsive mainly to visual stimulation in early 
deaf animals, but also responds extensively to tactile and bimodal visual-tactile 
stimulation (Meredith et al., 2011).  
Importantly, the neural loci of enhanced visual motion detection and 
peripheral localization abilities in deaf cats have recently been determined. 
Reversible deactivation of auditory cortical area DZ abolishes enhanced visual 
motion detection behavior, whereas deactivation of PAF abolishes enhanced 
peripheral localization behavior (Lomber et al., 2010). Similarly, deficits in 
contralateral visual orienting behavior were shown when fAES was reversibly 
deactivated, confirming a functional role for the visual reorganization previously 
mentioned (Meredith et al., 2011). As all three of these areas are involved in 
auditory spatial localization, these findings suggest that original function of these 
reorganized cortical areas may be maintained following sensory deprivation, 
even though the sensory modality that mediates the function has changed. As 
such, the spatially-related functionality of these areas appears to be supramodal 
– although the sensory modality of the input changes, these areas remain 
dedicated to the spatial processing of environmental stimuli.   
As with visual deprivation, structural investigations of the changes in 
auditory cortical connectivity that subserve these plastic changes are lacking. 
Ferrets deafened late in life showed no evidence of structural changes in 
connectivity that could account for the tactile cross-modal changes that were 
electrophysiologically observed (Allman and Meredith, 2009). Similarly, evidence 
of weak novel projections to DZ in deaf animals from visual areas 19 and 20, as 
well as from somatosensory area IV (Barone et al., 2013) are unlikely to account 
for the enhanced visual motion detection mentioned above (Lomber et al., 2010). 
Novel projections from the retina to regions of auditory thalamus and the superior 
colliculus have been documented in congenitally deaf mice (Hunt et al., 2005), 
however, whether these findings are generalizable to other phylogenetically 
higher mammals remains to be determined. 
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Multisensory processing in auditory cortex of animal models has been 
better documented than it has in visual cortex. Evidence of auditory-
somatosensory and auditory-visual processing have been demonstrated in the 
primate using functional imaging, multiunit and field potential activity (Schroeder 
et al., 2001; Schroeder and Foxe, 2002; Kayser et al., 2007; Lakatos et al., 
2007). Single unit studies have shown auditory-visual integration in both primary 
and higher-order regions of ferret (Bizley et al., 2007; Bizley and King, 2008, 
2009) and macaque (Kayser et al., 2008) auditory cortex, as well as overt 
somatosensory responses in non-primary regions of macaque auditory cortex 
(Fu et al., 2003).  
1.3.4  General principles of cross-modal plasticity 
As with comparisons between the processing of visual and auditory 
information in the brain, similarities and differences between cross-modal 
reorganization in visually- and auditory-deprived cortices exist. Taken together, 
similarities between these studies can hint at generalized principles of cross-
modal plasticity in cerebral cortex. For example, both deaf and blind individuals 
show enhanced abilities for the performance of specific sensory tasks, 
suggesting that the brain develops compensatory mechanisms following the loss 
of a sense. These enhanced abilities do not appear to be related to superior 
perception, since sensory thresholds are not altered in deaf individuals (reviewed 
in Bavelier et al., 2006). In both the blind and deaf, as well as in humans and 
animals, the deprived sensory cortices are recruited by the remaining senses, 
and furthermore, the deprived region may maintain its characteristic functional 
specialization following deprivation (reviewed in Dormal and Collignon, 2011).  
Evidence of multisensory processing in higher-order regions of cortex that 
have traditionally been considered unimodal is mounting for auditory and visual 
cortices alike (e.g. see review of Macaluso, 2006). Furthermore, evidence of 
extra-modal responses is being documented at increasingly earlier stages of 
sensory processing in unimodal areas, even as early as primary fields (e.g. see 
review of Ghazanfar and Schroeder, 2006). These findings suggest a substrate 
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for cross-modal influences to build on in the absence of a sense, and represent 
an important gap in understanding how unimodal areas reorganize following 
sensory deprivation (reviewed in Bavelier and Neville, 2002).  
Despite these similarities, some notable differences between auditory and 
visual cross-modal reorganization exist. For example, in the blind, converging 
evidence from functional imaging, electrophysiological, and anatomical evidence 
suggests that V1 itself becomes reorganized. However, conflicting reports exist 
for A1, which has led to the proposal of a model in which auditory deprivation 
leads to deficits in the interaction of primary with higher-order cortical areas (Kral, 
2007). If A1 truly does not reorganize following deafness, this would represent a 
fundamental difference between reorganization in the visual and auditory 
systems. Some of the differences in cross-modal plasticity among and between 
the studies of blind and deaf individuals above could be due to heterogeneity in 
the etiology of the deficit (Bavelier et al., 2006), and furthermore, some of the 
enhanced abilities documented may not be generalizable to blindness or 
deafness of differing etiology  (Merabet and Pascual-Leone, 2010).  
1.3.5   Developmental considerations 
It is well-known that the visual, auditory, and somatosensory systems of 
mammals undergo a critical period during which typical development and 
maturation of the system is dependent on specific inputs received during that 
time window (Hensch, 2004).  It is also known that functional recovery following 
cochlear implant in humans is affected by the length of time that lapses between 
the onset of hearing loss and implantation (Lee et al., 2003; Doucet et al., 2006), 
as well as the age of the individual at implantation (Lee et al., 2001; Harrison et 
al., 2005; Sharma et al., 2005). It has been suggested that the degree to which 
cross-modal reorganization has occurred may account for these effects, as the 
cortical real estate devoted to processing information from the remaining sensory 
modalities may limit the adaptation needed to occur following the reintroduction 
of auditory information (Lee et al., 2001).  
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While it is generally accepted that sensory deprivation that occurs early in 
life leads to task-specific cross-modal compensations (Kujala et al., 2000), 
whether such changes occur following damage to mature sensory systems 
remains under debate.  To this end, a number of studies in humans have sought 
to evaluate the differences following sensory deprivation early versus later in life 
with ambiguous results.  Some studies have reported no evidence of cross-
modal plasticity in cases of late sensory deprivation (Cohen et al., 1999), while 
others have reported similar changes after late sensory deprivation to that 
observed following early (Kujala et al., 1997), and still others have reported 
cases of late sensory deprivation that differ from both early-deprived and control 
participants (Büchel et al., 1998). A number of studies in animal models support 
these findings, and have shown that reorganization following damage to mature 
sensory systems can occur (Rebillard et al., 1977; Shepherd et al., 1999; Allman 
et al., 2009; Park et al., 2010).   
1.4  Thesis overview 
This thesis aims to shed light on the structural and functional properties of DZ 
of cat auditory cortex in hearing and deafness. Chapters 2 through 5 
chronologically outline the research questions and experiments undertaken in 
order to accomplish this goal. 
 First, in Chapter 2, I evaluate the structural changes that occur following 
long-term removal of auditory input at two different stages of development.  
In order to achieve this, a neuronal retrograde tracer was injected into DZ 
of hearing, early-, and late-deafened animals, and the cortical connectivity 
patterns within and outside of auditory cortex were examined. Specifically, 
because a role in visual motion processing has been identified for DZ in 
congenitally deaf animals (Lomber et al., 2010), I hypothesized that 
changes in connectivity with cortical visual areas might be found in early-
deaf animals. 
 Second, I evaluate the role of DZ within the auditory cortical hierarchy in 
Chapter 3 by removing auditory input from A1 and PAF separately and in 
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combination, using reversible deactivation in combination with multiunit 
electrophysiology. The consequences of the short term removal of input 
from these areas on neuronal firing patterns in DZ are reported. As 
mentioned above, a major distinguishing feature of the ascending auditory 
pathway is the amount of parallel versus serial processing that occurs, 
especially in comparison to the visual pathway. Because of this, I did not 
expect abolition of auditory responses in DZ following cooling of either A1 
or PAF; however, because it is thought that information in auditory cortex 
arrives first to auditory cortical areas, and is subsequently disseminated to 
surrounding belt and para-belt regions, and because of the strong 
tonotopic organization in A1, I expected reduced responses to pure tonal 
stimuli in DZ as a consequence of A1 deactivation. 
 Third, I assess multisensory processing in DZ of hearing animals in 
Chapter 4, using electrophysiological recording techniques. I describe how 
auditory responses are modulated by the presence of visual and 
somatosensory stimulation, and I compare single unit, multiunit and local 
field potential measures of multisensory processing. Because Chapter 2 
showed strong visual projections from adjacent extrastriate visual areas to 
DZ in hearing animals, I expected that visual stimulation might influence 
auditory cortical responses.  
 Finally, in Chapter 5, I investigate cross-modal reorganization at the 
neuronal level in DZ of early-deafened animals. I compare these findings 
at multiple scales of activity to sensory responses in hearing animals. 
Again, since DZ of deaf animals has been shown to mediate enhanced 
visual motion processing abilities (Lomber et al., 2010), I expected that 
this would be reflected at the neuronal level in deaf animals – DZ neurons 
would have to respond to visual stimuli in order to mediate this behavioral 
advantage. However, because DZ is not known to receive strong 
projections from any region involved in tactile processing, I did not expect 
that DZ neurons would respond to somatosensory stimulation in deaf 
animals. 
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Together, these findings are expected to significantly advance our 
understanding of the structural and functional organization in area DZ of the cat. 
In particular, these advances may lead to the establishment of a homology 
between DZ and auditory cortical regions in other species, and will further 
provide a comprehensive description of cross-modal plasticity in a higher-order 
region of mammalian cortex. 
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Chapter 2:  Cross-modal reorganization of cortical afferents to 
dorsal auditory cortex following early- and late-onset deafness1 
2.1  Abstract. 
Cat auditory cortex is known to undergo cross-modal reorganization 
following deafness, such that behavioral advantages in visual motion detection 
are abolished when a specific region of deaf auditory cortex, the dorsal zone 
(DZ), is deactivated. Thus, the purpose of the present investigation was to 
examine the changes in connectivity that might subserve this plasticity. I 
deposited biotinylated dextran amine (BDA; 3,000 MW), a retrograde tracer, 
unilaterally into the posterior portion of the suprasylvian fringe, corresponding to 
area DZ of hearing, early-deafened (onset <1M) and late-deafened (onset >3M) 
cats to reveal cortical afferent projections. Overall, the pattern of cortical 
projections to DZ was similar in both hearing and deafened animals.  However, 
there was a progressive increase in projection strength between hearing, late- 
and early-deafened animals from an extrastriate visual cortical region known to 
be involved in the processing of visual motion, the posterolateral lateral 
suprasylvian area (PLLS). Additionally, although no such change was 
documented for the posteromedial lateral suprasylvian area (PMLS), labeled 
neurons were present within a subregion of PMLS devoted to foveal vision in 
both late- and early-deafened animals, but not in hearing controls. PMLS is also 
an extrastriate visual motion processing area, and is widely considered to be the 
homolog of primate area MT. No changes in auditory cortical connectivity were 
observed between groups. These observations suggest that amplified cortical 
projections from extrastriate visual areas involved in visual motion processing to 
DZ may contribute to the cross-modal reorganization that functionally manifests 
as superior visual motion detection ability in the deaf animal. 
                                                          
1 A version of this chapter is published as: 
Kok MA, Chabot N, Lomber SG (2014) Cross-modal reorganization of cortical afferents to dorsal 
auditory cortex following early- and late-onset deafness. J Comp Neurol 522:654-675. 
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2.2  Introduction 
The cerebral cortex is a complex and adaptable structure that changes 
over the course of the lifespan.  Cortical plasticity describes the changes in the 
structure and function of the cerebrum that occur as a consequence of 
experience.  Most studies of cortical plasticity focus on normal adaptation to 
environmental input (e.g. development and maturation, learning); however, a 
growing body of research is focused on understanding the conditions under 
which the cerebrum is capable of rewiring itself following insult, injury or the lack 
of a specific class of inputs.  Adaptive cross-modal plasticity refers to the cortical 
reorganization that takes place across sensory modalities following the loss or 
impairment of a sensory system.  As suggested by the name, this process not 
only helps to compensate for the lost modality, but also results in the expansion 
or heightened ability of the remaining sensory modalities (Bavelier and Neville, 
2002).  The basis for this claim derives mainly from visual deprivation literature, 
in which numerous studies have cited superior behavioral performance in blind 
individuals performing auditory (Weeks et al. 2000) or tactile tasks (Grant et al., 
2000; Sathian, 2000; D’Anguilli and Wairach, 2002; Sathian, 2005).  This 
phenomenon has more recently been extended to deaf individuals performing 
visual or somatosensory tasks (Bavelier et al., 2000; Levanen and Hamdof, 
2001; Karns et al., 2012).   
While it is generally accepted that sensory deprivation that occurs early in 
life leads to cross-modal compensations (Kujala et al., 2000), whether such 
changes occur following damage to mature sensory systems remains under 
debate.  To this end, a number of studies in humans have sought to evaluate the 
differences following sensory deprivation early versus later in life with ambiguous 
results.  Some studies have reported no evidence of cross-modal plasticity in 
cases of late sensory deprivation (Cohen et al., 1999), while others have 
reported similar changes after late sensory deprivation to that observed following 
early (Kujala et al., 1997), and still others have reported cases of late sensory 
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deprivation that differ from both early-deprived and control participants (Büchel et 
al., 1998).  
Evidence of cross-modal reorganization following deafness has also been 
documented in the animal literature (Hunt et al., 2006; Allman et al., 2009; 
Lomber et al., 2010; Meredith et al., 2011). Cat auditory cortex is known to 
undergo cross-modal reorganization following deafness, such that superior 
peripheral visual localization and visual motion detection abilities are abolished 
when specific regions of auditory cortex are deactivated in congenitally deaf 
animals: the posterior auditory field (PAF) for localization, and the dorsal zone 
(DZ) for motion detection (Lomber et al., 2010). Furthermore, it has been 
suggested that the original function of these reorganized cortical areas may be 
maintained following sensory deprivation, even though the sensory modality that 
mediates the function has changed  (Lomber et al., 2010, Meredith et al., 2011).  
For example, PAF is known to be involved in auditory spatial localization in the 
hearing animal (Malhotra and Lomber, 2007; Lomber and Malhotra, 2008); while 
in the deaf animal, PAF is cross-modally reorganized to aid with visual peripheral 
localization (Lomber et al. 2010). As such, localization behavior appears to be 
‘supramodal’ with respect to PAF, it is merely the class of inputs (auditory versus 
visual) that changes.  However, it is unknown whether such principles hold true 
following damage to sensory systems later in life. The few studies in animal 
models that have examined differences in levels of cross-modal reorganization 
between the early and late deaf suggest that similar compensations can occur 
following damage to mature sensory systems (cat: Rebillard et al., 1977; 
Shepherd et al., 1999; Park et al., 2010; ferret: Allman et al., 2009). 
While these experiments provide important information regarding which 
cortical areas undergo cross-modal reorganization in the deaf cat, the next 
logical step is to reveal any underlying changes in brain circuitry that might give 
rise to this plasticity. The plethora of studies documenting functional changes 
following the loss of auditory input stand in stark contrast to the paucity of studies 
seeking to understand the anatomical substrates of these changes. To date, at 
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least three studies have compared changes in corticocortical connectivity 
between visually impaired animals and those with normal vision (Karlen et al., 
2009; Larsen et al., 2009; Charbonneau et al., 2012), whereas, to the best of our 
knowledge, no such comparison has been documented for hearing versus 
deafened animals. Thus, the current study seeks to evaluate the structural 
adaptations that may occur as a consequence of the removal of auditory input at 
different stages of developmental maturity. In order to do this, biotinylated 
dextran amine (BDA; 3,000 MW) was injected into the posterior portion of the 
suprasylvian fringe (Woolsey, 1960; Paula-Barbosa et al., 1975; Niimi and 
Matsuoka, 1979; Beneyto et al., 1998), corresponding to area DZ (Figure 2.1), a 
region that is known to undergo cross-modal reorganization following deafness 
(Lomber et al., 2010). Injections were performed on three groups: hearing, early-
deafened (onset <1 month) and late-deafened (onset >3 months) animals. Our 
results indicate that the proportion of projections to visual cortical regions is 
increased in both early- and late-deafened animals compared to hearing. This 
increase in visual projection strength is largely due to increased connectivity with 
extrastriate visual cortical regions known to be involved in processing visual 
motion, the posterolateral lateral suprasylvian area (PLLS), and the 
posteromedial lateral suprasylvian area (PMLS). 
2.3  Materials and Methods 
Cortical connections were examined in 15 adult domestic cats that were 
acquired from a licensed commercial laboratory animal breeding facility (Liberty 
Labs, Waverly, NY) and housed in an enriched colony environment.  Five mature 
hearing cats (>3 months) constituted the hearing group and five cats were 
ototoxically deafened postnatally around the time of hearing onset (<1 month) to 
form the early deaf group, and a third group of five cats was deafened later in life 
(>3 months) to form the late deaf group (Figure 2.2).  Deafness in all cases was 
confirmed by the absence of stimulus-evoked activity in an auditory brainstem 
response (ABR). Not less than 6 months following deafening, injections of BDA 
were made into the left hemisphere, followed two weeks later by perfusion and  
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Figure 2.1  The auditory and visual cortices and sub-fields of the cat. 
Lateral view of the left hemisphere of the cat depicting auditory (A1, A2, AAF, 
DZ, fAES, IN, PAF, dPE, iPE, vPE, T, VAF, VPAF) and visual (Areas 17, 18, 19, 
20a, 20b, 21a, 21b, AEV, ALLS, AMLS, DLS, PLLS, PMLS, PS, VLS) cortical 
regions, bounded by dashed lines.  Cortical regions lying within the banks of 
major sulci are depicted in dark grey with the fundus represented as a white line.  
Visual cortical regions lying within the middle and posterior suprasylvian sulci are 
indicated with gray italics.  The region highlighted in light grey corresponds to the 
location of the area targeted in the current study, the dorsal zone of auditory 
cortex (DZ).   
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Figure 2.2  Timeline of deafening and other procedures performed on each 
group.  
Timeline of procedures performed for each animal in the hearing (H), late- (L) 
and early-deafened (E) groups.  Hearing experience is indicated in black; 
deafness in grey.  Circles indicate the time of deafening; rectangles indicate the 
two week period during which BDA tracer injection and perfusion took place.  All 
hearing animals had at least 6 months of hearing experience, and all animals 
were at least 6 months of age before perfusion.  Both late- and early-deafened 
animals experienced at least 6 months of deafness before injection and perfusion 
procedures. 
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tissue processing. All procedures were conducted in compliance with the 
National Research Council's Guidelines for the Care and Use of Mammals in 
Neuroscience and Behavioral Research (2003), the Canadian Council on Animal 
Care's Guide to the Care and Use of Experimental Animals (Olfert et al., 1993) 
and were approved by the University of Western Ontario Animal Use 
Subcommittee of the University Council on Animal Care.   
2.3.1  Deafening Procedures 
Five cats were ototoxically deafened around the time of hearing onset (14 
days postnatal; Shipley et al., 1980), or when the animal had reached 300 g, to 
constitute the early deaf group (Figure 2.2). In all cases, deafness was induced 
by co-administration of kanamycin and Edecrin® (ethacrynic acid; Valeant 
Pharmaceuticals, Laval, Quebec), which produces permanent, rapid and 
profound bilateral hearing loss as a result of the destruction of cochlear hair cells 
(Xu et al. 1993). Loop diurectics such as ethacrynic acid have been 
demonstrated to minimally affect vestibular end-organ function (Elidan et al., 
1986); however, no obvious vestibular deficits were noted in animals in the 
current study. Prior to the procedure, animals were anesthetized by spontaneous 
inhalation of oxygen (1 L/min) and isofluorane (5% to effect for induction, then 
reduced to 1.5 – 2.5% to maintain). An intravenous catheter was inserted in the 
jugular vein at the neck.  Electroencephalography (EEG) recording leads were 
inserted subdermally above the right and left ears, and a ground was placed on 
the lower back. Auditory stimuli (0.1 ms squarewave clicks; range: 0-80 dB) were 
delivered via speakers positioned in front of each ear.  Evoked potentials in 
response to click presentations were recorded (Nicolet Biomedical Inc., Madison, 
WI). Next, animals were administered sodium edecrine, a loop diuretic (to effect: 
35-60 mg/kg, i.v.), and injected with kanamycin (300 mg/kg, s.c.). Auditory 
brainstem responses (ABRs) to click presentations were collected at levels 
ranging from 0-80 dB SPL prior to, and following, deafening procedures (Figure 
2.3). Deafness in all cases was confirmed by the absence of responses at all  
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Figure 2.3  Pre- and post-deafening auditory brainstem responses. 
Auditory brainstem responses (ABRs) for a late-deafened animal (L2) in 
response to 2,000 click presentations at sound pressure levels ranging from 5 – 
80 dB SPL. All responses are scaled to 1 microvolt. A: Brainstem response of a 
late-deafened cat prior to deafening at 6 months of age. B: Absence of evoked 
responses to the same stimuli in the same cat, post-deafening. ABRs were 
collected for both early- and late-deafened animals in order to confirm deafness. 
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stimulus intensities presented (a flat ABR; Figure 2.3B). Diuretic infusion was 
then terminated and replaced by lactated Ringer’s solution (4 ml/kg/h, i.v.). 
Following this, the catheter was removed and animals were recovered. Follow-up 
ABRs were conducted after 3 months to confirm deafness. The same procedures 
were conducted on older animals (>3 months) to constitute the late deaf group 
(Figure 2.2). All hearing animals had at least 6 months of hearing experience, 
and all animals were at least 6 months of age before perfusion. Both late- and 
early-deafened animals experienced at least 6 months of deafness before 
injection and perfusion procedures. 
2.3.2  Tracer injections 
The afternoon prior to surgery, animals were fasted and lightly 
anesthetized with ketamine (4 mg/kg, i.m.) and domitor (0.05 mg/kg, i.m.), in 
order to facilitate the insertion of an indwelling feline catheter into the cephalic 
vein (in preparation for the administration of i.v. anesthetic during the surgery).  
Each animal also received a dose of anti-inflammatory medication 
(dexamethasone, 0.05 mg/kg, i.v.). 
On the day of surgery, animals were administered atropine (0.02 mg/kg., 
s.c.) to minimize respiratory and alimentary secretions, acepromazine (0.02 
mg/kg, s.c.), a second dose of dexamethasone (0.5 mg/kg, i.v.), and 
buprenorphine (0.005 mg/kg, s.c.). Sodium pentobarbital (25 mg/kg to effect, i.v.) 
was then administered to induce general anesthesia.  In order to inhibit the gag 
reflex, the mucosa of the pharynx was anesthetized with a topical anesthetic 
(Cetacaine, Cetylite Laboratories, Pennsauken, NJ), and the trachea was 
intubated with a cuffed endotracheal tube in order to ensure adequate ventilation.  
Respiration was unassisted. Ophthalmic ointment (Neosporin, Kirkland, Quebec) 
was applied to the cornea to prevent desiccation. Following this, the animal’s 
head was placed into a stereotaxic frame (David Kopf Instruments, Tujunga, CA), 
and was fixed by palato-orbital restraints and blunt (non-rupture) ear bars, while 
the body rested on a water-filled heating pad in order to maintain core 
temperature at 37°C. The animal was then prepared for surgery using antiseptic 
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procedures. Body temperature, respiration rate, heart rate and blood pressure 
were monitored continuously throughout surgery.   
A midline incision was made, and the temporalis muscle was reflected 
laterally. A craniotomy and durotomy were then performed over dorsal auditory 
cortex of the left hemisphere, exposing the middle suprasylvian sulcus.  
Biotinylated dextran amine (BDA; 3,000 MW) was pressure injected (Nanoliter 
2000, World Precision Instruments, Sarasota, FL) through a glass pipette into the 
gyral lip of the lateral bank of the suprasylvian sulcus of the cat, at Horsley-
Clarke2 coordinates AP0, A3 and A5. At each location, two deposits were made: 
a volume of 1.5 µL at a depth of 1,400 µm from the cortical surface, and a 
volume of 2 µL at a depth of 700 µm, in order to ensure the injection spanned all 
cortical layers. Each brain was digitally photographed in order to provide a record 
of the location of the injection sites with respect to cerebral vasculature and 
anatomical landmarks. Following the injection, the craniotomy was closed and 
the animal was provided with standard postoperative care (see Malhotra et al., 
2004). In all cases, recovery was uneventful. 
2.3.3  Histological processing 
After a survival period of two weeks, animals were deeply anesthetized 
using sodium pentobarbital (40 mg/kg, i.v.), and were administered an 
anticoagulant (heparin, 10,000 U; 1 mL) and a vasodilator (1% sodium nitrite, 1 
mL). Animals were perfused intracardially through the ascending aorta with 1L 
physiological saline, followed by 2L fixative (4% paraformaldehyde), and finally 
1L 10% sucrose solution, in order to cryoprotect the tissue. All solutions were 
buffered to pH 7.4 with 0.1M Sorenson’s buffer and infused at a rate of 100 
ml/min. The net effect of these procedures was to exsanguinate the cat, a 
method consistent with the recommendations of the American Veterinary Medical 
Association Panel on Euthanasia (Beaver et al. 2001). The brain was 
stereotaxically blocked in the coronal plane at Horsley-Clarke level A22, 
                                                          
2
 Stereotaxic coordinates were determined using the Horsley and Clarke (1908) system as 
described in Reinoso-Suárez (1961). 
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extracted from the skull and placed in 30% sucrose solution at 4oC for 
cryoprotection, until it sunk. Following this, the brain was frozen and the portions 
of the brain comprising the visual, auditory and somatosensory cortices were cut 
in 60 µm serial sections, using either a freezing microtome or a cryostat.  Six 
series of sections at 360 µm intervals were collected. One series was 
immunohistochemically processed to reveal the presence of the tracer (BDA) 
using the avidin-biotin peroxidase method, with nickel-cobalt intensification 
(Veenman, 1992). An adjacent series was processed with the monoclonal 
antibody SMI-32 (Covance, Princeton, NJ; Sternberger and Sternberger, 1983; 
van der Gucht et al., 2001; Lee and Winer, 2008a; Mellott et al., 2010). Two 
additional series were processed using cytochrome oxidase (Wong-Riley, 1979; 
Payne and Lomber, 1996) and Nissl stain (Clasca et al., 1997) in order to assist 
with laminar and other border distinctions. The two remaining series were 
retained as spares and were processed with the above methods as needed. 
2.3.4  Areal border delimitation 
All areal borders were delimited using cytoarchitectonic methods where 
possible, in addition to sulcal and gyral landmarks. SMI-32 is a monoclonal 
antibody that selectively binds to non-phosphorylated epitopes on the medium- 
and high-molecular weight subunits of neurofilament proteins (Sternberger and 
Sternberger, 1983). This results in robust labeling of cortical pyramidal cells and 
dendritic arbors, particularly in cortical layers III and V (Mellott et al., 2010; 
Figure 2.4A). Regional variation in the strength and extent of this labeling can be 
used to parcellate visual (van der Gucht et al., 2001) and auditory cortical areas 
(Lee and Winer, 2008a; Mellott et al., 2010). For example, the defining 
characteristic of SMI-32 labeling in DZ is heavy immunoreactivity in layers II and 
III (Mellott et al., 2010). While PLLS, the visual area that lies within the middle 
suprasylvian sulcus medial to DZ, also exhibits heavy layer III immunoreactivity, 
the dendritic arbors of layer III pyramidal cells extend well into layer II in DZ, but 
do not extend beyond the superficial half of layer III in PLLS (van der Gucht et 
al., 2001). Additionally, a distinguishing feature of PLLS is the very large  
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Figure 2.2.4  Cortical border delimitation. 
A: Representative example of A1-DZ and DZ-PLLS borders as determined by 
cytoarchitecture in SMI-32 stained tissue.  DZ is characterized by strong 
immunoreactivity in cortical layers II and III, whereas A1 is noticeably less dense, 
as well as lighter in appearance comparatively. Labeled dendrites typically 
extend well into layer II in DZ, but not in PLLS.  B-D:  Representative BDA 
injection sites for a single animal within each group (H2, L5, and E5) taken at 
similar AP coordinates (~A5).  Note that in all cases, the injection site traverses 
all six cortical layers, and is well localized to the gyral lip of the lateral bank of the 
middle suprasylvian sulcus (mss), corresponding to area DZ. Dashed white lines 
indicate the medial and lateral borders of DZ as determined by SMI-32 labelling 
in adjacent sections. Scale bar: 1 mm. 
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immunopositive cells in layer V (van der Gucht et al., 2001); cells of this size are 
typically not seen in DZ. SMI-32 reactivity also readily distinguishes DZ from 
adjacent auditory cortical areas. Primary auditory cortex (A1), which lies 
immediately ventral to DZ, between the anterior and posterior ectosylvian sulci, is 
moderately reactive to SMI-32 and has lower labeling density in layers III and V 
than DZ (Mellott et al., 2010). This difference is marked enough to be visible at 
low magnification (Mellott et al., 2010). Furthermore, the SMI-32 staining profiles 
that were originally characterized in hearing cats (Mellott et al., 2010) have been 
shown to be conserved in both early- and late-deafened animals (Wong et al., 
2013). Somatosensory borders were determined using mainly Nissl labeling 
profiles (Clasca et al., 1997), although somatosensory areas that bordered 
auditory areas were distinguishable using SMI-32, as somatosensory areas tend 
to react more heavily with SMI-32, and have darker staining profiles than visual  
(and auditory) cortical areas (van der Gucht et al., 2001). Here I have adopted 
the convention reported in Updyke (1986) and Rauschecker (1987), which places 
the borders between visual areas of the posterior lateral suprasylvian area (PLLS 
and PMLS, and the dorsal and ventral lateral suprasylvian areas (DLS and VLS)) 
on the lateral bank of the middle suprasylvian sulcus and the dorsal bank of the 
posterior limb of the suprasylvian sulcus, respectively, rather than at the level of 
the fundus, as suggested by the earliest studies of these areas (Palmer et al., 
1978). Thus, both PMLS and VLS straddle the fundus, with the PMLS-PLLS 
border shifting toward the fundus in the posterior-to-anterior direction.  This 
convention is supported by cytoarchitectonic border delimitation in the visual 
system (van der Gucht et al., 2001). 
2.3.5  Data analysis 
Neuronal labeling with BDA was visualized using a Nikon E600 
microscope equipped with Nomarski DIC imaging and mounted with a DXM 1200 
digital camera. Tissue outlines, injection sites, and labeled neurons were plotted 
using a PC-driven motorized stage controlled by Neurolucida software (MBF 
Bioscience, Inc; Williston, VT). Neurons were considered labeled only when the 
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entirety of the soma membrane was visible (Figure 2.5). Portions of cell bodies 
or dendritic branches alone were not counted in order to exclude artifacts of the 
reaction process. Labeled neurons within the injection site itself or within the 
lateral extent of the injection were not counted to avoid the inclusion of artifactual 
labeling. Focal levels throughout the z-plane of the section were taken in order to 
ensure the full thickness of the section was examined. When labeled cells were 
found on the border between two cortical areas or within a transitional zone 
between two areas, the total number of cells in question was equally distributed 
to each of the two areas. Following this, labeling profiles were constructed for 
each group (i.e. hearing, early deaf, late deaf), and these groups were contrasted 
against one another in order to evaluate any change in connectivity profiles that 
may have occurred as a result of cross-modal plasticity. Proportional data are 
reported using the total number of labeled neurons in the hemisphere ipsilateral 
to the injection as the denominator. All statistical analyses were done on arcsine 
transformed proportional data; however, the means reported in the text and in the 
figures reflect the original data prior to transformation for ease of comparison with 
the existing literature. A univariate analysis of variance was conducted on the 
data. Bonferroni corrections were applied to all pairwise comparisons in order to 
compare means between individual cortical regions.  
2.4  Results 
2.4.1  Tracer deposits 
Injection sites spanned all six cortical layers and occupied the posterior 
portion of the gyral lip of the lateral bank of the middle suprasylvian sulcus 
(Figure 2.4 B-D). The volume of tracer injected ensured that the spread of 
injection formed a continuous band of darkly stained tissue between injection 
sites, as could be visualized with the naked eye in sections stained to reveal the 
presence of the tracer.  
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Figure 2.5  BDA-labeled neurons in A1. 
Photomicrograph of retrogradely labeled neurons (white arrows) in A1 of a 
hearing animal (H2).  The soma and dendrites of labeled neurons are easily 
recognizable.  Cortical layers are labeled in white roman numerals.  Black arrows 
indicate labeling artifacts or profiles not clearly identifiable as labeled neurons, 
which were not counted as neurons.  Scale bar: 100 µm.  
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2.4.2 Labeling of cortical afferents 
In all animals, neuronal labeling was observed in each of the thirteen 
regions of auditory cortex. In hearing animals, although labeling was 
concentrated dorso-posteriorly within auditory cortex, it extended both anteriorly 
and ventrally (Figure 2.6, sections 2-9). A high density of labeling is evident in 
posterior primary auditory cortex (A1; Figure 2.6, sections 6-7). While scattered 
labeling was still present in all thirteen regions of auditory cortex in both late- and 
early-deafened animals, it was concentrated dorso-posteriorly to a greater extent 
in both cases compared to hearing animals (Figures 2.7 & 2.8, sections 2-9;), 
with a corresponding paucity of labeled cells located ventrally (Figures 2.7 & 2.8, 
sections 4-7;). Illustrated cases in Figures 2.6, 2.7 and 2.8 were matched as 
closely as possible for the total number of labeled neurons (range: 3122-3495), 
and for fidelity to the group mean of the data for cortical regions examined.  
Different cases from those illustrated in Figures 2.6-2.8 are shown in Figures 
2.9, 2.10 and 2.11, which were selected based on the same criteria, but were 
plotted on standardized sections to facilitate comparisons between groups. The 
range between the total number of labeled neurons for the cases plotted in 
Figures 2.9-2.11 was 2080-2675. For both hearing and deafened animals, 
labeling also tended to be concentrated supragranularly, rather than 
infragranularly. 
 
 
 
Figure 2.6  Injection sites and labeling in a hearing animal. 
Plots of labelled neurons on coronal sections from a hearing animal (H1), with 
areal boundaries delimited by SMI-32 labeling profiles in adjacent sections. 
Injection sites are represented by dark shading with the lateral extent of the 
injection site represented by intermediate shading; no neurons were counted 
within these regions. Light shading represents tissue stained by the injection, but 
lying outside of the injection site and the lateral extent. Inset, lateral view, shows 
the position of each of the 13 coronal sections.   
43 
 
 
 
 
44 
 
 
Figure 2.7  Labeled neurons and injection sites from a late-deafened animal 
(L4).  
Areal boundaries were determined by SMI-32 labeling profiles in adjacent 
sections.  Conventions as in Figure 2.6.  
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Figure 2.8  Labeled neurons and injection sites from an early-deaf animal 
(E2). 
Areal boundaries as determined by SMI-32 labeling profiles in adjacent sections.  
Conventions as in Figure 2.6.   
46 
 
 
Figure 2.9  Injection sites and neuronal labeling for a hearing animal. 
Representative distribution of labeled neurons throughout auditory and visual 
cortical areas following an injection of BDA into DZ in a hearing animal (black; 
H2). Labeled neurons from each case have been superimposed onto 
standardized sections adapted from Reinoso-Suárez (1961). Conventions as in 
Figure 2.6.  
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Figure 2.10 Standardized injection sites and neuronal labeling for a late-
deafened animal. 
Representative distribution of labeled neurons throughout auditory and visual 
cortical areas following an injection of BDA into DZ in a hearing animal (blue; 
case L3). Labeled neurons from each case have been superimposed onto 
standardized sections adapted from Reinoso-Suarez (1961). Conventions as in 
Figure 2.6.   
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Figure 2.11  Injection sites and labeled neurons on std. sections. 
Representative distribution of labeled neurons throughout auditory and visual 
cortical areas following an injection of BDA into DZ in a hearing animal (red; case 
E1). Labeled neurons from each case have been superimposed onto 
standardized sections adapted from Reinoso-Suárez (1961). Conventions as in 
Figure 2.6.  
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In hearing animals, although labeling was concentrated within auditory 
cortex, some labeling was present in visual cortical areas. The majority of this 
labeling tended to be localized to areas that bordered DZ; that is, the 
anterolateral and posterolateral lateral suprasylvian areas (ALLS and PLLS, 
respectively; Figure 2.6, sections 3-10; Figure 2.9, sections 6-11). Visualcortical 
labeling generally extended further posterior in both late- and early-deafened 
animals compared to hearing animals (Figures 2.7 & 8, sections 3-13; Figures 
2.10 & 2.11, sections 6-11). Furthermore, within the middle suprasylvian sulcus, 
labeling in the fundus and on the medial bank was evident in both late- and early-
deafened animals, especially in more posterior sections (Figures 2.7 & 2.8, 
sections 9-11; Figures 2.10 & 2.11, sections 10-11). As in auditory cortex, in 
both hearing and deafened animals, a greater proportion of labeling was 
supragranular rather than infragranular. 
2.4.3  Comparisons between modalities 
In order to investigate the differences in cortical connectivity between the 
hearing and the deaf brain, as well as any differences in the level of cross-modal 
plasticity observed between cats that were deafened earlier in life versus later, 
deposits of biotinylated dextran amine (BDA) were made into the posterior half of 
the suprasylvian fringe, and the extent of auditory, visual, somatosensory and 
multisensory projections to this area were examined. On average, auditory 
cortical projection strength to DZ is stronger in hearing (46.33%) than in late-
deafened animals (29.91%) and early deafened animals (35.86%; Figure 2.12A).  
Conversely, both late-deafened and early-deafened animals show stronger 
projections from visual cortical areas (65.98% and 60.85%, respectively)) 
compared to hearing animals (45.55%). Somatosensory projection strength was 
weak and remained relatively constant between groups, on the order of less than 
1% for each (H – 0.55%, L – 0.18%, E – 0.47%). Projections arising from 
multisensory/association areas (defined as area 7 and the multisensory zone 
(MZ) of the posterior limb of the rostral suprasylvian sulcus) also remained 
relatively constant (H – 6.78%, L – 3.36%, E – 3.05%). Collapsing individual  
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Figure 2.12  Proportion of projections by cortical area. 
A: Percentage of total ipsilateral cortical projections to DZ by sensory type.       
B: Percentage of total ipsilateral projections to the DZ from auditory cortical 
areas. No significant changes in projection strength were observed.                   
C:  Percentage of total ipsilateral projections to the DZ from visual cortical areas. 
Significant changes between hearing and both late- and early-deafened animals 
included a reduction in projection strength from ALLS, and an increase in 
projection strength from PLLS. Significance levels are indicated by asterisks as 
follows: ** p<0.01, *** p<0.001. 
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cortical regions into groups indicated that the projection strength from auditory 
and visual cortical areas is roughly equal for hearing animals and relatively few 
sub-regions within a sensory modality appear to change following deafness, as 
discussed in detail below (Figure 2.12A). An omnibus univariate analysis of 
variance on individual cortical regions indicated a statistically significant 
interaction between the cortical area examined and group (hearing (H), late deaf 
(L) and early deaf (E); F(60,372) = 2.02, p < 0.001.  
2.4.4 Auditory cortical projections 
A statistically significant decrease in projection strength from the 
intermediate posterior ectosylvian area (iPE) was found for hearing (H – 2.75%) 
compared to late-deaf animals (LD – 0.56%, p = 0.046). Neither the hearing nor 
late-deaf group differed from the early-deaf (E – 1.51%) group for this region. No 
significant changes in projection strength from any of the other auditory cortical 
regions to DZ were found between late-deafened, early-deafened or hearing 
animals were observed (Figure 2.12 B). However, although not statistically 
significant, there was a trend toward slight reductions in the percentage of 
auditory cortical projections to DZ between groups arose from the core or primary 
auditory cortical areas: A1 (H – 7.72%, L – 3.23%, E – 2.73%) and the anterior 
auditory field (AAF; H – 4.19%, L – 3.08%, E – 1.29%). This trend was similar, 
but generally smaller in magnitude for the dorsal, non-primary auditory regions, 
which include the second auditory cortex (A2; H – 3.04%, L – 1.72%, E – 1.58%), 
auditory field of the anterior ectosylvian sulcus (fAES; H – 2.73%, L – 2.07%, E – 
1.76%), and posterior auditory field (PAF; H – 3.29%, L – 1.64%, E – 2.26%).  
The dorsal posterior ectosylvian area (dPE) is the sole auditory cortical area that 
showed a trend toward increased projection strength between hearing and 
deafened animals (H – 5.80%, L – 7.01%, E – 6.83%). The ventral auditory areas 
(insular cortex (In), ventral posterior ectosylvian area (vPE), temporal cortex (T), 
ventral auditory field (VAF), and ventral posterior auditory field (VPAF)) are all 
remarkably consistent between groups in terms of the projection strength, and for 
all areas and groups, these correspond to weak projections (1% or less).   
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2.4.5  Visual cortical projections 
Changes in the proportion of visual cortical projections to the DZ were 
observed for a few visual areas (Figure 2.12C). A progressive increase in 
projection strength between hearing, late- and early-deafened animals was 
documented from an area known to be involved in visual motion processing: 
PLLS (H – 21.67%, L – 32.44%, E – 40.95%). For PLLS, an increase in 
projection strength was found between hearing and late-deafened animals (p = 
0.002) and hearing and early-deafened animals (p < 0.001 for each). The only 
decreases in projection strength between hearing and deafened animals arose 
from anterior regions thought to be involved in more complex visual motion 
processing, the anterolateral lateral suprasylvian area (ALLS; H – 11.25%, L – 
2.71%, E – 4.66%). The reduction in ALLS projection strength was significant 
between hearing and late-deafened animals (p < 0.001), and hearing and early-
deafened animals (p = 0.015). There was no statistical difference between late 
and early-deafened animals. However, statistically significant increases in 
projection strength were found for visual areas 21b (H – 0.49%, L – 4.17%, E – 
1.11%) and PMLS (H – 1.23%, L – 5.54%, E – 3.29%) between hearing and late-
deafened animals only (p = 0.024 and p = 0.011, respectively).  
There were slight, but not statistically significant increases in projection 
strength in both early- and late-deafened animals from the visual area occupying 
the posterior third of the posterior ectosylvian gyrus, a region referred to in the 
literature as EPp was also increased (H – 2.09%, L – 4.47%, E – 3.68%). Three 
regions of visual cortex located within the same general area also showed slight, 
but not statistically significant increases in projection strength for late-deafened 
animals compared to hearing animals, which was not present in early-deafened 
animals. These three regions all comprise some portion of the gyrus occupying 
the posterior bank of the posterior suprasylvian gyrus (see Figure 2.1). These 
were DLS (H – 2.23%, L – 6.29%, E – 2.08%), area 21b (H – 0.49%, L – 4.17%, 
E – 1.11%), and posterior suprasylvian area (PS; H – 0.78%, L – 2.95%, E – 
0.61%). Importantly, this 2-4% increase in projection strength in late-deafened 
animals could not be accounted for by a particularly strong projection present in a 
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single animal; that is, this trend was present in more than one of the late-
deafened animals. All other visual cortical regions either provided weak (<1%) or 
no input to the DZ in hearing animals, and these projection strengths remained 
weak or non-existent in the deaf animals.  
2.5  Discussion 
2.5.1  Spatial processing in DZ 
Although a specific, unique role in auditory cortical processing has not 
been identified for DZ, both behavioral (Malhotra et al. 2008) and 
electrophysiological (Stecker et al. 2005) evidence suggests that DZ is involved 
in auditory spatial perception. Cat auditory cortex has not formally been 
categorized into “core” and “belt” regions, as has primate auditory cortex (Read 
et al. 2002), but DZ has been suggested to form part of a functional “belt” 
auditory region because responses in DZ are more complex, non-linear, and 
have longer latencies and broader tuning curves (Middlebrooks and Zook 1983; 
He and Hashikawa,1998; Stecker et al. 2005) than the “core” regions A1 and 
AAF, which are characterized by simple, linear responses with short latencies 
and sharp tuning curves (Stecker et al. 2005). This designation is further 
supported by anatomical analyses of thalamocortical connectivity. Core regions 
typically receive projections from the ventral portion of the medial geniculate 
nucleus (MGN), whereas belt and parabelt regions typically receive projections 
from dorsal divisions of MGN (Hackett 2011). Such a designation would fit well 
with current models of a postero-auditory or “where” stream for spatial (Lomber 
and Malhotra, 2008) and even motion processing (Rauschecker and Scott, 
2009). Beyond the proposed designation of DZ as a belt region, homologous 
structures in primate auditory cortex have not been proposed for DZ. 
2.5.2  Localization of injection sites 
Several criteria were used to localize the site of injections: 1) a  pattern of 
labeling in auditory cortical areas consistent with previously published findings for 
hearing animals (e.g. He and Hashikawa, 1998; Lee and Winer, 2008b), 2) 
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stereotaxically-guided injections, 3)  cytoarchitectonic analysis of adjacent SMI-
32 sections, and 4) position relative to known sulcal and gyral landmarks.  In this 
case, the location of the anterior two injection sites (at Horsley-Clarke 
coordinates A3 and A5), can be well localized to area DZ based on all four 
criteria. However, the location of the third injection site (AP 0) requires 
discussion. Based on the position of the injection relative to sulcal and gyral 
landmarks, this injection site could be classified as lying within dPE (see shaded 
regions on sections 8 and 9 of Figures 2.6-12). Cytoarchitectonic analysis of the 
DZ-dPE border is somewhat unreliable, given that characteristic SMI-32 patterns 
of labeling have not been described in detail for area dPE, as they have for the 
10 more anterior areas of auditory cortex (see Mellott et al., 2010), and an SMI-
32 staining gradient exists, such that the tissue is not as darkly stained in 
posterior DZ as it is in more anterior sections (Wong et al., 2013). Additionally, 
many of the boundaries of auditory cortical areas are defined as being 
“transitional” rather than “clear cut” (Mellott et al., 2010), suggesting that most 
cortical borders do not abruptly switch from one auditory cortical area to another.  
Thus, the pattern of projections observed might be considered the most reliable 
marker of injection site location. As discussed in detail below, the pattern of 
projections in the present study are most consistent with injections lying within 
DZ, based on previously published retrograde analyses of DZ injections in 
hearing animals (He and Hashikawa, 1998; Lee and Winer, 2008b), and 
compared with the published results of injections into adjacent visual and 
auditory cortical areas (Symonds and Rosenquist, 1984; Bowman and Olson, 
1988; Scannell et al. 1995; Lee and Winer, 2008b). Thus, I have considered our 
injection sites as being localized to DZ based on the pattern of projections 
observed. 
2.5.3  Auditory cortical projections to DZ in hearing animals 
 Overall, the pattern of auditory cortical projections to DZ in hearing 
animals in the present study is consistent with that reported in two previous 
studies (He and Hashikawa, 1998; Lee and Winer, 2008b). He and Hashikawa 
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(1998) found that DZ receives relatively strong projections from A1, A2, AAF and 
PAF, with strong corticocortical connections present within DZ itself. In a similar 
study, Lee and Winer (2008b) found that DZ received projections mainly from 
dorsal auditory regions, including A1, A2, fAES, PAF and dPE, with weaker 
projections from other (mainly ventral) auditory areas (AAF, In, iPE, vPE, T, VAF, 
VPAF), and also with strong intra-DZ connections present outside of the injection 
site. In support of these findings, early lesion experiments involving the 
superficial suprasylvian fringe (now known to be DZ) resulted in neuronal 
degeneration in these same auditory cortical regions (areas A1, A2, AAF, fAES, 
PAF and dPE; Paula-Barbosa et al., 1975). Together, these studies agree very 
well with the pattern of auditory cortical projections observed in the current study.  
That is, DZ received the strongest auditory cortical projections from dorsal 
auditory areas (A1, A2, AAF, fAES, PAF, dPE, iPE) with much weaker input from 
ventral areas (In, T, vPE, VAF, VPAF), and with strong intra-DZ connectivity. In 
all previous studies, the strongest non-DZ auditory cortical projection arose from 
A1, consistent with the findings reported in the present study (He and 
Hashikawa, 1998; Lee and Winer, 2008b).   
2.5.4  Comparison to late- and early-deafened animals 
Overall, the pattern of auditory cortical projections to DZ was conserved in 
both early- and late-deafened animals (Figures 2.7, 2.8, 2.10, 2.11, 2.12).  
Although there were virtually no statistically significant changes observed 
between groups, there was a trend indicating a progressive weakening of 
projection strength from A1 to DZ between hearing, late- and early-deafened 
animals. This may be accounted for by the fact that the medial border of A1 (the 
A1-DZ border) has been found to shift laterally in congenitally deaf animals 
(Lomber et al., 2010). More recent studies have confirmed this based on analysis 
with tissue stained for SMI-32, and have additionally determined that there exists 
a decrease in cortical volume for A1 in early-deafened animals compared to that 
of hearing or late-deafened animals (Wong et al., 2013). Deaf A1 has not been 
shown to exhibit visual cross-modal reorganization in electrophysiological 
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(Stewart and Starr, 1970; Kral et al., 2003) or behavioral (Lomber et al., 2010) 
studies in cats.  Based on this observation, it has been suggested that following 
deafness, the absence of auditory input to A1 will affect supragranular 
connections between A1 and higher-order auditory cortical regions, causing A1 
to become functionally decoupled from these areas (Kral, 2007). Thus, it is likely 
that both the decrease in A1 representation in deaf auditory cortex, accompanied 
by the decoupling of A1 from higher-order auditory cortical areas may account for 
this small reduction in cortical projection strength from A1 to deaf DZ. 
Outside of A1, the dorsal auditory regions AAF, fAES and PAF have all 
been shown to exhibit some degree of cross-modal reorganization behaviorally 
and/or electrophysiologically, such that these areas respond to visual (AAF, 
fAES, PAF) and/or somatosensory (AAF) stimulation in early-deafened animals 
(Lomber et al., 2010; Meredith et al., 2011; Meredith and Lomber, 2011).  
Presumably, in the absence of auditory stimulation, existing visual and/or 
somatosensory inputs to these regions become strengthened or “unmasked” via 
Hebbian experience-dependent synaptic plasticity. If these “auditory” cortical 
regions are recruited by other sensory systems following deafness, temporally 
correlated activity may still occur (e.g. using existing visual inputs), which may be 
enough to maintain connectivity with other previously auditory regions. Although 
deaf auditory cortex may not function as a unit in the same way that it would in a 
hearing animal, these cross-modally reorganized areas might retain the need to 
communicate with one another, particularly if they are recruited by the same 
sensory modality (e.g. vision), which might account for why intra-auditory 
connections remained similar to those of hearing cats in the present study. As 
such, although the nature of communication between these areas is likely 
different in the absence of auditory input, the structure is retained to some 
degree. 
2.5.5  Visual cortical projections to DZ in hearing animals 
On the whole, projections to auditory cortical regions arising from areas 
outside of auditory cortex itself have received relatively little consideration, with 
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the exception of A1. Non-auditory sensory, multisensory and other non-sensory 
projections to A1 have been extensively documented in the rodent (Budinger et 
al., 2006, 2007, 2009). Additionally, Falchier et al. (2010) documented 
projections from select visual areas to caudal auditory cortex in the macaque.  
This stands in contrast to the visual system, in which a growing body of evidence 
supports the idea that auditory cortical regions project to both  primary visual 
cortex (Falchier et al., 2002; Rockland and Ojima, 2003; Clavagnier et al., 2004; 
Hall and Lomber, 2008) and extrastriate visual cortical regions (Clemo et al. 
2008; Laramee et al. 2011). Although two previous studies have characterized 
auditory cortical projections to DZ in hearing animals by means of retrograde 
tracing analysis (He and Hashikawa, 1998; Lee and Winer, 2008b), projections to 
DZ arising from areas outside of auditory cortex were not described in either 
study, despite scattered labeling being visibly present outside of auditory cortical 
regions in the figures (e.g. Figure 8D of Lee and Winer, 2008b). Lesions of the 
superficial suprasylvian fringe (now referred to as area DZ) have been reported 
to result in degeneration in both auditory and visual cortical regions (Paula-
Barbosa et al., 1975). The pattern of visual cortical degradation is generally in 
good agreement with the pattern of visual cortical projections observed in the 
present study, although significant degradation found in area 17 might indicate 
that the lesions included part of visual area PLLS. An autoradiographic study also 
documented projections from PLLS to the suprasylvian fringe (Squatrito et al., 
1981). Together, these studies support the idea that DZ receives input from 
visual cortical regions in the hearing animal, although the nature and strength of 
these projections have not previously been quantified.   
Accordingly, the present study determined that a large proportion of 
ipsilateral cortical projections to DZ in the hearing animal arise from visual 
cortical areas, in addition to the auditory cortical projections previously 
documented. The visual projections described here arise mainly from the two 
visual areas abutting DZ: ALLS (>10%) and PLLS (>20%). Importantly, the 
projection from ALLS cannot be accounted for by encroachment of the lateral 
spread of the injection into ALLS itself, as the injection sites in the present study 
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were well posterior of ALLS. Encroachment of the injections into PLLS and dPE 
will be discussed in detail below (see Technical considerations).  
Electrophysiological recordings have indicated that there exist a population of 
bimodal neurons in PLLS at the PLLS-DZ border; that is, although most neurons 
in this region respond to visual stimuli alone, some can also be driven by auditory 
stimuli alone (Allman and Meredith, 2007). This is presumably a function of the 
density of auditory cortical projections to PLLS, which is high near the lateral 
bank of the suprasylvian sulcus, and decreases progressively toward the fundus 
(Clemo et al., 2008). As a result, bimodal responses give way to subthreshold 
auditory responses as the recording electrode travels deeper into PLLS toward 
the fundus. It is possible that these bimodal and subthreshold zones might exist 
bidirectionally, given that PLLS has been shown to project to the suprasylvian 
fringe (Squatrito et al., 1981). This represents an area of future study. Thus, 
although it is at first surprising that the proportion of auditory cortical projections 
is roughly equal to the proportion of visual cortical projections in the hearing 
animal, the vast majority of these visual projections arise from the visual areas 
that border DZ.   
2.5.6 Comparison to late- and early-deafened animals 
In all animals, labeling was strongest on the lateral bank, and decreased 
in density toward the fundus. In hearing animals, neuronal labeling was restricted 
almost exclusively to the lateral bank, with sparse labeling in the fundus between 
A2-A8 (Figure 2.13 D). Interestingly, in deafened animals, the projection strength 
from the anterior region of the lateral suprasylvian bank (ALLS) is reduced, while 
projection strength from the posterior region of the lateral suprasylvian bank 
(PLLS) is increased. In both early- and late-deafened animals, this manifested as 
an increase in labeling density in PLLS (Figure 2.13 E, F). In addition, labeling in 
deafened animals extended up the opposing medial bank, particularly at more 
posterior levels (A2-P3; Figure 2.13 E, F).   
These findings were consistent across all animals in both the early- and 
late-deafened groups. Additionally, in deafened animals, scattered labeling was 
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found in the fundus and medial bank of the most posterior part of the middle 
suprasylvian sulcus, corresponding to the part of area PMLS in which foveal 
vision is represented, according to previous electrophysiological work (Palmer et 
al., 1978). Projections from this region were remarkably consistent and were 
present in every deafened animal, but were notably absent in each hearing 
animal. Although labeling was present in PMLS in hearing animals, it was always 
located near the PLLS/PMLS border, particularly at the fundus in more anterior 
sections. PLLS and PMLS are known to be involved in visual motion processing 
in the cat (Li et al., 2001; Rauschecker et al., 1987), and PMLS is widely 
considered to be the homolog of the middle temporal (MT)/area V5 in the primate 
(Payne, 1993). Congenitally deaf animals have been shown behaviorally to 
exhibit lower motion detection thresholds compared to hearing animals (Lomber 
et al., 2010). When Lomber and colleagues cortically cooled area DZ, it was 
shown that deactivating this region of auditory cortex abolished this behavioral  
 
Figure 2.13  Pattern of labeling within the middle suprasylvian sulcus. 
Comparison of labelled cell positions in visual cortex and characteristic visual 
receptive field positions.  Visual representation of averaged number and density 
of labeled neurons within PLLS and PMLS plotted onto a flattened view of the 
middle suprasylvian cortex as modified from Palmer et al. (1978).  A:  Lateral 
view of the cat brain with a portion of the middle suprasylvian sulcus highlighted.  
B:  The highlighted region of cortex in A unfolded using the fundus of the sulcus 
(solid black line) as a hinge.  Areal boundaries are indicated with dashed lines.  
C:  Representation of the visual hemifield.  The horizontal meridian (HM) is 
indicated by a thick dashed line, whereas the vertical meridian (VM) is 
represented by a finely dashed line.  All numbers indicate degrees of the visual 
field.  D-F:  Averaged representation of neuronal labeling for hearing (D; black), 
late-deafened (E; blue), and early-deafened (F; red) animals following a DZ 
injection. The dark grey shading corresponds to the region of PMLS where foveal 
vision is represented.  The light grey region adjacent to the foveal representation 
corresponds to the portion of the visual field lying within 5 degrees of the fovea.  
Thick dashed lines indicate HM and areas represented parallel to HM as 
indicated numerically.  Finer dashed lines indicate VM with parallel 
representations indicated numerically. 
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advantage. As such, it was concluded that DZ is cross-modally reorganized in 
deafness, such that it becomes involved in visual motion detection, and mediates 
the lower motion detection threshold advantage. The results of the current study 
suggest that the amplified projections from extrastriate visual cortical regions 
involved in visual motion processing may provide an anatomical basis for this 
cross-modal reorganization. Further, this appears to come at the cost of 
connectivity with anterior regions of the lateral suprasylvian area, as well as 
connectivity with other auditory cortical regions. These connections are not 
completely abolished following deafness, but they are reduced in deafened 
compared to hearing animals.   
A number of regions located on the posterior bank of the posterior 
suprasylvian sulcus (area 21b, DLS, and PS) showed evidence of increases in 
projection strength in late-deafened animals only, when compared to early-
deafened and hearing animals. It should be noted that these increases were not 
consistent across all late-deafened animals, but rather, seemed to be driven by 
very strong projections in a subset of animals. Area PS is known to send a 
moderate projection to dPE, and area 21b is known to weakly project to area 
dPE as well (Lee and Winer 2008b). Based on this, one explanation for the 
increase in projection strength for these areas in late-deafened animals might be 
that on average, the lateral extent of the injections encroached into dPE to a 
greater extent in the late-deafened group compared to the other groups.  
However, iPE is strongly connected with dPE, while areas 20a, In and vPE are 
moderately connected with dPE (Lee and Winer, 2008b). If it were true that this 
increase in projection strength were solely due to encroachment of the injection 
sites into dPE, I would expect that connectivity to these areas would be 
increased as well. This is not the case; if anything, projection strength to these 
areas in the late-deafened animal is actually slightly lower than in the hearing 
and early-deafened animals.   
Similarly, a second explanation might be that the lateral extent of the 
injections in late-deafened animals encroached on PLLS to a greater degree than 
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in hearing or early-deafened animals. This is more plausible than the case for 
dPE encroachment, given that PLLS is known to receive strong projections from 
areas DLS and PS, but nothing from area 21b (Symonds and Rosenquist, 1984; 
Scannell et al., 1995). PLLS is additionally known to receive intermediate 
projections from areas ALLS, 18 and 20a (Symonds and Rosenquist, 1984; 
Scannell et al., 1995). I would then expect to see an increase in the projection 
strength to these areas in the late-deafened animals compared to the other two 
groups, and in fact, there are very slight, non-statistically significant increases in 
projection strength to areas 18 and 20a in the late-deafened animals, although in 
both cases, the strength of this increase is less than 0.15%. However, there is a 
very strong decrease in projection strength to ALLS (over 7%). Thus, I cannot 
claim that the increases in projection strength for area 21b, DLS and PS are a 
unique feature of cross-modal reorganization in the late-deafened animal; rather, 
it is possible that the lateral extent of the injections may have encroached into 
areas dPE and/or PLLS to a greater degree in some late-deafened animals.   
2.5.7  Other considerations 
It is not possible to expose areas occupying small regions of cortex to 
larger volumes of tracer without small incursions into neighboring areas (A1, 
AAF, dPE, PLLS). I have considered these incursions negligible because the 
pattern of labeling observed in the current study is most consistent with DZ 
injection sites. First, the profile of auditory cortical projections in hearing animals 
in our study was similar to that previously reported for DZ injections in two other 
experiments (He and Hashikawa, 1998; Lee and Winer, 2008b), and do not 
resemble the pattern of projections documented for other auditory cortical 
regions. Secondly, our results differ from the pattern of projections that would be 
expected with a significant encroachment into each of these areas. A1 and AAF 
have previously been reported to receive strong projections from VAF, and A1 is 
additionally known to receive strong projections from VPAF (Lee and Winer, 
2008b). Our results indicate a very weak projection from both VAF and VPAF, 
which would be more consistent with DZ injection sites. Similarly, dPE receives 
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strong projections from area 7, visual areas 20a and 20b, as well as auditory 
areas iPE, VPAF, T and In (Scannell et al., 1995; Lee and Winer, 2008b). Very 
weak projections (<1%) were observed from each of these areas, which again, 
would be more consistent with DZ injection sites. Finally, PLLS is known to 
receive strong projections from the anterior ectosylvian visual area (AEV), DLS 
and PS (Symonds and Rosenquist, 1984; Scannell et al., 1995). In our study, 
projections from both of these areas amounted to less than 1% for areas AEV 
and PS, and 2% for DLS. Additionally, projections to PLLS have previously been 
reported for areas 17, 18 and 20a (Symonds and Rosenquist, 1984; Scannell et 
al., 1995) which are largely absent in the hearing animals in our experiment 
(0.00% for areas 17 and 18; <0.4% for 20a). Thus, although I cannot rule out any 
spread of our injections into these regions, it seems likely that any encroachment 
was minimal. 
Similarly, it might be argued that because DZ is known to be laterally 
displaced in early-deafened animals (Lomber et al., 2010; Wong et al., 2013), 
that area PLLS was injected in the early-deafened animals, or that the lateral 
spread of the injection into PLLS was greater, which may account for the 
increased proportion of visual cortical projections to the DZ in these animals.  
Two lines of evidence argue against this: 1) greater encroachment into PLLS 
would be expected to yield increases in projection strength in the early deaf to 
cortical regions that PLLS is known to send strong projections to, namely, AEV, 
DLS and PS (Symonds and Rosenquist, 1984; Scannell et al., 1995). However, 
projection strength is remarkably consistent between hearing and early-deafened 
animals for these three regions, and is actually slightly decreased in the early 
deaf in DLS and PS; 2) any increases in the percentage of projections from 
visual cortical areas between hearing and deafened animals are fairly consistent 
regardless of whether the animal was early or late-deafened, and there is no 
evidence to suggest that DZ is shifted laterally in late-deafened animals. The 
same argument could be made with respect to dPE, even though any border 
displacement has not been documented for this area following deafness. Again, I 
would then expect increases in projection strength in deafened animals to 
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regions that dPE is known to receive strong projections from (areas 7, 20a and 
20b, iPE, VPAF, T and In). Projection strength from these regions is actually 
decreased in both early- and late-deafened animals (except for a slight increase 
in area 20a in late-deafened animals only). Therefore, a greater encroachment of 
our injections into either PLLS or dPE in deafened animals compared to hearing 
does not seem to account for the changes in connectivity observed following 
deafness in the present study. 
2.5.8  Summary and conclusions 
Structural cross-modal reorganization following deafness was examined 
following injections of retrograde tracer into the posterior suprasylvian fringe in 
early and late-deafened animals, as well as hearing controls. This area 
corresponds to auditory cortical region DZ, which is known to undergo cross-
modal reorganization in the early-deaf animal. There was a progressive increase 
in projection strength between hearing, late- and early-deafened from an 
extrastriate visual cortical region known to be involved in the processing of visual 
motion, the PLLS (Figure 2.14 B, C). Additionally, there was a corresponding 
decrease in projection strength from ALLS, a region thought to be involved in 
complex visual processing. Although no change was documented for visual area 
PMLS as a whole, labeled neurons were present within a subregion of PMLS 
devoted to foveal vision in both late- and early-deafened animals, but not in 
hearing controls. PMLS is also an extrastriate visual motion processing area, and 
is widely considered to be the homolog of primate area MT (Payne, 1993). No 
differences in projection strength from auditory, somatosensory, 
multisensory/associative, or other visual cortical regions were observed between 
groups (Figure 2.14 B, C). The results of the current study provide an anatomical 
basis for previously published behavioral findings indicating that deaf DZ is 
cross-modally reorganized to participate in visual motion processing (Lomber et 
al., 2010). These results are similar to those of Karlen et al. (2009), who found 
that primary visual cortex of bilaterally enucleated opossums retains connectivity 
with the same cortical areas as that of opossums with normal vision, but also 
receives projections from somatosensory cortex (absent in animals with normal  
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Figure 2.14  Projections present in hearing animals and change in 
projection strength following late- and early-deafness. 
A:  Summary of projection strength from auditory and visual cortical areas to DZ 
in the hearing animal. Only projections greater than 1% in strength are plotted, as 
indicated by the legend to the right. Note that DZ receives projections from all 
dorsal auditory cortical regions, with little input from ventral auditory cortical 
regions (<1%). There exist additional projections from visual cortical regions, 
even in the hearing animal, but these are largely limited to the regions bordering 
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DZ. B-C: Changes in projection strength to DZ between hearing and late- and 
early-deafened animals, respectively. Only changes greater than 0.5% in 
magnitude are plotted.  Statistically significant changes are in bold, plotted in full 
contrast, and significance level is indicated with asterisks. Significance levels are 
indicated by asterisks as follows: ** p < 0.01, *** p < 0.001. Non-statistically 
significant trends are plotted in faded colours for comparison. In general, 
decreases in projection strength are plotted in shades of blue, whereas increases 
are plotted in “warmer” colours (green, yellow, orange, and red as shown in the 
scale on the right). 
 
vision), as well as amplified projections from auditory and multimodal cortices.  
Taken together, these results suggest that factors both intrinsic and extrinsic to 
the individual play a significant role in cortical development – that there seems to 
be a template for cortical connectivity that is laid down independent of 
sensorystimulation, which is modifiable to some degree as a consequence of 
experience (Katz and Shatz, 1996).   
The results of the current study also support previously published findings 
suggesting that cross-modal reorganization can occur following damage to 
mature sensory systems (Rebillard et al., 1977; Shepherd et al., 1999; Allman et 
al., 2009; Park et al., 2010).  In addition, the increase in projection strength from 
PLLS is greater in magnitude for early-deafened animals compared to late-
deafened.  These results then also support the notion that the degree to which 
compensation can occur later in life follows the timeline of developmental 
plasticity constraints; that is, that plasticity of the system is generally reduced if 
damage to the system occurs after the closing of sensitive periods (see Hensch, 
2004 for review).  
Plasticity is known to be mediated synaptically, and can effect change in 
two ways: 1) via the strengthening of existing synapses, and/or 2) via the 
formation and elimination of synapses (for review see Holtmaat and Svoboda, 
2009). Both types of synaptic plasticity have been demonstrated to extend into 
adulthood (Chen and Nedivi, 2010). The methodology of the present study 
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addresses the second type of synaptic plasticity; that is, the changes described 
above reflect the formation of new synapses. However, it is probable that both 
types of synaptic plasticity operate in conjunction to give rise to functional 
changes that are ultimately observable on a behavioral level. Given that the 
present study also documented existing projections from multiple extrastriate 
visual areas to DZ in the hearing animal, it is possible that these projections may 
become unmasked or receive greater functional weighting following deafness. In 
support of this, only 2 of more than 30 individual cortical regions examined 
documented statistically significant changes in projection strength between 
hearing and deafened animals. Similar intermodal connectivity has been 
documented in intact, enucleated and anophthalmic mice (Charbonneau et al., 
2012). Together, these studies suggest that following sensory deprivation, both 
visual and auditory cortex may make use of already present cross-sensory 
cortical connections, which may account for the lack of widespread 
reorganization between groups in multiple cortical regions. However, future 
studies incorporating functional methodologies will be needed to confirm this. 
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Chapter 3:  Dissociable influences of primary auditory cortex 
and the posterior auditory field on neuronal responses in the 
dorsal zone of auditory cortex3 
3.1  Abstract. 
Current models of hierarchical processing in auditory cortex have been 
based principally on anatomical connectivity while functional interactions 
between individual regions have remained largely unexplored. Previous cortical 
deactivation studies in the cat have addressed functional reciprocal connectivity 
between primary auditory cortex (A1) and other hierarchically lower-level fields. 
The present study sought to assess the functional contribution of inputs along 
multiple stages of the current hierarchical model to a higher-order area, the 
dorsal zone (DZ) of auditory cortex in the anaesthetized cat. Cryoloops were 
placed over A1 and posterior auditory field (PAF). Multiunit neuronal responses 
to noise burst and tonal stimuli were recorded in DZ during cortical deactivation 
of each field individually and in concert. Deactivation of A1 suppressed peak 
neuronal responses in DZ regardless of stimulus and resulted in increased 
minimum thresholds and reduced absolute bandwidths for tone frequency 
receptive fields in DZ. PAF deactivation had less robust effects on DZ firing rates 
and receptive fields compared to A1 deactivation, and combined A1/PAF cooling 
was largely driven by the effects of A1 deactivation at the population level. These 
results provide physiological support for the current anatomically-based model of 
both serial and parallel processing schemes in auditory cortical hierarchical 
organization. 
                                                          
3 A version of this chapter is published as: 
Kok MA, Stolzberg D, Brown TA, Lomber SG (2015) Dissociable influences of primary auditory 
cortex and the posterior auditory field on neuronal responses in the dorsal zone of auditory 
cortex. J Neurophysiol 113:475-486. 
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3.2  Introduction 
The past two decades have witnessed a dramatic increase in brain 
connectivity studies with advances in functional imaging analysis methodology, 
providing the ability to non-invasively assess dependence between brain regions 
(Friston, 2011). While a thorough understanding of the structural connectivity of 
the brain is a necessary component for understanding network function (Sporns, 
2012), investigations regarding the degree to which one brain region can exert 
influence on another are critical, as anatomical connectivity alone “is neither a 
sufficient nor a complete description of connectivity” (Friston, 2011). Hierarchical 
processing schemes for cat auditory cortex have been proposed based mainly on 
structural connectivity analyses between individual regions of auditory cortex 
(Figure 3.1; Rouiller et al., 1991; Lee and Winer, 2011), while the functional 
importance of these connections has remained largely unexplored. Using cortical 
cooling deactivation, previous studies have addressed functional reciprocal 
connectivity between primary auditory cortex (A1) and the anterior and posterior 
auditory fields (AAF and PAF), as well as second auditory cortex (A2; Carrasco 
and Lomber, 2009a, 2010). However, functional interactions for higher-order 
fields of the hierarchy have not been investigated to date.  
The present study expanded this functional assessment of inputs along 
multiple stations of the proposed hierarchical scheme to a higher-order auditory 
area, the dorsal zone (DZ). Although a specific, unique role in auditory cortical 
processing has not been identified for DZ, both behavioral (Malhotra and 
Lomber, 2007) and electrophysiological (Stecker et al., 2005) evidence suggests 
that DZ is involved in auditory spatial perception, and as such, may be part of a 
“where” stream for auditory spatial processing in the cat. DZ has also been 
proposed to be involved in processing the more complex aspects of sound in the 
frequency and time domains based on the discovery of duration-tuned neurons in 
the area (He et al., 1997). Furthermore, DZ has been suggested to form part of a 
functional auditory belt region because responses in DZ exhibit more complex  
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Figure 3.1  Organization and hierarchical connections of cat auditory 
cortex. 
A: Lateral view of the left hemisphere of the cat depicting the thirteen regions of 
auditory cortex, bounded by dashed lines.  The region highlighted in red 
corresponds to the location of the area targeted in the current study, the dorsal 
zone of auditory cortex (DZ). A1 (cyan) and PAF (purple) were reversibly 
deactivated in the present study because they comprise two of the largest 
auditory cortical inputs to DZ. B: Schematic view of the proposed hierarchical 
connections of auditory cortical areas, based on cortical and thalamic 
connectivity. Core regions A1 and AAF occupy the lowest region in the hierarchy, 
with PAF and DZ streamed into the putative “where” pathway, and occupying 
higher positions.  Line thickness is indicative of connectional strength: strong 
(thick), medium, and weak (thin).  Figure adapted from Lee and Winer (2011). 
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frequency tuning, non-monotonicity, and have longer response latencies and 
broader tuning curves (He et al., 1997; Middlebrooks and Zook, 1983; Stecker et 
al., 2005) than core regions A1 and AAF, which are characterized by simple, 
linear responses with short response latencies and sharp tuning curves 
(Carrasco and Lomber, 2011; Stecker et al., 2005; Sutter and Schreiner, 1991). 
Thalamocortical connectivity analyses further support this designation (He and 
Hashikawa, 1998), as thalamocortical projections to DZ in the cat (Lee and 
Winer, 2008a) match those documented for belt regions of primate auditory 
cortex (Kaas et al., 1999).  
Because A1 and PAF comprise two of the largest anatomical auditory 
cortical inputs to DZ (Barone et al., 2013; He and Hashikawa, 1998; Kok et al., 
2014; Lee and Winer, 2008b), and because both cortical regions are known to be 
involved in auditory spatial processing (Figure 3.1; (Malhotra and Lomber, 2007; 
Malhotra et al., 2008; Stecker et al., 2005)), I predicted that reversible 
deactivation of these areas would reduce neuronal response rates in DZ. Our 
results confirmed this hypothesis, providing physiological support for previously 
proposed anatomically-based models of auditory cortical hierarchy involving both 
serial and parallel processing. 
3.3  Materials and Methods 
3.3.1  Overview. 
Neuronal responses to auditory stimuli were assessed in eight healthy 
adult (> 6 month old) cats of both sexes (Felis catus; Liberty Labs, Waverly, NY). 
All animals were housed in an enriched colony environment with unrestricted 
access to food and water. All experimental procedures were conducted in 
compliance with the National Research Council's Guidelines for the Care and 
Use of Mammals in Neuroscience and Behavioral Research (2003), the 
Canadian Council on Animal Care's Guide to the Care and Use of Experimental 
Animals (Olfert et al., 1993) and were approved by the Animal Use 
Subcommittee of the University Council on Animal Care at the University of 
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Western Ontario. Surgical procedures used in the present study have previously 
been described in the literature (Carrasco and Lomber, 2009a). A brief synopsis 
of the methodology is presented below. 
3.3.2  Surgical procedures 
Approximately two weeks before electrophysiological recording, animals 
underwent surgery to perform a craniotomy, implant a cryoloop over PAF and 
attach a head holder for use during electrophysiological procedures. Cryoloops 
were custom made for PAF according to previously published methods (Lomber 
et al., 1999; Malhotra et al., 2004). A heat-shielding compound was applied to the 
anterior surface of the loop prior to implantation in order to limit the spread of 
cooling to the dorsal aspect of the posterior bank of the posterior ectosylvian 
sulcus. This prevented any direct effect of PAF cooling on A1 (Lomber et al., 
2007; see the Data Acquisition subsection below for more detailed information). 
The loops were then sterilized with ethylene oxide gas prior to implantation.  On 
the day of surgery, animals were anesthetized using sodium pentobarbital (25 
mg/kg to effect, i.v.), followed by supplemental doses as required. Animals were 
intubated and respiration remained unassisted throughout the surgical 
procedure. Body temperature, respiration rate, heart rate, blood pressure and 
end tidal CO2 were monitored continuously. A craniotomy was made over the left 
hemisphere between coordinates A2-A12 (Horsley and Clarke, 1908), in order to 
expose auditory cortex. The dura was opened over the posterior ectosylvian 
sulcus and an arachnoid hook was used to dissect the arachnoid mater over the 
sulcus. A custom-made cooling loop was inserted into the dorso-posterior aspect 
of the sulcus (corresponding to area PAF) and secured to the cranium using 
stainless steel bone screws and dental acrylic.  The craniotomy was closed with 
dental cement and a head holder was attached to the frontal bone of the skull 
using dental acrylic and bone screws. The animal was then provided with 
standard postoperative care (see Malhotra et al., 2004).  In all cases, recovery 
was uneventful. 
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Approximately two weeks following surgery, electrophysiological recording 
procedures were initiated.  Animals were administered atropine (0.02 mg/kg, 
s.c.), dexamethasone (0.5 mg/kg, s.c.), acepromazine (0.4 mg/kg, i.m.), and 
sodium pentobarbital (25 mg/kg to effect, i.v.).  The animal was then intubated 
and respiration remained unassisted for the duration of the experiment, although 
supplemental oxygen was supplied if blood oxygen saturation fell below 90%.  
Indwelling feline catheters were inserted into the saphenous vein bilaterally, as 
well as the left cephalic vein. The animal was secured to a stereotaxic frame 
using the head holder previously implanted. The dental acrylic over the 
craniotomy was removed and the dura was resected in preparation for recording. 
A layer of silicone oil was applied to the cortex to prevent desiccation. A warm 
water circulating pad (Gaymar, Orchard Park, NY) was used to maintain core 
body temperature.  Animals were hydrated throughout the experiment using an 
infusion pump supplied with 2.5% dextrose/half-strength lactated Ringer’s 
solution (4 ml/kg/h, i.v.).  Dexamethasone (1.0 mg/kg, i.v.) and atropine (0.03 
mg/kg, s.c.) were administered on a 24 hour schedule for the duration of the 
experiment. A digital image of the exposed cortex was taken with the aid of a 
surgical microscope in order to record the position of each electrode penetration 
relative to cerebral vasculature and cortical topography. 
3.3.3  Stimulus generation and presentation 
Recordings took place within a double-walled sound chamber on an 
electrically shielded, vibration-free table (Technical Manufacturing Corporation, 
Peabody, MA).  Acoustic signals were generated with a 24-bit digital-to-analog 
converter at ~156 kHz sampling rate (Tucker-Davis Technologies, Alachua, FL) 
and presented open-field 15 cm from the midline of the head contralateral to the 
craniotomy (FF1, Tucker-Davis Technologies, Alachua, FL).  There were no 
obstacles situated between the ear contralateral to the craniotomy (right ear) and 
the speaker, which was in line with the ears (i.e. at an azimuth of 90º relative to 
the nose).  All stimuli were 25 ms in duration, had 5 ms rise and fall times, were 
cosine squared gated, and were presented at a rate of 2 Hz. To determine the 
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size and approximate boundaries of A1 and AAF based on cochleotopic 
organization (Merzenich et al., 1975; Knight, 1977), pure tones of varying 
frequency (0.5 to 64 kHz in 1/16 octave steps) and intensity (0-80 dB in 5 dB 
steps) were presented during cortical mapping procedures. Each frequency-
intensity combination was presented once in pseudorandomized fashion. 
Subsequently, sites in DZ were recorded while A1 and PAF were subjected to 
reversible deactivation, during which three sets of acoustic stimuli were 
presented: 1) Noise bursts (65 dB SPL; 1-32 kHz bandwidth), 600 repetitions per 
cooling phase; 2) noise bursts of varying intensity (Noise rate-intensity function 
(RIF); 0-80 dB SPL in 10 dB steps), 100 repetitions of each sound intensity 
(pseudorandomized) per cooling phase; 3) pure tones of varying frequency 
(Tones; 0.5-64 kHz in 1/16 octave steps) and intensity (0-80 dB SPL in 10 dB 
steps). Each frequency-intensity combination was presented in 
pseudorandomized fashion five times per cooling phase.  
3.3.4  Data acquisition 
Neuronal responses to auditory stimuli were collected using parylene-
coated tungsten microelectrodes positioned in a 2x2 configuration spaced 115µm 
apart (FHC, Bowdoin, ME).  Impedance measures ranged from 1-2MΩ. Neuronal 
activity was band-pass filtered from 300-5,000 Hz. All activity was amplified 
(x10,000) and digitized at ~25 kHz (RZ2, Tucker-Davis Technologies; Alachua, 
FL).  In all animals, frequency-intensity receptive fields were generated for sites 
spanning A1, A2 and AAF, in order to generate a map of tonotopic organization 
(Figure 3.2 A; Merzenich et al., 1975; Knight, 1977; Reale and Imig, 1980). This 
was used to determine the borders of A1 to guide accurate placement of the A1 
cryoloop. No cortical deactivation was induced during cortical mapping 
procedures.   
Following this, an appropriately sized and shaped cooling loop was 
selected for placement within the boundaries of A1 (Figure 3.2 B). In general, A1 
cryoloops were placed over the mid- to low- frequency representations (i.e. below 
~20 kHz isofrequency band) in order to ensure that cooling deactivation did not 
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Figure 3.2  Position of cryoloops and extent of cortical deactivation. 
A: Characteristic frequency (CF) map constructed using Voronoi tessellations of 
AAF and A1 tone responses at each recording site superimposed onto a 
photomicrograph of the craniotomy. This map was used to guide placement of 
the A1 cryoloop. B: Photomicrograph of the same craniotomy in A after 
placement the A1 cryoloop. The borders delimiting cortical field boundaries as 
determined by SMI-32 labeling are indicated by dashed grey lines. Each black 
dot indicates a recording site at which reversible deactivation of A1 and PAF 
were induced.  C-E: Thermal images taken while cortex was warm (C), during A1 
deactivation (D), and during PAF deactivation (E). Abbreviations as in Figure 3.1; 
aes, anterior ectosylvian sulcus; pes, posterior ectosylvian sulcus; ss, 
suprasylvian sulcus. 
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spread past the high-frequency reversal demarcating the A1/AAF border (Figure 
3.2 B; see (Carrasco and Lomber, 2009 a, b, 2010). The A1/DZ border was not 
mapped, in order to avoid damaging potential recording sites in or near DZ. 
However, the A1 loop was always placed as far ventral as the A1/A2 border 
demarcation would allow, so as to avoid any direct cooling of tissue in DZ. The 
previously implanted PAF cryoloop and the A1 cryoloop were then connected to 
Teflon tubing, and the cooling deactivation apparatus was tested by pumping 
chilled methanol through the lumen of the tubing and loops according to 
previously published methods (Lomber et al., 1999). Thermal images of cortex 
were recorded using an infrared camera (FLIR SC300; Portland, OR) during both 
A1 and PAF cooling in order to confirm that the spread of cooling did not exceed 
~1 mm from the cryoloop, in accordance with previously published work (Figure 
3.2 C-E; Lomber et al., 1999). Loop temperatures were continuously monitored 
throughout all phases of cooling deactivation using a wireless thermometer 
(UWTC-2; Omega, Stamford, CT), and were maintained at ~2-3°C. Previous 
work has demonstrated that if the cryoloop is cooled to 3°C, the cortical 
temperature in layer VI falls below 20°C, which results in the silencing of efferent 
signals emanating from all layers of the cooled region (Carrasco and Lomber, 
2009a, b, 2010; Lomber et al., 1999). Additionally, in two animals, mini-
hypodermic probes (HYP-O; Omega, Laval, Canada) were used to corroborate 
temperature measures taken at the cortical surface using the infrared camera, as 
well as to ascertain that the tissue temperature recorded below the surface of 
cortex corresponded to previously published work, both within the vicinity of the 
cryoloop, as well as outside of it (Carrasco & Lomber, 2009a, 2009b, 2010; 
Lomber et al., 1999). In all cases, temperature measures in the current study 
were in line with previously published work.   
Following A1 loop placement and testing, electrodes were lowered ~1,200 
µm orthogonal to the exposed surface of DZ targeting granular layers. However, 
the depth of the penetration was adjusted to optimize the strength of the 
response across all four shanks. Multiunit neuronal responses were recorded 
across five phases of cortical deactivation: 1) while cortex was warm, 2) while A1 
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alone was cooled, 3) while A1 and PAF were cooled in concert, 4) while PAF 
alone was cooled, and 5) following rewarming of cortex. It should be noted that 
DZ straddles the ventral lip of the middle suprasylvian sulcus, and is known to 
extend progressively further into the sulcus as one moves from posterior to 
anterior. Recordings in the current experiment were limited to the ~1,200 µm 
directly below the gyral surface, and no recordings were made from any portion 
of DZ extending into the middle suprasylvian sulcus. Upon completion of a 
deactivation cycle, the electrodes were repositioned at a new cortical location 
and the same procedure was repeated. The temporal order in which loops were 
cooled varied between successive penetrations, so as to control for any effect of 
cooling order (i.e., A1 was cooled first in some penetrations, while PAF was 
cooled first in others). However, for ease of interpretation, the data in the current 
study is always presented in alphabetical cooling order, even though this was not 
necessarily the order in which cooling occurred for every penetration.  
3.3.5  Histological procedures 
After 36-100 hours of recording, animals were administered an 
anticoagulant (heparin, 10,000U; 1 mL), a vasodilator (1% sodium nitrite, 1 mL), 
and deeply anesthetized using sodium pentobarbital (40 mg/kg, i.v.). Animals 
were perfused intracardially through the ascending aorta at a rate of 100 mL/min 
with physiological saline (1 L), followed by 4% paraformaldehyde (2 L).  In some 
animals, this was followed by 10% sucrose. The brain was stereotaxically 
blocked, removed and placed in 30% sucrose for cryoprotection. Once sunk, the 
brain was frozen and cut in 60 µm coronal sections using a cryostat (Leica CM 
3050S, Wetzlar, Germany).  One series was processed with the monoclonal 
antibody SMI-32 (Covance; Princeton, NJ), while the other was kept as a spare 
or stained using Cresyl Violet and used to visualize electrode tracks.  SMI-32 
staining profiles have been shown to effectively parcellate individual auditory 
cortical regions (Mellott et al., 2010), and were used to delimit borders within 
auditory cortex in the present study. The location of the PAF cooling loop was 
also verified using SMI-32 staining patterns.  
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3.3.6  Data analysis 
Multiunit responses were de-noised and waveforms were manually 
inspected using Plexon Offline Sorter (Plexon, Dallas, TX). All data analysis was 
conducted using custom written scripts in Matlab (Mathworks, Natick, MA). For 
all stimuli, only neuronal responses in which the rewarm phase returned to at 
least 60% of the original firing rate during the warm phase were included in the 
analysis.  
Peri-stimulus time histograms (PSTHs) for noise bursts and tones were 
constructed by binning neuronal responses with a time resolution of 1 ms. 
PSTHs were then smoothed using convolution of a 6 ms Gaussian window. Peak 
response rates were defined as the maximum number of spikes per second 
within a given PSTH. Peak response latency refers to the amount of time (in 
milliseconds) elapsed between stimulus onset and the peak response. Peak 
response onsets and offsets were defined as the first and last responses greater 
than the mean spontaneous rate plus 20% of the peak firing rate (Sutter and 
Schreiner, 1991). These measures were manually inspected with respect to the 
histogram, and in all cases appeared to result in correct detection of the onset 
and offset of the response as displayed on the PSTH. Response duration was 
calculated by subtracting the onset of the response from the offset of the 
response (i.e. the duration of the response at stimulus onset). It should be noted 
that in some cases, a response was also present at the offset of the stimulus. 
The measures calculated above were restricted to the peak response after the 
onset of the stimulus and were not applied to the offset responses that were 
present in a minority of units. Noise RIFs were constructed by computing the 
average firing rate over the first 50 ms for each sound intensity level. 
Monotonicity ratios were calculated by dividing the peak response in 
spikes/second at the highest sound level (80 dB SPL) by the maximum observed 
response at any sound level (Stecker et al., 2005; Sutter and Schreiner, 1991). 
Monotonicity ratios between 0.9 and 1 were classified as monotonic, as visual 
inspection of the data showed either a saturating response at the highest sound 
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levels presented, or a clear monotonic increase in response as sound level 
increased. Monotonicity ratios below 0.9 were classified as non-monotonic and 
always showed a clear peak at sound levels below 80 dB SPL.  
Frequency receptive fields were generated by computing the mean firing 
rate during the first 50 ms post-stimulus onset over five repetitions of each 
frequency-intensity combination. The receptive field matrix was then smoothed 
using a 2-dimensional Savitzky-Golay filter. An evoked response was defined as 
any response exceeding one-third of the averaged maximum response of the 
warm and rewarm phases. The characteristic frequency (CF) was defined as the 
stimulus frequency which evoked a response at the lowest sound intensity level 
(minimum threshold). In some cases, there were multiple points which fit this 
definition (multi-peaked responses), in which case the peak with the strongest 
response was used. Bandwidths for each sound intensity level above minimum 
threshold were calculated by subtracting the lowest frequency at which an 
evoked response occurred from the highest frequency at which a response 
occurred, expressed in octaves. Receptive field bandwidths were subsequently 
analyzed in one of two ways. Absolute bandwidth refers to bandwidths measured 
at each individual sound intensity level (e.g. 10 dB SPL). If no evoked responses 
were present at a particular sound intensity level, the bandwidth was given a 
value of zero. Relative bandwidths refer to measurements at sound intensity 
levels with respect to threshold (e.g. 10 dB above threshold). For this analysis, if 
no evoked responses were present at a particular sound intensity level above 
threshold the unit was excluded from analysis. All receptive fields were 
individually examined after these analyses were performed, and in the vast 
majority of cases, the CFs, minimum thresholds, and bandwidths corresponded 
very well with visual inspection of the plotted receptive field.  
All data were subjected to Kolmogorov-Smirnov tests and in no cases 
were the data normally distributed. As a result, all statistical analyses were 
conducted using non-parametric Friedman tests (unless otherwise stated), and 
were followed by post hoc Wilcoxon tests adjusted using Bonferroni’s inequality 
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to account for multiple comparisons. All p values reported in the text are 
corrected for multiple comparisons. All statistical comparisons reported include 
the median followed by the interquartile range in square brackets. Where 
appropriate, the data in some figures is represented as mean ± standard error of 
the mean for ease of comparison with other studies, even though statistical 
calculations were done on ranked data.   
3.4  Results 
The goal of the present investigation was to evaluate the functional 
contribution of inputs at multiple levels of the proposed model of auditory cortical 
hierarchy to DZ, a higher-order region. I first compare mapping data obtained 
from A1 and AAF to data collected in DZ. I then go on to discuss the effects of 
reversible deactivation of A1 and PAF individually or in concert on neuronal 
responses in DZ for each of the stimuli presented.  
3.4.1  Comparison of DZ responses to A1 and AAF responses 
Neuronal responses to tone presentations in A1 and AAF were recorded 
for the purpose of mapping the A1/AAF and A1/A2 border prior to placement of 
the A1 cooling loop. Responses that were well localized (i.e. not lying close to a 
border) to A1 (n = 205) and AAF (n = 147) were compared to responses 
collected during tone presentation for the warm condition in DZ (n = 92). Peak 
response rates differed significantly between the three areas (χ2(2) = 44.2, p < 
0.001, n = 444; Kruskal-Wallis test). Peak response rates in DZ (26.1 [15.6 49.1] 
spikes/s) were significantly lower than those in A1 (58.0 [29.0 82.3] spikes/s; p < 
0.001) and AAF (47.0 [27.3 67.0] spikes/s; p < 0.001). Peak response latencies 
also differed between areas (χ2(2) = 39.5, p < 0.001; Kruskal-Wallis test). Peak 
response latencies in DZ (17.0 [16.0 21.0] ms) were significantly longer than both 
A1 (14.0 [13.0 17.0] ms; p < 0.001) and AAF (15.0 [13.0 16.0] ms; p < 0.001). 
This result agrees well with previously published work, in which latency values for 
DZ range from those comparable to A1 or AAF (~10-20 ms) to much longer (> 40 
ms; Sutter and Schreiner, 1991; He et al., 1997).  
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3.4.2  Noise burst responses during cooling deactivation 
Peak response rates in DZ to 65 dB noise bursts differed significantly 
across the phases of the cooling cycle (Figure 3.3; χ2(4) = 222; p < 0.001, n = 
123). Post hoc comparisons indicated that peak response rates in DZ were 
reduced from the warm condition (233 [83.3 353] spikes/s) when A1 was cooled 
alone (63.3 [26.7 133] spikes/s, p < 0.001), when both A1 and PAF were cooled 
in concert (58.3 [18.3 112] spikes/s, p < 0.001), and when PAF alone was cooled 
(98.3 [40.0 190] spikes/s, p < 0.01). No change from the warm condition was 
observed after cortex was rewarmed (225 [85.0 332] spikes/s, p = 1.00), and 
there was no difference between response rates when A1 was cooled alone 
compared to when it was cooled in concert with PAF (p = 0.84). No significant 
differences in noise burst peak latencies or response duration were found. In 
addition, 11/120 units recorded in DZ exhibited both onset and offset responses, 
consistent with previous reports (He et al., 1997). Where offset responses were 
present, all responses were strongly reduced during cortical deactivation of A1, 
PAF or A1 and PAF together. 
Analyses of the changes in firing rate at individual sites were also 
conducted to determine if a statistical difference at the group level was mediated 
by a subset of recording sites or across all units in the population (Figure 3.4 A). 
The same conventions used by Carrasco and Lomber (2010) were adopted in 
the present study: a reduction greater than two-thirds of the original firing rate 
was termed a large reduction, whereas a reduction of less than one-third of the 
original firing rate was classified as a small reduction. Anything in between (33-
66% reduction) was regarded as moderate. When A1 was cooled either alone or 
in combination with PAF, the vast majority of sites (>75%) experienced either a 
strong or moderate reduction in firing rate (e.g. Figure 3.4 B). However, a small 
proportion of units either showed little reduction (e.g. Figure 3.4 C) or actually 
experienced an increase in firing rate while A1 was cooled (e.g. Figure 3.4 D). In 
contrast, when PAF alone was cooled, about half of DZ units experienced strong 
or moderate reductions in firing rate.  When PAF was cooled in combination with  
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Figure 3.3  Population level effects of reversible deactivation on DZ 
responses to 65 dB noise bursts. 
A: A representative example of a DZ recording site across deactivation phases is 
plotted in grey with the averaged PSTH for all DZ sites (n = 123) superimposed in 
color (± SEM in light shading). B: Peak responses in DZ (spikes/s) for the warm 
condition are plotted on the x-axis against peak responses for each of the other 
cooling conditions plotted on the y-axis. Least square regression lines for the y-
axis responses are plotted in color. The slope of the regression line is also 
indicated in color. C: Box plot indicating DZ peak response rates for each of the 
conditions. The limits of the box indicate the upper and lower quartile range of 
peak response values, with the colored line indicating the median. Whiskers 
extend to the most extreme data points. W: Warm, A1: A1 alone cooled, A1 & 
PAF: both A1 and PAF cooled, PAF: PAF alone cooled, R: Rewarm. ** p < 0.01; 
† p < 1.00x10-5; § p < 1.00x10-10. 
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Figure 3.4  Effects of reversible deactivation during noise burst 
presentation on individual sites. 
A: Proportion of sites showing strong (black), moderate (dark grey), or small 
(light grey) reductions in peak firing rate across deactivation phases. Increases in 
firing rate are shown in white. B-D: Representative examples of the magnitude of 
change observed at individual sites in DZ. For simplicity, only responses during 
the deactivation of A1 alone are shown, however, similar changes were observed 
during other deactivation phases as well. Abbreviations as in Figure 3.3. 
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A1, there was an increase in the proportion of units that showed a reduction in 
firing rate of any magnitude. Overall, deactivation of both A1 and PAF resulted in 
significant declines in neuronal activity in DZ in response to noise bursts at the 
population level, with A1 deactivation strongly suppressing responses in more DZ 
units than during PAF deactivation. 
3.4.3 Noise RIF responses during cortical cooling 
Response rates in DZ differed significantly across the phases of the 
cooling cycle during presentations of noise bursts at varying sound intensity 
levels (χ2(4) = 557; p < 0.001). Firing rates were significantly reduced in DZ 
across all sound levels when A1 was cooled either alone, or in concert with PAF 
(Figure 3.5 A; p < 0.01 for all sound intensity levels measured). Conversely, 
when PAF alone was deactivated, firing rates were only suppressed at sound 
levels greater than 50 dB SPL (p < 0.05 for all comparisons). In no case did the 
warm condition significantly differ from the rewarm condition (p = 1.00 for all 
comparisons), and there were no differences between response rates at any of 
the sound levels when A1 was cooled alone versus in concert with PAF (p = 1.00 
for all). Monotonicity was evaluated and 90/105 (85.7%) of neurons in DZ were 
found to be monotonic (defined as having a monotonicity ratio greater than 0.9; 
Figure 3.5 B). The remainder of units were classified as non-monotonic (having 
monotonicity ratios of less than 0.9; Figure 3.5 C). These numbers correspond 
very closely to those reported in He et al. (1997) in which 84.7% of units were 
classified as monotonic (purely monotonic or saturating responses). Collectively, 
these results suggest that firing rates in DZ are only suppressed at high sound 
intensity levels during PAF deactivation, whereas A1 deactivation results in 
suppression at all sound intensity levels measured. 
3.4.4  Responses to tones during reversible deactivation 
Peak response rates to all tones presented differed significantly across the 
phases of the cooling cycle for sites in DZ (Figure 3.6; χ2(4) = 233; p < 0.001, n = 
92). Post hoc comparisons indicated that peak responses were significantly  
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Figure 3.5  Noise Rate-intensity functions and monotonicity ratios. 
A: Noise rate-intensity functions (RIFs) for DZ. RIF for DZ responses (n = 105). 
Each circle indicates the mean of the average firing rates of all recorded units 
over the first 50 ms of the response for each sound intensity level presented (± 
SEM). B: Bar graph showing the proportion of units according to monotonicity 
ratio. C: Example of a site with a non-monotonic RIF. Abbreviations as in Figure 
3.3. Asterisks indicate a statistically significant change from the warm condition 
as follows: * p < 0.05; ** p < 0.01; *** p < 0.001; † p < 1.00x10-5; § p < 1.00x10-10. 
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Figure 3.6  Population level effects of reversible deactivation on DZ 
responses to tones. 
A: A representative example of a DZ recording site across deactivation phases is 
plotted in grey with the averaged PSTH for all DZ sites (n = 92) superimposed in 
color (± SEM in light shading). B: Peak responses in DZ (spikes/s) for the warm 
condition are plotted on the x-axis against peak responses for each of the other 
cooling conditions plotted on the y-axis. Least square regression lines for the y-
axis responses are plotted in color. The slope of the regression line is also 
indicated in color. C: Box plot indicating DZ peak response rates for each of the 
conditions. The limits of the box indicate the upper and lower quartile range of 
peak response values, with the colored line indicating the median. Whiskers 
extend to the most extreme data points. Abbreviations as in Figure 3.3. * p < 
0.05, ** p < 0.01,  *** p < 0.001, † p < 1.00x10-5; § p < 1.00x10-10. 
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reduced in comparison to the warm condition (26.1 [15.6 49.1] spikes/s) when A1 
was cooled alone (7.80 [4.68 18.7] spikes/s, p < 0.001), and when both A1 and 
PAF were cooled in concert (7.02 [3.90 18.7] spikes/s, p < 0.001). No change 
from the warm condition occurred when PAF was cooled alone (27.7 [9.36 42.9] 
spikes/s, p = 1.00), or when cortex was rewarmed (31.2[14.8 60.8] spikes/s, p = 
1.00). Peak responses when A1 was cooled alone were not different from those 
when A1 and PAF were cooled in concert (p = 1.00). No differences were 
observed for response latencies or response durations in DZ between 
deactivation phases. Both an onset and an offset response were present in a 
minority of DZ units (7/92). Where an offset response was present, responses 
were either strongly or moderately reduced during A1 deactivation, either alone 
or in concert with PAF, and were moderately reduced when PAF alone was 
deactivated. As with responses to noise bursts, responses to tones were also 
analyzed at the unit level (Figure 3.7 A). These findings largely paralleled those 
reported for responses to noise bursts in that a large proportion (~80%) of units 
experienced either a strong or moderate reduction in firing rate when A1 was 
cooled, either alone or in combination with PAF. Conversely, when PAF alone 
was cooled, ~25% of units actually increased firing rate and the proportions of 
units that showed a strong reduction in firing rate was considerably lower (~5%) 
than those observed during deactivation of A1 alone (~40%). These changes in 
response rates were spread out across DZ, and importantly, the effects of 
deactivation did not vary with distance from the cooling loop (Figure 3.7 B), 
suggesting that the proximity of a recording site to the cooling loops did not 
account for the effects observed.  
In general, receptive fields constructed for DZ units agreed well with 
findings reported in previous studies. Specifically, multi-peaked tuning curves 
were observed in 25/81 (30.9%) units (He et al., 1997; Stecker et al., 2005; 
Sutter and Schreiner, 1991), while the remainder were single-peaked (56/81). 
However, it should be noted that in some cases, well-separated peaks were 
observable during epochs of reversible deactivation, even though the warm and 
rewarm conditions did not show evidence of clear separation between peaks,  
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Figure 3.7  Effects of reversible deactivation during tone presentations on 
individual sites. 
A: Proportion of sites showing strong (black), moderate (dark grey), or small 
(light grey) reductions in firing rate across deactivation phases. Increases in firing 
rate are shown in white. B: The magnitude of reduction in firing rate during A1 
deactivation plotted on the cortical surface for two animals. The location of the A1 
cooling loop is indicated by finely dashed lines. Note that the magnitude of 
reduction does not appear to be related to the proximity of the site to the cooling 
loop. Areal borders are indicated by longer dashed lines. Abbreviations as in 
Figure 3.3. Scale bar = 1 mm.  
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and thus, these sites were designated as single-peaked (e.g. Figure 3.8). Of the 
multi-peaked tuning curves, 7/25 had three peaks while the remaining 18/25 had 
two. Where multipeaked tuning curves were recorded, it was noted that the 
peaks tended to cluster in a space of less than one octave in agreement with 
previously published findings (Sutter and Schreiner, 1991). Isofrequency 
contours were also found to shift caudally at the A1/DZ border and consequently, 
more than 75% of CFs in DZ were tuned to frequencies higher than 20 kHz 
(Middlebrooks and Zook, 1983; Sutter and Schreiner, 1991). No changes in CF 
were observed across deactivation phases (χ2(4) = 4.00, p = 0.41, n = 81).  
Receptive field bandwidths differed significantly between the phases of the 
cooling cycle at absolute sound intensity levels (Figure 3.9 A; χ2(4) = 623, p < 
0.001, n = 81). However, receptive field thresholds were also increased as a 
consequence of reversible deactivation (Figure 3.9 B; χ2(3) = 118, p < 0.001, n = 
81). On average, the threshold of DZ receptive fields increased by 30.0 [-40.0 -
10.0] dB SPL when A1 alone was cooled (p < 0.001), by 20.0 [-40.0 -20.0] when 
both A1 and PAF were cooled together (p < 0.001), and by 10.0 [-30.0 0.00] 
when PAF alone was cooled (p < 0.001). No change in threshold occurred 
between the warm and rewarm conditions (0.00 [-10.0 0.00] dB SPL, p = 0.23). 
Because of this increase in threshold, an additional analysis of receptive field 
bandwidths at intensity levels relative to threshold was done in order to 
determine whether any reduction in bandwidth observed at absolute sound 
intensity levels was due to an effect of reversible deactivation on the shape of the 
tuning curve, or simply due to the increased threshold. However, in the majority 
of cases (>70%), very few evoked responses in DZ tuning curves were 
discernable when A1 was cooled, rendering it impossible to calculate bandwidth. 
If such sites are removed from consideration, it is possible to calculate bandwidth 
at several intensities above threshold, however, very few sites remain (Figure 
3.9 C), making it difficult to draw a conclusion. Thus, it is not possible to conclude 
whether reductions in absolute bandwidth are due to elevated receptive field 
thresholds or reflect a sharpening of the tuning curve.  
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Figure 3.8  Representative example of tuning curves recorded in fields A1, 
AAF and DZ. 
Each site was recorded over five phases of reversible deactivation (top to 
bottom): while cortex is warm, during A1 deactivation, while both A1 and PAF are 
deactivated, during PAF deactivation, and upon rewarming. White stars indicate 
the CF and minimum threshold for the recorded unit. Note that A1, AAF and DZ 
examples are considered single-peaked, because the DZ unit lacks clear 
separation between the peaks in the Warm and Rewarm phases. 
98 
 
 
Figure 3.9  Summary of changes in DZ receptive field properties as a 
function of reversible deactivation. 
A: Mean absolute bandwidth measures recorded at each sound intensity level 
presented (± SEM). B: Boxplot showing the magnitude of change in threshold 
(from the Warm condition) for each phase of reversible deactivation. C: Mean 
relative bandwidth measures recorded in 10 dB SPL steps above minimum 
threshold (± SEM). Abbreviations as in Figure 3.3. * p < 0.05, ** p < 0.01, *** p < 
0.001, † p < 1.00x10-5; § p < 1.00x10-10. 
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Receptive field properties were also subjected to analysis at the level of 
individual units. When A1 was cooled either alone or in concert with PAF, ~70% 
of units showed an increase in threshold greater than 10 dB SPL (Figure 3.10 
A). PAF deactivation alone also resulted in an increased threshold of more than 
10 dB SPL for ~45% of units. An increase threshold during combined 
deactivation of A1 and PAF was observed in a greater proportion of units than 
during deactivation of either field alone. Across all cooling conditions, the majority 
of units in each case did not show any change in CF (Figure 3.10 B). However, 
some changes in CF did occur across epochs of cooling deactivation. Manual 
inspection of the receptive fields indicated that changes in CF of less than an 
octave often reflected changes in multi-peaked tuning curves (i.e. an increase in 
threshold for one peak but not another resulted in a change in CF from the first 
peak to the second peak). Changes greater than one octave appeared to be due 
to an increase in threshold during deactivation in which evoked activity was 
present at 80 dB SPL, but did not occur at the same frequency as the CF in the 
warm/rewarm conditions. This demonstrated that the unit still retained the ability 
to respond during epochs of reversible deactivation, but tuning was generally 
very poor, resulting in a change in CF (see the definition of CF in Materials and 
Methods). 
Overall, the effect of A1 deactivation on PSTH measures during tonal 
stimulation was a reduction in peak firing rates in DZ at both the population and 
unit level. A1 deactivation also resulted in increased receptive field thresholds 
and reduced absolute bandwidths. In contrast, PAF deactivation does not reduce 
peak responses in DZ during tonal stimulation at the population level, at least 
during the early phase of the response. However, offset response rates were 
reduced during PAF cooling (e.g. see the second peak in Figure 3.5 A). With 
respect to individual units, cortical cooling of PAF resulted in a measurable 
decline in activity for more than 60% of sites, however, these reductions are far 
less robust than those observed during noise burst stimulation. Despite this, an  
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Figure 3.10  Summary of changes in threshold and CF at individual sites in 
DZ. 
A: Proportion of units during each phase of deactivation that show changes in 
threshold from the warm condition. B: Proportion of units across cooling phases 
that show changes in CF (in octaves) from the warm condition. Abbreviations as 
in Figure 3.3.   
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increase in receptive field threshold is evident at both the population and 
individual unit level during PAF deactivation. 
3.4.5 Results summary 
Neuronal responses in DZ were recorded in response to noise burst and 
tone stimulation during reversible deactivation of A1 alone, PAF alone, or A1 and 
PAF combined. Reversible deactivation of A1, regardless of whether it was 
deactivated alone or in combination with PAF, always resulted in strong 
suppression of DZ responses, both at the population and individual unit level. 
These changes affected peak response rates as well as longer latency aspects 
of the response, and manifested as increased receptive field thresholds and 
reduced absolute bandwidths at each sound intensity level presented (Figure 
3.11 A-D). Conversely, deactivation of PAF alone had stronger effects for noise 
burst than tonal stimulation, both at the population level and for individual sites. 
Further, cooling PAF seemed to exert the greatest effect at high sound intensity 
levels and affected longer latency aspects of the response. Receptive field 
thresholds were also increased during PAF deactivation.  Overall, combined 
cooling of A1 and PAF together at the population level was largely driven by the 
effects of A1 deactivation as, in all cases, neuronal responses during 
deactivation of both A1 and PAF were indistinguishable from those of A1 
deactivation alone. However, analysis of individual sites revealed small 
alterations in the proportions of neurons that showed strong reductions in firing 
rate and increased minimum thresholds.  
3.5  Discussion 
3.5.1  Comparison of DZ responses to previously published findings 
These data agree well with the few studies that have characterized 
neuronal responses in DZ. Specifically, DZ exhibits longer response latencies 
than A1 and AAF (Sutter and Schreiner, 1991; Stecker et al., 2005; He et al., 
1997), and receptive fields in DZ are complex and broadly tuned to higher  
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Figure 3.11  Representative example of a recording site in DZ in response 
to various stimuli. 
A: The location of the representative site on the cortical surface of the 
craniotomy is indicated by a white asterisk. B: Noise RIF for representative site. 
C: Receptive fields for each of the five deactivation phases (indicated in white 
letters). D.  PSTHs to tone stimuli for representative example during the same 
cooling phases as in C.  Note that the data used to plot the PSTHs is the same 
as that used to plot the receptive fields in C. Abbreviations as in Figure 3.3.  
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frequencies (He et al., 1997; Middlebrooks and Zook, 1983; Stecker et al., 2005; 
Sutter and Schreiner, 1991). DZ responds more strongly to noise bursts than to 
tones, which is consistent with some reports (Sutter and Schreiner, 1991), but 
not others (Stecker et al., 2005). Non-primary belt areas of primate auditory 
cortex (have also been shown to respond better to band-passed noise than to 
tones (Rauschecker et al., 1995). DZ also exhibits mainly monotonic RIFs to 
noise bursts, in agreement with He et al. (1997), but not Stecker et al. (2005). 
The above discrepancies may be due to differences in anaesthetic regimes, as 
our data agree with measures collected under pentobarbital (He et al., 1997; 
Sutter and Schreiner, 1991), and differ from those collected under alpha 
chlorolose (Stecker et al., 2005). This is an important difference, as GABAergic 
inhibition has been demonstrated to affect the shape of the RIF in the bat inferior 
colliculus (e.g. Yang et al., 1992), and barbiturates are known to modulate post-
synaptic responses to GABA (Olsen, 1981). Additionally, it is important to note 
that stimulus sets in the current study were not optimized for either duration or 
location at individual sites. Therefore, it is also possible that the discrepancies 
reported above may reflect differences in terms of the spatial preference of the 
neuron, since stimulus location was optimized in Stecker et al. (2005), but not 
Sutter and Schreiner (1991), He et al. (1997), or the present study. Overall, these 
results support the view that DZ is a higher order auditory field involved in 
complex sound processing (He et al., 1997; Sutter and Schreiner, 1991).     
3.5.2  Effects of reversible deactivation in DZ 
To date, the functional effects of the removal of auditory inputs to DZ have 
not been evaluated. In the present study, A1 deactivation caused a strong 
reduction, but not abolishment, of DZ responses irrespective of stimulus. These 
effects were observable across sound levels, and affected both peak response 
rates as well as longer-latency aspects of the response. This is consistent with 
what would be expected following deactivation of a major source of excitatory 
auditory input to DZ. These effects were evident in the majority of units, however, 
the proportion of neurons mediating the effect differed for noise burst versus 
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tonal stimulation. Over 95% of units showed a decline in response rate to tonal 
stimulation versus ~85% for noise burst stimulation. Interestingly, a small portion 
of units (5% for tones compared to 15% for noise bursts) increased firing rate as 
a consequence of A1 deactivation, which may reflect a release of inhibition on 
DZ as a consequence of A1 deactivation. Changes in receptive field properties 
also occurred following A1 deactivation. Specifically, receptive field thresholds 
were elevated, and absolute bandwidths were reduced. However, it is not clear 
whether bandwidth reductions reflect a narrowing of individual receptive fields, or 
whether these reductions occurred as a consequence of elevated threshold 
because in many cases, evoked responses were completely abolished following 
A1 deactivation.  
In contrast to the strong effects of A1 deactivation irrespective of stimulus, 
PAF deactivation more strongly modulated DZ responses to noise bursts than 
tonal stimulation. Additionally, responses recorded at higher sound levels 
appeared to be more susceptible to modulation than those at lower sound levels. 
Although peak firing rates do not change dramatically during PAF deactivation for 
tonal stimuli, receptive field thresholds increase both at the population and unit 
level. This suggests that either a small modulation of peak firing rates during PAF 
deactivation can effect statistically significant changes in minimum threshold, or 
that some aspect of the response other than peak firing rate is susceptible to 
PAF deactivation and may be responsible for mediating the increase in minimum 
thresholds. Indeed, some longer-latency aspects of the response do change 
following PAF deactivation (e.g., see offset responses in PAF panel of Figures 
3.6 A and 3.11 D), which is not surprising given that response latencies in PAF 
tend to occur later than those of DZ (Stecker et al., 2005).  
When A1 and PAF are cooled in concert, responses for all measures 
calculated were no different at the population level from the effects of A1 
deactivation. This suggests that any effect of PAF deactivation may actually be 
due to blocking neural activity that ultimately originates in A1, because response 
rates would be expected to decline beyond those observed when A1 was cooled 
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if PAF were contributing additional novel information (i.e. one would expect an 
additive effect). Modulation of DZ responses by A1 via PAF likely occurs through 
the most direct route, the cortico-cortical projection from A1 to PAF (Lee and 
Winer, 2008b). However, it is also possible that responses could be modulated 
via indirect cortical routes that pass through other auditory cortical structures in 
between A1 and PAF, such as VAF and VPAF, or through cortico-thalamo-
cortical loops as the main sources of thalamic input to PAF arise from the ventral 
portion and dorsal superficial nucleus of the medial geniculate nucleus (MGN; 
Lee and Winer, 2008a), and corticofugal projections exist from A1 to both of 
these areas (Winer et al., 2001). Interestingly, an additive effect for the 
combination of A1 and PAF deactivation does occur to some extent at the level 
of individual units, particularly for peak response rates to noise burst stimuli and 
minimum thresholds (see stacked bar ‘C’ in Figures 4A and 10A). This suggests 
that not all of the information arising from PAF originates in A1. The results from 
this and previous experiments support a framework in which both serial and 
parallel processing mechanisms are at work. 
It is not surprising that some responsiveness in DZ is preserved following 
reversible deactivation, given that DZ receives projections from cortical and 
thalamic sources unlikely to be disrupted by A1 or PAF deactivation. DZ receives 
projections from dorsal MGN (He and Hashikawa, 1998; Lee and Winer, 2008a; 
Barone et al., 2013), which in turn receives input from the ascending auditory 
tract via the inferior colliculus (Winer, 2011). Cortically, DZ receives input from 
AAF (Barone et al., 2013; Kok et al., 2014; Lee and Winer, 2008b), which itself 
receives tonotopically organized input from ventral MGN (Winer et al., 2001; Lee 
and Winer, 2008a). AAF receives weak input from PAF and although AAF 
receives strong input from A1 (Lee and Winer, 2008b), previous studies have 
demonstrated that it is unsusceptible to A1 deactivation (Carrasco and Lomber, 
2009a). DZ similarly receives cortical input from fAES (Barone et al., 2013; Kok 
et al., 2014; Lee and Winer, 2008b), which is the only dorsal auditory region 
lacking strong projections from A1, receives weak input from PAF (Lee and 
Winer, 2008b) and also processes auditory spatial information (Malhotra et al., 
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2004). A2 could be considered a candidate for possible sources contributing to 
the preservation of responses in DZ based on weak inputs from A1 and PAF with 
projections of moderate strength to DZ (Lee and Winer, 2008b). However, A2 
neurons exhibit sustained responses with peak response latencies comparable to 
or longer than those of DZ (Carrasco and Lomber, 2010; Schreiner and Cynader, 
1984), making it unlikely that information processed in A2 would shape DZ 
responses, at least during the early phases of the response. While DZ receives 
projections from other auditory cortical areas, most of these areas either receive 
strong projections from A1 and/or PAF (Lee and Winer, 2008b) or are higher 
order/parabelt areas known to respond to visual as well as auditory stimulation 
(Reale and Imig, 1980; Updyke, 1986), making it more likely that these serve as 
feedback projections. Any of the sources of input discussed may modulate 
aspects of DZ responses following deactivation via cortico-cortical connections 
and/or cortico-thalamo-cortical loops (Lee and Winer, 2008a; Winer et al., 2001), 
however, dorsal MGN, AAF and fAES are likely the primary sources of “bottom-
up” auditory input to DZ that could account for the perseveration of responses 
following reversible deactivation of A1 and/or PAF. 
These results suggest that the contributions of inputs from both A1 and 
PAF provide important “bottom-up” information to DZ for the stimuli used in the 
present study. However, future studies might further examine the functional 
contribution of inputs from A1 and PAF while varying either the duration or 
location of stimuli in order to further tease apart the hierarchical contributions of 
A1 and PAF to DZ using optimized stimuli at each recording site, given that 
individual sites in DZ have been shown to exhibit duration (He et al., 1997) and 
spatial (Stecker et al., 2005) tuning. Such investigations may yield additional 
information regarding the role that A1, PAF and DZ play in the functional 
hierarchy of the “where” pathway of auditory cortex, and may be particularly 
informative for higher-order fields such as DZ. 
Overall, the present study is the first to demonstrate dissociable effects of 
the removal of auditory inputs from multiple levels of the auditory cortical 
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hierarchy on a higher-order region. These results additionally support previous 
anatomically-based hierarchical models involving both serial and parallel 
processing in auditory cortex (Lee and Winer, 2011; Rouiller et al., 1991). While 
A1 is a significant source of auditory information, particularly for fields in the 
“where” pathway, A1 does not form a bottleneck for entry of auditory information 
to cortex in the same way that V1 appears to for the visual system (Girard and 
Bullier, 1989; Girard et al., 1991).  
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Chapter 4:  Diametric modulation of early and late components 
of acoustically-evoked activity in the dorsal zone of auditory 
cortex by visual and tactile stimulation 
4.1  Abstract 
Recently, the view that sensory systems operate as independent modules 
has been challenged by numerous studies demonstrating multisensory 
interactions in brain regions that have traditionally been thought of as unisensory. 
Despite functional imaging evidence of tactile or visual modulation of auditory 
cortical activity, single unit investigations in auditory cortex have only evaluated 
the influence of either modality on auditory responses, not both. Here I provide 
evidence that auditory-evoked activity in a higher-order area of cat auditory 
cortex, the dorsal zone (DZ), is modulated by both visual and somatosensory 
signals. I show that roughly half of the neurons in DZ are either bimodal audio-
visual neurons, or are modulated by the presence of visual or somatosensory 
stimuli. These bimodal and integrative neurons do not appear to show any 
evidence of topographic organization within area DZ. I further demonstrate that 
visual and somatosensory inputs can have differing modulatory effects on 
independent portions of the auditory response. Specifically, the short-latency, 
high-amplitude neuronal response that occurs just after stimulus onset is 
suppressed following pairing of the auditory stimulus with somatosensory and/or 
visual stimuli, whereas longer-latency aspects of the sustained response to the 
stimulus are enhanced. Finally, the proportion of sites responsive to, or 
modulated by, more than one sensory modality is substantially higher using 
multiunit or local field potential (LFP) techniques compared to single unit 
recordings. This suggests that LFP and multiunit techniques, as well as other 
population-based measures of neuronal activity, may significantly overestimate 
the degree of multisensory processing in a given cortical area. 
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4.2  Introduction 
Traditionally, cortical sensory organization has been viewed as a modular 
system in which specific regions of the brain are specialized for processing 
information from a particular sense (Jones & Powell, 1970). Multisensory 
processing was hypothesized to be the domain of polysensory areas that 
respond to multiple sensory modalities, such as parietal  (e.g. Hyvarinen & 
Shelepin, 1979) or frontal cortex (e.g. Bignall, 1970). While much evidence 
supports this hypothesis, the concept of unisensory brain regions is increasingly 
challenged by behavioral, functional imaging and electrophysiological 
investigations indicating that these areas are susceptible to modulation by other 
senses (see reviews of Shimojo and Shams, 2001; Ghazanfar and Schroeder, 
2006; Macaluso, 2006). Neuroanatomical connectivity studies across multiple 
species and cortical areas support this notion, with an increasing number of 
studies documenting projections from other senses to ‘unisensory areas’, even at 
the level of primary sensory cortices (Falchier et al., 2002; Schroeder and Foxe, 
2002; Budinger et al., 2006; Bizley et al., 2007). Sensory deprivation studies 
have provided additional evidence challenging the sensory modularity 
hypothesis, demonstrating that other sensory modalities appear to compensate 
for the impaired modality by recruiting the deprived region for the processing of 
other sensory information (for review, see Bavelier and Neville, 2002; Merabet 
and Pascual-Leone, 2010).  
Despite mounting evidence from the imaging literature that responses in 
auditory cortex can be modulated by visual and/or somatosensory stimuli (see 
Calvert 2001 for review), few studies have evaluated multisensory integration in 
auditory cortex at the single neuron level (ferret: Bizley et al., 2007; Bizley and 
King, 2008, 2009; Meredith and Allman, in press; macaque: Kayser et al., 2008). 
Even fewer studies have evaluated tactile influences on auditory responses, 
even though auditory-somatosensory interactions have been demonstrated using 
imaging, EEG, multiunit and field potential activity (Foxe et al., 2000, 2002; 
Lakatos et al., 2007). None of these studies have investigated the influence of 
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more than one other sensory modality on auditory cortical responses. 
Additionally, despite well-documented multisensory interactions in the imaging 
literature, only one study has directly compared integration at the single unit level 
to that of local field potentials (LFP; Kayser et al., 2008). Thus, there is a dearth 
of assessment of cortical modular functionality using comprehensive 
multisensory approaches. 
Recently, two studies have documented visual projections to a higher-
order region of cat auditory cortex, the dorsal zone (DZ; Barone et al., 2013; Kok 
et al., 2014). This region has also been shown behaviorally to exhibit visual 
cross-modal reorganization following deafness (Lomber et al., 2010), making DZ 
a prime candidate for investigations of multisensory processing. Thus, the 
present study sought to evaluate the influence of visual and tactile stimulation on 
auditory processing in DZ at multiple scales of neuronal activity (LFP, multiunit 
and single unit activity). Our results demonstrate both visual and somatosensory 
modulation of auditory responses distributed widely across DZ, with notably 
different modulatory effects during different portions of the response. 
Furthermore, the current study shows that LFP and multiunit techniques may 
significantly overestimate the degree of multisensory processing in a cortical 
area. 
4.3  Materials and Methods  
4.3.1  Overview 
Multisensory neuronal responses were assessed in six adult domestic 
cats (felis catus; Liberty Labs, Waverly, NY).  All animals were housed in an 
enriched colony environment.  All experimental procedures were conducted in 
compliance with the National Research Council's Guidelines for the Care and 
Use of Mammals in Neuroscience and Behavioral Research (2003), the 
Canadian Council on Animal Care's Guide to the Care and Use of Experimental 
Animals (Olfert et al., 1993) and were approved by the Animal Use 
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Subcommittee of the University Council on Animal Care at the University of 
Western Ontario. 
4.3.2  Surgical Preparation 
Approximately 1-2 weeks before electrophysiological recording, animals 
underwent surgery to attach a head holder to the frontal bone, perform the 
craniotomy and build up a recording well over DZ and surrounding auditory, 
visual and somatosensory cortices using dental acrylic. The afternoon prior to 
surgery, animals were fasted and lightly anesthetized with ketamine (4mg/kg, 
i.m.) and Dexdomitor (0.05mg/kg, i.m.), in order to facilitate the insertion of an 
indwelling feline catheter into the cephalic vein for intravenous anesthetic 
administration during the surgery.  Each animal also received a dose of anti-
inflammatory medication (dexamethasone, 0.05 mg/kg, i.v.) to reduce post-
surgical inflammation.   
4.3.3  Surgical Procedures 
On the day of surgery, animals were administered atropine (0.02 mg/kg., 
s.c.) to minimize respiratory and alimentary secretions, acepromazine (0.02 
mg/kg, s.c.), buprenorphine (0.01 mg/kg, s.c.), Cefazolin (35 mg/kg, i.v.), and 
dexamethasone (0.5 mg/kg, i.v.). Sodium pentobarbital (25 mg/kg to effect, i.v.) 
was then administered to induce general anesthesia, followed by supplemental 
doses as needed. In order to inhibit the gag reflex, the mucosa of the pharynx 
was anesthetized with a topical anesthetic (Cetacaine; Cetylite Laboratories, 
Pennsauken, NJ), and the trachea was intubated with a cuffed endotracheal tube 
in order to ensure adequate ventilation. Respiration was unassisted. Ophthalmic 
ointment (Neosporin; Kirkland, Quebec) was applied to the cornea to prevent 
desiccation. The animal was positioned into a stereotaxic frame (David Kopf 
Instruments; Tujunga, CA), and the head was fixed by palato-orbital restraints 
and blunt (non-rupture) ear bars, while the body rested on a water-filled heating 
pad in order to maintain core temperature at 37°C.  The animal was then 
prepared for surgery using antiseptic procedures.  Body temperature, respiration 
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rate, heart rate, blood pressure and end tidal CO2 were monitored continuously 
throughout surgery.  A midline incision was made in the scalp, and the right 
temporalis muscle was detached medially and reflected laterally. A craniotomy 
was made over the right hemisphere between Horsley-Clarke (1908) coordinates 
A0-A15, in order to expose auditory cortex, the middle suprasylvian sulcus, as 
well as anterior somatosensory areas (Figure 4.1 A). Following this, an acrylic 
recording well was built up around the craniotomy and sealed closed with dental 
cement. A head holder was attached to the frontal bone of the skull using bone 
screws and dental acrylic. The animal was then provided with standard 
postoperative care (see Malhotra et al. 2004).  In all cases, recovery was 
uneventful. 
4.3.4  Preparation for recording 
Approximately 1-2 weeks later, electrophysiological recording procedures 
were initiated.  Animals were administered atropine (0.02 mg/kg, s.c.), 
dexamethasone (0.5 mg/kg, s.c.), acepromazine (0.4 mg/kg, i.m.), and ketamine 
(35 mg/kg, i.m.).  The trachea was intubated with a cuffed endotracheal tube in 
preparation for ventilation.  Indwelling feline catheters were inserted into the 
saphenous vein bilaterally, as well as the right cephalic vein.  Phenylephrine and 
atropine drops were administered to each eye, a clear feline contact lens with an 
optimal focal distance of 25 cm was inserted into the left eye (contralateral to 
craniotomy), and an opaque lens was inserted into the right (ipsilateral) eye.  The 
left eye was sutured open in order to ensure the eye remained open for the 
duration of recording procedures.  Expandable foam ear buds were inserted 
bilaterally within the ear canals in close proximity to the tympanic membrane.  
Next, the ears canals and pinna were packed with Otoform (Betavox, 
Sherbrooke, QC) to dampen/block any acoustic noise exterior to the earbuds. 
The animal was then secured to a stereotaxic frame using the previously 
implanted head holder. As ketamine is the preferred anesthetic for multisensory   
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Figure 4.1 Location of recording sites within DZ. 
A: Photomicrograph of the craniotomy and electrode penetration sites (white 
circles) in the dorsal zone of auditory cortex (DZ). Sites at which evoked 
responses were not reliably elicited are denoted with a black ‘x’. Note that a few 
recording sites lie outside of auditory cortex, in known visual and somatosensory 
areas, served as verification that visual and somatosensory stimuli reliably 
elicited responses. Right is anterior.  B: Photomicrograph of a coronal section 
stained with SMI-32 showing an electrode track in DZ. Borders between auditory 
cortical areas (as determined by SMI-32 labelling profiles) are indicated by 
dashed black lines. Right is lateral. Abbreviations: A1 – primary auditory cortex; 
AAF – anterior auditory field; aes – anterior ectosylvian sulcus; mss – middle 
suprasylvian sulcus; pes – posterior ectosylvian sulcus; PLLS – posterolateral 
lateral suprasylvian area; PMLS – posteromedial lateral suprasylvian area. Scale 
bars: 1 mm. 
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recording in cats (e.g. Allman and Meredith, 2007; Carriere et al., 2007; Wallace 
and Stein, 2007), ketamine (8-10 mg/kg/h) and acepromazine (0.04-0.05 
mg/kg/h) were continuously infused. The craniotomy was unsealed and the dura 
was resected in preparation for recording. A layer of silicone oil was applied to 
the cortex to prevent dessication. Baseline respiratory and physiological 
measures were recorded and the animal was placed on a ventilator. Expired CO2 
was monitored and maintained at ~4-5%. The animal was then paralyzed with 
Nimbex (cistracurium besylate; induction: 1.5 mg/kg, i.v., constant infusion: 1.5 
mg/kg/h, i.v.), in order to prevent ocular drift and movement of the limbs away 
from the somatosensory stimulators. A warm water circulating pad (Gaymar, 
Orchard Park, NY) was used to maintain core body temperature. Animals were 
hydrated with constant infusions of anesthetic and paralytic in 2.5% 
dextrose/half-strength lactated Ringer’s solution.  Dexamethasone (1.0 mg/kg, 
i.v.) and atropine (0.03 mg/kg, s.c.) were administered on a 24 hour schedule for 
the duration of the experiment. Finally, a digital image of the exposed cortex was 
taken with the aid of a surgical microscope in order to record the position of each 
electrode penetration relative to cerebral vasculature and cortical topography. 
4.3.5  Stimulus generation and presentation 
Electrophysiological recordings were conducted within a double-walled 
sound chamber on an electrically shielded, vibration-free table (Technical 
Manufacturing Corporation, Peabody, MA).  Animals were exposed to auditory, 
visual and somatosensory stimuli, presented both alone (A, S, V) and in 
combination (AS, AV, ASV) in pseudo-random order.  Auditory stimuli (white 
noise bursts, 1-32 kHz, 500 ms duration, 65 dB SPL) were presented binaurally 
via the earbuds using closed-field transducers (EC1; Tucker Davis Technologies, 
Alachua, FL), and were digitally generated with a 24-bit digital-to-analog 
converter at 156 kHz (RX6; Tucker-Davis Technologies). Acoustic signals had 5 
ms rise and fall times and were cosine squared gated.   
Somatosensory stimuli were presented using all-ceramic bender actuators 
(PL140.10; PI Ceramic, Auburn, MA) with a displacement distance of 1 mm. 
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Three stimulators were placed in contact with the animal’s body, in order to 
stimulate three distinct sensory nerves: 1) contralateral vibrissae (contralateral 
trigeminal nerve), 2) ipsilateral vibrissae (ipsilateral trigeminal nerve), and 3) 
contralateral forepaw (radial nerve). Somatosensory stimulation sites on the head 
and forepaw were chosen, as previous research in two other species have 
shown auditory-somatosensory (AS) interactions in auditory cortex using tactile 
stimulation on these regions of the body (Fu et al., 2003; Meredith and Allman, 
2012). It should also be noted that the AS condition involved pairing the auditory 
stimulus with tactile stimulation of the contralateral vibrissae, whereas the AVS 
condition paired auditory stimulation with all three stimulators.  
Visual flashes (80 lux, 500 ms duration) were programmed in Adobe Flash 
and presented using a 17 inch liquid crystal monitor placed ~25 cm in front of the 
animal. The timing of stimulus presentation was designed such that neuronal 
responses to each type of sensory stimulus occurred at approximately the same 
time, in order to account for differences in cortical response latencies. Previous 
studies have demonstrated that audiovisual interactions are strongest when the 
visual stimulus precedes the auditory stimulus (Meredith et al., 1987; Bizley et 
al., 2007; Kayser et al., 2008), and cortical response latencies for the visual 
system are typically longer than those for the auditory system, particularly for 
non-primary regions (Bullier and Nowak, 1995; Carrasco and Lomber, 2011). 
Additionally, because previous research has demonstrated that maximal 
response enhancement occurs when the peak responses to individual sensory 
modalities are overlapped (e.g. Meredith et al., 1987), stimulus onset 
asynchronies in the present study were set such that the cortical responses to 
stimulus onset occurred at roughly the same time. To this end, auditory and 
somatosensory stimuli were programmed in temporal register, while the visual 
stimulus was programmed to precede each of them by ~65 ms, consistent with 
previous investigations of higher-order cortical regions (Allman and Meredith, 
2007; Kayser et al., 2008; Foxworthy et al., 2013). Although previous research 
has identified fairly consistent levels of multisensory integration when the visual 
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stimulus precedes the auditory by 0-50 ms in the ferret (Bizley et al., 2007) and 
20-80 ms in the macaque (Kayser et al., 2008), in order to rule out an effect of 
the timing of the visual stimulus on the level of integration observed, responses in 
two animals to the same set of stimuli presented above were analyzed while the 
timing of the visual stimulus varied within a small window around 40 ms (between 
70 and 20 ms) prior to the onset of the auditory and somatosensory stimuli.  
4.3.6 Data acquisition 
Neuronal responses to multisensory stimuli were collected using an 
iridium axial array microelectrode (AM-002, 200 µm diameter; FHC, Bowdoin, 
ME), on which twelve electrode sites are spaced linearly 150 µm apart.  
Impedance measures ranged from 1-3MΩ.  Neuronal activity was classified 
based on band-pass filtering as either spikes (300-5000Hz) or local field 
potentials (LFP; 1-200Hz).  All activity was amplified (x10,000) and digitized at 
25,000 Hz (RZ2; Tucker-Davis Technologies). Electrodes were lowered ~1,800-
2,000 µm orthogonal to the exposed surface of dorsal auditory cortex (Fig. 1A). 
Care was taken not to lower the electrode further as extrastriate visual areas, the 
anterolateral and posterolateral lateral suprasylvian areas (ALLS and PLLS), 
occupy the lateral bank of the middle suprasylvian sulcus, directly beneath DZ, 
which straddles the lip of the middle suprasylvian sulcus. The degree to which 
DZ extends into the middle suprasylvian sulcus is known to increase in the 
posterior-to-anterior direction. Recording sessions ranged in duration from 71-97 
hours. 
4.3.7  Histological Procedures 
At the end of the experiment, animals were administered an anticoagulant 
(heparin, 10,000U; 1 mL) and a vasodilator (1% sodium nitrite, 1 mL), and 
overdosed with Euthanol (sodium pentobarbital, 50 mg/kg, i.v.).  Animals were 
perfused intracardially through the ascending aorta with physiological saline 
(0.01 M PBS), followed by fixative (4% paraformaldehyde) and 10% sucrose.  
The brain was stereotaxically blocked, removed, photographed, and placed in 
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30% sucrose until it sunk.  The brain was frozen and cut in 60 µm coronal 
sections using a cryostat.  Every second section was processed with the 
monoclonal antibody SMI-32 (Covance; Princeton, NJ) in order to determine 
auditory and visual cortical borders (van der Gucht et al., 2001; Mellott et al., 
2010). The remaining sections were either re-stained for SMI-32 reactivity (if the 
first round of staining was too faint) or stained with cresyl violet and used to 
visualize electrode tracks (Fig. 1B). Only sites that could be identified as lying 
within DZ were analyzed. 
4.3.8  Data Analysis 
All units were de-noised and waveforms were sorted in 3-D principal 
component space using Offline Sorter (Plexon, Dallas, TX). Only units which 
achieved statistically significant levels of separation in principal component space 
and showed a clear refractory period were classified as single units, and only one 
single unit was ever isolated at a given recording site. When a single unit was 
isolated, the remainder of the de-noised waveforms were classified as multiunit 
activity for that site (Figure 4.2). Where no single unit was clearly discernable in 
principal component space, all de-noised waveforms were classified as multiunit 
activity for that site. All data analysis was performed in Matlab (Mathworks, 
Natick, MA) using custom-written scripts. Peri-stimulus time histograms (PSTHs) 
were constructed using 10 ms bins. DZ units often displayed a “typical” large-
magnitude, short-duration auditory response to the onset of stimulation, followed 
by a period of response suppression, after which a sustained response of varying 
magnitude was usually present (Figure 4.2). Visual inspection of the data 
indicated that there might be differential effects of auditory stimulation when 
combined with another sensory modality during these two response epochs. As a 
result, the onset response (0-100 ms) was calculated separately from the 
sustained portion of the response (101-700 ms).  
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Figure 4.2 Waveforms and typical profile of single unit and multiunit 
activity at a representative site following auditory noise burst stimulation 
A: The first 50 and last 50 waveforms for a representative single unit. The 
distinctive shape of the waveforms indicate this is likely a pyramidal cell. To be 
considered a response, neuronal activity had to exceed a threshold (th.) of 3 
standard deviations beyond the mean of the spontaneous firing rate (see 
Methods). Virtually every neuron recorded showed a strong response after the 
onset of the auditory stimulus (yellow bar), which typically lasted for about 30 ms, 
followed by a period of suppression, after which sustained activity of variable 
duration and amplitude was often present. Sustained activity usually ceased at 
stimulus offset. B: Multiunit waveforms from the same site as in A, are plotted 
separately in grey at the same scale. Note the much smaller amplitude of the 
waveforms. The PSTH shows a similar pattern of activation to the noise burst 
stimulus. The criteria for determining a response was the same for multiunit 
activity as for single unit activity.  
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Previously published methods were used to analyze single unit data and 
were adapted where necessary (Meredith et al., 1987; Wallace et al., 2004; 
Stanford et al., 2005; Allman and Meredith, 2007; Kayser et al., 2008; Foxworthy 
et al., 2013; Sarko et al., 2013). A response to stimulation was determined to 
have occurred if the weighted sum of the number of spikes/trial during a 30 ms 
window centered around the peak response exceeded 3 standard deviations 
(SD) of that of spontaneous activity. This method prevented spurious activity that 
exceeded the 3 SD threshold from being classified as a response, while still 
correctly picking up neurons with very narrow onset response durations (e.g. 10 
ms). PSTHs for all single units were visually inspected, and paired t-tests 
comparing the number of spikes per trial that occurred during a response window 
to spontaneous activity confirmed that the algorithm was able to correctly 
distinguish neuronal responses from spontaneous activity. Because cortical 
borders are often transitional, rather than clear-cut designations, analysis of sites 
located near the DZ-PLLS border was restricted to cells where auditory-evoked 
activity was greater than or equal to that of visually-evoked activity, in order to 
ensure that neurons in PLLS were excluded from analysis. Following this, a 
repeated-measures ANOVA followed by Dunnett’s post hoc testing was used to 
compare the mean number of spikes per trial for the most effective unimodal 
response (A, V, or S) to that of combined modality stimulation (AS, AV, or AVS) 
that contained the unimodal response. For example, if the most effective 
unimodal stimulus was V, then V was compared to AV and AVS, but not AS, 
since the AS response did not contain visual stimulation. When statistically 
significant differences between responses during combined modality stimulation 
(AS, AV, or AVS) and the most effective single modality response (A, V, or S) 
occurred, the neuron was classified as integrative. 
Each neuron could then be assigned to one of four categories based on 
the stimuli that evoked a response as well whether the neuron exhibited 
multisensory interaction: 1) Unimodal – responsive to only one stimulus modality 
with no multisensory integration, 2) Subthreshold – only one sensory modality is 
capable of eliciting a response, but the neuron exhibits integration when 
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presented with combined modality stimulation, 3) Bimodal non-integrative – 
responsive to more than one stimulus modality with no multisensory integration, 
and 4) Bimodal integrative – more than one modality elicits a response, and a 
multisensory interaction occurs following combined modality stimulation. The 
degree to which the response to stimulation by a single modality is enhanced or 
suppressed by the presence of a stimulus of another modality can be quantified 
using the interactive index (Meredith and Stein, 1983): 
 
         
     
                      
where CM is the response to combined modality stimulation and SMmax is the 
response to the most effective single modality. A score of zero would indicate 
that the response does not change following combined modality stimulation. A 
positive number indicates that the response is enhanced when stimulation is 
paired with more than one sensory modality, while a negative number indicates 
suppression of the response during multisensory stimulation. In all cases, the 
most effective single modality for the onset portion of the response was the 
auditory stimulus. However, particularly in bimodal AV neurons, the visual 
stimulus was sometimes most effective for the sustained portion of the response. 
There were no overt responses to somatosensory stimulation in any neurons 
during any portion of the response.  
Response additivity was also calculated in order to determine whether 
response enhancement following combined modality stimulation could be 
characterized as a linear summation of the responses to single modality auditory 
and visual stimulation. This was done using a bootstrapping procedure in which 
the baseline normalized response to combined modality stimulation is compared 
to all possible summations of the baseline normalized auditory and visual 
responses (Stanford et al., 2005). A significant deviation from the predicted sum 
is then classified as either sub-additive or supra-additive. This deviation from 
additivity can be quantified using the additivity index (Kayser et al., 2008): 
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In this case, a score of zero indicates that the response to combined stimulation 
is equivalent to the sum of the auditory and visual responses (i.e. it is linear or 
additive), a score greater than zero indicates supra-additivity, and a score below 
zero indicates sub-additivity.  
The above analyses were repeated for multiunit and LFP responses. For 
LFP responses, the area under the curve for each trial was calculated instead of 
the mean number of spikes per trial. Because multiunit activity reflects the 
spiking activity of multiple neurons in the vicinity of the recording electrode, and 
LFP activity reflects the local synaptic processing activity surrounding the 
recording electrode (Katzner et al., 2009), comparisons between these measures 
and single unit activity are referred to as comparisons between different scopes 
of neuronal activity in the current study. To differentiate between these 
multiunit/LFP measures and those of multisensory integration determined at the 
single unit level, the term ‘multisensory interaction’ is used here to denote a 
statistically significant change between the response during single modality 
stimulation (A,V,S) and combined modality stimulation (AS, AV, AVS) for 
multiunit and LFP responses. In order to assess possible differences in time 
course of the cross-modal interaction, the response difference between 
combined-sensory stimulation and single-modality stimulation was calculated for 
each recording site. Confidence intervals were constructed using the 100 ms 
prior to the onset of the visual stimulus, and any response that exceeded the 
95% confidence interval was considered statistically different from zero.   
4.4  Results 
4.4.1  Overview 
The goal of the present investigation was to evaluate whether auditory 
responses in DZ were modulated by individual or combined visual or tactile 
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stimuli, and to compare the findings at the single unit level to that of multiunit and 
LFP activity. Responses were collected from 176 single units, and from 390 
multiunit and 407 LFP sites. Each site was presented with auditory, visual and 
somatosensory stimuli, both alone and in combination. I first report in detail the 
multisensory properties of single neurons in DZ, and then I go on to compare 
integration at the single unit level to multisensory processing at the level of 
multiunit and LFP activity. 
4.4.2  Multisensory integration in DZ neurons 
All DZ neurons identified as single units responded vigorously to auditory 
stimulation, and the majority were influenced exclusively by auditory stimulation 
(51.1%; 90/176) where non-auditory cues had no significant effect (either alone 
or in combination) on auditory responses, as depicted in Figure 4.3 A-B.  No 
units were identified to be responsive to visual or somatosensory stimulation 
alone.  A subset of neurons was found to be activated by auditory and by visual 
stimulation (33.5%; 59/176), termed bimodal multisensory neurons.  Of these 
bimodal neurons, many (24/59) exhibited significant activity changes in response 
to multisensory stimulation, as illustrated in Figure 4.3 G-H; although most 
(n=35/59) did not (Figure 4.3 E-F). In addition, a small proportion of neurons 
were activated exclusively by auditory stimulation, but those auditory responses 
were significantly modulated by the presence of a visual and/or a somatosensory 
cue (15.4%; 27/117; Figure 4.3 C-D); termed subthreshold multisensory neurons 
(Dehner et al., 2004; Allman and Meredith 2007).  In general, these findings 
agree well with previous studies documenting a higher prevalence of auditory-
responsive than visually-responsive or bimodal neurons near the cortical surface 
of the ventral lip of the middle suprasylvian sulcus (Yaka et al., 2002; Allman and 
Meredith, 2007).  
Overall, DZ neurons responded most strongly to the onset of the auditory 
stimulus, although a long-latency response to the sustained stimulus (500 ms 
duration) was also evident in most units. The duration of the sustained response 
was variable, ranging from 30 to 410 ms, with a mean duration of 174 ms. The  
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Figure 4.3 Representative examples of rasters, PSTHs and bar graphs of 
single unit responses for the four classes of neurons recorded in DZ. 
The colored bars over each graph indicate the length and modality of the 
stimulus (S = somatosensory, V = visual, A = auditory). Note that regardless of 
class, there always exists a strong response of short duration to the onset of the 
stimulus, followed by a period of suppression, followed by a weaker response 
that is sustained until stimulus offset. Statistically significant enhancement or 
suppression is designated with an asterisk (*), while statistically significant 
sub/supra additivity is indicated by a minus (-) or plus (+) sign, respectively; p < 
0.05 for both. A: A unimodal auditory neuron. This neuron showed no 
multisensory integration. The sustained response is still evident, but does not 
show any enhancement in combined modality stimulus conditions B: Bar graph 
showing mean spikes per trial recorded for both the onset portion of the response 
and the sustained portion of the response. The auditory response does not 
significantly differ from the responses during combined modality stimulation. C: A 
subthreshold auditory neuron. This unit shows sub-additive suppression of the 
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onset response on both the raster and PSTH (C) and the adjacent bar graph (D). 
The sustained portion of the response shows supra-additive enhancement of the 
response. E: A non-integrative bimodal neuron. No response enhancement or 
depression appears noticeable in the rasters and PSTHs, and no differences in 
response are evident on the accompanying bar graph (F). Note that the mean 
number of spikes/trial during the sustained portion of the response now well 
exceeds the spontaneous firing rate (sp.) G: A bimodal neuron showing 
multisensory integration during both the onset and sustained portions of the 
response. Note that the response at onset is depressed when all three modalities 
are stimulated (AVS), and the sustained response is enhanced whenever a 
visual stimulus accompanies the auditory stimulus (AV or AVS). All PSTHs were 
binned at a resolution of 10 ms. All error bars plotted indicate standard error of 
the mean.  
 
mean peak of this response occurred at 382 ms relative to the onset of the 
auditory stimulus. In bimodal AV neurons, the response to the visual stimulus 
typically occurred just prior to the offset of the visual stimulus – in the vast 
majority of cases, there was no distinguishable response to visual stimulation at 
onset (e.g. Figure. 4.3 E,G). The direction of response modulation by visual 
and/or somatosensory stimulation differed for the different portions of the 
auditory response. The numbers of individual neurons showing response 
enhancement or suppression during each type of combined-modality stimulation 
are summarized in Figure 4.4. A greater proportion of neurons showed 
suppression of the onset response during combined modality stimulation, 
whereas the opposite was true for the sustained portion of the response, with the 
greatest number of neurons showing enhanced responses. Where enhancement 
was observed, it often exceeded the predicted sum of the responses to auditory 
and visual stimulation alone (i.e. enhanced responses tended to be supra-
additive). These opposing effects observed between onset and sustained 
responses were generally observed for both bimodal and subthreshold 
multisensory neurons. Furthermore, the same neuron could be modulated by 
both visual and somatosensory stimulation, suggesting neuronal convergence 
(Meredith, 2002). This also indicates that multisensory DZ neurons are not  
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Figure 4.4 Summary of multisensory integration for individual single units. 
Each bar indicates the number of neurons showing response enhancement 
(above zero) or depression (below zero) for each combined-modality stimulus 
(AS, AV, and AVS), for the onset portion of the response (left) as well as for the 
sustained portion of the response (right). Additionally, the enhanced neurons are 
subdivided into responses that are consistent with a linear sum of the unimodal 
response to auditory and visual stimulation (additive, black) or supra-additive 
(color). 
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comprised of independent populations of visually-modulated cells and 
somatosensory-modulated cells. 
At a population level, although roughly a third of single units were bimodal 
and responded to both auditory and visual stimulation, there were significant 
differences in the level of spiking activity evoked by single modality stimulation 
(F(2,244) = 109, p < 0.001, n = 123). Post hoc Dunnett tests indicated that 
auditory stimulation (m = 0.381 spikes/trial) always evoked a greater number of 
spikes than somatosensory (m = 0.020 spikes/trial; p < 0.001) or visual 
stimulation (m = 0.137 spikes/trial, p < 0.001; Figure 4.5 A). The integrative 
effects observed at the population level also mirrored the findings for individual 
neurons. It should be noted that because no significant interaction was observed 
between the response to single modality stimulation (A, V, S) and response 
window (onset, sustained), the effects reported above are true for both portions 
of the response.  
However, a statistically significant interaction between sensory condition 
(A, AS, AV, AVS) and response window (onset, sustained) was observed for the 
population of DZ neurons (F(1.66, 208) = 38.3; p < 0.001, Greenhouse-Geisser 
corrected). Across all single units, there were significant differences between the 
response to the auditory stimulus alone compared to that of combined modality 
stimulation for both the onset portion of the response (F(3, 492) = 8.70, p < 
0.001; n = 165), as well as for the sustained portion of the response (F(3, 396) = 
37.6, p < 0.001; n = 133). Post-hoc Dunnett tests determined that the mean 
number of spikes in the AVS condition (m = 0.169 spikes/trial) were lower than 
that of the A condition (m = 0.183 spikes/trial) for the onset portion of the 
response (p < 0.01; Figure 4.5 B). For the sustained portion of the response, the 
mean number of spikes per trial for both the AV (m = 0.264 spikes/trial) and AVS 
(m = 0.259 spikes/trial) conditions were increased compared to that of the A 
condition (m = 0.170 spikes/trial, p < 0.001 for both; Fig. 4.5 B).  
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Figure 4.5 Summary of multisensory integration across the population of 
single units. 
A: Auditory (A) stimulation over the entire response always evoked a greater 
response than visual (V) or somatosensory (S) stimulation. B: The onset portion 
of the response was suppressed during co-stimulation by all three modalities 
(AVS). The sustained portion of the response was enhanced during audiovisual 
(AV) stimulation as well as during co-stimulation by all three modalities (AVS). *p 
< 0.05; ***p < 0.001. 
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Unlike some previous reports (Allman and Meredith, 2007), no clear 
evidence of segregation of auditory versus bimodal sites at the single unit level 
was found. Rather, bimodal AV and integrative sites seemed to be scattered 
throughout DZ (Figure 4.6 A). Weighted linear regression analyses showed  
slight but non-significant trends for more bimodal cells located posteriorly in DZ 
(Figure 4.6 B), and more integrative cells located more deeply in DZ (Figure 4.6 
C). However, overall, neither bimodal nor integrative neurons showed any 
statistically significant evidence of organization in either the rostrocaudal or 
mediolateral direction. 
Collectively, these results are the first to demonstrate that almost half of 
the neurons in DZ are influenced by non-auditory stimuli, and that these 
multisensory neurons show no evidence of rostrocaudal or mediolateral 
organization. The modulatory effects reported above are evident at the neuronal 
level, as well as for the entire population of DZ neurons. 
4.4.3 Response characteristics of single units in DZ 
The auditory response characteristics for each class of neuron recorded in 
DZ (unimodal, subthreshold, bimodal non-integrative, and bimodal integrative) 
were also compared (Figure 4.7). No differences in peak response latencies for 
either the onset or sustained portion of the response were found between the 
classes of neurons recorded. Overall, the mean peak response latency of the 
auditory response was 20.7 ms. This corresponds well with previous studies that 
have documented longer onset response latencies in DZ compared to core areas 
of auditory cortex, namely the primary auditory cortex (A1) and the anterior 
auditory field (AAF; (Sutter and Schreiner, 1991; He et al., 1997; Stecker et al., 
2005; Kok et al., 2015). One-way ANOVA tests showed that the response 
characteristics of the classes of neurons recorded were found to differ for peak 
firing rate (F(3,162) = 6.77, p < 0.001, n = 166) and spontaneous firing rate 
(F(3,172) = 4.18, p < 0.01, n = 176). Post hoc testing (Tukey’s HSD) showed that 
bimodal integrative neurons had higher peak firing rates (26.3 spks/s) than  
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Figure 4.6 Location of bimodal and integrative neurons in DZ. 
A: Location of neurons in DZ that responded only to auditory stimulation (yellow), 
or to both auditory and visual stimulation (bimodal; green) across all animals. 
There were no neurons in DZ responsive to visual stimulation alone. The channel 
location is plotted on the y-axis (1 is near the surface of cortex, 12 is deep), and 
rostrocaudal axis is plotted on the x-axis (the number in mm indicates the 
approximate A-P level in Horsley-Clarke coordinates). A black outline indicates a 
neuron that was either significantly suppressed or enhanced (i.e. an integrative 
neuron). B: Relationship between rostrocaudal position and incidence of bimodal 
(left; grey) or integrative (right; black) neurons in DZ. There is a non-significant 
trend towards more bimodal neurons posteriorly compared to anteriorly. C: 
Relationship between channel position and proportion of bimodal (left; grey) or 
integrative (right; black) neurons in DZ. Overall, DZ neurons do not show any 
apparent organization, either on the surface of cortex, or in terms of depth. 
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Figure 4.7 Summary of differences in response characteristics among 
classes of neurons in DZ. 
Bimodal integrative neurons have higher peak and spontaneous firing rates than 
unimodal, subthreshold or bimodal non-integrative neurons. No differences in 
peak response latencies were found for either the onset or sustained portion of 
the response. For simplicity, only the minimum significant difference is shown 
here. 
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unimodal (10.9 spks/s, p < 0.001), subthreshold (12.0 spks/s, p < 0.01) or 
bimodal non-integrative (14.6 spks/s, p < 0.05) neurons. Bimodal integrative 
neurons also had higher spontaneous firing rates (2.6 spks/s) than unimodal 
(1.10 spks/s, p < 0.01), subthreshold (1.23 spks/s, p < 0.05) or bimodal non-
integrative neurons (0.90 spks/s, p < 0.05). This supports previous research that 
has also documented higher spontaneous firing rates in bimodal compared to 
unimodal neurons in ferret parietal cortex (Foxworthy et al., 2013).   
Response enhancement and additivity index distributions for each type of 
neuron and each portion of the response are depicted in Figure 4.8. The 
populations of subthreshold (med = -26.5%) and unimodal auditory (med = -
11.5%) neurons appear to be responsible for mediating the suppression of the 
onset response in the AVS condition. This suggests that responses of unimodal 
auditory neurons also show evidence of suppression in the AVS condition, 
however, the suppression was not statistically significant at the level of individual 
neurons. Similarly, while the enhancement of the sustained portion of the 
response in the AV and AVS conditions is mediated by the populations of each 
class of neurons, the strongest levels of enhancement can be found amongst the 
subthreshold (medAV = 57.7%; medAVS = 49.9%) and integrative bimodal (medAV 
= 40.3%; medAVS = 28.8%) neurons. These findings are not particularly surprising 
given that both classes of integrative neuron are defined by a statistically 
significant modulation of the response. By comparison, all neuron classes are 
sub-additive for the onset portion of the response in the AVS condition. For the 
sustained portion of the response, both classes of integrative neurons 
(subthreshold and bimodal) are both supra-additive for the AV response, while in 
the AVS condition, only subthreshold neurons are supra-additive. 
Together, these results suggest that bimodal integrative neurons as a 
class exhibit different response properties than other classes of neurons 
identified in DZ. Furthermore, subthreshold neurons show the highest 
proportional changes for onset response suppression as well as sustained 
response enhancement and additivity. 
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Figure 4.8 Distributions showing the enhancement and additivity indices 
for responses to combined-modality stimulation for each class of neuron 
encountered. 
The enhancement (A) and additivity (B) indices for the onset and sustained 
portions of the response. Unimodal auditory (Uni) – black; non-integrative 
bimodal (Bi) – light blue; subthreshold (Subt) – magenta outline; and integrative 
bimodal (Bi) – blue outline. The arrows above each plot represent the median 
value for that distribution, and asterisks represent distributions with a median that 
differs significantly from a continuous distribution with a median of zero (two-
sided sign test). The dashed black line indicates zero, while the solid red line 
indicates the mean of all classes of neurons. *p < 0.05; **p < 0.01; ***p < 0.001. 
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4.4.4 Timing of the visual stimulus 
As with previous measures, an interaction between stimulus condition (A, 
AS, AV, AVS) and response window (onset, sustained) was found (F(3,1048) = 
44.4, p < 0.01). Auditory peak responses were found to be modulated by 
combined-modality stimulation for both the onset (F(3,524) = 11.5, p < 0.001) 
and sustained (F(3,524) = 68.0, p < 0.001) response windows. Post hoc testing 
confirmed that auditory responses were suppressed during AVS stimulation (p < 
0.05; Figure 4.9 A) during the onset portion of the response, but were enhanced 
following AV and AVS stimulation (p < 0.001 for both) during the sustained 
portion of the response. Both normalized peak firing rate and normalized area 
were tested within each condition containing a visual stimulus (V, AV, AVS) to 
determine if responses differed as a function of the timing of the visual stimulus. 
No significant differences were found as the timing of the visual stimulus varied 
for any of the conditions containing a visual stimulus. 
However, these different measures of response activity (and multisensory 
integration) did not always exhibit the same effects at the same site. Figure 10 
shows an example of one recording site at which the single unit responds only to 
auditory stimulation (Figure 4.10 A), whereas the multiunit site shows bimodal 
responses to auditory and visual stimulation (Figure 4.10 B), and the LFP site is 
trimodal, responding to auditory, visual and somatosensory stimulation (Figure 
4.10 C). Differences in the proportion of units or sites responsive to auditory 
versus somatosensory or visual stimulation across DZ occur as the scope of 
neuronal activity increases from single unit to multiunit to LFP responses. The 
The averaged PSTH for each of the AV and AVS conditions are plotted over the 
auditory response in Figure 4.9 B. Note that although there is some variability in 
the response, both the shape of the PSTHs as well as the effects of combined 
stimulation are fairly consistent regardless of the timing of the visual stimulus 
relative to the auditory stimulus. The onset response is always suppressed, while 
the sustained portion of the response is always enhanced during combined-
modality stimulation paradigms. Therefore, the timing of the visual stimulus  
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Figure 4.9 Analysis of visual onset asynchronies. 
A: Mean normalized peak firing rate (expressed as a percentage of the maximum 
firing rate for a particular block of trials) for A and each of the combined-modality 
multisensory stimulus conditions (AS, AV, AVS) for each stimulus onset 
asynchrony. Note that the effects reported here are remarkably similar to those 
reported above, regardless of the timing of the visual stimulus relative to the 
auditory stimulus. Onset responses to all three conditions are suppressed, 
whereas sustained responses to AV and AVS are enhanced. Asterisks indicate a 
statistical difference compared to the auditory stimulus; *p < 0.05, ***p < 0.001. 
B: Averaged PSTHs for each of the visual onset asynchronies. The response to 
A is plotted in black, with the responses to AV (green) and AVS (magenta) 
superimposed. Histograms are plotted with 10 ms bins. 
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Figure 4.10 Representative site showing neuronal responses at different 
scales of activity 
PSTHs and mean LFP response are shown for spontaneous activity (NS), each 
unimodal stimulus (S, V, A), and combined stimulation (AVS). For simplicity, only 
the AVS combined stimulation paradigm is shown. A: The single unit shows no 
discernable response to S or V stimulation, but robust activity to A stimulation. 
This spiking activity is increased during the sustained portion of the response to 
AVS stimulation. This unit would therefore be classified as a subthreshold 
multisensory neuron. B: In the multiunit activity, a response to the visual stimulus 
is now evident. Again, spiking activity is increased during the sustained portion of 
the response. This site would therefore be classified as bimodal with a 
multisensory interaction. C: Onset and offset responses to somatosensory 
stimulation are evident in the LFP trace. The area under the curve for the 
sustained portion of the response is increased following AVS stimulation. 
Therefore, this site is classified as trimodal with a multisensory interaction. 
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relative to the auditory stimulus does not alter the pattern of integrative effects 
observed in the present study. 
4.4.5 Comparison of SU data with MU and LFP activity 
The present study examined not only the effects of non-auditory 
stimulation on identified single units in DZ, those same recordings also revealed 
multiunit responses at the same time that local field potentials were recorded. 
The proportion of bimodal AV responses increases from 33.5% (59/176) at the 
single unit level to 74.6% (291/390) at the multiunit level and 53.8% (219/407) for 
field potentials (Figure 4.11 A-C). However, bimodal AS and trimodal AVS 
responses are additionally present in the field potentials, but are not observed in 
the spiking responses of single or multiunit activity. These field potential 
responses to somatosensory stimuli were observed in all animals but one, and 
tended to represent contralateral space (45.5% contralateral vibrissae, 43.6% 
contralateral forepaw, 10.9% bilateral vibrissae). These somatosensory 
responses were found at sites throughout DZ, with no apparent organization or 
differences in distribution. When all field potential sites that show bimodal or 
trimodal influences (AV, AS, or AVS) are considered, this proportion (78.6% or 
320/407) is very similar to that observed for bimodal AV responses in the 
multiunit activity (74.6%; 291/390 sites).  
Differences between the proportion of single units that showed 
multisensory integration and the proportion of sites that showed multisensory 
interactions for multiunit and LFP activity were observed. The total number of 
single units that showed multisensory integration was 51/176 (29.0%). In 
comparison, a higher proportion of multiunit (252/390 or 64.6%) and local field 
potential sites (239/407 or 58.7%) showed multisensory interactions.  
The mean response profile for each scope of activity shows a number of 
similarities as well as some key differences. AVS responses during the onset 
portion of the response are smaller in magnitude than A responses for all three  
139 
 
 
Figure 4.11 Summary of results for single unit (SU), multiunit (MU) and 
local field potential (LFP) responses. 
A-C: Proportion of each type of response recorded for SU, MU and LFP 
recordings. The number of units for each type of response is also indicated in 
parentheses. D-F: Grand average responses over all recorded sites for SU, MU 
and LFP recordings, respectively. The onset of the auditory stimulus is indicated 
by a vertical dashed line, with the onset and offset of the visual (blue) and 
somatosensory (pink) stimuli indicated by colored circles. G-I: The time course of 
the cross-modal interaction. For each graph, the plotted line represents the 
difference between responses to multi-modal stimulation and single modality 
stimulation (e.g. AVS here represents AVS-A-V-S), leaving the resultant cross-
modal interaction. Confidence intervals were calculated for the baseline response 
100 ms prior to the onset of the visual stimulus. Grey boxes indicate regions of 
similarity between the three scopes of neuronal activity that are statistically 
different from baseline, with the magnitude of the difference for each line 
140 
 
indicated by asterisks (*p < 0.05, **p < 0.01, ***p < 0.001). Dark grey boxes 
indicate regions where the response is lower than baseline, whereas lighter grey 
boxes indicate regions where the response is greater than baseline. 
 
measures (SU, MU, LFP; Fig. 4.11 D-F). Responses to single modality auditory 
and visual stimulation are both evident during the sustained portion of the 
response at all three scopes of activity, with the response to AVS stimulation 
exceeding the response to either modality presented alone at multiple timepoints. 
In contrast, there are somatosensory responses to stimulus onset and offset 
present in the LFP activity, which are entirely absent in the single and multiunit 
spiking responses.  
A comparison of the time course of the cross-modal interaction between 
all three scopes also yields very similar findings (Figure 4.11 G-I). Again, at all 
three scopes of activity, the response during AVS stimulation was suppressed 
during the onset portion of the response. However, both the AS and AV 
conditions show the same trend, albeit smaller in magnitude. The sustained 
portion of the response is modulated in an interesting way across all three 
scopes of activity for the AV and AVS conditions as well. A period of increased 
suppression is evident starting around 200 ms, followed by the response 
enhancement previously mentioned, after which suppression is again evident 
around 500 ms in the single unit and multiunit plots, and 400-500 ms in the LFP. 
Finally, after the offset of all stimulus modalities, there is again suppression of the 
response around 650 ms in the single and multiunit plots, and at 750 ms in the 
LFP plot. This agrees well with what appears to be a “sharpening” of the 
sustained response in during combined-modality stimulation in the rasters and 
PSTHs of individual units (Figure 4.3 C,G). This is immediately followed by 
enhancement during the last 100 ms of the response across all three scopes of 
neuronal activity in the AV and AVS conditions. Together, these results indicate a 
much larger proportion of sites responsive to more than one stimulus modality, 
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as well as a higher proportion of sites with multisensory interactions for multiunit 
and LFP activity compared to single unit activity.  
4.4.6 Summary of findings 
At the single unit level, the majority of DZ neurons are vigorously 
responsive to auditory stimulation and are not modulated by the presence of a 
stimulus from another sensory modality. However, nearly half are multisensory 
neurons that are influenced by non-auditory stimuli and are present in bimodal or 
subthreshold forms. Both bimodal and subthreshold neurons exhibited 
multisensory integration when auditory cues were combined with non-auditory 
stimuli, which suppressed auditory onset responses while enhancing sustained 
auditory activity. This finding was true for individual neurons, as well as for the 
entire population of neurons recorded. These bimodal and integrative neurons 
also appeared to be scattered throughout DZ, with no apparent organization. 
Finally, I demonstrate that, compared with single unit measures, multiunit and 
LFP activity in DZ show increased evidence of multisensory processing. This is 
manifested in two ways. First, multiunit and LFP recordings have a higher 
incidence of bimodal and/or trimodal sites than do single neurons. In both cases, 
roughly three-quarters of multiunit and LFP sites showed overt responses to 
more than one stimulus modality, compared to about one-third of single units. 
Second, more than half of multiunit and LFP sites demonstrated multisensory 
interactions, compared to less than one-third of single units. Together, these 
findings suggest that studies of multisensory integration at the multiunit and field 
potential level may over-represent the multisensory properties of single units.    
4.5 Discussion 
The present study demonstrates clear evidence of both visual and 
somatosensory modulation of auditory reponses at multiple scopes of neuronal 
activity, showing that regions of the cerebrum often considered ‘unimodal’ can be 
modulated by other senses. These results are supported by a growing body of 
literature documenting multisensory integration in ‘unisensory’ cortices (see 
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reviews of Shimojo and Shams, 2001; Ghazanfar and Schroeder, 2006; 
Macaluso, 2006). However, although functional imaging research has 
demonstrated multisensory audio-visual and audio-tactile interactions in auditory 
cortex (for review, see Calvert, 2001), electrophysiological investigations in 
auditory cortex have tended to focus on either visual or somatosensory 
influences, not both. 
Anatomical, behavioral and electrophysiological studies have 
demonstrated that DZ is a higher-order area of cat auditory cortex known to play 
a role in auditory localization (He et al., 1997; Stecker et al., 2005; Lee and 
Winer, 2008; Malhotra et al., 2008; Kok et al., 2015). Our findings support 
previous studies which have demonstrated that higher-order regions of cortex 
typically show increased incidence of multisensory interactions compared to core 
regions (Ghazanfar et al., 2005; Kayser et al., 2008; Bizley and King, 2009). 
Additionally, the proportion of visually-modulated neurons in DZ is comparable to 
that of higher-order regions of ferret auditory cortex (Bizley et al., 2007; Bizley 
and King, 2009), and the proportion of subthreshold neurons is comparable to 
that of adjacent extrastriate visual cortex (Allman and Meredith, 2007). 
Larger proportions of multisensory neurons are also known to be found at 
the borders between sensory modalities (Meredith, 2004; Wallace et al., 2004). 
Presumably, this phenomenon results from modality-specific projections that 
extend beyond the areal limits of a particular modality. DZ represents the dorsal 
limit of auditory cortex (Middlebrooks and Zook, 1983), and is bordered by an 
extrastriate visual area, from which it receives projections that become 
strengthened following deafness (Barone et al., 2013; Kok et al., 2014). DZ has 
also been shown to confer compensatory visual motion processing capabilities 
following deafness (Lomber et al., 2010), suggesting behavioral functional 
relevance of these visual inputs. Therefore, the unique position of DZ at the 
border of the auditory and visual cortices, as well as known interconnectivity with 
visual cortex and visual reorganization following deafness would suggest a 
proclivity towards multisensory processing, which is confirmed in the present 
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study. Interestingly, neither the bimodal nor the integrative populations are 
organized rostrocaudally or mediolaterally within DZ. A gradient for bimodal 
responses in either direction could have been expected, given the position of DZ 
at the interface of the auditory and visual cortices, as well as the known 
connectivity of DZ with extrastriate visual cortex discussed above.  
Although auditory-tactile interactions have been shown using imaging and 
EEG (Foxe et al., 2000, 2002) as well as field potential and neuronal analyses 
(Fu et al., 2003; Lakatos et al., 2007), only recently has somatosensory 
modulation of single unit auditory responses been shown in A1 of the ferret 
(Meredith and Allman, in press). Our results also document suppressive 
somatosensory modulation of auditory responses at the single unit level. This 
finding was somewhat unexpected, given the low proportion of ipsilateral 
projections DZ receives from somatosensory (<1%) and associative (~5%) 
cortical regions, and auditory cortical fields with known somatosensory influences 
(AAF and fAES) that become responsive to somatosensory stimulation following 
deafness (Lee and Winer, 2008; Meredith and Lomber, 2011; Meredith et al., 
2011; Barone et al., 2013; Kok et al., 2014). While these weak cortico-cortical 
projections could account for the few neurons that showed audio-tactile 
enhancement of the sustained response, I consider them unlikely to be 
responsible for the tactile-related suppression of the onset response, because of 
the short latency with which the onset modulation occurred. Previous 
investigations in macaque A1 have suggested that somatosensory modulation of 
auditory LFPs occurs via non-specific thalamic afferents, based on the 
supragranular location and short latency of the somatosensory activation 
(Lakatos et al., 2007). Auditory responses in DZ are largely dependent on 
information arising from A1 (Kok et al., 2015), and although the bulk of thalamo-
cortical projections to DZ are from dorsal medial geniculate nucleus (MGN), 
strong projections from medial MGN also exist (Winer et al., 2001), which itself is 
known to become activated by a combination of vestibular and tactile stimulation 
(Wepsic, 1966; Blum et al., 1979). Therefore, the somatosensory modulation of 
auditory onset responses in DZ are likely the result of subcortical modulation; 
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however, it remains unknown whether this modulation arrives via direct thalamo-
cortical projections to DZ, or via A1. 
The present study is the first to document diametric integrative effects (i.e. 
opposite in direction) during different portions of the spiking response to a 
stimulus, although similar effects have been reported previously for visually-
modulated field potentials in rat primary somatosensory cortex (Sieben et al., 
2013). One reason for this might be that the duration of the stimuli used here 
were considerably longer than those typically used in studies of multisensory 
integration. This meant I considered neuronal responses to longer stimuli over a 
longer period of time than is typical for single unit investigations. In fact, the 
sustained response to auditory stimulation didn’t come online until ~200 ms after 
the onset of the auditory stimulus, and the sustained response seems particularly 
susceptible to modulation by visual stimulation, accounting for the majority of 
integrative DZ neurons reported above. 
A number of factors are known to affect the direction of multisensory 
interactions, namely, the timing (Meredith et al., 1987), location (Meredith and 
Stein, 1986), and efficacy (Meredith and Stein, 1983) of the stimuli. Although 
stimulus onset asynchronies were programmed to produce maximal response 
enhancement, onset responses were typically suppressed during combined 
modality stimulation in the present study. This suppression does not appear to be 
related to the timing of the visual stimulus (Figure 4.9). The location of the 
stimulus in space has also been shown to affect the direction of multisensory 
interactions: responses tend to be suppressed when presented in ipsilateral 
space, but enhanced when presented in contralateral space (Meredith and Stein, 
1986; Lakatos et al., 2007). With the exception of one somatosensory stimulator 
in ipsilateral space, the visual stimulus and the two other somatosensory 
stimulators were presented in contralateral space. The lack of field potential 
responses to ipsilateral stimulation would suggest that the position of this 
stimulator is unlikely to account for the suppression seen here. Finally, the 
efficacy of stimulation is known to affect levels of multisensory integration – 
145 
 
weakly effective stimulation has been shown to yield larger response 
enhancements than strongly effective stimulation (Meredith and Stein, 1983). In 
the present study, the same, simple stimulus set of auditory noise bursts, diffuse 
light flashes, and light tactile stimulation were used at each site. Because 
individual neurons in DZ are known to show spatial (Stecker et al., 2005) and 
duration (He et al., 1997) tuning, the stimulus set used here is likely sub-optimal 
for many of the neurons recorded. Therefore, none of the factors that have been 
shown to affect multisensory integration appear to be wholly responsible for the 
opposing effects documented in the present study.  
However, peak auditory-evoked spiking responses were also suppressed 
during audio-visual stimulation in macaque auditory cortex (Kayser et al., 2008), 
and both visual and tactile stimulation have been shown to reset the phase of 
ongoing oscillatory activity in auditory cortex, affecting the direction of response 
modulation (Lakatos et al., 2007; Kayser et al., 2008). I suggest the same 
mechanisms could be responsible for the visual- or tactile-induced onset 
suppression observed here. In contrast, the longer-latency enhancement of the 
sustained response could be mediated by strong cortico-cortical projections from 
PLLS (Kok et al., 2014), however, further experimentation will be needed to 
definitively elucidate the timing and contribution of these direct lateral projections 
from extrastriate visual cortex to DZ. 
While an increasingly large number of behavioral, imaging and EEG/MEG 
studies have documented multisensory interactions across multiple species and 
brain regions (see review of Driver and Noesselt, 2008), it is unclear what such 
interactions reflect in terms of the multisensory processing capabilities of the 
actual neurons that comprise these regions. For example, LFP activity is known 
to correlate with the hemodynamic signal of fMRI analyses, as well as EEG/MEG 
measures (see Buzsáki et al., 2012 for review). Because methodologies like 
functional imaging, along with MU and LFP measures, reflect the aggregate 
activity of a population of neurons, it is difficult to discern what types of neurons 
are present in the population signal. This issue is compounded for LFP and 
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functional imaging methodologies as activity at these levels reflect neuronal input 
to a population of cells within a region of cortex, as opposed to neuronal output 
(e.g. Stevenson et al., 2014). However, direct comparisons of multisensory 
processing at different scales of neuronal activity are generally lacking, despite 
the preponderance of research findings using each technique. To date, only one 
study has previously compared integration at the neuronal level to that of field 
potentials (Kayser et al., 2008). Here I provide additional evidence to bridge this 
gap by comparing single unit, multiunit and LFP responses.  
The present study documents a disparity in terms of the level of 
multisensory processing recorded at multiple scopes of neuronal activity. Higher 
proportions of bimodal and trimodal units, as well as a higher incidence of 
multisensory interactions were documented for field potential responses 
compared to single unit responses. Similar increases in multisensory response 
sites have been reported for field potentials compared to single and multiunit 
activity in the belt regions of macaque auditory cortex (Kayser et al., 2009). 
Together, these findings suggest that auditory and somatosensory influences are 
present in population signals (e.g. MU, LFP) in auditory cortex across multiple 
species, and may over-represent the level of integration present in single 
neurons. Ultimately, these findings indicate that visual and somatosensory 
influences are present in the processing of sensory signals in auditory cortex, 
and, thereby, further challenges the notion of cortical modality-specific 
modularity.  
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Chapter 5:  Visual and somatosensory cross-modal 
reorganization in the dorsal zone of auditory cortex following 
perinatal deafness 
5.1  Abstract 
Recently, it was shown that a specific region within cat auditory cortex, the 
dorsal zone (DZ), becomes reorganized following perinatal deafness to confer 
superior visual motion detection ability compared to hearing animals (Lomber et 
al., 2010). Subsequently, an increase in projection strength from extrastriate 
visual motion processing areas to DZ in deaf animals was also demonstrated 
(Kok et al., 2014). Thus, the goal of the present study was to investigate the 
neural basis for this reorganization in perinatally-deafened cats by 
electrophysiologically recording from DZ. These results were compared to those 
of hearing animals previously reported in Chapter 4. In hearing animals, the 
majority of neurons responded to auditory stimulation alone, whereas in deaf 
animals, the findings were markedly different, with the majority of neurons 
responding exclusively to visual stimulation. Additionally, one-third of neurons 
responded bimodally to visual and tactile stimulation in deaf animals. This ratio 
was consistent for multiunit and local field potential (LFP) activity as well, and is 
similar to the proportion of sites that showed somatosensory responses in 
hearing animals in Chapter 4. These results are consistent with previous 
behavioral and connectional findings demonstrating that DZ is cross-modally 
reorganized following deafness for the processing of visual stimuli. When 
considered in conjunction with previous anatomical and multisensory recording 
data, the data suggest that the somatosensory reorganization observed in the 
present study reflects the unmasking of previously silent synapses, whereas the 
visual reorganization is likely due to both unmasking as well as the formation of 
new synapses.  
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5.2  Introduction 
The remarkable ability of the human brain to adapt to sensory loss has 
been reported anectodally for over a century, however, only recently have these 
claims been substantiated in the laboratory. For example, in humans, an 
increasing number of studies have documented superior performance of blind 
individuals compared to sighted controls during the performance of tactile 
discrimination tasks (e.g. Stevens et al., 1995, Goldreich & Kanics, 2003, Alary et 
al. 2008), as well as auditory spatial (e.g. Lessard et al., 1998) and pitch 
discrimination tasks (Gougoux et al, 2004; Wan et al., 2010), and even odor 
discrimination (Cuevas et al., 2010). Similarly, deaf individuals have shown 
evidence of enhanced tactile sensitivity (Levanen & Hamdorf, 2001), visual 
motion perception (Hauthal et al., 2013) and peripheral visual processing (see 
review of Bavelier et al., 2006).  
It is generally accepted that following the loss of one sense, the brain 
reorganizes to compensate for this loss by recruiting the areas of the brain that 
would normally process the lost sense for other sensory functions. This principle 
has been documented in both human and animal models. A host of functional 
imaging studies attest to the recruitment of visual cortex during auditory and 
tactile taks in the blind (e.g. Sadato et al., 1996; Büchel et al., 1998), as well as 
the recruitment of auditory cortex in the deaf during tactile and visual tasks (e.g. 
Levanen et al., 1998; Finney et al., 2001). In animals, blind visual cortical regions 
have been shown to respond to auditory and/or somatosensory stimulation in the 
mouse (Kahn & Krubitzer, 2002), hamster (Izraeli et al., 2002), cat (Yaka et al., 
1999), and opossum (Karlen et al., 2006). Electrophysiological evidence of 
auditory cortical reorganization following deafness has been shown in the mouse 
(Hunt et al., 2006), ferret (e.g. Allman et al., 2009), and cat (Meredith and 
Lomber, 2011; Meredith et al., 2011).  
Recently, enhanced abilities in visual motion detection in deaf mammals 
were localized to the dorsal zone, a region of cat auditory cortex (Lomber et al., 
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2010). Subsequently, anatomical evidence of increased projections from 
extrastriate visual cortical areas involved in motion processing were found in deaf 
cats compared to hearing controls (Kok et al., 2014). Thus, the purpose of the 
present study was to investigate the neural basis of these findings using 
electrophysiological recording techniques to compare neuronal responses to 
auditory, visual and somatosensory stimulation in area DZ of hearing and deaf 
animals (Figure 5.1). Our results demonstrate that DZ is cross-modally 
reorganized following deafness for the processing of visual stimuli. In addition, I 
also found that roughly one-quarter of the single unit, multiunit and local field 
potential sites responded bimodally to both visual and somatosensory 
stimulation.  
5.3  Materials and methods 
Neuronal responses in the dorsal zone of auditory cortex were collected 
from ten adult domestic cats. These animals were acquired from a licensed 
commercial breeding facility (Liberty Labs, Waverly, NY) and were housed in an 
enriched colony environment. The hearing group consisted of six mature, hearing 
cats (> 6 months), and the deaf group was comprised of four cats that had 
undergone perinatal ototoxic deafening (< 1 month). Multisensory responses in 
the hearing group have been reported previously in Chapter 4. All experimental 
procedures were conducted within the parameters  outlined in the National 
Research Council's Guidelines for the Care and Use of Mammals in 
Neuroscience and Behavioral Research (2003), the Canadian Council on Animal 
Care's Guide to the Care and Use of Experimental Animals (Olfert et al., 1993) 
and were approved by the Animal Use Subcommittee of the University Council 
on Animal Care at the University of Western Ontario.  
5.3.1  Deafening procedures 
Ototoxic deafening procedures were conducted on four animals around 
the time of hearing onset (14 days postnatally; Shipley et al., 1980). Deafness 
was induced by the coadministration of kanamycin and ethacrynic acid, which is 
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Figure 5.1  Photomicrographs of the craniotomy, electrode penetrations 
and SMI-32 stained sections in hearing and deafened animals 
A: Photomicrograph of the craniotomy and electrode penetration sites for a 
hearing animal. Sites that did not reliably evoke responses are denoted with a 
black ‘x’. Penetrations outside of auditory cortex were used to verify that visual 
and somatosensory stimuli evoked responses in known regions of visual and 
somatosensory cortex. Areal borders as determined by SMI-32 staining are 
indicated by dashed black lines. Right is anterior. B: Photomicrograph of an SMI-
32 stained section from a hearing animal with an electrode track in DZ. Right is 
lateral. C: Photomicrograph of the craniotomy and electrode penetration sites for 
a deaf animal. D: Photomicrograph of an SMI-32 stained section from a deaf 
animal with an electrode track in DZ. Abbreviations: A1 – primary auditory cortex; 
AAF – anterior auditory field; aes – anterior ectosylvian sulcus; mss – middle 
suprasylvian sulcus; pes – posterior ectosylvian sulcus; PLLS – posterolateral 
lateral suprasylvian area; PMLS – posteromedial lateral suprasylvian area. Scale 
bars: 1 mm. 
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known to destroy cochlear hair cells (Xu et al., 1993), producing rapid, profound, 
bilateral hearing loss. Loop diurectics such as ethacrynic acid have also been 
shown to minimally affect vestibular end-organ function (Elidan et al., 1986); 
however, animals in the current study showed no obvious vestibular deficits. A 
detailed account of deafening procedures has been described in Chapter 2. 
Briefly, animals were injected with kanamycin (300 mg/kg, s.c.) and were 
presented with auditory stimulation while ethacrynic acid was administered (35-
60 mg/kg, i.v., to effect) until auditory brainstem responses (ABRs) showed no 
acoustically evoked activity (i.e. a flat ABR). Follow-up ABRs were conducted 
three to six months later to confirm deafness (Figure 5.2).  
5.3.2  Electrophysiological recordings 
All preparatory, electrophysiological recording procedures, and data 
analysis in the current study were identical to those reported in Chapter 4, the 
only difference being the hearing status of the animal. Briefly, 1-2 weeks prior to 
electrophysiological recording, animals were implanted with a head holder 
attached to the frontal bone and a craniotomy was opened over the right auditory 
cortex and adjacent regions of visual and somatosensory cortex under 
pentobarbital anesthesia. A recording well was built up around the craniotomy 
and sealed closed with dental cement. Some of the deaf animals also received 
tracer injections into second auditory cortex of the opposite hemisphere at the 
same time. Standard postoperative care was provided to the animal during 
surgical recovery (see Malhotra et al., 2004). In all cases, recovery was 
uneventful.  
Approximately 1-2 weeks later, electrophysiological recording procedures 
were initiated. Animals were anesthetized using ketamine (35 mg/kg, i.m.) and 
acepromazine (0.4 mg/kg, i.m.), and were intubated with a cuffed endotracheal 
tube in preparation for mechanical ventilation. Phenylephrine and atropine drops 
were administered to each eye, and a clear contact lens was inserted into the 
eye contralateral to the craniotomy, while an opaque lens was inserted into the  
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Figure 5.2 Auditory brainstem responses (ABRs) for a hearing and a deaf 
animal. 
A: Brainstem responses to auditory click stimuli ranging in intensity from 10-80 
dB SPL in a representative hearing animal. B: Responses to the same set of 
stimuli are absent in a representative deaf animal. All responses are scaled to 1 
mV. 
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ipsilateral eye. The animal was placed into a stereotaxic frame using the 
previously implanted head holder and the craniotomy was unsealed and the dura 
resected in preparation for recording. The animal was continuously monitored 
while baseline respiratory and physiological measures were collected. The 
animal was then ventilated and a continuous infusion of ketamine (8-10 mg/kg/h) 
and acepromazine (0.04-0.05 mg/kg/h) was started. Following this, the animal 
was paralyzed with Nimbex (cistracurium besylate, induction: 1.5 mg/kg, i.v., 
constant infusion: 1.5 mg/kg/h, i.v.) to prevent eye and limb movement.  
5.3.3  Data acquisition and stimulus presentation 
Twelve channel iridium axial array microelectrodes were lowered ~1,800-
2,000 µm into the dorsal zone of auditory cortex orthogonal to the exposed 
surface of cortex (Figure 5.1 A, C). Because the anterolateral and posterolateral 
lateral suprasylvian areas (ALLS and PLLS, respectively) of extrastriate visual 
cortex lie deep to DZ in the lateral bank of the middle suprasylvian sulcus, care 
was taken not to lower the electrode beyond 2,000 µm. A battery of auditory (A), 
visual (V) and somatosensory (S) stimuli were presented alone and in 
combination (AS, AV, VS, AVS) in pseudo-random order. Auditory stimulation 
consisted of white noise bursts (1-32 kHz; 500 ms duration) presented at 65 dB 
SPL binaurally via earbuds. Ceramic bender actuators delivered somatosensory 
stimulation to three locations on the animal’s body, in order to stimulate three 
separate nerves: 1) contralateral vibrissae (contralateral trigeminal nerve), 2) 
ipsilateral vibrissae (ipsilateral trigeminal nerve), and 3) contralateral forepaw 
(radial nerve). Visual flashes (500 ms duration, 80 lux) were programmed in 
Adobe Flash and delivered via a monitor placed ~25 cm in front of the animal. 
Auditory and somatosensory stimulation were delivered at the same time, while 
visual stimulation was delivered ~65 ms earlier, in order to compensate for 
differences in cortical response latencies. Recording sessions ranged in duration 
from 22-124 hours. 
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5.3.4  Histological procedures 
Following recording procedures, animals were overdosed with sodium 
pentobarbital and perfused intracardially through the ascending aorta with 
physiological saline (0.01 M PBS), then fixative (4% paraformaldehyde), and 
finally 10% sucrose solution. The brain was stereotaxically blocked, removed 
from the skull, photographed and placed in 30% sucrose solution until it sunk. 
The brain was then frozen and sectioned coronally using a cryostat at 60 µm 
intervals. Every other section was processed using the monoclonal antibody SMI-
32 (Covance, Princeton, NJ), which can be used to parcellate visual  (van der 
Gucht et al., 2001) and auditory (Mellott et al., 2010) cortical regions in the cat. 
The remaining sections were either re-processed for SMI-32 reactivity (if the first 
reaction produced faint results) or were stained with cresyl violet and used to 
visualize electrode tracks. The position and depth of electrode tracks were visible 
in the tissue, which were analyzed relative to the border of the auditory and 
visual cortices between DZ and ALLS/PLLS. Only electrode tracks that could 
clearly be determined to lie in DZ were analyzed.  
5.3.5  Data analysis 
All recordings were denoised and sorted in 3-D principal componenet 
space using Offline Sorter (Plexon, Dallas, TX). Only units showing a clear 
refractory period and that achieved statistically significant separation in principal 
component space were classified as single units (Figure 5.3). Once a single unit 
had been isolated, the remainer of the denoised waveforms were classified as 
multiunit activity for that site. If no single unit was clearly identifiable at a given 
site, all of the denoised waveforms were classified as multiunit activity.  
Custom-written scripts in Matlab (Mathworks, Natick, MA) were used to 
analyze the data. A site was considered responsive if the weighted sum of the 
number of spikes/trial during a 30 ms window centered around the peak 
response exceeded 3 standard deviations of the mean spontaneous activity,  
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Figure 5.3  Single unit and multiunit waveforms for a representative site in 
DZ following visual flash stimulation. 
A: The first 50 and last 50 waveforms for a representative single unit, as well as 
the PSTH for that unit. PSTHs have a resolution of 10 ms bins, with the visual 
stimulus (blue bar) superimposed.  B: Multiunit waveforms and PSTH from the 
same site as in A are plotted separately in grey at the same scale.   
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followed by a significant paired t-test between the number of spikes per trial that 
had occurred within the response window following stimulation compared to that 
of spontaneous activity. Neurons were then classified as either unimodal 
(responsive to one sensory modality) or bimodal (responsive to more than one 
sensory modality). 
These analyses were then repeated for multiunit and LFP sites. However, 
the area under the curve within the response window for each trial was used 
instead of the number of spikes per trial for LFP analyses. As in Chapter 4, 
comparisons between population-based measures (multiunit and LFP responses) 
and single units are referred to as comparisons between different scopes of 
neuronal activity. Proportional data were normalized by an arcsine transformation 
prior to analysis.  
5.4  Results 
5.4.1  Area DZ identification.  
Consistent with previous findings (Wong et al., 2014), the auditory cortical 
tissue of early-deaf animals did not show any obvious morphological changes 
compared to that of hearing animals. The SMI-32 neurofilament stain reacted 
robustly in both hearing and deaf animals (Figure 5.1 B, D) and allowed for 
parcellation of the auditory and visual cortices as well as delineation of the border 
between DZ and adjacent extrastriate visual areas ALLS and PLLS. 
Characteristic SMI-32 staining patterns have been previously been described in 
detail for these areas (van der Gucht et al., 2001; Mellott et al., 2010), but in 
general, two distinguishing features could be readily observed. 1) The neuropil 
staining of layer VI in lateral suprasylvian visual areas (i.e. ALLS, AMLS, PLLS, 
PMLS) is characteristically dark, whereas the layer VI neuropil is considerably 
lighter in DZ. This difference is visible even at low magnification (see Figure 5.1 
B, D). 2) DZ has a greater incidence of labeled somata and apical dendrites in 
layer II than do the lateral suprasylvian visual areas.  
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Responses to auditory, visual and somatosensory stimulation in area DZ 
were compared in hearing and early-deafened animals in order to determine 
whether cross-modal reorganization of DZ occurred at a neuronal level. 
Responses were collected from 115 single units and from 189 multiunit and 286 
LFP sites in deaf animals (n = 4). These were compared to data from 191 single 
units, and from 391 multiunit and 407 LFP sites from hearing animals (n = 6). 
Multisensory responses have previously been described in these animals in 
Chapter 4. I first report comparisons between hearing and deaf animals at the 
single unit level, then go on to compare multiunit and LFP sites. 
5.4.2  Single unit responses 
In deaf animals, DZ neurons responded either solely to visual stimulation 
(58.7%; 64/109; e.g. Figure 5.4 C) or bimodally to visual and somatosensory 
stimulation (25.7%; 28/109; e.g. Figure 5.4 D). Less than one-fifth of the neurons 
in deaf animals were unresponsive to any of the stimulation presented in the 
current study (15.6%; 17/109), and no neurons responsive to auditory stimulation 
were found. In comparison, DZ neurons in hearing animals tested with the same 
battery of auditory, visual and somatosensory stimuli were mainly responsive to 
auditory stimulation alone (61.3%;117/191; e.g. Figure 5.4 A), although a fairly 
large proportion of neurons respond bimodally to auditory and visual stimulation 
(30.9%; 59/191; e.g. Figure 5.4 B). There was a smaller proportion of 
unresponsive neurons in hearing animals (7.8%; 15/191). No neurons responsive 
exclusively to somatosensory or visual stimulation were found in hearing animals.  
As in hearing animals, bimodal neurons did not show any organization 
within DZ of deaf animals (Figure 5.5 A). Bimodal cells were found in deep and 
superficial layers alike, and could also be found posteriorly as well as anteriorly in 
DZ. Bimodal VS responses might have been expected to lie anteriorly in DZ, in 
closer proximity to auditory regions known to undergo tactile cross-modal  
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Figure 5.4  Representative examples of sensory neurons recorded in DZ of 
hearing and deaf animals. 
A: A unimodal auditory neuron. This neuron responded vigorously to auditory 
stimulation, but not to somatosensory or visual stimulation. B: A bimodal audio-
visual (AV) neuron. This neuron responded to both auditory and visual 
stimulation, but not somatosensory. The neurons in A and B were only 
encountered in hearing animals. C: A unimodal visual neuron. This neuron 
responds to visual stimulation exclusively. D: A bimodal visual-somatosensory 
(VS) neuron. The neurons in C and D were only encountered in deaf animals. 
Note that in the deaf animals, a vigorous onset response to visual stimulation is 
often present. 
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Figure 5.5  Organization of bimodal versus unimodal neurons in DZ of deaf 
animals 
A: Location of neurons in DZ that responded exclusively to visual stimulation 
(blue) or to both visual and somatosensory stimulation (purple). There were no 
neurons in DZ that exclusively responded to somatosensory stimulation. The x-
axis indicates the approximate A-P location in Horsley-Clarke (1908) coordinates. 
B: Relationship between rostrocaudal position and incidence of bimodal VS 
neurons (grey). C: Relationship between channel position and proportion of 
bimodal VS neurons (black).   
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reorganization following deafness (e.g. AAF, Meredith and Lomber, 2011; fAES,  
Meredith et al., 2011). However, weighted regression analyses showed no 
evidence for rostrocaudal (Figure 5.5 B) or mediolateral (Figure 5.5 C) 
organization within DZ. 
5.4.3 Comparison to multiunit responses and LFP activity 
A cursory examination of the differences between hearing and deafened 
animals at the single unit level shows similar proportions of unimodal compared 
to bimodal responses (Figure 5.6 A). At the multiunit level, 74.1% of sites in deaf 
DZ were responsive only to visual stimulation (140/189), whereas 25.9% of sites 
were bimodal and responded to both visual and somatosensory stimulation 
(49/189). Conversely, in hearing animals, 25.3% of sites in DZ responded only to 
auditory stimulation (99/391), and 74.4% responded bimodally to auditory and 
visual stimulation (291/391). A single site in the hearing animals was 
unresponsive to any stimulation (0.26%; 1/391).  
The proportions of visual and bimodal VS LFP sites were similar in 
deafened animals to that of SU and MU activity. LFP sites mainly responded to 
visual stimulation alone (64.7%; 185/286), with about a third of sites showing 
bimodal VS responses (35.3%; 101/286). LFPs in hearing animals showed 
mainly responses bimodal or trimodal stimulation (AV – 53.8%, 219/407; AS – 
5.16%, 21/407; AVS – 19.6%, 80/407). Roughly one-fifth of LFP sites in the 
hearing animal reflected exclusively auditory inputs (21.4%, 87/407).  
A 3-way ANOVA was used to compare the proportion of neurons for each 
scale of activity (SU, MU, LFP), at unimodal vs. multimodal sites between 
hearing and deaf animals. No significant 3-way interaction was found. However, 
a significant interaction was found for hearing animals for the proportion of 
unimodal vs. multimodal sites at each scale of activity (F(2,10) = 6.84, p = 0.013). 
Differences between the proportion of neurons at each scale of activity were 
found for unimodal (F(2,10) = 6.84, p = 0.013) and multimodal (F(2,10) = 4.58, p  
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Figure 5.6 Comparison of single unit, multiunit and LFP responses in DZ of 
hearing and deafened animals 
A-C: Percentages of responding sites for each type of sensory neuron 
encountered in hearing (solid bars) and deaf animals (hatched bars). D-F: Grand 
averaged responses over all recorded sites for SU, MU and LFP recordings in 
deaf animals, respectively. The grey dashed line indicates the onset of the visual 
stimulus, with the onset and offset of the somatosensory stimulus indicated by 
pink colored circles. G-I: Comparison of the baseline normalized firing rate 
between hearing (dark blue) and deaf (light blue) animals. The peak firing rate of 
SU and MU sites is increased in deaf animals compared to hearing animals at 
stimulus onset and offset. The LFP signal (I) was rectified at each site to control 
for differences in the direction of the signal. 
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= 0.039) sites. Post hoc Tukey-Kramer tests indicated a significant decrease in 
the proportion of unimodal SU compared to LFP sites (p < 0.01), with a 
corresponding increase in the proportion of multimodal sites between SU and 
LFP sites (p < 0.05). Neither the proportion of unimodal nor multimodal MU sites 
were different from those of SU or LFP sites. A similar comparison was run 
separately for deaf animals. There was no significant interaction between the 
proportion of unimodal vs. multimodal (in this case bimodal VS) sites for each 
scale of activity (SU, MU, LFP) in the deaf animals. However, a main effect was 
found between unimodal and multimodal sites (F(1,8) = 11.2, p = 0.01, n = 9), 
indicating the number of unimodal V sites was higher than the number of bimodal 
VS at each scale of activity.  
As in hearing animals, while some visually-responsive sites in deaf 
animals showed considerably stronger responses to stimulus offset than onset 
(e.g. see hearing example in middle panel of Figure 5.4 B), many sites showed 
strong responses to visual stimulation at stimulus onset, which is reflected in the 
mean activity over all sites (Figure 5.6 D-E). This effect is also visible in the 
mean visual response profiles in hearing compared to deaf animals for single 
unit, multiunit and LFP activity (Figure 5.6 G-I). Statistical comparisons between 
the baseline normalized peak response in hearing and deaf animals for each 
response epoch (onset, offset) yielded no significant interaction for any of the 
scales of activity (SU, MU, LFP). However, visual peak responses at the single 
unit level in deaf animals (5.56 spikes/s) are higher than those of hearing animals 
(3.16 spikes/s; p < 0.01). The same holds for multiunit activity (deaf: 8.75 
spikes/s; hearing: 5.58 spikes/s; p < 0.001), however, no change in peak LFP 
responses were found between hearing and deafened animals.  
5.5 Discussion 
The purpose of this study was to compare DZ responses to a battery of 
auditory, visual and somatosensory stimuli in hearing cats to those in deaf cats, 
in order to evaluate the neuronal properties of the behavioral (Lomber et al., 
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2010) and structural (Kok et al., 2014) cross-modal reorganization previously 
uncovered in area DZ. A large proportion of sites responsive exclusively to visual 
stimulation, and a smaller proportion of bimodal sites that responded both to 
visual and somatosensory stimulation were observed across single unit, multiunit 
and LFP measures. These results stand in contrast what has been observed 
previously in hearing animals – while single units responded mainly to auditory 
stimulation, and a small proportion of bimodal auditory and visually responsive 
neurons were encountered, multiunit and LFP sites showed the opposite trend, 
namely, a high proportion of bimodal AV sites and a small proportion of sites that 
responded exclusively to auditory stimulation.  
It is challenging to untangle what these changes mean in terms of the 
reorganization that has gone on at the cellular level. For example, is it merely the 
case that the population of bimodal AV cells in the hearing animal, once deprived 
of auditory input, simply become visually responsive neurons? I consider this 
possibility unlikely, since of 191 neurons sampled in hearing cats, 59 showed 
overt responses to visual stimulation. In comparison, in the deaf animal, 92 of 
109 neurons sampled showed overt responses to visual stimulation. This 
indicates a higher absolute number of visually responsive neurons in a smaller 
sample of cells for the deaf animals. It is additionally unlikely that all of the 
neurons responsive exclusively to auditory stimulation in hearing animals 
become unresponsive following deafness, as although the proportion of 
unresponsive neurons in the deafened animal is increased, it is important to note 
that in terms of absolute numbers, this represents a total of two more 
unresponsive neurons (15 in hearing animals compared to 17 in the deaf). 
Additionally, a proportion of sites were found to be responsive to both 
visual and somatosensory stimulation. Although at first this may seem surprising, 
given that no cells responded overtly to tactile stimulation in the hearing animal, 
the same population of DZ neurons were previously shown to be modulated by 
somatosensory stimulation in hearing animals in Chapter 4, and 24.8% of LFP 
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responses (101/407) show a response to somatosensory stimulation. Because 
LFP activity reflects the local synaptic processing in the vicinity of the electrode, I 
can conclude that there are active inputs transmitting somatosensory information 
to DZ. These inputs are not strong enough to cause action potentials in DZ 
neurons of hearing animals, but they can modulate ongoing activity. This would 
therefore support a competition-based model, whereby the removal of auditory 
input results in the unmasking of these previously ‘silent’ synapses (see Merabet 
et al., 2008 for a discussion on unmasking). Since the major driving auditory 
input is not present to drive these cells in the deaf animal, visual and tactile 
influences are free to compete with one another, and the inputs become 
strengthened in an activity-dependent fashion. Interestingly, the proportion of 
sites responsive to somatosensory stimulation in the deaf at the single and 
multiunit levels are remarkably consistent at ~25%, and the proportion of LFP 
sites responsive to somatosensory stimulation in the deaf animal (35.3%) only 
slightly increases. This is consistent with the unmasking hypothesis, since 
previous anatomical studies failed to show any increase in somatosensory inputs 
to DZ following deafness (Barone et al., 2013; Kok et al., 2014). 
The same studies showed an increase in projection strength from PLLS in 
deaf animals (Kok et al., 2014), which may be responsible for the increase in the 
number of visually responsive single units reported here. As both overt visual 
responses and subthreshold visual modulation was previously reported in DZ of 
hearing animals in Chapter 4, I suggest that both unmasking of latent inputs as 
well as the formation of new connections with PLLS neurons are responsible for 
increase in visually-responsive neurons following deafness. Such a hypothesis 
would dovetail nicely with the finding that DZ becomes behaviorally reorganized 
following deafness to mediate enhanced visual motion perception (Lomber et al., 
2010). Since PLLS is also a visual motion processing region, these results 
provide functional evidence of visual cross-modal reorganization in DZ following 
deafness, in addition to the existing structural and behavioral evidence.   
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These results are generally the opposite of what was reported in the 
anterior auditory field of deaf animals (Meredith and Lomber, 2011), where most 
of the neurons in the deaf animals responded exclusively to tactile stimulation, 
and similar to what was found in the auditory field of the anterior ectosylvian 
sulcus (fAES) of early-deaf animals (Meredith et al., 2011). DZ and fAES are 
both higher-order areas of cat auditory cortex that are involved in sound 
localization in the hearing cat, comprising the auditory ‘where’ pathway along 
with A1 and PAF, whereas AAF is involved in auditory identification or ‘what’ 
processing (Malhotra and Lomber, 2007; Lomber and Malhotra, 2008; Malhotra 
et al., 2008; Lee and Winer, 2011). It has previously been suggested that 
sensory-deprived brain regions may be recruited by spared modalities for the 
processing of homologous functions (Lomber et al., 2010; Meredith et al., 2011). 
For this reason, it is possible that the parallels in cross-modal reorganization of 
areas DZ and fAES following deafness may reflect the similar spatial processing 
functions present in hearing animals.  
There is now behavioral (Lomber et al., 2010), anatomical (Barone et al., 
2013; Kok et al., 2014), and electrophysiological evidence of cross-modal 
reorganization in DZ following deafness. Additionally, a thorough understanding 
of the multisensory processing capabilities of DZ in hearing animals reported in 
Chapter 4 allows for unique insights into the basis of the reorganization found in 
deaf animals in the present study. Collectively, these studies comprise the most 
extensive documentation of cross-modal plasticity in mammalian cortex to date.  
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Chapter 6:  General Discussion 
6.1  Main findings and conclusions 
6.1.1  DZ receives strong projections from visual cortex in hearing animals 
Although the connectivity of DZ with other auditory cortical regions in 
hearing cats had been documented in two previous studies (He and Hashikawa, 
1998; Lee and Winer, 2008), neither study commented on projections from 
regions outside of auditory cortex. The results presented in Chapter 2 show that 
a substantial body of projections from visual regions outside of auditory cortex to 
DZ exist. The vast majority of these projections are from ALLS and PLLS, visual 
motion processing regions of extrastriate visual cortex that lie very near to DZ in 
the banks of the middle suprasylvian sulcus. A separate study conducted around 
the same time confirmed these findings (Barone et al., 2013). These data clearly 
demonstrate that DZ of hearing animals is well-connected with visual cortical 
regions. However, these findings also raise two interesting, but related questions 
regarding the functional relevance of these auditory and visual cortical 
projections to DZ. The first is regarding what kinds of auditory information are 
being relayed by the major sources of auditory cortical projections to DZ, which is 
directly addressed in Chapter 3. The second is whether this large body of visual 
cortical projections has any overt effect on the behavior of neurons in DZ, which 
is directly addressed in Chapter 4. 
6.1.2  The strength of visual cortical projections to DZ is increased in deaf 
animals 
Chapter 2 further demonstrated that DZ of deaf auditory cortex retains the 
same pattern of connectivity as that of DZ in hearing cats. That is, I did not 
observe any novel projections in deaf animals originating from areas that did not 
show any connectivity with DZ in hearing animals. However, I did observe that 
the strong projection from PLLS noted in hearing animals was increased in the 
deaf animals. Given that DZ is known to become cross-modally reorganized in 
deaf animals to mediate enhanced motion detection (Lomber et al., 2010), it is 
175 
 
probable that this amplified projection strength from motion processing regions of 
visual cortex to DZ provides an anatomical basis for the supra-normal visual 
motion detection behavior identified in deaf animals.  
6.1.3  DZ neurons rely on input from A1, whereas PAF may modulate DZ 
responses 
To date, the most current model of auditory cortical hierarchy has relied 
largely on information gleaned from anatomical connectivity studies (Lee and 
Winer, 2011). While connectivity studies clearly provide important information 
regarding the structure of a particular brain region, functional insights from 
electrophysiological or behavioral investigations are required to understand how 
these connections subserve the region of study. The results of Chapter 3 indicate 
that DZ responses to noise bursts and tones are largely dependent on 
information originating in A1. Although DZ peak responses are significantly 
reduced following A1 deactivation, they are not completely abolished. These 
results are similar to those observed for area MT in the primate following 
inactivation of V1 (Girard et al., 1992; Moore et al., 2001), and dissimilar to those 
observed for early visual cortical regions in the object recognition, or ‘what’ 
pathway in visual cortex (Girard et al., 1991a, 1991b). As such, these results 
provide additional evidence for a spatial processing pathway in auditory cortex of 
the cat involving A1, DZ and PAF (Stecker et al., 2003, 2005; Lomber and 
Malhotra, 2008; Malhotra et al., 2008) that is analogous to the dorso-parietal 
‘where’ pathway in visual cortex involving area MT (Mishkin et al., 1983). In 
contrast, neuronal responses were preserved for the most part when PAF was 
deactivated. 
6.1.4  Almost half of DZ neurons are multisensory 
In Chapter 4, I show that a large proportion of neurons in DZ are 
multisensory, and either respond bimodally to auditory and visual stimulation, or 
are modulated by the presence of visual or somatosensory stimuli. I specifically 
demonstrate that this modulation can occur in opposing directions during 
different epochs of the auditory response. I suggest that the modulation that 
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occurs early on in the response may arise sub-cortically, from non-specific 
thalamic afferents, as has been suggested by other researchers (Lakatos et al., 
2007; Kayser et al., 2008), whereas multisensory enhancement of the longer-
latency aspects of the auditory response could be mediated by the large 
proportion of visual cortical projections revealed in Chapter 2. However, further 
experimentation will be required to elucidate whether these projections play a 
definitive role in multisensory processing in DZ. Combining the methodology of 
Chapters 3 and 4 to reversibly deactivate PLLS while recording from DZ using 
multisensory stimulation would clearly demonstrate the role of these projections, 
and represents an interesting avenue of future investigation. 
6.1.5  Population-based measures of neural activity may overestimate the degree 
of multisensory processing in a cortical area 
An ever-increasing number of studies using many different techniques are 
documenting modulation of ‘unisensory’ cortical areas by other senses (e.g. 
review of Driver and Noesselt, 2008). In Chapter 4, I directly compare single-unit 
activity with population-based measures of neural activity, specifically multiunit 
and LFP recordings. I show that multiunit and LFP activity may significantly 
overestimate both the proportion of multisensory neurons, as well as the level of 
multisensory integration occurring in a cortical area. I further suggest that since 
LFP signals are known to correlate with other population-based measures of 
neural activity, such as fMRI, EEG and MEG (Buzsáki et al., 2012), that these 
findings may serve as a cautionary note for the interpretation of multisensory 
integration using population-based measures. 
6.1.6  DZ neurons in deaf animals respond mainly to visual stimulation 
In Chapter 5, I demonstrate that DZ becomes cross-modally reorganized 
at a neuronal level following early deafness. Specifically, I show that most 
neurons in deafened DZ respond to visual stimulation exclusively, but that a 
population of bimodal neurons responsive to both visual and tactile stimulation 
also exists. These findings support previous behavioral evidence that DZ 
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becomes visually reorganized following deafness to process visual motion 
(Lomber et al., 2010), as well as anatomical evidence showing an increase in 
projection strength from visual motion processing regions of the brain (Kok et al.,  
2014). When these studies are considered in conjunction with the multisensory 
processing capabilities of area DZ presented in Chapter 4, I suggest that the 
visual cross-modal reorganization of area DZ is likely mediated by both the 
unmasking of previously silent synapses, as well as by increased connectivity 
with visual regions of the brain, whereas the somatosensory cross-modal 
reorganization of DZ is more likely to be due to unmasking alone.  
6.2  Conclusions 
6.2.1  DZ may be homologous to caudal auditory fields in the primate 
Although parcellation of auditory cortical areas into core versus belt 
regions has been proposed and generally accepted in the primate literature 
(Hackett et al., 2001), no such formal separation has been proposed for auditory 
cortical regions in the cat (Read et al., 2001). It has been suggested that DZ 
forms part of a functional belt region of auditory cortex because of the complexity 
and longer latency of responses in DZ in comparison to core fields A1 and AAF, 
as well as evidence that DZ plays a role in temporal (He et al., 1997) and spatial 
auditory processing (Stecker et al., 2005; Malhotra et al., 2008). However, no 
homologous structure in primate auditory cortex has previously been proposed 
for DZ. In the past, homology between cat and macaque visual systems has 
been suggested using a set of criteria including behaviorally determined function, 
cortical position, electrophysiological responses, and anatomical cortical and 
thalamic connectivity (Payne, 1993).  
On the basis of these criteria, many parallels can be drawn between DZ in 
the cat and caudal regions of primate auditory cortex. Behaviorally, “what” and 
“where” auditory processing streams have previously been identified for both the 
cat (Lomber and Malhotra, 2008) and the primate (Romanski et al., 1999; 
Rauschecker and Tian, 2000). In the primate, the caudolateral (CL) and 
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caudomedial (CM) areas are known to be involved in processing auditory spatial 
information (Rauschecker, 1998; Rauschecker and Tian, 2000; Recanzone, 
2000a; Woods et al., 2006; Kusmierek and Rauschecker, 2014), as is DZ 
(Stecker et al., 2005; Malhotra et al., 2008). In terms of cortical position, caudal 
fields CM and CL in the monkey are located dorso-posteriorly to core fields A1 
and the rostral field (R). DZ is also located dorso-posteriorly to A1 and AAF in the 
cat, and AAF of the cat is considered to be homologous to primate field R 
(Rauschecker et al., 1997). 
Electrophysiologically, response properties in caudal fields of the primate 
share a number of similarlities with DZ. Receptive fields in CM are more broadly 
tuned than the sharp frequency tuning found in core areas A1 and R; (Merzenich 
and Brugge, 1973; Morel et al., 1993; Kosaki et al., 1997)), with neurons in CM 
responding better to noise than to tone stimuli (Recanzone, 2000b), and neurons 
in CL responding better to band-passed noise than to pure tones (Rauschecker 
et al., 1995). Monotonic rate-level functions were also identified in CM of primate 
auditory cortex, with the vast majority characterized as monotonic or saturating 
(Kajikawa et al., 2005). Additionally, Woods et al. (2006) have shown that both 
CM and CL neurons respond most strongly at the highest sound intensity level 
presented. Similarly, Chapter 3 showed that DZ neurons respond better to noise 
than to tones, and also showed a dominance of monotonic rate-level functions. 
Perhaps most convincing is the effect of A1 ablation on neuronal responses in R 
and CM (Rauschecker et al., 1997). A1 ablation had no effect on neuronal 
responses in R, but abolished pure tone responses in CM, while responses to 
more complex stimuli were preserved, albeit weaker in magnitude. These results 
correspond well with those of Chapter 3 in which A1 deactivation strongly 
reduces receptive field bandwidths and increases neuronal thresholds in DZ, but 
has no effect on peak responses in AAF (Carrasco and Lomber, 2010). Finally, 
visual modulation of auditory responses in CM and CL have been shown using 
functional imaging (Kayser et al., 2007) and electrophysiological recordings 
(Kayser et al., 2008). While auditory-somatosensory integration has not been 
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demonstrated in either of these fields, somatosensory inputs capable of eliciting 
responses to median nerve stimulation have been documented in this area 
(Schroeder and Foxe, 2002). Again, these results correspond well with the visual 
and somatosensory modulation of auditory responses in DZ in Chapter 4.  
Finally, both DZ (Lee and Winer, 2008a) and CM/CL (Rauschecker et al., 
1997; de la Mothe et al., 2012) receive input from mainly dorsal regions of 
auditory thalamus. These data stand in stark contrast to the strong projections 
from ventral regions of auditory thalamus to A1 and AAF in the cat (Lee and 
Winer, 2008a) and A1 and R in the primate (Molinari et al., 1995; Rauschecker et 
al., 1997). Furthermore, A1 shares dense, reciprocal connectivity with fields CM 
and CL (Kaas and Hackett, 2000), as does DZ (Lee and Winer, 2008a).  
Despite these similarities, a few discrepancies between caudal areas in 
the primate and DZ in the cat should be noted. Response latencies of neurons in 
CM and CL, for example, have been shown to be shorter or similar to those of A1 
(Camalier et al., 2012; Kusmierek and Rauschecker, 2014), whereas in the cat, 
only AAF neurons have shorter response latencies than neurons in A1 (Carrasco 
and Lomber, 2009). CM is also roughly tonotopically organized in the primate 
(Morel et al., 1993), whereas DZ is traditionally considered to be non-tonotopic 
(Lee and Winer, 2011). While it could be argued that PAF and fAES may also be 
considered as candidates for homology with CM based on the behavioral 
similarity of their spatial processing roles (Malhotra et al., 2007), fAES and PAF 
both violate some of the above-metioned criteria for the establishment of 
homology. fAES violates the cortical position criterion, being located antero-
ventrally to A1 and AAF, as well as the anatomical cortical connectivity criterion, 
as it does not receive a strong projection from A1 (Lee and Winer, 2008a). PAF 
violates thalamic connectivity criterion, as the strongest auditory thalamic 
projection it receives is from the ventral division of MGN, and as such, has been 
considered homologous with core regions of primate auditory cortex (Hackett et 
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al., 2011). Furthermore, neither fAES or PAF neurons have been shown to be 
modulated by either visual or somatosensory stimuli.  
Therefore, the work presented in this thesis adds to a body of literature 
documenting shared behavioral, topographic, electrophysiological and 
anatomical similarities with caudal fields CM/CL of the primate, and as such, fulfil 
the criteria outlined above for possible homology with these fields. 
6.2.2  DZ is the most extensively-documented model of cross-modal plasticity in 
mammalian cortex to date 
In addition to the previously published behavioral evidence of cross-modal 
reorganization in DZ (Lomber et al., 2010), this thesis adds a number of novel 
insights which together make this region the most comprehensive model of 
cross-modal plasticity in mammalian cortex. This thesis documents anatomical 
changes in connectivity in deaf animals (Chapter 2) which corroborate previous 
behavioral findings (Lomber et al., 2010), electrophysiological evidence of cross-
modal plasticity (Chapter 5), and evidence of multisensory processing in DZ at 
multiple scales of neuronal activity, which allow for unique insights into the cross-
modal reorganization that takes place following deafness (Chapter 4).  
While some neuroimaging studies have documented behavioral evidence 
of superior performance in blind or deaf individuals, and have located brain 
regions involved in mediating these enhanced abilities (e.g. Sadato et al., 1996), 
changes in the functional connectivity of the cerebral cortex following blindness 
or deafness have not been documented, and as such, the mechanisms that give 
rise to this plasticity remain murky. With respect to V1, some anatomical changes 
have been documented in the opossum (Karlen et al., 2006); however it remains 
unknown whether these changes are generalizable to species phylogenetically 
more closely related to humans. 
Similarly, in the animal literature, while some studies have demonstrated a 
behavioral improvement in the performance of a task in sensory-deprived 
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animals and have correlated it with electrophysiological evidence of cross-modal 
plasticity (e.g. Izraeli et al. 2002), only Lomber and colleagues (2010) have 
conclusively localized enhanced ability to a particular brain region. Aside from 
this, although a few studies in cat cortex have correlated behavioral 
enhancements with electrophysiological findings (Korte and Rauschecker, 1993; 
Rauschecker and Korte, 1993; Rauschecker and Kniepert, 1994, Meredith et al., 
2011), again, the connectional changes that give rise to this plasticity remain 
undetermined. Furthermore, the multisensory processing capabilities of these 
areas remain largely uninvestigated and could provide important information 
regarding the influence of other sensory modalities on the area of interest in non-
deprived animals, particularly in the absence of documented connectional 
changes following deprivation.   
Together, this thesis provides original insights into the structure and 
function of DZ in both hearing and deafened animals. These findings conclusively 
demonstrate that DZ receives active visual inputs in hearing animals that are 
strengthened following deafness to contribute to the reorganization of DZ as a 
region involved in visual motion processing. This research has spawned a 
number of interesting avenues for future experimentation to further elucidate our 
understanding of the principles underlying basic sensation as well as cross-
modal plasticity. 
6.3  Future directions 
In addition to the logical extension of the findings in Chapters 2 through 4 
suggested in section 6.1.4, a number of potential experiments could build on the 
findings reported in this thesis. For example, in Chapter 3 I recorded from 
anesthetized animals using fairly simple stimulus sets (noise bursts and tones). 
However, given the existence of a large projection from PLLS in the hearing 
animal found in Chapter 2, as well as the long-latency bimodal responses to 
auditory and visual stimulation found in Chapter 4, combined with the known 
spatial (Stecker et al., 2005) and duration (He et al., 1997) tuning properties of 
DZ, it would be interesting to record from DZ neurons while presenting auditory 
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and visual stimuli that varied in location and duration. Evaluation of the 
responses of DZ neurons to congruent and incongruent audio-visual stimuli 
within space could yield insights into the behavioral and functional relevance of 
the multisensory integration and interactions reported in this thesis. 
 An extension of the findings of Chapter 5 would be to evaluate the 
response properties of the visually-responsive neurons in hearing and deaf DZ. 
Do they respond to visual motion? If so, do they show direction selectivity? What 
is the receptive field of these neurons? Is there a difference between responses 
to actual motion and apparent motion? The answers to these questions could 
provide valuable clues to the missing pieces of the cross-modal puzzle, such as 
why some sub-regions of sensory-deprived cortices become reorganized and 
others do not. 
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