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A B S T R A C T
We present an experiment performed in 2016 at the LULI2000 laser facility in which X-ray and XUV absorption
structures of nickel hot plasmas were measured simultaneously. Such experiments may provide stringent tests of
the accuracy of plasma atomic-physics codes used to the modeling of plasmas close to local thermodynamic
equilibrium. The experimental set-up relies on a symmetric heating of the sample foil by two gold hohlraums in
order to reduce the spatial gradients. The plasma conditions are characterized by temperatures between 10 and
20 eV and densities of the order of 10−3 g/cm3–10−2 g/cm3. For the X-ray part, we investigate the 2p-3d and 2p-
4d transitions, and for the XUV part, we recorded the Δn=0 (n=3) transitions, which present a high sensitivity
to plasma temperature. These latter transitions are of particular interest because, in mid-Z plasmas, they
dominate the Planck and Rosseland mean opacities. Measured spectra are compared to calculations performed
using the hybrid opacity code SCO-RCG and the Flexible Atomic Code (FAC). The influence of a spectator
electron on the calculated spectra is analyzed using the latter code.
Introduction
Plasma opacities are of great interest for astrophysics and inertial
confinement fusion. Opacity measurements allow one to validate theo-
retical methods and plasma atomic-physics codes which in turn are used
to calculate transport coefficients in radiative-hydrodynamics codes.
Absorption spectroscopy is a powerful way to study hot and dense matter
such as laser-produced plasma. Spectroscopy can provide information on
plasma radiative properties, electron structures and plasma equation of
state which are of paramount importance for inertial confinement fusion,
astrophysical plasmas and laboratory dense plasmas.
In the last few decades, different experiments have been performed
for plasmas close to local thermodynamic equilibrium (LTE) with in-
direct target heating in the X-ray [1–22] and XUV [23–27] ranges. As
appropriate thermodynamics conditions are mandatory for critical
studies of atomic physics in dense plasmas, our team has recently de-
veloped a new design of indirect heating in order to create plasmas
close to LTE and improve their temperature and density homogeneities.
The corresponding experimental set-up has been successful for the X-
ray absorption measurements of the 2p-3d transitions of mid-Z elements
[28]. The experimental scheme is based on an indirect heating of a
multilayer thin foils by two gold hohlraums irradiated by two fre-
quency-doubled nanosecond 100 J beams. The spatial gradients of
temperature and density inside the sample are reduced during the
spectroscopic measurement due to irradiation on both sides of the foil
by the hohlraums. The plasma, which is expected to be close to LTE, is
probed by an X-ray backlight source created by a gold foil heated by a
third nanosecond beam with an energy of about 10 J at 2ω. This
backlight source is directly recorded in X-ray and XUV ranges by two
different spectrometers. Simultaneously a third spectrometer consisting
of two independent tracks detects the signal passing through the thin
foil also in X-ray and XUV ranges.
During the experimental campaign, the 2p-3d and 2p-4d absorption
structures have been measured for different elements of the iron group
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and for different material thicknesses. Furthermore, one XUV spectrum
of nickel (Δn=0 for n=3), as well as its X-ray spectrum have been
measured at the same time. In the present work, only results concerning
nickel are discussed. This simultaneous measurement from the same
plasma provides two different estimates of the in-situ plasma tem-
perature and can validate with better accuracy the atomic-physics
codes. Indeed, both kinds of transitions, the X-ray 2p-3d and the XUV
3p-3d, are sensitive to the plasma temperature. In the X-ray case, a
change in the electron temperature impacts mainly the 2p-3d spectral
position, whereas in the XUV case it will affect mainly the strength of
the 3p-3d absorption. The measurement of the position of the 2p-3d
transition structures can thus be used as a temperature diagnostic
during the measurement of the 3-3 transition structures. Using com-
parisons with opacity codes, these measurements offer two different
approaches to determine the electron temperature.
In addition, XUV measurements are also specifically interesting for
astrophysical purposes. The codes of stellar structure and evolution are
sensitive to the Rosseland opacities of iron group elements (Cr, Fe, Ni,
Cu) in the XUV range. At photon energies of about 20 eV, the M band
contribution of these elements creates an opacity peak which can ex-
plain excitations inside the radiative envelope of massive pulsed stars
such as beta Cephei-type stars [29]. In such stars, typical thermo-
dynamic conditions for iron are T ∼ 15 eV and rho ∼ 10−6 g/cc [30].
Considering the average ionization, these astrophysical conditions are
equivalent to those of a plasma at 25 eV and 5mg/cc. The general
features of the absorption process in the M band are similar in both
cases.
Hereafter, we will describe the experimental set-up in detail, pre-
senting the simultaneous detection of X-ray and XUV spectra for nickel
plasmas. We will also show and discuss X-ray spectra obtained for
different plasma conditions and interpret them using SCO-RCG and FAC
codes.
Experimental set up and data processing
The experiment is performed at the Nd:glass LULI2000 laser facility,
using a three-beam configuration. Two high-energy 1.5 ns pulse dura-
tion beams (“pump beams”) are used to irradiate two gold spheres in
order to create an approximately Planckian radiation which heats a
multi-layer foil on each side. Each beam is frequency-doubled (0.526
um) for better X-ray conversion efficiency and provides an on-target
energy between 90 J and 300 J. A third 0.9 ns FWHM pulse duration
beam (“probe beam”) is used to irradiate a gold foil (the “backlighter”)
and creates a radiative source which will probe the hot plasma. This
beam, which is also frequency-doubled, delivers about 10 J and heats
the backlighter with a delay of 1.5 or 2.5 ns with respect to the rising
edge of the two synchronized pump beams. The probe pulse shape is
roughly square, and the spot size is less than 50 µm. This size is in-
tegrated in our estimated experimental resolution, which is E/ΔE=400
in the X-ray range, and about 80 en the XUV range. Fig. 1 shows the
target design with the configuration of the three beams. The focusing
details for each laser beam as well as the type of sample we use are
described in Ref. [28].
Table 1 summarizes the different samples studied during our ex-
perimental campaign.
The areal density is calculated using:
= × × × d10 2A 1
with ρA in μg/cm2, ρ the density of Ni= 8.9 g/cm3 and d the thickness
of the sample in nm given by the manufacturer. The factor 2 comes
from the angle of the sample regarding to the cavity axis. For all the
shots of Table 1, the probe duration was 0.9 ns, and its delay was 2.5 ns
after the heating beams of the two hohlraums.
In order to record plasma absorption structures in both spectral
ranges, we use four spectrometers. Two spectrometers are designed to
measure the radiation produced by the backlighter source that is par-
tially absorbed by the hot plasma of the target sample. This attenuated
signal is denoted as the “I” measurement. These “I” spectrometers are
two different measurement tracks and are inside one single box. Lines of
sight are separated by only 2.5° enabling to record simultaneously the
transmitted spectra through the sample, one in the X-ray range
(700 eV–1600 eV) and the other one in the XUV range (50 eV–250 eV).
The X-ray spectrometer is a new version of the spectrometer described in
Ref [31]. It has been used in Ref [28]. It consists of a thin aluminized
mylar filter (mylar 1.5 µm Al 0.1 µm), a grazing incidence mirror at 1.5°
with a platinum coating, a concave TlAP crystal and a TR imaging plate.
The XUV spectrometer track is a new version of the spectrometer de-
scribed in Ref. [32]. It is composed of a grazing incidence spherical
mirror covered with a nickel layer at 6°, a grazing incidence flat mirror
coated with a Ni layer at the same grazing incidence angle and two
grazing incidence carbon mirrors at 10° focusing the signal onto a SHI-
MADZU 1200 lines/mm flat field diffraction grating, which disperses the
signal onto a detection plane where a TR Imaging Plate is inserted. In
such an arrangement, we obtain a spectral range from 50 to 250 eV. The
two carbon mirrors stop XUV radiations with energies above 200 eV,
enabling to perform XUV measurements unperturbed by second order or
higher order diffraction from the grating. TR Image Plates are sensitive in
both these spectral ranges because they are not protected [33–35].
Fig. 1. Side view of the target design regarding to the beam configuration.
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Two other spectrometers measure the un-attenuated backlighter
emission spectra, referred to as the “I0” measurement. The I0 X-ray
spectrometer is the spectrometer described in Ref. [31]. Its mirror is
from the same batch and is used at the same grazing incidence angle as
the mirror used in the I X-ray track. The radius of the TlAP crystal is the
same. The I0 XUV spectrometer is set in another box. Its mirrors are
from the same batch as the mirrors used in the I XUV track, have the
same coating are used at the same angle. The grating is the same.
Distances are not exactly the same in the I spectrometers and the I0
spectrometers so that dispersion relations on the imaging plates of both
X-ray and both XUV spectrometers are not exactly the same. This fact
and the anisotropy of X-ray and XUV radiation is taken into account
when analyzing data in an experimentally measured X-ray correction
ratio shown on Fig. 5.
From calibration shots with emission lines of an aluminum target,
the exact dispersion of the four spectrometers is deduced. As barium is a
component of the TR IP, Ba MIV and MV edges at 796 and 781 eV are
visible on all X-ray spectra and are used are a spectral marker. Spectral
resolution is 3 eV at 1000 eV (FWHM of Cu emission lines). In the XUV
range, zero order is used as a spatial marker and spectral resolution is
approximately 1 eV (FWHM of a Cu M emission line at 72 eV).
Fig. 2 illustrates the positions of the spectrometers with respect to
the target. It is worth noting that all spectrometers are pointing to the
radiation source, measuring either the backlighter emission (I0) or its
transmission through the heated sample (I).
Furthermore, it is important to prevent recording the self-emission
of the gold spheres, used as heating system, on the detectors. For this
purpose, we added a metallic screening piece around the target to block
this emission from the line of sight of the spectrometers. The efficiency
of this piece
Fig. 3 has been tested via a specific shot, by focusing the heating
beams in the gold spheres (without any backlighter source) and by
observing the absence of signal on three of the four detectors. It appears
indeed that the two I0 spectrometers and the X-ray track inside the I
spectrometer are well protected from the self-emission of the spheres by
the metallic piece. However, for the XUV track inside the I spectro-
meter, the problem persists, and we still detect a strong signal as shown
on Fig. 4. In our analysis this signal is subtracted from the XUV ab-
sorption spectrum.
The XUV self-emission signal is due to the plasma generated in the
gold hohlraums that leaks through the heating holes, thus reaching the
line of sight of the I spectrometer a few nanoseconds after the laser
pulses. At this time the plasma is still hot enough to emit in the XUV
range and the time-integrated detector records this emission.
As visible on Fig. 4, the measured cavity self-emission was shown to
scale as the square of the heating laser energy. When this energy is
200 J per cavity, the XUV emission at its 80-eV peak is roughly of the
same magnitude as the backlighter signal. Since the XUV transmission
measurement was performed with 100–120 J per cavity, we estimate
that the background signal was then about 4 times lower than the
backlighter.
This design permits to produce a mid-Z plasma close to LTE [28],
from which we can measure the absorption spectra simultaneously in
two different ranges (XUV and X-ray) in a single shot. To determine the
transmission I/I0 of the hot plasma, the different angles of measurement
between the spectrometers (see Fig. 2) have to be taken into account.
Indeed, the backlighter emission measured by all spectrometers on the
same shot (i.e. without absorption target) is not identical. This dis-
crepancy is due to different detector solid angles, different spectral
responses (position of mirrors, incident angles, reflectivities, etc.), and
small anisotropic effects. To compensate these geometrical issues on the
absorption spectra, we have made different reference shots of the
backlighter emission (i.e. without the absorption target) in order to
calculate the relative intensity ratio of the spectra obtained with the I
and I0 spectrometers. This ratio represents the geometrical
Table 1
Characteristics of the samples used during the experiment. The areal density
includes a factor √2 accounting for the 45° incidence.
Shot number Sample materials and
thicknesses (nm)
Areal density
(μg/cm2)
Laser energy per
hohlraum
T75 C/Ni/C Ni: 35.2 116 J
70/28/70
T79 C/Ni/C Ni: 21.4 112 J
70/17/70
T81* C/Ni/C Ni: 21.4 96 J
70/17/70
⁎ This sample has been heated by two gold flat foils instead of hohlraums.
Fig. 2. Top view of the experimental set up showing the line of sight of the
three spectrometers.
Fig. 3. Drawing of the metallic screening piece protecting the spectrometers
from the self-emission of the gold spheres: a) view from the side of the two I0
spectrometers; b) view from the I spectrometer.
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discrepancies we have between two spectrometers detecting the same
given spectral range. Hence, we can use it as a correction to the ab-
sorption spectra. Fig. 5 displays these correction ratios for X-ray and
XUV ranges. In an ideal case the ratio should be, for both spectral
ranges, a horizontal line equal to 1. But as we can see on this figure, it is
not the case, which means the intensity received by each spectrometer
detecting the same spectral range is slightly different. The various X-ray
curves in Fig 5 (top) refer to different shots, recorded on different days.
The overall similarity of these curves ensures the temporal reproduci-
bility of the transmission calibration process. In other words, there was
no significant drift of this calibration factor during the whole campaign.
This variation can easily be explained by the shot-to-shot fluctuation
well known in laser experiment. An average of these three curves has
been done as final correction ratio for X-ray range. In addition to this
correction, all the spectra are processed as described in ref [28].
Spatial and temporal gradients
Radiative-hydrodynamics calculations have been performed in
order to estimate the temperature and density gradients present inside
the samples. The 2D axisymmetric (cylindrical geometry) Lagrangian
radiative hydrodynamic code FCI2 [36,37] has been used to simulate
the radiative temperature generated inside the gold spheres and heating
the sample but also, to calculate the temperature and density inside the
different layers composing the sample. The radiative energy intensity of
the hohlraum is simulated by multi-group Monte Carlo transport, cou-
pled with LTE opacities modified by simplified non-LTE corrections,
implementing the notion of ionization temperature [38,39,40]. The
code takes into account the local and non-local effects of the heat flux.
Local heat transport is based on the Spitzer model and non-local
transport is taken into account via a flux limiter. It is also possible, in
order to model non-local effects, to use a so-called “delocalized flux”
model [41] calibrated on the Fokker-Planck simulations. The propa-
gation and refraction of the laser beam are described by a ray-tracing
method. Along these rays, the mechanism of absorption of laser energy
by the plasma is the inverse Bremsstrahlung. The propagation of the
electromagnetic wave of the laser is not completely described by FCI2,
only the energy deposit on the path of the radius in question is calcu-
lated. The hydrodynamic evolution of the plasma calculated by FCI2
makes possible to obtain the evolution of the electron and ion tem-
peratures. Fig. 6 shows the temperature and density inside a nickel
target as a function of the position inside the sample. Each curve cor-
responds to a different time, with the origin t=0 at the beginning of
the “pump” laser pulses.
Fig. 4. Background XUV emission from the gold spheres measured for various
energies of the heating laser.
Fig. 5. Correction ratios corresponding to the different observing angles of I
and I0 spectrometers for (top) X-ray spectral range, calculated over three dif-
ferent shots separated in time over the experimental campaign; and (bottom)
XUV spectral range, calculated over only one shot.
Fig. 6. Temperature (upper plot) and density (lower plot) profiles for different
times obtained from hydro-radiative simulation of shot 79.
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These simulations have been performed assuming a diluted
Planckian radiation determined from the hohlraum simulations. We can
see that the spatial gradients are rather limited inside the nickel layer of
interest. The density within the carbon layers is less homogeneous
which motivated our choice to use multilayer sample. Indeed, these
carbon layers are the first to be heated by the radiation and expand
quickly in space while the nickel layer keeps a rather stable and uni-
form density. On the other hand, we can see significant temporal var-
iations during the probing time (Fig. 6). But as shown in Fig. 7, during
the probing time, the mean ionization is fairly constant.
Since the mean ionization is one of the most important parameters
for the calculation of spectra, it allows us to consider the plasma as
stable and homogeneous during this probing time despite of the tem-
perature and density temporal fluctuations.
X-ray and XUV spectra
In this section, we present several measured nickel X-ray and XUV
spectra compared to calculations performed using the atomic-physics
code SCO-RCG [42–45] and to the detailed atomic code FAC [46].
The hybrid (detailed-statistical) opacity code SCO-RCG is devoted to
the diagnostics and interpretation of spectroscopy experiments in LTE
plasmas. The data required for the calculation of the detailed transition
arrays (Slater, spin-orbit and dipolar integrals) are obtained from the
super-configuration code SCO [47], providing in this way a consistent
description of the plasma screening effects on the one-electron wave
functions. Then, the levels and lines (energy and strength) are com-
puted by an adapted RCG routine of Cowan [48] using the data from
SCO. The extended list of configurations or super-configurations is
generated automatically according to several criteria (on Boltzmann
probability, number of successive excitations, etc.). Detailed-Line-Ac-
counting computations are performed only for pairs of configurations
giving rise to less than 800,000 lines. In other cases, transition arrays
are represented statistically by Gaussian profiles in the UTA or SOSA
formalisms. The code also uses an extension of the PRTA (Partially
Resolved Transition Array) model [49], which consists in replacing
many statistical transition arrays by small-scale Detailed-Line-Ac-
counting calculations. This allows us to improve the treatment of the
highly excited states and thus of many satellite lines [45].
Calculations have also been performed using the Flexible Atomic
Code (FAC) [46]. This code is able to handle the most general config-
uration interaction, i.e., between relativistic and non-relativistic con-
figurations. An Unresolved Transition Array mode [50,51] is also
available, where first moments are computed for transitions between
two relativistic configurations.
Note that this mode, based on relativistic configuration average, is
more commonly named SOSA in the literature. Additionally, a hybrid
mode has been recently developed where some levels are dealt with in
detail (fine-structure) while others are averaged through the transition
array formalism [52]. The data produced by FAC are post-processed
using a code recently developed [53]. As a rule, the UTA/SOSA mode of
FAC allows one to perform atomic computations faster by orders of
magnitude than the detailed mode. However, it has been mentioned
previously [10] that this average mode is inefficient for describing
strongly absorbing transitions such as the 2p-3d lines analyzed below:
in such cases, the UTA mode overestimates the maximum transmission
depth. This is due to the inaccuracy in the line profile used in UTA
mode [10] and does not apply to weakly absorbing lines.
Fig. 8a shows the measured transmission of a nickel plasma (shot
75, see Table 1) compared to theoretical spectra computed with the
SCO-RCG code at two different temperatures (10 and 12 eV) and at a
density of 0.005 g/cm3.
In the SCO-RCG computation, the ratio of the 2p1/2-3d3/2 and 2p3/2-
3d5/2 relativistic substructures of the 2p-3d absorption feature is well
reproduced by the computations at temperatures between 10 and
12 eV. The amplitudes of the 2p-4d transitions, at higher photon
Fig. 7. Variation of mean ionization with respect to time for mesh number 49 of
nickel (shot 79, see the preceding figures). The colored zone corresponds to the
probing time range.
Fig. 8. (a) Measured transmission of a nickel plasma (shot 75, see Table 1) compared to theoretical spectra calculated with the SCO-RCG code at two different
temperatures (10 and 12 eV) and at the density of 0.005 g/cm3. (b) Computation of a C–Ni–C plasma transmission with FAC, compared to shot 75 (see Table 1). The
nickel and carbon areal masses are taken as 35.2 µg/cm2 and 42.4 µg/cm2 respectively.
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energies, seem to be in better agreement with the calculation at
T=12 eV.
The FAC computation for Shot 75 is plotted on Fig. 8b and, like for
the SCO-RCG results, the presents calculation made for 12 eV and
5 mg/cm3. The absorption of carbon tampers has been accounted for
assuming a temperature of 10 eV, a density of 3 mg/cm3, and an areal
density of 42.4 µg/cm2. The carbon absorption is dealt with in UTA
mode, though the detailed result would be very similar. The nickel
bound-free absorption is also dealt with in UTA mode: as we have
been able to check using a simpler configuration set, the detailed
calculation would give similar results and require a significant com-
putational effort. Concerning the bound-bound contribution, some
attention has been devoted to the effect of spectator electrons. This
effect of a spectator 4× 1 electron is discussed in the Appendix A. The
bound-bound contribution is computed using a newly implemented
hybrid mode of FAC [53]. The configurations involved in the 2p-3d
line, including the 4× 1 spectator electron are treated as detailed,
while all the other configurations are in UTA mode. On Fig. 8b one
observes a good agreement between FAC and experiment. In parti-
cular the position and depth of the 2p-3d main structure around
860 eV is correctly described assuming T=12 eV and ρ=5mg/cm3
for the Ni slab. Accounting for a spectator electron Nl with N=4, 5 or
6 and 0≤ l ≤ N−1 one gets a transmission in agreement with shot
75 for the 2p-4d structures in the 925–950 eV range. For these com-
ponents, one notices that FAC data are shifted toward high energies by
2 to 4 eV. We have no definite explanation for this shift that is also
visible though smaller in the SCO-RCG computation. Above 1000 eV
where the plasma opacity is mainly due to photoionization, we ob-
serve an overall good agreement. We have tried to include the 2s-np
lines that are visible in the 1050–1100 eV region in SCO-RCG com-
putation, but since they cannot be identified with any structure on
shot 75, we decided to neglect them.
In order to test our experimental scheme, in particular the ability to
produce near-LTE plasmas using the X-ray heating from gold hohl-
raums, several shots were taken with which the hohlraums were re-
placed by two gold foils irradiated by two laser beams. Experimental
spectra are presented in Fig. 9a. If we compare the spectra with foils
and the spectra with hohlraums, we find that in the case of a heating by
the hohlraums, using SCO-RCG code it is possible to interpret the ex-
perimental spectrum for a homogeneous plasma at a given temperature
(T=10 eV). However, in the case of gold foil heating, it was necessary
to average two separately computed spectra, one at T=10 eV and the
other at T=17 eV to reproduce the experimental spectrum (Fig. 9b).
This seems to indicate that the temperature gradients are more im-
portant in the configuration using foils. Similar effects were observed
on the density gradients. This was expected, since in the case of the
foils, the radiation is far from being Planckian; this explains why the
homogeneity of the sample is not as satisfactory as in the case of the
heating by hohlraums (Fig. 9b).
Similar results have been obtained using FAC as shown in Figs. 9c
and 9d for shot 79 with cavities and shot 81 with foils, respectively. The
absorption due to nickel and carbon slabs have been computed as
mentioned above for Fig. 8b. In agreement with the hydro-analysis, a
temperature of 7.5 eV and mass density of 2mg/cm3 has been assumed
for the carbon in Fig. 9c, regardless of Ni temperature. In Fig. 9c we
note that the 2p-3d structure is correctly reproduced assuming
T=12 eV as for shot 75.
In Fig. 9d we note a rough agreement on 2p-3d position assuming
that temperature gradients can be represented by an average between
T=10 and T=17 eV calculations. We also note, in agreement with
SCO-RCG, that the continuous contribution to the transmission asso-
ciated to C and Ni photoionization is rather different in experimental
data and computations. Some moderate differences between SCO-RCG
and FAC are related to differences in the photoionization cross-sections
and to the less complete character of the level list included in the FAC
computation for nickel.
Since we are confident in the determination of areal masses and
since both theoretical models obtain a transmission higher by 0.1–0.2
than measured in the region above 900 eV, we estimate that the dis-
crepancy in Figs. 9c or 9d is related to a calibration issue. To confirm
this, we display on Fig. 9e an analysis of the Beer–Lambert law com-
paring shots 75 and 79. The position of the 2p-3d structures and the
laser energy listed in Table 1 suggests that the sample temperature is
similar in both shots. Indeed Beer–Lambert law holds in the 2p-3d re-
gion since the black curve and the blue curve are rather similar here.
Conversely, the scaled transmission for shot 79 is below the transmis-
sion for shot 75 by 0.2 units in the 900–1200 eV energy range. One
must keep in mind that both shots were performed with 140-nm-thick
carbon tampers, therefore we expect that the 28/17 exponent on the
blue curve should result in a lower transmission. However, a FAC
computation shows that this carbon slab transmission at 800 eV (resp.
1200 eV) is about 0.87 (resp. 0.95). Therefore, the Beer–Lambert
scaling should result in a lowering by a factor 0.91 (resp. 0.97) of the
blue curve with respect to the black one. The shift observed on Fig. 9e is
indeed significantly greater. Gradients in temperature or density cannot
be invoked either, since both 10 eV and 17 eV computations exhibit the
same disagreement with experiment on photoionization signal. We at-
tribute the Beer–Lambert-law breakdown in the 900–1200 eV region to
a calibration issue.
Due to the above-mentioned influence of the XUV self-emission of
the gold spheres, the XUV absorption spectra are difficult to measure
and we present here only one experimental XUV spectrum for a nickel
plasma. Fig. 10a presents the XUV spectrum obtained and Fig 10b
shows SCO-RCG calculations. The signal-to-noise ratio being low, we
treat this XUV spectrum as a preliminary result.
The XUV spectrum presented here, as well as the X-ray spectrum of
Figs. 8a and 8b, have been detected simultaneously from the same
plasma. We can see for both of them that the same temperature in the
10–14 eV range has been inferred using two independent simulations
(Fig. 8a and 10b), making this first XUV result very encouraging.
However, the XUV spectrum was difficult to measure and represents
only a “trace” of absorption structure that provides motivation to
continue these measurements.
To obtain the spectrum in Fig. 10a, we first divided the raw
transmission data by the XUV correction ratio (Fig. 5b) and then we
subtracted the cavity self-emission obtained with 200 J energy laser.
But the fact that we recorded only one calibration curve in the XUV
range, and that the self-emission used corresponds to higher energy
laser that what was used for shot 79 surely limits the reliability of
this XUV result. Comparing Figs. 10 and 4, we note that the max-
imum absorption occurs close to 80 eV, precisely where the cavity
emission is maximum. Therefore, this spectrum, obtained without
any temporal resolution, must be taken with care and the comparison
with theoretical computation is not fully significant. Due to the lack
of a streak camera, we simply consider this campaign as a benchmark
for the setup involving simultaneous detection of X and XUV ab-
sorption.
Conclusion
During this experimental campaign, we have made progress in
our project to measure simultaneously X-ray and XUV spectra of
nickel and copper plasmas. Concerning the X-ray spectra, the plasma
temperatures have been rather lower than those of our previous
measurements (see [28]), due to the use of lower laser energy in
order to reduce the “background” self-emission from the gold hohl-
raums. Therefore the present study may be considered as an exten-
sion of our previous work to lower sample temperatures. In nickel,
the absorption in the 2p-3d region has been correctly interpreted by
the hybrid SCO-RCG opacity code and with FAC, while an acceptable
agreement is obtained for the photoionization level at least on the
shot 75 (thick sample). We attribute the limited agreement on the
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photoionization level to calibration issues. Concerning the XUV
spectra, only one XUV transmission spectrum was recorded si-
multaneously with the X-ray spectrum in the case of a nickel plasma.
Indeed, this XUV spectrum only exhibits a qualitative agreement
with theoretical calculations. Furthermore, we had to subtract the
cavity self-emission from the transmitted light, which is a delicate
procedure since this emission was measured in a separate shot. Last,
the calibration of the transmission was less accurate in the XUV
range than in the X-ray range.
Let us note however that all measured spectra were time in-
tegrated. In future experiments, we plan to make time-resolved
measurements using a streak camera in order to clearly separate the
XUV absorption signal from the background emission from the gold
hohlraums.
Fig. 9. (a) Experimental spectra of C–Ni–C corresponding to shots 79 (heating by gold spheres) and 81 (heating by gold foils). (b) SCO-RCG calculations: we can see
that shot 79 can be interpreted at a single temperature (10 eV), but that shot 81 can only be interpreted by averaging spectra at different temperatures (10 and 17 eV).
This tends to confirm that the heating by spheres yields a better homogeneity of the sample then the heating by foils. (c) FAC calculation for shot 79. Computations
have been done with T=10 eV, 12 eV, 13.5 eV and ρ=5mg/cm3 for nickel, with an areal density of 21.4 µg/cm2. Conditions for carbon are T=7.5 eV, ρ=2mg/
cm3, ρL = 42.4 µg/cm2. (d) FAC computation for shot 81 with the same procedure as with SCO-RCG in Fig 9b. (e) Test of Beer–Lambert law on shots 75 and 79.
Carbon tampers are 140 nm-thick for both shots.
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Appendix A. Influence of a spectator electron on the 2p-4d lines
In a previous paper [17], see also [54], we have shown that the 2p-3d structure for moderate-Z metals such as Fe reveals a competition process
between the spin-orbit effect and a configuration broadening associated to the 3p subshell opening. For ion temperatures above 20 eV this
broadening tends to wash out the spin-orbit splitting [16, 17]. We might expect to observe a similar competition in the analyzed experiment.
However, the sample temperatures in the experiment presented in this paper, were usually below 15 eV. Using the UTA mode in FAC we have been
able to check that the 3p subshell is then almost filled, the 3p5/3p6 population ratio being less than 0.03. Namely at 12 eV and 5mg/cm3, a simple
UTA estimation, including all possible M-shell occupations, shows that the 3p5 population is about 0.014, and the 3s23p4 or 3s3p6 populations are
below 10−4.
Conversely, we have checked that the influence of outer electrons cannot be ignored in order to describe properly 2p-4d transitions. For instance,
the contribution of transitions such as 2p6 3d5 4l→2p5 3d5 4d 4l (l=0–3, subshells 1s22s23s23p6 are omitted for the sake of clarity) must be added
to the “main” contribution 2p6 3d6→2p5 3d6 4d. Ignoring these satellite lines we have checked that the 2p-4d transition structures are too deep
compared to experimental data. This effect is illustrated by Fig. A1 where the transmission spectrum is calculated for a nickel plasma with T=10 eV.
SOSA mode is used to allow for a rather large number of configurations. The influence of a single outer spectator electron Nl with 4≤N≤8 has been
tested. More than one spectator electron might be considered, but the population of such multiply excited states should be almost negligible. First, we
note that this outer Nl spectator electron does not significantly affect the 2p-3d structure. Then, we observe that, ignoring the spectator electron, the
plasma transmission at 910 eV would be about 0.45, while it increases up to 0.62 with Nl spectator included. This last value is in better agreement
Fig. 10. (a) XUV measured transmission spectrum of nickel (shot 79). (b) XUV absorption spectra computed with SCO-RCG code.
Fig. A1. Influence of an outer spectator electron on the 2p-nd transmission of a nickel plasma with T=10 eV, ρ= 5mg/cm3, σ= 35.2 µg/cm2. The carbon tamper
absorption is not accounted for.
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with the experimental data. Furthermore, the theoretical description should account for absorption from all levels thermodynamically allowed: we
could check that, in the case of Fig. A1, the population of levels involving a spectator electron is almost 0.5, i.e., as high as the population of levels
with no spectator electron. We also note that considering values of the principal quantum number N up to 8 results in a 2p-4d transmission quite
similar to the case where only N=4 is considered. This means that the influence of spectator Nl electrons rapidly converges with N.
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