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Abstract
?High harmonic generation is a well established technique to investigate the structure
and the inner dynamics of atoms and molecules. This thesis describes how the generat-
ing field parameters can be manipulated to extend the limits imposed on the technique
by the use of traditional laser sources. In this field, with traditional source we mean
high intensity, linearly polarised laser pulses at 800 nm.
The first parameter to be investigated is the wavelength λ of the generating beam. The
unfavourable scaling of the high harmonic yield with λ seems to suggest that high har-
monic spectroscopy of atoms and molecules should be restricted to the wavelengths that
obviate this problem, and that therefore shorter wavelength should be used. But longer
wavelengths, in the mid infrared, present a great advantage respect to shorter ones. The
maximum harmonic order that we can obtain is proportional to the ionisation potential
of the target and to the wavelength times the intensity of the beam, so a higher number
of harmonic can be produced with a longer wavelength than with short, the intensity
being equal. This becomes incredibly valuable when the specie under investigation is a
molecule with low ionisation potential.
To produce high harmonics, a linearly polarised beam is required. If ellipticity is intro-
duced in the beam, the harmonic signal quickly fades out, as non-linearly polarisation in
monochromatic beams switches off the mechanism at the basis of high harmonic genera-
tion. This is not true if the polarisation of the beam is changed through the introduction
of an additional laser beam, perpendicularly polarised respect to the fundamental. In
this thesis the additional degree of freedom that this second field implies is investigated
by combining the fundamental with its second harmonic and by controlling the relative
delay of the two with sub-cycle precision. The key result is that the addition of the sec-
ond harmonic gives access to the control of the harmonic amplitude and to the time at
which the high harmonics are emitted, by simply controlling the relative phase between
the two pulses.
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Chapter 1
Introduction
1.1 Attosecond science
The first mode-locked laser pulse was demonstrated soon after the realisation of the
laser, by Hargrove et al. [1], in 1964, and had a duration of the order of a few nanosec-
onds (1 ns = 10−9 s). Four decades after, in 2001, Paul et al. [2] and Hentschel et al.
[3] were the first to observe a burst of extreme ultra-violet (XUV) radiation as short as
a few hundred of attoseconds (1 as = 10−18 s). During this time, the pulse duration
of commercially available lasers decreased substantially, from 104 femtoseconds (1 fs
= 10−15 s) to a few fs. This was, in fact, the main technological advance that paved the
way to the generation of attosecond pulses, and, on a larger scale, of attosecond science.
New areas of research started to be investigated as a consequence of the advance in
optical technology. In particular, the combination of high time and spatial resolution,
that could be achieved by using short laser pulses, was the basis of real-time chemistry
(for a review, see [4]).
If short laser pulses were the tool that allowed to access the inner dynamics of atom and
molecules, electrons played the leading role in the exploration of the field of attosecond
physics. In quantum mechanics, a system in a superposition of two states with a differ-
ence in energy of ∆W oscillates between the two eigenstates with a period proportional
to the inverse of ∆W. For typical energy scales of tens of eV, i.e. the energy separations
of electronic states in atoms and molecules, this leads to time scale of the order of a
few fs, or less. The fast dynamic inside the molecules is associated with small spatial
dimension of the molecular system, of the order of nanometre or picometre.
These spatial and temporal characteristics require high resolution, both in the spatial
and in temporal domains, to access the dynamics of atomic and molecular systems. The
realization of extremely intense laser pulses has offered a simple candidate for such a
probe: the electron. The short De Broglie wavelength of the electron (∼ 1 A˚) gives
15
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attosecond science the spatial resolution to probe atomic systems [5], whereas the fast
oscillations of the laser light provide the fs temporal resolution [6]. A third important
characteristic is the high intensity at which experiments are performed. The ampli-
tude reached by the electric field in a fs laser pulse is sufficiently high to dominate
the Coulomb field. In such strong fields, the electron motion can be directly accessed
through the manipulation of the field parameters [7].
One of the most successful methods for experiment in the attosecond time regime is
the generation of high harmonics. The underlying mechanism, that will be presented
more extensively in chapter 3, relies on three steps: (i) the creation in the continuum
of an electron, close to the atom. (ii) The motion of the electron, driven by the laser
field. And finally (iii) recombination, i.e. rescattering of the electron with its parent
ion, resulting in emission of photons. As ionisation is more probable when the laser
field is higher, most of the electrons are freed in the first few hundreds of as, near the
peak of the field. The subsequent motion in the continuum labels the electrons born at
different times with a different kinetic energy. The result is a temporally confined flux
of electrons whose energy is time dependent. This allows the time-energy mapping of
the emitted photon. The idea has been exploited to investigate, for instance, nuclear
dynamics by Niikura et al. [8] and Baker et al. [6].
The short De Broglie wavelength of the electron has also been exploited in the process,
leading to the imaging of the molecular structure of simple systems, in a tomographic-
like experiment by Itatani et al. [5], and in the investigation of more complex molecules
(see for instance [9, 10]).
From what has been said, it is clear that experimental tools and techniques for real-time
steering of the electron in the continuum are needed, if exciting scientific questions have
to be answered: how can we create compact sources of XUV radiation? How chemical
reactions happen? How is the molecular structure rearranged after ionisation?
The work presented in this thesis aims to explore the possibilities offered by laser field
parameters in controlling HHG. Two parameters are specifically considered: the wave-
length, in a monochromatic field, and the relative phase in orthogonal two-colour fields.
We will see how long wavelength, in the mid infra-red, can be used to investigate new
molecules that could not be studied in high harmonic generation experiments with tra-
ditional sources, due to their low ionisation potential.
Two colour fields are instead used to control the electron trajectory in the continuum.
The ability to steer the electron in a controlled way will be proved to offer a simple tool
to control the last step of the harmonic generation process.
1.2. ABOUT THIS THESIS 17
1.2 About this thesis
This section presents the organization of the thesis in general. The contribution of the
author to the different experiments presented is also outlined in the second part.
1.2.1 Organisation of the thesis
This chapter gives the reader an overview of attosecond science and the author’s contri-
bution and publications in this field. The remainder of the thesis is organised as follows.
Chapter 2 describes in detail the interaction of atoms with strong laser fields. Multipho-
ton ionisation is explained in the context of perturbation theory, that holds when the
laser intensity is not sufficiently high to compete with the Coulomb field. Experimental
evidence of the inconsistency of perturbation theory in describing laser-atom interac-
tion as the intensity increases are also presented. This led to the development of the
strong field regime theory, the most widely used framework in strong field physics. The
relevant physical processes are also briefly introduced. They include above threshold
ionisation, high harmonics generation and non-sequential double ionisation.
In chapter 3 the theory of high harmonics generation (HHG) is presented in detail. A
classical description of the process is first given, in terms of classical electron trajectories
in a laser field, to provide an intuitive explanation of HHG. This will prove useful when
a fully quantum theory is presented. Electron trajectories in a orthogonal two-colour
fields, at the basis of the results presented in chapter 7, are also discussed here. From
the classical description we will then move to the quantum description of HHG. This
is given in terms of S-matrix amplitudes, a concept that naturally leads to the most
commonly used theory in HHG, the Lewenstein model. The concepts introduced by
Lewenstein are developed in a further refinement of the theory, the quantum orbits
model. The advantages and disadvantages of these different approaches will also be
highlighted in the chapter. Before concluding, phase matching effects are presented, as
they will be important in the discussion of the results in chapter 7.
The next two chapters describe the technical requirements to produce high harmonics
from atoms and molecules. Chapter 4 describes the Red Dragon laser system, used in
most of the work presented in this thesis. Fundamentals of laser technology are pre-
sented along with the physical description of the system and of the diagnostics used. As
part of the work uses optical parametric sources and second harmonic generation, the
theory of frequency conversion is also discussed in that chapter. Chapter 5 deals with
the details of high harmonics generation. The experimental chamber, the gas jets and
the detection system are described there. The production of aligned molecular samples
is also briefly introduced.
Chapter 6 presents experimental results on molecule-laser interaction, together with the
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theoretical analysis developed. Structural features and dynamical phenomena initiated
by ionisation are investigated in several molecules, by using mid infrared laser sources.
Molecules with low ionisation potential (Ip) were also investigated, due to the fact that
wavelengths longer that the traditional 800 nm were used, as we will see in Chapter
6. Chapter 7 instead describes the experiments performed with orthogonal two-colour
fields. The main result presented in this chapter is the experimental evidence of the
steering of the electron in the continuum by the two-colour fields. We will see that this
gives us a tool to select which electron can return to the parent cation, and therefore
generate high harmonics. Theoretical classical and quantum models that support the
experimental findings are also outlined in this chapter.
Finally, chapter 8 concludes the discussion and discusses further possible developments.
Unless otherwise stated, atomic units are used throughout the thesis.
1.2.2 Author’s contribution
Here I summarise the author’s contribution along with the publications that have de-
rived from the work presented in this thesis.
The main experimental results are presented in chapter 6 and 7. In particular, chapter
6 describes the experiments performed at Rutherford Appleton Laboratories (RAL) and
at Politecnico di Milano. At RAL, as a part of team of investigators, I was involved in
the alignment and operation of the experimental setup on a daily basis, together with
the other members of the team (Thomas Siegel, Immacolata Procino, and the team
leader Ricardo Torres). The analysis of the data was mainly carried out by Ricardo
Torres, as was also the theoretical analysis of the molecular alignment. More theoreti-
cal calculation were also performed by Olga Smirnova and Misha Ivanov. At Politecnico
di Milano, I was also involved in the data acquisition.
All the two-colour experiments at Imperial College, described in chapter 7, were per-
formed by the author. The theoretical model proposed to described high harmonics
generation in a two-colour fields was also developed by the author. I developed a classi-
cal code, in order to calculate electron trajectories in orthogonal two-colour fields, and
a quantum orbits code, to calculate high harmonics. I also developed a code based on
Lewenstein’s model, for the single colour case.
Several publications were published as a consequence of the work presented in this thesis:
• Torres R., Siegel T., Brugnera L., Procino I., Underwood J.G., Altucci C., Velotta
R., Springate E., Froud C., Turcu I.C.E, Patchkovskii S., Ivanov M.Y., Smirnova
O., and Marangos J.P.: ”Revealing molecular structure and dynamics through
high-order harmonic generation driven by mid-IR fields”, Phys. Rev. A, 81, 5,
051802, (2010).
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• Torres R., Siegel T., Brugnera L., Procino I., Underwood J.G., Altucci C., Velotta
R., Springate E., Froud C., Turcu I.C.E, Ivanov M.Y., Smirnova O., and Marangos
J.P.: ”Extension of high harmonic spectroscopy in molecules by a 1300 nm laser
field”, Opt. Expr., 18, 3, 3174, (2010).
• Vozzi C., Torres R., Negro M., Brugnera L., Siegel T., Altucci C., Velotta R.,
Frassetto F., Poletto L., Villoresi P., De Silvestri S., Stagira S., and Marangos J.P.:
”High harmonic generation spectroscopy of hydrocarbons”, Appl. Phys. Lett., 97,
24, 241103, (2010).
• Brugnera L., Frank F., Hoffmann D. J., Torres R., Siegel T., Underwood J.G.,
Springate E., Froud C., Turcu E.I.C., Tisch J.W.G., and Marangos J.P.: ”En-
hancement of high harmonics generated by field steering of electrons in a two-color
orthogonally polarized laser field”, Opt. Lett., 35, 23, 3994, (2010)
• Brugnera L., Hoffmann D. J., Siegel T., Za¨ır A., Frank F., Tisch J.G.W., and
Marangos J.P.: ”Trajectory selection in high harmonic generation by controlling
the phase between orthogonal two-color fields”, in publishing.
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Chapter 2
Atoms in strong fields
2.1 Introduction
Our knowledge of atoms and molecules is based on the ability to describe the interaction
of such complex systems with elements that, at the atomic scale, can be considered
unstructured. For atomic systems, a natural choice is electrons and photons. These are
in fact the main actors in all the processes that will be described in this thesis and,
indeed, of most of the processes that are used to gain informations about the atomic
cosmos.
After the discovery of the laser, in the late 60’s, new processes became accessible to
experiments. While for many decades photon-matter interaction was limited to one-
photon processes, the availability of high intensity coherent radiation paved the way for
the exploration of a new kind of mechanism, based on the net absorption of more than
one photon [11]. For example, through absorption of n ≥ 2 photons an atom can be
excited from its ground state to an excited state (multiphoton excitation) or be ionised
(multiphoton ionisation). These processes were named multiphoton processes.
The increased ability in shaping the laser field interacting with atoms gave also a new
perspective to electron-atom interactions [7, 12]. In fact, the laser field can be used not
only to ionise an atom, but also it can be exploited to control the subsequent motion in
the continuum of the freed electrons. This led, for instance, to the observation of high
energy electrons accelerated away from their ions, in above threshold ionisation [13], or
in photon emission subsequent to the electron-ion recombination, as in high harmonic
generations [14, 15].
This chapter provides a brief introduction to such laser-atom interactions, and aims to
provide an understanding of the difference between the two main approaches used to
describe them: the perturbative theory and the strong field approximation.
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2.2 The Perturbative Regime
In this section the theory of laser-atom interaction in the perturbative regime is pre-
sented. Low order perturbation theory, described in the first part of this section, gives
an accurate description of the physical processes that arise from the interaction between
moderately strong laser fields and atomic systems, for instance multiphoton ionisation.
As the intensity of the field increases, perturbation theory becomes inaccurate: we will
examine the inconsistencies that emerge in this theoretical framework in the the second
part of this section.
2.2.1 Low-order perturbation theory
The photoelectric effect, discovered by Hertz in 1887 and explained by Einstein a decade
later, showed that an atom can be photoionised by absorbing a single photon of energy
equal to or greater than the ionisation energy of the atom. While this process still
requires relatively low intensity, in 1931 Goeppert-Mayer [16] theoretically proposed two-
photon absorption by atoms. The small cross-section of the process requires intensities1
of the order of 108 W cm−2 and this prevented an experimental confirmation until
1961, when Kaiser and Garrett [17] observed for the first time two-photon excitation
of CaF2. The tool that allowed this observation was the laser 2, developed just the
year before by Maiman [18]. Multiphoton ionisation of atoms was first observed a few
years later by focusing a laser beam in a low density gas target [19]. The n-photon
ionisation probability was found to be given by the quantity σnIn where I is the laser
peak intensity and σn is the generalised cross section for n-photon absorption. As the
cross section σn decreases with the number of photons involved in the process, an n-
photon transition can be seen by increasing the intensity of the ionising beam.
Despite the apparent simplicity of the expression for the ionisation probability, it is
quite complicated to calculate the generalized cross section σn as the number of photons
increases [20]. Multiphoton ionisation of atoms has however been successfully described
for quite a long time by conventional time dependent perturbation theory, which is also
known as Dirac’s method of variation of variables. At low intensities, such that the
electric field strength is much smaller than the intra-atomic fields, the laser interaction
V (t) can be treated as a perturbation of the system. The total Hamiltonian can be
written as a sum of two components
H(t) = H0 + λV (t) (2.1)
1The minimum intensity required for multiphoton ionisation is 1010 W cm−2
2The acronym laser stands for Light Amplification by Stimulated Emission of Radiation
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where λ = 1 and H0 is the field free Hamiltonian describing the system in the absence of
the laser field. The general unperturbed wave function ψ0(t) can be expressed in terms
of eigenfunctions of H0
ψ0(t) =
∑
j
cjφje
− iEjt~ (2.2)
where En is the energy of the j-th state. As the set of φj forms a complete set, the
general solution of the time-dependent Hamiltonian can also be expanded in this basis
ψ(t) =
∑
j
cj(t)φje−
iEnt
~ (2.3)
To find the coefficient ck(t), the expression for ψ in Eq. (2.3) is substituted into the
time dependent Schro¨dinger equation. By taking the scalar product with a particular
φk, and using the orthonormality of the basis, we find a set of coupled equations
i~
∂ck
∂t
=
∑
j
λ〈φk |V (t)|φj〉cj(t)eiωkjt (2.4)
where the ωkj is (Ek − Ej)/~. The set of equations described above is equivalent
to the time dependent Schro¨dinger equation, as no approximation has been made so
far. However, if we now asymptotically expand the coefficient cj(t) in powers of an
expansion parameter λ, cj(t) = c
(0)
j + λc
(1)
j + λ
2c
(2)
j ..., and substitute it into Eq. (2.4),
by collecting the equal powers of λ we find that the n-th order correction to the solution
of the perturbed Hamiltonian is
i~
∂c
(n)
k
∂t
=
∑
j
〈φk |V (t)|φj〉c(n−1)j (t)eiωkjt (2.5)
The zero order correction term confirms that the initial set of cj is time independent and
the other terms in the sum correspond to the transition amplitude for the absorption
or emission of a photon. Thus the n-th term correction corresponds to a n-photon
transition and the corresponding coefficient square
∣∣∣c(n)j ∣∣∣2 is the probability associated
to it.
If the perturbation is a periodic function of time, as in the case of a laser field, than we
can write
V (t) = erE0 cos(ωt) (2.6)
where E0 is the field amplitude, ω is the laser frequency and −er is the dipole operator
along the laser polarisation. Assuming that the initial system is in a well defined state
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φi, than the first order coefficient is solution of
i~
∂c
(1)
k
∂t
= e〈φk |r|φi〉E0 cos(ωt)eiωkit (2.7)
The resulting amplitude for the transition is then∣∣∣c(1)k ∣∣∣2 = 4~2 |〈φk| r |φi〉|2 E20 sin(∆ωt)2∆ω2 (2.8)
where ∆ω = (ω−ωki). The equation above tells us that the system will absorb a photon
with substantial probability if its energy is close to the ionisation energy of the atom. It
is also worth noticing that the probability is proportional to the intensity in this case.
As we will see below, this is common to all the excitation and ionisation processes that
involve n-photon absorption and that can be described in the framework of perturbation
theory.
The transition amplitude for a two-photon process is proportional to the summation
over all the possible intermediate states between the initial and the final state of the
system. As one would expect, the n-order correction is proportional to the sum of all n-1
intermediate states. Analytically the probability of having a transition from an initial
state φi to a final state φf is
P
(n)
fi ∝ In
∑
1,k2,...kn
Mf,kn−1Mkn−1,kn−2 ...M1,i
(Ei + (n− 1)ω − Ekn−1)...(Ei + ω − Ek1)
(2.9)
HereMk−j,k−(j+1) = 〈φk−j |er|φk−(j+1)〉. The expression above can be written in terms
of the n-photon absorption cross section, resulting in the well known formula for the
multiphoton absorption rate Γn
Γn = σnIn (2.10)
The power scaling has been successful in describing multiphoton ionisation when the
number of photons involved in the process is relatively low and the intermediate pro-
cesses are far from resonances. This allows the simplest treatment of multiphoton
processes, called lowest order perturbation theory (LOPT) and described above. LOPT
fails to describe n-photon processes when a resonance is present, i.e. when Ei+rω = Ek
for r < n and some intermediate atomic level with energy Ek, and, as we will see in
the next section, when the laser intensity exceeds a threshold intensity, of the order of
about 1013 W cm−2 [21]. Whereas modifications of the perturbation theory have been
developed and can be used to approach the problem of resonances, the drastic change
in the regime of interaction when using high intensities cannot be addressed without a
serious re-thinking of the underlying physical mechanism.
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2.2.2 The breakdown of LOPT
The perturbative approach can not be generalised to describe a process when an arbi-
trary number of photons is absorbed by the system. With the increase of the intensity
available from lasers, the non-perturbative nature of multiphoton ionisation became
evident with the first observation of above threshold ionisation (ATI). Prior to the ex-
periment performed by Martin and Mandel [22], it was assumed that the energy of
electrons after ionisation was N~ω − Ip, where N is the minimum number of photons
needed to reach the ionisation threshold and Ip is the ionisation energy. According to
this description, it was expected that the electron energy distribution was characterised
by a single energy peak centred at N~ω − Ip. By looking at the electron energy distri-
bution resulting from multiphoton ionisation, Martin and coworkers found two distinct
contributions to the energy spectrum, with a separation of about 10 eV, well above
the experimental error. A few years later Agostini et al. [13] showed that multiphoton
ionisation of Xenon atoms can lead, under some conditions, to electrons with energy
corresponding to the absorption of a photon more than the minimum number required
for ionisation. The year after Gontier named this process above threshold ionisation
[23]. The absorption of a extra number of photons than required to simply ionise the
atom presented some theoretical difficulties, and it was not clear how a free electron
can absorb a photon, due to momentum conservation3. Despite these complications,
perturbation theory has been successfully used to describe ATI when a relatively low
number s of photons was involved, resulting in a formula for the ionisation rate close to
Eq. (2.10)
ΓN+s ∝ σN+sIN+s (2.11)
This formula has been verified experimentally by Fabre et al. [24], when the absorp-
tion of ten photons above the six necessary for ionised Xenon, have been demonstrated.
The electron energy spectrum observed by Fabre was clearly formed by eleven different
peaks, separated by a photon energy ~ω.
The low-order perturbation theory as it has been presented in the previous section
ceased to explain ATI when the laser intensity was increased more. In 1983, by study-
ing ATI from Xenon, Kruit and coworkers found that the intensity dependence of the
electron energy spectrum was strongly diverging from what predicted by LOPT [25].
In particular, they observed the gradual suppression of the first peak as the intensity
was increased (a process called peak shifting), and that the amplitude of the subsequent
peaks did not follow Eq. (2.11). The peak suppression can clearly not be accounted
for in a perturbative description, where the importance of the correction terms should
3The problem has been solved by assuming that the electron is still under the influence of its parent
ion potential field. In this case the atom acts effectively as a momentum reservoir for the electron.
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decrease with the increasing expansion order. An explanation for the peak suppression
was proposed by Muller et al. [26]. If the laser field is strong enough the energy levels
of the atomic system are shifted towards higher energies. This is the well known AC
Stark shift. In this case, the Rydberg levels are shifted much more than the lower state,
tightly bounded to the core. The energy that an electron has in the presence of a laser
field is, in addition to any kinetic energy, the quiver energy imparted by the oscillating
field, known as ponderomotive energy
Up =
e2E20
4mω2
(2.12)
where m is the mass of the electron. So one can expect that the AC Stark shift is very
close to Up for weakly bounded Rydberg states whereas inner states have a correspond-
ingly smaller shift due to a much smaller polarisability. This results in an increase in
the ionisation potential energy by about Up, and if the laser intensity is high enough,
it will close the low order ionisation channel. The peak suppression is finally explained
by noticing that the analysis has been restricted so far to the interaction region. As the
electron leaves the laser field to reach the detector, it experiences a force proportional
to the gradient of the electric field, known as ponderomotive force. The energy gained
by the electron accelerated by this force is exactly Up, so that the effect of the AC shift
is cancelled and the ATI peaks appear always at the same position, regardless of the
laser intensity [27]. A small shift should be observed, corresponding to the energy shift
of the ground state, but this effect, for what said before, is normally small. As the laser
field is strong enough to deform the eigenstates of the atom, the projection of ψ on
the basis of eigenvalues of H0 (see Eq. (2.3)) can not be safely done as the asymptotic
expansion may not converge. An upper limit for the intensity above which the pertur-
bation treatment ceases to be valid can be found by looking at the polarisation P of an
atom in the laser field
P ∝ χ1E + χ2E2 + ...+ χnEn + ... (2.13)
The ratio between the amplitude of two successive terms can be written in terms of the
electric field amplitude E and the laser detuning from a resonance ∆ as Ed/∆. Here d
is the typical dipole matrix element, of the order of ea0. Taking a value of the detuning
of 0.5 eV the threshold intensity that renders the ratio bigger than one is about 1013 W
cm−2 [see 28]. Above this intensity the series in Eq. (2.13) does not converge and the
perturbation theory cannot be used. In this situation, we say that we are in the strong
field regime.
2.3. THE STRONG FIELD REGIME 27
2.3 The Strong Field Regime
Above threshold ionisation, high harmonics generation and non sequential double ion-
isation are presented in this section. A new theoretical framework, beyond low order
perturbation theory, is also briefly outlined. A more detailed description of a particular
strong field process, high harmonics generation, will be more extensively discussed in
chapter 3
2.3.1 Above threshold ionisation
The inadequacy of low order perturbation theory in describing ATI marked the entrance
of atomic laser physics in the strong field regime. As we have seen in the previous section,
when the laser field is intense enough the AC Stark shift becomes significant and the
basic assumptions that allow a perturbative treatment cease to be valid. With even
more intensity available, the laser field cannot be treated as a small perturbation of the
system, but it becomes the main contributor to the system dynamics [29].
Although several approaches were found to successfully calculate ATI spectra in the non
perturbative regime, i.e. direct integration of the Schro¨dinger equation, the Floquet
theory or through the use of Volkov final states [27], it was Corkum who, in 1989,
proposed a physical transparent model to describe ATI [30]. The model is based on
two distinct steps. In the first, the electron is promoted into the continuum via direct
tunneling ionisation. After ionisation, the electron is treated classically, as a free charged
particle in a oscillating electric field. In this simple model a few key assumption are
made that are still at the base of our understanding of strong field phenomena. The first
(i) is that only the outermost electron participates in the ionisation process. Clearly
this assumption is valid in noble gases, where the excitation energy of inner electrons
is large compare to the laser photon energy but it fails for more complex systems, like
small molecules, where the energy level of multielectron excitations are below the first
ionisation potential. The second assumption (ii) is that the electron is freed from its
atom via tunneling ionisation and appears in the continuum with zero initial velocity.
Finally (iii), it is assumed that the electron, once in the continuum, can be treated
classically. This is a first step into the strong field approximation, as we will see later.
Assumptions (ii) and (iii) are closely related to each other: if the electric field is intense
enough, the Coulomb potential deformation reduces the ionisation energy of the atom.
As the barrier is lowered, the bound electron can tunnel ionise through the effective
potential with increasing probability. Once in the continuum the electron can be treated
classically as its dynamic is primarily driven by the non-quantised laser field. This
mechanism, first proposed by Keldysh [31], was successively extended by Faisal and
Reiss forming what is now known as KFR theory [32, 33], see also [20]. The key idea is
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that the electron is set free in a small fraction of an optical cycle, so that the electric field
can be regarded as quasi-static and the ionisation rate be calculated semi-classically, in
the same way as the ionisation due to Stark shift can in a static electric field. Fully
classical arguments were also used to model directly the ionisation rate [34], due to
their simplicity compared to the Keldysh-Faisal-Reiss theory. A further refinement of
the KFR theory was proposed in 1986 by Ammosov, Delone and Krainov, resulting in
a full quantum mechanical formulation of tunneling ionisation of atoms and ions (ADK
theory). For an atom in its ground state the ADK tunnel ionisation rate is given by
[35]
ΓADK ∝ Ip 3E′
pi
√
2Ip
exp
(
− 2
√
2Ip
3E′
)
(2.14)
Within a classical approximation, tunnel ionisation is efficient only if the time the
electron needs to travel through the barrier is less than half a laser period, as the
effective potential oscillates with the electric field. The multiphoton and the tunneling
regime can therefore be distinguished on the basis of the ratio between the classical
tunneling time τ and the duration of a laser period, which is given by the Keldish
parameter [31]
γ =
ωτ
pi
= ω
√
2mIp
pieE0 (2.15)
The system is in the multiphoton regime if γ is bigger than unity, whereas tunneling
dominates when γ < 1. As the intensity is increased, the barrier seen by the electron
lowers till below Ip 4. The electron is then classically allowed into the continuum (over
the barrier ionisation, OTBI) when a critical intensity Ic is reached [37]. The critical
intensity can be calculated by equating the binding energy and the local maximum in
the combined coulomb and laser field potential. For a neutral atom with ionisation
potential Ip, the critical intensity is
Ic =
I2pc
3
0pi
2
2e6
(2.16)
In the framework of the semi-classical model, ATI main features can be understood in
terms of free electrons that leave the focal region after ionisation. Assuming that the
motion of the electrons in the continuum is not affected by the Coulomb potential, we
can write the final velocity of an electron born with zero kinetic energy as
vf = −eA(t0) (2.17)
4The ADK tunnel ionisation and the Keldysh parameter are derived assuming that the electric field
is not changing during the tunneling time. This is known as adiabatic condition. For a treatment of
tunneling ionisation in the non adiabatic case, see Yudin and Ivanov [36]
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Figure 2.1: Possible consequences of ionisation of an atom in a laser field. The electron
is ionised at time t0 and is then driven in the continuum by the laser field. In the case of
recollision, at time t, the electron can be backscattered by the parent ion (i), can detach
another electron (ii), phenomenon called non-sequential double ionisation, or NSDI, can
excite bound electrons or it can recombine with its ground state, emitting high energy
photons (HHG). If the electron does not recollide with the ion, we have a free electron
with non-zero kinetic energy, as it is accelerated by the laser field (ATI).
where A is the vector potential, defined as E = −dA/dt, and t0 is the ionisation time.
From Eq. 2.17 it is clear that the maximum kinetic energy, equal to 2Up, corresponds
to an electron ionised at a zero of the electric field. If the laser pulse is long enough
(as mentioned before, > 1 ps) the electron gains extra kinetic energy, equal to Up, in
travelling through the gradient of the field due to the effect of the ponderomotive force.
This explains the ATI cutoff at 3Up observed in experiments with relatively long pulses.
If instead the laser pulse is shorter than 1 ps, the electron does not experience the
ponderomotive force and the cutoff appears at 2Up. Finally, ATI characteristic peaks,
separated by a photon energy, are the result of interference of the electron wavepackets
launched at subsequent half-cycle of the laser field. In later experiments on ATI, it
was observed that the electron energy spectrum after the cutoff region continues with
a plateau extending up to about 10Up [38]. Also this feature was explained within the
semiclassical model, introducing an additional possible step, that is the argument of the
next section.
2.3.2 The re-collision picture: backscattering HHG and NSDI
Although the two step model proposed by Corkum has been proved to be a successful
tool to describe ATI below 2 or 3Up, the explanation of energetic electrons up to 10Up
required the introduction of a new step in the process. It was found that the mechanism
responsible for high order ATI was closely related to another strong field phenomenon,
first observed by McPherson and, independently, by Ferray in the late 80’s, called high
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harmonic generation (HHG) [14, 15]. In their experiments, a short laser pulse is focused
into a gas target and the resulting radiation is dispersed by a grating and collected by
a multichannel plate. The photon energy spectrum has a characteristic shape: the
first order harmonics rapidly decay toward a plateau region that ends with a sharp
cutoff. Although the generation of high order harmonics was predicted by Shore and
Knight [39] as a consequence of the recombination of electrons excited in continuum
states dressed by the laser field [39], an intuitive explanation for the process was again
found within the semiclassical model proposed by Corkum [40]. A first step forward in
the understanding of HHG was made by Krause et al. [41] with an empirical formula
predicting the maximum photon energy of the plateau harmonics as a function of the
laser intensity and the ionisation potential of the gas species considered
Emax ≈ Ip + 3Up (2.18)
This is the well known cutoff law. This expression was understood in terms of a three
steps model [40, 42, 43]: the electron is first ionised by the strong laser field via tunnel-
ing through the Coulomb barrier. Once in the continuum the electron oscillates, driven
by the electric field and, if it returns in close proximity to its parent ion, emission of an
high energy photon may occur, following the recombination of the electron back to the
ground state. In this picture the energy of the emitted photon is given by the ionisa-
tion potential of the atom plus the kinetic energy acquired by the electron during the
quivering in the electric field. From classical mechanics, the maximum kinetic energy
for an electron allowed to recollide with its ion is in fact 3.2Up, which gives a simple
explanation for the cutoff law.
The crucial point in this semiclassical model for describing HHG is the introduction of
a third possible outcome of the electron ionisation: the recollision. But while the recol-
lision ends with the electron recombining to the ground state in HHG, another scenario
arises in the case the electron does not recombine. In fact, the electron can also be
scattered back by the ion [see 44, 45], and be accelerated further by the electric field.
It is clear that the backscattering electrons behave very similarly to direct electrons,
i.e. electrons that leave the focal volume after ionisation without interacting with its
ion. Using the same argument as for direct electrons, backscattered electron energy
spectrum consists of peaks separated by a photon energy, due to interference of the
electron wavepacket, and extending up to the maximum energy an electron can acquire
in the field after backscattering. Again, from classical mechanics, this is about 10Up.
So far we have restricted ourselves to HHG or elastic backscattering. Still, other pro-
cesses are possible if we allowed a second electron to be part of our model. In this case,
if the energy of the recolliding electron is large enough, a second electron can be ionised.
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This process, first observed by Walker et al. [46] was called non-sequential double ioni-
sation, or NSDI, as is not due directly to the laser field.
All these recollision processes, high order ATI, HHG and NSDI rely on the feasibility of
the electron returning toward its ion. Elliptically polarised beams therefore drastically
reduce the efficiency of all these processes and, in fact, the dependency of NSDI on the
field ellipticity was the proof that it was due to inelastic scattering. We will see in the
following chapters how in fact it is still possible to have recollision events with a non
linearly polarized field by engineering a suitable laser field.
2.4 Conclusions
So far we have introduced the main multiphoton phenomena that can occur when a
strong laser field interacts with an atomic system. As the laser intensity increases, two
regimes are met: for intensity below 1013 W cm−2 we are in the perturbative regime,
and the interaction can be fully understand within the framework of LOPT. When the
intensity is above the 1013 W cm−2 mark, the interaction can be described numerically,
by integrating the time-dependant Schro¨dinger equation, or analytically by applying
the strong field approximation, where external potential is now the leading player and
the Coulomb interaction is a small perturbation. This approach can be carried on semi-
classically or fully quantum mechanically, as we will see in the next chapter, for high
harmonic generation.
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Chapter 3
High harmonic generation
3.1 Introduction
Since its first observation by Burnett et al. [47], high harmonic generation (HHG) has
attracted considerable interest, initially as a way of producing ultra short pulses of co-
herent radiation in the XUV region of the spectrum [2, 48–50], and, then, as a means
to obtain information, naturally encoded in the emitted radiation, on the atoms or
molecules involved in harmonic generation [3, 5, 6, 9]. As for ATI, HHG also imme-
diately showed its non-perturbative nature since these early experiments, opening the
doors for theoretical research in this new field of research in laser-physics, known as
strong-field regime.
In this chapter the main theoretical results on high harmonic generations are discussed.
In the first two sections a classical model is presented: this will be the key to interpret
HHG processes, and it is used throughout this chapter to provide a physical interpre-
tation of the full quantum model, also presented in this chapter, in the third and forth
section.
Once the process was understood at the single atom level, the effort of theoretical physi-
cist moved on to try to describe the collective response of the medium interacting with
the laser field. This led to the introduction of the phase matching concept in the context
of high harmonic generation. Phase matching theory is presented in the last section,
where also its implications on the temporal and spatial characteristics of the high har-
monics spectrum are discussed.
As a final remark, atomic units are used throughout the chapter, unless otherwise stated.
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3.2 The classical picture
In the first part of this section we present the three steps model, a simple description of
high harmonic generation, which has, however, deep ties with the quantum model that
is presented in the next section. In the second part, the classical model is extended to
the case of orthogonal two-colour fields.
3.2.1 Semi-classical treatment of the recollision
In the dipole approximation, the classical potential seen by an electron in the presence
of an atom and a laser field is
V (r, t) = VC(r) + xE(t) (3.1)
where we have assumed that the laser is linearly polarised along the x-axis. E(t) can
be expressed as the product of an envelope f(t) and an oscillating function
E(t) = E0f(t) cos(ωt+ φ) (3.2)
As mentioned above, if the amplitude of the laser field is large enough, a bound electron
can be tunnel ionised near the peak of the electric field with probability given by Eq
(2.14) and driven away from its parent ion. For intensities of the order of 1014 Wcm−2
the distance an electron can travel within a laser cycle can exceed the tens of Angstrom,
reaching regions of space where the action of the Coulomb potential can be neglected
and the electron motion is only driven by the laser field . The equation that describes
the motion of the electron is then given by the Newton law:
x¨ = −E(t) (3.3)
After integration Eq. (3.3) yields the velocity of the electron
x˙(t′, t) = v(t′, t) = v(t′) +A(t)−A(t′) (3.4)
The first term on the right-hand side is the velocity of the electron just after tunneling,
and it is often assumed to be zero. This condition is necessary to allow the possibility
of recollision in the classical model, where the spreading of the electron wavepacket is
neglected. Further integration yields to the electron trajectory
x(t′, t) = x(t′) +
∫ t
t′
A(t˜)dt˜+A(t′)(t′ − t) (3.5)
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The expression above can be simplified further assuming that the electron is initially
placed at the origin of the coordinates system. The recollision time can be found by
imposing the condition x(tr) = 0, for tr > t′. When the electron recollides it may
recombine with its parent ion, emitting a photon, as suggested by Corkum et al. [30].
The energy of the emitted photon is the kinetic energy of the electron at the moment
of recollision plus the ionization potential of the electron ground state
Eγ(t′, t) =
v(t′, t)2
2
+ Ip =
1
2
(
A(t)−A(t′)
)2
+ Ip (3.6)
The equation above shows the important facts that the photon energy is uniquely de-
termined by the time of emission and recollision and that for each energy there are two
pairs of ionisation and recollision times that lead to the same final energy. These two
contributions differ for the time the electron spends away from the ion, τ = t− t′, and
have been named long and short trajectories [51]. The maximum energy of the recol-
liding electron can be calculated maximizing Eq. (3.6) with respect to t′ and imposing
x(t) = 0. It is easy to see that the maximum is [40, 42]
Emax = Ip + 3.17Up (3.7)
The maximum electron energy corresponds, in the harmonic spectrum, to the sharp cut-
off after the plateau. If we look at the difference between the time the electron spends
in the continuum for long and short trajectories, τl − τs, we see that as the energy
approaches the cut-off energy Emax, the difference goes to zero, and that it is exactly
zero for E = Emax, where only one classical trajectory contributes to the harmonic
spectrum.
It is possible to derive to Eq. (3.5) also by writing the Lagrangian L of the system and
imposing that its variation is zero. Although this approach will not give any further
insight into the process, it is useful to calculate a quantity related to L that, as we will
see later, will give us a straightforward way to pass from the classical to the quantum
description of high harmonics. This quantity is the action S. Ignoring the Coulomb
potential and assuming that the electric field is linearly polarised along the x direction
we have
S(x, t′, t) =
∫
Ldt =
(
p+A(t)
)
x− 1
2
∫ t
t′
(
p+A(t′)
)2
dt′ (3.8)
where p is the classical canonical momentum. We can anticipate now that the action in
the equation above is, in the quantum description, the term that describes the spatial
dependence and the phase of the electron wave function. Crucially, the action depends
on the ionisation and recollision times. This translates into the time dependence of
the phase of the electron wavefunction and thus in interference, at the base of the
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Figure 3.1: Schematic of the dependence of harmonic energy on the emission time.
Electrons that are born in the continuum closer to the peak of the electric recollide
with the parent ion at later times, and with lower kinetic energies, than electrons born
at later times. The situation reverses at t = tcutoff , the time corresponding to the
maximum electron kinetic energy. The two branches, separated by tcutoff , are called
respectively long and short trajectories [6].
radiation harmonic behaviour in HHG. The lack of phase information, and therefore of
interference, is in fact the main shortfall of the qualitative description of the classical
model.
3.2.2 Electron trajectories in a two-colour field
In the previous section we have only considered linearly polarised fields. Whilst this
assumption is useful for reducing the system dimensionality, greatly simplifying the
problem, and it is often met in experiments, as a linear polarised field ensures, under
some conditions, recollision, it is limiting for what concerns some experiments that
are discussed in this thesis. In this section we will extend the classical model already
presented, to include a more complex driving electric field, that will not be necessarily
linearly polarised.
As mentioned earlier, an electron, initially at the origin of the coordinate system, is
classically allowed to return to the origin only if the electric field is linearly polarized
and its initial velocity is zero. In practice the recollision probability only drops to zero
as the ellipticity, η, approaches one [52, 53]. This can be easily seen in experiments,
by measuring the harmonic yield as a function of the laser ellipticity. Even if one
would expect an almost instantaneous drop in the signal as η > 0, its persistence can
be understand with both classical and quantum consideration. In fact, classically, the
3.2. THE CLASSICAL PICTURE 37


	















Figure 3.2: Classical trajectories for an electron in a two-colour laser field for two
different values of the relative phase ∆φ = φx − φy. When ∆φ = 0 (blue) the electron,
born at time t near the peak of the fundamental, is driven back to a point close to the
original position. The second trajectory (red) corresponds to an electron born at the
same time t. In this case ∆φ = pi/10 and the electron does not re-colliding with its
parent ion. The frequency ratio used in this calculation was 1.5.
electron does not need to return to its initial position to recombine with its parent ion
but only within a certain distance from the nucleus [54]. Additionally, the systems we
are considering are quantum systems, where electrons have a probability distribution for
their velocities and positions. The effect of an elliptical field, in this framework, is only
to reduce the probability of recollision, even when it would be classically forbidden.
This first example is useful to introduce two concepts that we will used when treating
more complex fields, always within a classical framework (see, for example, Kitzler and
Lezius [55]). The first is that we need a cross-section, to determine whether an electron
recollides or not. This will also give us more flexibility about the initial positioning of
the electron. The second is related to the quantum nature of the process: we would
like to be able to represent in some way the uncertainty in the velocity and position
of the electron. A possible way to do this is by launching a set of trajectories, with a
distribution of initial velocities and position and assign to each one a weight. We are
effectively passing to a more complex, semiclassical, model. It is worth saying that we
could have introduced the same modifications to the classical model also for the linear
field, but with in mind the fact that, while now it is necessary, before it would have
been only a refinement of an already working model.
Let us consider two linear orthogonally-polarized fields, with frequency ωx and ωy and
38 CHAPTER 3. HIGH HARMONIC GENERATION
phases φx and φy
Ex(t) = E0,xfx(t) cos(ωxt+ φx)
Ey(t) = E0,yfy(t) cos(ωyt+ φy) (3.9)
where we allow the frequencies and the phases of the two fields to be different. As before,
fx and fy are continuous envelope functions, E0,x and E0,y are the field amplitudes. It
is useful to introduce two other quantities, γ and κ, that are related to the frequencies
and the amplitudes of the two fields by the relationships
γ =
E0,y
E0,x κ =
ωy
ωx
(3.10)
For instance, if κ = 1, then γ is simply the ellipticity of the beam. With this notation,
we can rewrite the equation for the two fields in the more compact form
Ex(t) = E0,xfx(t) cos(ωt+ φx)
Ey(t) = γE0,xfy(t) cos(κωt+ φy) (3.11)
It is clear that the resulting total field depends on the choice of γ, κ and on the relative
phase for the two fields. For example, if the amplitudes, the frequencies and the phases
are the same we have a circularly polarized field. The question is if it is possible to find
some combination of the parameters γ and κ that allows the electron to return to the
ion. As the two axes are independent we can write the two equations of motion for the
two directions as
x(t′, t) = x(t0) +
∫ t
t′
Ax(t)dt+Ax(t′)(t′ − t)
y(t′, t) = y(t0) +
∫ t
t′
Ay(t)dt+Ay(t′)(t′ − t) (3.12)
where, as before, Ax and Ay can be obtained, by integration, from the electric fields.
Now that we have explicitly written the equations of motion, we can answer the question
of whether the electron can be brought back by a two-colour field or not. In order to do
so we can seek for solutions of the equation x(t) = 0 which will also solve y(t) = 0 for
some t > ti, as the phase and one of the two parameter, γ or κ, is varied, and the other
is fixed. We will then say that an electron recollides if at any time after ionisation its
distance from the nucleus is less than the radius of the cross section, typically of the
order of a few a.u., to be determined as a function of the atomic species and the energy
of the recolliding electron. Although some combinations do not lead to electron return,
for certain values of the phase the recombination is possible, and HHG may occur (see
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Fig 3.2).
3.3 Quantum description of HHG
The classical picture of HHG presented in the previous section provides only a qual-
itative description of the process. To develop a more quantitative model, we need to
use quantum mechanics. In this section, a full quantum formulation of the strong field
approximation is presented. The Lewenstein model, normally used in strong field cal-
culations, is then introduced at the end of the section.
3.3.1 S-matrix amplitudes
The HHG process that we want to model is a quantum mechanical process in its essence,
as it arises from interference of the electron wavepacket in the continuum and in the
atomic ground state, as it will be shown in this section. This implies that it is impossible
to fully describe HHG with our semi-classical model and moves us toward a more correct
quantum mechanical formulation of the theory. The classical analysis will be useful to
interpret the findings of this section and as a starting point, to give us an idea of what
we should look for. Using the quantum classical correspondence based on Feynman’s
approach [56], we can suppose that the electron wavepacket evolution is related to the
classical action via
ψ(t) ∝
√
|ψ(t′)|2e−iS(x,t′,tr) (3.13)
where the term under the square root sign represents the amplitude of the electron wave
function at the ionisation time, and is therefore given by the ionisation rate, and the
action is given by Eq. (3.8). We would like our quantum model to reproduce qualitatively
the classical description.
The starting point for developing a quantum theory of HHG is the S-matrix formalism
[see 57]. The interaction of the bound electron and a laser field is fully described by the
time-dependent Schro¨dinger equation:
i ˙|ψ〉 = (H0 + V (t)) |ψ〉 (3.14)
where V (t) is the laser interaction and H0 the hamiltonian of the unperturbed system1.
The formal solution of this equation is:
|ψ(t)〉 = e−i
R
H(t′)dt′ |ψi〉 (3.15)
1Note that V (t) is not the same as V (r, t) defined in Eq. (3.1)
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where |ψi〉 is the electron wave function when the laser field is switched on. The formal
solution is of little use as we do not know how to deal with the exponential operator.
With the idea in mind to arrive to an expression similar to Eq. (3.13), we start from
the solution of the corresponding homogeneous differential equation of Eq. (3.15)
|ψ0(t)〉 = e−i
R
H0(t′)dt′ |ψi,0〉 (3.16)
and we then look for a solution of the time dependent Schro¨dinger equation of the form
|ψ(t)〉 = e−i
R
H0(t′)dt′ | C(t)〉 (3.17)
By plugging this ansatz into Eq. (3.15) the solution turns to be
|ψ(t)〉 = −i
∫
e
−i R t′t0 H(t′′)dt′′V (t′)e−iH0(t−t′) |ψi〉
+ e−iH0t |ψi〉 (3.18)
For the moment no approximation has been made and the expression above is the
exact, time-reversal, solution of our time dependent Schro¨dinger equation. We chose
the time-reversal solution purely for convenience, as it will allow us to make an important
approximation, based on our physical intuition of the system, and because in doing so
we will be able to establish a direct connection between the classical model and the
quantum mechanical amplitude.
We can make the result more accessible by projecting the wave function onto a final
state ψf
ai,f (t) = −i
∫ t
ti
〈ψf | e−i
R t′
t0
H(t′′)dt′′
V (t′)e−iH0(t−t
′) |ψi〉 (3.19)
The equation above has a transparent physical interpretation that reproduces the find-
ings of the classical model. Reading the equation from the right-hand side, our system
starts in the state |ψi〉 and it evolves according to the field-free hamiltonian up to some
time t′. At that time, the laser electric field is felt by the electron, that it is promoted
to some excited state. It is important to notice that the energy conservation law does
not need to be respected as the transition involved is only virtual. From this time on,
the electron kinematics are determined by the full hamiltonian.
So far we have been able to exactly calculate a generic transition amplitude from some
initial to final state, but we still have to deal with complex operators that are not easy to
calculate. To simplify the problem we can now apply our physical insights and perform
some approximations. In particular, we will be able to substitute the full exponential
operator with the well known Volkov propagator, that is known exactly [58]. This is
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Figure 3.3: Schematic diagram representing the three step model. The electron tun-
nels out of the potential barrier that has been lowered by the laser field. Part of the
wavepacket is driven away and then back by the oscillating field while, in the meantime,
the rest of the wavefunction remains in the ground state of the neutral atom. When the
electron wavepacket in the continuum is driven back, it may recollide with its parent
ion, or, in quantum mechanical terms, can interfere with the ground state, producing
harmonic photons
known as the strong field approximation (SFA).
If we think about the typical experimental situation, the laser frequency is low com-
pared with the response time of a bound electron. This means that the electron simply
follows the oscillations of the laser field and acquires at the same time a phase due to
the fact that it is occupying an atomic energy level. As it is much more probable that
the electron ionised is the outermost, this energy is normally taken to be Ip. Here we are
implicitly assuming that there is only one electron that takes part to the HHG process.
This condition, known as single active electron approximation, is not necessarily true
in general, but holds well for system whose electron energy levels are well separated.
At some later time after the laser field has been switched on, the electron is promoted
to the continuum, as mentioned before. From this moment the electron is sufficiently
far away from its parent ion and the laser field is sufficiently strong that the electron
dynamics is given only by the field. Therefore the first exponential in Eq (3.19) can
be replaced by a propagator where the laser field is fully included but the effect of the
Coulomb potential is neglected. This is the strong field approximation: the use of a
S-matrix time-reversal approach where the full hamiltonian is replaced by the Volkov
propagator.
The Volkov propagator has a simple expression
e−i
R t
t′ H(t
′′)dt′′ |p(t0)〉 = e−i
R t
t′ E(t
′′)dt′′ |p(t)〉 (3.20)
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Here E(t) is the classical energy of the electron in the field
E(t′, t) =
1
2
(
p(t′) +A(t)−A(t′))2 (3.21)
and |p〉 is a plane wave carrying momentum p. The relationship between |p(t′)〉 and
|p(t)〉 is also similar to the one that relates the corresponding classical quantities
∣∣p(t′)〉 = ∣∣p+A(t′)−A(t)〉 (3.22)
Substituting the expression in Eq. (3.20) into Eq. (3.19) we find the amplitude for a
transition to a state with momentum p in the strong field approximation
ap(t) = −i
∫ t
e−i
R t
t′ H(t
′′)dt′′e−Ip(t−t
′)〈p+A(t0)−A(t)
∣∣V (t′)∣∣ψgdt〉 (3.23)
The expression is physically transparent and reproduces the two steps model, as we
wanted: the electron, initially bound to the atom and in its ground state evolves in
time unaware of the laser field, till it is excited to the continuum at time t′. Once in the
continuum the effect of the Coulomb potential is neglected, and the electron acquires a
phase that is simply the integral of its energy in the field over the time it spends in the
continuum. The final momentum of the electron is dictated by the time of birth of the
electron in the continuum.
So we started with an exact solution of our time dependent Schro¨dinger equation, and
making a few key assumptions we have obtained an expression for the transition ampli-
tude of the electron, initially in the atomic ground state, to the continuum. We shall
see in the next chapter how we can use this expression to describe high harmonic gen-
eration.
But what are the limits of SFA? Clearly, the major problem in performing the strong
field approximation is the fact that we are neglecting the Coulomb potential. This af-
fects our result in two ways. Firstly, the ionisation amplitude will be different whether
or not we are considering or not the Coulomb attraction. The second problem is due
to the fact that the electron can be scattered by the Coulomb potential and sent to a
different |p〉 state.
3.3.2 The Lewenstein model
To describe Lewenstein’s approach to the problem of high harmonic generation as in
Lewenstein et al. [59] we should not need to start from scratch. The starting point is the
result from the previous section, the strong field approximation. In order to arrive to a
clear and easy to use expression for HHG, we need to make some further assumptions
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Figure 3.4: Real part of the total wavefunction ψg+ψc. The interference of the recollid-
ing electron wavepacket is shown for two instant of time, separated by half an harmonic
period, pi/2. The effective oscillation of the electronic wavepacket due to constructive
and destructive interference leads to the time-dependent induced dipole moment that
is responsible for the harmonic emission.
about the process. In typical conditions high harmonics are produced at relatively high
intensities, between 1014 and 1015 Wcm−2 so that the effective potential well seen by
the electron is substantially lowered, but it is still quite far from the saturation limit,
and the electron can be steered over a few tens of atomic units away from the core,
where the influence of the Coulomb potential is small. Under these conditions we can
safely make the following assumptions:
1) Only the ground state contributes to high harmonic generation.
2) Depletion of the ground state can be neglected.
3) Once in the continuum the electron experiences only the laser electric field but
not the Coulomb field.
Assumptions 1) and 2) rely on the fact that the intensity is high enough to prevent
excitation of the ground state prior to ionization but is sufficiently low to allow some of
the original wavepacket to remain bound to the core. We will see how this is crucial to
ensure high harmonics emission. Assumption 3) is simply a restatement of the strong
field approximation that we already saw in the previous section. In addition, we can
add that in Lewenstein’s treatment of high harmonics the contribution of continuum-
continuum transitions is neglected. This means that the electron is not scattered by the
Coulomb potential to another momentum state once is in the continuum.
Under these assumptions the wave function of the electron can be written as
|ψ(t)〉 = eIpt
(
a(t) |0〉+
∫
bp(t) |p〉 dp
)
(3.24)
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where a(t) and bp(t) are amplitudes for the ground state and the continuum state re-
spectively, and is always a(t) > 0. This expression is clearly a version of the assumptions
1)-3), disguised as a mathematical expression: the projection of the wave function onto
the ground state is always nonzero, 2), while all the others state can be neglected, as
required in 1). The third assumption enters when we plug the wave function into the
Schro¨dinger equation, now with no Coulomb potential, and taking its projection onto
the p-states
b˙p(t) = −i
(p2
2
+ Ip
)
bp(t)−E(t) ∂b
∂p
+ E(t)〈p |r| 0〉 (3.25)
Eq. (3.25) is a linear inhomogeneous differential equation for the amplitudes bp that has
well known analytical solution
bp(t) = i
∫ t
0
E(t)d(p + A(t′)−A(t))e−i
R t
t′
1
2
(p+A(t′′)−A(t))+Ipdt′′ (3.26)
What we have obtained is an analytical expression for the time dependent components
of our wave function during the interaction with the laser field. With in mind the idea
deriving from our classical model, where the electron is pushed away from the core and
then back again, we calculate the dipole moment of our system. This is M(t) = 〈ψ |r|ψ〉
M(t) = i
∫ t
0
dt′
∫
dpcn · d∗[pc + A(t)]E(t) · d[pc + A(t′)]e−iS(pc,t
′,t) (3.27)
where the canonical momentum pc = p+A(t) has been introduced and the semi-classical
action of the system
S(pc, t′, t) =
∫ t
t′
dt′′
1
2
(
pc + A(t′′)
)2
+ Ip(t′ − t) (3.28)
The action is semi-classical because it includes the ionization potential, that is related
to the height of the barrier seen by the electron before being ionised. Equation (3.27)
can be interpreted, as in the case of the S-matrix amplitude, as sum of probabilities for
an electron that sits in its ground state till some time t′ when it is ionised by the laser
field. After that moment it propagates in the continuum accumulating a phase given by
the action S(pc, t′, t), and finally recombines with its ground state at some later time t.
If we assume that our electric field is linearly polarised along the x-axis the dipole matrix
element in the equation above can simply be expressed as
d(x) = 〈ψc |x|ψg〉 (3.29)
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where ψc and ψg are respectively the electron wavefunction in the continuum and in
the ground state. By replacing the continuum wave function with a Volkov state, i.e. a
plane wave of momentum p, as in Eq. (3.22), Eq (3.29) becomes
d(x) = i∂pF(ψg) (3.30)
where F(·) denotes the Fourier transform. So d(x) is simply the momentum distribution
of the ground state multiplied by the imaginary unit i. As only the exact solution of
the electronic wave-function for hydrogen atoms is known, we are tempted to start by
looking at the momentum distribution for the hydrogen wave-functions, and then see if
we can use the same expression also for others atomic species.
Since this is one of the few quantum problems that are exactly solvable in quantum
mechanics, an expression for the probability density of the electron momentum was
found, early after the introduction of quantum mechanics, by Podolsky and Pauling
[60]. Although they obtain a general expression for arbitrary principal, azimuthal and
magnetic quantum numbers, we are only interested in s or p orbitals, that are the most
frequently encountered symmetries in high harmonics experiments. So for a 1s hydrogen
orbital the dipole matrix element is
d1s(p) =
i8
√
2β5p
pi(|p|2 + β2)2 (3.31)
where β is
√
2Ip. For a p state we have
d2p(p, θp, φp) = −2
√
2α7
3pi
[cos(θp(α2 − 5p2))
(p2 + α2)4
pˆ− sin(θpp
2)
(p2 + α2)3
Θˆ
]
(3.32)
where pˆ is the unit vector in the direction of p and Θˆ is the unit vector in the direction
perpendicular to it.
So far we have succeeded in simplifying a complex expression involving operators into a
relatively simple formula that only involves the calculation of a five dimensional integral.
But we can do better, reducing the dimensionality of the problem from five to two, as
we will see in the next section.
3.4 The saddle points approximation
The expression of the dipole moment can be simplified by using the saddle point approx-
imation, presented in this section. We first show how we can apply this approximation to
the integral over the electron momentum, to reduce the dimensions of integration from
three to just the two temporal dimensions. We then further develop this approach,
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to transform the dipole moment in a summations of terms. This is showed in section
3.4.2. The last two sections are devoted to present the procedure to find, in practice,
the elements of the summation and to introduce the uniform approximation.
3.4.1 Saddle points in time and momentum space
When dealing with complex integrals, as the one in Eq. (3.27), one can try to simplify
the problem by approximating the integral with something that is easier to calculate.
Let us consider integrals of the form∫
C
f(t)eiλg(t)dt (3.33)
where C is a real contour, and λ is large. When this is the case the exponential phase
oscillates quickly and its integral is approximately zero everywhere, apart from where
the phase is stationary. So the idea is to approximate the integral with something like
Bf(t0)eiλg(t0) where B is a constant to be determined and t0 is the stationary point of
the g(t), i.e. the value such that g′(t0) is zero. This is the essence of the stationary
point approximation, represented in Fig. 3.5. We are now a step closer to get rid of the
integral all together. What we can do now is to try to reduce the general integral to
an integral that has a known analytical solution. This can be done by using the saddle
point method. If we do so we find
∫
C
f(t)eiλg(t)dt = f(t0)
√
2pi
g′′(t0)
(3.34)
Following Lewenstein et al. [59] we can limit ourselves to a linear polarised field and
perform a saddle point approximation in the now one dimensional momentum space.
In order to do so we need to find the stationary point of the action S(pc, t′, t) respect
to the momentum pc, i.e. solve the equation
dS
dpc
= 0 (3.35)
The solution of this equation is the saddle point momentum, or the momentum that
contributes the most to the integral over all the p-space in Eq (3.27)
ps = −1
τ
∫ t
t′
A(t)dt (3.36)
where τ is t − t′. Thus we can forget the integration over all p just by replacing
the momentum pc with ps and multiplying by a constant 1/(iτ)3/2 that weights the
electron trajectories depending on the time spent in the continuum. Now, is there
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Figure 3.5: Example of stationary phase integration. The function plotted is oscillating
fast as we move away from its stationary phase point, at zero. Our intuition suggests
that the integral of this function over the all space can be approximated by the integral
of the function near its stationary point, on the basis that the integral of the fast
oscillating part will average to zero. In fact this is what happens: the integral of the
function between the dashed line differ from the integral of the function over the all
domain by less than 1%.
also a physical picture behind the mathematical approximation? In this case there
is: the equation above states that the momentum that contributes the most to the
integral is also the momentum that guarantees that the electron recollides with its ion.
In fact, remembering Eq. (3.5), we can rewrite the saddle momentum condition as
x(t) = x(t′), i.e., the electron has to come back exactly where it was born. Also the
weight 1/(iτ)3/2 has a precise physical meaning, in fact it describes the spreading of
the electron wave packet in the three dimensions. Clearly the more the electron spends
time in the continuum, the more the wave packet diffuses in space and therefore the less
likely will be a recollision event. This concludes the Lewenstein’s description of high
harmonic generation and this is what the dipole response in the frequency domain looks
like for the moment
M(ω) = i
∫
dt
∫ t
0
dt′d∗[ps +A(t)]E(t) · d[ps +A(t′)]e−iS(ps,t
′,t)−iωt (3.37)
where the time dependent dipole has been Fourier transformed.
Of course there are still the two integrals in t and t′ to solve. We can deal with them
at the same way as we did with the one in p, looking for stationary point of the action
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respect to t and t′. This, together with equation (3.35), leads to the system of equations∫ t
t′
dt′′[p+A(t′′)−A(t)] = 0
Ip +
1
2
[p+A(t′)−A(t)]2 = 0
1
2
p2Ip − Ωγ = 0
(3.38)
Also the last two conditions have a transparent physical meaning. The second condition
states that t′ is not the time when the electron appears in the continuum but is rather
the instant when it enters the classically forbidden potential well, before tunneling out.
This is reflected by the fact that the equation does not have real solutions. The third
equation is the energy conservation law: the energy of the emitted photon has to be
equal to the kinetic energy of the electron at the moment of recollision plus Ip. Com-
pared to case when the saddle point approximation is performed only in the momentum
space, now the situation is complicated by the fact that the action in Eq. (3.28) is com-
plex. It is possible anyway to follow a similar approach, that in fact leads to the same
result as the stationary phase, but that is suitable for complex functions.
The saddle point equations above introduce the new concept of quantum orbits, a direct
analogous of classical trajectories, in the quantum description of high harmonic gener-
ation. The concept of orbit arises as only few events contributes to the process, and
they are quantum in the sense that they describe the classically forbidden tunneling
ionisation. In the next section we will see how to use quantum orbits to derive a simple
formula for the dipole.
3.4.2 Quantum orbits description of high harmonics generation
Feynman’s formulation of quantum mechanics brought us back to a classical theory of
high harmonic generation through the familiar concepts of action and particle trajecto-
ries. The question now is how to construct the harmonic spectrum within the quantum
orbit framework. This problem has been extensively addressed by Milosevic and co-
workers [61–63], and is presented here.
Our starting point is the Fourier transform of Eq. (3.27), so we just have to multiply
Eq. (3.27) by e−iωt and integrate over all the time. But for each frequency, the compli-
cated five-dimensional integral can be replaced by just a number that approximates the
integral. And this can be done by calculating the points that contribute the most to
each integration. So for each frequency we can calculate a number that will represent
our integral [see 64]
I(t,t′,ps,ω) = C(t, t
′, ps) d∗(ps +A(t))E(t′) · d(ps +A(t′))e−iS(t,t′,ps)−iωt (3.39)
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In the equation above, a new constant has been introduced, that contains the determi-
nant of the Hessian matrix of the action S evaluated at the saddle point.
C(t, t′, ps) = −2i(piω)2
[
detS′′
∣∣
sp
(
+ i(t− t′)
)3]− 1
2 (3.40)
Consider now the case where we have a laser pulse interacting with our system. As the
electric field oscillates, we can expect, on the basis of classical considerations, to have
a major contribution to the integral at each half-cycle. We in fact expect two major
contributions for each energy, corresponding to long and short trajectories.
To calculate the high harmonic spectrum we can just sum coherently all these contri-
butions, for the whole duration of the laser pulse
M(ω) =
∑
i
I(ti, t′i, ps,i, ω) + c.c. (3.41)
The emission rate for photons at energy ω is then
Iω ∝ ω2 |M(ω)|2 (3.42)
Despite the apparent simplicity of the equation above there are some caveats that have
to be taken into account in carrying on the summation in Eq. (3.42). In the next section
we will see how to calculate, in practice, the saddle points and the harmonic spectrum
for a complex action.
3.4.3 Locating and classifying quantum orbits
We have already seen in the previous section that the problem of integrating a fast
oscillating function can be considerably simplified by reducing the integration to a range
where the phase is stationary, i.e. where its derivative is constant. If we also want to
apply the saddle point approximation to the integrals over ionisation and recollision
times we arrive to the system of equations in Eq. (3.38), that requires the introduction
of complex times, and therefore of a complex action, in order to be solved. In this
section we show how this problem can be approached by using the method of the
steepest descent to approximate integrals. We will then use these results to calculate
the atomic dipole response that we already introduced with Eq. (3.39).
As before, the integral we are considering is of the form (see Eq. (3.33)):∫
C
f(z)ew(z)dz (3.43)
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where, respect to Eq. (3.33), we have introduced the complex function w(t) and now C is
a complex contour2. For integrals like the one above, the asymptotic expansion depends
only on a small portion of space around the points where the derivative vanishes, or
critical points: for real functions, these points are local minima, but in the complex
case, they are saddle points. The asymptotic expansion idea, and the fact that we can
modify the contour of integration C, suggest that we can transform the integral in a
sum over particularly convenient contours. In order to do so, it is necessary to find the
curves along which the absolute value of the exponential term is monotonic. The reason
for this is the following: as we are looking for points that render the fast oscillating
phase, i.e. the imaginary part of w(z), stationary, we want to arrive to the saddle point
without passing by another critical point. This implies that the derivative of the real
part has to be always positive, or negative, along the curve. Furthermore, among all the
possible paths, we would like to choose the fastest route, so the path that arrives most
rapidly to the saddle point. If we do so, then we can deform the contour of integration
along the direction of steepest descent around each critical point. The fact that we have
chosen the steepest descent direction ensures that most of our contour is in a valley,
where the integrand is small, and that then it rapidly rises to the saddle point. Along
this path we can then use the standard Gaussian form:∫
C
f(z)eλw(z)dz ≈ f(z0)
∫
C
ew(z0)+
1
2
w′′(z0)(z−z0)2dz (3.44)
To derive this equation the Taylor expansion of w(z) has been used. Only the terms up
to the second order have been considered and we have used the fact that at the saddle
point the first derivative vanishes. Now we are left with a Gaussian integral whose
solution is well known
f(z0)ew(z0)
√
2pi
w′′(t0)
(3.45)
Now, we need a way to locate all the saddle points when the function w(z) is the action
given by Eq. (3.28). From our method we would like some flexibility, we would like to
be able to modify the electric field, for example, and still be able to reliably find all the
saddle points. Of course we would also like a fast way to do it. In order to do so, the
gradient descent algorithm has been used: starting from an initial point in the domain
of the function, the saddle point is recursively approached by moving by small steps in
the direction of minus the gradient of the function. A solution is then found when the
condition ∣∣∣∂S(t, t′)
∂t
∣∣∣+ ∣∣∣∂S(t, t′)
∂t′
∣∣∣ < 10−12 (3.46)
2Integrals on the real axis, as in Eq. (3.33) are called Fourier-type integrals. If g(x) is purely imaginary
the integral is then called Laplace-type integral.
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Figure 3.6: Example of saddle point: f(x, y) = x2 − y2. In a) the saddle in a real three
dimensional space. In b) a contour plot of the saddle. The yellow lines are −∇f . If we
start close enough to a peak, the gradient will rapidly bring us to the saddle point. if
we start in a valley we are brought away from it. In the case of the complex action we
do not have this problem, as by going downhill we are brought to another saddle point.
is met. The initial guess is made randomly. If a saddle point is not found within Ns
steps, typically a few tens, then the search fails and another guess is made. At each
step t′ is advanced by
δt′ = −−∂tS∂
2
t,t′S + ∂t′S∂
2
t S
∂2t S∂
2
t′S − (∂2t,t′S)2
(3.47)
and t by
δt = −−∂tS∂
2
t,t′S + ∂t′S∂
2
t,t′S
∂2t S∂
2
t′S − (∂2t,t′S)2
(3.48)
The quantities δt and δt′ are found by equating the Taylor expansion of the derivative
to zero. For example, if we consider a function f(x), an approximation of first derivative
can be written as
f(x+ δx)− f(x)
δx
=
df
dx
(x) +
1
2
d2f
dx2
(x)δx (3.49)
By setting the left hand side to zero, we can derive an analytical expression for δx, such
that we are now closer to the point that zeros the derivative by an amount equal to δx.
It is clear that the saddle point solutions depend on the energy (see Eq. (3.38)) by the
time-harmonic energy mapping that we discussed in the previous chapter. So the saddle
points have to be found for each photon energy.
In practice, the initial random guess is made for a value of the energy, Ω, well above
the theoretical cutoff. The reason for doing so is that, in the complex plane, the saddle
points for long and short trajectories are well separated. Once all the solutions for a
given energy are found, the energy is decreased by ∆Ω and the saddle points are used
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Figure 3.7: Imaginary and real part of the recollision time t for a long and a short
trajectory. The two trajectories are well separated in the complex space for photon
energy well above or well below the cutoff energy. As we get close to the cutoff the two
solutions converge. For energy above the cutoff only one of the two paths is physically
acceptable, while the other has to be discard.
as initial guesses for the new search. By progressively reducing the energy, we can find
all the saddle points that contribute to the harmonic spectrum, i.e. all the terms in
summation in Eq. (3.41)
3.4.4 The uniform approximation
When dealing with quantum orbits in high harmonic generation, one problem is encoun-
tered: the coalescing of two saddle points. As we have seen in our classical analysis, the
time-energy mapping is useful to distinguish between two classes of trajectories, long
and short, based on the time the electron spends in the continuum. This is illustrated in
Fig. 3.8. The relationship between the set of the excursion times and the set of energies
is not injective, in fact for each harmonic energy there are two times that can contribute
to it, one belonging to the long trajectories set and the other to the short one. The
problem arises at the point where the flying times converge. The definition of long and
short trajectories is possible because of the existence of a specific time, τcutoff . Before
this time the harmonic energy increases as the time becomes longer, while after τcutoff
the energy increases as the flying times becomes shorter. So, at least classically, there
is a point when one energy corresponds to a single excursion time, and this is τcutoff .
In the contest of quantum orbits the situation is very similar, with the two saddle points
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Figure 3.8: Quantum orbits solutions for an 800 nm laser pulse with peak intensity
of 5 1014 W cm−2. The recollision times are plotted against the harmonic order, and
long and short trajectories are indicated. Harmonics below Ip have been excluded. The
driving electric field is plotted for guidance. The maximum harmonic order correspond
to electron recombining at about 2/3 of a laser period from ionisation, that occurs close
to the peak of the field.
in time, corresponding to long and short trajectories, converging to the same point as
the energy increases. After the cutoff the two solutions formally continue to exist, but
one has to be dropped, as rigorously only one contour of integration can be followed.
This transition from two to one saddle points is called stokes transition. This in practice
means that one of the two solutions, the long trajectory one, has to be neglected after
the cutoff. An artificial removal of these solutions is possible, but results in a charac-
teristic spike in the harmonic spectrum, at the cutoff.
A more elegant solution is to use another approximation instead: the uniform ap-
proximation [64–66]. By doing so, the integral is regularised near to the cutoff, and
the correct solution is automatically selected afterwards. In this case the transition
amplitude instead of being given by Eq. (3.39) is given by
Iu.a.(t, t′, ps) = Ω2
√
6piS−ei(S++pi/4)
[A−√
z
Ai(−z) + iA+
z
Ai′(−z)
]
(3.50)
where Ai(z) and Ai′(z) are the complex Airy function and its derivative respectively
and we have introduced the following quantities
2S± = Sshort ± Slong
2A± = Ashort ±Along
(3.51)
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whereAshort andAlong are the slow oscillating part of Eq. (3.39), that is I(t, t′, ps)ei(S+Ωt).
The argument of the Airy function, z, is defined as (2S−/3)2/3. After the cutoff z has to
be replaced by ze2ηpi/3, where η is −1 for long trajectories and +1 for short trajectories.
The calculation of the complex Airy function and of its derivative was performed by
using the Fortran package outlined in Fabijonas [67].
3.5 Macroscopic Aspects Of HHG
In this section we consider high harmonics generation in macroscopic systems. In fact,
the high harmonics signal observed in experiments is the result of the coherent sum of
radiation emitted by individual atoms in a medium. The conditions that lead to the
build up of a macroscopic signal from single atom emissions, known as phase matching,
is presented here.
3.5.1 Phase matching in absence of ionization effects
So far we have focused our attention on describing the microscopic laser-atom interac-
tion and we have been able to derive an analytical formula for the harmonic emission
from a single atom. But what we actually observe in an experiment is the combination
of two, experimentally undistinguishable, factors. The first is the microscopic produc-
tion of dipole radiation by an atom interacting with a laser field, i.e. the expression that
we have derived in the previous sections. The second is the result of the interference
between the light emitted by all the atoms in our macroscopic medium, that is known
as propagation effects. The conceptual difference between the description of a quantum
radiating dipole and the propagation effects, that is presented in this section, is deep,
but can be reconciled as long as we decide to work in the dipole approximation, as it is
the case for the theoretical description of high harmonics. In the dipole approximation
we assume that the wavelength of the interacting laser field is much bigger that the
size of our atom. This assumption holds true for all the experiments presented in this
thesis. Under this assumption we can safely treat the atomic system in a full quantum
mechanical way, while being able to treat the electric field as a classical field.
Thus, while the microscopic response was described by a time dependent Schro¨dinger
equation, the propagation of a classical electromagnetic wave can be described by
Maxwell equations
∇2E(t, r)− 1
c2
∂2
∂t2
E(t, r) =
1
0c2
∂2P(t, r)
∂t2
(3.52)
where P is the polarisation of the medium. In the equation above, P contains both
the linear and the non-linear response of the medium. The latter, responsible for high
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harmonic generation, is normally calculated by direct integration of the Schro¨dinger
equation for a single atom or by applying SFA. The linear term is responsible for dis-
persion and absorption of the radiation during the propagation in the gaseous medium.
The importance of propagation in high harmonic generation is the effect that phase
matching has on the recorded harmonic signal.
Let’s consider two identical emitters, two atoms in our case, at r1 and r2, and let’s as-
sume that they are emitting some sinusoidal waves, our electromagnetic radiation, along
the same direction. If we now look at the radiation that reaches some point in space
away from the two atoms, clearly the total intensity will depend on the phase difference
between the two waves. The intensity will have a maximum if they are in phase, and
it will be zero when they are out of phase. We call phase matching the condition that
ensures that the phase front of the radiation, emitted by different sources, are matched,
so that they interfere constructively, i.e.:
arg[Pq(r1)exp(ikq(r2 − r1))] = arg[Pq(r2)] (3.53)
where Pq is the q-th harmonic component of the atomic polarisation. If r1 and r2 are
close together, we can approximate the exponential above with kq(r2− r1), so that Eq.
(3.53) becomes
kq = ∇arg(Pq) (3.54)
Broadly speaking, when describing a laser driven frequency conversion process, the
phase matching condition translates in a relationship between the fundamental and the
harmonic wavevectors. In mathematical terms, and limiting ourselves to incident plane
waves, we can write this condition as
kq(ω) = qk(ω0) (3.55)
where kq(ω) is the wave-vector of the q-harmonic beam at frequency ω = qω0 and k(ω0)
is the wave-vector of the fundamental.
In the case of high harmonic generation two main factors contribute to the k-vector
when ionisation effects can be neglected3. The first is a geometrical phase variation,
due to the fact that we are not dealing with plane waves but with a focusing beam
[68, 69]. If we consider the typical case in which the beam is Gaussian we have
kfocus = ∇arg
[ 1
b+ 2iz
exp
(
− k(ω0) |r|
2
b+ 2iz
)]
(3.56)
3Ionisation effects can be safely ignored when the laser intensity is below saturation and the atomic
density is low (∼1018 particle/cm3)
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Figure 3.9: Plotted in a) the on-axis phase mismatch ∆k (black line), the intrinsic
dipole phase qφdip (solid grey line) and the Gouy phase qφfocus (dashed grey line) as
a function of z for the following conditions: Intensity I = 5 × 1014 W/cm2, harmonic
order q = 35, confocal parameter b = 7 mm. ∆k is zero after the focus, when the Gouy
phase is negative and the intensity-dependent dipole phase is decreasing. In b) the
Gouy phase for three different radial distances is plotted: on axis (black), for r = 20
µm (grey dashed line), and for r = 30 µm (grey solid line)
where b is the confocal parameter, z is the propagation direction, r is the distance from
the z-axis and k(ω) = ω/c. The phase associated with Eq. (3.56) is known as Gouy
phase [70]. The second factor that we should take into account is the intrinsic atomic
phase that originates from the phase acquired by the electron in the continuum and the
phase due to the time delay between the fundamental and the harmonic field
kat = ∇(qωtr − S(ps, t′, tf )) (3.57)
where tf is the recollision time (see Eq. 3.28). We can then write the phase matching
condition for high harmonics, neglecting the linear dispersion of the gas, as
kq(ω) = q(k(ω0) + kfocus) + kat (3.58)
Phase matching considerations are the starting point for an understanding of the spa-
tial properties of high harmonics. Let’s consider the different terms that appear in Eq.
(3.58). The first term on the right hand side is the wavevector of the generating beam,
as it appears in Eq. (3.55). In our case it has modulus pi/λ and it is directed along the
z-axis. The second term is the gradient of the phase due to the focusing of a Gaussian
beam. For r = 0, i.e. along the beam axis, the Gouy phase decreases from pi/2 to −pi/2
(see Fig. 3.9 ). The gradient, and so the contribution of the phase to the wavevector, is
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therefore negative.
While the two terms we just described depend upon the geometrical characteristics of
the generating beam, the atomic phase is intrinsic to the physical process that origi-
nates harmonics. As we have already seen, the electron acquires a phase during the
time it spends in the continuum that is given by the integral of the semi-classical ac-
tion S(t, t′, ps) over the excursion time. It is convenient to approximate the result by
considering the long-pulse limit, as the results holds well even for pulses as short as a
few cycles [71]. In this limit the average kinetic energy acquired by the electron during
its quivering in the field is given by the ponderomotive energy Up (see Eq. (6.2)). The
phase acquired by the electron is then proportional to this energy times the time it has
spent in the continuum, τ . Therefore, for a given trajectory and a given harmonic order
we can write the intrinsic atomic dipole phase in cylindrical coordinates as
φat ≈ −τUp ≈ −αI(z, r, t) (3.59)
where α is proportional to the excursion time and I(z, r, t) is the intensity of the gen-
erating Gaussian beam (see Gaarde et al. [72]). The relationship derives immediately
from Eq. (6.2), Up. The temporal and spatial variation of the intensity have many im-
plications for the properties of the harmonics. The temporal variation can be mapped
in the frequency domain via the time-frequency mapping
∆ω =
∂φat
∂t
(3.60)
This relationship also implies that short trajectories, that have a smaller α coefficient,
are spectrally less broad than the corresponding long trajectories, for which α is much
larger.
The spatial variation contributes to the total harmonic k-vector and is therefore used
to calculate the total wave-vector, as seen in Eq. (3.58). We can get some insight into
equation Eq. (3.58) by considering the phase matching along the axis of propagation
only. A convenient way of measuring the degree of phase matching is by looking at the
phase ∆k:
∆kω(z) = α
∂I(z)
∂z
+ q
2
b
[
1 +
(2z
b
)2]−1
(3.61)
where q is the harmonic order ω/ω0 and b is the confocal parameter. The second
term on the right hand side is always positive, while, as seen before, the first term
is monotonically decreasing from qpi/2 to −qpi/2. So, on axis, the phase matching
condition is met after the focus, where the intensity of the generating beam is decreasing
with z (see Fig 3.9). The situation for off-axis phase matching is rather more complicated
than on axis, due to the radial dependence of both the intensity and the Gouy phase,
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Figure 3.10: Phase matching plots for different short (left) and long (right) quantum
paths for the 17st (a-b), 27st (c-d), 37st (e-f) and 47st (g,h ) harmonic. A driving field
with intensity of 3× 1014 W cm−2 at 800 nm was used for the calculations. The arrows
indicate the best phase matching k vector. The four harmonics have been chosen as
they span the entire plateau at the intensity used for the simulation. The green dashed
lines are intensity contours of the driving field, in 0.5 × 1014 W cm−2. The degree of
phase matching is indicated, in terms of the coherence length, by the colour map. The
arrows indicates the wavevectors of the newly generated harmonics. Courtesy of D.
Hoffmann.
but it cannot be neglected due the vectorial nature of Eq. (3.58). In fact, while the
k-vector of the fundamental beam is essentially directed along the z-axis, apart from a
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correction due to the geometrical phase, kdip is not, for example is radial at the focus
(see Balcou et al. [68]). This, in some situations, can lead to off-axis phase matching
and no phase matching on axis: the harmonics would appear as rings in this case
[73]. To represent the degree of phase matching is useful to introduce the coherence
length Lcoh = 2pi/∆k, that is the distance over which the harmonic radiation interferes
constructively, a concept well known in non-linear optics, and that has been proposed
in the contest of high harmonic generation by Balcou et al. [68]. As an example of this
method, in Fig 3.10 phase matching maps for different harmonics are shown, where the
coherence length is plotted as a function of the longitudinal direction z and the radial
distance r [74]. The dipole response was calculated by using the linear approximation
of Eq (3.59).
3.5.2 Dispersion and ionisation-induced dispersion
In the previous section we have introduced the concept of phase matching and we have
found some conditions under which we can efficiently generate high harmonics, and
even select different quantum paths, i.e. long or short trajectories. In doing so we have
assumed that there was no dispersion, i.e. the medium refractive index is one, and that
the laser intensity and the gas density were low enough to neglect the dispersion from
free-electron. If these assumptions are not valid, as in the case of a long medium, high
gas density or very high intensities, the atomic and ionisation induced dispersion have
to be taken into account.
The effect of the atomic dispersion can be included quite easily. The refractive index of
a gas medium is proportional to the gas density in the region of interaction and on the
atomic polarisability. The phase mismatch introduced by the atomic dispersion, ∆ke,
is therefore proportional to the number of atoms and the difference of the polarisability
induced by the fundamental and the harmonics. Thus also this term is small when the
gas density is low.
The contribution of the electron dispersion to the total phase mismatch is more compli-
cated. The free electron caused by the ionisation process contributes negatively to the
refractive index, with a term proportional to the free electron density and the wavelength
square of the radiation. The effect of this are both in the spatial and in the temporal
domain. The negative refractive index makes the beam on-axis to travel faster the the
beam off-axis, causing beam defocusing. In the temporal domain, a blue shift of the
harmonics can be seen, as the intensity increases. The phase mismatch due to free
electron is therefore dynamic and wavelength dependent. There is a simple expression
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for it, but we have to bear in mind that the electron density is time dependent
∆ke(ω) =
Nee2
2cm0ω
(q2 − 1) (3.62)
This contribution is positive for q > 1, as is the case for high harmonics. For on-axis
emission we can now write
∆kω(z) = ∆ke(ω) + ∆kneutral(ω)α
∂I(z)
∂z
+ q
2
b
[
1 +
(2z
b
)2]−1
(3.63)
Even at moderately high intensities the electron induced phase mismatch gives the dom-
inant contribution to ∆kω resulting in a total positive mismatch, that makes generation
of the highest order harmonics disadvantageous.
3.6 Conclusions
In this chapter we have introduced the theoretical basis of high harmonic generation,
in one- and two-colour fields. The classical model, presented at the beginning of the
chapter has been an useful tool to gain insights into the process of harmonic generation,
and it has been our key to interpret the solution of the full quantum problem, that we
have approached with a S-matrix formalism. But the main concept presented in this
chapter is probably the strong field approximation, that allowed us to derive a compact
expression for the dipole emission of an atom in a strong laser field. We have then
made a step back, from the quantum atomic level to the classical, and explained how
the microscopic emission of XUV radiation from an atom can build up to form the
harmonic beam that we are able to detect.
In the rest of the thesis we will discuss about how to realise in practice what we have
seen here. And this means, both in a real laboratory, with experiments, and in an
artificial laboratory, i.e. with computer simulations.
Chapter 4
Laser requirements for HHG
4.1 Introduction
So far we have considered the theory of high harmonic generation. In this chapter we
will turn our attention to the description of the laser system used to generate high
harmonics. Moreover, we will also discuss the conditions that are required to produce
high peak power laser pulses, and therefore to observe HHG.
Although the general principle of how a laser works is quite simple (see Fig. 4.1), the
detailed theory of its functioning is somewhat more complicated. As laser science and
the technology involved are an incredibly vast field of study, and is beyond the purpose
of this thesis to give a comprehensive introduction to the it, in what follows we limit
the discussion to the laser that has been mostly used for the experiments presented in
this thesis. Using the system as a starting point, we will provide an explanation of the
underlying principles of laser physics.
The third and the fourth sections are devoted to the description of frequency conversion
and parametric amplification, with particular attention to the parametric source used
for the experiment outlined in chapter 7 and to second harmonic generation.
Finally some diagnostics are presented. It is clear that we need to know accurately the
pulse duration of our laser beam, as its change can cause quite dramatic effects on the
high harmonic spectrum, due to the high non-linearity of the process. So pulse duration,
and the pulse power, are key parameters to measure, if we want to be able to perform
experiments in a reliable manner.
4.2 The Red Dragon Laser System
This section describes in details the Red Dragon laser system, used for most of the ex-
periments presented in this thesis. The KML Red Dragon laser system can be viewed as
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Figure 4.1: Schematic of three- and four-level systems. In a three-level system, the
electron is promoted to a high-excited level, from where it quickly decays to a metastable
level. The lifetime of high-excited electron is short compare to the lifetimes of electrons
in the metastable level, thus producing an effective population inversion between this
state and the ground-state. Stimulated emission can then be used to create coherent
laser emission. The situation in a four-level system is similar, but the laser photon
energy corresponds to a transition from the metastable level to an intermediate state,
that then decays to the ground state. On the right, emission and absorption curve of
Ti:Sapphire.
composed of two main subsystems: the oscillator (Griffin) and the chirped pulse ampli-
fication (CPA) module, following a scheme that was first proposed by Pessot et al. [75].
In 4.2.1 the oscillator is presented, whereas the stretcher, amplification and compressor
stages are discussed in 4.2.2, 4.2.3 and 4.2.4 respectively.
4.2.1 Oscillator
A schematic of the oscillator is shown in Fig. 4.2. As for all the optical cavities, the
main components are the cavity mirrors, in our case the back cavity mirror and the
output coupler, and the amplifying medium, a sapphire crystal doped with titanium
(Ti:Al2O3, or Ti:Sapphire). The population inversion required to start the laser emission
is obtained by exciting the electron population by optically pumping the crystal with
a diode-pumped frequency-doubled CW Nd:Yag laser, (Verdi V6, Coherent) set at 5.2
W. The possibility to use a commercially available Nd:Yag laser, known since 1964 [76],
for pumping and the particularly large gain bandwidth, has made Ti:Sapphire a very
popular material for short, high peak power, lasers systems (for a detailed discussion
about Ti:Sapphire see Moulton [77]).
As the crystal is optically pumped, de-excitation of electrons produces spontaneous
emission of photons. These photons do not have any phase relationship between them
and their energy can take any value within the absorption bandwidth of the crystal.
As they return back to the crystal, after a cavity round-trip, they can cause further
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Figure 4.2: Red Dragon oscillator. A Ti:Sapphire crystal is optically pumped by a
Nd:Yag laser, that starts the lasing process. The prisms in the cavity compensate for
the positive dispersion introduced by the crystal.
stimulated emission of photons. Stimulated photons have the important characteristic
of having the same phase and energy of the incident photon. Consequently, after a
sufficient number of round-trips, the coherent photon population in the cavity can be
large enough to be extracted.
At this stage, the radiation is still confined in the oscillator cavity. By making one of the
cavity mirror partially transmitting, some of the photons can leave the cavity. Since the
ratio of incoherent to coherent photons is very small, what is transmitted is a beam of
coherent light. As all the modes, i.e. the waves that solve the Maxwell equation for the
cavity, are present in the beam with a random phase we say we are in the random-phase
continuous-wave (CW) operational region. The total electric field at the output of a
random-phase CW laser can be written as [78]
ECW =
N∑
k
Eie
i[(ω0+k∆ω)t+φk] (4.1)
where n is the number of modes, typically a very large number, φk is the phase of
the k-th mode and ω0 is the frequency of the central mode and ∆ω is the frequency
difference between two consecutive modes. The power of the CW beam is proportional
to |ECW |2, so for random phase values, assuming constant field amplitude for all the
modes, we can write the average output power as Paverage ∝ NE20 .
Assume now that all the oscillating modes, still having the same amplitude, are, for
some reason that we will discuss later, oscillating in phase with each other. In this case
the laser is said to be mode-locked. The electric field for a mode-locked laser can be
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expressed as
EML =
N∑
k
E0e
i[ω0t+k(∆ωt)] (4.2)
where the time t has been shifted so that φ = 0. The sum above yields the total electric
field:
EML = E0ei(ω0t)
[sin[(2n+ 1)∆ωt/2]
sin(∆ωt/2)
]
(4.3)
where we remember that ∆ω is the frequency difference between two consecutive modes.
From this expression we can extract some useful information. First of all, by approxi-
mating the two sine functions with their arguments, we can see that the peak power is
proportional to (2N + 1)2E20 . So the peak power of a mode-locked laser is higher than
for a CW laser by the square of the number of modes that populates the cavity. By
looking at the exact result, we see that the different modes interfere, forming a train
of pulses. The interval between two consecutive pulses is given by the solution of the
following equation:
∆ωt
2
= pi (4.4)
that, solving for t, yields 2pi/∆ω. As the frequency separation is equal to 2pic/2L, where
L is the cavity length, the peak to peak separation between the two pulses is simple
function of L:
tp−p =
2L
c
(4.5)
The pulse duration is approximately given by the first zero of the function between
square brackets in 4.3, and it is given by
τ =
2pi
(2n+ 1)∆ω
=
1
∆ν
(4.6)
where δν is the total laser bandwidth. For the KML Griffin the cavity length is approx-
imately 1.7 m, corresponding to a peak to peak separation of 11 ns, and a repetition
rate of 88 MHz. The bandwidth of typically 60 nm can support pulses of 20 fs. The
CW average power is 380 mW, while it increases to 450 mW when mode-locked.
Mode-locking can be achieved in various ways. Typically, a distinction is made between
active, or externally driven, and passive techniques, that are more widely used for the
generation of high-energy, short-pulses laser beam. Early mode-locked lasers used am-
plitude or phase modulators (active mode-locking). Amplitude modulation is typically
induced via acousto-optic or electro-optic elements [79]. Alternatively, a saturable ab-
sorber can be inserted in the cavity (passive mode-locking). Saturable absorber are
elements that have higher transmission for beams with higher intensities. By introduc-
ing it in a cavity, mode-locking can develop from initial random intensity fluctuations
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Figure 4.3: Schematic of chirped pulse amplification functioning. The output of the
oscillator is stretched to a few hundreds of picoseconds by using dispersive elements,
such as prisms or gratings and then amplified. After amplification the beam is redirected
to the compression stage. The output is a transformed limited high-power pulse.
of the pulse, that are then selected after many passes through the absorber [79].
The most common passive mode-locking technique relies on the optical Kerr effect, or
self focusing, to generate mode-locked pulses [80].
When the intensity is high, the refractive index of a material can be written as [81]
n(ω, I) = n0(ω) + n2(ω)I (4.7)
The non-linear refractive index n2 can be related to the third order non-linear suscep-
tibility of the optical medium of interest. As we have seen before, the polarisation can
be expanded in power series of the electric field, that we assume linearly polarised and
monochromatic for simplicity
P = 0(χ(1)E + χ(2)E2 + ...+ χ(n)En + ...) (4.8)
where χ(i) is the i-th order non-linear susceptibility. For example, 0χ(1)E describes the
linear response of the material, while 0χ(2)E2 accounts for the second order interaction,
like second harmonic generation. As Ti:Sapphire is a centrosymmetric medium this term
vanishes, due to the symmetry of the material. The third term is responsible for third
harmonic generation and for the intensity dependence of the refractive index, which is
what we are interested in. If we write the time-dependent electric field as E = E cos(ωt),
the third order non-linear polarisation is
P (3) =
1
4
0χ
(3)E3 cos(3ωt) + 3
4
0χ
(3)E3 cos(ωt) (4.9)
through the use of the identity cos3(x) = 1/4 cos(3x) + 3/4 cos(x). When plugged into
the Maxwell equation, the first term in the equation above is a source term of radiation
66 CHAPTER 4. LASER REQUIREMENTS FOR HHG
at frequency 3ω. The second term can be written as
P
(3)
Kerr =
3
4
0χ
(3)E2E cos(ωt) (4.10)
If we now define an effective susceptibility χeff = χ(1) + 3/4χ(3)E2, we can write the
refractive index as
n2 = 1 + χeff (4.11)
substituting the electric field with the intensity using the relationship I = c0n0E2/2
and using the fact that χ(3)E2 is much smaller than 1 + χ(1), we arrive to 4.7, with
n0 =
√
1 + χ(1) (4.12)
and
n2 =
3χ(3)
4n200c
(4.13)
The non-linear refractive index is typically very small, for instance is about 2.5× 10−16
cm2 W−1 for Ti:Sapphire. For the typical case of a Gaussian beam and a sufficiently high
intensity, the refractive index seen by the beam is higher along the axis of propagation
than at the tails of the distribution. As a consequence, a different optical path arises,
depending on which part of the beam we are considering. This is completely analogous
to a focusing lens, the only difference being that for a lens the difference in optical
path is due to the lens thickness. By placing a small aperture in the cavity, only the
pulses with enough intensity to self-focus are allowed to fully pass through the aperture
and make another round-trip. To start the process of selection a disturbance has to be
introduced in the cavity, typically by tapping one of the prisms of the compressor in
the cavity1. When mode-locked the oscillator produces pulses of about 450 mW in 20
fs, and a spectral bandwidth of 60-80 nm.
4.2.2 Stretcher
In previous chapters we have seen that high harmonic generation relies on the ability
of producing electric field that are sufficiently strong to modify the Coulomb potential.
As the pulses produced by the Griffin oscillator can, for instance, be focused down to
produce intensity of the order of 1010-1011 Wcm−2, we are well below the limit needed
for high harmonic generation. This requires further amplification of the pulse produced
by the oscillator. As we have seen, high peak intensity can cause non-negligible third
order effects, in particular self-focusing, that has the effect of further increasing the
1The two-prism compressor is discussed later in the chapter, together with the compressor of the
Red Dragon
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Figure 4.4: Schematic of the Red Dragon stretcher. The input beam is spectrally
dispersed by a grating and then focused by a curved mirror. The distance from the
curved mirror and the flat mirror is approximately 45 cm.
on-axis peak intensity, eventually leading to optical damage in the medium, when the
intensity is too high. To quantify the change in refractive index due to the non-linear
term one can calculate the B-integral of an optical medium, defined as
B =
2pi
λ
∫ z
0
n2I(z′)dz′ (4.14)
Clearly this quantity can also be related to the damage intensity for a medium. For
example, if a pulse has a B integral larger than 2 in Ti:Sapphire it is normally considered
to be close to induce optical damage in the crystal. To reduce the B-integral we can
only act on the intensity of the beam: generally the beam is stretched in time by using
dispersive elements that stretch the pulse duration of the laser beam. A schematic
of the Red Dragon stretcher is shown in Fig. 4.4. It is based on the original design
of Martinez [82], but is modified to avoid the material dispersion due to the use of
lenses in that first design. The input beam is spectrally dispersed by a grating and sent
to a curved mirror before travelling to a flat mirror and a retro-reflector. The distance
between the curved mirror and the flat mirror is twice its focal length (2f configuration).
When the beam reaches the retro-reflector it is sent back through the same path, to be
re-collimated. This is equivalent to a telescope in a two-grating compressor. The path
is traversed twice by the beam, so that each optical element is used four times, making
the stretcher completely equivalent to a two gratings stretcher. The great advantage is
of course that a single grating system is cheaper, and the fact that the beam path is
folded in four passages makes it extremely compact. The temporal chirp introduced can
be adjusted by moving the retro-reflecting mirror, and in optimal conditions leads to a
stretched pulse of duration of about 150-200 ps in the Red Dragon, when the bandwidth
68 CHAPTER 4. LASER REQUIREMENTS FOR HHG
 	
	 
	






Figure 4.5: Pockels cell functioning, top view. The polarisation of the incoming beam
is rotated at 1 kHz repetition rate. The polariser after the Pockels cell reflects all the
pulses whose polarisation is unchanged and transmit the others.
is between 60-80 nm. We can estimate the path difference required to stretch the pulse
from about 20 fs, the pulse duration of the oscillator pulse, to 200 ps to be about 6 cm.
This pulse duration is long enough to allow the safe amplification of the pulse in the
two amplification stages, discussed in the next section.
4.2.3 Amplification stages
Before entering the amplifier, the repetition rate of the pulse train is reduced from 88
MHz to 1 kHz by sending the beam through a Pockels cell and a polariser. In the Pockels
cell, the birefringence induced by applying a time dependent voltage to a suitable optical
medium (β barium borate, or BBO) causes the laser polarisation to be rotated by 45◦
every time the Pockels cell fires. The polariser after the Pockels cell reflects the pulses
whose polarisation have not been changed.
After the Pockels cell, the beam is amplified in a 14 passes multi-pass amplifier that
brings the power up to the mJ level (normal operational power is just below 3 mJ)
from a few nJ. The amplifying medium, a Ti:Sapphire crystal, is cryogenically cooled
to 40 K, to prevent thermal lensing, and is kept under vacuum to avoid formation
of condensation on the crystals surfaces. As for the oscillator, also in the amplifier
the population inversion is created by a nanosecond Nd:Yag frequency doubled system
(Photonic Industries) that in normal conditions operates at 30 W.
Once amplified the pulses are sent to a second Pockels cell that rotates the polarisation
of the main pulse, while leaving unvaried the polarisation of pre- or post- pulses that
may have been amplified and whose energy could otherwise be further increased in the
second amplifier. An overview of the first stage is shown in Fig. 4.6.
The second stage is formed by a second multi-pass amplifier and by the compressor, the
final stage of the CPA. The amplification in this second stage is similar to the one in
the first stage but the number of passes required to extract all the pump energy is now
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Figure 4.6: Schematic diagram of the beam path in the first amplification stage. The
input beam, coming from the left, is stretched in a four passes single-grating stretcher,
then its repetition rate is tuned down from 88 MHz to 1 kHz in the first Pockels cell (1)
and subsequently amplified to the milli-Joule level in the amplifier. Before the second
stage the beam is cleaned by passing through a second Pockels cell (2).
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Figure 4.7: Schematic diagram of the second amplification stage of a Red Dragon. The
pulse is amplified in a double pass amplifier. As for the first Ti:Sapphire laser, the
crystal is optically pumped by Nd:YAG frequency doubled laser. The output is finally
compressed in the last stage of an CPA system by a two-gratings compressor. The
output is a 30 fs 6 mJ pulse at 1 kHz repetition rate.
reduced to only two, in a bow-tie configuration, that brings the pulse energy up to 10
mJ.
4.2.4 Compressor
In this section we discuss the two compressors in the Red Dragon laser system. The
first is a two-prism compressor situated in the oscillator that is used to compensate
the positive dispersion introduced in the mode-locked beam by the Ti:Sapphire crystal.
The second is a two-grating compressor, that acts on the beam after the amplification
stages.
The principle underlying pulse compression by these two systems is dispersion. We
recall that the electric field can be expressed in terms of an amplitude and a phase.
When a pulse travels through a medium of length L, the electric field acquires an extra
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phase φ given by
φ =
ωL
c
n(ω) (4.15)
The first derivative gives the delay of the peak of a wave with central frequency ω, and
is given by the inverse of its group velocity in the medium, and it does not have an
effect on the pulse duration. To quantify the dispersion due to the others term, we can
expand the group delay around the central frequency ω0
∂φ
∂ω
=
∂φ
∂ω
∣∣∣
ω0
+
∂2φ
∂ω2
∣∣∣
ω0
(ω − ω0) + 12
∂3φ
∂ω3
∣∣∣
ω0
(ω − ω0)2 + · · · (4.16)
The second derivative is the group delay dispersion (GDD) that gives the main contri-
bution to the lengthening of a non-monochromatic beam in the medium, while all the
other terms have decreasing importance. Positive GDD means that the instantaneous
frequency increases with time, i.e. the pulse is positively chirped. In common materials,
for example glass or air, the GDD introduced in the pulse is positive. To prevent the
lengthening of the pulse, optical elements with negative dispersion can be introduced in
the beam path. This can be done by means of diffraction gratings [83], prisms [84, 85],
or chirped mirrors [86]
The design of the two prism compressor was originally developed by Fork et al. [84],
and constitutes an improvement of the one-prism compressor initially proposed by Dietel
et al. [87]. The principle of functioning can be understand considering the four-prism
compressor that is shown in Fig. 4.8. Negative dispersion is introduced exploiting the
angular dispersion of the first prism, whereas the second prism is used to re-collimates
the beam. The purpose of the last two prisms is to cancel the spatial chirp introduced by
the first two. A two-prism compressor is analogous to a four-prism one as the system is
symmetric with respect to the plane perpendicular to the beam between the two central
prisms, as can be seen in Fig. 4.8. In a standard two-prism compressor a retro-reflector
mirror is placed parallel to M-M’. From simple geometry, the wavelength dependent
path l due to dispersion is is
l = 2L cos(β) (4.17)
where β is the angle between the two wavelengths, λ1 and λ2 at the exit of the first prism
(I). The factor of two arises due to the symmetry of the problem. In fact, it is clear
that the path difference accumulated by λ1 and λ2 in travelling through prism I and II
is the same as the path difference of a beam propagating backwards through prism IV
and III. The GDD introduced by the different path length can than be calculated by
taking the second derivative of the phase difference accumulated [84]. If the Brewster
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Figure 4.8: Layout of a four-prism compressor (a), and of a grating compressor (b). (a)
The sequence of four-prism is completely symmetric respect to the plane M-M’. A retro-
reflector can then be positioned parallel to the this plane (b) The different wavelength
are dispersed at an angle θ(ω) by the first grating and sent to the second grating, and
then to a retro-reflector that sends the beam back. The output beam has the same
spatial profile of the input beam, but each of its frequency component have now an
additional quadratic phase.
condition is satisfied the expression simplifies to
∂φ2(ω)
∂ω2
=
( λ3
2pic2
)d2l(λ)
dλ2
(4.18)
It can be shown that the total GDD can be written as
∂φ2(ω)
∂ω2
=
λ3
2pic2
[
− 8l
(dn
dλ
)2
cos(β) + 4l
d2n
dλ2
sin(β) +
(
2n− 1
n3
)(dn
dλ
)2
sin(β)
]
(4.19)
The amount of GDD introduced by the prisms can be either positive or negative, de-
pending on the prism separation and on the optical path inside the prisms. The latter
is chosen to be the minimum possible in the Red Dragon oscillator. The GDD is then
determined solely by the prism distance.
The compression of the amplified beam takes place in a two-grating system, that com-
pensates for the positive linear chirp introduced by the stretcher and by the material
dispersion by inducing a quadratic phase shift in the beam as a function of the wave-
length, similarly to the prism compressor. This is possible by creating a path difference
between different frequency components, as it can be seen in Fig. 4.8: clearly the path
ABC is longer than ADE, therefore longer wavelengths experience larger GDD. We can
write an expression of the group delay as a function of the angle θ at which the different
components are dispersed by the first grating
∂φ2(ω)
∂ω2
=
b
c
1 + cos(θ(ω))
cos(α− θ) (4.20)
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where b is the distance between the two grating. The amount of GDD introduced by
the compressor is proportional to the separation of the two gratings, that in our system
are mounted on a translation stage, to facilitate the temporal minimisation procedure.
At the output, the pulse of the Red Dragon has pulse duration below 30 fs and typical
power of 5.5 W. The 1/e2 diameter of the beam is 7 mm.
4.3 Frequency Conversion
The generation of new optical frequencies from a laser, whose frequency is called funda-
mental, is discussed in this section. In particular, we present second harmonic generation
in crystals, in 4.3.1, and self-phase modulation, in 4.3.3. As high harmonics generation,
also the generation of the second harmonic is the macroscopic, visible, effect of the co-
herent atomic response in the medium. The concept of phase matching arises therefore
naturally also in this context, and is discussed in 4.3.2
4.3.1 Second harmonic generation in crystals
The realisation of a two-color experiment as described in chapter 7 relies on the capabil-
ity of producing the second harmonic of a fundamental beam with sufficient intensity.
This can be done by exploiting the non-linear properties of suitable materials, such as
BBO. The mechanism responsible for the generation of the second harmonic (SHG) is
presented in this section. In the next we will focus on the efficiency of the generation,
and what can be done to optimise it.
The starting point is the standard second order linear partial differential equation for
an electromagnetic wave propagating along the z-axis2, that we can write for both the
fundamental beam and second harmonic by using an index j
∇2Ej =
n2j
c2
∂2Ej
∂t2
+ µ0
∂2Pj
∂t2
(4.21)
where µ0 is the vacuum permeability, nj is the refractive index and Pj is the non-linear
polarisation. By writing the electric field as
Ej = Aj(z)eikjz (4.22)
we can rewrite Eq. (4.21) in terms of the amplitude Aj . These turns out to be:
∂A1
∂z
=
2iω1deff
n1c
A2A
∗
1e
−i∆kz (4.23)
2For a derivation, see section 4.4.1.
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Figure 4.9: Spatial variation of the fundamental (u1) and of the second harmonic (u1)
in the non-linear crystal calculated solving the system of Eq.4.26. The red curve is the
fundamental, plotted for the case of perfect phase matching, ∆S = 0. The effect of the
phase mismatch can be seen on the efficiency of the second harmonic (blue line), plotted
for ∆S = 0 and for ∆S = 8.
and
∂A2
∂z
=
iω2deff
n2c
A21e
i∆kz (4.24)
where ∆k = 2k1 − k2 and deff is the component of the non-linear optical susceptibility
responsible for second harmonic generation. This system of coupled equations can be
easily solved by assuming that the pump is not depleted during the generation process,
i.e. by assuming that E1 is constant. If we do so, we arrive to an analytical expression
for the second harmonic electric field as a function of the crystal thickness l:
A2 =
iω2deff
n2c
A21l
sin(∆kl/2)
∆kl/2
ei∆kl/2 (4.25)
This is the well known equation that describes second harmonic generation. Probably
the most important term of this equation is the sinc function, that is responsible for the
variation of the second harmonic intensity as function of the phase mismatch parameter
∆k: if ∆k is zero, the Sinc function is unity, and the second harmonic increases linearly
with the crystal thickness. If ∆k 6= 0, then the function oscillates as a function of l.
If the undepleted-pump assumption is not valid, the coupled equations describing the
two fields have to be solved simultaneously. By introducing a normalised distance, ζ =
z/l, a normalised phase mismatch ∆S = ∆kl and the relative phase of the interacting
beams, θ = 2φ1 − φ2 + ∆kz and the normalised amplitudes u1 and u2, the equations
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that fully describe SHG turn out to be
du1
dζ
= u1u2 sin(θ)
du2
dζ
= −u22 sin(θ) (4.26)
dθ
dζ
= ∆s+
cos(θ)
sin(θ)
d
dζ
(ln(u21u2))
This system of equations can be numerically solved (see Fig. 4.9), as it has been done
for the theoretical analysis of the experiment described in chapter 7, or, under some
assumptions, can be solved analytically [see 88].
4.3.2 Phase matching in non-linear crystals
As we have seen in the previous section, when ∆k = 0 the second harmonic generation
efficiency is proportional to the crystal thickness, while is periodic if ∆k 6= 0. When we
are in the first situation, the fields are said to be phase matched. The phase matching
condition can be written in terms of the k vectors of the fundamental and of the second
harmonic as
~k2ω = 2~kω (4.27)
The conditions to achieve phase matching are presented in this section.
As mentioned earlier, for optical materials the wavelength-dependent dispersion rela-
tionship implies that waves of different frequencies travel through the medium with
different velocities. Typically, in condition of normal dispersion the longer wavelength
travel faster than the shorter one, and this puts a serious threat to the possibility of
achieving phase matching, as the condition in Eq. (4.27) cannot be fulfilled, as we never
have n(ω) = n(2ω). Nevertheless, there are ways to get around this problem, by exploit-
ing thermal or optical properties of specific materials. In what follows I will concentrate
on first category, as it is the one used in the experiment described in chapter 7. The
most common optical property used to achieve phase matching is birefringence, i.e. the
dependence of the refractive index on the polarisation of the incident light. The general
idea is to have the longer wavelength polarized along the direction that gives the higher
of the two refractive indexes. For negative uniaxial crystals, such as BBO, this means
that the fundamental beam should be an ordinary wave. Then depending on the rela-
tive polarisation of the two shorter wavelength we can have type I phase matching, i.e.
when the two ω photons have the same polarisation, or type II phase matching, when
they are orthogonal with respect to each other.
Control over the refractive indexes is of course a requirement to properly phase match
the frequencies of interest. This can be achieved by exploiting the angular dependence
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Figure 4.10: BBO refractive index of the fundamental (red) and of the second harmonic
(blue) for the phase matching angle for λ = 0.8 µm. The two indexes are identical for
λ = 0.8 µm, while for different wavelength they diverge, causing phase mismatch.
of the refractive index in uniaxial crystals, like BBO. These crystals are characterised
by a direction, the optical axis: if the polarisation of the incident light is perpendicular
to the plane that contains the optical axis and the k vector, the refractive index experi-
enced by the light is no. This quantity is known as the ordinary refractive index. If the
polarisation is in that plane, then the refractive index depends on the angle between
the optical axes and the k vector, and is given by
1
n2e(θ)
=
sin2(θ)
n¯2e
+
cos2(θ)
n2o
(4.28)
where n¯e is equal to ne(90◦) and is called principal value of the extraordinary refractive
index. By using the phase-matching condition in Eq. (4.27) we can derive the theoretical
value of the phase-matching angle as a function of the wavelength of the incident light:
sin2(θpm) =
[ 1
no(ω)2
− 1
no(2ω)2
][ 1
n¯e(2ω)2
− 1
no(2ω)2
]−1
(4.29)
The equation above cannot always be solved meaningfully. For instance the birefringence
can be too small in some range of frequencies, and it would then be impossible to have
phase-matched second harmonic generation in that range of wavelength. A common
choice for second harmonic generation is BBO, and this is due in large part to the wide
range of wavelengths, from 410 nm to 3.5 µm, that it can phase-match and to its high
damage threshold, of 10 GW/cm2 for an 100 ps pulse at 1064 nm.
For BBO crystals, the refractive indexes that are needed to work out the phase-matching
76 CHAPTER 4. LASER REQUIREMENTS FOR HHG
angle can be calculate with the empirical Sellmeier equation for the ordinary refractive
index
n2o(λ) = 2.7359 +
0.01878
λ2 − 0.01822 − 0.01354λ
2 (4.30)
and for the the principal extraordinary
n2e(λ) = 2.3753 +
0.01224
λ2 − 0.01667 − 0.01516λ
2 (4.31)
where λ is in µm. In practice however it is not necessary to know the phase matching
angle as commercial crystals are normally cut so that the optical axis is at the desired
angle for normal incidence beam. This is also advantageous as it gives the maximum
clear aperture and prevent energy losses in non-focusing geometry. The optimum phase
matching condition is then found by finely tweaking the crystal, by rotating it in its
mount, to match the laser polarization with the direction of the ordinary axes. This is
done monitoring the power of the second harmonic, separated from the fundamental by
a dichroic mirror. Typically the conversion efficiency, at the intensity we were working
on, is between 15% and 20%, depending on the experiment.
4.3.3 Shorter pulses: hollow-core fibre
When studying the atomic response of matter interacting with a strong laser field it
may be advantageous to have beams in the few-cycle regime. In fact, shorter pulses
do not only imply higher intensity, but also shorter electric field rising time, important
for electron control experiments, or the restriction of non-linear processes, such as high
harmonic generation to a single laser cycle [50].
The generation of these pulses requires, through the Fourier-theorem, an extremely large
bandwidth, much larger than the bandwidth of a standard Ti:Sapphire laser. A common
technique to produce the required bandwidth is hollow-core fibre pulse compression.
This makes use of a third order non linear process, known as self-phase modulation,
in a gas filled hollow fibre [89–91], and was first introduced by Nisoli et al. [89]. Let’s
remind us the expression for the non linear susceptibility for centro-symmetric media,
that we have introduced in the first section, and stop the expansion at the third order
n(I) = n0 + n2I (4.32)
where n0 is the linear refractive index and n2 is the non-linear component. Since the
phase of the pulse for unit of length is related to the refractive index through:
φ(t) = ω0t− kn(t) (4.33)
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Figure 4.11: Output efficiency of hollow fibre for different modes as a function of the
ratio between the waist of the beam and the radius of the hollow fibre. The mode EH1,1
(blue line) gives the maximum transmission, while subsequent mode are less efficient.
In the figure are plotted the mode EH1,2 (magenta), EH1,3 (orange) and EH1,4 (green).
it is possible to calculate the intensity dependence of the frequency, defined as the partial
derivative of the phase respect to the time. This leads to:
ω(t) = ω0 − k∂n(I)
∂t
(4.34)
We see, from the equation above, that the trailing edge is shifted toward higher frequency
while the rising edge is red-shifted. The amount of broadening that can be achieved
depends largely on the non-linear medium used in the fibre. Generally argon and neon
are used, because they are in the gaseous phase at room temperature and they have high
non-linear refractive index values. The choice between argon and neon depends on the
desired input energy, as the low argon Ip limits the energy to the ionization threshold.
This limit can be pushed at higher energies by using circular polarised beams instead of
linearly polarised beam [92, 93]. The output mode of the hollow-fibre depends on the
propagation of the beam in the fibre, and is a combination of several Bessel’s modes.
By carefully engineering the fibre after proper alignment the least lossy one, EH1,1, can
be selected. In order to achieve the desired beam profile, the beam waist at the fibre
entrance should be 0.65a [94], where a is the radius of the core. If this condition is met,
than the radial profile of the beam at the output is given by
I(ρ) = I0J20 (2.4
ρ
a
) (4.35)
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and the output power should be close to 100% of the input. In practice, the typical
output is about 60% of the input power, and this is mainly due to leaking through the
fibre walls. In fact, as the inner part of the filled fibre has a lower refractive index than
the cladding, the total internal reflection, typical for instance of telecommunication
fibre, does not occur. We can estimate the losses in a perfectly cylindrical fibre by
calculating the coefficient α, given by
α =
(2.4
2pi
)2λ2
a3
v2 + 1√
v2 − 1 (4.36)
where v is the ratio between the refractive index of the cladding and the gas [95]. The
intensity variation is proportional to the input intensity and to the length of the fibre.
This gives us an exponential law:
I(z) = I0e−αz (4.37)
Once the beam has been spectrally broadened it is re-collimated and compressed to
the transform limit by a set of specially designed chirped mirrors, first introduced by
Szipocs et al. [86]. The principle of operation is rather simple: negative group delay
dispersion is introduced by making longer wavelengths penetrate more deeply into the
mirror reflective layers. In practice a chirped mirror is made by depositing layers of
SiO2 and TiO2 whose thickness varies approximately linearly as a function of depth,
as schematically shown in Fig. 4.12. Note that the thicker layer is the one deepest
inside the mirror. As the light penetrates the layers, longer wavelengths encounter the
Bragg condition, that requires the layer to be a quarter of the wavelength, deeper in the
mirror. This simple approach is complicated by the fact that the reflection from the air-
mirror surface and the sudden appearance of counter-propagating waves in the mirror
induce some additional dispersion. This problem is solved by adding an anti-reflective
coating on the front surface, and by changing the thickness of the higher refractive
index as well as the lower one. The result is a smooth passage from the region where
no counter propagating waves are present (air), to where they are (inside the mirror).
These mirrors are called double-chirped mirrors [see 96].
4.4 Optical Parametric Amplifiers
Some of the experiments presented in this thesis required the use of wavelength differ-
ent from the 800 nm produced by the Red Dragon. These were produced by optical
parametric sources, that are discussed here.
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Figure 4.12: Chirped mirror: the schematic illustrates the principle of functioning of
a double-chirped mirrors. Different wavelength penetrates a different depth into the
mirror, resulting in longer wavelength being delayed respect to shorter ones.
4.4.1 Principles of parametric amplification
For long time before the demonstration of the first laser, the polarization response of
a medium has been considered linear respect to the applied electric field, through the
relationship
P (t) = 0 χ(1)E(t) (4.38)
with  the dielectric constant of the medium considered and χ(1) is the linear suscep-
tibility. With the observation of second harmonic generation, by Franken et al. [97],
it became clear that the response of an optical material is not, for sufficiently high
intensity, given by a simple linear relationship, but is rather more complicated:
P (t) = 0
N∑
1
χ(n)En(t) (4.39)
where χ(n) is the n-order non-linear optical susceptibility for the medium. Starting from
the optical susceptibility we can define the n-order optical polarisation of a medium,
the quantity P (n)(t) = 0χ(n)En(t). These are the terms responsible for non-linear
parametric effects in optical media, such as second harmonic generation. To see this
let’s consider the Maxwell equations in a optical medium in a non-magnetic medium
(M = 0), with no free charges or currents (ρ = 0, J = 0):
∇× E = −∂B
∂t
(4.40)
∇×B = µ0∂D
∂t
(4.41)
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Figure 4.13: Schematic diagram that illustrates the principle of different frequency
generation. A pump at frequency ω1 and the signal, at frequency ω2 interacts in a
non-linear crystal, where the signal is amplified. The amplification process also results
in the generation of a third frequency, at ω3 = ω1 − ω2, the idler.
where D is the electric displacement 0E+P . The two equations above can be combined
to obtain the wave equation
∇2E = n
2
c2
∂2E
∂t2
+ µ0
∂2PNL
∂t2
(4.42)
where the contribution of the non-linear polarisation to the total field is now explicitly
stated. This process is at the basis of optical parametric amplifiers (OPA) [94, 98],
systems that can produce laser radiation at variable wavelength, through a parametric
process, such as frequency up- or down- conversion, difference frequency generation and
white light generation.
Theses processes, can also be understand in a photon picture: three different beams are
involved, the pump, that provides an high enough intensity for the required non-linear
process to occur, the signal, that is amplified by the pump, and the idler, generated as
a result of energy conservation.
~ωp = ~ωs + ~ωi (4.43)
To the process to be efficient the phase matching, i.e. momentum conservation, condi-
tion has to be fulfilled
~kp = ~ks + ~ki (4.44)
In the next section, the HE-Topas OPA from Light-Conversion, used for some experi-
ments presented in this thesis, is described.
4.4.2 The HE-Topas
The HE-Topas consists of a first stage, Topas-C, seeded by a 500 µJ beam at 790 nm,
that can deliver a signal tunable in the range 1100 and 1600 nm. The output of the
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Topas-C is then used to seed the second amplification stage that can raise the energy
to the mJ level.
The first stage of the OPA is based on white light generation. Of the 500 µJ input
beam, 10 µJ are focused into a sapphire plate to produce white light continuum, that
is subsequently sent through a variable attenuator, to regulate its energy, and a delay
stage, to fine tune the temporal overlap with the pump in the amplification stage. The
broadband beam is then re-collimated and temporally stretched by passing through a
dispersive plate so that different wavelengths become separated in time. The stretched
beam is then combined in a non-linear crystal (BBO) with 40 µJ of the pump beam, to
produce between 0.5 µJ and 3 µJ of down-converted frequency, depending on the wave-
length. The amplification process occurs in a non-collinear geometry, that facilitates the
separation of the signal from the residual pump and the idler. Due to the wide range of
frequencies that can be generated, the crystal is placed on a rotation mount, to phase
match different frequencies at the right angle. The later walk-off that is introduced by
the crystal rotation is compensated by a thin plate, positioned just after the crystal,
that rotates with it. This keeps the output pointing fixed, and no major alignment is
required if the frequency is tuned.
The infrared beam is then recombined with the remaining 450 µJ of the pump beam
in a second amplification stage. The geometry chosen in this case is linear. The time
overlap of the seeding beam and the pump is controlled by a translation stage in the
pump beam line. Also in this case the crystal can be rotated to maximise the phase
matching. This concludes the description of the first stage. The second amplification
stage consists of a third amplifying crystal, pumped by a 5.5 J beam, that deliver a final
output of about a 1 mJ. The idler and the residual pump are then separated from the
signal by a dichroic mirror.
4.5 Measurement of ultrashort pulse duration
As the pulse duration becomes shorter and shorter, its measurement becomes more
and more difficult and technically challenging. In this section we will see two common
techniques for measuring the duration of short pulses: autocorrelation and frequency
resolved optical gating (FROG).
4.5.1 Autocorrelation
To measure the pulse duration of some physical events, we need to compare it with
something, the duration of which is known, and is not longer than what we want to
measure. For laser pulses of the order of picoseconds, the electronic response of tran-
sistors, for instance in a oscilloscope, is fast enough to sample the signal and perform a
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measurement. A problem arises when the pulse duration is below the hundreds of fem-
tosecond barrier, where the transistor electronic response is too slow. In this situation,
the fastest thing we can compare our pulse with is the laser pulse itself.
This concept bring us to the simple idea of optical autocorrelation. The most simple
version of it is second order autocorrelation, that measures the intensity distribution of
the second harmonic produced in a non-linear crystal by two identical pulses as function
of the relative delay between them. That is:
I(τ) =
∫ +∞
−∞
I(t)I(t− τ)dt (4.45)
We can see, from the equation above, that the replica of the pulse acts as a temporal
gating for our pulse. Intuitively, the integral is proportional to the overlap of the
two profile functions, and depends therefore on their temporal separation. Thus by
measuring I(τ) we can calculate the pulse duration of our beam. In practice, second
harmonic generation in a crystal can be used [99, 100]: the pulse we want to measure
is split into two equal parts with a 50:50 beam splitter and the two resulting beams are
used to generate second harmonic in a non-linear crystal, typically BBO or KDP, in a
non-collinear geometry, as illustrated in Fig. 4.14. Let’s assume we look at the beams
after the crystal on a screen: when the two pulses do not overlap in time, we expect
to see second harmonic signal from the two beams, at the position of the fundamental.
When the two pulses overlap in time, the second harmonic can also be generated by
the combination of a fundamental photon from each of the two pulses. In this case, to
satisfy momentum conservation, the second harmonic appears on the screen in between
the two other 2ω beams. This is the signal that can be monitored to retrieve the pulse
duration of the fundamental beam.
At this point we have two possible way of extracting the pulse duration. The first is by
simply using a power-meter, and by monitoring the intensity of the second harmonic
produced when the two beams are overlapped, as a function of the time delay, normally
changed through a delay stage. The inconvenience of this kind of measurement is that
it is not a single shot measurement. Instead, the second is done by imaging on a CCD
camera the second harmonic produced when the two beams are well overlap [100, 101],
and is a single shot measurement. The temporal width of the autocorrelation trace can
be derived from the spatial width of the trace on the image. The coordinate conversion
from temporal to spatial would require the knowledge of the angle between the two
pulses:
x =
cτ
2 sin(θ/2)
(4.46)
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Figure 4.14: Principle of functioning of an autocorrelator. The length over which the
two pulses interact is mapped onto the space profile of the second harmonic, generated
at the bisection of the two beams. This, in turns is proportional to the pulse duration
of the fundamental beam. In practice the retrieval of the pulse duration can be done
by calibrating the imaging camera.
but a temporal calibration can be done instead: by changing the time delay between
the two pulses, the trace on the screen moves laterally on the camera. If we known by
how much we move, we know how many femtosecond a pixel of the camera corresponds
to.
Autocorrelation techniques has some drawbacks: firstly, a convolution factor is required
to retrieve the pulse duration from the autocorrelation trace. This in turn requires a
pulse shape, that has to be guessed. The second main problem is that phase information
is lost in the process, as can be seen in Eq. (4.45). This is not a big problem for long
pulses, of the order of 100 femtoseconds, but it becomes important for short pulses, that
are more likely to have a significant chirp. Some phase informations can be obtained
by using a collinear geometry in interferometric autocorrelation, where the signal is
modulated by interference fringes [102, 103]. For transform limited pulses these fringes
are well defined, while they are blurred if the pulse is chirped. Clearly this is far
from being an ideal measurement for short pulses. In the next section we will see
how another method, based on second harmonic generation, can provide a much more
detailed measurement of short femtoseconds pulses.
4.5.2 Frequency resolved optical gating
The problem of determining the pulse duration of short femtosecond pulses in a reliable
manner was solved by Kane and Trebino [104] with the first implementation of a fre-
quency resolved optical gating (FROG). Although many realisations of FROG exist, for
instance third harmonic generation implemented by Tsang et al. [105], or self diffraction
schemes [104], in the following we will focus on a particular implementation of FROG,
based on second harmonic generation, as developed by Kane and Trebino [106], and
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DeLong et al. [107], as it is the most popular and it is the one that has been used in
the experiments presented in this thesis.
A second harmonic FROG (SHG-FROG) is, in essence, an autocorrelator that maps
the frequency components of the pulse into a spatial coordinate by means of spectral
dispersion. The intensity of the trace on a CCD camera is now given by
I(τ) =
∫ +∞
−∞
∣∣E(t)E(t− τ)e−iωt∣∣2 dt (4.47)
that carries information about the phase of the pulse frequency components (see Eq. (4.45)).
The retrieval of the pulse duration is not straightforward, as it requires a minimisation
algorithm that compares the measured trace with a theoretically-generated trace [108].
To do so, the generalised projection algorithm is adopted:
• An (initial) guess is used for the electric field.
• The autocorrelation signal is calculated by using a copy of the guessed field.
• The trace is mapped into its Fourier domain by Fourier-transforming the autocor-
relation trace.
• The calculated trace and the experimental image are compared, and an error
matrix is produced.
• The algorithm check if the error is low, and in that case exits the loop. Otherwise
a new guess is produced.
Despite the complexity of the procedure an efficient implementation of the algorithm
can produce a reliable result in a few seconds, or about a thousand iterations. The
idea behind the algorithm is illustrated in Fig. 4.15. Let’s consider a two-dimensional
space, where each ordered pair is associated with a one to one relationship to a signal
and a field. The algorithm begin with an initial random guess, that is a point in this
plane. The point is projected to the set of points that satisfy the physical constraint
given by the non-linear process used. For a SHG FROG these are the points such that
Esig(t, τ) = E(t) |E(t− τ)|2. From this point, a second projection is made to the set
of points that satisfy the data constraint given by Eq. (4.47). This algorithm quickly
converges to the unique solution if the two sets that satisfy the constraints are convex
[109]. When the sets are not convex, as it is the case for the FROG, a generalised
projection needs to be defined [107, 110]. For the data constraint set, this is defined by
taking the square root of measured FROG intensity. The generalised projection for the
physical constraint set is define instead as the closest field to the one calculated and
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Figure 4.15: Visualisation of the generalised projection algorithm. The initial guess is
projected onto the set that minimises the distance from the solution. Inspired from
[110]
that satisfy the constraint, i.e.
N =
∑
i,j
|Esig(ti, τj)− Enew sig(ti, τj)|2 (4.48)
In practice it is not necessary to find the field that minimises N, but we can use a
steepest descent algorithm and stop it after the first few terms instead. While this does
not give the correct electric field, it is sufficiently accurate for the FROG algorithm, as
further refinement happens at later iterations.
Two practical aspects of the realisation of a FROG are of interest and are worth men-
tioning. The first is the choice of the crystal. In fact, good second harmonic generation
is necessary across the full bandwidth of the pulse we want to measure, otherwise the
algorithm would retrieve a wrong electric field, typically longer [110] . But we also have
seen in section 4.3.2, that the phase matching condition critically depends on the the
frequency of the incoming beam. This is a problem for short, and very broadband, laser
pulses, with a spectrum that spans a range of frequency of hundreds of nanometers, typ-
ically from 600 to 900 nm for pulses below 10 fs, that are very difficult to phase matched
simultaneously. The solution to this is to use a very thin crystal (5 or 10 µm), so that
even the frequencies that are not phase-matched are produced efficiently. A cross-check
can then be made by comparing the retrieved spectrum with an independent measure,
that we can easily do.
The second is the calibration of the imaging system. As for the autocorrelator, the tem-
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poral calibration can be done by delaying one of the two beams by a known amount,
and using then the linear map from the time to the spatial domain to obtain a time
measurement. In a frequency resolved autocorrelation, the other spatial coordinate is
also transformed, by a linear map from the frequency to the spatial domain. This is
done by a 4f spectrometer, with a grating in one of the Fourier planes. The calibration
is done by recording the emission spectrum of a mercury lamp, that has three charac-
teristic peaks around 400 nm, that is the wavelength of our frequency doubled beam.
As in second harmonic autocorrelation, FROG cannot distinguish the direction of time,
so for example a pre- or a post- pulse could give the same retrieved electric pulse. While
this is not ideal, it is unavoidable in SHG-FROG, due to the symmetry of the non-linear
process exploited. However, the problem can be overcome by inserting a piece of glass
in the beam, before the beam splitter to introduce a positive chirp that clarifies the
direction of time on the image on the screen.
A small variation of the FROG is the GRENOUILLE (grating- eliminated no-nonsense
observation of ultra-fast incident laser light E-field), that makes use of a thicker second
harmonic crystal as a frequency filter and is therefore suitable for pulses above 20 fs,
for which it has been demonstrated. The advantage of the GRENOUILLE with respect
to conventional FROG is that it can detect spatial chirp or pulse front tilt.
4.6 Conclusions
In this chapter we have discussed the tools necessary to produce high harmonics, i.e.
the Red Dragon laser system and the detection system. With the Red Dragon we also
have seen the basic functioning of a chirped pulse amplifier, that allows us to produce
regularly 30 fs pulses at kHz repetition rate, and a mechanism to push the pulse duration
of the commercial system below 10 fs. We also discussed the details of second harmonic
generation, the prerequisite for any experiment based on a ω-2ω orthogonally polarised
scheme. Two conventional methods for determining the pulse duration have also been
presented: autocorrelation and frequency resolved optical gating.
In the next chapter we will discuss the experimental methods used for generating and
detecting high harmonics.
Chapter 5
Experimental methods
5.1 Introduction
This chapter describes the experimental apparatus used to generate high harmonics with
the Red Dragon laser system. Although not all the experiments discussed in this thesis
were performed at Imperial College, the general layout of the experimental chamber
that we have at Imperial College applies to Rutherford Appleton Laboratories and
Politecnico di Milano as well, where the other experiments were carried out. The first
section is devoted to the description of the harmonic chamber and the main components
that are required to produce and observe high harmonics. In the following sections a
more detailed description of these components is given, in particular of the gas jet, the
detection system, and of the focusing geometry and the second harmonic generation
setup.
5.2 The high harmonic chamber: an overview
The experimental chamber used for the generation of high harmonics with the Red
Dragon is shown in Fig. 5.1 and Fig. 5.2. The laser is aligned into the chamber by using
two irises, and enters the chamber through a 300 µm fused silica window. The iris closer
to the entrance window is also used in experiments to change the radial distribution of
the beam and the size of the beam waist at the focus, to find optimal phase matching
conditions for high harmonic generation.
Once inside the chamber the beam is reflected by a high reflectivity plane silver mirror
and directed to a focusing spherical mirror (silver), with focal length of 20 cm. The angle
between the beam and the normal to the back of the focusing mirror was minimised by
positioning the plane mirror as close as possible to the wall of the chamber. The focal
spot of the beam was imaged with a Wincam (WincamD-UCD12, pixel size 4.65 m) by
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Figure 5.1: Schematic of the high harmonic chamber at Imperial College. The gas is
introduced into the chamber through a gas jet whose position could be accurately set
by using a three-axes translation stage. The beam enters the chamber through a thin
window and is focused into the jet created by the gas free expansion. The fundamental
and the harmonic beam are then spectrally dispersed in the flat field spectrometer and
imaged by a MCP coupled with phosphor screen and a camera.
DataRay and using the commercial software available with it. To avoid the introduction
of distortions the beam was attenuated by means of two fused silica wedges, and care
was taken to image the beam reflected by the front surface. The beam was focused
into the jet produced by supersonic expansion of the gaseous medium into the chamber.
The details of the supersonic expansion and its importance for experiments in aligned
molecules will be extensively discussed later in the chapter, where also the choice of the
gas-jet for different experiment is discussed. The position of the gas-jet in the chamber
could be controlled by the operator of the chamber through a 3-dimensional translation
stage, that, combined to an ion-gauge positioned underneath the gas jet, allowed the
precise determination of the position of the focus with respect to the gas jet. The ion-
gauge was formed by a metallic grid to which a voltage was apply (12 V). The current,
proportional to the number of ions produced, was read by an oscilloscope.
The high harmonic beam and the fundamental entered the flat field spectrometer at
the back of the chamber through a small hole of 2 mm diameter. The small size of
the hole was sufficient to create a pressure differential between the interaction chamber,
where high harmonics are produced, and the spectrometer, that contains the imaging
system. This allowed us to use just one turbo pump (Pfeiffer vacuum, 920 l/s) for
evacuating the experimental chamber from the gas and a (Varian Navigator, 550 l/s)
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to keep the spectrometer at a pressure below 10−5 mbar, as required for the operation
of the detector, a micro-channel plate (MCP) coupled with a phosphor screen and a
camera. The dispersive element in the spectrometer is a gold grating with an average of
1200 lines/mm, with variable distance between them (varied line spacing grating, from
Hitachi). This configuration allows to focus different wavelengths on the same plane,
instead of on a curved surface, known as Rowland circle, and is particular beneficial
for recording harmonic spectra with a flat detector. The advantage of a flat grating
with respect to a focusing one is that, in the former, the cylindrical symmetry of the
harmonic beam is preserved. This is beneficial in experiments where the presence of
long trajectories has to be allowed for, as long trajectories have larger divergence than
short trajectories. On the other hand, focusing gratings are a better solution if the
signal produced is low, as in the case of harmonics from long wavelengths. In later
chapters both the cases will be examined in more detail.
To estimate the intensity of the laser beam at the interaction, the pulse duration was
measured as close as possible to the experimental chamber, by using a flip mirror in
the beam path to send the beam into the FROG, described in chapter 4. The intensity
was then estimated from the measured values of the beam power, beam waist and pulse
duration.
A second estimate of the intensity was obtained using the cut-off law. This method
has the advantage of providing an estimate of the intensity at the point of interaction,
rather than at the focus.
5.2.1 The HHG system at Politecnico di Milano
The mid-IR laser source at Politecnico di Milano is an home-built system that re-
lies on difference frequency generation (DFG). The output of a commercially available
Ti:Sapphire laser with repetition rate of 10 Hz and maximum energy of 120 mJ in 40 fs
is used to seed the DFG stage and the two amplification stages of the system. Only 10
mJ of the 790 nm beam are actually used in the process, to obtain a final energy of 1.2
mJ in the mid-IR spectral region.
The fundamental beam is spatially filtered to obtain a good spatial profile, to optimise
the maximum energy of the mid-R beam at the end of the amplification process. The
filtering is done by focusing the beam into a hollow-core fibre kept at 10−2 mbar. The
beam is then split into two arms: 1 mJ is focused into a gas cell, filled with krypton,
to obtain a spectrally broad filament (bandwidth of 350 nm, from 600 to 950nm, with
centre wavelength of 790 nm) with energy of about 0.3 mJ. The remaining pulse is fur-
ther split into two beams of 2 and 7 mJ that are used to pump the first and the second
amplification stage respectively.
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Figure 5.2: Schematic of the inside of the interaction chamber and flat field spectrometer
at Imperial College London (Top view). The input beam is focused by a 20 cm focal
length focusing mirror. The harmonics generated by the interaction of the strong laser
field with the gas are spectrally dispersed by a grating and imaged by an MCP coupled
with a CCD camera. The total ion yield is measured by an ion gauge, connected to an
oscilloscope.
To efficiently generate a DFG signal, the filament is compressed by means of chirped
mirrors to a pulse duration of less than 10 fs and is then focused on a 200 µm type I
BBO crystal, that allows the conversion of a large portion of the spectrum due to its
favourable phase-matching condition. The DFG signal is then amplified in two OPA
stages, pumped by the fundamental beam. In both the first and the second stage the
amplification medium is type II BBO. As type II BBO can phase match a much nar-
rower bandwidth, depending on the phase matching angle, different part of the broad
spectrum can be amplified, in a range between 1450 to 1800. The pulse duration of the
output of the mid-IR was measured with an autocorrelator and a ZAP-spider, and was
18 fs. For long wavelength, this pulse duration corresponds to a few cycle pulse, that
is beneficial for the production of high cut-off harmonic spectra, as the accumulated
ionisation of the gaseous medium is kept low, effectively increasing the ionisation satu-
ration. This is especially important for molecules with low Ip.
Once introduced in the chamber, the beam was focused by a 30 cm focal length lens
into a gas jet produced by supersonic expansion of gas from a Parker 99 valve1, shown
in Fig. 5.3. As the dispersion response of glass in the mid-IR region is almost constant
the choice of a lens for focusing the beam did not imply significant chirp of the beam.
1See next section for a detailed description of this valve.
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Figure 5.3: Section of a Parker 99 solenoidal valve. The gas flows from the top and fills
the reservoir around the magnet. As a current is applied to the solenoid, the magnet is
pushed up, letting the gas out.
The aberration of the focusing lens were corrected by introducing a telescope in the
beam.
The harmonic produced were spectrally dispersed in a flat field spectrometer. The criti-
cal difference between the spectrometer at Politecnico di Milano and at Imperial College
is in the diffraction grating used to spectrally disperse the harmonic signal. In fact, while
the grating at Imperial focused the harmonics only in one direction, preserving their
spatial information, the one used in Milan focused the signal in both direction. This has
the great advantage of increasing the harmonic intensity at the detector, and therefore
enhancing the detection efficiency, but implied that all the spatial informations were
lost.
5.3 Generation of high harmonics
The fundamental components that are needed to experimentally generate high harmon-
ics are presented in this section. In addition, we give a basic introduction to molecular
alignment, a fundamental technique that is used in several of the experiments presented
in the next two chapters.
5.3.1 The gas jet
To introduce the target gas into the chamber two different gas-jet models were used. For
the experiment performed at RAL an in-home built 100 µm diameter continuous gas-jet
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was adopted, whereas at Politecnico di Millano and at Imperial College a solenoidal gas
jet (Parker series 99) with aperture diameter of 100 µm and 500 µm respectively was
used instead. A schematic of the Parker valve is shown in Fig. 5.3. When the gas jet is
off, the plastic poppet, attached to a magnet, rests on an indium o-ring and seals the
gas line. As a voltage is applied to the solenoid surrounding the magnet, the magnet
rises, letting the gas contained in the reservoir out. The voltage applied to the solenoid
is controlled by a Iota One valve driver, with a opening time of 500 µs, and a repetition
rate of 40 Hz, that was externally triggered by a SRS box. The estimated density of
the gas was about 1018 particles per m3. The advantage of using this valve lies in the
fact that the gas is introduced into the chamber only when also the laser pulse is below
the gas-jet, therefore considerably reducing the background pressure. As the maximum
pressure inside the chamber is limited by the MCP, being able to reduce the background
pressure also means that we can use an higher backing pressure (the pressure of the gas
before the poppet), and therefore have an higher gas density at the interaction point. As
the high harmonic efficiency is very low, approximately 10−6 for harmonics from argon
by an 800 nm beam, and scale unfavourably with the wavelength, this is beneficial in
experiments in the mid-IR, as the one done at Politecnico di Milano.
A Parker valve was also used at Imperial College for experiments with combined 800 nm
and 400 nm beams. In this case the reason was that the smaller walk-off introduced by
the glass plate was enough, after two meters, to move the two foci by 45 µm. While this
distance is small compared to the 500 µm, it is comparable to the size of the continuous
flow gas jet aperture. The former was therefore preferred, to avoid the introduction of
effects due to the change of the density as the phase between the 800 nm and the 400
nm was scanned
In Fig. 5.4 a section of the continuous flow gas-jet is shown. The gas jet was made
by the RAL workshop, and consists of a simple Swagelock blank plug, on which a 100
µm diameter hole was drilled. The simple design allowed the generation of rotationally
cooled molecules, as the diameter of the hole was bigger than the length of the gas
reservoir (see the next section for a detailed discussion of molecular alignment), whilst
we were still able to generate harmonics at the kHz repetition rate of the Red Dragon
laser system. For these experiments in aligned molecules the gas jet was positioned 180
µm above the focus of the laser beam, where the gas temperature was estimated to be
of about 90 K.
5.3.2 Basic Theory of molecular alignment
Before going into details of how to achieve molecular alignment, let’s define some basic
terminology. The alignment of a sample is defined as the angle between the direction
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Figure 5.4: Section of the in-built continuous flow gas jet. The Swagelock blank plug
was drilled with a 1 mm hole, ending with a 100 µm aperture.
of interest and the molecular principal axis, that we denote with R. For example, for a
diatomic molecule R is the direction identified by the vector that goes from one nucleus
to the other, or, for symmetric top molecules, by the axis along which the molecule has
the highest degree of polarisability. If z is the direction we are interested in, the angle
between z and R is define by the relationship
R · z = |R| cos(θ) (5.1)
To quantify the degree of alignment, we can consider the quantity 〈cos2(θ)〉 , that is
given by
〈cos2(θ)〉 = 〈
(R · z
R
)2〉 (5.2)
If the molecule is perfectly aligned, i.e. the molecular axis is parallel to the z-axis,
〈cos2(θ)〉 = 1, whereas for a randomly aligned molecule, that does not have a prefer-
ential direction of orientation, 〈cos2(θ)〉 = 1/3. If the molecular axis is perpendicular
to the the z-axis, then eq. (5.2) evaluates to zero, meaning that the molecules are all
lying in a two-dimensional surface orthogonal to the z axis. This configuration is called
anti-alignment, even if the molecule are not, strictly speaking, aligned, in the way we
defined it. Fig. 5.5 schematically illustrates this idea for different values of 〈cos2(θ)〉 .
There are various techniques that can be used to create molecular alignment along a
preferential direction, for instance by applying a strong DC field to an ensemble of polar
molecules, or by using a non-resonant linear polarised laser field. The former relies on
the torque force that is felt by a polar molecular in a field, given by
τ = µE sin(θ) (5.3)
where µ is the dipole moment and θ is the angle between the dipole and the electric
field [111]. As seen by the formula, the application of the DC field not only aligns the
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molecule, but also orients it. On the other side, this technique has many drawbacks,
as it cannot be used for non-polar molecules and the strength of the DC field that can
be applied is limited by the breakdown limit of the medium. Another severe problem
is the fact that experiments on aligned molecules are performed in the presence of the
field, which inevitably affects the orbital geometry and the response of the molecules.
The problem of aligning non-polar molecules can be solved by substituting the DC field
with a strong laser field which can be focused to attain large electric field amplitudes
without incurring in the problems of the DC field. The high intensity generated can also
produce an induced dipole moment in non-polar molecules, that can therefore be aligned.
The only requirement for the molecule is to polarise preferentially in one direction, as it
is the case for symmetric top molecules. Depending on the laser frequency and on the
molecule, we can distinguish between near-resonant or non-resonant type of alignment.
Let’s consider a molecule that interacts with a linear polarised laser field, tuned to be in
resonance with an electronic transition of the molecule. The dipole transition rule allows
for an exchange of at most one unit of angular momentum, so if our molecular ensamble
is prepared in a state J0, the states allowed in the excited states are J0 and J0±1. As the
final state, that is a linear combination of the ground and the excited states, oscillates
between the two resonant states, more angular momenta become available: for instance,
after an oscillation we can have J0, J0± 1 and J0± 2. This creates the broad rotational
packet needed, as we will see later, for alignment. Even if non-resonant alignment can
be used for non polarised molecules, it requires a photon energy in resonance with an
electronic transition of the molecule we want to align. This restriction is overcome
by a non-resonant alignment technique, that is the approach used in the experiment
presented in this chapter and by far the most commonly used one. So, let’s assume
to have a far from resonance laser field that interacts with a molecule. As the first
order transition is forbidden, the molecule can be rotationally excited by absorbing two
photons (Raman excitation) that allow the transition to J0 and J0± 2, while remaining
in the same vibronic state. As in the resonant case, a broad rotational wave packet is
created by the Rabi-type oscillations occurring between the excited states, but is, in
this case, proportional to the square of the field, as it is a two-photon process [111].
The description of the rotational dynamics of a molecule, that we assume to be linear,
is given by the solution of the Hamiltonian
i~
∂
∂t
|ψ(θ, φ)〉 = Heff |ψ(θ, ψ)〉 (5.4)
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Figure 5.5: Molecular angular distribution for different values of 〈cos2(θ) 〉 . The mean
value of cos2(θ) is 1/3 for randomly aligned molecules, 0 when the molecules are aligned
parallel to the plane perpendicular to the laser polarisation, and 1 when they are parallel
to it.
where the pair (θ, φ) are the angular coordinates that describes the orientation of the
intermolecular axis free to rotate around a fixed point, and the Hamiltonian is given by
Heff = BJ2 − 12E
2(t)[(α‖ − α⊥) cos2(θ) + α⊥] (5.5)
where J is the total angular momentum operator, B is the rotational constant, that
depends on the particular molecule we are interested in, and α is the polarizability
tensor, here split in its parallel and perpendicular component, respect to the laser
polarization. The polar representation also explains the need for a broad rotational wave
packet, as we can express the uncertainty principle for the total angular momentum in
these coordinates as
∆J∆θ ≥ ~
2
(5.6)
from which is clear that to have a well confined angle we need a de-localise angular
momentum. It is worth noting that this condition is necessary, but is not sufficient,
as the degree of localisation also depends on the relative phase of the wave packet
components.
As we saw before, the non-resonant interaction between a laser field and a molecular
system can in fact excite a rotational wave packet as a consequence of the molecule
Raman excitation. Depending on the pulse duration τ of the aligning beam, we can
distinguish between adiabatic, τ  Trot, and impulsive alignment, for which we have
τ  Trot. Here Trot is the rotational period, and is given by
Trot =
~
2B
(5.7)
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Figure 5.6: Adiabatic molecular alignment of CO2 molecules in a strong laser field. The
molecules are aligned only during the interaction with the laser field.
In the adiabatic limit, the Hamiltonian of Eq. (5.4) can be written as
Hteffψn = Eψn (5.8)
where now Heff is a parameter that depends on time. What we are doing in practice is
transforming our time-dependent Schro¨dinger equation into a step-function, and calcu-
late the eigenstates of the constant Hamiltonian at each step. The full time evolution
is then given by the evolution of the original state as it ”jumps” from one step of the
Hamiltonian to the next. The adiabatic condition can then be written in terms of the
rate of change of the Hamiltonian as
(5.3.2)
∣∣∣〈ψn|∂H/∂t|ψm〉
(En − Em)2
∣∣∣2  1 (5.9)
which requires that each eigenstate evolves in a corresponding eigenstate of the Hamil-
tonian at a later time without making a transition to other states. This is possible
because the coupling of any two states of the system through the time dependent vari-
ation of the Hamiltonian is less than the energy difference between those two states.
The solutions of Eq. (5.3.2) are called pendular states, and are labelled by the total
angular momentum J that the states have before interacting with the field. For exam-
ple, if we start in a well defined angular momentum state, J0 for instance, we label the
excited state with the label J0, even if it is, in fact, a linear combination of eigenstates
of J. To conclude, the central point to remember is that the broad wave packet distri-
bution is possible precisely because the total angular momentum is not an eigenstate of
the Hamiltonian, i.e. is not conserved. In addition, as the transition is adiabatic and
symmetric, the molecules return back to the initial state, J0 in our case.
Classically we can understand adiabatic alignment in terms of the torque force exercised
by the laser on the molecules, as illustrated in Fig. 5.6. As for DC alignment, a strong
electric field can induce a dipole moment on the molecule. In the field, the potential
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energy of a molecule is then given by
Epot =
1
2
[
α||E2|| + α⊥E
2
⊥
]
(5.10)
which can be expressed in terms of the angle θ between the molecule major polarisability
axis and the polarisation of the field
Epot = −12α⊥E
2(t)− 1
2
(α|| − α⊥)E(t)2 cos2(θ) (5.11)
Clearly this expression oscillates fast, with the frequency of the laser beam. This con-
tribution can be filtered out by taking the average of the potential energy over a cycle.
This leads us to
Epot(θ, t) = −14(α|| − α⊥)E
2f(t) cos2(θ) (5.12)
where f(t) is the envelope function. This laser induced potential is angle dependent,
and the effect is therefore called the angular AC Stark shift. This causes an angular
dependent torque force, that effectively turns the molecule with a force proportional
to θ. This mechanism is also encountered in the theoretical description of impulsive
alignment, as we will see later. Adiabatic alignment is typically induce by using a
long linearly polarized laser pulses, of the order of the nanosecond or picosecond pulse
duration, and its functioning has been experimentally demonstrated by Normand et al.
[112] for diatomic molecules, and by Kumar et al. [113] in tri-atomic molecules.
While adiabatic alignment can be, at least intuitively, understood in classical terms as
a torque force applied by the field to the molecules, impulsive alignment is instead a
pure quantum mechanical effect, with no classical analogy [111, 114]. If the laser pulse
is much shorter than the rotational period of the molecule, the adiabatic approximation
cannot be used, and the full Hamiltonian has to be solved. So let’s consider a molecule
that interacts with a strong aligning laser field. During the interaction the total angular
momentum is not conserved, while the projection on the z-axis is, as before. It can be
shown that the solution can be cast in the form
ψJ,M (θ, φ, t) =
∑
J ′
dJ,J ′(t)YJ ′,M (θ, φ) (5.13)
where the coefficients dJ,J ′(t) are called hybridization factors, and contain the transition
matrix element from the initial ground state to the rotationally Raman-excited states
J ± (2n), where n is an integer. The hybridization factor for the n-th transition can be
written as
dJ,Jn(t) = FJ,Jne
−iB~ Jn(Jn+1)t (5.14)
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Crucially, the short interaction time leaves the molecule in this superposition of rota-
tionally excited states, that, after the laser is gone, evolves according to the unperturbed
Hamiltonian. As for the unperturbed Hamiltonian J is conserved, the phase relation-
ship between different excited states does not change. Let’s see what this implies. We
can express the phase of each excited state as
φJ =
B
~
(J + 2m)(J + 2m+ 1) (5.15)
for some integer m. Even if we do not know what is the original state of the molecule
(i.e. we do not know J), we can see that the product (J + 2m)(J + 2m + 1) is always
even. Thus each φJ is always an integer multiple of 2B/~ and this results in a rotational
wave packet that re-phase every Trot, as long as the coherence is conserved [115, 116].
For symmetric top molecules this results in a regular pattern of revivals, that repeats
itself every half of the rotational period, due to the symmetry of the molecule, and lasts
as long as the loss of coherence due to collisions between molecules is not too big. Most
importantly, the revivals occur without the presence of the laser field.
The degree of alignment that we can achieve clearly depends on the number of coherent
states that we can excite. In turn this requires high laser intensity, as the process is a
non-linear, and also that the initial wave packet is in a well defined state, to guarantee
the periodicity in 2B/~. This second requirement can be met by preparing the molecules
in a cold state, where fewer rotational states are populated. Typically this is done by
supersonically expanding the gas, from a high- to low- pressure region, as described in
the next section. The first experimental evidence of molecular alignment in a field-free
environment was provided by Rosca-Pruna et al. [116].
While the revivals have to be described purely in quantum mechanical terms, classical
mechanics is useful to get some insight into the reason why the molecule are aligned
after the laser kick. In fact, for the moment we have described the mechanism that
makes different rotational states of the molecule re-phase, but we have not faced the
problem of why the rotational states of the molecule that re-phase are aligned with the
laser in the first instance. Classically, if the laser pulse is sufficiently short, the total
angular momentum that is transferred from the laser to the molecule is proportional to
the angle θ between the molecule and the electric field
J ∝ − sin(θ) (5.16)
This is the equivalent to the torque force that we have seen before. The momentum
transferred is therefore an increasing function of the angle between the molecule and the
laser polarisation, and for small angle is proportional to θ. In other words, molecules
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Figure 5.7: Continuum free jet expansion. The gas supersonically expands at velocity
higher than the sound velocity in the medium in the region called zone of silence. The
boundary of the jet can cause shock waves during the expansion if the background
pressure is not low enough. Inspired from [117]
that are far from alignment are pushed harder than almost aligned molecules, and have
time to catch up with them.
5.3.3 Rotational cooling
Rotational cooling of molecules is a fundamental pre-requisite to achieve the sufficient
degree of alignment necessary in most applications. In high harmonic experiments2
rotational cooling is obtained by supersonic free-expansion of the gas from a gas-jet: the
basic idea is that the gas is accelerated by a differential of pressure and is rotationally
cooled by the collisions that occur in the process [118]. The exchange of energy between
the different degrees of freedom of two molecules, for instance between rotational or
vibrational and translational energy, is effective if the force between them is applied
impulsively. This is because adiabatic perturbation of a quantum system does not
change its eigenvectors. The condition can be expressed by requiring that the ratio
between the duration of the interaction and the frequency of the energy exchanged is
small, much less than one. We can then write
τ
∆E
h
 1 (5.17)
For molecules that can be described as rigid rotors, the difference in energy between two
states is 2B(J+1), therefore the expression above becomes τ2B(J + 1)/h. As typically,
at room temperature, τ ≈ 1 ps and the frequency produced in rotational transition is of
2And in many other molecular experiments that requires, for instance, a molecular beam.
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the order of the THz, and can go up to the PHz level, the ratio of Eq. (5.17) is between
10−3 and, in general, below 1. In fact, transfer between rotational and translation
energy happens at each collision for molecules, resulting in a transfer from thermal to
translational energy.
Let’s now consider in some detail the flow of a perfect gas through a nozzle. The
accelerating flow is assumed to be isoentropic, i.e. adiabatic and reversible, and viscous.
Heat conduction effects are not considered in the treatment. The isoentropic assumption
guarantees that the entropy is conserved, i.e.
P
P γ
= const (5.18)
This is a good assumption for all mono-atomic gases and for the molecular species
with initial conditions as the ones considered in this thesis. The formation of shock
structures is also not considered, as the background pressure in the harmonic chamber
is sufficiently low [117].
Under this assumptions, we can write the following equations for the pressure, the
temperature and the size of the gas jet at any point of the flow as a function of the
initial condition, P0, T0. The isentropic flow implies the relationship between pressure
and temperature
T
T0
=
( P
P0
) γ−1
γ
,
P
P0
=
( ρ
ρ0
)γ
(5.19)
where γ is ratio Cp/Cv. As the mass is conserved, the free expansion satisfies the
Bernoulli principle,
m
v2
2
+
∫ P2
P1
dP
ρ
= const (5.20)
where v is the flow speed and ρ is the density of the gas. Given these constraints, and
by using the ideal gas equation, we can obtain an expression for the velocity of the gas
at the output of the nozzle
vout = s0
√
2
γ + 1
(5.21)
where s0 is the sound velocity for a gas at temperature T0. By using the isentropic flow
equations, we arrive at a relationship between the gas density and its temperature as a
function of the distance from the nozzle [117]:
ρ
ρ0
=
( T
T0
)1/(γ−1)
=
(
1 +
γ − 1
2
M2
)1/(γ−1)
(5.22)
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where M is the Mach number, that is given by
M =
(x− x0
d
)γ−1 − γ + 1
2A(γ − 1)
(x− x0
d
)1−γ
(5.23)
where A is the Ashkenas constant. These equations hold if the gas expansion is in the
supersonic regime. This condition requires that the gas initial pressure p0 is sufficiently
high, above a critical value given by
G =
(γ + 1
2
)γ/(γ−1)
(5.24)
The gas then expand supersonically, i.e. with a Mach number M much greater than one.
The region where the gas expands with velocity above the velocity of sound is called
zone of silence, as the flow is not aware of the external conditions and is not readjusting
itself yet to meet the boundary conditions given by the environment outside the gas-jet
(see Fig. 5.7). The zone of silence can extend for several centimetres, accordingly to the
formula
xM
d
= 0.67
p0
pb
(5.25)
where x = xM is the end of the zone of silence and d is the nozzle diameter and pb is
the backing pressure. Within this region, the further the molecules are from the nozzle,
the lower the temperature is. The advantage of choosing our interaction region quite
far from the nozzle is however offset by the fact that the gas density rapidly decreases
with x, and therefore the signal reduces quickly has we move away from the nozzle.
5.4 Detection of high harmonics
In this section we discuss the detection of the high harmonics produced in the interaction
chamber. The harmonics are initially spectrally dispersed by a grating and then imaged
with a MCP coupled with a camera, as seen before. The next sections describe these
two components.
5.4.1 The grating
A schematic of the flat field spectrometer is shown in Fig 5.8. The harmonic beam
produced in the interaction region enters the spectrometer through a 100 µm aperture
and is dispersed by a grating. This geometry is common to all the spectrometers used
in the experiments, but they differ by the size of the slit, and, in the case of the
spectrometer at Politecnico di Milano, for the grating used.
At Imperial College and at RAL the dispersive optic is a varied line spacing flat grating
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Figure 5.8: Side view of the interaction chamber at Imperial College. In the spectrome-
ter a varied spacing focusing grating spectrally disperses the harmonic beam. Different
frequencies are focused at different position, but all onto the detector plane. On the
right, the projection of the grating onto the harmonic beam. Due to the small angle of
incidence, most of the outer contribution of the harmonic signal is not reflected.
(5 cm long × 2.5 cm wide), whose grooves when projected onto a plane tangent form
a set of straight lines that are not equally separated. To understand the advantage of
this configuration, let’s start examining the behaviour of a flat classical grating, whose
grooves form a series of equally separated lines on the tangential plane. For classical
gratings, the governing equation is
a(sin(α) + sin(βm)) = mλ (5.26)
where a is the grating constant, i.e. the inverse of the number of grooves per unit of
length, α is the angle of incidence and βm the angle of reflection corresponding to the
m-th order. To avoid the loss of light due to the fact that the beam is diverging after
the focus, a grating curved in one dimension can be used. To obtain a sharp image
from a curved grating with equally spaced grooves, the entrance slit and the detector
need to be placed in correspondence of a circle, tangent to the grating, and known as
Rowland circle. It is clear that such a configuration is not ideal, as the wavelengths
are imaged at different positions on the circle. This problem is solved by using gratings
with a grooves pattern that varies linearly with the position of the lines on the grating.
This geometry makes the different wavelengths component focus onto a plane, which is
much more convenient for their detection.
As the harmonic beam hits the grating at an angle of 3◦, the length of the grating seen
by the UV beam is 5× sin(3◦) cm. This implies that the signal from the outer part of
the harmonic beam is substantially reduced compared to the central part (See Fig. 5.8).
Whilst this is not a limiting factor for most of the high harmonic experiments that use
short trajectories, i.e. the centre of the harmonic beam, the difference in signal has to
be taken into account in experiments that compare long and short trajectories. We will
see an application of this concept in the chapter 7.
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When the intensity of the harmonics produced is not very high it can be beneficial to
focus the dispersed light. This can be done by using a spherical or toroidal substrate
for the grating. The advantage of the higher spectrometer efficiency is partially offset
by the fact that the spatial information carried by the high harmonics are lost in the
focusing process.
5.4.2 The micro-channel plate
The harmonic beam, dispersed by the grating, is collected by a micro-channel plate de-
tector (MCP) from Photonis Industries, that consists of a pair of resistive plates, with
small capillaries, and a phosphor screen. The functioning mechanism is quite simple,
and is very close to that of a photon multiplier, but with the advantage that the spacial
information is not lost, due to the presence of a large number of capillaries that act
like pixels in a computer screen. Each capillary has a diameter of about 10 µm, and is
normally at about 10◦ from the normal to the surface, to prevent incident particles to
pass through. When a high-energy photon hits a capillary, its wall can emit an electron,
that is subsequently accelerated by the potential difference applied across the plate. A
second plate is positioned after the first, to further amplify the electronic current, re-
sulting in a final amplification of about 106 − 108 electrons/photon.
The electron resulting from the avalanche amplification are accelerated towards a phos-
phor screen, a disk of glass coated with P47 (Y2SiO5:Ce), a phosphorescent material
whose composition determines the emission wavelength and the decay time. For P47
they are ∼ 420 nm and 40 µs respectively. The phosphor material is coated with alu-
minium, to increase the efficiency of the light generation. To pass the aluminium layer
the electrons need to be accelerated by at least 3 KV from the second plate to the
screen. The high voltage required is also the reason for keeping the detection system
under vacuum, the highest operational pressure being 10−5 mbar: in fact, at higher
pressure the risk of breakdown becomes significant.
For detection of high harmonics, the voltage applied were -2.5 kV on the MCP plate and
3.7 kV on the MCP screen and the signal was read through a data acquisition program.
5.5 Pump-probe and two-colour experiments
In this section we deal with the problem of combining two fields. There are two critical
aspects, that are discussed here: the spatial overlap of two beams, that is critical for
many experiments, and the temporal overlap.
104 CHAPTER 5. EXPERIMENTAL METHODS

	





Figure 5.9: Dielectric mirror. The thin layers of substrate are λ0/4 thick, where λ0 is
the wavelength of the beam that has to be reflected.
5.5.1 Synchronisation and overlap of two beams
Pump probe experiments in a gaseous medium require the accurate synchronisation in
time and the overlap in space of a pump beam, that excites the gas molecules or atoms
to the desired state, and the probe beam, that is used to investigate the populated state.
The spatial overlap at the interaction region was attained with a collinear geometry. The
pump and the probe beam were combined with a zero degree beam splitter that could
transmit the 800 nm beam (the pump) and reflect the probe at a higher wavelength, 1300
nm for the experiment performed at RAL, 1450 nm for the experiment at Politecnico
di Milano. The principle of functioning of a dichroic beam splitter can be understand
in terms of reflection from a thin film. The amplitude of a reflected electric field from
a surface is given by the ratio
r =
1− n1/n2
1 + n1/n2
(5.27)
where n1 and n2 are the refractive indices of the two media. For instance this formula
gives that the reflection from a glass surface is 4% of the incoming intensity, by taking
n1 = 1 and n2 = 1.5 . If a thin film is deposited on a glass surface the two reflections,
from the air-film and from the film-glass interfaces, interfere with each other, the phase
difference being given by the difference in optical path between the two. If the phase is
such that the two reflections interfere destructively, then all the energy flows through
the glass. This principle is at the basis of anti-reflecting coating. If they interfere con-
structively, a portion of the intensity of the beam is necessarily reflected. By adding
more layers the fraction of the reflected beam can be considerably increased, to almost
100% of the incoming beam. The reflection is strongly wave-length dependent, as the
thickness of the layer must be precisely a quarter of the wavelength to guarantee con-
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coefficient 1 2 3
Bi 0.6961633 0.4079426 0.8974794
Ci 0.0046791 0.0013512 97.9340025
Figure 5.10: Sellmeier coefficient for fused silica.
structive interference upon reflection.
The temporal overlap was achieved using a motorised translation stage (Newport). The
long length of the stage (1 m) and the possibility to determine accurately the position
of the stage with 1µm precision have proved to be incredibly beneficial to find the tem-
poral overlap. A first determination of the interval within which the two beams were
overlapped in time was found by focusing the two beams in air and by imaging the
diverging beam approximately a focal length away from the foci. When the weak pump
beam arrives after the strong probing beam, the camera essentially images the effect
of self-phase modulation on the probing beam. When the pump beam arrives before,
ionisation in air is started before the arrival of the probe. This changes dramatically the
self-phase modulation pattern of the probing beam imaged by the camera, effectively
creating a step function that in conjunction with the high precision of the stage could be
used to determine the time overlap with a precision of a few hundred of femtoseconds.
The final overlap was found by scanning the narrow interval and monitoring the high
harmonic signal produced by the combined beams. When the two beams overlap, the
signal is substantially increased, partially for the increased ionisation rate, and partially
for the effects of the waveform of the total electric field.
5.5.2 Second harmonic generation
The two colour experiments described in this thesis (see chapter 7) require control over
the relative delay between the fundamental and its second harmonic by a fraction of
the optical cycle of the fundamental. This can be achieved by introducing a dispersive
medium, in our case a thin fused silica window, in the beam path after the second
harmonic crystal and finely tuning the angle of incidence of the laser onto the window.
The different dispersion relationship in fused silica at different wavelengths allows to
delay one of the pulses, the one with shorter wavelength in this case, with respect to
the other. The delay introduced between the two pulses can be calculated by using the
Sellmeier equation for fused silica for 800 nm and 400 nm
∆t =
d
cos(θ)
(n(ω)
c
− n(2ω)
c
) (5.28)
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Figure 5.11: Relative delay accumulated by a fundamental beam at 800 nm and at 1300
nm and their second harmonics in fused silica, as a function of the angle of incidence
onto the fused silica plate (thickness of 300 µm). The delay has been calculated respect
to the intrinsic delay introduced when the beam enter the plate at normal incidence.
where θ is the angle of incidence and n(λ = 2pic/ω) is given by
n2(λ) = 1 +
3∑
i=1
Biλ
2
λ2 − Ci (5.29)
and the coefficients Bi and Ci are given in Fig. 5.10. To avoid introducing any unnec-
essary delay between the two pulses caused by the air path and the entrance window of
the chamber, the first preliminary experiments were conducted by placing the second
harmonic set up directly inside the harmonic chamber. Control over the positioning of
the crystal and of the angle of the fused silica plate was achieved through motorised
stages that could be controlled from the acquisition program. The main drawback of
this configuration was that the access to the second harmonic generation crystal and
the glass plate was time consuming, and optimisation was difficult. Moreover, the in-
trinsic delay introduced by the fused silica plate used to control the phase, i.e. the
delay corresponding to when the plate was perpendicular to the beam, could not be
compensated for. Successive experiments at Imperial College were performed placing
the crystal and fused silica window outside the chamber. The delay introduced by the
air path, the window and the intrinsic delay of the fused silica plate was minimised by
using a calcite plate, exploiting the fact that the polarisation of the fundamental beam
and of its second harmonic were perpendicular to each other. As the positioning of the
calcite is crucial to limit the delay and to avoid the introduction of ellipticity in the
beam, care was taken to carefully determine the position of the calcite crystal axes.
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This was done by measuring the power of the fundamental beam after a polariser as a
function of the calcite angle, defined in the plane perpendicular to beam propagation.
The position of the two maxima corresponded to the two axes. To find which one was
the slowest, we used a second crystal (BBO, type II) to generate the third harmonic
through wave mixing. The procedure was also used to further refine the orientation of
the second harmonic crystal, once perfect temporal overlap was achieved, as it relies on
a higher order process, that is more sensitive to intensity.
The relative delay between the fundamental and its second harmonic was the main
concern also in the two colour experiment that was done at RAL. As we did not have
a suitable calcite plate at our disposal, and the focusing element was, in that case, a
lens, the BBO crystal and the thin fused silica plate had to be placed after it. This
also implied that the intrinsic delay could not be compensated for, as we did for the
experiment at Imperial College. We calculated this delay to be 9.6 fs, that has to be
compared with the 40 fs pulse duration of the fundamental pulse..
5.6 Conclusions
In this chapter the main experimental techniques and equipments used to produce and
detect high harmonics has been presented. The main tools for HHG are the gas-jet,
whose geometry determines most of the kinetic characteristic of the gaseous medium
in which harmonics are generated, and the spectrometer, that breaks up the harmonic
spectrum into its spectral components, then normally imaged by an MCP. The grating
can be spatial preserving, as the one in the interaction chamber at Imperial College and
at RAL, or a focusing grating, as the one at Politecnico di Milano. Molecular align-
ment has also been discussed, presenting its basic theory and the relevant experimental
techniques.
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Chapter 6
High harmonic generation from
molecules
6.1 Introduction
From the analytical expression of the atomic dipole (see Eq. (3.27)) we can see that
the geometry of the molecule affects, through the expression for the transition matrix
element d(t), the harmonic signal. As a consequence, the high harmonic radiation is
also sensitive to the angle between the laser polarisation and the molecule orientation.
This concept has been proved theoretically [119] and experimentally [6, 120–122], and
is the idea behind tomographic reconstruction, proposed by Itatani et al. [5] (see also
[123]).
From the point of view of molecular orientation, molecules can be distinguished into
symmetry classes depending on their moment of inertia. Let Ix, Iy and Iz be the moments
of inertia of the molecule along the x-, y- and z-axis respectively. If Ix ≈ 0 and Iy = Iz,
then the molecule is said to be linear. Symmetric top molecules are such that Ix < Iy =
Iz or Ix = Iy < Iz. In the first case the molecule is said to be prolate, while in the second
case oblate. If all the moments of inertia of the molecules are different, then the molecule
is an asymmetric top. Linear and symmetric top molecules can be field-free aligned by
a sufficiently strong laser field, as discussed in the previous chapter. Asymmetric top
molecules cannot, in general be field-free aligned, but post-pulse alignment can still be
used. We will discuss this in more detail in the last section of this chapter.
In symmetric top or linear molecules, we can also distinguish between alignment, when
the major, permanent or induced, polarisability axis is parallel to a given direction, and
orientation, when the molecule is aligned and the direction of the polarizability axis is
also fixed. To unravel the information about the molecular structure encoded in the
harmonic signal we need to be able to induce alignment or orientation on the molecules.
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In what follows we will only focus on the former.
The first observation of high harmonics by aligned molecules was carried out by Velotta
et al. [124], in N2 and CS2 molecules, following the theoretical work of Lappas and
Marangos [125]. The major breakthrough due to this observation paved the way for a
number of experiments and theoretical work on high harmonics from molecules, and, in
particular, on what kind of information about the molecule we can deduce by measuring
the harmonic signal. Due to the unique sensibility to the time evolution of the system
at the sub-femtosecond time-scale, and to structural features of the order of a few
Angstrom, high harmonics have been proved an incredibly successful way to observe
the dynamic of the electron [126, 127] and the cation upon ionisation [6, 128] at the
attosecond time-scale, or to image the orbital structure [5].
The theoretical framework used to interpret these results is based on the strong field
approximation, introduced in chapter 3, and relies on a few assumptions: in particular
on the fact that the ionisation step only sees the less tightly bound electron. This
for molecules corresponds to an electron in the HOMO (highest occupied molecular
orbital). The effect of the HOMO symmetry can be seen in experiments with aligned
molecules, where the ionisation probability, i.e. the harmonic signal, depends on the
molecule orientation. For instance, experiments in O2 have shown that the cut-off
energy depends on the polarisation of the driving field relative to the alignment angle of
the molecule, at intensities close to the saturation intensity. This is due to the different
electron density seen by the field upon ionisation.
Even if the probability is considerably smaller, ionisation can occur from deeper-lying
molecular states that can be accessed by ionisation. These states are called HOMO-
1, HOMO-2, and so on, as we go deeper into the molecule. In most experiments,
the contribution of these orbitals is negligible, due to the exponential dependence of
ionisation on the bonding energy. Even so, there are some conditions in which lower
orbitals may reveal themselves, as we will see later in the chapter.
The main purpose of aligning molecules is that the sample has then well defined spatial
properties, so that a clearer signature of the geometric dependence of d(t) can be seen.
This allows to extract more information about the molecules from the HHG spectrum
than it would be possible from an unaligned sample. A second way to increase the
amount of information that we can obtain from a spectrum is to increase the number of
harmonics. In a simple picture, each harmonic is the result of the recombination of an
electron with the ion, and the harmonic photon emitted has energy equal to the kinetic
energy of the electron plus the ionisation potential. We can therefore see the electron
as our probe, and the emitted photon as the carrier of the information. As molecules
have generally lower Ip, the number of harmonics we can have is limited by the critical
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intensity
Ic =
I2pc
3
0pi
2
2e6
(6.1)
As we cannot increase the intensity above Ic, due to the onset of ground state depletion,
a possible alternative solution is to increase the wavelength of the driving field. In fact,
as the cut-off position is proportional to Up, that we recall is given by
Up =
e2E20
4mω2
(6.2)
we see that by using longer wavelength, the cutoff can be increased while keeping the
intensity fixed. The price to pay for having a longer plateau is the reduced efficiency
of the overall harmonic signal. Due to the electron wave packet spreading in three
dimensions, and to the fact that the electron spends more time in the continuum, the
harmonic signal scales approximately as λ−4 or λ−5. In fact, recent experiments have
measured a dependence between λ−5 and λ−6 (see Colosimo et al. [129], Shiner et al.
[130]). Despite this unfavourable scaling, the longer plateau that can be achieved and
the possibility to extend high harmonic spectroscopy to very low Ip molecules motivate
the use of longer wavelengths.
The remaining part of the chapter is devoted to describe the main experimental results
achieved at Rutherford Appleton Laboratories and at Politecnico di Milano.
6.1.1 Experimental setup
From an experimental point of view, a typical pump- probe experiment in aligned
molecules requires to (i) cool the molecules, to produce an initially well defined ro-
tational wave packet and to be able to overlap in space (ii) and in time (iii) the aligning
and the probing beam. In the previous chapter we have seen that the temperature of
a gas freely expanding in a lower pressure ambient depends, under some conditions,
on the distance from the gas-jet aperture. This was found to be dependent on the su-
personic expansion, that in turn is related to the difference between the backing and
the background pressure. The length of the nozzle also influences the maximum cool-
ing that can be achieved. If it is much longer than its diameter, the molecules are
likely to frequently hit the walls of the gas-jet and be inelastically scattered back, with
the same translational and rotational energy, rather than exchange rotational energy
for translational energy in inelastic molecule-molecule collisions. The effective cooling
that can be reached is therefore reduced, and this hampers the alignment process. The
problem can be overcome by using a short nozzle instead, which minimises the inelastic
scattering from the walls. In the experiments presented in this chapter, a continuous
gas-jet was used, as shown in Fig. 5.4, that allowed us to have cold molecules and to
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Figure 2. Comparison of CO2 spectra in unaligned (black) and aligned (red) samples of CO2 with ! = 0°.  The 
upper panel shows results with 800 nm drive field (from ref. 3) obtained with I = 3.5±0.25!1014 W/cm2,  the lower 
panel shows results we have obtained with 1300 nm using  I = 1.4±0.2!1014 W/cm2.  Note the cut-off position is 
roughly the same in both cases, the arrow marks the position of the minimum for 800 nm.
Figure 3. Shift of  the interference minimum in high harmonic generation from CO2 with different intensities. 
Ratio of harmonic signal between aligned and unaligned CO2 samples as a function of photon energy (harmonic 
order) for parallel aligning pulse polarization (! = 0°) and different driving field intensities. Note the position of the 
minimum is at 67 eV for I = 1.2!1014 W/cm2 and then moves back to 55 eV for I = 1.6!1014 W/cm2.
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Figure 6.1: Harmonic spectra from aligned (red line) and unaligned (black line )CO2.
Fig a) shows the two centre interference for driving field at 800 nm and an intensity of
3.5 1014 W cm−2. In fig b) the driving field is a 1300 nm source, with intensity of only
1.4 1014 W cm−2. It is worth noticing that the cut-off position, despite the consistent
difference in intensity, is roughly the same in the two cases.
take full advantage of the laser repetition rate. The main problem is that a very high
background pressure can build up inside the chamber: this inconvenience is dealt with
by differentially pumping the interact on chamber, where the high harmonics are pro-
duced, and the spectrometer chamber, that due to the presence of the MCP cannot
operate at pressures above 10−5 mbar.
The other two requirements can be met by carefully planning the experimental set-up.
The temporal overlap requires two optical beam lines of matching length, that are gen-
erally built by keeping the overall length of the beam lines short, as a few millimetres
difference implies a relative delay of the order of ten picoseconds. In our case, for the
experiment performed at RAL and discussed in the next section, the situation was com-
plicated by the fact that the part of the aligning beam was used to seed the Topas HE,
resulting in one of the beam lines being approximately 9 m long.
To find the temporal overlap, a prior good spatial overlap is required. This can be
achieved by using a beam splitter or, if the frequency of the pump and the probe dif-
fer sufficiently as in our case, a dichroic mirror (see Fig. 6.5). To have spatial overlap
the beam needs to be p rallel and to overlap at one poi of the path, at least up to
the interaction region, that in our case was almost 2 m away from the dichroic mirror.
The condition for overlap was found by setting a third line, whose length matched the
experimental line, from the dichroic mirror to the interaction region, and that could
be accessed using flip mirrors. On this line the two beam foci were imaged on CCD
cameras at two points, one close to the dichroic mirror, and one in correspondence of
the interaction region, and precisely overlapped in space. Once the two beams were
superimposed in space, the temporal overlap was first found within a few hundred pi-
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coseconds by using a fast photo-diode, and then more accurately by exploiting self-phase
modulation. This was possible by focusing the two beams in air, and placing a CCD
camera at some distance from the focus. The pattern seen on the screen changes if
the weak aligning pulse comes before or after the high intensity beam, as it produces
some long lifetime ionisation in air, therefore modifying the medium seen by the high
intensity beam. As the pattern changes depending on the presence of the aligning field,
i.e. we could see a ”step” signature, the time overlap could be found by narrowing
down the time interval in which the change is observed, as described in the previous
chapter. Thanks to the high precision of the translation stage, it was easy to find the
overlap within a few tens of femtoseconds. The final zero-position was then refined by
monitoring the high harmonic signal. In fact, it exhibits a clear enhancement at the
overlap, as will be discussed in the next chapter.
To conclude, a final remark on the experimental conditions. The shot to shot energy of
the Topas HE output was continuously monitored by a fast photo-diode. The laser was
stable during a period of a few hours, that has to be compared with a typical acquisition
time of about twenty minutes for a complete angular scan. During the period consid-
ered ”stable”, the shot to shot fluctuation root mean squared was of 2%. After that,
a slow worsening of the output stability could result in fluctuation as high as 6%. At
this point small realignment of the system was required to obtain again an acceptable
energy fluctuation.
The second experimental difficulty was how to reliably change the mid-IR intensity.
Ideally, a wave-plate and a polariser should be used, if we can pre-compensate the in-
duced dispersion. In our case we did not have a suitable wave plate, so we simply used
an iris, to aperture down the beam. For a Gaussian beam this would have not been a
really good way of lowering the intensity, as by aperturing the beam we would also have
changed the Rayleigh range. In our case, the measured change of the Rayleigh range
was less than 10%, when changing the intensity by a factor of 3. Therefore we could
safely assume that the change in the harmonic spectrum for different intensities was
mostly due to a single atom effect rather than to phase matching. Also, strong phase
matching effects were not expected, as the gaseous medium was really thin (less than
200 µm).
Finally, we needed to calibrate the detection system, as the intensity could then be
estimated by the cut-off position and cross checked with the available values of the in-
tensity, pulse duration and waist at the focus. In practice we need to find the function
to convert a pixel position in eV. Fig. 6.2 shows the calibration curve calculated from
one harmonic spectrum, that yield the curve
photon energy (px) = hc
(
56.3− 731− px
13.554
1
B(px)
)−1
(6.3)
114 CHAPTER 6. HIGH HARMONIC GENERATION FROM MOLECULES
Figure 6.2: Calibration curve of the far field spectrometer. The calibration curve was
calculated on the basis that the first harmonic we could see on the screen was the 17th.
where hc = 1240 eV nm, px is the pixel position and B is given by
B(px) = 0.16861 + 4.4510−3px− 9.825810−6px2
+1.0755710−8px3 − 4.8236710−12px4
The linear dependence of the cut-off position on the intensity was checked, to confirm
the expected behaviour of the harmonic spectrum as the intensity was varied.
6.2 High harmonic spectroscopy
One of the challenges in attosecond science is to resolve charge migration, initiated
by ionisation, in molecules and fast nuclear dynamics. High harmonics have proved
to be an excellent tool to resolve these dynamical effects, and as consequence a new
field of research, termed HHG spectroscopy, has developed. In addition, also structural
information is encoded in high harmonics spectra. In this section, experiments that
address both these aspects, and the effects of the interplay between them, are presented.
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Figure 6.3: Two centre interference.
6.2.1 Angular dependence of harmonic emission from molecules
In chapter 3 we have derived an expression for the dipole moment induced upon ioni-
sation by a laser field. The expression is given by (see Eq. (3.27)):
M(t) = i
∫ t
0
dt′
∫
dpcn · d∗[pc + A(t)]E(t) · d[pc + A(t′)]e−iS(pc,t
′,t) (6.4)
where the recombination matrix elements are given by
d = 〈p | r |ψ0〉 (6.5)
and p is approximate with a plane-wave. This is a common assumption in the strong
field approximation, as it renders the calculation of the dipole easier, as we have seen in
chapter 3, and is justified by the fact that for the typical excursion time of the electron
in the continuum the width of the electron wave packet becomes as large as 1 nm. For
the molecules considered here, this width is much larger than the internuclear axis, and
it is therefore reasonable to apply the plane-wave approximation.
The plane-wave approximation also gives an elegant solution to the observation of an-
gular dependence of the high harmonic signal on the molecular alignment. In early
simulations of high harmonics from H+2 and H2, carried out by solving the Schro¨dinger
equation [131] or within the strong field approximation [see, for instance 119, 132, 133],
and in later experiments in CO2 [121, 122] a clear minimum was observed in the har-
monic spectrum, that depended on the molecular alignment with respect to the laser
polarisation. Theoretical calculation, recently confirmed by experimental evidence [10],
also showed that the minimum in the harmonic signal coincides with a flip of the phase
of about pi. This suggests that the complex amplitude crosses zero at that point.
An explanation for this observation was found in terms of two centre interference. As-
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Figure 6.4: Harmonic spectra in different molecules from a 800 nm (red line) and a 1300
nm (black line) source. The advantage of using longer wavelengths in terms of cutoff
position is evident. In addition, by using a longer wavelength it was possible to measure
the harmonic spectrum from N2O.
sume that the electron wave packet that returns to the core is given by a plane wave
eik·r, with k defined in terms of the electron De Broglie wavelength k = h/λe. Upon
re-collision the phase difference of the emitted harmonic would simply be the phase
difference of the electron wave packet at the position of the nuclei. If we denote this
position by r1 and r2, the interference condition is given by
eik·r1 + eik·r2 (6.6)
From the equation above it is easy to derive the interference minima, or structural
minima, in terms of the internuclear distance R and the angle between the internuclear
axis and the laser polarisation
R cos(θ) = (2n)
λe
2
(6.7)
where n is an integer. The key point of this is that, since the incoming electron wave
packet is a plane wave, the difference in phase due to the different position of the nuclei
in the plane perpendicular to the laser polarisation is zero. Depending on the symmetry
of the molecules, interference can occur when the two centres have a separation, from
the electron point of view, of one or two De Broglie wavelengths. For instance, CO2 has
an anti-symmetric HOMO pig, so the first interference is expected in correspondence of
an internuclear distance of twice De Broglie wavelengths (as seen by the electron). C2H2
has a symmetric orbital instead, implying that the interference should occur when the
internuclear distance is exactly equal to the De Broglie wavelength.
As a final remark, let’s write explicitly the De Broglie wavelength of an electron that
produces a photon of energy hν, as its derivation was controversial [121, 122]. An
electron that recombines with kinetic energy Ek produces a photon of energy Ek + Ip.
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The controversy arose on which value was to be assigned to Ek, the argument being
that the electron is further accelerated by the Coulomb potential to reach an energy Ip
higher than what calculated using hν + Ip. The now accepted version can be found in
Vozzi et al. [134]: the electron wavelength is given by
λe =
h√
2me(nhν0 − Ip)
(6.8)
as it gives a better fit of the experimental data. Note that this results supports the idea
that the recombination does not take place at the core, but rather before, when the
electron has not been fully accelerated by the Coulomb potential. Further controversy
was caused by the fact that the position of the minima in CO2 was different for Kanai
et al. [122], that found a minimum at 34 eV and Vozzi et al. [121], that found it at 45
eV. We will come back to this point in the next section. For the moment, let’s just
mention that the two centre interference picture does not hold if the molecule cannot
be described within the linear combination of atomic orbitals (LCAO) approximation.
Molecules like O2 and CO2 exhibit an HOMO with a well defined symmetry, in this
case anti-symmetric. For other molecules, for example N2, the argument does not hold,
as the HOMO is a combination of p and σ orbitals. These states, which have oppo-
site parity, do not produce the well defined asymmetry that is necessary for generating
electrons with clear phase difference at recombination, and therefore for observing two-
centre interference.
Having the minimum in the CO2 and N2 spectrum being observed several times, it
becomes important to try to extend the observation to other, bigger, molecules. While
conceptually this does not represent a problem, in practice there are several caveats we
need to be aware of: the first is that we need to be able to align the molecule, and
probe it when the aligning beam is switched off. As we have seen, the field-free align-
ment can be achieved by impulsive excitation of a rotational wave packet, but requires
a symmetric-top molecule. We have also seen that the symmetry of the molecule needs
to be well defined to have a clear signature of the structural minimum. Finally, we need
to produce enough harmonics to be in the region where the minimum is located. In
fact, as its position depends only on the the electron De Broglie wavelength and on the
internuclear distance, it appears at molecule-specific harmonic photon energy.
As we have seen at the beginning of the chapter, the position of the cut-off can be
pushed towards higher photon energies, compared to a standard 800 nm Ti:Sapphire
laser, by using longer wavelengths. This was in fact the purpose of the experiment:
confirm the observation of the minimum in CO2 and try to extend the technique of high
harmonic spectroscopy to bigger molecules, with a suitable orbital symmetry. The ex-
periment was performed at the central laser facility (CLF) at the Rutherford Appleton
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Figure 6.5: Schematic of the experimetal setup at RAL. The output of a CPA laser
is used in part to pump an OPA that delivers a 1300 nm laser beam in 40 fs. The
remainin beam is used to impulsively align the target molecules. The probe beam is
made collinear to the pump beam by means of a dichroic mirror, that exploit the great
difference between the central wavelength of the two pulses. The delay line and the
half wave-plate allowed us to control the relative delay between the two pulses and the
alignment angle of the sample.
Laboratories (RAL). The experimental setup is shown in Fig. 6.5. The output of a Red
Dragon Ti:Sapphire laser system, analogous to that described in chapter 4 was used to
pump a Topas HE optical parametric amplifier that delivered a 40 fs, 1300 nm pulse.
This particular wavelength was chosen because the harmonic produced combined the
feature of high cut-off energy and efficiency required for the experiment. Part of the
fundamental beam at 800 nm was used to impulsively align the molecules, that were
then probed by the mid infra-red pulse (mid-IR). The relative delay of the pulses was
controlled by means of a high precision translation stage, and the required spatial and
temporal overlap was found using the procedure discussed in chapter 5. The angle of
the aligned molecules with respect to the probing laser polarisation was controlled with
a broad-band half-wave plate. The two collinear beams were sent into the interaction
chamber, and focused onto a continuous gas jet by a 30 cm focal length lens. The
aligning beam was apertured down, to reduce the total intensity and to ensure that its
waist size at the focus was bigger than the probing beam. The gas jet was produced by
supersonic expansion of the gas at 2 bar backing pressure, through a 100 µm hole. The
temperature of the molecule at the interaction region was estimated, from the distance
from the nozzle, to be approximately 90 K. This temperature is sufficient to obtain a
significant degree of alignment with the impulsive technique. A typical revival structure
from harmonics can be seen in Fig. 6.6.
The first step of the investigation was to confirm the presence of the minimum in
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Figure 6.6: Revival structure. The integrated harmonic yield from N2 is plotted against
the time delay between the pump and the probe beam. Distinct half and full revival
can be seen at multiple of half the rotational constant, in this case about 2 ps.
CO2. The maximum photon energy observed in unaligned molecules at an intensity of
1.4× 1014 Wcm−2 was of 80 eV, significantly higher than the cut-off measured with an
800 nm beam (see Fig 6.4). To determine the position of the minimum in an aligned
sample we can take the ratio between the spectrum when the molecules are aligned and
where they are randomly oriented. This approach has also the advantage of eliminating
all the systematic source of errors, as the quantum efficiency of the MCP or the laser
fluctuations. In Fig 6.7 we can see the result of an angular scan in CO2. By solving
the Schro¨dinger equation of the system in the experimental condition the degree of
alignment of the sample was estimated to be 〈cos2 θ〉 = 0.72, where we remember that
1 corresponds to a perfectly aligned sample and 1/3 is a randomly aligned one. From
Fig 6.7 the minimum clearly appears around 55 eV. Taking into account the fact that
the modal angle of the aligned CO2 is θ = 30◦, this funding is compatible with the
oxygen nuclei distance, that predicts a minimum at 52 eV. It is also compatible with
the measurement of Vozzi et al. [121], even if there is still a discrepancy with Kanai
et al. [122]. The origin of this discrepancy will be discussed in greater detail in the next
section.
The second objective of the experiment was to extend the high harmonic spectroscopy
technique and see if the two centre interference interpretation holds for more complex
molecules that exhibit the right symmetry of their HOMO orbital. To this purpose, two
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Figure 1. Alignment dependence of high harmonic generation from C2H2, N2O and CO2. Ratio of harmonic 
signal between aligned and unaligned samples of C2H2, N2O and CO2 as a function of photon energy (harmonic 
order) and polarization angle ! of the aligning pulse. The laser intensities are: 0.8"1014 W/cm2 (C2H2),  1.0"1014 W/
cm2 (N2O) and 0.9"1014 W/cm2 (CO2). The relevant HOMO orbital is shown in the inset above.
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Figure 6.7: Alignme t depend nce of the harmo ic sign l from the mol cules c nsidered
at the RAL experiment. The figur shows the harmo ic ratio b tween the unaligned
spectrum and the aligned one as a function of the aligning angle. The laser intensities
are 8×1013 W cm2 for acetyline, 1014 W cm2 for nitrous oxide, and 9×1013 W cm2 for
carbon dioxide.
molecules were examined: acetylene (C2H2) and nitrous oxide (N2O).
For both molecules the harmonic range measured with the mid-IR field is considerably
greater than for previous experiments at 800 nm. In particular for acetylene, the cut-off
position at 60 eV compares to the 45 eV previously measured. It is worth noticing
that the cutoff at 45 eV for acetylene was missing the region of interest for structural
interference. In fact, as the distance between the two carbon atoms in C2H2 is 1.2 A˚
and the symmetry of the HOMO is piu, which is antisymmetric, we expect an interfer-
ence minimum for λe = 2.4 A˚. By inverting Eq. (6.8) we found that the photon energy
corresponding to this De Broglie wavelength is 46 eV. This corresponds to the cut-off
of an harmonic spectrum generated with a 800 nm pulse with intensity close to the
saturation intensity of acetylene, that is about 1.8 1014 W cm−2.
Fig. 6.7 shows the ratio of the harmonic yield of aligned and unaligned molecules for
C2H2 and N2O as a function of the alignment angle. In C2H2 the minimum is centred
around 46 eV, in agreement with the theoretical value. For N2O the same argument
holds: in this case the inter-nuclear separation between the two nitrogen atoms is 2.3
A˚, as the distance of the two oxygens in CO2, thus a minimum at 52 eV is expected.
Experimentally we found the minimum around 55 eV, that is also in quite good agree-
ment with the theoretical value. It is worth noticing that the two centre interference
argument applies to N2O, even if its symmetry is not strictly pig.
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6.2.2 Intensity dependence of the harmonic signal in aligned CO2
As we have seen above, the position of the minimum in the CO2 spectrum observed by
Vozzi et al. [121] differs by about 10 eV from the one measured by Kanai et al. [122],
and this difference cannot be traced back to two centre interference, as the structural
minimum depends solely on the internuclear distance. In this section the origin of this
discrepancy is explained in terms of the interplay between different ionisation channels
of the molecules.
The description of the process of high harmonic generation that we have presented so
far relies on the validity of a key assumption: that the ionising laser field only affects
the outermost electron, while the others do not feel the presence of the field. This
assumption is clearly valid for atoms, for which the difference in energy between the
HOMO and the HOMO-1 is of the order of 10 eV. But what about molecules? In CO2,
for instance, the three highest orbitals lie within less than 5 eV. This difference may
be considered negligible in an unaligned sample due to the exponential dependence of
the ionisation rate on the energy level, but there may be excitation of those lower levels
under some conditions. In fact, ionisation is also quite dramatically affected by the
orbital symmetry. We can foresee that the difference in the ionisation rate between
two levels can be compensated for by the symmetry of the orbital, under favourable
circumstances. Let’s examine the three highest CO2 levels more closely. The HOMO
orbital, from now referred to as ionisation channel X, has ionisation energy of 13.77
Ip, and as pig symmetry, with two nodal planes, one parallel and one perpendicular to
the molecular axis. Thus, if the molecule is aligned parallel, or perpendicular, to field,
both the ionisation and the recombination will be reduced, due to quantum mechanical
interference between the two electronic currents. The second highest orbital is HOMO-
1, or channel A. This orbital has piu symmetry, i.e. it has a nodal plane along the
molecular axis. This implies that the ionisation and the re-collision are favoured when
the molecule is aligned perpendicular to the polarisation of the field, and is suppressed
when it is aligned parallel to it. Finally, at 18.1 eV we have HOMO-2, or channel B, that
has σu symmetry, and therefore has a nodal plane only perpendicular to the internuclear
axis, but not along it.
In case of perfect alignment, or 〈cos2 θ〉 = 1, with the molecule parallel to the laser
polarisation, we would expect to have total suppression of HOMO and HOMO-1 and
maximum contribution from HOMO-2. This is, in fact, what is observed in numerical
simulation, where the contribution from HOMO-1 decreases from 90◦ to 0◦, while the
contribution of HOMO-2 in the same range increases. The situation is different for non-
perfectly aligned molecules, for which 〈cos2 θ〉 < 1. While the qualitative behaviour
of HOMO-1 and HOMO-2 does not change, calculations show that HOMO becomes
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Figure 2. Comparison of CO2 spectra in unaligned (black) and aligned (red) samples of CO2 with $ = 0°.  The 
upper panel shows results with 800 nm drive field (from ref. 3) obtained with I = 3.5±0.25"1014 W/cm2,  the lower 
panel shows results we have obtained with 1300 nm using  I = 1.4±0.2"1014 W/cm2.  Note the cut-off position is 
roughly the same in both cases, the arrow marks the position of the minimum for 800 nm.
Figure 3. Shift of  the interference minimum in high harmonic generation from CO2 with different intensities. 
Ratio of harmonic signal between aligned and unaligned CO2 samples as a function of photon energy (harmonic 
order) for parallel aligning pulse polarization ($ = 0°) and different driving field intensities. Note the position of the 
minimum is at 67 eV for I = 1.2"1014 W/cm2 and then moves back to 55 eV for I = 1.6"1014 W/cm2.
a          c
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Figure 6.8: Int nsity depe dence of the interference minimum o he driving laser
intensity. The plot shows the ratio of the harmonic sig al between alig ed and unaligned
molecules as a function of photon energy for different intensities. The alignment angle
is θ = 0, i.e. the aligning beam have polarisation parallel to the probe beam.
b
Figure 4. Interplay of  structural and dynamical interference in high harmonic generation from CO2. a, 
Calculated harmonic amplitudes in CO2 with 1300 nm drive field and an intensity of 1.3"1014 W/cm2. The 
amplitudes of X (red) and B (blue) channels as well as the total amplitude (taking account of the relative phases). b, 
Plot of cos[)*X,B], where )*X,B is the relative phase of the two channels,  versus harmonic order at two different 
intensities.  Note the motion of the cos[)*X,B] curves with respect to the harmonic number as the intensity changes 
and the phase flip in the relative phase on the high energy side of the structural minimum in the X channel. c, 
Calculated total harmonic yield at three intensities spanning the rage used in these measurements. Qualitative 
agreement is found between the variation of the calculated and measured minimum positions over this range of 
intensities.
Figure 5. Experimental layout. A 780 nm pulse is divided in a beam splitter,  the transmitted part is sent through a 
delay line; the reflected part is used to pump an optical parametric amplifier tuned at 1300 nm. The two beams are 
recombined and sent collinearly into a chamber, where they are focused by a lens onto a gas jet.  The 780 nm pulses 
induce impulsive molecular alignment whereas the 1300 nm pulses generate high order harmonics in the aligned 
ensembles. The harmonics are spectrally dispersed and detected in a flat field XUV spectrometer.
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Figure 6.9: Calculated harmonic yield in CO2 from a driving field at central frequency
of 1300 nm. The intensities used in the simulations cover the range used in the mea-
surement. The calculations reproduce the qualitative behaviour of the minimum.
almost unaffected by the angle of alignment. This is due to the fact that for good
impulsive alignment the sample has a distribution with 〈cos2 θ〉 ∼ 0.7 and a modal
angle of approximately 30◦, while the HOMO exhibits maximum ionisation at 45◦.
When the electron is promoted into the continuum by the driving field, the electronic
wave packet is now formed by a superposition of states, that evolve accordingly to the
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Schro¨dinger equation. Without entering into the details of the calculations, intuitively
we can see that the motion of this wave packet in the continuum is similar to that of
an electron wave packet created by ionising only the HOMO. More interesting is the
evolution of the hole created by the electron, i.e. of the multi-electron wave packet
created in the molecule upon ionisation. As we have seen, when the molecule is aligned
parallel to the polarisation of the field the two main contributing orbitals are HOMO
and HOMO-2. The hole wave packet created by a superposition of these two states will
acquire a phase that is proportional to the difference in ionisation energy1 of the two
states, i.e. ∆Ipt/~. The hole accumulates a phase, accordingly to this expression, up to
a time tr, i.e. the time at which the electron recollides with the cation. Note that this
time is not fixed for a given harmonic, but rather depends on the laser intensity. To see
this consider the cut-off position: it varies linearly with the intensity of the generating
field, but the excursion time is always approximately 0.6 of the laser period.
We now have all the ingredients to explain the different observation made by Kanai
et al. [122] and Vozzi et al. [121]. The harmonic emission from CO2 is the coherent sum
of the emission from HOMO and from HOMO-2. As the phase between the two is given
by ∆Ipt/~, we will have constructive interference between two channels when
∆Ipt/~ = 2pin n = 1, 2, ... (6.9)
and destructive interference for
∆Ipt/~ = 2pi(n+ 1) n = 1, 2, ... (6.10)
For the effect of the interference to be visible, the contribution of the HOMO and of
HOMO-2 need to be comparable. This happens at the position of the minimum, where
the HOMO is suppressed, but not the HOMO-2. The discrepancy of the minimum
position is then explained in terms of different interplay of the interference of the two
orbitals, depending on the laser intensity. In fact, the constructive and destructive
conditions change, via the intensity-dependent relationship between time and harmonic
order. The extension of the harmonic spectrum made possible by using a 1300 nm field
gives us the possibility to test this model, as the minimum in the spectrum is well into
the plateau, as opposed to the 800 nm case, where it is almost at the cut-off.
To map the evolution of the hole dynamics in the window offered by the structural
minimum we varied the intensity from 0.7×1014 Wcm−2 to 1.6×1014 Wcm−2, in steps
of 1013 Wcm−2. The minimum appeared around 50 eV at the lower intensities and
moves up to 65 eV for an intensity of 1.2×1014 Wcm−2. Interestingly, the minimum
1This assumes that the extraction and subsequent re-collision of the electron is too quick to modify
the orbital structure, but affects the electronic distribution of the molecule
124 CHAPTER 6. HIGH HARMONIC GENERATION FROM MOLECULES
fields it was thus possible to study HHG as a function of the
molecular alignment.
We have been able to observe well defined HHG spectra
with plateaus extending to cutoffs from 45 to 70 eV for the
additional saturated and unsaturated hydrocarbon systems
listed in Table I. This includes 1,3 butadiene, a species with
an Ip of just 9.1 eV. In Fig. 1 we plot the harmonic spectra as
a function of the angle ! between the polarization directions
of the aligning and the driving field for the unsaturated hy-
drocarbons !a" acetylene, !b" ethylene, !c" allene, and !d"
butadiene. Harmonics are generated by 1450 nm, 18- s driv-
ing pulses with an intensity #1"1014 W cm−2. In !a" and
!c" the data were recorded at the first half revival, although
similar data are found at prompt alignment !immediately af-
ter the aligning pulse" and full revival, as acetylene and al-
lene are linear and symmetric top, respectively. Ethylene !b"
and 1,3 butadiene !d" are asymmetric top molecules and it
was necessary to record the alignment data at prompt align-
ment as they do not produce complete alignment revivals. In
the case of all these unsaturated hydrocarbons distinct align-
ment dependence was observed providing a strong indication
that the HHG arises from the intact molecule. For all the
molecules, a strong suppression at !=0° is observed, likely
due to the nodal plane in the highest occupied molecular
orbital !HOMO" wave function, which will dominate the
spectrum, whereas the cutoff extension dependence on ! is
typical of a given molecule, thereby providing an additional
signature of the molecular orbital in HHG; for instance,
acetylene $Fig. 1!a"% and 1,3 butadiene $Fig. 1!d"% show a
maximum in HHG at 40° and 60°, respectively.
In Fig. 2 we plot the harmonic spectra as a function of
the aligning field angle ! for ethane, at the time delay where
the postpulse alignment should be expected. It was earlier
shown that to avoid HHG predominately from molecular
fragments of organic molecules it was required to use a short
laser pulse9 and that short pulses also limit the effect of ion-
ization saturation in alkanes.10,11 Although no evidence of
alignment dependence of the harmonic spectrum is found, a
very well developed HHG spectrum is observable in ethane
!Fig. 2" as well as in propane and butane !data not shown".
For all these three alkanes the extension of the plateau scaled
with Ip in accordance with the cutoff law, allowing us to
deduce that the emission is also from intact molecules for
these longer wavelength and short pulses.
In Fig. 3 we plot the experimentally determined ratios
between harmonic spectra obtained at an alignment angle of
0° and harmonic spectra without alignment for the unsatur-
ated hydrocarbons. These ratios show a minimum as a func-
tion of photon energy likely to arise as a consequence of
interferences !two-center, multicenter, or dynamical" that re-
veal the static structure of the molecules as well as the at-
tosecond dynamics of holes subsequent to ionization. As a
first attempt to reproduce our experimental findings, we have
worked out the harmonic yields within the strong-field-
approximation !SFA" adapted to molecular systems.5 The re-
sults are shown in Fig. 4. Although, under the present experi-
mental conditions, the modal angle of the alignment
distribution is #30°, a better agreement is achieved for mol-
ecules aligned at larger angles, demonstrating the need to go
TABLE I. Data for molecules examined in the present study. The HOMO
orbitals are calculated using the GAMESS-U.K. package !see Ref. 13".
Molecule Ethane(C2H6)
Acetylene
(C2H2)
Propane
(C3H8)
Butane
(C4H10)
Ethylene
(C2H4)
Allene
(C3H4)
1,3-Butadiene
(C4H6)
IP (eV) 11.52 11.40 10.94 10.53 10.51 9.69 9.07
Rotational
constants
(cm-1)
A
B
C
2.52
0.68
0.68
1.18
0.97
0.28
0.25
0.78
0.12
0.11
4.83
1.00
0.83
4.81
0.30
0.30
1.40
0.14
0.13
∆α (A3) 0.78 2.69 1.92 ~1.06 2.02 4.54 6.32
HOMO
FIG. 1. !Color online" Sequence of harmonic spectra generated in !a" acety-
lene, !b" ethylene, !c" allene, and !d" 1,3 butadiene as a function of the angle
between pump and probe polarizations !log color map".
FIG. 2. !Color online" Sequence of harmonic spectra generated in ethane as
a function of the angle between pump and probe polarizations !log color
map".
FIG. 3. !Color online" Experimental ratio between harmonic spectra ob-
tained in an aligned distribution at 0° !modal angle &30°" and spectra with-
out alignment for acetylene !squares", ethylene !circles", allene !up tri-
angles", and 1,3 butadiene !down triangles".
241103-2 Vozzi et al. Appl. Phys. Lett. 97, 241103 !2010"
Downloaded 07 Feb 2011 to 129.31.137.147. Redistribution subject to AIP license or copyright; see http://apl.aip.org/about/rights_and_permissions
Figure 6.10: Data of the molecules that have been investigated in the experiment at
Politecnico di Milano.
moves back to 55 eV when the intensity is further increased to 1.6 1014 Wcm−2. This
non-monotonic behaviour can be understood in terms of the interplay between the
structural minimum and the interference minimum described by Eq. 6.10, or dynamical
minimum, as it is time dependent. Fig 6.9 helps to illustrate this effect: the position of
the structural minimum is fixed and allows us to look at the evolution of the dynamical
minimum that results from the interference of HOMO and HOMO-2. This is possible
because in correspondence of this windo the yield from HOMO and from HOMO-2
have comparable amplitude. As we change the intensity, we are effectively changing the
relationship between the time at which the minimum happens and the corresponding
harmonic order: the dynamical minimum moves across the window created by the
structural minimum, causing the overall minimum to move from low to higher photon
energies. Fig. 6.9 shows calculations of the harmonic yield from CO2, for conditions
similar to the experiment. As the position of the dynamical minimum passes the position
of the structural minimum, the phase of the HOMO harmonics is advanced by pi, and
th dynamical min mum condition turns into a condition for a maximum. This appears
in Fig. 6.9 as a shift back of the overall minimum to lower photon energies.
6.3 High harmonic generation from hydrocarbons
High harmonic spectroscopy can be extended to a larger number of molecules then
can typically be accessed by a standard 800 nm source, by exploiting the wavelength
dependence of the cut-off law. In this section we discuss experiments that make use of
longer wavelength, in the mid-infrared, to extend HHG spectroscopy to molecules with
relative low Ip.
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6.3.1 Angular dependence of harmonic emission from low Ip molecules
The use of high harmonics to reveal the structure or the fast dynamics in the molec-
ular cation has hitherto been limited to small molecules. The fundamental limit that
prevents an easy extension of the technique to more interesting larger molecules is their
low ionisation potential. Atoms and small molecules, like N2 and CO2, have an Ip in
the range 12-15 eV, whilst for bigger molecules Ip is typically in the range 7-12 eV. For
instance, chromophores are sensitive to photons with energy in this range. The implied
saturation intensity at these values of Ip are, for the typical 800 nm source, of a few
times 1013 Wcm−2. This greatly affects the ability of using a Ti:Sapphire source in
HHG spectroscopy applications, as the harmonic spectrum presents a limited plateau,
due to the cutoff law, that, as already mentioned, is Ec = Ip + 3.17Up.
The problem can be overcome by applying mid-IR radiation to the sample. As we
already mentioned in previous chapters, Up is proportional to the square of the wave-
length of the driving field and to its intensity. As the maximum value of the intensity
is fixed by the saturation limit, a longer wavelength we can be used instead to extend
the plateau. The extended plateau is required to ensure that the harmonic signal is
generated in a non-perturbative regime and to have a sufficient number of harmonics
that can be used to extract information about the molecule.
The tunable parametric source at Politecnico di Milano, presented in chapter 5, was the
natural choice to perform experiments in low Ip molecules. The short pulse duration, of
just 18 fs, had the effect of reducing the ionisation accumulated by the sample before the
peak of the laser field, so effectively increasing the ionisation threshold of the molecule.
A comparison of the ionisation rate for a 30 fs and a 15 fs beam is shown in Fig. 6.11
The pump-probe experiment was performed using the mid-IR source with wavelength
centred at 1450 nm and an intensity of 1.0 Wcm−2, and a portion of the 800 nm to
align a supersonically cooled molecular sample. The excitation of a rotationally broad
wave-packet causes the molecule to periodically re-align every half of the characteristic
rotational period of the molecule, and this allowed us to probe the molecular structure
in a field free environment. But as we have seen in previous sections, this approach can
be adopted only if the molecules have a major polarizability axis, i.e. if it is linear or its
homo exhibits a linear-like symmetry, as in the case of symmetric top molecules. The
first part of the experiment was therefore to probe the angular dependence of the high
harmonic signal from linear and symmetric top molecules. This was done by keeping
the probe laser polarisation fixed, and rotating the pump polarisation for three molec-
ular species: ethane (C2H6), acetylene (C2H2) and allene (C3H4). These unsaturated
hydrocarbons exhibit a minimum in the harmonic signal at 0◦, principally due to the
HOMO nodal plane, and a maximum whose position depends on the molecular species.
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Figure 6.11: Top: Ionisation rate for a 15 fs (green line) and a 30 fs (purple) driving
field. Bottom: driving fields used in the calculation of the ADK rate. The intensity
used in the calculation was 0.9 × 1014 W cm−2
The fact that all these molecules have a clear angular dependence is also indicative of
the fact that the harmonics are originated from the original molecules, and not from
fragments caused by ionisation. The harmonic cut-off observed was between 55 and 63
eV, clearly much more that what could be obtained with a standard 800 nm source,
due both to ionisation saturation and the unfavourable scaling of the cut-off law. Also,
note that allene has already an Ip below 10 eV.
The angular dependence of two other unsaturated hydrocarbons was examined: ethy-
lene (C2H4) and 1,3 butadiene (C4H6). As this molecules are nor linear or symmetric
top, but asymmetric top instead, complete alignment revivals are not possible. This
problem can be overcome by recording the harmonic spectrum a few hundred of fem-
tosecond after the arrival of the pumping beam: the molecules show then prompt align-
ment, a mechanism similar to adiabatic alignment, but in the short pulse regime. By
doing this we were able to record the angular dependence of the harmonic spectra from
ethylene and 1,3 butadiene, that has only an Ip of 9.07 eV.
6.4 Conclusions
In this chapter we have seen how high harmonics are influenced by the spatial structure
and the time evolution of the originating medium. Two-centre interference arises as a
consequence of the alignment of the molecule respect to the laser polarisation and can
give information about the internuclear distance. The validity of the assumption that the
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Figure 6.12: Harmonic spectrum as a function of the angle between the principal axis
of the molecule and the laser polarisation for symmetric top molecules, acetylene (a)
and allene (c), and for asymmetric top molecules, ethylene (b) and butadiene (d).
ionised electron comes from the HOMO orbital has also been tested. It has been shown
that, under some conditions, this is not the whole truth, and that other lower orbitals
can give a significant contribution to the total harmonic signal. In particular, when
the emission due to the HOMO is suppressed, as in the case of two-centre interference.
The window that it provides is in fact sufficient to see the contribution of HOMO-1 and
HOMO-2, depending on the alignment angle.
The limits imposed by the 800 nm wavelength have been overcome by using mid-IR
sources. In particular, longer wavelengths lead to a longer plateau of the harmonic
spectrum, that is limited by the onset of saturation ionisation for 800 nm beams. It
was therefore possible to measure the angular dependence of the harmonic signal with
respect to the laser polarisation for organic molecules, and results have been shown for
acetylene, allene, ethylene and butadiene.
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Chapter 7
HHG from two-colour fields
7.1 Introduction
High harmonics from two-colour fields are characterised by the presence of additional
harmonic peaks with respect to the single colour case [135]. When the two-colour field is
formed by a fundamental and its second harmonic, the additional harmonics produced
are even multiples of the fundamental. This is due to the breaking of the symmetry
caused by the second field. In fact, when the second field is present, the total electric
field does not repeat itself every half-cycle but every full cycle instead.
Beside the generation of even harmonics, the use of orthogonal two-colour fields also
introduces additional degrees of freedom in the harmonic generation process. Although
two-colour fields have been used since the early stage of the research in high harmonic
generation, they were typically composed of parallel polarised fields [136–138]. The idea
to exploit two perpendicular fields was first proposed by Ivanov et al. [139]. A few years
later, Kitzler and Lezius [55] proposed to use a ω-2ω scheme to control the electron tra-
jectory in the continuum. They suggested that, by using the second field, the electron
could be steered by simply changing the relative phase between the two pulses, and that
this could be used to probe the parent cation from different angles. The first exper-
imental evidence that a second colour can indeed be used to manipulate the electron
trajectory in the continuum and therefore probe atomic system in a tomographic-like
[5] experiment was conducted by Shafir et al. [140] on argon and neon atoms.
Two colour fields have also been used to shorten the attosecond pulse produced via
high harmonic generation. This scheme, proposed by Zheng et al. [141] relies on the
modification of the time the electron spends in the continuum before recollision due to
the effect of the second field. It has been shown that by adjusting the phase between
the fundamental and its second harmonic, the intrinsic chirp of the attosecond pulse
can be modified, and in general, reduced.
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In this chapter we will focus on a third application of electron control by orthogonal two-
colour fields, namely trajectory selection. This scheme was first theoretically proposed
by Kim and Nam [142]. Here we show the first experimental demonstration of trajectory
selection in a perpendicular two-colour field. This extends the work of Dudovich et al.
[143] that also observed trajectory selection to some extent, but using parallel fields.
In the last section, we focus on a second characteristic of the harmonic spectrum from
two colour fields, i.e. the modulation observed in the signal as a function of the relative
phase. We also discuss the relationship between the modulation and the findings of the
trajectory control experiment.
7.2 Trajectory selection in a two-colour field
In this section a simple optical technique for selecting between long and short trajectories
is presented. We show that the dominant contribution to the high harmonic signal can
be chosen by adjusting the phase between the fundamental field and its second harmonic.
The required control over the relative phase can be achieved by simply tilting a fused
silica plate inserted in the path of the combined beam. An explanation of this result
is given in terms of classical mechanics, that motivates the investigation and confirmed
by quantum calculations, presented at the end of the section.
7.2.1 Classical trajectories
In chapter 3 we have seen that the classical description of an electron in a strong laser
field is sufficient to appreciate the principle of high harmonic generation. This model,
referred to as the three step model [40], accounts for the plateau that the harmonic signal
exhibits and for the position of the cut-off at Ip + 3.17 Up. Even if crucial aspects of
HHG cannot be understand in a classical framework, e.g. the discrete nature of the
harmonics produced, and a more complete quantum description is therefore needed to
reproduce the experimental findings, the simple classical model can still provide some
insights into complex aspects of HHG, that agree remarkably well with the experiments.
The use of classical mechanics to describe a process that is quantum mechanical is
justified by the fact that the de Broglie wavelength of the electron λe, defined by λe =
h/p, where p is the momentum of the travelling electron, is much smaller than the
typical orbit that a plateau electron travels. For example, as we have seen in the
previous chapter, the de Broglie wavelength for a 45 eV electron is approximately 2.5
A˚, whereas the distance from the core for plateau electrons is of the order of 50 atomic
units, i.e. about 25 A˚, for intensities of the order of the saturation intensity1. It is
1The range of the electron excursion also depends on the wavelength of the driving field. In this
example we have considered an 800 nm laser field.
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Figure 7.1: Orthogonal two-color fields (ω - 2ω). In (a) the relative phase is φ = 0, in
(b) φ = pi/2. The two fields have the same amplitude
therefore safe to treat the electron classically, once it is sufficiently distant from the
core. In addition, under the assumption that the electric field is much stronger than
the Coulomb potential, the attractive force of the nucleus can also be neglected. This
can be regarded as the classical analogue of the strong field approximation.
As for the single colour case, it is therefore useful to approach the problem of HHG from
orthogonal two-colour fields from a classical perspective. The equations that describe
the motion of the electron in the field have already been introduced in chapter 3, and
are (see Eq. 3.12)
x(t′, t) = x(t0) +
∫ t
t′
Ax(t)dt+Ax(t′)(t′ − t)
y(t′, t) = y(t0) +
∫ t
t′
Ay(t)dt+Ay(t′)(t′ − t) (7.1)
where Ax(t) and Ay(t) are the components of the vector potential associated with the
field. In what follows we assume that the electric fields along the x- and the y-axis can
be written as
Ex(t) = E0,x cos(ωt)
Ey(t) = E0,y cos(2ωt+ φ) (7.2)
respectively, where E0,y < E0,x. We are therefore limiting our analysis to the specific
case in which the second weak field is the second harmonic of the fundamental, and
are also neglecting the temporal profile of the laser pulse, as we are interested in the
long-pulse limit. Fig. 7.1 shows the total electric field E(t) = exEx(t) + eyEy(t) for
two different values of the relative phase φ. By looking at the difference between the
resulting field in the two cases, we can anticipate that the trajectory of the electron in
the continuum will be substantially modified by a change in φ.
To model the electron in the continuum, a few hundred trajectories (∼ 500) were
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Figure 7.2: Classical electron in a linearly polarised electric field. In (a) the recollision
probability (colour scale) is plotted as a function of the ionisation and excursion time.
In (b), the electron recollision energy as a function of the excursion time.
launched from the origin of the coordinate system at different times, starting from
the peak of the fundamental field, up to 0.25 T, where T is the period of the funda-
mental. The trajectory of the electron was integrated with a leap frog algorithm [144].
While for a linear field, there are always initial conditions that guarantee recollisions,
in a two-colour field this situation is more difficult to achieve. In fact, the condition
x(t) = x(t′), satisfied by the electron along one axis, has to be simultaneously met along
the second axis, to have y(t) = y(t′). This also illustrates the fact that the set of times
that allow a recollision event in a two-colour scheme (T2) is a subset of those for a single
colour (T ). In other words, T2 ⊂ T . Later in the chapter we will see that the reduction
to a subset can be achieved in a meaningful way, by controlling the phase between the
ω and the 2ω field.
In the calculations the recollision probability was assigned to the electrons by evaluat-
ing a two-dimensional Gaussian function, centred at the origin of the coordinate system
and with full width at half maximum of 8 a.u. This corresponds to an atomic radius of
about 2 A˚, close to the dimensions of an argon atom for electrons around 40 eV. In Fig.
7.2 classical calculations for an electron in a linear polarised field are shown. In the first
panel (a), a quantity proportional to the recollision probability, is plotted against the
excursion time, i.e. the time the electron spends in the continuum, and the ionisation
time. Different curves in the contour plot highlight sets of times that allow the electron
to recollide with the parent ion with increasing probability. For instance, the pairs (t,
t′) contained in the region of the plot between two green lines are more probable to lead
to a recollision than those outside. The points inside the region that corresponds to an
excursion time t′ < 0.05 T should not be regarded as pairs that can lead to recollision.
Instead, they correspond to times at which the electron has not yet left the cross-section
region. In pane (b) the kinetic energy of the electron at the moment of recollision is
shown. The maximum energy, 3.2 Up corresponds to an excursion time of about 0.67
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Figure 7.3: Classical electron in a two-colour orthogonally-polarised laser field. The
recollision probability (colour scale) is plotted as a function of the ionisation and excur-
sion time, for two different values of the phase: in pane (a) φ = 0, whereas in pane (b)
φ = pi/2.
T. In this way we find numerically the familiar, analytical, results already introduced
in chapter 3.
As anticipated before, by adding an orthogonal-polarised laser field, the pairs of ionisa-
tion and excursion times that can lead to a recollision are reduced. In Fig. 7.3 classical
calculations of an electron in a two-colour field are shown, for two different values of
the phase difference φ. As before the colour scale indicates a quantity proportional to
the recollision probability. When φ = 0, the classical model suggests that long tra-
jectories are preferentially selected respect to the short, that return too far from the
core to recombine efficiently. The situation is reversed when the phase is 0.5 pi, when
short trajectories become dominant, and electron born earlier in the laser cycle do not
recollide.
The underlying mechanism for the long/short trajectory selection can be understand by
considering the motion of the electron along the two axes separately. When the phase is
zero, the electrons that are born close to the peak of the electric field, i.e. for t′ < 0.05
T, simultaneously satisfy the conditions of recollision along both axes. Intuitively, we
can see that electrons born exactly at the peak of the fields, at t′ = 0, can recollide at
t = T along the x-axis, and for t = T/2 and t = T along the y-axis. The condition
is therefore satisfied along both axes for t = T , that corresponds to a long trajectory.
However, electrons born after 0.05 T cannot recollide. In fact, along the x they can
only recollide before tc = 0.67 T, the cutoff harmonic emission time, whereas along y
most of the trajectories cannot recollide at all, as they are launched between the zero
and the peak of the second harmonic field, i.e. with a rising electric field.
When φ = 0.5pi, short trajectories are preferentially selected. Electrons born before
0.125 T see a rising second harmonic field, and therefore are not brought back along the
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y-axis. On the other hand, electrons that are born after the peak of the 2ω field can
recombine for times between 0.25 T and T. Along x, electrons can recombine between
0.25 T and 0.67 T. Thus only some of the short trajectories are effectively brought back
by the fields, whereas long trajectories are not.
7.2.2 Long and short trajectories in experiments
Trajectory selection in high harmonics from a single colour driving field has been ex-
tensively studied both experimentally and theoretically. In this section we will consider
how this selection can be achieved experimentally in the one colour case, and we will
show that it can survive when a weak second colour is added.
As we have seen in chapter 3, long and short trajectories can be separated in the far
field due to their different divergence. Thus spatial filtering can be applied to iden-
tify the short and the long contribution to the harmonic emission. Filtering can also
be combined with the implementation of suitable phase matching conditions, that can
favour, at the macroscopic level, the generation of the short or the long components.
Under some conditions, both contribution can be present at the same time.
We recall that the phase matching condition can be written as
∇φj = ∇(qφω0 + φj) (7.3)
where the index j refers to long and short trajectories, and φω0 = ω0t. The gradient of
the phase φj can be written in terms of the intensity of the driving laser field as (see
Eq. (3.59)):
φj ≈ −αjI(z, r, t) (7.4)
The equation above implies that short trajectories are better phase-matched on axis,
when the laser is focused before the gas-jet, whereas larger values of ∇φj determines
the dominant contribution of long trajectories off axis, when the laser is focused after
the gas-jet. Thus, by selecting the focusing geometry, long or short trajectory selection
can be achieved. The dependence of the intensity on time and space is reflected on the
spatial and temporal characteristics of the trajectories. In time, the intensity variation
creates a frequency chirp, that renders the harmonic spectrum from long trajectories
broader than for short trajectories. The radial dependence of the intensity induces an
effective curvature of the harmonic phase front, proportional to the α coefficient and to
the radial intensity variation. The net result is a more divergent and spectrally broader
beam off-axis, and a more collimated and more spectrally narrow beam on axis.
The difference in HHG divergence between long and short trajectories can be estimated
by considering the ratio of the corresponding α factors. For long trajectories the spectral
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divergence can be mainly attributed to dipole chirp, whereas for short trajectories the
induced chirp is quite small, and comparable to the transform limited duration. In other
words, the frequency variation with time is, for short trajectories, quite small, therefore
the limiting factor is the bandwidth which can be found from the Fourier theorem. For
the long trajectories the opposite is true, and the chirp becomes the limiting factor.
From this consideration we can therefore expect that the ratio between the spectral
widths of long and short trajectories is around 10-20, from typical values of the α factor
of 27× 10−14 cm2 W−1 and 10−14 cm2 W−1.
In the far field the total harmonic signal is expected to be separated in two distinct
regions, in space and in time. Spatially, the radiation from the long trajectories can
be distinguished from that of the short ones due to different divergence. In addition
the spectrum of more divergent components is also broader than that of the less di-
vergent [145, 146]. Experimental confirmations of these assumptions could be found
by examining the spatial dependence of the harmonic-beam temporal coherence2. In
fact, the temporal coherence is inversely proportional to the spectral width. The first
experiment was performed by Bellini et al. [147], who could identify a long coherence
time region, attributed to the short trajectory component, and a more divergent and
almost incoherent one, ascribed to long trajectories. The experiment was performed by
using a Michelson interferometer, to probe the same portion of the harmonic waveform
at different time delays.
The findings of [147] were partially confirmed by later experiments, in particular by
Merdji et al. [145], that extensively studied identification and selection of different path
contributions. The fringe visibilities measured in [145] were lower in the region associ-
ated with long trajectories than that measured by Bellini et al. [147], but the qualitative
behaviour was similar. The difference probably arose due to phase matching conditions,
or small differences in the interferometer setup [145].
Further confirmation of the spatial separation of short and long trajectories in the far
field was also given by Merdji et al. [145]. They considered the spatial profile of one
harmonic in the far field for two different apertures of a diaphragm, positioned down-
stream of the focus, after the point of interaction. The driving field was focused 4 mm
after the gas-jet, to optimise the production of long trajectories, as described above.
Fig. 7.4 shows the result of the spatial filter once applied to the harmonic beam. In (a),
the spatial profile of harmonic 17 is shown, for two different aperture of the diaphragm.
The measured signal has been fitted with a Gaussian function (short trajectory con-
tribution) and with a super-Gaussian (long trajectory contribution). In pane (b), the
spectrum for the two colour case is shown. We can see that the spectrum narrows as the
2The coherence time is defined as the full width half maximum of the plot of the fringe visibility
versus time delay. See [147] for details.
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nal decreases and, more importantly, is spectrally narrowed
as shown in Fig. 3!b". We relate this narrowing to a substan-
tial cut of the !2 contribution operated in the spatial domain.
The evolution of the integrated harmonic signal and of the
spectral width !FWHM" as a function of the HHG beam
aperture is shown in Fig. 4, for two laser energies 0.85 and
1.25 mJ with a laser diaphragm of 12.5 mm. The larger
widths at 1.25 mJ reflect the intensity-dependent broadening,
" j## j!!I /!t" due to the intrinsic chirp $10%. For both ener-
gies, the maximum values, 0.5 and 0.6 nm for full HHG
beam aperture, correspond to the profile under which the
spectrally narrow !1 contribution !#0.3 nm" is superimposed
to the dominant and spectrally large !2 contribution
!#0.9 nm"; the resulting effective FWHM is therefore in be-
tween those of the two fields. The minimum value, around
0.35 nm for both energies, is comparable to that of !1
contribution.
In Fig. 4!a", the integrated signal is compared to the one
derived from the spatial profile in Fig. 3!a", simulating nu-
merically the transmission of the HHG diaphragm. In the
latter, we have parametrized the spatial profiles associated to
the !1 !central structure approximated as a Gaussian profile"
and !2 contributions !pedestal approximated as a super
Gaussian profile". The intensity of each trajectory contribu-
tion corresponds to the integrated signal under each curve
simulating the !1 and !2 profiles. The long trajectory contri-
bution is 1.6 times larger than the short trajectory contribu-
tion for the full beam. Then, we can estimate the energies
E1!d" and E2!d", respectively, in the !1 and !2 contributions
by taking into account their respective divergence extracted
from Fig. 3!a". The total energy E1!d"+E2!d" transmitted
through the HHG diaphragm of diameter d plotted in Fig.
4!a" compares satisfactorily with the integrated spectral pro-
file; the plot of E1!d" and E2!d" illustrates how the HHG
diaphragm changes the relative weight of the two contribu-
tions. Now, we want to correlate, at least semiquantitatively,
the variation of the !1 and !2 contributions to the one of the
spectral widths in Fig. 4!b". For this, we assume that for each
contribution, the spectral profile can be represented by a
Gaussian function Gj!$", with width " j. We can retrieve the
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Figure 7.4: Spatial and spectral properties of high harmonics. In (a) the spatial profile
of the 17th harmonic for an aperture of 12.5 m (full beam), solid line, and for for 1
mm, dotted line. The spectrum, shown in pane (b), is different in the two configura-
tion. Larger spectral bandwidth is observed in correspondence of a larger aperture, in
qualitative agreement with equation 7.4. From Merdji et al. [145]
aperture is closed, suggesting that the central part of the harmonic be m can indeed be
attributed to short trajectories.
A similar selection of long and short trajectories can be also achieved by spectrally fil-
tering the harmonic signal. Merdji et al. [145] showed hat by using a variable slit in a
monochromator the transmitted harmonic spectrum was functi n o the slit per ure.
The spatial profile of the harmonics was also changed, reflecting the fact that as the
bandwidth was reduced the off-axis contribution to the total signal was also diminished.
Finally, the variation of the path contribution as a functio of the positi n of the gas-jet
with respect to the focus was also measured for th 17th harmonic. The experimental
results are presented in Fig. 7. . When th driving laser is focused a ad of the gas-jet,
the spectral profil of the armonic is nar ower th n when the laser is focused beyond
it. At the same time, the off-axis contribution to the harmonic is observed to increase
as the focus is moved from before to after the gas-jet. This analysis suggests that the
long a d s ort contributions can b identified in the far field and separat d by using
filters in the spatial and in the spec r l domain. A further degree of control is given by
the focusing geometry: long trajectories are not produced efficiently if the laser field is
focused ahead of the gas-jet, due to phase matching. Conversely, by focusing the laser
after the gas-jet, both long and short trajectories can be selected instead [148].
In the next sections we will present a simpler way to achieve trajectory selection, based
on the ideas suggested by the classical model presented in section 7.2.1, under the as-
sumption that the characteristics of the long and short trajectories contribution do not
change dramatically when we add an additional colour to the fundamental field. This
7.2. TRAJECTORY SELECTION IN A TWO-COLOUR FIELD 137
spectral profile of the light filtered, by forming the quantity
E1!d"
!1
G1!""+
E2!d"
!2
G2!"", in which the Gj!"" are pondered by
the spectral densities
Ej!d"
! j
in each of the # j contributions. In
the simulation, the widths !i are chosen close to their esti-
mated values in Fig. 2. The effective width !FWHM" of the
simulated profile is compared to the measured width at
0.85 mJ in Fig. 4!b". Similar agreement is obtained for the
spectral profile modelization at 1.25 mJ laser energy. The
agreement between measured and simulated widths should
be considered as semiquantitative. It evidences the clear cor-
relation between the variation of the spatial and spectral pro-
files. It allows to assign this correlation to the differential
filtering, in the spatial domain, of the #1 and #2 contributions.
By filtering the outer region of the spatial distribution, we
obviously do not “cut” the full #2 component, but reduce its
contribution below 10% of the total signal.
Spectral filtering. Conversely, in the second filtering op-
eration !ii" on H17, using a variable slit in the monochro-
mator, we “cut” the spectral distribution and monitor the spa-
tial one. Figure 5 displays the spatial profiles of H17 for two
slit sizes, respectively transmitting the full spectrum !opened
slit" and selecting the central width !"=0.2 nm. For the
closed slit, the outer region of the spatial profile is almost
completely suppressed, the central structure is narrower.
Symmetrically to filtering !i", we can clearly correlate the
wings of the spectral profile to the outer region of the spatial
distribution, related to the same field, i.e., the #2 contribution.
In Fig. 5, the reduction of the integrated signal is not as large
but still comparable with the one measured in Fig. 4!a" for a
small diaphragm aperture.
Finally, the filtering operations !i" and !ii" show that we
can, in a consistent way, estimate the weight of the #1 and #2
contributions from either the spatial profile of the far field, or
the spectral profile. The filtering operation !i" in the spatial
domain appears even easier and more efficient than in the
spectral one. The experimental evidence and our simple
analysis are at least in qualitative agreement with the full
simulations by Gaarde et al. #24$, where the atomic dipole
was calculated from time-dependent Schrödinger equation
and propagation fully taken into account.
C. Variations of the path contributions
We illustrate now how we can analyze the path contribu-
tions when some of the generation parameters are varied.
First, we have studied the spectral and spatial profiles of the
harmonic emission as a function of the jet/focus position
!z=zfocus−zjet$0 for focus after the jet". They are, respec-
tively, shown for H17 in Figs. 6!a" and 6!b" !laser energy
E=1.25 mJ, laser diaphragm d=12.5 mm". As observed in
the previous studies either in the spatial #9,41$ or in the spec-
tral #10,42$ domain, we measure a strong dependence of the
profiles with the focus position. Our measurement of both
quantities allows us to correlate their variation. When the
laser is focused before the gas jet !z=−4 mm", the spectral
and spatial profiles are narrow. When the focus moves into
!z=0 mm" and after !z= +4 mm" the gas jet, the total signal
increases, the spectral profile broadens and a pedestal ap-
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spectral profile of the light filtered, by forming the quantity
E1!d"
!1
G1!""+
E2!d"
!2
G2!"", in which the Gj!"" are pondered by
the spectral densities
Ej!d"
! j
in each of the # j contributions. In
the simulation, the widths !i are chosen close to their esti-
mated values in Fig. 2. The effective width !FWHM" of the
simulated profile is compared to the measured width at
0.85 mJ in Fig. 4!b". Similar agreement is obtained for the
spectral profile modelization at 1.25 mJ laser energy. The
agreement between measured and simulated widths should
be considered as semiquantitative. It evidences the clear cor-
relation between the variation of the spatial and spectral pro-
files. It allows to assign this correlation to the differential
filtering, in the spatial domain, of the #1 and #2 contributions.
By filtering the outer region of the spatial distribution, we
obviously do not “cut” the full #2 component, but reduce its
contribution below 10% of the total signal.
Spectral filtering. Conversely, in the second filtering op-
eration !ii" on H17, using a variable slit in the monochro-
mator, we “cut” the spectral distribution and monitor the spa-
tial one. Figure 5 displays the spatial profiles of H17 for two
slit sizes, respectively transmitting the full spectrum !opened
slit" and selecting the central width !"=0.2 nm. For the
closed slit, the outer region of the spatial profile is almost
completely suppressed, the central structure is narrower.
Sy metrically to filtering !i", we can clearly correlate the
wings of the spectral profile to the outer region of the spatial
distribution, related to the same field, i.e., the #2 contribution.
In Fig. 5, the reduction of the integrated signal is not as large
but still comparable with the one measured in Fig. 4!a" for a
small diaphragm aperture.
Finally, the filtering operations !i" and !ii" show that we
can, in a consistent way, estimate the weight of the #1 and #2
contributions from either the spatial profile of the far field, or
the spectral profile. The filtering operation !i" in the spatial
domain appears even easier and more efficient than in the
spectral one. The experimental evidence and our simple
analysis are at least in qualitative agreement with the full
simulations by Gaarde et al. #24$, where the atomic dipole
was calculated from time-dependent Schrödinger equation
and propagation fully taken into account.
C. Variations of the path contributions
We illustrate now how we can analyze the path contribu-
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E=1.25 mJ, laser diaphragm d=12.5 mm". As observed in
the previous studies either in the spatial #9,41$ or in the spec-
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profiles with the focus position. Our measurement of both
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Figure 7.5: Spectrum and divergence of harmonic 17 as a function of the focus position
respect to the gas-jet. As expected y the th o y, the sp ct um broadens as the focus
goes from before to after the gas-jet. At the same time the divergence also increases.
From Merdji et al. [145]
is a reasonable assumption when the second field is sufficie tly we k not to change the
spatial profile (in the far field) of the harmonics generated by a single colour. We will
therefore be able to use the arguments proposed in Merdji et al. [145] to measure the
signal of the long and hort p th con ribution indep ndently.
7.2.3 Exp rim ntal d monstration of trajectory control
In this previous section we have seen how short or long trajectories can be optimised
by changing the geometry of the laser interaction with the gaseous medium. Different
quantum paths can be selected by aperturing the beam or scanning the focus position
with respect to the medium. Unfortunately, this way of achieving trajectory selec-
tion induces deep changes in the whole generation process, for instance affecting phase
matching, and the beam propagation, e.g. by changing the confocal parameter with an
iris. Due to the increasing interest shown in expanding high harmonic spectroscopy to
long traject ries, it wo ld be desirable to be able to switch from short to long trajecto-
ries wi hout affec ing any other param ters in the harmonic generation process. In this
section we show how this is possible by using orthogonal two-colour fields.
The experiment was conducted at Imperial College. The experimental setup is shown in
Fig. 7.12. A Red Dragon laser system, described in chapter 5 delivered 1.1 mJ at 800 nm
in 40 fs. The pulse was not transform limited, but we did not consider this as an issue
as we were interested in the result in the long pulse limit. A β-barium-borate crystal
was used to double the frequency of the fundamental and produce a second harmonic
beam at 400 nm. The delay introduced by the dispersive elements in the beam line
downstream of the crystal and by the BBO itself was compensated by a calcite plate.
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Figure 7.6: Schematic of the experiment at Imperial College. The fundamental field
at 800 nm is doubled in a BBO crystal. The relative phase between the two pulses is
controlled by rotating a fused silica plate (FS). The delay introduced by dispersion of
other optics in the line is compensated for by a calcite plate (C).
The orientation of the calcite axes were determined by generating the third harmonic
in a second BBO crystal, and the optimal time overlap was achieved when the third
harmonic signal was maximum. As the only dispersive material between the second
harmonic crystal and the point of interaction was the thin window at the entrance of
the vacuum chamber, the third harmonic was measured after a similar window, with
the same thickness. We can therefore safely assume that the delay at the interaction
was null at this point. The efficiency of the second harmonic generation was measured
by separating the beams by means of a dichroic mirror, and was approximately 20% of
the fundamental.
Once introduced into the chamber, the two-colour field produced a distinct spectrum,
formed by odd and even harmonics. This confirms that the two beams were well overlap
within a few femtoseconds. To control the relative phase between the two pulses a 300
µm thick fused silica plate was introduced in the beam line, downstream of the crystal.
The small delay introduced by the dispersion of the plate was compensated by further
tilting the calcite plate to maximise the signal of the even harmonics and re-obtain the
same spectrum measured before the insertion of the thin plate.
The control over the phase achieved by mounting the fused silica plate on a motorised
rotation stage, controlled by the acquisition system. High harmonics were produced
by focusing the two collinear beams with a spherical mirror into a jet of supersonically
expanding argon. The jet was produced by a solenoid valve with a nozzle of 500 µm di-
ameter. The dimension of the gas-jet diameter was limiting the amount of gas we could
introduce into the chamber and the repetition rate of the aperture of the valve, as the
pressure in the detection chamber had to be below 10−5 mbar, as explained in chapter
5. This choice for the diameter of the nozzle was forced by the fact that the beams were
displaced from the original position (when the fused silica plate was perpendicular to
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Figure 7.7: Beam diameter (1/e2) of the 800 nm beam, measured after the focusing
mirror. We can see that the beam is astigmatic.
the beams) by at most 40 µm when the plate was tilted by the maximum angle used
in the experiment. This displacement was measured by imaging the foci with a CCD
camera (WincamD-UCD12). The same camera was also used to confirm that the two
foci were well spatially overlapped at the point of interaction. By using a large nozzle
we therefore ensured that the density was not changing significantly as the phase was
varied.
The focal length of the spherical mirror was 20 cm, leading to a beam waist, measured
with a CCD camera, of 47 µm at 1/e2 of the peak. From these data we estimated an
intensity in the interaction region of approximately 1.2×1014 W cm−2 and 0.3×1014 W
cm−2 for the fundamental and the second harmonic respectively. The harmonic spec-
trum was dispersed in a flat field spectrometer and detected by an imaging michrochan-
nel plate coupled to a CCD camera. The details of the chamber and the spectrometer
geometry are outlined in some more details in chapter 5. Here we just want to recall
that the spatial preserving properties of the flat field spectrometer allowed to monitor
the spatial profile of the harmonics spectrum in a direction perpendicular to the spectral
dispersion of the spectrometer.
To find the optimal condition for generating long and short trajectories and to see if
this condition survives when the second harmonic is combined with the fundamental, we
detuned the BBO crystal, so that the phase matching condition was not met and no sig-
nificant signal at 400 nm was produced. By scanning the position of the gas-jet relative
to the foci a position where long trajectories were also efficiently generated was found.
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Figure 7.8: Spatially and spectrally resolved high harmonics signal for two different
angular positions of the fused silica plate. When φ = 0 long trajectories (dashed line
box) are preferentially selected whereas short trajectories (solid line box) contribute
more significantly for φ = pi/2.
These were characterised by larger spectral bandwidth and divergence. As expected
from the theory, the gas-jet position that optimised long trajectories was 3 mm before
the focus. It is worth noticing that this distance is much smaller than the Rayleigh
range, that in our geometry was calculated to be 8 mm. The precise position of the
gas-jet with respect to the focus was determined by recording the ion-signal detected
by the ion-detector, described in chapter 5, as the position of the gas-jet was scanned.
The crystal was then repositioned at the phase matching angle, as the harmonic signal
was monitored on the screen. We found that long trajectories were present also when
the second colour was introduced. This is in fact expected by the theory of high har-
monics from single atoms, when phase-matching effects are neglected, and shows that
the phase-matching conditions are not altered significantly by the less intense second
harmonic.
Two harmonic spectra recorded for different angles of the fused silica plate, that shifts
the phase by approximately pi/2, are shown in Fig. 7.8. The long and the short tra-
jectories contributions was independently selecting by windowing the desired portion of
the image, as indicated in Fig. 7.8. To estimate the contribution of the long and the
short trajectory the signal in the box was integrated. In Fig. 7.9 the integral of the
signal is shown as a function of the phase introduced by the fused silica plate. The two
contributions show the characteristic modulation observed in other similar experiments
(see for example Kim and Nam [142], Kim et al. [149]). The crucial point is that the
signal from long trajectories peaks at different values of the phase than one from short
trajectories and we can see, from the ratio showed in the bottom pane of Fig. 7.9, that
the long trajectories are stronger than short ones for some angles.
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Figure 7.9: Top: contribution of long and short trajectories to the harmonic signal as a
function of the fused silica plate angle. The plate is in a position perpendicular to the
beam when the angle is 0◦. Bottom: ratio of the integrated signal from long and short
trajectories.
7.2.4 Theoretical discussion
From the classical analysis presented at the beginning of the chapter we can deduce that
the phase value that corresponds to a maximum of long trajectories is φ = 0, pi, 2pi..,
whereas short trajectories are preferentially selected at half integers multiple of pi. The
classical model can be used to give a qualitative picture of the motion of the electron in
the continuum. In Fig. 7.10 the trajectory of an electron that corresponds to the emis-
sion of the 21th harmonic is shown for two different values of the phase. When φ = 0
long trajectories are allowed to recollide with parent ion. This is represented by the
crossing of the straight solid line in the figure, that indicates the atomic cross-section
of 4 atomic units [150]. We can also see that short trajectories cannot recollide, as the
closest point to the core is at about 10 atomic units from it. The situation is reversed
when the phase is advanced to pi/2. Now electrons that return earlier in the cycle can
pass through the cross-section, whereas long trajectories are prevented from doing so.
The intuition provided by the classical simulation was supported by strong field cal-
culations [59]. The harmonic spectrum was calculated for φ = 0 and for φ = pi/2 in
conditions similar to the experiment. The field intensity was 1.5×1014 Wcm−2 for the
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Figure 7.10: Displacement from the origin of the coordinate system of an electron driven
by a two-colour field consisting of a fundamental at 1.5×1014 Wcm−2 and its second
harmonic at 0.3×1014 Wcm−2. The time of birth of the electron have been calculated by
a quantum orbit code and corresponds to harmonic 21. The two plots, corresponding to
different values of the phase φ, illustrate the mechanism underlying trajectory selection
in a orthogonal two-colour field.
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Figure 7.11: High harmonic signal by orthogonal two-color fields. The strong field
calculation supports the classical trajectory selection model.
fundamental and 0.3×1014 Wcm−2 for its second harmonic. These values were chosen
as they guaranteed the best matching of the cutoff position for the calculated and the
experimentally measured spectrum. The contribution of the long and short trajecto-
ries was isolated by limiting the integral in Eq. (3.27) to times before the cutoff (short
trajectories) or after the cutoff (long trajectories). The results of these calculations are
shown in Fig. 7.11. In the φ = pi/2 case the integral of the signal due to short trajec-
tories is more than seven times larger than the that due to long trajectories. This is
analogous to the familiar result that we can obtain in the single colour case when the
short trajectories contribution is larger than that due to the long. In the φ = 0 case,
however, we see an enhancement of the signal of long trajectories, at the expenses of
the short trajectories. The integral of the signal is, in this case, about two times larger
for the long trajectories than for short.
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7.3 Signal modulation in a two-colour field
In the previous section we have seen that the relative phase between the fundamental
and its second harmonic is a key parameter to control the electron recollision and select
long or short trajectories. In this section we focus on a second aspect of high harmonic
generation from orthogonally polarised fields, that is also dependent on the relative
phase between them.
Kim et al. [149] showed that, in conditions similar to our experiment, the total harmonic
signal is modulated by the relative phase φ. The interest on this effect depends on the
fact that the harmonic signal was higher at the peak of the modulation than when a sin-
gle colour was used to drive the medium. This could be important in experiments where
middle-infrared (MID-IR) sources are used, as the harmonic yield scales unfavourably
with the wavelengths λ of the driving field, approximately as λ−5.5, as measured by
Colosimo et al. [129]. In fact, despite the reduced efficiency of the generation, a number
of reasons support the use of longer rather than shorter wavelengths. For instance, the
cutoff increases linearly with λ2, through its dependence on Up: this is a clear advantage
in imaging experiments, for example, as we have seen in chapter 6, or to generate short
pulses in the XUV spectral region. As a higher cutoff can be reached than for more
standard 800 nm sources, the intensity being the same, the use of longer wavelength is
also advantageous to investigate molecules with low Ip, as lower intensity is needed, as
we have also seen in chapter 6.
All these reasons are at the root of theoretical and experimental work, devoted to in-
creasing the harmonic yield produced by MID-IR sources. Considerable effort has been
put into trying to sculpture the driving electric field, to ensure that the advantages of a
long wavelength were accompanied by a good efficiency. Chipperfield et al. [151] showed
how a few harmonics of a fundamental beam at 800 nm can be combined to generate
a waveform that can maximise the cutoff position, while maintaining at the same a
conversion efficiency close to the single colour case. A first attempt to experimentally
prove this concept was performed by Siegel et al. [152], where 1300 nm and 800 nm
beams were combined3.
In what follows we present a two-colour experiment in the MID-IR, aimed at reproduc-
ing the experiment of [149] with longer wavelength. We also try to give an explanation
of the observed harmonic yield enhancement in terms of electron control in two-colour
fields.
3The theoretical work and the experiment mentioned make use of parallel polarised fields.
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Figure 7.12: Schematic of the experimental setup at RAL for the two-colour experiment.
The Red Dragon output was used to seed an OPA, to produce 950 µJ at 1300 nm. The
beam was then sent to the interaction chamber. Inside the chamber (inset) a 30 cm lens
focused the beam onto a BBO crystal, to produce a second harmonic of the fundamental.
The delay between the two pulses was controlled by tilting a fused silica plate (FS).
7.3.1 Phase-dependent enhancement of the high harmonic signal
The experiment was performed at the Rutherford Appleton Laboratories (RAL). A Red
Dragon laser system, similar to the one presented in chapter 4, was delivering 10 mJ in
80 fs. The output of the Red Dragon was used to seed a commercial OPA (TOPAS),
that produced pulses at 1300 nm of about 40 fs, measured by an autocorrelator, and
with energy of 950 µJ. High harmonics were produced by focusing the beam into the
chamber by means of a 30 cm focal length lens. A 300 µm thick β-barium-borate (BBO)
crystal was placed after the lens to produce the second harmonic of the fundamental at
650 nm. The conversion efficiency was measured to be about 20%. The type I phase
matching guaranteed that the second harmonic was orthogonal to the fundamental, once
the crystal was optimally oriented. It was necessary to position the BBO crystal after
the lens to avoid the introduction of unwanted time delay between the fundamental and
its second harmonic, due to dispersion, that would have prevented the temporal overlap
of the pulses. In addition, it is worth noticing that the duration of the 1300 nm beam
is almost unaffected by the lens, as the dispersion in glass is almost flat in the infra-red
region of interest.
A 270 µm thickness fused silica plate was mounted on a rotation stage, positioned after
the BBO, to finely control the delay between the 1300 nm and the 650 nm beam. The
relative delay introduced by the plate was calculated as a function of the tilting angle.
The relative phase could therefore be determined experimentally, as already discussed
in chapter 5, up to a constant phase shift due to the second harmonic crystal. This was
calculated by numerically solving the coupled equations already introduced in chapter
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Figure 7.13: Emphasized, the experimental harmonic spectra by the fundamental (top
pane), and by the two-colour field for φ = pi/3 (central pane) and for φ = 0. Each pane
also contains the other spectra for comparison. Courtesy of Felix Frank.
4, that we recall are (see 4.26)
du1
dζ
= u1u2 sin(θ)
du2
dζ
= −u22 sin(θ) (7.5)
dθ
dζ
= ∆s+
cos(θ)
sin(θ)
d
dζ
(ln(u21u2))
The gas was delivered into the interaction chamber by a continuous flow gas jet, through
a 100 µm diameter nozzle, described in chapter 4. The position of the gas-jet relative
to the beam foci was adjusted by means of a high precision 3-axis stage. The high har-
monics produced were then spectrally dispersed by a flat field grating (1200 lines/mm)
and imaged by a CCD camera coupled with an MCP. A typical spectrum was integrated
over 20 ms, corresponding to 20 laser shots, and 200 such images were averaged for each
spectrum.
The intensity at the interaction region was estimated to be 1014 Wcm−2 for the funda-
mental and 0.2 × 1014 Wcm−2 for the second harmonic. These values were in agreement
with the cut-off position of the harmonic spectrum generated when only the fundamen-
tal beam was present.
Fig. 7.13 shows harmonic spectra for different values of φ, and for the fundamental field
alone. The first striking feature that we can notice is that the harmonic signal is en-
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Figure 7.14: Quantum orbits calculation. The harmonic yield is plotted as a function of
the harmonic order for φ = 0 (blue) and for φ = pi/3 (red). In a) only the fast oscillating
term is shown, whereas in b) only the slow term is plotted.
hanced by almost one order of magnitude when it is driven by the two-colour field than
when only the fundamental is interacting with the gas. We recall that the harmonic
yield was recorded by detuning the BBO crystal from the phase matching condition,
so that no detectable second harmonic was produced. In addition a clear and deep
modulation of the harmonic signal was observed as the phase was varied. The depth
of the modulation was of almost two orders of magnitude. As expected the modulation
was pi periodic, where 2pi corresponds to a full cycle of the second harmonic. This
reflects the fact that the field resulting from the combination of the fundamental and
its second harmonic has periodicity of pi, if we ignore the sign of the ω and 2ω field
that is irrelevant for high harmonic generation. The relative phase between the two
pulses was calculated for our optical system by solving the coupled equations 7.5 and
by considering the delay introduced by the glass plate as the tilt angle was varied. We
found that the position of the first maximum is compatible with a phase of pi, when the
thickness of the crystal and of the glass plate are considered exact. We also found that
the minimum of the harmonic signal was at φ = pi/3. An error of 5 µm would still be
acceptable, resulting in a variation of approximately 0.1pi.
7.3.2 Theoretical discussion
To clarify the underlying mechanism responsible for the modulation, a quantum orbit
model was developed and its consistency was checked with a strong field calculation
(SFA) as outlined in Lewenstein et al. [59]. As we have seen in chapter 3, the quantum
orbits approach requires to solve the system of equations 3.38 to determine the quantum
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Figure 7.15: High harmonic signal as calculated with SFA in condition similar to the
experiment. The signal for φ = 0 and φ = pi/2 are higher than for φ = pi/3. This is
consistent with the quantum orbits calculations and the experiment.
emission and recollision times for the orbit that contributes the most to the harmonic
signal. The harmonic spectrum is then calculated by summing coherently all these
contribution for the duration of the laser pulse (see Eq. 3.41 ):
M(ωγ) =
∑
i
I(ti, t′i, ps,i, ωγ) + c.c. (7.6)
where ωγ is the harmonic photon energy 4and I(ti, t′i, ps,iωγ) is given by
I(t,t′,ps,ωγ) = C(t, t
′, ps) d∗(ps +A(t))E(t′) · d(ps +A(t′))e−iS(t,t′,ps)−ωγ (7.7)
and the index i runs over the solutions of 3.38. When the driving field is formed by
two orthogonal fields, we need to solve the coupled equations simultaneously for the
two axis, or equivalently by minimising the action S(t, t′, p). We followed the latter
approach, as outlined in chapter 3.
From Eq. 7.6 and Eq. 7.7 we see that the harmonic signal can be split into two parts.
A fast oscillating term that contains the action and a slow varying term, that includes
the ionisation term and the bound-continuum dipole matrix elements. The results of
quantum orbits calculations are shown in Fig. 7.14. If we look at the fast oscillating
term, in pane (a), we see that square modulus of the phase factor is several orders of
magnitude lower when φ = pi/3 than when φ = 0. This damping factor outweighs the
effect of the wave packet spreading, that gives the major contribution to the difference
of the two curves in pane (b). This suggests that the modulation is not a consequence
4ωγ appears as ω in Eq. 3.41. The change of notation is to avoid confusion with the laser frequency,
defined as ω in this chapter.
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Figure 7.16: Excursion time of the electron in the continuum as a function of the
harmonic order for different values of the phase φ. The portion of the harmonic spectrum
for which the travelling time varies linearly with the harmonic order has been highlight.
The different slope of the two lines reflects the fact that the atto-chirp can be controlled
by changing the relative phase between the two pulses.
of wavepacket spreading or ionisation, but it is rather due to the action, and therefore
on the trajectory followed by the electron. SFA calculations, showed in Fig. 7.16 also
confirm that the minimum of the signal is reached for φ = pi/3, whereas we can see
that in proximity of pi and pi/2 the harmonic signal is close to its maximum value. This
is confirmed also by calculations made by Kim and Nam [142], that shows that the
minimum of the harmonic signal is indeed reached for φ = pi/3.
By considering the analysis carried out in the previous section, the fact that the maxi-
mum appears at φ = pi suggests that the main contribution was due to long trajectories,
that are suppressed at φ = pi/2. Unfortunately, the calculation of the absolute phase
difference crucially depends on the knowledge of the crystal and glass plate thickness,
that are affected by errors. Therefore it is difficult to say if the maximum was found at
φ = pi, even if the position of minimum is also compatible with the theoretical results.
Nevertheless, we can say that the modulation observed is not due to increased ionisa-
tion, but rather by steering the electron in a two-colour field.
Additional analysis has also been carried out to calculate the time the electron spends
in the continuum for different values of the phase. It can be seen that the electrons
spend less time in the continuum when φ = pi/3 than when φ = 0. In addition, the
slope of the energy-time mapping is also changing with the phase. This implies that a
different atto-chirp is associated with different values of the phase. This can be used to
alter the pulse duration of attosecond pulses produced by harmonics in this range.
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7.4 Conclusions
In this chapter we have seen how the electron motion in the continuum can be controlled
by manipulating the relative phase between two orthogonally-polarised laser fields. As
a consequence of this, long and short trajectories can be preferentially selected. This
is possible because the second orthogonal polarised field acts as a temporal filter that
steers away from the parent ion those electrons that are born sufficiently before its peak.
We have also provided the first experimental evidence of trajectory control, when all
the others parameters remain untouched. This mechanism can be exploited to control
the emission time of attosecond pulses with respect to the peak of the fundamental by
simply adjusting the relative phase between the two orthogonal pulses, whilst all the
others parameters are fixed.
In addition we have shown that also the modulation of the harmonic signal is due to
the steering of the electron in the continuum rather than to increased ionisation yield.
We also showed that the intrinsic chirp of the harmonic attosecond burst can be varied
by changing the phase. This can have important applications for attosecond pulse
compression.
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Chapter 8
Conclusions and Outlook
8.1 Summary
The work presented in this thesis was devoted to study unconventional laser sources
in the contest of high harmonic generation. In the first part of the thesis, we have
examined the role of wavelengths in the mid-infrared in studying molecular systems for
which a 800 nm source, typically used in HHG experiments, is not suitable. This has
led us to get an insight into the electron hole dynamic in the cation, generated upon
ionisation, in aligned CO2 molecules, and to extend the list of molecules for which HHG
spectroscopy is possible.
In fact, by combining for the first time the use of the impulsive alignment technique
with a long-wavelength probe beam, the structural minimum could be observed in low
Ip molecules such as acetylene. The angular dependence of the harmonics signal respect
to the laser polarisation for allene, ethylene and butadiene was also measured. This
represents a major step forward, as such observations were inhibited by ionisation sat-
uration when using a 800 nm beam.
The long wavelength used in the experiments was also beneficial to extend the cutoff
of the harmonics spectrum from CO2 and N2O. In the latter this has allowed us to ob-
serve a clear interference minimum, due to the structure of the molecule. In the former
it enabled the observation of the interplay between the dynamical and the structural
minimum. The two-centre interference minimum was found to be a natural window
for observing the intensity-dependent interference between two ionisation channels, the
HOMO and the HOMO-2. In particular, we could observe the transition from destruc-
tive to constructive interference of these two channels, as a function of the laser intensity.
In the second part of the thesis high harmonics generation from a two colour field has
been presented. Whilst experiments with orthogonally polarised fields have been per-
formed since the early stage of the research in high harmonics, the effort was rather
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focused on demonstrating enhancement in the harmonic yield from two-colour fields
respect to the single colour case. In what we have presented, the focus has been the
control that can achieved on the electron in the continuum.
A clear modulation of the harmonic signal has been observed as a function of the rela-
tive delay between the ω and the 2ω field. The delay was controlled with femtosecond
precision, exploiting the different dispersion of the two beams in a thin fused silica
plate. The modulation was interpreted as an effect of the steering of the electron by
the two-colour field. In fact, classical and strong field calculations show that there are
conditions for which the electron is not allowed to recollide with the parent cation.
Subsequent experiments have also demonstrated that short and long trajectories can be
selected by adjusting the relative delay between the two pulses, when both contributions
can be phase-matched. This technique is very appealing has it allows to switch from the
long to the short contribution by just changing the relative phase between the fundamen-
tal and its second harmonic, leaving all the other parameters untouched, in particular
phase matching. This constitutes an advanced to the standard technique, used with a
single colour, of changing the gas-jet position, that affects the beam divergence and, in
fact relies on the change in the phase matching conditions.
8.2 Further work
This work has shown that there are some advantages in shifting the attention from the
standard 800 nm source to longer wavelengths. In addition it has also demonstrated
how the use of a two-colour field can be exploited to select specific electron excursion
times. The experiments that have been performed can then be considered a proof of
principle of techniques that can be implemented, separately or together, to extend the
control that we have on the high harmonic generation process.
Longer wavelengths can be used in many other organic molecules, in combination with
alignment and orientation techniques. This can considerably further the reach of high
harmonic spectroscopy, to include more interesting systems. In addition, the observa-
tion of the interference between two molecular states, the HOMO and the HOMO-1, has
shown the limits of the single active electron approximation, that is normally assumed
to be valid in high harmonic generation. In future experiments, it could be possible to
select the main ionisation channel by driving oscillations between two suitable states
with a resonant field. In fact, this route has already been taken in experiments at
Imperial College: the energy separation between HOMO and HOMO-2 approximately
corresponds to the energy of the third harmonic of an 800 nm beam.
The two-colour scheme presented can also be used, in combination to longer wavelength
to further extend the control over the electron recollision. In fact, a clearer distinction
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between long and short trajectories could be possible, as the emission and recollision
times for longer wavelengths are spread over longer intervals. The control over the tim-
ing could be used in experiments like PACER, to probe inner molecular dynamics at a
wider range of times, without affecting anything else.
A systematic study of the effect of the relative intensity and frequency of the two fields
could potentially reveal more interesting futures of high harmonics from two colour
fields. In particular, effort could be put into studying the effect of the second field in
the contest of attosecond pulse generation.
Further theoretical work is also required to understand the origin of the enhancement,
respect to the single colour case, that has been observed in the two-colour experiment.
In a classical picture, the electrons driven by a two-colour field that can recollide are a
subset of those driven by a single colour field. Given that the ionisation rate is at most
the same, the reason for the enhancement is not fully understood.
In addition, the calculations presented in the thesis do not include the effect of propa-
gation. Further effort should then be put to extend the present code to include them.
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