Abstract For the problem of enumerating cuts of graphs, Provan and Shier have provided a framework of enumeration that can be applied for the enumeration of various types of cuts such as minimal (s, t)-cuts in an undirected graph, minimal (s, t)-cuts in a directed graph, minimal (s, K)-cuts in an undirected graph, etc. In this paper we generalize their framework and provide an enumerating method that works in a looser condition, providing a possibility of its application easier. We demonstrate its use by giving an algorithm for the enumeration problem that contains the problem of listing minimal (s, K)-cuts in an undirected graph.
Introduction
Let G = (V, E) be a graph (undirected or directed) with vertex set V and edge set E. For A set of edges E ′ ⊆ E is an (s, t)-cut if there are no paths from the vertex s to the vertex t in G − E ′ , and it is an (s, K)-cut for a given vertex s and a set K ⊆ V \ {s} if there are no paths from s to t in G − E ′ for some t ∈ K. An edge set separating s from every element of K is called a strong (s, K)-cut. We discuss in this paper the problem of listing minimal cuts of a given graph. This problem, for example, has an application in network reliability, see Colbourn [4] .
X, Y ⊆ V , let E(X, Y ) = {(u, v) ∈ E | u ∈ X, v ∈ Y }. For X ⊆ V , the induced subgraph G[X] is the graph with vertex set X and edge set E(X) = E(X, X). For a vertex v of G,
Abel and Bicker [1] , Bellmore and Jensen [3] and Tsukiyama et al. [6] proposed algorithms of listing all minimal (s, t)-cuts of an undirected graph. The most efficient algorithm is that proposed by Tsukiyama et al. [6] , which requires O(|E|) time per one cut listed. After these individual results, Provan and Shier [5] gave a general framework of enumeration that can be applied for the enumeration of various types of cuts. It provides algorithms for listing minimal (s, t)-cuts in an undirected graph, minimal (s, K)-cuts in an undirected graph, and minimal (s, t)-cuts in a directed graph, respectively, in O(|E|) time per one cut listed. But it is difficult to list minimal (s, K)-cuts of an arbitrary directed graph by the framework.
In this paper, we propose a generalized framework and discuss its application.
The Framework of Provan and Shier
First, let us review the enumeration framework of Provan and Shier [5] . Let I be a collection of subsets of the vertex set V of G = (V, E). A vertex v ∈ V \ S is a pivot element for the set S ∈ I if there exists Y ∈ I such that S ∪ {v} ⊆ Y and Y ⊆ Z for any Z ∈ I with S ∪ {v} ⊆ Z. Namely, a vertex v is a pivot element if there exists a unique minimal element Y ∈ I which contains S ∪ {v}. Here, the set I(S, v) = Y \ S is called the pivot set for S and v. For example, consider V = {1, 2, 3, 4, 5, 6, 7, 8} and the collection I which consists of {1, 2}, {1, 2, 3}, {1, 2, 3, 4, 8}, {1, 2, 3, 5, 6}, {1, 2, 3, 5, 7, 8}, and {2, 3}. Let S = {2, 3}. Then {1, 2, 3, 5, 7, 8} is a minimal element of I which contains S ∪ {7}. No other element of I is a minimal element of I which contains S ∪ {7}. So v = 7 is a pivot element for S and I(S, v) = {1, 5, 7, 8}. Define the following property (P2) for a collection I. (P2) For any X, S ∈ I with X S there is a pivot element v for S with v ∈ X.
The property (P2) gives the following lemma, where ⊔ denotes the disjoint union. Lemma 2.1 (Provan and Shier [5] ). Suppose the collection I satisfies property (P2). Let
Moreover, I(S, T ∪ {v}) and I(S ∪ I(S, v), T ) form a nontrivial partition of I(S, T ) i.e.,

I(S, T ∪ {v}) ̸ = ∅ and I(S ∪ I(S, v), T ) ̸ = ∅, I(S, T ) = I(S, T ∪ {v}) ⊔ I(S ∪ I(S, v), T ). Lemma 2.1 gives the following recursive procedure LIST(S, T ) that lists all elements of I(S, T ), where S ∈ I and T ⊆ V \ S. PIVOT(S, T ; v, I(S, v)
) is a subroutine that takes two sets S and T as input, and outputs a pivot element v and the associated pivot set I(S, v) such that I(S, v) is a subset of V \ T if possible; such a pivot element will exist if |I(S, T )| > 1 by Lemma 2.1. Otherwise PIVOT returns I(S, v) = ∅. LIST(S, T ) runs in time O(τ (PIVOT)) per one element, where τ (PIVOT) is the time complexity of the procedure PIVOT.
Especially, if I contains the empty set, LIST(∅, ∅) lists all the members of I. Let C be a family of cuts of G to be listed. Assume there exists a collection I ⊆ 2 V associated to C satisfying the following properties:
(P1) There is a one-to-one correspondence between cuts C ∈ C and sets X ∈ I, defined by
For any X, S ∈ I ∪ {∅} with X S there is a pivot element v for S with v ∈ X. Property (P1) ensures that the elements of C are generated without duplication by listing the elements of I. So any procedure to generate the elements of I will generate the elements of C with the same computational complexity. Property (P2) ′ enables us to list all the members of I by the recursive procedure LIST(∅, ∅).
In order to apply the framework to a given collection of cuts C, the following steps are required: [5] showed that the collection I of X ⊆ V satisfying (2.1) satisfies (P1).
And I satisfies (P2) ′ because for any X, S ∈ I ∪ {∅} with X S, if S = ∅ then s is a pivot element for S with s ∈ X, and if S ̸ = ∅ then any vertex v ̸ = t with v ∈ Γ(S) ∩ X is a pivot element for S with v ∈ X as Provan and Shier [5] showed. Provan and Shier [5] provided an implementation of PIVOT that takes O(|E|). Also Provan and Shier [5] provided algorithms of listing minimal (s, t)-cuts in a directed graph and minimal (s, K)-cuts in an undirected graph, that run in time O(|E|) per cut, respectively, by giving a suitable implementations of PIVOT for each problem.
For listing minimal (s, K)-cuts in a directed graph, Provan and Shier [5] showed that the collection I of X ⊆ V satisfying (2.2) satisfies (P1).
But they showed that I does not necessarily satisfy property (P2) ′ . To see this, they considered the graph of Figure 1 in which K = {1, 2, 3, 4}. I consists of {s}, {s, 1}, {s, 2}, {s, 3}, {s, 1, 2, 3}, {s, 1, 2, 4}, {s, 1, 3, 4}, and {s, 2, 3, 4}. Let S = {s, 1}. Then S has no pivot elements at all and thus I does not satisfy (P2) ′ . So it is difficult to list minimal (s, K)-cuts of an arbitrary directed graph by the framework.
A Generalized Framework for Listing
In this section, we give a generalization of the framework of the previous section.
Let I be a collection of subsets of the vertex set V of G = (V, E). We relax the condition of a pivot element. We define a pseudopivot element as a generalization of a pivot element. Note that if v is a pivot element for S ∈ I, then v is a pseudopivot element for S ∈ I. Now we define a new property (P3) for I.
(P3) For any X, S ∈ I with X S there is a pseudopivot element v for S with v ∈ X.
Using property (P3) we obtain the following lemma.
Lemma 3.1. Suppose the collection I satisfies property (P3). Let S ∈ I and let T ⊆ V \ S such that |I(S, T )| > 1. Then there is a pseudopivot element v for S such that Y ⊆ V \ T for some Y ∈ Y(S, v). Moreover, I(S, T ∪ {v}) and I(S ∪ J, T ) for all J ∈ J (S, T, v) are nonempty and they form a partition of I(S, T ): i.e.,
I(S, T ) = I(S, T ∪ {v}) ⊔ ⊔ J∈J (S,T,v)
I(S ∪ J, T ).
Proof. Since |I(S, T )| > 1, there is X ∈ I(S, T ) such that X S. By property (P3) there is a pseudopivot element v for S with
We 
show that I(S, T ∪ {v}) and I(S ∪ J, T ) for all J ∈ J (S, T, v) form a partition of I(S, T ). Consider any U ∈ I(S, T ). If v / ∈ U , then we have U ∈ I(S, T ∪ {v}), and U / ∈ I(S ∪ J, T ) for any J ∈ J (S, T, v) by S ∪ {v} ⊆ S ∪ J. On the other hands, if v ∈ U , then we have U / ∈ I(S, T ∪ {v}), and there exists
J U ∈ J (S, T, v) such that S ∪ J U ⊆ U , thus U ∈ I(S ∪ J U , T ),
by U ∈ I(S, T ) and S ∪ {v} ⊆ U . Thus we observe that
I(S, T ) = I(S, T ∪ {v}) ⊔ ∪ J∈J (S,T,v) I(S ∪ J, T ). For two distinct elements J i , J j ∈ J (S, T, v), we show I(S ∪J i , T )∩I(S ∪J j , T ) = ∅. By the definition of I(·, ·), I(S ∪ J i , T ) ∩ I(S ∪ J j , T ) = I(S ∪ J i ∪ J j , T ). Since J i , J j ∈ J (S, T, v), there exist Y i , Y j ∈ Y(S, v) with Y i = S ∪ J i and Y j = S ∪ J j . Then I(S ∪ J i ∪ J j , T ) = I(Y i ∪Y j , T ). Since v is a pseudopivot element for S, there is no Z ∈ I such that Y i ∪Y j ⊆ Z, and hence we have I(Y i ∪ Y j , T ) = ∅. Hence we get I(S ∪ J i , T ) ∩ I(S ∪ J j , T ) = ∅. Thus I(S, T ) is partitioned as I(S, T ) = I(S, T ∪ {v}) ⊔ ⊔ J∈J (S,T,v)
I(S ∪ J, T ).
Finally, it is assured that I(S, T ∪ {v}) is nonempty since it contains S, and I(S ∪ J, T ) is nonempty for each J ∈ J (S, T, v) because it contains S ∪ J.
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The following theorem shows that if I contains the empty set, pLIST(∅, ∅) lists all the elements of I. 
is a leaf of R and pLIST(S, T ) outputs S ∈ I. Thus the leaves of R and the elements of I are in a one-to-one correspondence, so the number of leaves in R is |I|. Since the vertices which are not leaves have at least two children, the number of vertices in R, and hence the number of calls to pPIVOT, is less than 2|I|. Thus pLIST(∅, ∅) lists all the elements of I in time per element equal to the complexity of pPIVOT.
Let C be a collection of cuts of G to be listed. Assume there exists a collection I ⊆ 2 V associated to C satisfying the following properties:
For any X, S ∈ I ∪ {∅} with X S there is a pseudopivot element v for S with v ∈ X.
Property (P3)
′ enables us to list all the members of I by the recursive procedure pLIST(∅, ∅). Then pLIST(∅, ∅) lists all the members of C.
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In order to apply this framework to a given collection of cuts C, the following steps are required:
1. Give a collection I ⊆ 2 V satisfying property (P1). 2. Identify pseudopivot elements and show that I satisfies property (P3) ′ . 3. Produce an implementation of pPIVOT routine and analyze its complexity.
Applications of the Framework
In this section we consider applications of the proposed framework.
At first, we consider the enumeration problems which can be computed by the framework of Provan and Shier. Suppose that the collection C of cuts of G has an associated collection I satisfying (P1) and (P2) ′ . We can show that I satisfies (P3) ′ as follows. Let X, S ∈ I ∪ {∅} with X S. There is a pivot element v for S with v ∈ X by (P2) Thus the enumeration problems which can be computed by the framework of Provan and Shier can be computed by the proposed framework in the same time complexity.
Next we give the enumeration problem which can be computed by the proposed framework, though the existing framework cannot compute it.
Let G = (V, E) be an undirected graph. We assume that the graph G is connected. Let s ∈ V and K ⊆ V \ {s}. Let h be an integer with 1 ≤ h ≤ |K|. We define that a set of edges 
We show the collection I of (4.1) satisfies (P1). Proof. Suppose that C ⊆ E is a minimal sh-cut of G, so that there are no paths from s to all vertices of H and all vertices of H are connected in G − C for some H ⊆ K with |H| ≥ h. Some connected component G 1 contains s and another connected component G 2 contains all vertices of H. We show that G − C has two connected components. Assume that G − C has more than two connected components. Then there is e 1 ∈ E from G 3 to G 1 or e 2 ∈ E from G 3 to G 2 for some connected component G 3 which is not G 1 and G 2 . If e 1 exists, the graph G ′ obtained from G by deleting C \ {e 1 } is the same as G − C except that G 1 and G 3 are connected. So there are no paths from s to all vertices of H in G ′ , and C \ {e 1 } is also an sh-cut of G. This is a contradiction. If e 2 exists, we can show C \ {e 2 } is an sh-cut of G by the same way. This is a contradiction. So G − C has two connected components. Let X be the vertex set of G 1 . Then the vertex set of G 2 is V \ X and X satisfies s ∈ X and cause a change about connectivity between vertices, and hence C \ {e} is also an sh-cut of
|K \ X| ≥ h. Also E(X, V \ X) ⊆ C. If C contains e ∈ E(X), adding e to G − C does not
G. So C does not contain e ∈ E(X). And C does not contain e ∈ E(V \ X) for the same reason. Hence C = E(X, V \ X), G 1 = G[X] and G 2 = G[V \ X]. Thus G[X] is connected and G[V \ X] is connected. As a result X satisfies all conditions in (4.1). Conversely, suppose X satisfies (4.1). Let C = E(X, V \ X).
Then there are no paths from any vertex u ∈ X to any vertex v ∈ V \ X in G − C. Let H be a subset of K \ X such that |H| ≥ h. Then all vertices of H are connected in G − C. So there are no paths from s to all vertices of H and all vertices of H are connected in G − C. Hence C is an sh-cut of G. For e ∈ E(X, V \ X) let G ′′ be the graph obtained from G by deleting C \ {e}. Then there is a path using e from any vertex u ∈ X to any vertex v ∈ V \ X in G ′′ . So there is a path from s to some vertex of H, and hence C \ {e} is not an sh-cut of G. Thus C is a minimal sh-cut of G.
To show ( 
is in E(X, V \ X) but e is not in E(Y, V \ Y ). This is a contradiction. Thus property (P1) holds.
To carry out Step 2 of the framework, we identify pseudopivot elements for S ∈ I ∪ {∅}.
For S ∈ I ∪ {∅}, we define W (S) as follows, where Γ(S) = {v ∈ V \ S | ∃u ∈ S; (u, v) ∈ E}. W (S) =
     {s} if S = ∅, Γ(S) if S ̸ = ∅ and |K \ S| > h, Γ(S) \ K if S ̸ = ∅ and |K \ S| = h.
We defined W (S) to satisfy s ∈ S ∪ {v}, |K \ (S ∪ {v})| ≥ h and G[S ∪ {v}] is connected for any v ∈ W (S). Note that if S = ∅, v = s satisfies s ∈ S ∪ {v}, |K \ (S ∪ {v})| ≥ h and G[S ∪ {v}] is connected. If S ̸ = ∅ and |K \ S| > h then S ∈ I. So s ∈ S ∪ {v} for any v ∈ W (S). Since |K \ S| > h, |K \ (S ∪ {v})| ≥ h. Since G[S] is connected and v ∈ Γ(S), G[S ∪ {v}] is connected. If S ̸ = ∅ and |K \ S| = h then S ∈ I. So s ∈ S ∪ {v} for any v ∈ W (S). Since |K \ S| = h and v ̸ ∈ K, |K \ (S ∪ {v})| = h. Since G[S] is connected and v ∈ Γ(S), G[S ∪ {v}] is connected.
In Lemma 4.1, for S, X ∈ I ∪ {∅} with S X, we show that any v ∈ W (S) is a pseudopivot element for S.
Lemma 4.1. Let G = (V, E) be an undirected graph with s ∈ V and K ⊆ V \ {s}. Let h be an integer with 1 ≤ h ≤ |K|. Let I be a collection characterized by (4.1). Then for S, X ∈ I ∪ {∅} with S X, any v ∈ W (S) is a pseudopivot element for S.
Proof. Let v be any vertex in W (S). s ∈ S ∪ {v}, |K \ (S ∪ {v})| ≥ h and G[S ∪ {v}] is connected by the definition of W (S). We separate the argument in two cases accordingly whether G[V \ (S ∪ {v})] is connected or not. First, consider the case G[V \ (S ∪ {v})] is connected. Since s ∈ S ∪ {v}, |K \ (S ∪ {v})| ≥ h and G[S ∪ {v}] is connected, S ∪ {v} ∈ I ∪ {∅}. So Y(S, v) = {S ∪ {v}}. Thus v is a pseudopivot element for S.
In the rest, discuss the case
{v}). Let U be a collection of vertex sets of each connected component of G[U ]. Consider any N ∈ U. G[N ] is connected by definition. Since G[V \ S] is connected and G[U ] = G[(V \ S) \ {v}]
has more than one connected components, there exists u ∈ N such that (u, 
Now we show that v satisfies the second condition of a pseudopivot element for S. We consider two distinct elements
Thus v is a pseudopivot element for S.
We can show the collection I of (4.1) satisfies (P3) ′ by using Lemma 4.1. This implementation uses the biconnected components and the associated tree D, borrowing the idea used in Provan and Shier [5] . 
In
Step 6, identify the vertex v ∈ W (S) that is a pseudopivot element for S such that
The discussion presented so far shows the correctness of our implementation of pPIVOT. To illustrate this procedure, consider the graph G shown in Figure 2 
Thus the above algorithm correctly computes k(e) for all e ∈ E T . The complexity of the above algorithm is O(|V |) since the number of vertices of D is at most 2|V |. For vertices v ∈ V T , we define a function t as:
Since T ⊆ V , t(v) = 0 for all v ∈ V B . By replacing the function f with the function t, the above algorithm computes t(e) for all e ∈ E T .
Step 6 and Step 7 of our implementation of pPIVOT can be carried out in O(|V |) because D is a tree with at most 2|V | vertices.
Step 8 can also be carried out in O(|V |) by applying the depth-first search to D − v because D − v is a forest with at most 2|V | vertices. Overall, the complexity of pPIVOT is O(|E|). Thus our framework provides an algorithm for an enumeration of the collection I of X ⊆ V satisfying (4.1), which requires O(|E|) time per one element listed.
In the last we consider whether the framework of Provan and Shier [5] can be applied for an enumeration of the collection I of X ⊆ V satisfying (4.1).
We can easily check that I does not necessarily satisfy property (P2) ′ . For example, consider the graph G 1 of Figure 3 , where K = {1, 2, 4, 5, 6, 7} and h = 2. I consists of the sets {s}, {s, 1, 2, 3, 4, 5}, {s, 1, 2, 3, 6, 7}, and {s, 3, 4, 5, 6, 7}. Let S = {s} and X = {s, 1, 2, 3, 4, 5}. There are no pivot elements for S in X as follows. Since S ∪{1} is contained in X and {s, 1, 2, 3, 6, 7}, the vertex 1 is not a pivot element for S. The vertex 2 is not a pivot element for S, S ∪ {2} is contained in X and {s, 1, 2, 3, 6, 7}. The vertices 3, 4 and 5 are not pivot elements for S, since both S ∪ {3}, S ∪ {4} and S ∪ {5} are contained in X and {s, 3, 4, 5, 6, 7}. Thus the collection I does not satisfy (P2) ′ . We can also consider the collection I ′ of X ⊆ V satisfying (4.3) instead of I in the same way as the enumeration of minimal (s, K)-cut in Provan and Shier [5] . But we can easily check that the collection I ′ does not necessarily satisfy property (P2) ′ . For example, consider the graph G 2 of Figure 4 , where K = {1, 2, 6, 7} and h = 2. Let S = ∅ and X = {1, 3, 6} ∈ I ′ . There are no pivot elements for S in X as follows. The vertex 1 is not a pivot element for S, since S ∪ {1} / ∈ I ′ is contained in X and {1, 2} ∈ I ′ . The vertex 3 is not pivot elements for S, since S ∪ {3} / ∈ I ′ is contained in X and {1, 3, 7} ∈ I ′ . The vertex 6 is not a pivot element for S, since S ∪ {6} / ∈ I ′ is contained in X and {6, 7} ∈ I ′ . Thus the collection I ′ does not satisfy (P2) ′ . Since I and I ′ do not satisfy (P2) ′ , the framework of Provan and Shier [5] can not be applied for an enumeration of the collection I without a new idea.
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