Abstract. The algebraic constraints in a system of differential-algebraic equations (DAEs) impose a consistency requirement on the initial values that can be difficult to satisfy. In this paper the consistency requirement is characterized by a system of equations. An approximation method is introduced for these equations, and the numerical solution of the resulting system is analyzed for certain important classes of DAEs. Finally, a numerical experiment is described.
1. Introduction. In this paper, we present a computational method for the initialization of the differential-algebraic equation (DAE) E(x, x', t) 0, where x:[to, T] R n and F :R 2n+1 R n is Ct.
When IOF/Ox'l-0, there is an underlying algebraic subsystem of (1) that imposes a consistency requirement on the solution. Thus there is not a solution through every given initial value. When an ordinary differential equation (ODE) method such as BDF is used to solve a DAE, small inconsistencies in the initial values may cause the method to fail or to become extremely inefficient.
Consistent initial values can sometimes be determined from physical considerations, but more often their calculation requires a greater understanding of the underlying relationships between variables than is needed for the actual problem statement.
The very nature of a DAE implies that certain algebraic constraints are present which restrict the choice of initial values. Numerical methods for DAEs place a difficult and unnecessary burden on the user by requiring initial values for all components. Computing consistent derivatives of the solution (which are typically needed by numerical ODE methods) adds yet another level of complication, since, for a DAE, the initial derivatives cannot be determined by a simple function evaluation (as is the case for an explicit ODE) but may only be found through one or more differentiations of the constraint equations and the solution of a nonlinear system of equations.
The subject of this paper is the consistent initialization problem: given specified information about the initial state of the problem that is sufficient to specify a unique solution to a DAE, determine the complete initial vector (x(to), x'(to)) corresponding to this unique solution.
We begin in 2 by discussing elementary concepts that are useful for the analysis of the consistency requirement and some prior work on the consistent initialization problem, before describing our approach. We develop a system of equations involving derivatives of (1) that an initial value x(to) and derivative x'(t0) must satisfy in order that they lie on a smooth solution of the DAE. Since the derivatives of the DAE are often difficult to obtain analytically, in 3 we construct a family of one-sided finite difference approximations, and show how these differences can be used to form an accurate approximation of the original equations. The solution of the resulting approximate equations is considered in 4, and convergence results demonstrating the applicability of the method to some important classes of problems are given. In particular, it is shown that reductions of the consistency equations are often possible, leading to well-behaved nonlinear systems. (Even when such a regularization is not easily performed, the approximate consistency equations may still be numerically tractable.) Finally, in 5 we describe an experiment in which an implementation, DAIS, of the initialization procedure is applied to a practical problem.
2. Fundamentals and problem statement. In this section we define a few basic concepts such as "solvability" and "index" and then use them to make a clearer statement of the consistent initialization problem. We first describe some important classes of DAEs which will be referred to frequently.
2.1. Common classes of DAEs. In a fundamental book by Campbell [4] , and in papers by various authors, the following structure is considered" (2) Ex' + Ax f,
x(to)
where E and A are n n, x0 is an n-vector, and f [to, T] Rn. We call this the linear, constant-coefficient problem. The coefficient matrices E and A in (2) may also be allowed to vary with time, yielding a class of problems with more complex properties due to time-dependent coupling between solution components.
In considering nonlinear DAEs, it is frequently assumed that the problem is in the semi-explicit form: (3) u' f (u, v, t), o g(u,v,t), where the vectors u and v are in R ml and R m2 respectively, and f and g are functions defined on the domain R ml R m2 R which map into, respectively, R m and R m:
When the problem can be written (4) u, fl(ul,u2,u3,'",uk,t), (5) u 3 f2(u2, Ua, uk, t), [3] . In this paper we assume that the index is known a priori. In this subsection we define the notions of solvability and index so as to restrict the problem classes we study and guide the construction of our initialization method. DEFINITION 2.1 (Solvability). The DAE (1) is solvable on a subset ft of R n+l if, for some r >_ 1, there is an r-parameter family of solutions x(t,c) ( An alternative formulation that assumes constant rank for the system of derivative equations can be found in Campbell [6] . Problems [21] .
The equation x' (x, t) is defined at every point in [to, T], and so forms an ODE (which we refer to as the underlying ODE). In our case, we will assume that this equation (and hence (1) ) has a very smooth (Cre+l) solution in a neighborhood of to. This is a strong requirement--one which may not be satisfied in practice. Definition 2.4 suggests that by differentiating a DAE one or more times we could construct an ODE with the same solution, to which we could presumably apply an ODE method. However, this is not usually a practical approach because the differentiation may be expensive, it is necessary to determine constants of integration accurately, and the numerical solution can drift from the constraints and out of the physically meaningful solution space. The reader is referred to Gear [8] for a discussion. On the other hand, a numerical method based on differentiation of the problem may be feasible, as we shall see below, for determining a consistent initial condition for the problem since accumulation of error is not a concern.
As a simple example, a DAE in the semi-explicit form (3) has index one if Og/Ov is nonsingular. In, among other places, [9] it is shown that the index of a DAE in the semi-explicit triangular form ((3) with Og/Ov 0) is two provided (Og/Ou)(Of/Ov) is nonsingular, and that the third-order Hessenberg form ((4)-(7) with k 3) has index three provided (Of3/Ou3)(Of2/Ou2)(Ofl/OUl) is nonsingular.
2.3. The consistent initialization problem. We are now prepared to begin in detail our study of the initialization problem. We present some examples and survey the literature before laying out a system of consistency equations which will form the basis of our method. Later sections will be concerned with obtaining approximations to the consistency equations and with the numerical solution of those equations.
2.3.1. Incompletely specified initial conditions. In practice, it is often difficult to determine the complete initial vector (xo,xo). Certain Other examples may be found in [15] .
In these examples of the consistent initialization problem, the striking feature is that in order to apply any of the standard methods, we must have information about the state of the system which is hard to find, even though that information is contained in the system itself. [20] , where a modification to the usual error estimate can also be found. This filters and scales the usual predictor-corrector difference according to the structure of the DAE and effectively eliminates the difficulty for some problems. (See also [14] .) However, even when such a filtered estimate is used, In most modern ODE and DAE solvers, the number of reevaluations and refactorizations of the Jacobian is kept to a minimum because these operations are so costly; instead, many steps will use the same approximate Jacobian. If the initial derivatives are not known, the initial predictor will be very poor, and an exceptionally small stepsize will be necessary to make the predictor-corrector difference small. Poor appoximations to the initial derivatives may lead to a sequence of costly failures as the step is reduced (each stepsize change forces a reevaluation and refactorization of the Jacobian) and then, subsequently, to even more Jacobian evaluations and factorizations as the stepsize is increased to the natural level over the first few integration steps.
In Campbell [5] suggests an approach based on Taylor's series expansions for determining consistent initial conditions for the linear time-varying problem
A(t)x'(t) + B(t)x(t) f(t).
This method is limited because it requires a knowledge of the derivatives of the matrices. Campbell [6] has recently extended his method to nonlinear problems and developed a general time-stepping method based on those ideas, but it is unlikely that the method will be competitive for complex scientific problems in which the partim Jacobian matrices are unknown or difficult to compute. There are many parallels between Campbell's work and our own, but the emphasis is quite different.
Pantelides [18] uses a graph-theoretic algorithm to determine the minimal set of equations to be differentiated in order to solve for consistent initial values. The differentiations are then to be carried out exactly, as in Campbell's algorithm.
Mrziglod [17] In addition to these user-controlled specifications, any valid initial point must satisfy the problem itself: (8)- (11) 3.1. First-order derivatives. To motivate the general approach, we consider a particular approximation to the first derivative in the index-1 case. We simplify the notation by defining z(t)= (x(t),x'(t), t), z0 (xo, xo, to), and z (Xo,X, 1). We seek an approximation to the derivative
where Jg is the Jacobian. An obvious choice is the simple one-sided difference F(zo + hzo) F(zo) h When zo z(to) and z z'(to), zo + hzo is a truncated Waylor's series expansion for z(to + h) and we assume F is C2, so the truncation error in the derivative approximation is O(h).
Berzins, Dew, and Furzeland [1] use this approach in SPRINT.
We would like to determine a family of higher-order methods for approximating these and higher pseudoderivatives of the DAE. There are several points worth noting:
(1) because F is only defined for t >_ to, we are generally limited to one-sided differences; (2) the displacement h need not be related to the eventual starting stepsize of the integration procedure; (3) (cih)rzr)
for r k. (Allowing r > k allows for the efficient pproximation of several derivatives simultaneously; see [15] .) 
Proof. Let w,(7) F(z(to + -)); clearly wk)(0) (dF(z(t))/dtk) stituting the true solution z(t) in (13) 
If w(k)(o) w! k) (0), then this last expression yields the stated order conditions, Note that this means, in particular, that P has degree s. Applying Rolle's theorem on each of the s 1 subintervals bounded by zeros of P, all of the zeros of P'(x) are distinct and lie on the positive real axis (in between the zeros of P), and so for P" (x), etc. The important point is that all the zeros of any of the first s-1 derivatives of P are positive. However, we can easily compute the (k-1)st derivative:
which has a root at zero. This is the contradiction we have been seeking. Proof. The proof follows directly from Lemma 3.2 since the coefficients can only be determined if u k+l-1 satisfies u _< s and u _< p. we consider what happens when we introduce approximations for the derivatives in the system of consistency equations. The problem is that of understanding the convergence behavior of a sequence of approximate minimizers to approximate problems.
In 2 we showed how the consistency requirements on the initial values and solution derivatives lead to a system of nonlinear equations (called the consistency equations) involving derivatives of the problem. In 3, we constructed approximations to these equations based on finite differences. To prevent confusion, we refer to the equations developed in 2 as the "exact" consistency system and the equations resulting from the substitution of difference approximations as the "approximate" system.
Here we first show how certain classes of problems can be greatly simplified by reductions that yield problems with full column rank Jacobians. (Such reductions apply to both the exact and approximate consistency equations.) Next we consider other classes of DAEs which lead to more difficult, rank-deficient problems, and show that the special structure of the consistency equations allows the possibility of solving these problems.
The classes of problems to which we restrict our attention here are precisely those classes of DAEs whose solution by ODE methods has been considered in the literature.
(See, for example, the recent treatise [11] To achieve better accuracy, the natural approach is to solve the consistency systern in the least-squares sense (i.e., to minimize the squared 2-norm of the residual).
The application of this method is complicated by the known rank deficiency of the Jacobian. In certain cases, however, the rank-deficient part of the consistency equations can be removed by taking advantage of the particular structure of those equations.
In the next subsection, we consider reductions to full column rank for a variety of common problems. We demonstrate in 4.3 that solutions of approximations to the resulting regular least-squares problems are convergent under mild conditions. We then turn our attention to the approximate consistency equations arising from linear, constant-coefficient problems ( 4.4) and index-1 DAEs which are linear in x' ( 4.5).
Finally in 4.6 we summarize our method in an algorithm for the initialization of DAEs. 4 .2. Reductions to full column rank. What we mean by a "reduction to full column rank" is a manipulation of the exact consistency equations that applies as well to the approximate equations and results in systems of nonlinear equations for x and x having full column rank Jacobians. Here we consider the manipulations principally as they relate to the exact consistency eqnations; in 4.3 we show that for the difference approximations we are using, the Jacobians of the reduced approximate consistency equations will typically also have full column rank.
Consider The reduction is performed using only knowledge of the separation according to the triangular form. A similar reduction can be applied to the approximate consistency equations; see [15] .
Details of a reduction along the same lines for the index-3 triangular form and an efficient technique for initializing index-2 and index-3 triangular forms in the steady state can be also be found in [15] . 4 .3. Accuracy of solutions for full column rank problems. We have seen that, in many cases, it is possible to reduce the complexity of the initialization problem significantly by some simple analysis of the equations. Under certain conditions, when a full column rank approximate system, such as that derived by manipulations of the previous section, is solved in the least-squares sense, the error in the solution will be proportional to that present in the equations. The proof, contained in [15] , is a straightforward application of the implicit function and local approximation theorems. Note that an important assumption here is that the Jacobian of the approximate function G has full rank. Since we know that the Jacobian of the exact analogue has full column rank (for reduced problems), we need only establish that the Jacobian of the approximate system converges with h. In Theorem 4.2, the convergence is shown for the autonomous case, which is easily seen to be adequate. for k >_ 1, with Dg g(x, x').
We assume here that r >_ k and we identify x and x. Thus g is a function of (x,x',... ,x(r+l)) and Dkg is a function of (x,x',... ,x(k+)). Let T is another solution to (20) . This contradicts the assumed uniqueness of u*, so (ii) holds. Finally let z e 7(U) C 7(Y) with z Uz1 Vz2. Therefore U(z1 -gv it*) -}-V(v* Z2) b, so that (zl + u*, v* z2)
T also solves the system. By uniqueness, we must have zl 0 which implies that z UZl O, so (iii) is established.
We now assume that all three propositions hold. Clearly (i) implies the existence of solutions. Suppose (u0, v0)T and (Ul, vl)T are two solutions, then U('tt0 ltl) V(Vl vo).
However, the intersection of range spaces is {0} by (iii), so, in particular, U(uo-ul) 0. Since U has a trivial null space by (ii), u0 Ul. We consider a system of DAEs of the form (21) E(x, t)x' + f(x, t) O, where x,x E R n E is a n x n matrix-valued function assumed to be C' in its arguments, and f R n R -R n is also C. We assume that the user has supplied p consistent initial conditions B(x, x') O, which are sufficient in the sense of Theorem 2.8 to specify a unique solution to the DAE. We further assume that E(x, t) has constant rank in a neighborhood of the solution.
This is an important class of problems from a practical point of view, including most of the index-1 DAEs arising in engineering and scientific problems. Incidentally, this is the class of problems which the popular codes SPRINT [1] and LSODI [13] are designed to handle. The assumption that E(x, t) has constant rank is necessary to insure solvability.
Consider an approximation to the consistency function (the left-hand side of the consistency equations)"
Note that if the derivative approximation used is O(h), then the term i=0 hick.
E(x + hcx , to + hc) which multiplies x" in the derivative equation is itself an approximation to E(x, to). Since the latter expression is readily computable, and in the exact equations, x" occurs premultiplied by E(x, to), we choose to work instead with the somewhat simpler function M(x, x', x"; h)
exact consistency function. This slight modification facilitates the analysis; indeed it is the assumption that we always work with these slightly modified equations which rules out the possibility of a catastrophic rank-change in the Jacobian of the consistency function. In the sequel, we make the following additional assumption.
x"
x') of the exact consisAssumption 4.6. The Jacobian OM(x,x', )/O(x,x', tency equations satisfies the following properties in the neighborhood of the solution:
x" ))V (i) O.I(x,x',x')/O(x,x') has full column rank and (ii) T 
This assumption essentially says that the linearization of the consistency equations has the same structure as a system of consistency equations for a linear DAE; it eliminates the possibility of a degenerate case in which, for example, the partial x" does not have full column rank at the initial point,
even though the solution is uniquely determined at that point and in a neighborhood. Let 2 (2,2') be the (unique) consistent initial vector for the DAE (21) . We are interested in the the local minima (relative to (x, x', x")) of the functional (x,x',x"; h) := IIM(x,x',x"; h)ll 2 for various choices of h. Because the Jacobian of M is generally rank deficient, we cannot assume that is strictly convex, so for any fixed value of h, will not have a unique local minima. On the other hand, Theorem 4.7 THEOREM 4.7. Let M, , and 2 be defined as in the previous paragraphs. Suppose that the Jacobian obeys the conditions of Assumption 4.6. Then there exists an H > 0 and continuous functions z(h) and x"(h) (defined for 0 < h < H) such that (for h in (0, H)) (z(h),x"(h)) is a local minimum of (z,x";h) and limh__+oz(h)= 2 2.
Before proving this result, we give a couple of simple lemmas which allow us to reduce the structure of the rank-deficient problem to that of a full rank system.
The first lemma implies that we can always select a column basis for E(x, t) in a neighborhood of the initial point. is linearly independent at u no, the, set remains linearly independent for u in a neighborhood of this point.
Proof. Let il, i2,"', ir be the indices of r linearly independent columns of A(uo). Define a new matrix function W(u) with just those r columns. Since small perturbations of u lead to small perturbations of W (A is CP), the result follows immediately by the fact that sufficiently small perturbations cannot lower the rank of a matrix. [:] The next result shows how we can reduce the rank-deficient problem to a full rank problem. 
A2(u)TG (u,v,v2) Proof. From the constant rank assumption and Lemma 4.8, we know that for x in some neighborhood of 2, there is a fixed choice of r columns of E(x, to) which form a basis for Tt(E(x, to)), where r is the rank of E(2, to). Without loss of generality, we may assume that the first r columns, E1 (x, t), form such a basis. Let E2(x, t) represent the remaining n-r columns. E2(x, to) E(x, to)Y(x), for some V which has the same smoothness as E. Partition x" as (x, x), according to the above partition of E(x, to).
We next apply Lemma 4.9 to see that (2, 2', 2, 2) is a local minimum of if and only if (2, 2', 2 + B(2)2) is a local minimum of the restriction q of (x, x', x , 0) to (x, x', x)-space. This means that we can arbitrarily select x 0.
Thus the reduced consistency function may be written
To establish the existence of a convergent sequence of solutions, we will demonstrate that this reduced function has a full rank Jacobian, so that Theorem 4.1 insures the existence of a locally unique minimum for h sufficiently small.
First note that Assumption 4.6 means that the reduced function which is the limit of hS/as h --, 0 has a full column rank Jacobian.
The difference approximations we consider here, being linear combinations of values of F at various points, possess the same continuity as F itself. Lemma 4.2 establishes that the Jacobian of the approximation is an approximation to the Jacobian of the exact system. Therefore, in particular, J OM(x,x',xl)/O(x,x',x) has locally full column rank and, since rank cannot decrease in a sufficiently small neighborhood of its matrix argument, the continuity of the approximation means that J has full column rank in some neighborhood of the initial point.
Thus we have reduced our problem to a full column rank problem, whose solvability is guaranteed by Theorem 4.1.
If we knew which columns of E form the basis El, we could construct a full rank approximation with the same solution as the orignal rank-deficient system of consistency equations. But even when such a basis cannot be explicitly determined, its existence alone evidently serves to guarantee the existence of a convergent solution sequence.
Unfortunately, this result does not tell us that the (x,x)-part of solutions we actually obtain in solving the approximate consistency equations in the least squares sense will necessarily converge. The [15] , a number of important implementation questions are considered. In particular, it is shown there how to exploit bandedness of the partial Jacobian matrices of the DAE during the formation and solution of the consistency equations and how to choose a differencing parameter for the approximation of the Jacobian of the consistency function; also described there is a particular implementation of the DAIS method.
Here we briefly describe one numerical experiment. The following system, called a "trajectory prescribed path control problem," is a DAE for which initialization is a nontrivial problem. [2] ; for our present purpose, we ignore the physical significance of the problem to treat it solely as a test case for the initialization method.
In this example, the initial conditions are given by initial values for the differential variables. In [2] it is demonstrated that this problem has index two. we suggest a method for estimating the smallest scale of the problem, F.
Heuristics for the selection of the displacements for the difference approximations to the Jacobian can be found in [15] .
In Table 2 . In this environment, the most accuracy we would expect to be able to achieve in the derivatives and algebraic variables would be around eight digits. The results given in Table 2 are therefore as expected. It is interesting that the higher-order approximations seem to perform best. Similar behavior was observed in some other experiments.
6. Conclusion. In this paper we described a practical method for initializing a differential-algebraic equation and its numerical implementation. We showed how the consistency conditions for an index-rn DAE lead to a system of equations involving derivatives of the problem. We then showed how these equations can be approximated by finite differences and discussed the solution of the resulting system. Finally we described a numerical experiment in which the authors' program, DAIS, was used to initialize a highly nonlinear DAE arising in trajectory control simulation.
Many important questions have not been addressed here, including, in particular, the selection and analysis of a robust nonlinear solver for the rank-deficient case and the application of the method to the important class of index-2 DAEs in the semiexplicit form but not in triangular form (e,g., those arising typically from the method of lines solution of PDEs).
