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Abstract
In this paper we study several limit theorems in a critical Galton-Watson process with just one
kind of particles and finite variance. The limits founds are based on the assumption that the
process begins with just one particle and under the following three conditions: process under
non extinction condition, process under the near future extinction condition and process
under the exact time point of extinction condition. The main tool to find such limits will be
our basic lemma (lemma 3.3).
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Resumen
En este artículo investigamos diferentes teoremas límites en un proceso crítico de Galton-Watson
con un solo tipo de partículas y varianza finita. Los límites encontrados se basan en el supuesto
de que el proceso comienza con una sola partícula y en las siguientes tres condiciones: Procesos
bajo la condición no extinción, Procesos bajo la condición extinción en el futuro cercano,
Procesos bajo la condición punto de tiempo exacto de extinción. Nuestro lema básico (lema
3.3) será clave para encontrar tales límites.
Palabras y frases claves: Proceso de Galton-Watson, proceso crítico, varianza.
1 Introducción
El desarrollo de este trabajo está basado en las investigaciones realizadas por
Athreya y Ney [1], Esty [2] y Goldstein [7] en donde estudian el proceso crítico de
ramificación de Galton-Watson con un sólo tipo de partícula y segundos momentos
finitos. Los teoremas límites que ellos presentan y demuestran sólo tienen en
cuenta una sola generación.
Básicamente, el objetivo de este trabajo es generalizar sus resultados a los casos
en que se tienen en cuenta varias generaciones al mismo tiempo (los cuales, entre
otros, se mencionan en la sección 2) mediante la presentación y demostración
de teoremas límites (véase la sección 4). Los límites encontrados se basan en el
supuesto de que el proceso comienza con una sola partícula y en las siguientes tres
condiciones: Procesos bajo la condición no extinción, Procesos bajo la condición
extinción en el futuro cercano, Procesos bajo la condición punto de tiempo
exacto de extinción. El lema 3.3 será clave para encontrar tales límites.
También cabe anotar que en la actualidad existen trabajos más recientes que pre-
sentan demostraciones detalladas de estos y otros resultados vía arboles aleatorios
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como, por ejemplo, los de Lyons [15], Kauffmann [10], Kuhlbusch [14] y Geiger [4],
[5], [6], pero la gran mayoría de dichos resultados también sólo tienen en cuenta a
lo más dos generaciones. Por esta razón, los resultados presentados en este trabajo
también generalizan a los de los autores mencionados en este párrafo. Hay otros
trabajos que demuestran resultados análogos, pero correspondientes al caso de
segundos momentos infinitos (ver, por ejemplo, LLinás [17]).
El artículo está dividido en cuatro secciones. La primera de ellas corresponde a
la introducción. En la segunda se presentan algunos resultados conocidos e im-
portantes relacionados con el proceso de Galton-Watson con segundos momentos
finitos. En la tercera se estudia el comportamiento asintótico de la función gene-
ratriz de probabilidad conjunta de Zn1 , Zn1+n2 , . . ., Zn1+n2+...+nk , ni ∈ N, siendo
Zn el número de partículas en la n-ésima generación. En la cuarta sección se pre-
sentan teoremas límites en el proceso de Galton-Watson con segundos momentos
finitos, los cuales generalizan (al tener en cuenta varias generaciones al mismo
tiempo) a aquéllos encontrados por Athreya y Ney [1], Esty [2] y Goldstein [7].
2 Generalidades del proceso crítico de Galton-Watson con un tipo de
partícula y segundos momentos finitos
En un proceso de Galton-Watson cada partícula tiene una unidad de tiempo de
vida y en el momento de su muerte se transforma, independientemente de su
procedencia y de la existencia de otras partículas, en un número aleatorio ξ de
partículas de acuerdo a una función de probabilidad dada. Las nuevas partículas
forman la nueva generación y cada una se transforma con la misma función de
probabilidad y con las mismas características de la madre. Sea Zn el número
de partículas en la n-ésima generación, n ∈ N. Por tanto, Zn+1 es la suma de
Zn variables aleatorias e independientes, cada una distribuida como ξ. Los datos
del modelo son funciones de probabilidad {pi : i ∈ N0} , pi = P (ξ = i) y N0 :=
N ∪ {0}. En lo que viene, si no se dice otra cosa, supondremos que el proceso
sólo comienza con una partícula, es decir, Z0 = 1, y, además, supondremos que
p0 + p1 < 1 y p0 > 0. Sea
f (s) =
∞∑
i=0
pis
i, 0 ≤ s ≤ 1, (1)
la función generatriz de probabilidad (f.g.p.) de los descendientes de una partícula
y fn (s) la n-ésima iteración de f (s), definida a través de
f0 (s) = s, fn+1 (s) = f (fn (s)) , 0 ≤ s ≤ 1, n ∈ N0. (2)
Entonces, la f.g.p de Zn es
fn (s) = E
(
sZn
)
=
∞∑
i=0
P (Zn = i) si, 0 ≤ s ≤ 1.
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Sea Qn (s) := 1 − fn (s), para todo n ≥ 1. En particular, Q1(s) = 1 − f(s).
Con esto, Qn (0) es la probabilidad de supervivencia del proceso hasta la n-ésima
generación. Suponiendo que E(ξ) < +∞ y E(ξ2) < +∞, la esperanza m de
los descendientes por transformación y la varianza σ2 del número formado están
dadas por
m = E {ξ} = f ′ (1) y σ2 = E {ξ2}−m2 = f ′′ (1) +m−m2, (3)
respectivamente, y en donde las derivadas anteriores en el 1 lo son por la izquierda
porque f ∈ C∞([0, 1)). Además, f es creciente y convexa, estrictamente convexa
salvo que p0+p1 = 1, caso que se descarta porque hemos supuesto que p0+p1 < 1.
La investigación de la f.g.p. fn (s) se divide en tres casos de acuerdo a m >
1, m < 1 y m = 1 (el caso crítico) que es el caso que se tendrá en cuenta
para el desarrollo del trabajo. Es conocido que si m ≤ 1, entonces fn(0) ↑ 1
cuando n → ∞. Por lo tanto, Qn(0) ↓ 0 cuando n → ∞. Además, Qn(0) > 0.
Para [x] = ma´x {z ∈ Z : z ≤ x} escribiremos simplemente x, donde sea claro. La
función generatriz conjunta correspondiente a Zn1 , Zn1+n2 , . . ., Zn1+n2+...+nk es
la expresión
f(n1,...,nk) (s1, . . . , sk)
=
∞∑
j1=0
...
∞∑
jk=0
P (Zn1 = j1, . . . , Zn1+···+nk = jk) s
j1
1 · · · sjkk ,
con 0 ≤ si ≤ 1 y ni ∈ N, para todo i = 1, . . . , k. Con esto sea
Q(n1,...,nk) (s1, . . . , sk) = 1− f(n1,...,nk) (s1, . . . , sk) .
En general, si x1, . . . , xk son naturales se define
f(x1,...,xk) (s1, . . . , sk) = E
(
s
Z[x1]
1 · · · s
Z[x1+···+xk]
k
)
,
la función generatriz de probabilidad conjunta de (Z[x1], . . . , Z[x1+···+xk]), y
Q(x1,...,xk) (s1, . . . , sk) = 1− f(x1,...,xk) (s1, . . . , sk)
El siguiente teorema nos muestra el comportamiento asintótico de la proba-
bilidad de supervivencia en un proceso crítico de Galton-Watson con segundos
momentos finitos. Para el caso crítico y momentos de tercer orden finitos fue pro-
bado en un trabajo pionero de Kolmogorov [12] y fue demostrado con momentos
de segundo orden finitos por H. Kesten, P. Ney y F. Spitzer [11].
Teorema 2.1 (Goldstein [7]). Si m = 1 y σ2 <∞, entonces,
l´ım
n→∞nQn (0) =
2
σ2
.
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El siguiente teorema es conocido como teorema de Yaglom ya que él lo demos-
tró inicialmente en el año de 1947 bajo una restricción de terceros momentos.
Teorema 2.2 (Athreya and Ney [1]). Sim = 1 y σ2 <∞, entonces, {Znn | Zn > 0}
converge en distribución hacia una variable aleatoria distribuida exponencialmente
con parámetro σ2/2.
Generalizaciones de estos resultados para procesos críticos de Galton-Watson con
un solo tipo de partículas y segundos momentos finitos pueden encontrarse en
Hurtado [9] y LLinás [16].
Por el teorema de continuidad para transformadas de Laplace (véase Feller [3] o
teorema 5.6.1 de Hurtado [9]) obtenemos el siguiente corolario.
Corolario 2.3. Si m = 1 y σ2 <∞, entonces, se cumple que
l´ım
n→∞
Qn
(
e−
λ
σ2n/2
)
Qn(0)
 = l´ımn→∞
[
1− E
{
e−
λZn
σ2n/2 / Zn > 0
}]
=
λ
1 + λ
.
Observación 2.4. Las funciones Qn(1− s)/Qn(0) son f.g.p. para cada n y, por
consiguiente, son uniformemente acotadas en n en todo 0 ≤ s ≤ 1. Por el teorema
de Vitali (véase, por ejemplo, Kneser [13]) estas f.g.p. convergen uniformemente
para 0 ≤ s ≤ 1. Por lo tanto, la convergencia en el corolario 2.3 es uniforme para
λ > 0.
El teorema límite exponencial 2.2 da la distribución de la población de la n-ésima
generación, cuando ella no se extingue. Pero, ¾qué pasa con una generación antes
de la n-ésima generación, digamos, con la generación [cn], c ∈ (0, 1)? El siguiente
resultado de Lamperti y Ney da la respuesta.1
Teorema 2.5 (Lamperti y Ney [1]). Si m = 1 y σ2 <∞, entonces{
Zcn
n
/
Zn > 0, c ∈ (0, 1)
}
converge en distribución, para n → ∞, hacia una variable aleatoria que es la
suma de dos variables aleatorias independientes y distribuidas exponencialmente
con parámetros c σ
2
2 y c(1− c)σ
2
2 , respectivamente.
Esty ha estudiado el comportamiento asintótico de la distribución de la bn-ésima
generación, b ∈ (0, 1), cuando la (n + 1)-ésima generación se extingue, pero aún
no la n-ésima generación.
1De ahora en adelante, escribiremos kn, en vez de [kn], para denotar la kn-ésima generación,
siendo k un número real positivo.
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Teorema 2.6 (Esty [2]). Si m = 1 y σ2 <∞, entonces, el proceso{
Zbn
n
/
Zn > 0, Zn+1 = 0, b ∈ (0, 1)
}
converge en distribución, para n → ∞, hacia una variable aleatoria que es la
suma de dos variables aleatorias independientes y distribuidas exponencialmente
con parámetro b(1− b)σ22 .
3 Comportamiento asintótico de la f.g.p. conjunta
Ahora, nuestro objetivo será presentar y demostrar nuestro lema básico (lema 3.3),
el cual juega un papel importante para demostrar los teoremas límites (véase la
sección 4). Utilizaremos las técnicas introducidas por LLinás [16].
Lema 3.1. Sean ai > 0 y ci ≥ 0, para i = 1, 2. Si m = 1 y σ2 <∞, entonces,
l´ım
n→∞
Qa1n±c1(0)
Qa2n±c2(0)
=
a2
a1
.
Demostración. Sea ni := ain ± ci. Por consiguiente, l´ım
n→∞
n1
n2
= a1a2 . Con esto y
con el teorema 2.1 sigue el lema, porque
Qn1 (0)
Qn2 (0)
∼ n2n1 , cuando n → ∞. Aquí, la
expresión "an ∼ bn, cuando n→∞" significa que l´ım
n→∞
an
bn
= 1.
Ahora demostraremos una importante propiedad asintótica de la f.g.p.
Teorema 3.2. Sean m = 1 y σ2 <∞. Además, sea 0 < di <∞ tal que ni = [din],
i = 1, 2, . . . , k. Si 0 ≤ si (n) ≤ 1 con l´ım
n→∞
σ2
2 n[1 − si] =: pii ≤ ∞, para cada
i = 1, 2, . . . , k, entonces, l´ım
n→∞f(n1,...,nk) (s1(n), . . . , sk(n)) = 1.
Demostración. Se demuestra por inducción sobre k teniendo en cuenta que
l´ım
n→∞ fn (s) = 1,
uniformemente para todo s ∈ [0, 1] y que, para la función generatriz de cual-
quier proceso de Galton-Watson se cumple la siguiente propiedad (véase Harris
[8, Cap.1, secciones 13.1 y 13.5]):
f(n1,n2,...,nk) (s1, s2, ..., sk) = fn1
(
s1f(n2,...,nk) (s2, ..., sk)
)
(4)
para todo k natural.
Ahora estamos preparados para investigar el comportamiento asintótico de la
f.g.p. conjunta. Primero, definimos las correspondientes fracciones complejas
yk(x1, . . . , xk)
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de las variables x1, . . . , xk a través de
y1(x1) :=
1
x1
, y2(x1, x2) := y1
(
x1 + x−12
)
y yk(x1, . . . , xk) := yk−1
(
x1, . . . , xk−2, xk−1 + x−1k
)
, para k ≥ 3. En el siguiente
lema encontramos el comportamiento asintótico de la f.g.p conjunta.
Lema 3.3 (Lema básico). Sean m = 1 y σ2 < ∞. Además, sean 0 < di < ∞
constantes fijas, ni := [din] y 0 ≤ si := si(n) ≤ 1, tal que
l´ım
n→∞
σ2
2
n[1− si] =: pii ≤ ∞, i = 1, . . . , k.
Entonces, se cumple
l´ım
n→∞nQ(n1,...,nk)(s1, . . . , sk) =
2
σ2
y2k(d1, pi1, d2, pi2, . . . , dk, pik),
con la interpretación 1∞ = 0, es decir, si existe un último índice k˜ tal que pik˜ =∞,
el límite anterior es igual a
2
σ2
y2k˜−1(d1, pi1, d2, pi2, . . . , pik˜−1, dk˜).
Demostración. (con inducción sobre k). Sea σˆ := σ
2
2 . Entonces
nQd1n(s1) ∼
Qd1n
(
exp
(
d1σˆn log s1 · 1σˆd1n
))
Qd1n(0)
· 1
d1σˆ
,
para n → ∞. Por hipótesis se sigue − log s1 ∼ (1 − s1), para n → ∞, porque
s1 ↗ 1, para n→∞. Por tanto, para n grande (y también por hipótesis) tenemos
−d1σˆn log s1 ∼ d1σˆn(1− s1) n→∞−→ d1pi1.
Ahora, aplicando el teorema 2.1, el corolario 2.3 y la observación 2.4, obtenemos
el resultado del teorema porque
l´ım
n→∞
Qd1n(s1)
Qn(0)
= σˆ · d1pi1
1 + d1pi1
· 1
d1σˆ
= y2(d1, pi1).
Ahora, aplicaremos el paso de inducción k → k + 1. Obtenemos
nQ(n1,...,nk+1)(s1, . . . , sk+1) = nQn1(s1f(n2,...,nk+1)(s2, . . . , sk+1))
=
Qn1
(
elog s1+log f(n2,...,nk+1)(s2,...,sk+1)
)
Qn1(0)
· nQn1(0)
=
[
1− E
{
exp
(
−un · Zn1
σˆn1
)
/ Zn1 > 0
}]
· nQn1(0),
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donde un := −σˆn1[log s1 + log f(n2,...,nk+1)(· · · )]. Teniendo en cuenta el teorema
3.2 se tiene
− log f(n2,...,nk+1)(· · · ) ∼ Q(n2,...,nk+1)(· · · ), n→∞.
Por consiguiente, para n grande, por hipótesis e hipótesis de inducción, obtenemos
un ∼ d1σˆn[(1− s1) + Q(n2,...,nk+1)(· · · )]
n→∞−→ d1[pi1 + y2k(d2, pi2, . . . , dk+1, pik+1)].
Otra vez aplicando el teorema 2.1, el corolario 2.3 y la observación 2.4, tenemos
l´ım
n→∞nQ(n1,...,nk+1)(s1, . . . , sk+1) =
=
d1[pi1 + y2k(d2, pi2, . . . , dk+1, pik+1)]
1 + d1[pi1 + y2k(d2, pi2, . . . , dk+1, pik+1)]
· 1
d1σˆ
= y2(d1, pi1 + y2k(d2, pi2, . . . , dk+1, pik+1))
= y2(k+1)(d1, pi1, d2, pi2, . . . , dk+1, pik+1).
Por tanto, el resultado es válido para todo k ∈ N y con esto el teorema queda
demostrado.
4 Teoremas límites
En esta sección demostramos algunos teoremas límites. El lema básico 3.3 será
muy útil.
Procesos bajo la condición "no extinción"
Observamos k generaciones e investigamos el comportamiento asintótico de la
f.g.p. conjunta de estas k generaciones cuando la n-ésima generación no se ha
extinguido. Para este estudio es muy importante considerar dos posibilidades: si
las k generaciones están antes y si están después de n-ésima generación. Para
la primera posibilidad (las k generaciones están antes de la n-ésima generación)
hemos encontrado el siguiente resultado:
Teorema 4.1. Si m = 1 y σ2 <∞, entonces, las k-dimensionales distribuciones
de {
Zb1n
σ2n/2
, . . . ,
Zbkn
σ2n/2
/ Zn > 0, 0 < b1 < · · · < bk ≤ 1
}
, (5)
convergen, para n → ∞, hacia un proceso con una k-dimensional densidad de
probabilidad (con positiva masa en cero), que tiene la transformada de Laplace
L(λ1, . . . , λk) =

y2k+1 − y2k, si bk 6= 1,
y2k−1 − y2k, de otro modo,
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para cualquier λ1, . . . , λk ≥ 0, con
y2k−1 := y2k−1(d1, λ1, . . . , dk−1, λk−1, dk),
y2k := y2k(d1, λ1, . . . , dk, λk),
y2k+1 := y2k+1(d1, λ1, . . . , dk, λk, dk+1),
donde dj := bj − bj−1, para j = 1, . . . , k + 1, con b0 := 0 y bk+1 := 1.
Demostración. Sean σˆ := σ2/2 y Ak := {Zb1n = j1, . . . , Zbkn = jk}. Por consi-
guiente,
P{Ak / Zn > 0} = P{Ak} − P{Ak, Zn = 0}
P{Zn > 0} .
Sea si := e−λi/(σˆn), i = 1, . . . , k˜, y sk˜+1 = 0, con
k˜ =
{
k, si bk 6= 1,
k − 1, de otro modo.
Sean λ1, . . . , λk ≥ 0 las variables de las k-dimensionales transformadas de Laplace
Ln(λ1, . . . , λk) de (5) y nj := (bj − bj−1)n, para j = 1, . . . , k + 1, con b0 := 0
y bk+1 := 1. Sean Ln(· · · ) := Ln(λ1, . . . , λk) y Bn(· · · ) := Bn(j1, . . . , jk) :=
exp{−[λ1j1 + · · ·+ λkjk]/(σˆn)}. Debido a que
P{Ak, Zn = 0} =
{
P{Ak−1, Zn = 0}, si bk = 1 y jk = 0
0, si bk = 1 y jk > 0,
y teniendo en cuenta el lema básico 3.3 y el teorema 2.1, obtenemos
Ln(· · · ) =
∞∑
j1=0
· · ·
∞∑
jk=0
P{Ak / Zn > 0} Bn(j1, . . . , jk)
=
∞∑
j1=0
· · ·
∞∑
jk=0
[
P{Ak} − P{Ak, Zn = 0}
P{Zn > 0}
]
Bn(· · · )
=
f(n1,...,nk)(s1, . . . , sk) − f(n1,...,nk˜+1)(s1, . . . , sk˜, 0)
Qn(0)
=
nQ(n1,...,nk˜+1)(s1, . . . , sk˜, 0)
nQn(0)
− nQ(n1,··· ,nk)(s1, . . . , sk)
nQn(0)
n→∞−→ L(λ1, . . . , λk).
El resultado se sigue del teorema de continuidad para trasformadas de Laplace
(véase Feller [3]).
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A continuación, los casos uni y bidimensionales.
Corolario 4.2. Sean m = 1 y σ2 <∞.
(a) La variable aleatoria
{
Zbn
σ2n/2
, Zn
σ2n/2
/
Zn > 0, b ∈ (0, 1]
}
converge en distri-
bución, para n → ∞, hacia la variable U + V , donde U y V son indepen-
dientes con correspondientes densidades de probabilidad
hU (x, y) =
δ(y)
b(1− b) · exp
(
− x
b(1− b)
)
, x, y ≥ 0,
hV (x, y) =
J0
(
2i
b−1
√(
2−b
b
)
xy
)
b(1− b) · exp
(
− x
b(1− b) −
y
1− b
)
,
para todo x, y ≥ 0.
(b) La variable aleatoria
{
Zbn
σ2n/2
/
Zn > 0, b ∈ (0, 1]
}
converge en distribución,
para n → ∞, hacia la variable U + V , donde U y V son independientes y
tienen distribución exponencial con parámetros b y b(1−b), respectivamente.
Aquí δ(y) es la función Delta de Dirac y Jm(ix) la función de Bessel de orden
m ∈ N0 con argumento imaginario, es decir,
Jm(ix) =
∞∑
j=0
(−1)j
j! (j +m)!
(
ix
2
)2j+m
, x ∈ (0,∞).
Aquí hablamos de una densidad cuando la distribución tiene una positiva masa en
el cero. Esto muestra la aparición de la función Delta de Dirac.
Demostración.
(a) Esto es el caso bidimensional del teorema 4.1 con k = 2, b1 = b y b2 = 1.
En consecuencia
L(λ1, λ2) = y3(b, λ1, 1− b) − y4(b, λ1, 1− b, λ2)
=
1
b(b− 1)λ1 + 1 ·
1
b(b− 1)λ1λ2 + bλ1 + λ2 + 1 .
El resultado se sigue del teorema de continuidad para transformadas de
Laplace porque los dos factores en el último producto de arriba son las
transformadas de Laplace de las densidades de probabilidad de U y V dadas.
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(b) Este es el caso unidimensional del teorema 4.1 con k = 1, b1 = b y λ1 = λ.
En este caso, obtenemos
L(λ) = y2(b, λ, 1− b) − y3(b, λ) = 11 + bλ ·
1
1 + b(b− 1)λ.
Por el teorema de continuidad para transformadas de Laplace, la transfor-
mada anterior es la convolución de dos exponenciales con parámetros b y
b(1− b).
La parte (b) del corolario anterior es el conocido teorema 2.5 de Lamperti y Ney.
Sólo queríamos presentar otro método para demostrarlo como caso especial del
teorema 4.1. Ahora, estudiaremos la segunda posibilidad (las k generaciones están
después de la n-ésima generación).
Teorema 4.3. Si m = 1 y σ2 <∞, entonces, la k-dimensional distribución de{
Zb1n
σ2n/2
, . . . ,
Zbkn
σ2n/2
/ Zn > 0, 1 ≤ b1 < · · · < bk <∞
}
,
converge, para n → ∞, hacia un proceso con una densidad de probabilidad k-
dimensional que tiene transformada de Laplace
L(λ1, . . . , λk) = 1− y2k(d1, λ1, . . . , dk, λk),
para cualquier λ1, . . . , λk ≥ 0, donde dj := bj− bj−1, j = 1, · · · , k+ 1, con b0 := 0
y bk+1 := 1.
Demostración. Análoga a la demostración del teorema 4.1.
A continuación, como antes, queremos estudiar los casos uni y bidimensionales de
esta situación. En el siguiente corolario, resumimos los correspondientes resulta-
dos.
Corolario 4.4. Sean m = 1 y σ2 <∞.
(a) La variable aleatoria
{
Zbn
σ2n/2
, Zn
σ2n/2
/
Zn > 0, b ∈ (1,∞)
}
converge en dis-
tribución, para n → ∞, hacia una variable aleatoria U + V , donde U y V
son independientes con correspondientes densidades de probabilidad
hU (x, y) =
b
b− 1 · δ(y) · exp
(
− bx
b− 1
)
, x, y ≥ 0,
hV (x, y) =
b− 1
b
· δ(y) +
J0
(
2i
b−1
√
(2− b)xy
)
b− 1 ·A(x, y; b),
para todo x, y ≥ 0, siendo A(x, y; b) := exp
(
− bxb−1 − yb−1
)
.
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(b) La variable aleatoria
{
Zbn
σ2n/2
/
Zn > 0, b ∈ (1,∞)
}
converge en distribu-
ción, para n → ∞, hacia una variable aleatoria U con densidad de pro-
babilidad
hU (y) =
b− 1
b
· δ(y) +
(
1− b− 1
b
)
· 1
b
exp
(
−y
b
)
, y ≥ 0.
Aquí δ(y) es la función Delta de Dirac y Jm(ix), x ∈ (0,∞) es la función Bessel
de orden m ∈ N0 con argumento imaginario.
Procesos bajo la condición extinción en el futuro cercano
En esta situación, observamos k generaciones antes de una cn-ésima generación,
con cualquier c ∈ (1,∞). Queremos estudiar el comportamiento asintótico de la
distribución conjunta de estas k generaciones, cuando la n-ésima generación no
se ha extinguido aún, pero la cn-ésima geneación sí. Como antes, diferenciamos
dos casos: cuando las k generaciones están antes y cunado están después de la
n-ésima gneración. Primero estudiemos el primer caso (las k generaciones están
antes de n-ésima generación):
Teorema 4.5. Sean m = 1 y σ2 <∞. Si 0 < b1 < · · · < bk ≤ 1 < c, entonces, la
distribución k-dimensional de{
Zb1n
σ2n/2
, . . . ,
Zbkn
σ2n/2
/ Zn > 0, Zcn = 0
}
(6)
converge, para n→∞, hacia un proceso con densidad de probabilidad k-dimensio-
nal que tiene la trasformada de Laplace
Lc(λ1, . . . , λk) =

y2k−1 − y˜2k+1
1 − 1/c , si bk = 1,
y2k+1 − y˜2k+1
1 − 1/c , de otro modo,
para cualquier λ1, . . . , λk > 0 y con
y2k−1 := y2k−1(d1, λ1, . . . , dk−1, λk−1, 1− bk−1),
y˜2k+1 := y2k+1(d1, λ1, . . . , dk, λk, c− bk),
y2k+1 := y2k+1(d1, λ1, . . . , dk, λk, dk+1),
donde dj := bj − bj−1, j = 1, . . . , k + 1, con b0 := 0 y bk+1 := 1.
Demostración. Sean σˆ := σ2/2 y Ak := {Zb1n = j1, . . . , Zbkn = jk}. Por tanto,
P{Ak / Zn > 0, Zcn = 0} = P{Ak, Zn > 0, Zcn = 0}
P{Zn > 0, Zcn = 0}
=
P{Ak, Zcn = 0} − P{Ak, Zn = 0}
P{Zcn = 0} − P{Zn = 0} .
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Sea si := e−λi/(σˆn), i = 1, . . . , k˜, con
k˜ =
{
k, si bk 6= 1,
k − 1, de otro modo.
Para λ1, . . . , λk ≥ 0 sea Ln,c := Ln,c(λ1, . . . , λk) la k-dimensional transformada de
Laplace de la k-dimensional distribución de (6) y sean nj := (bj−bj−1)n, para todo
j = 1, . . . , k, con b0 := 0. Además, seaGbn(ak) := Q(n1,··· ,nk,bn)(s1, · · · , sk−1, ak, 0).
Debido a que
P{Ak, Zn = 0} =
{
P{Ak−1, Zn = 0}, si bk = 1 y jk = 0,
0, si bk = 1 y jk > 0,
obtenemos
Ln,c =
∞∑
j1=0
· · ·
∞∑
jk=0
P{Ak / Zn > 0, Zcn = 0}e−[λ1j1+···+λkjk]/(σˆn)
=
nG(1−bk)n(sk˜)
nQn(0)
− nG(c−bk)n(sk)
nQn(0)
1 − Qcn(0)Qn(0)
,
y, por el lema básico 3.3, el teorema 2.1, el lema 3.1 y la hipótesis, se sigue
Ln,c(λ1, . . . , λk)
n→∞−→ Lc(λ1, · · · , λk), para cualesquiera λ1, · · · , λk > 0. El teore-
ma queda completamente demostrado con el teorema de contnuidad para trans-
formadas de Laplace.
A continuación, los casos uni y bidimensionales.
Corolario 4.6. Sean m = 1 y σ2 <∞.
(a) La variable aleatoria{
Zbn
σ2n/2
,
Zn
σ2n/2
/
Zn > 0, Zcn = 0, 0 < b < 1 < c <∞
}
converge en distribución, para n→∞, hacia una variable aleatoria U +V , donde
U y V son independientes con correspondientes densidades de probabilidad
hU (x, y) =
c
b(1− b) · δ(y) · exp
(
− x
b(1− b)
)
, x, y ≥ 0,
hV (x, y) =
J0
(
2i
1−b
√(
c−b
c−1
)
xy
)
b(1− b)(c− 1) ·B(x, y; b, c), x, y ≥ 0,
siendo B(x, y; b, c) := exp
(
− xb(1−b) − (c−b)y(1−b)(c−1)
)
.
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(b) La variable aleatoria{
Zbn
σ2n/2
/
Zn > 0, Zcn = 0, 0 < b < 1 < c <∞
}
converge en distribución, para n→∞, hacia una variable aleatoria U +V , donde
U y V son independientes y tienen distribucón exponencial con parámetros b(1−b)
y b(c− b)/c.
Aquí δ(y) es la función Delta de Dirac y Jm(ix) la función de Bessel de orden
m ∈ N0 con argumento imaginario.
Ahora estudiaremos el segundo caso (las k generaciones están después de la n-
ésima generación).
Teorema 4.7. Sean m = 1 y σ2 < ∞. Si 1 ≤ b1 < · · · < bk < c < ∞, entonces,
la distribución k-dimensional de{
Zb1n
σ2n/2
, . . . ,
Zbkn
σ2n/2
/ Zn > 0, Zcn = 0
}
, (7)
converge, para n→∞, hacia un proceso con densidad de probabilidad k-dimensio-
nal que tiene transformada de Laplace
Lc(λ1, . . . , λk) =
1 − y2k+1(d1, λ1, · · · , dk, λk, c− bk)
1 − 1/c ,
para cualesquiera λ1, . . . , λk > 0, donde dj := bj − bj−1, j = 1, . . . , k, con b0 := 0.
Demostración. Observemos que en esta situación
P{Zb1n = j1, . . . , Zbkn = jk, Zn = 0} =
{
P{Zn = 0}, si todo ji = 0,
0, de otro modo.
El resto de la demostración es completamente análogo a la del teorema 4.5.
Como antes, estudiaremos los casos uni y bidimensionales.
Corolario 4.8. Sean m = 1 y σ2 <∞.
(a) La variable aleatoria{
Zbn
σ2n/2
,
Zn
σ2n/2
/
Zn > 0, Zcn = 0, 1 < b < c <∞
}
converge en distribución, para n → ∞, hacia una variable aleatoria U +
V , donde U y V son independientes con correspondientes densidades de
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probabilidad
hU (x, y) =
bc
(b− 1)(c− 1) · δ(y) · exp
(
− bx
b− 1
)
, x, y ≥ 0,
hV (x, y) =
b− 1
b
{
δ(y) + J0
(
2i
√
xy
b− 1
)
· C(x, y; b, c)
}
,
x, y ≥ 0, siendo
C(x, y; b, c) := exp
(
− bx
b− 1 −
(c− 1)y
(b− 1)(c− b)
)
.
(b) La variable aleatoria{
Zbn
σ2n/2
/
Zn > 0, Zcn = 0, 1 < b < c <∞
}
converge en distribución, para n → ∞, hacia una variable aleatoria U con
correspondiente densidad de probabilidad
hU (y) =
c(b− 1)
b(c− 1)δ(y) +
[
1− c(b− 1)
b(c− 1)
]
· c
b(c− b) ·D(x, y; b, c),
para todo y ≥ 0, siendo D(x, y; b, c) := exp
(
− cyb(c−b)
)
.
Aquí δ(y) es la función Delta de Dirac y Jm(ix), x ∈ (0,∞), la función Bessel de
orden m ∈ N0 con argumento imaginario.
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