Virtual Population Analysis (VPA) is used in many stock assessment settings and requires a 16 total catch-at-age dataset where an age is assigned to each fish that has been caught. These 17 datasets are typically constructed using ad-hoc methods that rely on numerous assumptions.
preparation and population dynamics modelling are carried out as separate, discrete stages of 107 the stock assessment process. In the case of VPA assessments of Atlantic tropical tunas the 108 uncertainty in parameter estimates (i.e. model predictions) is normally calculated by 109 bootstrapping the time series of catch per unit effort (CPUE) which is assumed to be a proxy 110 for relative stock abundance and used to calibrate the VPA (e.g. Yamaguchi and Matsuishi 111 2007). This accounts for observation error and not the additional uncertainty and potential 112 biases that may be incurred from the processing of the CAA data. To our knowledge there 113 has been no attempt to rigorously account for the uncertainties of data processing in the 114 outputs of VPA stock assessments. 115 116 In this paper empirically-derived size imputation algorithms are investigated that generate 117 multiple total catch-at-size datasets. We undertake a comparative evaluation of the impact of 118 size imputation relative to typical axes of uncertainty in stock assessments. The hypothesis is 119 evaluated that variability among catch-at-size imputations leads to a greater degree of 120 variability in estimates of management reference points than traditional axes of uncertainty 121 such as natural mortality rate and choice of relative abundance index (e.g. Hillary et al. Background to imputation models and their assumptions 126 We assume that size data are Missing At Random (MAR, Rubin 1976) a missing data 127 condition that assumes: (1) the sizes of missing data can be predicted from observable 128 covariates such as location and time of capture and (2) the probability that an observation is D r a f t 7 fish. For example, a bias towards the measuring of larger fish. In such a case the data will not 132 be MAR and the mechanism is considered 'non-ignorable'. If however size data are missing 133 due to an observable covariate such as the strength of the fishing gear or size of hook, then 134 these covariates may be used to impute the size of the fish and satisfy the MAR assumptions. 135 In the tuna case studies considered in this paper, the principal reason for a lack of size data is 136 the absence of sampling protocols after capture. If sampling was undertaken all fish were 137 measured regardless of length, which indicates that the MAR assumption is likely to be 138 satisfied in these cases. geographically, observed in the same day).
168
In this research we describe a novel approach to imputing size data that is a hybrid of BMI 169 and hot-deck nearest neighbour approaches. We specify a distance model in which sampling 170 weights are assigned to every observed length datum in relation to each missing length 171 datum; essentially a matrix with a row for each location in space and time in which fish are 172 caught and a column for each location in space and time of a size observation. The approach 173 then randomly samples a length datum from the observed length records in proportion to their 174 assigned sampling weight. These lengths may be assigned an age using either deterministic or 175 statistical aging methods. Our approach allows for repeated-imputation inference by 176 generating multiple datasets that can be used in multiple corresponding VPA assessments (a D r a f t 9 For any missing datum M i the sample weight W i,j , of a length observation O j is calculated 181 from a standard trivariate normal distribution (Rose and Smith 1996) based on the distance in 182 terms of season S, year Y and geographic location G. Temporal distances were intended to 183 capture changes in size structure due to exploitation (predicted by stock assessments, e.g.
184
ICCAT 2015; 2016) while spatial distances were included to recognise spatial size (1)
where 193
194
(2) 196 197 and C is the correlation among variables (e.g. C YG is the correlation between year and 198 geographic location). where time t is converted to a real number (e.g. February 6 th 1995 = 1995.11).
208
Similarly, standardized geographic distance G is calculated by 209 210 (4)
where σ G is the standard deviation (in km), K is the earth's mean circumference (40 041km) 213 and ϕ is given by
where latitude (lat) and longitude (lon) are expressed in radians.
219
Standardized seasonal distance S is calculated from the day of the year (e.g. for January 7 th , d 220 = 7). In order to make these 'wrap' between years (so that day 365 and day 1 are adjacent) we 221 used a sine -arcsine transformation:
where σ S is the standard deviation (in days) and In some situations catches for which size data are missing were reported in weight rather than 230 the numbers of individual fish. In these cases we sampled a sufficient number of length 231 observations to sum to the reported weight of the catch using the deterministic growth curve.
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While subsequent VPA analyses involve various growth curves, these are not critical at the 233 imputation stage. This is because alternative growth curves only affect the number of 234 imputations required to meet a target catch weight, rather than the imputed sizes themselves, 235 and the estimated assessment quantities were unrelated to stock magnitude. At the imputation 236 level, alternative growth curves varied overall results less than half of a percent and therefore 237 for the sake of simplicity, a single growth curve was assumed for each stock (based on the 238 first factor level, see below). To ensure that the imputation models were credible we fitted the correlation coefficients (C SY , 250 C SG , C YG ) and the standard deviations (σ S , σ G , σ Y ) to the length composition of 15 fleets that 251 reported length observations with sufficient spatio-temporal coverage (these flag and gear 252 combinations are listed in Table 1 ). To determine whether the estimation of trivariate normal D r a f t 12 correlation coefficients (C) was worthwhile we also fitted a model that assumed no 254 correlation requiring estimation of only the standard deviation parameters (σ).
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Given the multinomial probability model used to select lengths (Eqn 1), the expected imputed 257 length ‫ݖ‬ for a given position can be predicted as the average of the available length 258 observations weighted by W:
where W i,j = 0 when i=j to avoid the length samples of a particular mean length observation 263 from contributing to its own calculation. We used the model to predict a set of mean length 264 samples for each fleet, ‫̅ݖ‬ . Using a log-normal likelihood function we could then compare our 265 predicted mean length estimates ‫ݖ‬ with the real mean length ‫̅ݖ‬ that was observed at the same Table 1 ). Fleets that have size samples and fitted 296 imputation models represented around 35% of bigeye catches and 15% of yellowfin catches.
297
In these cases missing length observations were imputed from the length data of the correct Factors 2 and 3 relate to the specification of the length imputation model described above.
322
Both bigeye tuna and yellowfin tuna aggregate in shoals of similar sized fish. It is therefore 323 inappropriate to impute many different sizes for fish that were caught together. To address 324 this, we imputed identical lengths for groups of fish. This is equivalent to sampling a length In the VPAs used to assessment these tuna species, a value for fishing mortality in the oldest 372 age class is required to estimate the terminal numbers-at-age in each cohort from catches.
373
This is parameterized such that fishing mortality rate of the oldest age class is a fraction of 374 the second oldest age class, referred to as an F-ratio. In factor 8 of the analysis chain, we The relative important of assessment factors in determining fishery reference points 416 The various factor combinations for the VPA analysis chain led to a high degree of variability 417 among assessment estimates of B/B MSY and F/F MSY (Figures 6 and 7 ). An ANOVA was 418 performed to partition the variance in fishery reference points by factor to evaluate their 419 relative importance in the VPA analysis chain. These results are framed in terms of the 420 reduction in residual deviance that can be attributed to each factor. Convergence diagnostics 421 indicate that the partitioning of this variance is reasonably stable after 15 replicate 422 imputations ( Figure 2 ) and that the 20 replicates were sufficient to draw robust conclusions 423 about the relative importance of the various factors.
425
The degree of uncertainty introduced from replicate imputations of the total catch at length 426 data set (factor 3) was inconsistent among the stocks and estimated management reference 427 points ( Table 3 ). In the case of the bigeye tuna stock, estimates of F/F MSY varied more assessment results for the multiple imputed datasets and the black point is the grand mean.
