Abstract-We propose a fast and near-optimal approach to joint channel-estimation, equalization, and decoding of coded single-carrier (SC) transmissions over frequency-selective channels with few-bit analog-to-digital converters (ADCs). Our approach leverages approximate message passing to reduce the implementation complexity of joint channel estimation and (soft) symbol decoding to that of a few fast Fourier transforms (FFTs). Furthermore, it learns and exploits sparsity in the channel impulse response. Our work is motivated by millimeter-wave systems with bandwidths on the order of Gsamples/sec, where few-bit ADCs, SC transmissions, and fast processing all lead to significant reductions in power consumption and implementation cost. We numerically demonstrate our approach using signals and channels generated according to the IEEE 802.11ad wireless LAN standard, in the case that the receiver uses analog beamforming and a single ADC.
I. INTRODUCTION
The trend towards ever-wider-bandwidths in communications systems results in major implementational challenges. This trend is particularly evident in millimeter-wave (mmWave) systems, which exploit large chunks of bandwidth at carrier frequencies of 30 GHz and above [1] . For example, the IEEE 802.11ad standard [2] specifies channels of bandwidth 1.76 GHz centered near 60 GHz.
To understand these challenges, let us first consider the analog-to-digital converters (ADCs) used at the receiver. At bandwidths above 1 Gs/sec, ADC power consumption grows approximately quadratically with bandwidth. Meanwhile, ADC power consumption grows exponentially in the number of bits used in conversion. At GHz bandwidths, manybit (e.g., 10 bit) ADCs consume several watts of power, which is impractical for handheld mobile devices. In addition to being power hungry, many-bit ADCs are very expensive. For this reason, there has been a growing interest in few-bit (i.e., 1-4 bit) ADCs for communications receivers.
Wide bandwidth also results in challenges at the transmitter. In particular, linear amplifiers are expensive at wide bandwidths. For this reason, it is desirable to transmit signals with low peak-to-average power ratio (PAPR), which allow poweramplifier linearity requirements to be relaxed. The desire for low PAPR suggests single-carrier (SC) transmission, as opposed to multi-carrier transmission such as OFDM. Because
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wide bandwidth receivers may need to decode billions of bits per second, it is important that the SC transmission is amenable to computationally efficient channel-equalization, e.g., via fast Fourier transform (FFT) processing.
Although wide bandwidth brings many challenges, there is a silver lining: the measured channel responses are relatively sparse in the angle and delay domains, in both indoor [3] and outdoor [4] settings. With sparse channels, the fundamental performance of a communications link can be significantly improved.
We now review relevant existing work on few-bit-ADC receiver design for frequency-selective channels. Channel estimation has been considered in [5] , [6] using comb-type pilots that allow the channel to be treated as effectively flatfading, but these approaches perform poorly under PAPR limits. Channel estimation for 2-tap channels was considered in [7] , but practical wideband channels have many more taps. An approach for longer channels was recently proposed in [8] , but it applies only to OFDM. An iterative EM-like channel estimation scheme for SC transmissions was proposed in [9] , but it is computationally expensive and does not leverage sparsity. More recently, pilot-aided sparsity-exploiting channelestimation schemes were proposed in [10] , and a knownchannel symbol-detection scheme was proposed in [11] . Both [10] and [11] are made computationally efficient by the use of generalized approximate message passing (GAMP) and FFT processing. But, as we will show, significantly improved performance can be obtained through joint channel estimation, symbol detection, and bit decoding. A joint channelestimation/decoding approach was proposed in [12] , but it does not leverage sparsity and requires OFDM.
In this paper, we propose a computationally efficient approach to joint channel-estimation, equalization, and decoding of single-carrier transmissions over frequency-selective channels with few-bit ADCs. Our approach is an instance of turbo-equalization [13] , which iterates soft equalization (and, in our case, joint channel estimation) with soft decoding. For joint channel estimation and equalization, we use the recently proposed Parametric Bilinear GAMP (PBiGAMP) framework [14] , which-in our application-consumes only a few FFTs per equalizer iteration and demands relatively few equalizer iterations. We then mate PBiGAMP to the soft decoder using the turbo-AMP framework from [15] . To exploit the channel's (approximate) sparsity, we use a Gaussian mixture model (GMM) and learn the GMM parameters via expectation maximization (EM) [16] .
In this work, we assume the use of analog beamforming, and thus a single (few-bit) ADC at the receiver. Our approach can be contrasted with digital (e.g., [10] ) or hybrid beamforming, which requires the use of multiple ADCs. A detailed performance evaluation of our schemes, when used to decode 802.11ad transmissions over 60 GHz analog-beamformed channels, will be presented in Sec. IV.
II. SYSTEM MODEL

A. Single-Carrier Block Transmission Model
We consider a single-carrier block transmission system where the transmitted frame takes the form
T , with x P a pilot frame and x D a data frame. For compatibility with the IEEE 802.11ad standard [2], we assume that the data frame consists of K D guard-separated data blocks with guard length N G , and the pilot frame consists of K P pilot blocks with a cyclic-prefix (CP) structure. In particular,
T , where
ND , and S is a 2 A -ary complex symbol alphabet. Furthermore, we assume that
T , where the last N C elements of each
NC , so that the tail of each pilot block acts as the CP for the next block. Finally, we assume that
The data sequences x D,k are constructed as follows. First,
T are coded and then interleaved, yielding the coded bits c ∈ {0, 1} AKDND and a code rate of R = 
B. Propagation and Few-Bit ADC Model
The frame x is modulated using a square-root raised-cosine pulse, upconverted, propagated through a noisy and frequencyselective channel (using possibly many antennas with analog beamforming at the transmitter and/or receiver), downconverted, filtered with a square-root raised cosine pulse, and sampled at the baud rate. We will assume that the beamformed baseband channel impulse response,
T , has length L ≤ min{N C , N G } − 1 and is invariant during the transmission of x. In this case, after discarding the received samples corresponding to the first x C and x G sequences, the unquantized received samples can be collected into the matrix
where
contains additive white Gaussian noise (AWGN) with variance σ 2 w , and the kth column of X ∈ C M ×K equals x P,k when k ∈ {1, . . . ,
T when k > K P . Likewise, we can write (1) in vectorized form as with y vec( Y ), x vec(X), w vec(W ), and ⊗ denoting the Kronecker product. Thus x equals x with the first x C and x G sequences removed.
The output of the few-bit ADC is modeled as
where the quantization Q(·) applies component-wise.
C. Channel Model for Propagation
For signal propagation, we used the 60 GHz WLAN channel model adopted by the 802.11ad task group [3] . A typical realization of the resulting |h| from the "conference room" environment is shown in Fig. 1(a) , which indicates that the channel taps are approximately sparse. The channel powerdelay profile (PDP), empirically estimated from 50 000 realizations, is shown in Fig. 1(b) . There it can be seen that the PDP decays exponentially with lag l, i.e., the index into h.
D. Channel Model for Estimation
For channel estimation, we propose to use a D-state Gaussian-mixture model (GMM) for the channel vector h, which specifies a pdf of the form
where λ l,d ≥ 0 and ν l,d > 0 are the weight and variance of the dth mixture component of the l tap, and
T , with similar definitions for ν l and ν. These parameters can be estimated online from the quantized measurements y using the EM-AMP-based method described in Sec. III-C. 
III. TURBO EQUALIZATION WITH PBIGAMP
Our principle goal is to infer the information bits b from the few-bit measurements y under the block-transmission model from Sec. II-A, the few-bit ADC model from Sec. II-B, and the GMM channel model from Sec. II-D. In particular, we aim to compute the marginal posterior probabilities {p(b i |y)} Nb i=1 , which can be decomposed as
for
The structure in (7) can be visualized using the bipartite factor graph shown in Fig. 2 , where the solid rectangles represent the pdf factors and the open circles represent the variable nodes. We find it convenient to partition the factor graph into two subgraphs: the left subgraph corresponds to soft decoding and the right subgraph corresponds to soft equalization with an unknown channel.
A. Belief Propagation
The posterior bit marginals {p(b i |y)} Nb i=1 can in principle be computed from (7), but doing so is impractical from the standpoint of complexity. A practical alternative is to perform belief-propagation (BP) using the sum-product algorithm (SPA) [17] , which passes messages along the edges of the factor graph in Fig. 2 . However, exact implementation of the SPA is intractable for the soft-equalization subgraph. T generated under a likelihood of the form
where z (n,l) m are known parameters. Throughout this subsection, we typeset random variables in san-serif font (e.g., y m ) and non-random variables in serif font (e.g., y m ) for clarity. Note that, in (8) , z m can be interpreted as noiseless bilinear measurements of the random vectors x [x 0 , . . . ,
T , and p y m |zm (y m |z m ) can be interpreted as a noisy measurement channel.
In [14] , PBiGAMP was derived as a computationally efficient approximation of the SPA for the likelihood model (8) , assuming that z (n,l) m are independent realizations of a zeromean Gaussian random variable. This approximation is, in fact, exact in the large-system limit (i.e., P, N, L → ∞ with fixed N/P and L/P ). PBiGAMP was analyzed in [18] using the replica method from statistical physics.
B. Soft Equalization via PBiGAMP
To apply PBiGAMP to the few-bit SC block-transmission model (2)- (3), we first write the circulant channel matrix as
where [·] m,n extracts the mth row and nth column of its matrix argument. From (8) and (9), we can readily identify the PBiGAMP quantities
where Q −1 (y m ) ⊂ C is the region quantized to y m . We also identify the PBiGAMP dimensions P = N = M K.
For PBiGAMP's prior on h l , we assign the GMM from (4). For PBiGAMP's prior on x n , for data indices n ∈ {(
where δ(·) is the Dirac delta, {s (1) , . . . , s (2 A ) } S is the datasymbol alphabet, and γ n,j = Pr{x n = s (j) } is the prior datasymbol pmf. For pilot indices n = 0, . . . , K P M − 1 and guard indices n ∈ {(K P +k−1)M +N D , . . . , (K P +k)M −1} KD k=1 , we assign the trivial prior p xn (x) = δ(x − x n ) because the pilots and guards take on known deterministic values. The datasymbol pmf {γ n,j } 2 A j=1 is determined by the coded-bit priors coming from the soft decoder, i.e., γ n,j = A a=1 Pr{c n,a = c
A is the coded-bit sequence corresponding to the symbol value s (j) . The PBiGAMP-based soft equalization procedure is summarized in Table I . The derivation is omitted due to space limitations. Steps (E6)-(E7) compute the posterior mean and variance of z m given the likelihood function p y m |zm (y m |z m ) from (12) and the prior z m ∼ CN ( p m , ν p ); for uniform midrise quantization, expressions can be found in [19, Appendix A] . Steps (E15)-(E16) compute the posterior mean and variance of h l given the GMM prior (4) and the likelihood function CN ( r l ; h l , ν r ); these can be computed straightforwardly from [16, Eq. (10) ]. Steps (E17)-(E18) compute the posterior mean and variance of x n given the symbol prior (13) and the likelihood function CN ( q n ; x n , ν q ); since (13) is also a GMM, [16, Eq. (10)] again applies.
The complexity of Table I is dominated by the 4K + 2 DFT-matrix multiplies in steps (E1), (E2), (E5), (E10), (E12), and (E14), which consume O(M K log M ) operations total, or O(log M ) operations per symbol, when an FFT is used. All other lines in Table I consume O(M K) operations total, or O(1) operations per symbol.
For turbo equalization, we alternate soft equalization using PBiGAMP and soft decoding using an off-the-shelf decoder/interleaver. Following the SPA, we pass "extrinsic" information between the subgraphs in Fig. 2 , where the extrinsic probability is defined as the ratio of the posterior probability to the prior probability.
C. Learning the Channel Prior
The GMM prior (4) requires specification of the weights and variances {λ l , ν l } scenario were generated by the MATLAB code from [3] at baud rate 1.76 GHz. Few-bit ADCs applied MMSE uniform mid-rise quantization to the real and imaginary measurements.
The proposed turbo EM-GM-PBiGAMP scheme (with GMM order D = 2) was compared to several benchmarks: turbo GAMP with perfect channel state information (PCSI), turbo EM-GM-PBiGAMP with Bussgang linearization [20] , and pilot-aided channel estimation (using the Golay method from [2]) with Bussgang-linearized LMMSE turbo decoding. Figures 3-5 show the bit error rate (BER) and the channelestimation normalized MSE (NMSE) versus E b /N o for ADCs with ∞-bit, 4-bit, and 2-bit precision, respectively. With an ∞-bit ADC, PBiGAMP achieves a BER that is nearly indistinguishable from the PCSI bound, while Golay/LMMSE is 1 dB worse in BER and 10 dB worse in NMSE. With a 4-bit ADC the results are similar: PBiGAMP and PBiGAMPBussgang still achieve BERs nearly indistinguishable from the PCSI bound (which has degraded 0.25 dB from the ∞-bit case), while again Golay/LMMSE is 1 dB worse in BER and 10 dB worse in NMSE. With a 2-bit ADC, PBiGAMP achieves a BER that is nearly indistinguishable from the PCSI bound (which has degraded 3 dB from the ∞-bit case), but the PBiGAMP-Bussgang and Golay/LMMSE BER traces show a large gap from the PCSI bound at high E b /N o . The 2-bit NMSE traces are non-monotonic as a result of the "stochastic resonance" phenomenon [20] .
Although not shown due to space limitations, we also tested performance with a 1-bit ADC. After reducing the symbol alphabet from 16-QAM to π/2-BPSK (again with R = 1/2 rate coding), PBiGAMP gave performance nearly indistinguishable from the PCSI bound, while the PBiGAMPBussgang and Golay/LMMSE BER traces were far from the PCSI bound. 
