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1 Introduction and Statement of the Main Results
The Wasserstein space P(M) on an Euclidean or Riemannian space M – i.e. the space of
probability measures on M equipped with the L2-Wasserstein distance dW – offers a rich
geometric structure. This allows to develop a far reaching first order calculus, with striking
applications for instance to the reformulation of conservative PDEs on M as gradient flows of
suitable functionals on P(M), see e.g. [Ot], [Vi], [AGS]. A second order calculus was developed
in [RSt] in the particular case of a one-dimensional state space, say M = [0, 1], based on the
construction of a canonical Dirichlet form
EP(u, v) =
∫
P
〈Du(µ), Dv(µ)〉2L2(µ)dPβ(µ) (1.1)
with domain DP ⊂ L2(P,Pβ). Here Du denotes the Wasserstein gradient and Pβ a suitable
measure (”entropic measure”). Among others, this leads to a canonical second order differential
operator and to a canonical continuous Markov process (µt)t≥0, called Wasserstein diffusion.
The goal of this paper is to derive approximations of these objects – Dirichlet form, semigroup,
continuous Markov process – on the infinite dimensional space P := P([0, 1]) in terms of appro-
priate objects on finite dimensional spaces. In particular, we will approximate the Wasserstein
diffusion in terms of interacting systems of Brownian motions.
For each k ∈ N we consider the strongly local, regular Dirichlet form (Ek,Dk) on L2(Rk, ρβk dx)
defined on its core C1(Rk) by
Ek(U, V ) = k
∫
Rk
∇U(x) · ∇V (x) ρβk(x) dx. (1.2)
The density
ρkβ(x1, . . . , xk)
=
Γ(β)eββk
[kΓ(β/k)]k
∫ xk
xk−1
. . .
∫ x2
x1
k∏
i=1
[∫ xi−yi−1
yi−yi−1
0
(
xi − yi−1
yi − yi−1 − zi
)β/k−1
· z−ziβ/ki · (1− zi)−(1−zi)β/k·
· (yi − yi−1)β/k−2 ·
(
cos(piziβ/k)− 1
pi
sin(piziβ/k) · log zi
1− zi
)
dzi
]
dy1 . . . dyk−1
(where y0 := 0, yk := 1) is continuous, positive and bounded from above by
C · [x1(1− xk)]β/(2k)−1 ·
k∏
i=2
(xi − xi−1)β/k−1
1
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on the simplex Σk := {(x1, . . . , xk) : 0 < x1 < . . . < xk < 1} ⊂ Rk and vanishes on Rk \ Σk.
The strong Markov process (Xkt )t≥0 =
(
Xk,1t , . . . , X
k,k
t
)
t≥0
associated with the Dirichlet form
(Ek,Dk) is continuous, reversible and recurrent. At least on those stochastic intervals for which
Xkt (ω) ∈ Σk it can be characterized as the solution to an interacting system of stochastic
differential equations
dXk,it = k
∂ log ρβk
∂xi
(
Xkt
)
dt+
√
2k dW it , i = 1, . . . , k (1.3)
for some k-dimensional Brownian motion (Wt)t≥0.
In many respects, an alternative representation for (1.1) is be more convenient. The map
χ : g 7→ g∗Leb|[0,1] establishes an isometry between the set G of right continuous increasing
functions g : [0, 1) → [0, 1] and P. Here G will be regarded as a convex subset of the Hilbert
space L2([0, 1],Leb). The image of the form (1.1) under the map χ−1 : P → G is given by the
form (E,D) on L2(G,Qβ) with
E(u, v) =
∫
G
〈Du(g),Dv(g)〉 dQβ(g) (1.4)
where Du denotes the Frechet derivative for ”smooth” functions u : G → R and Qβ is the
well-known Dirichlet-Ferguson process with parameter measure β · Leb|[0,1].
Theorem 1.1. (i) For each k ∈ N the Dirichlet form (Ek,Dk) on L2(Rk, ρβk dx) is isomorphic
to a restriction (E,Dk) of the Dirichlet form (E,D) on L2(L2([0, 1],Leb),Qβ). The isomorphism
is induced by the embedding
ι : x 7→
k∑
i=1
xi · 1[ i−1
k
, i
k
)
of Rk into L2([0, 1],Leb) (and of Σk into G).
(ii) The semigroup Tkt associated with (E,Dk) is given explicitly in terms of the semigroup T kt
of the Dirichlet form (Ek,Dk). If g = ι(x) for some x ∈ Rk then
Tkt u(g) = T kt U(x)
with U := u ◦ ι.
(iii) The strong Markov process (gkt )t≥0 on G associated with (E,Dk) is given by
gkt =
k∑
i=1
Xk,it · 1[ i−1
k
, i
k
)
if g0 = ι(x0) and if (X
k
t )t≥0 denotes the Markov process on Rk associated with (Ek,Dk) with
initial condition Xk0 = x0.
(iv) A strong Markov process (µkt )t≥0 on P (not necessarily normal) is defined by
µkt (ω) =
(
gkt (ω)
)
∗
Leb|[0,1] =
1
k
k∑
i=1
δ
Xk,it (ω)
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that is, as the empirical distribution of the process (Xkt )t≥0. It is continuous, recurrent and
reversible with invariant distribution Pβk = (ιP)∗m
β
k obtained as push forward of the measure
mβk(dx) = ρ
β
k(x)dx under the embedding
ιP : Σk → P, x 7→ 1
k
k∑
i=1
xi.
Theorem 1.2. (i) The domains D2k are increasing in k ∈ N with D = ∪kD2k . Therefore,
(E,D2k)→ (E,D) in the sense of Mosco
and, hence, for the associated semigroups and resolvents
T2
k
t → Tt, G2
k
α → Gα strongly in L2(G,Qβ) as k →∞. (1.5)
(ii) For the associated Markov processes on P starting from the respective invariant distribu-
tions we obtain convergence
(µ2
k
t )t≥0 → (µt)t≥0 as k →∞ (1.6)
in distribution weakly on C(R+,P).
A closely related approximation result has been presented by Sebastian Andres and Max-K.
von Renesse [AR]. Their finite dimensional objects are more explicit; the convergence issues in
their approximation, however, are quite delicate.
2 Dirichlet-Ferguson Process, Entropic Measure and Wasser-
stein Diffusion
2.1 The Dirichlet-Ferguson Process
Let G denote the space of all right continuous nondecreasing maps g : [0, 1] → [0, 1] with
g(1) = 1. We will regard G as a convex subset of the Hilbert space L2([0, 1],Leb). The scalar
product in L2([0, 1],Leb) will always be denoted by 〈., .〉.
Proposition 2.1. For each real number β > 0 there exists a unique probability measure Qβ
on G, called Dirichlet-Ferguson process, with the property that for each k ∈ N and each family
0 = t0 < t1 < t2 < . . . < tk−1 < tk = 1
Qβ
(
gt1 ∈ dx1, . . . , gtk−1 ∈ dxk−1
)
=
Γ(β)∏k
i=1 Γ(β · (ti − ti−1))
k∏
i=1
(xi−xi−1)β·(ti−ti−1)−1dx1 . . . dxk−1.
(2.1)
The Dirichlet-Ferguson process can be identified with the normalized distribution of the stan-
dard Gamma process (γt)t≥0: For each β > 0, the law of the process (
γt·β
γβ
)t∈[0,1] is the Dirichlet-
Ferguson process Qβ.
Recall that a right continuous, real valued Markov process (γt)t≥0 starting in zero is called
standard Gamma process if its increments γt−γs are independent and distributed for 0 ≤ s < t
according to Gt−s(dx) = 1Γ(t−s)1[0,∞)(x)x
t−s−1e−xdx.
In [RSt] as well as in [RYZ] a change of variable formula (under composition) has been derived
for the Dirichlet-Ferguson process.
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2.2 The Dirichlet Form on G
Let C1(G) denote the set of all (’cylinder’) functions u : G → R which can be written as
u(g) = U (〈g, ψ1〉, . . . , 〈g, ψn〉) with n ∈ N, U ∈ C1(Rn,R) and ψ1, . . . , ψn ∈ L2([0, 1],Leb). For
u of this form the gradient
Du(g) =
n∑
i=1
∂iU (〈g, ψ1〉, . . . , 〈g, ψn〉) · ψi(.)
exists in L2([0, 1],Leb) and
‖Du(g)‖2 =
∫ 1
0
∣∣∣∣∣
n∑
i=1
∂iU (〈g, ψ1〉, . . . , 〈g, ψn〉) · ψi(s)
∣∣∣∣∣
2
ds.
For u, v ∈ C1(G) we define the Dirichlet integral
E(u, v) =
∫
G
〈Du(g),Dv(g)〉 dQβ(g). (2.2)
Theorem 2.2 ([RSt] Thm. 7.5, 7.8, [DS]). (i) (E,C1(G)) is closable. Its closure (E,D) is a
regular, strongly local, recurrent Dirichlet form on L2(G,Qβ).
(ii) The associated Markov process (gt)t≥0 on G is continuous, reversible and recurrent.
(iii) The Dirichlet form (E,D) satisfies a logarithmic Sobolev inequality with constant 1β .
2.3 The Dirichlet Form on the Wasserstein Space
Let P = P([0, 1]) denote the space of probability measures on the unit interval [0, 1]. The
map χ : G → P, g 7→ g∗Leb|[0,1] establishes a bijection between G and P. The inverse map
χ−1 : P → G, µ 7→ gµ assigns to each probability measure µ ∈ P its inverse distribution
function defined by gµ(t) := inf{s ∈ [0, 1] : µ[0, s] > t} with inf ∅ := 1. The L2-Wasserstein
distance on P is characterized by dW (µ, ν) = ‖gµ − gν‖L2 for all µ, ν ∈ P.
The entropic measure Pβ on P = P([0, 1]) is defined as the push forward of the Dirichlet process
Qβ on G under the map χ.
Corollary 2.3 ([RSt] Thm. 7.17). The image of the Dirichlet form defined above under the
map χ is the regular, strongly local, strongly local, recurrent Dirichlet form EP on L2(P,Pβ),
defined on its core Z1(P) by
EP(u, v) =
∫
P
〈Du(µ), Dv(µ)〉2L2(µ)dPβ(µ). (2.3)
The associated Markov process (µt)t≥0 on P, called Wasserstein diffusion, is given by
µ
(ω)
t = (g
(ω)
t )∗Leb|[0,1].
Here Z1(P) denotes the set of all functions u : P → R which can be written as u(µ) =
U
(∫ 1
0 Ψ1dµ, . . . ,
∫ 1
0 Ψndµ
)
with some n ∈ N, some U ∈ C1(Rn) and some Ψ1, . . . ,Ψn ∈
C1([0, 1]). For u as above we define its ’Wasserstein gradient’ Du(µ) ∈ L2([0, 1], µ) by
Du(µ) =
n∑
i=1
∂iU(
∫
Ψ1dµ, . . . ,
∫
Ψndµ) ·Ψ′i(.)
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with norm
‖Du(µ)‖L2(µ) =
∫ 1
0
∣∣∣∣∣
n∑
i=1
∂iU(
∫
Ψ1dµ, . . . ,
∫
Ψndµ) ·Ψ′i
∣∣∣∣∣
2
dµ
1/2 .
Recall that the tangent space at a given point µ ∈ P can be identified with L2([0, 1], µ).
The analogue to (2.3) on multidimensional spaces has been constructed in [St].
3 The Distribution of Random Means
Let mβ1 = ζ∗Pβ denote the distribution of the random variable ζ : µ 7→
∫ 1
0 x dµ(x) which assigns
to each probability measure µ ∈ P its mean value (random means of the random probability
measure Pβ). Actually, mβ1 coincides with the distribution of the random means of the random
probability measure Qβ, that is, mβ1 = ζ˜∗Qβ where ζ˜ : g 7→
∫ 1
0 t dg(t) assigns to each function
g ∈ G the mean value of the probability measure dg.
Indeed, integration by parts yields
∫ 1
0 t dg(t) =
∫ 1
0 (1 − g(t)) dt =
∫ 1
0 (1 − x)dµ(x) for µ =
g∗Leb. Due to the symmetry of the entropic measure under the transformation x 7→ 1− x the
distribution of
∫ 1
0 (1− x)dµ(x) coincides with mβ1 .
The law of the random means of the Dirichlet-Ferguson process is a well studied quantity. Let
Θβ be the distribution function of m
β
1 . For simplicity, we will restrict ourselves in this section
to the case β ∈ (0, 1). The following result can be found e.g. in [RGN], Proposition 8 and
Proposition 3.
Lemma 3.1. Θβ admits the following representations
Θβ(x) =
1
2
+
1
pi
∫ ∞
0
exp
(
−β
2
∫ 1
0
log
[
1 + t2(x− y)2] dy) · sin(β ∫ 1
0
arctan [t(x− y)] dy
)
dt
t
and
Θβ(x) =
eβ
pi
∫ x
0
(x− y)β−1 · y−βy · (1− y)−β(1−y) · sin(piβy) dy.
Proposition 3.2. The measure mβ1 is absolutely continuous with density ϑβ = (Θβ)
′ given by
ϑβ(x) = βe
β
∫ x
0
(x−y)β−1 ·y−βy ·(1−y)−β(1−y) ·
[
cos(piβy)− 1
pi
sin(piβy) · log y
1− y
]
dy. (3.1)
Proof. The proof requires some care since we are interested in the case β < 1. Put
η(y) =
eβ
βpi
· y−βy · (1− y)−β(1−y) · sin(piβy)
in order to obtain
Θβ(x) = β
∫ x
0
(x− y)β−1 · η(y) dy = β
∫ x
0
yβ−1 · η(x− y) dy.
Differentiating the latter yields (since η(x− y)↘ 0 for y ↗ x)
ϑβ(x) = β
∫ x
0
yβ−1 · η′(x− y) dy = β
∫ x
0
(x− y)β−1 · η′(y) dy.
5
Moreover, calculating η′ gives
η′(y) = eβ · y−βy · (1− y)−β(1−y) ·
[
cos(piβy)− 1
pi
sin(piβy) · log y
1− y
]
.
This proves the claim.
Proposition 3.3. The density ϑ : [0, 1]→ R has the following properties
(i) ϑ is symmetric, i.e. ϑ(x) = ϑ(1− x);
(ii) ϑ is continuous on [0, 1] and C∞ on (0, 1);
(iii) ϑ > 0 on (0, 1) and ϑ(0) = ϑ(1) = 0;
(iv) ϑ(x)/ϑ˜(x)→ 1 as x→ 0 or x→ 1 for ϑ˜(x) := [e · x(1− x)]β;
(v) ∃C ≥ c > 0, e.g. c = cos(piβ/2) and C = 4β[1 + β/e], s.t. for all x ∈ [0, 1]
cϑ˜(x) ≤ ϑ(x) ≤ Cϑ˜(x). (3.2)
Proof. (i) is proven in [RGN], Proposition 6. It also follows immediately from formula (4.1).
(ii) The smoothness inside (0, 1) follows from the representation formula in the previous Propo-
sition. Continuity at the boundary is a consequence of the estimates in (iv).
(iii) is a consequence of (v).
(iv) Using the notations from the proof of the previous Proposition and the fact that η′(y)→ eβ
as y → 0 we obtain
ϑ(x)
(e · x)β =
β
(e · x)β
∫ x
0
(x− y)β−1 · η′(y) dy → β
xβ
∫ x
0
(x− y)β−1 dy = 1
as x→ 0. Combined with the symmetry (i) this proves the claim.
(v) A lower estimate of the form
ϑ(x) ≥ (e · x)β · cos(piβ/2)
for x ≤ 1/2 follows from the estimate η′(y) ≥ eβ · cos(piβ/2), valid for all y ≤ 1/2,
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On the other hand, the estimate
η′(y) ≤ (2e)β ·
[
cos(piβy)− 1
pi
sin(piβy) · log y
1− y
]
≤ (2e)β ·
[
1 +
β
e
]
,
again valid for y ≤ 1/2, implies
ϑ(x) ≤ (2ex)β ·
[
1 +
β
e
]
for all x ≤ 1/2. Due to the symmetry of ϑ this proves the claim.
Remark 3.4. For all x ∈ (0, 1)
• Θβ(x)→ x and ϑβ(x)→ 1 as β → 0
• Θβ(x)→ 12 · 1{ 12}(x) + 1( 12 ,1](x) as β →∞.
4 The Measure mβk in the Multivariate Case
¿From a technical point of view, the main result of this paper is the identification of the
distribution of the random vector
Jˆk(g) =
(∫ 1
0
Φ
(1)
k dg, . . . ,
∫ 1
0
Φ
(k)
k dg
)
(4.1)
under Qβ where
Φ
(i)
k (t) :=

1, for t ∈ [0, i−1k ]
i− kt, for t ∈ [ i−1k , ik ]
0, for t ∈ [ ik , 1].
(4.2)
Note that integration by parts yields∫ 1
0
Φ
(i)
k (t)dg(t) = k
∫ i
k
i−1
k
g(t)dt
for all i = 1, . . . , k and all g ∈ G. Put
mβk :=
(
Jˆk
)
∗
Qβ.
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Theorem 4.1. For any β > 0 and k ∈ N, k ≥ β, the measure mβk on Rk is absolutely
continuous. The density is strictly positive and continuous on the simplex
Σk := {(x1, . . . , xk) : 0 < x1 < . . . < xk < 1} ⊂ Rk
and vanishes on Rk \ Σk. For x ∈ Σk it is given by
ρβk(x1, . . . , xk) =
Γ(β)
Γ(β/k)k
∫ xk
xk−1
. . .
∫ x2
x1
k∏
i=1
[
ϑβ/k
(
xi − yi−1
yi − yi−1
)
· (yi − yi−1)β/k−2
]
dy1 . . . dyk−1
(4.3)
(where y0 := 0, yk := 1) with ϑβ as defined in (3.1).
Proof. Let us start with the simple observation that∫ 1
0
Φ
(i)
k dg = g
(
i− 1
k
)
+
[
g
(
i
k
)
− g
(
i− 1
k
)]
·
∫ 1
0
(1− t)dg˜i(t)
with
g˜i(t) :=
g
(
t+i−1
k
)− g ( i−1k )
g
(
i
k
)− g ( i−1k ) .
Now the crucial fact is that, conditioned on
(
g
(
1
k
)
, . . . , g
(
k−1
k
))
, the processes (g˜i(t))t∈[0,1] for
i = 1, . . . , k are independent and distributed according to Qβ/k. (This can be deduced from
the explicit representation formula for the finite dimensional distributions (2.1), see also [RSt],
Proposition 3.15).
Moreover, according to Proposition 3.2 the distribution of
∫ 1
0 (1− t)dg˜i(t) for Qβ/k-distributed
(g˜i(t))t∈[0,1] is given by dm
β/k
1 (x) = ϑβ/k(x) dx.
Finally, the distribution of the random vector
(
g
(
1
k
)
, . . . , g
(
k−1
k
))
is given explicitly by the
Dirichlet distribution, see formula (2.1).
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Putting these informations together we obtain for each bounded Borel function U on Rk∫
G
U
((∫ 1
0
Φ
(i)
k dg
)
i=1,...,k
)
dQβ
=
∫
G
U
((
g
(
i− 1
k
)
+
[
g
(
i
k
)
− g
(
i− 1
k
)]
·
∫ 1
0
(1− t)dg˜i(t)
)
i=1,...,k
)
dQβ
=
Γ(β)
Γ(β/k)k
∫
Σk−1
[∫
G
. . .
∫
G
U
((
yi−1 + [yi − yi−1] ·
∫ 1
0
(1− t)dg˜i(t)
)
i=1,...,k
)
dQβ/k(g˜1) . . . dQβ/k(g˜k)
] k∏
i=1
(yi − yi−1)β/k−1 dy1 . . . dyk−1
=
Γ(β)
Γ(β/k)k
∫
Σk−1
[∫ 1
0
. . .
∫ 1
0
U
(
(yi−1 + [yi − yi−1] · zi)i=1,...,k
)
k∏
i=1
ϑβ/k(zi) dz1 . . . dzk
]
k∏
i=1
(yi − yi−1)β/k−1 dy1 . . . dyk−1
=
Γ(β)
Γ(β/k)k
∫
Σk−1
[∫ yk
yk−1
. . .
∫ y1
y0
U
(
(xi)i=1,...,k
)
k∏
i=1
[
ϑβ/k
(
xi − yi−1
yi − yi−1
)
· (yi − yi−1)β/k−2
]
dx1, . . . dxk
]
dy1 . . . dyk−1
=
Γ(β)
Γ(β/k)k
∫
Σk
[∫ xk
xk−1
. . .
∫ x2
x1
U
(
(xi)i=1,...,k
)
k∏
i=1
[
ϑβ/k
(
xi − yi−1
yi − yi−1
)
· (yi − yi−1)β/k−2
]
dy1, . . . dyk−1
]
dx1 . . . dxk
=
∫
Σk
U (x1, . . . , xk) · ρβk (x1, . . . , xk) dx1 . . . dxk
with ρβk as defined above (and always with y0 := 0, yk := 1).
The continuity and strict positivity of ρβk on Σk follows from the explicit representation formula
and from the fact that ϑβ/k is smooth and > 0 on (0, 1).
Remark 4.2. The densities ρβk have the following hierarchical structure:
ρk(x1, x2, . . . , xk) = 2
k
∫
Rk
ρβ2k(x1 − ξ1, x1 + ξ1, . . . , xk − ξk, xk + ξk)dξ1 . . . dξk. (4.4)
This is of course a consequence of the fact that they are obtained via projection from the same
measure Qβ and that
Φ
(i)
k =
1
2
(
Φ
(2i−1)
2k + Φ
(2i)
2k
)
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for all k ∈ N and all i = 1, . . . , k. Thus for all U on Rk∫
Rk
U(x)ρβk(x)dx =
∫
R2k
U
(
y1 + y2
2
, . . . ,
y2k−1 + y2k
2
)
ρβ2k(y)dy
=
∫
Rk
U(x)
[
2k
∫
Rk
ρβ2k(x1 − ξ1, x1 + ξ1, . . . , xk − ξk, xk + ξk)dξ1 . . . dξk
]
dx.
Proposition 4.3. (i) There exists a constant C = Cβ,k such that for all x ∈ Σk:
ρβk(x1, . . . , xk) ≤ C · [x1(1− xk)]β/(2k)−1 ·
k∏
i=2
(xi − xi−1)β/k−1 . (4.5)
(ii) For all l ∈ {1, . . . , k − 1} there exist continuous functions γ1 > 0 on Σl and γ2 > 0 on
Σk−l such that
ρβk(x) ≥ γ1(x1, . . . , xl) · γ2(xl+1, . . . , xk) · (xl+1 − xl)2β/k−1 (4.6)
for all x ∈ Σk with |xl+1 − xl| ≤ 14 min{|xl − xl−1|, |xl+2 − xl+1|}.
Proof. (i) Using the fact that ϑβ/k ≤ C and the trivial estimate (a+ b)−p ≤ 2−p · a−p/2 · b−p/2
(∀a, b, p > 0) we obtain
ρβk(x1, . . . , xk)
≤ Ck · Γ(β)
Γ(β/k)k
∫ xk
xk−1
. . .
∫ x2
x1
k∏
i=1
(yi − yi−1)β/k−2 dy1 . . . dyk−1
≤ Ck · Γ(β)
Γ(β/k)k
· 2β−2k
∫ xk
xk−1
. . .
∫ x2
x1
k∏
i=1
(yi − xi)β/(2k)−1 · (xi − yi−1)β/(2k)−1 dy1 . . . dyk−1
= Ck · Γ(β)
Γ(β/k)k
[
Γ(β/(2k))2
Γ(β/k)
]k−1
· 2β−2k · [x1(1− xk)]β/(2k)−1 ·
k∏
i=2
(xi − xi−1)β/k−1 .
(ii) We assume k > 2β and 2 ≤ l ≤ k − 2. (The cases l = 1 and l = k − 1 require some
modifications.) Fix x ∈ Σk as above and put δ := |xl+1 − xl|. In the representation formula
(4.3) for ρβk , restrict the interval of integration for dyl−1 from [xl−1, xl] to [xl − 2δ, xl − δ] and
that for dyl+1 from [xl+1, xl+2] to [xl+1 + δ, xl+1 + 2δ]. Moreover, use the lower estimate (3.2)
for the ϑβ/k
(
xi−yi−1
yi−yi−1
)
for i ∈ {l, l + 1} to obtain the estimate
ρβk(x1, . . . , xk)
≥ C ·
∫ x2
x1
. . .
∫ xl−1
xl−2
∫ xl−δ
xl−2δ
∫ xl+1
xl
∫ xl+1+2δ
xl+1+δ
∫ xl+3
xl+2
. . .
∫ xk
xk−1∏
i∈{1,...,l−1}∪{l+2,...,k}
[
ϑβ/k
(
xi − yi−1
yi − yi−1
)
· (yi − yi−1)β/k−2
]
·
·(xl − yl−1)β/k · (yl − xl)β/k · (xl+1 − yl)β/k · (yl+1 − xl+1)β/k ·
·(yl − yl−1)−β/k−2 · (yl+1 − yl)−β/k−2 dy1 . . . dyk−1.
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Here and in the rest of the proof C always denotes a constant > 0 changing from line to line.
Now we use the lower estimates
(xl − yl−1)β/k ≥ δβ/k , (yl+1 − xl+1)β/k ≥ δβ/k,
(yl − yl−1)−β/k−2 ≥ (3δ)−β/k−2 , (yl+1 − yl)−β/k−2 ≥ (3δ)−β/k−2,
(yl−1 − yl−2)β/k ≥ (xl − yl−2)β/k , (yl+2 − yl+1)β/k ≥ (yl+2 − xl+1)β/k,
ϑβ/k
(
xl−1 − yl−2
yl−1 − yl−2
)
≥ ϑβ/k
(
xl−1 − yl−2
xl − yl−2
)
, ϑβ/k
(
xl+2 − yl+1
yl+2 − yl+1
)
≥ ϑβ/k
(
yl+2 − xl+2
yl+2 − xl+1
)
valid for all yl−1, yl, y+1 in the restricted domains of integration. Moreover, we put
γ1(x1, . . . , xl) :=
∫ x2
x1
. . .
∫ xl−1
xl−2
∏
i∈{1,...,l−2}
[
ϑβ/k
(
xi − yi−1
yi − yi−1
)
· (yi − yi−1)β/k−2
]
·
·ϑβ/k
(
xl−1 − yl−2
xl − yl−2
)
· (xl − yl−2)β/k dyl−2 . . . dy1
and similarly
γ2(xl+1, . . . , xk) :=
∫ xl+3
xl+2
. . .
∫ xk
xk−1
∏
i∈{l+3,...,k}
[
ϑβ/k
(
xi − yi−1
yi − yi−1
)
· (yi − yi−1)β/k−2
]
·
·ϑβ/k
(
yl+2 − xl+2
yl+2 − xl+1
)
· (yl+2 − xl+1)β/k dyk−1 . . . dyl+2.
Then we obtain
ρβk(x1, . . . , xk)
≥ C · γ1(x1, . . . , xl) · γ2(xl+1, . . . , xk) ·
·δ−4 ·
∫ xl−δ
xl−2δ
∫ xl+1
xl
∫ xl+1+2δ
xl+1+δ
(yl − xl)β/k · (xl+1 − yl)β/k dyl−1dyldyl+1
= C · γ1(x1, . . . , xl) · γ2(xl+1, . . . , xk) · δ2β/k−1.
This proves the claim.
Remark: We do not know whether the exponent 2β/k − 1 in the previous lower estimate can
be improved to β/k − 1. In the upper estimate, the exponent β/k − 1 is certainly optimal.
5 Projections, Isomorphisms, Approximations
5.1 Finite Dimensional Projections
For each linear subspace H ⊂ L2([0, 1],Leb) let C1H(G) denote the set of all functions u : G →
R which can be written as u(g) = U (〈g, ψ1〉, . . . , 〈g, ψn〉) with n ∈ N, U ∈ C1(Rn,R) and
ψ1, . . . , ψn ∈ H. Moreover, let DH denote the closure of C1H(G) in D = Dom(E) w.r.t. the
norm (E + ‖.‖2
L2(Qβ))
1/2. Then (E,DH) is a – not necessarily densely defined – Dirichlet form
on L2(G,Qβ).
More precisely, let VH denote the closure of DH in L2(G,Qβ). Then (E,DH) is a closed quadratic
form in VH . As usual, there exist a strongly continuous semigroup (THt )t≥0 and a resolvent
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(GHα )α>0, both consisting of Markovian operators on VH . Let piH : L2(G,Qβ) → VH be the
orthogonal projection onto the closed linear subspace VH . Then a semigroup on L2(G,Qβ) –
not necessarily strongly continuous, however – can be constructed by
TˆHt := THt ◦ pˆiH . (5.1)
The projection pˆiHu of u ∈ L2(G,Qβ) can be characterized as the conditional expectation
pˆiHu(g) =
∫
G
u(g˜)Qβ (dg˜ |{〈g˜, ϕ〉 = 〈g, ϕ〉 for all ϕ ∈ H})
of the random variable u : g˜ 7→ u(g˜) on G under the condition {〈g˜, ϕ〉 = 〈g, ϕ〉 for all ϕ ∈ H}.
5.2 Monotone Convergence
Let (H(k))∈N be an increasing family of linear subspaces with L2([0, 1],Leb) =
⋃
kH(k) and
define DH(k) as above. Then DH(k) ↗ with
⋃
k DH(k) = D. In particular,
(E,DH(k))→ (E,D) in the sense of Mosco for k →∞.
Hence, if TˆH(k)t and Gˆ
H(k)
α denote the semigroup and resolvent operators on L2(G,Qβ) associated
with (E,DH(k)) and if Tt and Gα denote the corresponding operators associated with (E,D)
then
TˆH(k)t → Tt, GˆH(k)α → Gα strongly in L2(G,Qβ) as k →∞,
cf. [RSi].
5.3 Isomorphisms I
Let H be finite dimensional with basis H = {ϕ(1), . . . , ϕ(k)} and consider the map
JˆH : L2([0, 1],Leb)→ Rk, g 7→
(
〈g, ϕ(1)〉, . . . , 〈g, ϕ(k)〉
)
.
Its restriction to H – denoted by JH – is a vector space isomorphism with J −1H : Rk →
H, x 7→ ∑ki,j=1 xia−1ij ϕ(j) where (a−1ij ) denotes the inverse of the matrix (aij) defined by
aij = 〈ϕ(i), ϕ(j)〉. This map induces an isomorphism between C1(Rk) and C1H(G):
U ∈ C1(Rk) U=u◦J
−1
H←→ u ∈ C1H(G).
Let mβH denote the distribution of the random vector
(〈g, ϕ(1)1〉, . . . , 〈g, ϕ(k)〉), that is, mβH :=
(JˆH)∗Qβ and define a pre-Dirichlet form on L2(Rk,mβH) =
{
u ◦ J −1H : u ∈ VH
}
by
EH(U, V ) :=
k∑
i,j=1
aij
∫
Rk
∂iU(x)∂jV (x) dm
β
H(x) (5.2)
for U, V ∈ C1(Rk). This form is closable – since the closable form (E,C1H(G)) is isomorphic to
it – with closure being a strongly local Dirichlet form on L2(Rk,mβH) with domain
DH =
{
u ◦ J −1H : u ∈ DH
}
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and with
EH(U, V ) = E(U ◦ JˆH, V ◦ JˆH)
for U, V ∈ DH, cf. [FOT].
Let (THt )t>0 denote the semigroup associated with (EH,DH). Then for all u ∈ VH ⊂ L2(G,Qβ)
THt u =
(
THt U
) (JˆH) (5.3)
with U ∈ L2(Rk,mβH) such that u = U ◦ JˆH.
5.4 Standard Approximations
For each k ∈ N let us from now on fix the linear subspace H(k) ⊂ L2([0, 1],Leb) spanned by
the orthogonal system H(k) = {ϕ(1)k , . . . , ϕ(k)k } with
ϕ
(i)
k (t) := k · 1( i−1
k
i
k
](t).
To simplify notation, write mβk ,Jk, Ek, T kt etc. instead of mβH(k),JH(k), EH(k), T
H(k)
t , resp.
Note that in this case
Jˆk(g) =
(
k
∫ 1
k
0
g(t)dt, . . . , k
∫ 1
k−1
k
g(t)dt
)
=
(∫ 1
0
Φ
(1)
k dg, . . . ,
∫ 1
0
Φ
(k)
k dg
)
with Φ
(i)
k as introduced in (4.2). Hence,the measure m
β
k := (Jˆk)∗Qβ on Rk coincides with the
measure investigated in detail in the previous chapter. In particular,
dmβk(x) = ρ
β
k(x) dx
with ρβk given by formula (4.3). Recall that ρ
β
k is continuous and > 0 on the open simplex
Σk ⊂ Rk and that it vanishes on Rk \ Σk.
The Dirichlet form (Ek,Dk) on L2(Rk, ρβk) is given explicitly on its core C1(Rk) by
Ek(U, V ) = k
∫
Rk
∇U(x) · ∇V (x) dmβk(x) (5.4)
with ∇U denoting the gradient of U on Rk. If we regard it as a Dirichlet form on L2(Σk, ρβk)
then it is regular, strongly local and recurrent. (Indeed, {u|Σk : u ∈ C1(Rk)} is dense in C(Σk)
as well as in Dk. Strong locality and recurrence is inherited from (E,D).)
The semigroup (T kt )t≥0 associated with (Ek,Dk) can be represented as
T kt u(x) = Ex
[
u
(
Xkt
)]
(5.5)
(for all Borel functions u ∈ L2(Σk, ρβk) and a.e. x ∈ Σk) in terms of a strong Markov process
(Xkt )t≥0 =
(
Xk,1t , . . . , X
k,k
t
)
t≥0
with state space Σk, defined on some probability space (Ω,F ,Px)x∈Σk and canonically associ-
ated with (Ek,Dk). This process is continuous, recurrent and reversible w.r.t. mβk . At least on
those stochastic intervals for which Xkt (ω) ∈ Σk it can be characterized as the solution to an
interacting system of stochastic differential equations
dXk,it = k
∂ log ρβk
∂xi
(
Xkt
)
dt+
√
2k dW it , i = 1, . . . , k (5.6)
for some k-dimensional Brownian motion (Wt)t≥0.
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5.5 Isomorphisms II
Let Gk := G∩H(k) denote the subset of those g ∈ G which are constant on each of the intervals
[ i−1k ,
i
k ) for i = 1, . . . , k. Then
J −1k : Σk → Gk, x 7→
k∑
i=1
xi · 1[ i−1
k
, i
k
)
is a bijection. It maps the strong Markov process (Xkt )t≥0 on Σk onto a strong Markov process
(gkt )t≥0 on Gk with
gkt (ω) := J −1k
(
Xkt (ω)
)
=
k∑
i=1
Xk,it (ω) · 1[ i−1
k
, i
k
). (5.7)
Now recall that the Hilbert space Vk := C1k(G)
L2(G,Qβ)
coincides with
{
U ◦ Jk : U ∈ L2(Rk,mβk)
}
.
Hence, (5.3) together with (5.5) and (5.7) imply
Tkt u(g) = Eg
[
u
(
gkt
)]
= EJk(g)
[
u
(
k∑
i=1
Xk,it · 1[ i−1
k
, i
k
)
)]
(5.8)
for all Borel functions u ∈ Vk and a.e. g ∈ G. Finally, according to (5.1)
Tˆkt u(g) = EJk(g)
[
uk
(
k∑
i=1
Xk,it · 1[ i−1
k
, i
k
)
)]
(5.9)
for all Borel functions u ∈ L2(G,Qβ) and a.e. g ∈ G with uk = pˆiku being the projection of u
onto Vk (or, in other words, the conditional expectation of u).
This process canonically extends to a – not necessarily normal – strong Markov process (gkt )t≥0
on G, projecting the initial data by means of the map
pik := J −1k ◦ Jˆk : G → Gk, g 7→
1
k
k∑
i=1
〈g, ϕ(i)k 〉ϕ(i)k .
5.6 Isomorphisms III
Let Pk denote the subset of µ ∈ P which can be represented as µ = 1k
∑k
i=1 δxi for suitable
x1, . . . , xk ∈ [0, 1]. The maps χ : Gk 7→ Pk and Ik := Jk ◦ χ−1 : Pk → Σk establish canonical
isomorphisms. The inverse of the latter
I−1k : x 7→
1
k
k∑
i=1
δxi
defines the canonical embedding of Σk into P. On the other hand, the map
Iˆk := Jˆk ◦ χ−1 : P → Σk
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can be characterized as follows: Each µ ∈ P can be represented uniquely as µ = 1k
∑k
i=1 µi with
probability measures µi supported on [yi−1, yi] for suitable 0 ≤ y1 ≤ . . . ≤ yk ≤ 1. (Indeed,
yi = inf{t ≥ 0 : µ([0, t]) > ik for each i = 1, . . . , k.) Then
Iˆk(µ) = (x1, . . . , xk)
with xi = x
µ
i =
∫ 1
0 t dµi(t) being the mean value of the probability measure µi.
In particular, the projection pik = I−1k ◦ Iˆk : P → Pk is defined by
µ 7→ 1
k
k∑
i=1
δxµi .
Let (µkt )t≥0 be the image of the strong Markov process (gkt )t≥0 under the bijection χ : g 7→
g∗Leb|[0,1]. Then
µkt (ω) =
1
k
k∑
i=1
δ
Xk,it (ω)
.
In other words, the strong Markov process (µkt )t≥0 on Pk is the empirical distribution of the
strong Markov process (Xkt )t≥0 on Σk.
Finally, a probabilistic representation – similar to that for
(
Tˆkt
)
t≥0
– also holds true for the
semigroup
(
TˆkP,t
)
t≥0
associated with the Dirichlet form (EP ,DP) on L2(P,Pβ):
TˆkP,tu(µ) = Exµ
[
uk
(
1
k
k∑
i=1
δ
Xk,it
)]
(5.10)
for all Borel functions u ∈ L2(P,Pβ) and a.e. µ ∈ P and with xµ := Ik(µ).
6 Convergence
6.1 Convergence of Finite Dimensional Distributions
Note that H(2k) ⊂ H(2n) for k, n ∈ N, k ≤ n, and thus D2k ⊂ D2n , V2k ⊂ V2n . According to
section 5.1
T2
k
t u→ Ttu in L2(G,Qβ) as k →∞ (6.1)
for all u ∈ V∞ := ⋃n∈NV2n . The latter is a dense subset in L2(G,Qβ). The previous in
particular implies
〈u,T2kt v〉L2(G,Qβ) → 〈u,Ttv〉L2(G,Qβ) as k →∞ (6.2)
for all u, v ∈ V∞ and thus
EQβk
[
u(g2
k
0 ) · v(g2
k
t )
]
→ EQ [u(g0) · v(gt)] as k →∞ (6.3)
for all u, v ∈ C(G).
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The Markov property of the processes (gt)t≥0 and (g2
k
t )t≥0 together with their invariance w.r.t.
the measures Qβ and Qβ
2k
allows to iterate this argumentation which then yields
EQβ
2k
[
u1(g
2k
t1 ) · u2(g2
k
t2 ) · . . . · uN (g2
k
tN
)
]
=
∫
G
u1 · T2kt1−t0
(
u2 · T 2kt2−t1
(
u3 · . . . · T 2ktN−tN−1uN
)
. . .
)
dQβ
2k
↓
=
∫
G
u1 · Tt1−t0
(
u2 · Tt2−t1
(
u3 · . . . · TtN−tN−1uN
)
. . .
)
dQβ
= EQβ [u1(gt1) · u2(gt2) · . . . · uN (gtN )]
as k → ∞ for all N ∈ N, all 0 ≤ t1 < . . . < tN and all u1, . . . , uN ∈ C(G). Since functions
U ∈ C(GN ) can be approximated uniformly by linear combinations of functions of the form
U(g1, g2, . . . , gn) =
∏N
n=1 un(gn) it follows that
EQβ
2k
[
U(g2
k
t1 , g
2k
t2 , . . . , g
2k
tN
)
]
→ EQβ [U(gt1 , gt2 , . . . , gtN )]
as k →∞ for all N ∈ N, all 0 ≤ t1 < . . . < tN and all U ∈ C(GN ). That is, we have proven the
convergence
(g2
k
t )t≥0 → (gt)t≥0 as k →∞ (6.4)
in the sense of weak convergence of the finite dimensional distributions of the processes, started
with their respective invariant distributions. By means of the various isomorphisms presented
before, this can be equivalently restated as convergence
(µ2
k
t )t≥0 → (µt)t≥0 as k →∞, (6.5)
again in the sense of weak convergence of the finite dimensional distributions of the processes,
started with their respective invariant distributions. Here (µt)t≥0 denotes the Wasserstein
diffusion on P – associated with the Dirichlet form (1.1) – with the entropic measure Pβ as
invariant distribution and
µ2
k
t (ω) =
1
2k
2k∑
i=1
δ
X2
k,i
t (ω)
with
(
X2
k,i
t
)
t≥0
being the continuous Markov process on the simplex Σ2k – associated with
the Dirichlet form (5.4) – with invariant distribution ρβ
2k
(x)dx.
6.2 Convergence of Processes
Convergence of the processes
(g2
k
t )t≥0 → (gt)t≥0 as k →∞
will follow from the convergence (6.4) of the respective finite dimensional distributions provided
we prove tightness of the family (g2
k
t )t≥0, k ∈ N in C(R+,G). The latter is equivalent to tightness
of
(
〈ψ, g2kt 〉
)
t≥0
, k ∈ N in C(R+,R) for all ψ ∈ L2([0, 1],Leb). It suffices to verify this for a
dense subset of ψ, e.g. for all ψ ∈ ⋃∞l=1H(2l) ⊂ L2([0, 1],Leb).
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Fix ψ ∈ H(2l) for some l ∈ N with ‖ψ‖ = 1. For each k ∈ N, k ≥ l the continuous function
u(g) := 〈ψ, g〉 lies in V2k with energy E(u) = ‖ψ‖2 = 1 and square field operator
Γ〈u〉(g) = 1 (6.6)
for a.e. g ∈ G.
Given T > 0, the process (
u(g2
k
t )
)
t∈[0,T ]
admits a Lyons-Zheng decomposition
u(g2
k
t )− u(g2
k
0 ) =
1
2
M
(2k)
t −
1
2
[
M
(2k)
T −M (2
k)
T−t
]
◦ rT
into a forward martingale and a backward martingale. According to (6.6) the quadratic varia-
tion of the forward martingale – as well as that of the backward martingale – is given by
〈M (2k)〉t = t,
uniformly in g ∈ G and k ∈ N, k ≥ l. Hence, using hitting probabilities of 1-dimensional
Brownian motions we deduce for any R > 0 and uniformly in k ∈ N, k ≥ l,
PQβ
2k
[
sup
t∈[0,T ]
(
u(g2
k
t )− u(g2
k
0 )
)
> R
]
≤ PQβ
2k
[
sup
t∈[0,T ]
M
(2k)
t > R
]
+PQβ
2k
[
sup
t∈[0,T ]
(
M
(2k)
T −M (2
k)
T−t
)
◦ rT > R
]
≤ 2
√
2
pi
exp
(
−(R/2)
2
2T
)
.
Since we already know that the 1-dimensional distributions g2
k
0 converge, this proves tightness
of the family of processes (
u(g2
k
t )
)
t∈[0,T ]
=
(
〈ψ, g2kt 〉
)
t∈[0,T ]
for k ∈ N. Since this holds for all ψ ∈ ⋃∞l=1H(2l) it implies tightness of the family (g2kt )t≥0, k ∈
N, and thus convergence of the processes
(g2
k
t )t≥0 → (gt)t≥0 as k →∞.
Applying the usual isomorphism, this may be restated as convergence of the processes
(µ2
k
t )t≥0 → (µt)t≥0 as k →∞
in C(R+P).
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6.3 Final Remarks
Given k ∈ N a mapping J˜k : G → Σk – very similar to our mapping Jˆk from (4.1) – is obtained
by replacing the functions Φ
(i)
k from (4.2) by Φ˜
(i)
k (x) := 1[0, 2i−1
2k
](x) which leads to
J˜k(g) =
(∫ 1
0
Φ˜
(i)
k dg
)
i=1,...,k
=
(
g
(
2i− 1
2k
))
i=1,...,k
.
In this case, the identification of the push forward measure m˜βk := (J˜k)∗Qβ on Σk is much
easier. Indeed, it is absolutely continuous with density
ρ˜k(x) = C · [x1(1− xk)]β/(2k)−1 ·
k∏
i=2
(xi − xi−1)β/k−1 .
The strong Markov process on Σk associated with the Dirichlet form E˜k(U) = k
∫
Σk
|∇U |2ρ˜βk dx
on L2(Σk, ρ˜
β
k dx) admits a very explicit characterization: at least on those stochastic intervals
on which the process is in the interior of the simplex it is a weak solution to the coupled system
of stochastic differential equations
dXk,it =
[
βi−1 − k
Xk,i−1t −Xk,it
− βi − k
Xk,it −Xk,i+1t
]
dt+
√
2k dW it , i = 1, . . . , k (6.7)
for some k-dimensional Brownian motion (Wt)t≥0 and with X
k,0
t := 0, X
k,k+1
t := 1. Here
β0 = βk = β/2 and βi = β for i = 1, . . . , k − 1. This is essentially the approximation used by
S. Andres and M.-K- von Renesse [AR].
The fundamental disadvantage, however, is that the functions g 7→ ∫ 10 Φ˜(i)k dg are no longer
in the domain of the Dirichlet form E. More generally, for any non-constant U ∈ C1(Rk) the
function u(g) := U(J˜k(g)) is neither continuous on G nor does it belong to D.
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