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Abstract
In this paper we prove that in appropriate weighted Sobolev spaces, in the case of no bound
states, the scattering map of the Korteweg-de Vries (KdV) on R is a perturbation of the Fourier
transform by a regularizing operator. As an application of this result, we show that the difference of
the KdV flow and the corresponding Airy flow is 1-smoothing.
1 Introduction
In the last decades the problem of a rigorous analysis of the theory of infinite dimensional integrable
Hamiltonian systems in 1-space dimension has been widely studied. These systems come up in two
setups: (i) on compact intervals (finite volume) and (ii) on infinite intervals (infinite volume). The
dynamical behaviour of the systems in the two setups have many similar features, but also distinct ones,
mostly due to the different manifestation of dispersion.
The analysis of the finite volume case is now quite well understood. Indeed, Kappeler with collabo-
rators introduced a series of methods in order to construct rigorously Birkhoff coordinates (a cartesian
version of action-angle variables) for 1-dimensional integrable Hamiltonian PDE’s on T. The program
succeeded in many cases, like Korteweg-de Vries (KdV) [KP03], defocusing and focusing Nonlinear
Schrödinger (NLS) [GK14, KLTZ09]. In each case considered, it has been proved that there exists a
real analytic symplectic diffeomorphism, the Birkhoff map, between two scales of Hilbert spaces which
conjugate the nonlinear dynamics to a linear one.
An important property of the Birkhoff map Φ of the KdV on T and its inverse Φ−1 is the semi-linearity,
i.e., the nonlinear part of Φ respectively Φ−1 is 1-smoothing. A local version of this result was first
proved by Kuksin and Perelman [KP10] and later extended globally by Kappeler, Schaad and Topalov
[KST13]. It plays an important role in the perturbation theory of KdV – see [Kuk10] for randomly
perturbed KdV equations and [ET13b] for forced and weakly damped problems. The semi-linearity of
Φ and Φ−1 can be used to prove 1-smoothing properties of the KdV flow in the periodic setup [KST13].
The analysis of the infinite volume case was developed mostly during the ’60-’70 of the last century,
starting from the pioneering works of Gardner, Greene, Kruskal and Miura [GGKM67, GGKM74] on
the KdV on the line. In these works the authors showed that the KdV can be integrated by a scattering
transform which maps a function q, decaying sufficiently fast at infinity, into the spectral data of the
operator L(q) := −∂2x + q. Later, similar results were obtained by Zakharov and Shabat for the NLS
on R [ZS71], by Ablowitz, Kaup, Newell and Segur for the Sine-Gordon equation [AKNS74], and by
Flaschka for the Toda lattice with infinitely many particles [Fla74]. Furthermore, using the spectral
data of the corresponding Lax operators, action-angle variables were (formally) constructed for each of
the equations above [ZF71, ZM74, McL75b, McL75a]. See also [NMPZ84, FT87, AC91] for monographs
about the subject. Despite so much work, the analytic properties of the scattering transform and of the
action-angle variables in the infinite volume setup are not yet completely understood. In the present
paper we discuss these properties, at least for a special class of potentials.
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The aim of this paper is to show that for the KdV on the line, the scattering map is an analytic
perturbation of the Fourier transform by a 1-smoothing nonlinear operator. With the applications we
have in mind, we choose a setup for the scattering map so that the spaces considered are left invariant
under the KdV flow. Recall that the KdV equation on R{
∂tu(t, x) = −∂
3
xu(t, x)− 6u(t, x)∂xu(t, x) ,
u(0, x) = q(x) ,
(1.1)
is globally in time well-posed in various function spaces such as the Sobolev spaces HN ≡ HN (R,R), N ∈
Z≥2 ( e.g. [BS75, Kat79, KPV93]), as well as on the weighted spacesH2N∩L2M , with integersN ≥M ≥ 1
[Kat83], endowed with the norm ‖ · ‖H2N + ‖ · ‖L2M . Here L
2
M ≡ L
2
M (R,C) denotes the space of complex
valued L2-functions satisfying ‖q‖L2M :=
(∫∞
−∞(1 + |x|
2)M |q(x)|2dx
) 1
2
<∞.
Introduce for q ∈ L2M with M ≥ 4 the Schrödinger operator L(q) := −∂
2
x + q with domain H
2
C
,
where, for any integer N ∈ Z≥0, HNC := H
N (R,C). For k ∈ R denote by f1(q, x, k) and f2(q, x, k) the
Jost solutions, i.e. solutions of L(q)f = k2f with asymptotics f1(q, x, k) ∼ e
ikx, x → ∞, f2(q, x, k) ∼
e−ikx, x → −∞. As fi(q, ·, k), fi(q, ·,−k), i = 1, 2, are linearly independent for k ∈ R \ {0}, one can
find coefficients S(q, k), W (q, k) such that for k ∈ R \ {0} one has
f2(q, x, k) =
S(q,−k)
2ik
f1(q, x, k) +
W (q, k)
2ik
f1(q, x,−k) ,
f1(q, x, k) =
S(q, k)
2ik
f2(q, x, k) +
W (q, k)
2ik
f2(q, x,−k) .
(1.2)
It’s easy to verify that the functions W (q, ·) and S(q, ·) are given by the wronskian identities
W (q, k) := [f2, f1] (q, k) := f2(q, x, k)∂xf1(q, x, k)− ∂xf2(q, x, k)f1(q, x, k) , (1.3)
and
S(q, k) := [f1(q, x, k), f2(q, x,−k)] , (1.4)
which are independent of x ∈ R. The functions S(q, k) and W (q, k) are related to the more often used
reflection coefficients r±(q, k) and transmission coefficient t(q, k) by the formulas
r+(q, k) =
S(q,−k)
W (q, k)
, r−(q, k) =
S(q, k)
W (q, k)
, t(q, k) =
2ik
W (q, k)
∀ k ∈ R \ {0} . (1.5)
It is well known that for q real valued the spectrum of L(q) consists of an absolutely continuous part,
given by [0,∞), and a finite number of eigenvalues referred to as bound states, −λn < · · · < −λ1 < 0
(possibly none). Introduce the set
Q :=
{
q : R→ R , q ∈ L24 : W (q, 0) 6= 0, q without bound states
}
. (1.6)
We remark that the property W (q, 0) 6= 0 is generic. In the sequel we refer to elements in Q as generic
potentials without bound states. Finally we define
QN,M := Q∩HN ∩ L2M , N ∈ Z≥0, M ∈ Z≥4.
We will see in Lemma 3.8 that for any integers N ≥ 0, M ≥ 4, QN,M is open in HN ∩ L2M .
Our main theorem analyzes the properties of the scattering map q 7→ S(q, ·) which is known to
linearize the KdV flow [GGKM74]. To formulate our result on the scattering map in more details let S
denote the set of all functions σ : R→ C satisfying
(S1) σ(−k) = σ(k), ∀k ∈ R;
(S2) σ(0) > 0.
For M ∈ Z≥1 define the real Banach space
HMζ := {f ∈ H
M−1
C
: f(k) = f(−k), ζ∂Mk f ∈ L
2} , (1.7)
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where ζ : R→ R is an odd monotone C∞ function with
ζ(k) = k for |k| ≤ 1/2 and ζ(k) = 1 for k ≥ 1 . (1.8)
The norm on HMζ is given by
‖f‖2HMζ
:= ‖f‖2HM−1
C
+
∥∥ζ∂Mk f∥∥2L2 .
For any N,M ∈ Z≥0 let
S
M,N := S ∩HMζ ∩ L
2
N . (1.9)
Different choices of ζ, with ζ satisfying (1.8), lead to the same Hilbert space with equivalent norms. We
will see in Lemma 3.9 that for any integers N ≥ 0, M ≥ 4, SM,N is an open subset of HMζ ∩ L
2
N .
Moreover let F± be the Fourier transformations defined by F±(f) =
∫ +∞
−∞ e
∓2ikxf(x) dx. In this setup,
the scattering map S has the following properties – see Appendix B for a discussion of the notion of real
analytic.
Theorem 1.1. For any integers N ≥ 0, M ≥ 4, the following holds:
(i) The map
S : QN,M → SM,N , q 7→ S(q, ·)
is a real analytic diffeomorphism.
(ii) The maps A := S −F− and B := S−1 −F−1− are 1-smoothing, i.e.
A : QN,M → HMζ ∩ L
2
N+1 and B : S
M,N → HN+1 ∩ L2M−1 .
Furthermore they are real analytic maps.
As a first application of Theorem 1.1 we prove analytic properties of the action variable for the KdV
on the line. For a potential q ∈ Q, the action-angle variable were formally defined for k 6= 0 by Zakharov
and Faddeev [ZF71] as the densities
I(q, k) :=
k
π
log
(
1 +
|S(q, k)|2
4k2
)
, θ(q, k) := arg (S(q, k)) , k ∈ R \ {0} . (1.10)
We can write the action as
I(q, k) := −
k
π
log
(
4k2
4k2 + S(q, k)S(q,−k)
)
, k ∈ R \ {0} . (1.11)
By Theorem 1.1, S(q, ·) ∈ S , thus property (S2) implies that limk→0 I(q, k) exists and equals 0. Fur-
thermore, by (S1), the action I(q, ·) is an odd function in k, and strictly positive for k > 0. Thus we
will consider just the case k ∈ [0,+∞). The properties of I(q, ·) for k near 0 and k large are described
separately.
Corollary 1.2. For any integers N ≥ 0, M ≥ 4, the maps
QN,M → L12N+1([1,+∞),R) , q 7→ I(q, ·)|[1,∞)
and
QN,M → HM ([0, 1],R) , q 7→ I(q, ·)|[0,1] +
k
π
ln
(
4k2
4(k2 + 1)
)
are real analytic. Here I(q, ·)|[1,∞) (respectively I(q, ·)|[0,1]) denotes the restriction of the function k 7→
I(q, k) to the interval [1,∞) (respectively [0, 1]).
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Finally we compare solutions of (1.1) to solutions of the Cauchy problem for the Airy equation on R,{
∂tv(t, x) = −∂
3
xv(t, x)
v(0, x) = p(x)
(1.12)
Being a linear equation with constant coefficients, one sees that the Airy equation is globally in time
well-posed on HN and H2N ∩ L2M , with integers N ≥M ≥ 1 (see Remark 5.2 below). Denote the flows
of (1.12) and (1.1) by U tAiry(p) := v(t, ·) respectively U
t
KdV (q) := u(t, ·). Our third result is to show
that for q ∈ H2N ∩ L2M with no bound states and W (q, 0) 6= 0, the difference U
t
KdV (q) − U
t
Airy(q) is
1-smoothing, i.e. it takes values in H2N+1. More precisely we prove the following theorem.
Theorem 1.3. Let N , M be integers with N ≥ 2M ≥ 8. Then the following holds true:
(i) QN,M is invariant under the KdV flow.
(ii) For any q ∈ QN,M the difference U tKdV (q) − U
t
Airy(q) takes values in H
N+1 ∩ L2M . Moreover the
map
QN,M × R≥0 →HN+1 ∩ L2M , (q, t) 7→ U
t
KdV (q)− U
t
Airy(q)
is continuous and for any fixed t real analytic in q.
Outline of the proof: In Section 2 we study analytic properties of the Jost functions fj(q, x, k), j = 1, 2,
in appropriate Banach spaces. We use these results in Section 3 to prove the direct scattering part of
Theorem 1.1. The inverse scattering part of Theorem 1.1 is proved in Section 4. Finally in Section 5 we
prove Corollary 1.2 and Theorem 1.3.
Related works: As we mentioned above, this paper is motivated in part from the study of the 1-smoothing
property of the KdV flow in the periodic setup, established recently in [BIT11, ET13a, KST13]. In
[KST13] the one smoothing property of the Birkhoff map has been exploited to prove that for q ∈
HN (T,R), N ≥ 1, the difference U tKdV (q) − U
t
Airy(q) is bounded in H
N+1(T,R) with a bound which
grows linearly in time.
Kappeler and Trubowitz [KT86, KT88] studied analytic properties of the scattering map S between
weighted Sobolev spaces. More precisely, define the spaces
Hn,α :=
{
f ∈ L2 : xβ∂jxf ∈ L
2, 0 ≤ j ≤ n, 0 ≤ β ≤ α
}
,
Hn,α♯ :=
{
f ∈ Hn,α : xβ∂n+1x f ∈ L
2, 1 ≤ β ≤ α
}
.
In [KT86], Kappeler and Trubowitz showed that the map q 7→ S(q, ·) is a real analytic diffeomorphism
from Q ∩ HN,N to S ∩HN−1,N♯ , N ∈ Z≥3. They extend their results to potentials with finitely many
bound states in [KT88]. Unfortunately, Q∩HN,N is not left invariant under the KdV flow.
Results concerning the 1-smoothing property of the inverse scattering map were obtained previously
in [Nov96], where it is shown that for a potential q in the space Wn,1(R,R) of real-valued functions with
weak derivatives up to order n in L1
q(x) −
1
π
∫
R
e−2ikxχc(k)2ikr+(q, k)dk ∈Wn+1,1(R,R) .
Here c is an arbitrary number with c > ‖q‖L1 and χc(k) = 0 for |k| ≤ c , χc(k) = |k|−c for c ≤ |k| ≤ c+1,
and 1 otherwise. The main difference between the result in [Nov96] and ours concerns the function spaces
considered. For the application to the KdV we need to choose function spaces such as HN ∩L2M for which
KdV is well posed. To the best of our knowledge it is not known if KdV is well posed in Wn,1(R,R).
Furthermore in [Nov96] the question of analyticity of the map q 7→ r+(q) and its inverse is not addressed.
We remark that Theorem 1.1 treats just the case of regular potentials. In [FHMP09, HMP11] a special
class of distributions is considered. In particular the authors study Miura potentials q ∈ H−1loc (R,R) such
that q = u′+u2 for some u ∈ L1(R,R)∩L2(R,R), and prove that the map q 7→ r+ is bijective and locally
bi-Lipschitz continuous between appropriate spaces. Finally we point out the work of Zhou [Zho98], in
which L2-Sobolev space bijectivity for the scattering and inverse scattering transforms associated with
the ZS-AKNS system are proved.
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2 Jost solutions
In this section we assume that the potential q is complex-valued. Often we will assume that q ∈ L2M
with M ∈ Z≥4. Consider the normalized Jost functions m1(q, x, k) := e−ikxf1(q, x, k) and m2(q, x, k) :=
eikxf2(q, x, k) which satisfy the following integral equations
m1(q, x, k) = 1 +
∫ +∞
x
Dk(t− x) q(t)m1(q, t, k)dt (2.1)
m2(q, x, k) = 1 +
∫ x
−∞
Dk(x − t) q(t)m2(q, t, k)dt (2.2)
where Dk(y) :=
∫ y
0 e
2iksds.
The purpose of this section is to analyze the solutions of the integral equations (2.1) and (2.2) in
spaces needed for our application to KdV. We adapt the corresponding results of [KT86] to these spaces.
As (2.1) and (2.2) are analyzed in a similar way we concentrate on (2.1) only. For simplicity we write
m(q, x, k) for m1(q, x, k).
For 1 ≤ p ≤ ∞, M ≥ 1 and a ∈ R, 1 ≤ α <∞, 1 ≤ β ≤ ∞ we introduce the spaces
LpM :=
{
f : R→ C : 〈x〉Mf ∈ Lp
}
, Lαx≥aL
β :=
{
f : [a,+∞)× R→ C : ‖f‖Lα
x≥a
Lβ < +∞
}
where 〈x〉 := (1 + x2)1/2, Lp is the standard Lp space, and
‖f‖Lα
x≥a
Lβ :=
( ∫ +∞
a
‖f(x, ·)‖
α
Lβ dx
)1/α
whereas for α =∞, ‖f‖L∞
x≥a
Lβ := supx≥a ‖f(x, ·)‖Lβ .We consider also the space C
0
x≥aL
β := C0
(
[a,+∞), Lβ
)
with ‖f‖C0
x≥a
Lβ := supx≥a ‖f(x, ·)‖Lβ < ∞. We will use also the space L
α
x≤aL
β of functions f :
(−∞, a] × R → C with finite norm ‖f‖Lα
x≤a
Lβ :=
( ∫ a
−∞ ‖f(x, ·)‖
α
Lβ dx
)1/α
. Moreover given any Ba-
nach spaces X and Y we denote by (X,Y ) the Banach space of linear bounded operators from X to Y
endowed with the operator norm. If X = Y , we simply write (X).
For the notion of an analytic map between complex Banach spaces we refer to Appendix B.
We begin by stating a well known result about the properties of m.
Theorem 2.1 ( [DT79]). Let q ∈ L11. For each k, Im k ≥ 0, the integral equation
m(x, k) = 1 +
+∞∫
x
Dk(t− x)q(t)m(t, k)dt , x ∈ R
has a unique solution m ∈ C2(R,C) which solves the equation m′′+2ikm′ = q(x)m with m(x, k)→ 1 as
x→ +∞. If in addition q is real valued the function m satisfies the reality condition m(q, k) = m(q,−k).
Moreover, there exists a constant K > 0 which can be chosen uniformly on bounded subsets of L11 such
that the following estimates hold for any x ∈ R
(i) |m(x, k) − 1| ≤ eη(x)/|k|η(x)/|k|, k 6= 0;
(ii) |m(x, k) − 1| ≤ K
(
(1 + max(−x, 0))
+∞∫
x
(1 + |t|)|q(t)|dt
)
/(1 + |k|);
(iii) |m′(x, k)| ≤ K1
( +∞∫
x
(1 + |t|)|q(t)|dt
)
/(1 + |k|)
where η(x) =
+∞∫
x
|q(t)|dt. For each x, m(x, k) is analytic in Im k > 0 and continuous in Im k ≥ 0. In
particular, for every x fixed, k 7→ m(x, k)− 1 ∈ H2+, where H2+ is the Hardy space of functions analytic
in the upper half plane such that supy>0
+∞∫
−∞
|h(k + iy)|2 dk <∞.
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Estimates on the Jost functions.
Proposition 2.2. For any q ∈ L2M with M ≥ 2, a ∈ R and 2 ≤ β ≤ +∞, the solution m(q) of (2.1)
satisfies m(q) − 1 ∈ C0x≥aL
β ∩ L2x≥aL
2. The map L2M ∋ q 7→ m(q) − 1 ∈ C
0
x≥aL
β ∩ L2x≥aL
2 is analytic.
Moreover there exist constants C1, C2 > 0, only dependent on a, β, such that
‖m(q)− 1‖C0
x≥a
Lβ ≤ C1e
‖q‖
L1
1 ‖q‖L2
1
, ‖m(q)− 1‖L2
x≥a
L2 ≤ C2 ‖q‖L2
2
(
1 + ‖q‖L2
3/2
e
‖q‖
L1
1
)
. (2.3)
Remark 2.3. In comparison with [KT86], the novelty of Proposition 2.2 consists in the choice of spaces.
To prove Proposition 2.2 we first need to establish some auxiliary results.
Lemma 2.4. (i) For any q ∈ L11, a ∈ R and 1 ≤ β ≤ +∞, the linear operator
K(q) : C0x≥aL
β → C0x≥aL
β, f 7→ K(q)[f ](x, k) :=
+∞∫
x
Dk(t− x)q(t)f(t, k)dt (2.4)
is bounded. Moreover for any n ≥ 1, the nth composition K(q)n satisfies ‖K(q)n‖(C0
x≥a
Lβ) ≤
Cn ‖q‖
n
L1
1
/n! where C > 0 is a constant depending only on a.
(ii) The map K : L11 →
(
C0x≥aL
β
)
, q 7→ K(q), is linear and bounded, and Id − K is invertible. More
precisely,
(Id−K)
−1
: L11 →
(
C0x≥aL
β
)
, q 7→ (Id−K(q))
−1
is analytic and
∥∥∥(Id−K)−1∥∥∥
(L11,C0x≥aLβ)
≤ e
C‖q‖
L1
1 .
Proof. Let h ∈ Lα with 1α +
1
β = 1. Using |Dk(t− x)| ≤ |t− x|, one has∣∣∣∣∣∣
+∞∫
−∞
h(k)K(q)[f ](x, k)dk
∣∣∣∣∣∣ ≤
+∞∫
x
dt |t− x||q(t)| ‖f(t, ·)‖Lβ ‖h‖Lα
≤
 +∞∫
a
|t− a||q(t)|dt
 ‖f‖C0
x≥a
Lβ ‖h‖Lα ,
and hence ‖K(q)‖(C0
x≥a
Lβ) ≤
+∞∫
a
|t − a||q(t)|dt ≤ C ‖q‖L1
1
, where C > 0 is a constant depending just on
a. To compute the norm of the iteration of the map K(q) it’s enough to proceed as above and exploit the
fact that the integration in t is over a simplex, yielding ‖K(q)n‖C0
x≥a
Lβ ≤ C
n ‖q‖
n
L1
1
/n! for any n ≥ 1.
Therefore the Neumann series of the operator
(
Id − K(q)
)−1
=
∑
n≥0K(q)
n converges absolutely in(
C0x≥aL
β
)
. Since K(q) is linear and bounded in q, the analyticity and, by item (i), the claimed estimate
for (Id−K)−1 follow.
Lemma 2.5. Let a ∈ R.
(i) For any q ∈ L23/2, K(q) defines a bounded linear operator L
2
x≥aL
2 → L2x≥aL
2. Moreover the nth
composition K(q)n satisfies
‖K(q)n‖(L2
x≥a
L2) ≤ C
n ‖q‖L2
3/2
‖q‖
n−1
L1
1
/(n− 1)!
where C > 0 depends only on a.
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(ii) The map K : L23/2 →
(
L2x≥aL
2
)
, q 7→ K(q) is linear and bounded; the map
(Id−K)
−1
: L23/2 →
(
L2x≥aL
2
)
q 7→ (Id−K(q))
−1
is analytic and
∥∥∥(Id−K)−1∥∥∥
(L2
3/2
,L2
x≥a
L2)
≤ C
(
1 + ‖q‖L2
3/2
e
‖q‖
L1
1
)
.
Proof. Proceeding as in the proof of the previous lemma, one gets for x ≥ a the estimate
‖K(q)[f ](x, ·)‖L2 ≤
+∞∫
x
|t− x||q(t)| ‖f(t, ·)‖L2 dt ≤
( +∞∫
x
(t− x)2|q(t)|2 dt
)1/2
‖f‖L2
x≥a
L2 ,
from which it follows that
‖K(q)[f ]‖
2
L2
x≥a
L2 ≤
∥∥∥∥∥∥
+∞∫
x
(t− x)2|q(t)|2 dt
∥∥∥∥∥∥
1/2
L1
x≥a
‖f‖L2
x≥a
L2 ≤ C ‖q‖L2
3/2
‖f‖L2
x≥a
L2
proving item (i). To estimate the composition K(q)n viewed as an operator on L2x≥aL
2, remark that
‖K(q)n[f ](x, ·)‖L2 ≤
∫
x≤t1≤...≤tn
|t1 − x||q(t1)| · · · |tn − tn−1||q(tn)| ‖f(tn, ·)‖L2 dt
≤
∫
x≤t1≤...≤tn
|t1 − x||q(t1)| · · · |tn−1 − tn−2||q(tn−1)|
( +∞∫
tn−1
dtn (tn − tn−1)2 |q(tn)|2
)1/2
‖f‖L2
x≥a
L2 dt
≤
( +∞∫
x
(t− x)2|q(t)|2 dt
)1/2
‖f‖L2
x≥a
L2
( +∞∫
x
|t− x||q(t)| dt
)n−1
/(n− 1)! .
Therefore
‖K(q)n[f ]‖L2
x≥a
L2 ≤
∥∥∥∥∥∥
+∞∫
x
(t− x)2|q(t)|2 dt
∥∥∥∥∥∥
1/2
L1
x≥a
‖f‖L2
x≥a
L2
Cn−1 ‖q‖n−1L1
1
(n− 1)!
≤‖q‖L2
3/2
‖f‖L2
x≥a
L2 C
n
‖q‖
n−1
L1
1
(n− 1)!
from which item (i) follows. Item (ii) is then proved as in the previous Lemma.
Note that for f ≡ 1, the expression in (2.4) of K(q)[f ], K(q)[1](x, k) =
+∞∫
x
Dk(t − x) q(t) dt is well
defined.
Lemma 2.6. For any 2 ≤ β ≤ +∞ and a ∈ R, the map L22 ∋ q 7→ K(q)[1] ∈ C
0
x≥aL
β ∩ L2x≥aL
2 is
analytic. Furthermore
‖K(q)[1]‖C0
x≥a
Lβ ≤ C1 ‖q‖L2
2
, ‖K(q)[1]‖L2
x≥a
L2 ≤ C2 ‖q‖L2
2
,
where C1, C2 > 0 are constants depending on a and β.
Proof. Since the map q 7→ K(q)[1] is linear in q, it suffices to prove its continuity in q. Moreover, it is
enough to prove the result for β = 2 and β = +∞ as the general case then follows by interpolation. For
any k ∈ R, the bound |Dk(y)| ≤ |y| shows that the map k 7→ Dk(y) is in L
∞. Thus
‖K(q)[1](x, ·)‖L∞ ≤
+∞∫
x
(t− x)|q(t)|dt ≤
+∞∫
a
|t− a||q(t)| dt ≤ C ‖q‖L1
1
,
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where C > 0 is a constant depending only on a ∈ R. The claimed estimate follows by noting that
‖q‖L1
1
≤ C ‖q‖L2
2
.
Using that for |k| ≥ 1, |Dk(y)| ≤
1
|k| , one sees that k 7→ Dk(y) is L
2-integrable. Hence k 7→ Dk(t −
x)D−k(s − x) is integrable. Actually, since the Fourier transform F+(Dk(y)) in the k-variable of the
function k 7→ Dk(y) is the function η 7→ 1[0,y](η), by Plancherel’s Theorem∫ ∞
−∞
Dk(t− x)Dk(s− x) dk =
1
π
∫ ∞
−∞
1[0,t−x](η)1[0,s−x](η) dη =
1
π
min(t− x, s− x).
For any x ≥ a one thus has
‖K(q)[1](x, ·)‖
2
L2 =
∫ ∞
−∞
K(q)[1](x, ·) · K(q)[1](x, ·) dk
=
∫∫
[x,∞)×[x,∞)
dt ds q(t) q(s)
+∞∫
−∞
Dk(t− x)D−k(s− x) dk .
and hence
‖K(q)[1](x, ·)‖
2
L2 ≤
2
π
+∞∫
x
(t− x)|q(t)|
+∞∫
t
|q(s)|ds ≤
2
π
+∞∫
a
ds |q(s)|
∫ s
a
|t− a| |q(t)| dt ≤ C ‖q‖
2
L2
1
, (2.5)
where the last inequality follows from the Hardy-Littlewood inequality. The continuity in x follows from
Lebesgue convergence Theorem.
To prove the second inequality, start from the second term in (2.5) and change the order of integration
to obtain
‖K(q)[1]‖
2
L2
x≥a
L2 ≤
∥∥∥∥∥∥
+∞∫
x
|t− a||q(t)|
+∞∫
t
|q(s)|ds
∥∥∥∥∥∥
L1
x≥a
≤
+∞∫
a
|q(s)|
s∫
a
(s− a)2|q(s)|ds ≤ C ‖q‖L2
1
‖q‖L2
2
.
Proof of Proposition 2.2. Formally, the solution of equation (2.1) is given by
m(q)− 1 =
(
Id−K(q)
)−1
K(q)[1]. (2.6)
By Lemma 2.4, 2.5, 2.6 it follows that the r.h.s. of (2.6) is an element of C0x≥aL
β ∩L2x≥aL
2, 2 ≤ β ≤ ∞,
and analytic as a function of q, since it is the composition of analytic maps.
Properties of ∂nkm(q, x, k) for 1 ≤ n ≤ M − 1. In order to study ∂
n
km(q, x, k), we deduce from (2.1) an
integral equation for ∂nkm(q, x, ·) and solve it. Recall that for any M ∈ Z≥0, H
M
C
≡ HM (R,C) denotes
the Sobolev space of functions {f ∈ L2| fˆ ∈ L2M}. The result is summarized in the following
Proposition 2.7. Fix M ∈ Z≥4 and a ∈ R. For any integer 1 ≤ n ≤M − 1 the following holds:
(i) for q ∈ L2M and x ≥ a fixed, the function k 7→ m(q, x, k)− 1 is in H
M−1
C
;
(ii) the map L2M ∋ q 7→ ∂
n
km(q) ∈ C
0
x≥aL
2 is analytic. Moreover ‖∂nkm(q)‖C0
x≥a
L2 ≤ K ‖q‖L2M
, where
K can be chosen uniformly on bounded subsets of L2M .
Remark 2.8. In [CK87b] it is proved that if q ∈ L1M−1 then for every x ≥ a fixed the map k 7→ m(q, x, k)
is in CM−2; note that since L2M ⊂ L
1
M−1, we obtain the same regularity result by Sobolev embedding
theorem.
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To prove Proposition 2.7 we first need to derive some auxiliary results. Assuming that m(q, x, ·)− 1
has appropriate regularity and decay properties, the nth derivative ∂nkm(q, x, k) satisfies the following
integral equation
∂nkm(q, x, k) =
n∑
j=0
(
n
j
) +∞∫
x
∂jkDk(t− x) q(t) ∂
n−j
k m(q, t, k) dt . (2.7)
To write (2.7) in a more convenient form introduce for 1 ≤ j ≤ n and q ∈ L2n+1 the operators
Kj(q) : C
0
x≥aL
2 → C0x≥aL
2, f 7→ Kj(q)[f ](x, k) :=
+∞∫
x
∂jkDk(t− x) q(t) f(t, k) dt (2.8)
leading to
(
Id−K(q)
)
∂nkm(q) =
n−1∑
j=1
(
n
j
)
Kj(q)[∂
n−j
k m(q)] +Kn(q)[m(q)− 1] +Kn(q)[1]
 . (2.9)
In order to prove the claimed properties for ∂nkm(q) we must show in particular that the r.h.s. of (2.9)
is in C0x≥aL
2. This is accomplished by the following
Lemma 2.9. Fix M ∈ Z≥4 and a ∈ R. Then there exists a constant C > 0, depending only on a,M ,
such that the following holds:
(i) for any integers 1 ≤ n ≤M − 1
(i1) the map L2M ∋ q 7→ Kn(q)[1] ∈ C
0
x≥aL
2 is analytic, and ‖Kn(q)[1]‖C0
x≥a
L2 ≤ C ‖q‖L2M
.
(i2) the map L2M ∋ q 7→ Kn(q) ∈
(
L2x≥aL
2, C0x≥aL
2
)
is analytic. Moreover
‖Kn(q)[f ]‖C0
x≥a
L2 ≤ ‖q‖L2M
‖f‖L2
x≥a
L2 .
(ii) For any 1 ≤ n ≤ M − 2, the map L2M ∋ q 7→ Kn(q) ∈
(
C0x≥aL
2
)
is analytic. Moreover one has
‖Kn(q)[f ]‖C0
x≥a
L2 ≤ C ‖q‖L2M
‖f‖C0
x≥a
L2 .
(iii) As an application of item (i) and (ii), for any integers 1 ≤ n ≤ M − 1 the map L2M ∋ q 7→
Kn(q)[m(q) − 1] ∈ C
0
x≥aL
2 is analytic, and
‖Kn(q)[m(q) − 1]‖C0
x≥a
L2 ≤ K
′
0 ‖q‖
2
L2M
,
where K ′0 > 0 can be chosen uniformly on bounded subsets of L
2
M .
Proof. First, remark that all the operators q 7→ Kn(q) are linear in q, therefore the continuity in q implies
the analyticity in q. We begin proving item (i).
(i1) Let ϕ(x, k) :=
+∞∫
x
∂nkDk(t− x) q(t) dt and compute the Fourier transform F+(ϕ(x, ·)) with respect
to the k variable for x ≥ a fixed, which we denote by ϕˆ(x, ξ) ≡
∫∞
−∞ dk e
ikξϕ(x, k). Explicitly
ϕˆ(x, ξ) =
+∞∫
x
dt q(t)
+∞∫
−∞
dk e2ikξ ∂nkDk(t− x) =
+∞∫
x
q(t) ξn 1[0,t−x](ξ) dt.
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By Parseval’s Theorem ‖ϕ(x, ·)‖L2 =
1√
π
‖ϕˆ(x, ·)‖L2 . By changing the order of integration one has
‖ϕˆ(x, ·)‖2L2 =
+∞∫
−∞
ϕˆ(x, ξ) ϕˆ(x, ξ) dξ =
∫∫
[x,∞)×[x,∞)
dt ds q(t) q(s)
+∞∫
−∞
|ξ|2n 1[0,t−x](ξ)1[0,s−x](ξ)dξ ≤
≤ 2
+∞∫
x
dt |q(t)| |t− x|2n+1
+∞∫
t
|q(s)| ds ≤
∥∥(t− a)n+1q∥∥
L2
t≥a
∥∥∥∥∥∥(t− a)n
+∞∫
t
|q(s)|ds
∥∥∥∥∥∥
L2
t≥a
≤ C ‖q‖
2
L2n+1
,
where we used that by (A3) in Appendix A,
∥∥∥∥(t− a)n +∞∫
t
|q(s)| ds
∥∥∥∥
L2
t≥a
≤ C ‖q‖L2n+1
.
(i2) Let f ∈ L2x≥aL
2, and using |∂nkDk(t− x)| ≤ 2
n|t− x|n+1 it follows that
‖Kn(q)[f ](x, ·)‖L2 ≤ C
+∞∫
x
|q(t)| |t− x|n+1 ‖f(t, ·)‖L2 dt ≤ C ‖q‖L2n+1
‖f‖L2
x≥a
L2 ;
by taking the supremum in the x variable one has Kn(q) ∈
(
L2x≥aL
2, C0x≥aL
2
)
, where the continuity
in x follows by Lebesgue’s convergence theorem. The map q 7→ Kn(q) is linear and continuous,
therefore also analytic.
We prove now item (ii). Let g ∈ C0x≥aL
2. From ‖Kn(q)[g](x, ·)‖L2 ≤
+∞∫
x
|q(t)| |t− x|n+1 ‖g(t, ·)‖L2 dt it
follows that
sup
x≥a
‖Kn(q)[g](x, ·)‖L2 ≤ ‖g‖C0
x≥a
L2
+∞∫
a
|q(t)| |t− a|n+1 dt ≤ C ‖g‖C0
x≥a
L2 ‖q‖L2n+2
,
which implies the claimed estimate. The analyticity follows from the linearity and continuity of the map
q 7→ Kn(q).
Finally we prove item (iii). By Proposition 2.2, the map L2n+1 ∋ q 7→ m(q)− 1 ∈ L
2
x≥aL
2 is analytic.
By item (i2) above the bilinear map L2n+1×L
2
x≥aL
2 ∋ (q, f) 7→ Kn(q)[f ] ∈ C
0
x≥aL
2 is analytic; since the
composition of analytic maps is analytic, the map L2n+1 ∋ q 7→ Kn(q)[m(q) − 1] ∈ C
0
x≥aL
2 is analytic.
By (i2) and Proposition 2.2 one has
‖Kn(q)[m(q) − 1]‖C0
x≥a
L2 ≤ C ‖q‖L2n+1
‖m(q)− 1‖L2
x≥a
L2 ≤ K
′
0 ‖q‖
2
L2n+1
where K ′0 can be chosen uniformly on bounded subsets of L
2
M .
Proof of Proposition (2.7). The proof is carried out by a recursive argument in n. We assume that
q 7→ ∂rkm(q) is analytic as a map from L
2
M to C
0
x≥aL
2 for 0 ≤ r ≤ n− 1, and prove that L2M → C
0
x≥aL
2 :
q 7→ ∂nkm(q) is analytic, provided that n ≤M − 1. The case n = 0 is proved in Proposition 2.2.
We begin by showing that for every x ≥ a fixed k 7→ ∂n−1k m(q, x, k) is a function in H
1, therefore it
has one more (weak) derivative in the k-variable. We use the following characterization of H1 function
[Bre11]:
f ∈ H1 iff there exists a constant C > 0 such that ‖τhf − f‖L2 ≤ C|h|, ∀h ∈ R, (2.10)
where (τhf)(k) := f(k + h) is the translation operator. Moreover the constant C above can be chosen
to be C = ‖∂ku‖L2 . Starting from (2.9) (with n − 1 instead of n), an easy computation shows that for
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every x ≥ a fixed (τh)∂
n−1
k m(q) ≡ ∂
n−1
k m(q, x, k + h) satisfies the integral equation
(Id−K(q))(τh∂
n−1
k m(q)− ∂
n−1
k m(q))
=
∫ +∞
x
(τh∂
n−1
k Dk(t− x)− ∂
n−1
k Dk(t− x))q(t)(m(q, t, k + h)− 1) dt
+
∫ +∞
x
(τh∂
n−1
k Dk(t− x)− ∂
n−1
k Dk(t− x))q(t) dt
+
∫ +∞
x
(∂n−1k Dk(t− x)) q(t) (m(q, t, k + h)−m(q, t, k)) dt
+
n−2∑
j=1
(
n− 1
j
)(∫ +∞
x
(τh∂
j
kDk(t− x)− ∂
j
kDk(t− x))q(t)∂
n−1−j
k m(q, t, k + h) dt
+
∫ +∞
x
∂jkDk(t− x) q(t) (τh∂
n−1−j
k m(q, t, k)− ∂
n−1−j
k m(q, t, k)) dt
)
+
∫ +∞
x
(τhDk(t− x)−Dk(t− x)) q(t) ∂
n−1
k m(q, t, k + h) dt.
(2.11)
In order to estimate the term in the fourth line on the right hand side of the latter identity, use item
(i1) of Lemma 2.9 and the characterization (2.10) of H1. To estimate all the remaining lines, use the
induction hypothesis, the estimates of Lemma 2.9, the fact that the operator norm of (Id − K(q))−1 is
bounded uniformly in k and the estimate∣∣∣τh∂jkDk(t− x) − ∂jkDk(t− x)∣∣∣ ≤ C|t− x|j+2 |h|, ∀h ∈ R,
to deduce that for every n ≤M − 1∥∥τh∂n−1k m(q)− ∂n−1k m(q)∥∥L2 ≤ C|h|, ∀h ∈ R,
which is exactly condition (2.10). This shows that k 7→ ∂n−1k m(q, x, k) admits a weak derivative in L
2.
Formula (2.7) is therefore justified. We prove now that the map L2M ∋ q 7→ ∂
n
km(q) ∈ C
0
x≥aL
2 is analytic
for 1 ≤ n ≤M − 1. Indeed equation (2.9) and Lemma 2.9 imply that
‖∂nkm(q)‖C0
x≥a
L2 ≤ K
′
(
‖q‖L2M
+ ‖q‖
2
L2M
+
n−1∑
j=1
‖q‖L2M
∥∥∥∂n−jk m(q)∥∥∥
C0
x≥a
L2
)
where K ′ can be chosen uniformly on bounded subsets of q in L2M . Therefore ∂
n
km(q) ∈ C
0
x≥aL
2 and one
gets recursively ‖∂nkm(q)‖C0
x≥a
L2 ≤ K ‖q‖L2M
, where K can be chosen uniformly on bounded subsets of
q in L2M . The analyticity of the map q 7→ ∂
n
km(q) follows by formula (2.9) and the fact that composition
of analytic maps is analytic.
Properties of k∂nkm(q, x, k) for 1 ≤ n ≤ M . The analysis of the M
th k-derivative of m(q, x, k) requires
a separate attention. It turns out that the distributional derivative ∂Mk m(q, x, ·) is not necessarily L
2-
integrable near k = 0 but the product k∂Mk m(q, x, ·) is. This is due to the fact that ∂
M
k Dk(x)q(x) ∼
xM+1q(x) which might not be L2-integrable. However, by integration by parts, it’s easy to see that
k∂Mk Dk(x)q(x) ∼ x
Mq(x) ∈ L2. The main result of this section is the following
Proposition 2.10. Fix M ∈ Z≥4 and a ∈ R. Then for every integer 1 ≤ n ≤M the following holds:
(i) for every q ∈ L2M and x ≥ a fixed, the function k 7→ k∂
n
km(q, x, k) is in L
2;
(ii) the map L2M ∋ q 7→ k∂
n
km(q) ∈ C
0
x≥aL
2 is analytic. Moreover ‖k∂nkm‖C0
x≥a
L2 ≤ K1 ‖q‖L2M
where
K1 can be chosen uniformly on bounded subsets of L
2
M .
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Formally, multiplying equation (2.7) by k, the function k∂nkm(q) solves
(Id− K(q)) (k∂nkm(q)) =
n−1∑
j=1
(
n
j
)
K˜j(q)[∂
n−j
k m(q)] + K˜n(q)[m(q)− 1] + K˜n(q)[1]
 (2.12)
where we have introduced for 0 ≤ j ≤M and q ∈ L2M the operators
K˜j(q) : C
0
x≥aL
2 → C0x≥aL
2, f 7→ K˜j(q)[f ](x, k) :=
+∞∫
x
k∂jkDk(t− x) q(t) f(t, k) dt. (2.13)
We begin by proving that each term of the r.h.s. of (2.13) is well defined and analytic as a function of
q. The following lemma is analogous to Lemma 2.9:
Lemma 2.11. Fix M ∈ Z≥4 and a ∈ R. There exists a constant C > 0 such that the following holds:
(i) for any integers 1 ≤ n ≤M
(i1) the map L2M ∋ q 7→ K˜n(q)[1] ∈ C
0
x≥aL
2 is analytic, and
∥∥∥K˜n(q)[1]∥∥∥
C0
x≥a
L2
≤ C ‖q‖L2M
;
(i2) the map L2M ∋ q 7→ K˜n(q) ∈
(
L2x≥aL
2, C0x≥aL
2
)
is analytic. Moreover∥∥∥K˜n(q)[f ]∥∥∥
C0
x≥a
L2
≤ C ‖q‖L2M
‖f‖L2
x≥a
L2 ;
(ii) for any 1 ≤ j ≤M − 1 the map L2M ∋ q 7→ K˜j(q) ∈
(
C0x≥aL
2
)
is analytic, and∥∥∥K˜j(q)[f ]∥∥∥
C0
x≥a
L2
≤ C ‖q‖L2M
‖f‖C0
x≥a
L2 .
(iii) As an application of item (i) and (ii) we get
(iii1) for any 1 ≤ n ≤M , the map L2M ∋ q 7→ K˜n(q)[m(q)− 1] ∈ C
0
x≥aL
2 is analytic with∥∥∥K˜n(q)[m(q)− 1]∥∥∥
C0
x≥a
L2
≤ K ′1 ‖q‖
2
L2M
, (2.14)
where K ′1 can be chosen uniformly on bounded subsets of L
2
M ;
(iii2) for any 1 ≤ j ≤ n− 1, the map L2M ∋ q 7→ K˜j(q)[∂
n−j
k m(q)] ∈ C
0
x≥aL
2 is analytic with∥∥∥K˜j(q)[∂n−jk m(q)]∥∥∥
C0
x≥a
L2
≤ K ′2 ‖q‖
2
L2M
, (2.15)
where K ′2 can be chosen uniformly on bounded subsets of L
2
M .
Proof. (i) Since the maps q 7→ K˜n(q), 0 ≤ n ≤ M , are linear, it is enough to prove that these maps
are continuous.
(i1) Introduce ϕ(x, k) :=
+∞∫
x
k∂nkDk(t − x) q(t) dt. The Fourier transform F+(ϕ(x, ·)) of ϕ with
respect to the k-variable is given by F+(ϕ(x, ·)) ≡ ϕˆ(x, ξ), where
ϕˆ(x, ξ) =
+∞∫
x
dt q(t)
+∞∫
−∞
dk e−2ikξ k∂nkDk(t− x) = −(2i)
n−1
+∞∫
x
dt q(t) ∂ξ(ξ
n
1[0,t−x](ξ)),
where ∂ξ(ξ
n
1[0,t−x](ξ)) is to be understood in the distributional sense. By Parseval’s Theorem
‖ϕ(x, ·)‖L2 =
1√
π
‖ϕˆ(x, ·)‖L2 . Let C
∞
0 be the space of smooth, compactly supported functions.
Since
‖ϕˆ(x, ·)‖L2ξ
= sup
χ∈C∞0
‖χ‖L2≤1
∣∣∣∣∣∣
∞∫
−∞
χ(ξ) ϕˆ(x, ξ) dξ
∣∣∣∣∣∣ ,
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one computes∣∣∣∣∣∣
∞∫
−∞
χ(ξ) ϕˆ(x, ξ) dξ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
+∞∫
x
dt q(t)
∞∫
−∞
χ(ξ) ∂ξ
(
ξn1[0,t−x](ξ)
)
dξ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
+∞∫
x
dt q(t)
t−x∫
0
dξ ξn∂ξχ(ξ)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
+∞∫
x
dt q(t)χ(t − x)(t− x)n
∣∣∣∣∣∣+ n
∣∣∣∣∣∣
+∞∫
x
dt q(t)
t−x∫
0
dξ χ(ξ)ξn−1
∣∣∣∣∣∣
≤ ‖q‖L2M
‖χ‖L2 + n
∣∣∣∣∣∣
+∞∫
x
dt |q(t)||t− x|n−1
t−x∫
0
dξ |χ(ξ)|
∣∣∣∣∣∣
≤ ‖q‖L2M
‖χ‖L2 + n
∣∣∣∣∣∣∣∣∣
+∞∫
x
dt |q(t)||t− x|n
t−x∫
0
dξ |χ(ξ)|
|t− x|
∣∣∣∣∣∣∣∣∣ ≤ C ‖q‖L2M ‖χ‖L2
where the last inequality follows from Cauchy-Schwartz and Hardy inequality, and C > 0 is a
constant depending on a and M .
(i2) As |k∂nkDk(t− x)| ≤ 2
n|t−x|n by integration by parts, it follows that for some constant C > 0
depending only on a and M ,
∥∥∥K˜n(q)[f ](x, ·)∥∥∥
L2
≤ C
+∞∫
x
|t− x|n |q(t)| ‖f(t, ·)‖L2 dt ≤ C ‖q‖L2M
‖f‖L2
x≥a
L2 .
Now take the supremum over x ≥ a in the expression above and use Lebesgue’s dominated
convergence theorem to prove item (i2).
(ii) The claim follows by the estimate
∥∥∥K˜j(q)[f ](x, ·)∥∥∥
L2
≤ C
+∞∫
x
|t− x|j |q(t)| ‖f(t, ·)‖L2 dt ≤ C ‖q‖L1j
‖f‖C0
x≥a
L2
and the remark that ‖q‖L1j
≤ C ‖q‖L2M
for 0 ≤ j ≤M − 1.
(iii) By Propositions 2.2 and 2.7 the maps L2M ∋ q 7→ m(q) − 1 ∈ C
0
x≥aL
2 ∩ L2x≥aL
2 and L2M ∋
q 7→ ∂n−jk m(q) ∈ C
0
x≥aL
2 are analytic; by item (ii) for any 1 ≤ n ≤ M − 1, the bilinear map
(q, f) 7→ K˜n(q)[f ] is analytic from L
2
M ×C
0
x≥aL
2 to C0x≥aL
2. Since the composition of two analytic
maps is again analytic, item (iii) follows. Moreover K˜n(q)[m(q) − 1], K˜j(q)[∂
n−j
k m(q)] ∈ C
0
x≥aL
2
since m(q, x, k) and ∂nkm(q, x, k) are continuous in the x-variable. The estimate (2.14) follows from
item (ii) and Proposition 2.2, 2.7.
Proof of Proposition 2.10. One proceeds in the same way as in the proof of Proposition 2.7. Given
any 1 ≤ n ≤M , we assume that q 7→ k∂rkm(q) is analytic as a map from L
2
M to C
0
x≥aL
2 for 1 ≤ r ≤ n−1,
and deduce that q 7→ k∂nkm(q) is analytic as a map from L
2
M to C
0
x≥aL
2 and satisfies equation (2.12)
(with r instead of n).
We begin by showing that for every x ≥ a fixed, k 7→ k∂n−1k m(q, x, k) is a function in H
1. Our argument
uses again the characterization (2.10) of H1. Arguing as for the derivation of (2.11) one gets the integral
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equation
(Id− K(q))(τh(k∂
n−1
k m(q)) − k∂
n−1
k m(q)) =
=
+∞∫
x
(
τh(k∂
n−1
k Dk(t− x)) − k∂
n−1
k Dk(t− x)
)
q(t)(m(q, t, k + h)− 1) dt
+
+∞∫
x
(
τh(k∂
n−1
k Dk(t− x))− k∂
n−1
k Dk(t− x)
)
q(t) dt
+
+∞∫
x
(k∂n−1k Dk(t− x))q(t) (m(q, t, k + h)−m(q, t, k)) dt
+
n−2∑
j=1
(
n− 1
j
)( +∞∫
x
(
τh(k∂
j
kDk(t− x))− k∂
j
kDk(t− x)
)
q(t) ∂n−1−jk m(q, t, k + h) dt
+
+∞∫
x
k∂jkDk(t− x) q(t)
(
τh∂
n−1−j
k m(q, t, k)− ∂
n−1−j
k m(q, t, k)
)
dt
)
+
+∞∫
x
(τhDk(t− x)−Dk(t− x)) q(t) (k + h)∂
n−1
k m(q, t, k + h) dt .
Using the estimates
|τhDk(t− x) −Dk(t− x)| ≤ C|t− x|
2|h|
and ∣∣∣τh(k∂jkDk(t− x))− k∂jkDk(t− x)∣∣∣ ≤ C|t− x|j+1 |h|, ∀h ∈ R ,
obtained by integration by parts, the characterization (2.10) of H1, the inductive hypothesis, estimates
of Lemma 2.9 and Lemma 2.5 one deduces that for every n ≤M∥∥τh(k∂n−1k m(q))− k∂n−1k m(q)∥∥L2 ≤ C|h|, ∀h ∈ R.
This shows that k 7→ k∂n−1k m(q, x, k) admits a weak derivative in L
2. Since
k∂nkm(q, x, k) = ∂k(k∂
n−1
k m(q, x, k))− ∂
n−1
k m(q, x, k) ,
the estimate above and Proposition 2.7 show that k 7→ k∂nkm(q, x, k) is an L
2 function. Formula (2.7) is
therefore justified.
The proof of the analyticity of the map q 7→ k∂nkm(q) is analogous to the one of Proposition 2.7 and it
is omitted.
Analysis of ∂xm(q, x, k). Introduce a odd smooth monotone function ζ : R → R with ζ(k) = k for
|k| ≤ 1/2 and ζ(k) = 1 for k ≥ 1. We prove the following
Proposition 2.12. Fix M ∈ Z≥4 and a ∈ R. Then the following holds:
(i) for any integer 0 ≤ n ≤ M − 1, the map L2M ∋ q 7→ ∂
n
k ∂xm(q) ∈ C
0
x≥aL
2 is analytic, and
‖∂nk ∂xm(q)‖C0
x≥a
L2 ≤ K2 ‖q‖L2M
where K2 can be chosen uniformly on bounded subsets of L
2
M .
(ii) the map L2M ∋ q 7→ ζ∂
M
k ∂xm(q) ∈ C
0
x≥aL
2 is analytic, and
∥∥ζ∂Mk ∂xm(q)∥∥C0
x≥a
L2
≤ K3 ‖q‖L2M
where K3 can be chosen uniformly on bounded subsets of L
2
M .
The integral equation for ∂xm(q, x, k) is obtained by taking the derivative in the x-variable of (2.1):
∂xm(q, x, k) = −
+∞∫
x
e2ik(t−x) q(t)m(q, t, k) dt. (2.16)
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Taking the derivative with respect to the k-variable one obtains, for 0 ≤ n ≤M − 1,
∂nk ∂xm(q, x, k) = −
n∑
j=0
(
n
j
) +∞∫
x
e2ik(t−x) (2i(t− x))j q(t) ∂n−jk m(q, t, k) dt. (2.17)
For 0 ≤ j ≤M introduce the integral operators
Gj(q) : C
0
x≥aL
2 → C0x≥aL
2, q 7→ Gj(q)[f ](x, k) := −
+∞∫
x
e2ik(t−x) (2i(t− x))j q(t) f(t, k) dt (2.18)
and rewrite (2.17) in the more compact form
∂nk ∂xm(q) =
n−1∑
j=0
(
n
j
)
Gj(q)[∂
n−j
k m(q)] + Gn(q)[m(q)− 1] + Gn(q)[1]. (2.19)
Proposition 2.12 (i) follows from Lemma 2.13 below.
TheM th derivative requires a separate treatment, as ∂Mk m might not be well defined at k = 0. Indeed
for n = M the integral
+∞∫
x
e2ik(t−x) q(t) ∂Mk m(q, t, k) dt in (2.17) might not be well defined near k = 0
since we only know that k∂Mk m(q, x, ·) ∈ L
2. To deal with this issue we use the function ζ described
above. Multiplying (2.19) with n = M by ζ we formally obtain
ζ∂Mk ∂xm(q) =
M−1∑
j=1
(
M
j
)
ζ Gj(q)[∂
M−j
k m(q)] + ζ GM (q)[m(q) − 1] + ζ GM (q)[1] + G0(q)[ζ∂
M
k m(q)].
Proposition 2.12 (ii) follows from item (iii) of Lemma 2.13 and the fact that ζ ∈ L∞:
Lemma 2.13. Fix M ∈ Z≥4 and a ∈ R. There exists a constant C > 0 such that
(i) for any integer 0 ≤ n ≤M the following holds:
(i1) the map L2M ∋ q 7→ Gn(q)[1] ∈ C
0
x≥aL
2 is analytic. Moreover ‖Gn(q)[1]‖C0
x≥a
L2 ≤ C ‖q‖L2M
.
(i2) The map L2M ∋ q 7→ Gn(q) ∈
(
L2x≥aL
2, C0x≥aL
2
)
is analytic and
‖Gn(q)[f ]‖C0
x≥a
L2 ≤ C ‖q‖L2M
‖f‖L2
x≥a
L2 .
(ii) For any 0 ≤ j ≤M − 1, the map L2M ∋ q 7→ Gj(q) ∈
(
C0x≥aL
2
)
is analytic, and
‖Gj(q)[f ]‖C0
x≥a
L2 ≤ C ‖q‖L2M
‖f‖C0
x≥a
L2 .
(iii) For any 1 ≤ n ≤M −1, 0 ≤ j ≤ n−1 and ζ : R→ R odd smooth monotone function with ζ(k) = k
for |k| ≤ 1/2 and ζ(k) = 1 for k ≥ 1, the following holds:
(iii1) the maps L2M ∋ q → Gj(q)[∂
n−j
k m(q)] ∈ C
0
x≥aL
2 and L2M ∋ q → Gn(q)[m(q) − 1] ∈ C
0
x≥aL
2
are analytic. Moreover∥∥∥Gj(q)[∂n−jk m(q)]∥∥∥
C0
x≥a
L2
, ‖Gn(q)[m(q) − 1]‖C0
x≥a
L2 ≤ K
′
2 ‖q‖
2
L2M
,
where K ′2 can be chosen uniformly on bounded subsets of L
2
M .
(iii2) The map L2M ∋ q → G0(q)[ζ∂
M
k m(q)] ∈ C
0
x≥aL
2 is analytic and
∥∥G0(q)[ζ∂Mk m(q)]∥∥C0
x≥a
L2
≤
K ′3 ‖q‖
2
L2M
where K ′3 can be chosen uniformly on bounded subsets of L
2
M .
Proof. As before it’s enough to prove the continuity in q of the maps considered to conclude that they
are analytic.
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(i1) For x ≥ a and any 0 ≤ n ≤ M one has ‖Gn(q)[1](x, ·)‖
2
L2 ≤ C
+∞∫
x
|t − x|2n|q(t)|2dt ≤ C ‖q‖
2
L2M
.
The claim follows by taking the supremum over x ≥ a in the inequality above.
(i2) For x ≥ a and 0 ≤ n ≤ M one has the bound ‖Gn(q)[f ]‖C0
x≥a
L2 ≤ C ‖q‖L2n ‖f‖L2x≥aL2
, which
implies the claimed estimate.
(ii) For x ≥ a and 0 ≤ j ≤M − 1 one has the bound
‖Gj(q)[f ]‖C0
x≥a
L2 ≤ C ‖q‖L1M−1
‖f‖C0
x≥a
L2 ≤ C ‖q‖L2M
‖f‖C0
x≥a
L2 .
(iii1) By Proposition 2.7 one has that for any 1 ≤ n ≤ M − 1 and 0 ≤ j ≤ n − 1 the map L2M ∋ q 7→
∂n−jk m(q) ∈ C
0
x≥aL
2 is analytic. Since composition of analytic maps is again an analytic map,
the claim regarding the analyticity follows. The first estimate follows from item (ii). A similar
argument can be used to prove the second estimate.
(iii2) By Proposition 2.10, the map L2M ∋ q 7→ ζ∂
M
k m(q) ∈ C
0
x≥aL
2 is analytic, implying the claim regard-
ing the analyticity. The estimate follows from
∥∥G0[ζ∂Mk m(q)]∥∥C0
x≥a
L2
≤ ‖q‖L2M
∥∥ζ∂Mk m(q)∥∥C0
x≥a
L2
.
The following corollary follows from the results obtained so far:
Corollary 2.14. Fix M ∈ Z≥4. Then the normalized Jost functions mj(q, x, k), j = 1, 2, satisfy:
(i) the maps L2M ∋ q 7→ mj(q, 0, ·) − 1 ∈ L
2 and L2M ∋ q 7→ k
α∂nkmj(q, 0, ·) ∈ L
2 are analytic for
1 ≤ n ≤M − 1 [1 ≤ n ≤M ] if α = 0 [α = 1]. Moreover
‖mj(q, 0, ·)− 1‖L2 , ‖k
α∂nkmj(q, 0, ·)‖L2 ≤ K1 ‖q‖L2M
,
where K1 > 0 can be chosen uniformly on bounded subsets of L
2
M .
(ii) For 0 ≤ n ≤M−1, the maps L2M ∋ q 7→ ∂
n
k ∂xmj(q, 0, ·) ∈ L
2 and L2M ∋ q 7→ ζ∂
M
k ∂xmj(q, 0, ·) ∈ L
2
are analytic. Moreover
‖∂nk ∂xmj(q, 0, ·)‖L2 ,
∥∥ζ∂Mk ∂xmj(q, 0, ·)∥∥L2 ≤ K2 ‖q‖L2M ,
where K2 > 0 can be chosen uniformly on bounded subsets of L
2
M .
Proof. The Corollary follows by evaluating formulas (2.1), (2.7), (2.17) at x = 0 and using the results of
Proposition 2.2, 2.7, 2.10 and 2.12.
3 One smoothing properties of the scattering map.
The aim of this section is to prove the part of Theorem 1.1 related to the direct problem. To begin,
note that by Theorem 2.1, for q ∈ L24 real valued one has m1(q, x, k) = m1(q, x,−k) and m2(q, x, k) =
m2(q, x,−k); hence
S(q, k) = S(q,−k) , W (q, k) = W (q,−k) . (3.1)
Moreover one has for any q ∈ L24
W (q, k)W (q,−k) = 4k2 + S(q, k)S(q,−k) ∀ k ∈ R \ {0} (3.2)
which by continuity holds for k = 0 as well. In the case where q ∈ Q, the latter identity implies that
S(q, 0) 6= 0.
Recall that for q ∈ L24 the Jost solutions f1(q, x, k) and f2(q, x, k) satisfy the following integral equations
f1(x, k) = e
ikx +
+∞∫
x
sin k(t− x)
k
q(t)f1(t, k)dt , (3.3)
f2(x, k) = e
−ikx +
x∫
−∞
sink(x− t)
k
q(t)f2(t, k)dt . (3.4)
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Substituting (3.3) and (3.4) into (1.4), (1.3), one verifies that S(q, k), W (q, k) satisfy for k ∈ R and
q ∈ L24
S(q, k) =
+∞∫
−∞
eiktq(t)f1(q, t, k)dt , (3.5)
W (q, k) = 2ik −
+∞∫
−∞
e−iktq(t)f1(q, t, k)dt . (3.6)
Note that the integrals above are well defined thanks to the estimate in item (ii) of Theorem 2.1.
Inserting formula (3.3) into (3.5), one gets that
S(q, k) = F−(q, k) +O
(
1
k
)
.
The main result of this section is an estimate of
A(q, k) := S(q, k)−F−(q, k) , (3.7)
saying that A is 1-smoothing. To formulate the result in a precise way, we need to introduce the following
Banach spaces. For M ∈ Z≥1 define
HM∗ := {f ∈ H
M−1
C
: f(k) = f(−k), k∂Mk f ∈ L
2} ,
endowed with the norm
‖f‖2HM∗
:= ‖f‖2HM−1
C
+
∥∥k∂Mk f∥∥2L2 .
Note that HM∗ is a real Banach space. We will use also the complexification of the Banach spaces H
M
∗
and HMζ (this last defined in (1.7)), in which the reality condition f(k) = f(−k) is dropped:
HM∗,C := {f ∈ H
M−1
C
: k∂Mk f ∈ L
2}, HMζ,C := {f ∈ H
M−1
C
: ζ∂Mk f ∈ L
2}.
Note that for any M ≥ 2
(i)HMC ⊂ H
M
ζ,C and H
M
∗,C ⊂ H
M
ζ,C, (ii) fg ∈ H
M
ζ,C ∀ f ∈ H
M
∗,C, g ∈ H
M
ζ,C. (3.8)
We can now state the main theorem of this section. Let L2M,R :=
{
f ∈ L2M | f real valued
}
.
Theorem 3.1. Let N ∈ Z≥0 and M ∈ Z≥4. Then one has:
(i) The map q 7→ A(q, ·) is analytic as a map from L2M to H
M
ζ,C.
(ii) The map q 7→ A(q, ·) is analytic as a map from HN
C
∩ L24 to L
2
N+1. Moreover
‖A(q, ·)‖L2N+1
≤ CA ‖q‖
2
HN
C
∩L2
4
where the constant CA > 0 can be chosen uniformly on bounded subsets of H
N
C
∩ L24.
Furthermore for q ∈ L24,R the map A(q, ·) satisfies A(q, k) = A(q,−k) for every k ∈ R. Thus its
restrictions A : L2M,R → H
M
ζ and A : H
N ∩ L24 → L
2
N+1 are real analytic.
The following corollary follows immediately from identity (3.7), item (ii) of Theorem 3.1 and the
properties of the Fourier transform:
Corollary 3.2. Let N ∈ Z≥0. Then the map q 7→ S(q, ·) is analytic as a map from HNC ∩ L
2
4 to L
2
N .
Moreover
‖S(q, ·)‖L2N
≤ CS ‖q‖HN
C
∩L2
4
where the constant CS > 0 can be chosen uniformly on bounded subsets of H
N
C
∩ L24.
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In [KST13], it is shown that in the periodic setup, the Birkhoff map of KdV is 1-smoothing. As the
map q 7→ S(q, ·) on the spaces considered can be viewed as a version of the Birkhoff map in the scattering
setup of KdV, Theorem 3.1 confirms that a result analogous to the one on the circle holds also on the
line.
The proof of Theorem 3.1 consists of several steps. We begin by proving item (i). Since F− : L2M →
HM
C
is bounded, item (i) will follow from the following proposition:
Proposition 3.3. Let M ∈ Z≥4, then the map L2M ∋ q 7→ S(q, ·) ∈ H
M
ζ,C is analytic and
‖S(q, ·)‖HMζ,C
≤ KS ‖q‖L2M
,
where KS > 0 can be chosen uniformly on bounded subsets of L
2
M .
Proof. Recall that f1(q, x, k) = e
ikxm1(q, x, k) and f2(q, x, k) = e
−ikxm2(q, x, k). The x-independence
of S(q, k) implies that
S(q, k) = [m1(q, 0, k), m2(q, 0,−k)] . (3.9)
As by Corollary 2.14, mj(q, 0, ·)− 1 ∈ H
M
∗,C and ∂xmj(q, 0, ·) ∈ H
M
ζ,C, j = 1, 2, the identity (3.9) yields
S(q, k) =(m1(q, 0, k)− 1) ∂xm2(q, 0,−k)− (m2(q, 0,−k)− 1) ∂xm1(q, 0, k)
+ ∂xm2(q, 0,−k)− ∂xm1(q, 0, k) ,
thus S(q, ·) ∈ HMζ,C by (3.8). The estimate on the norm ‖S(q, ·)‖HMζ,C
follows by Corollary 2.14.
Proof of Theorem 3.1 (i). The claim is a direct consequence of Proposition 3.3 and the fact that for
any real valued potential q, S(q, k) = S(q,−k), F−(q, k) = F−(q,−k) and hence A(q, k) = A(q,−k) for
any k ∈ R.
In order to prove the second item of Theorem 3.1, we expand the map q 7→ A(q) as a power series of q.
More precisely, iterate formula (3.3) and insert the formal expansion obtained in this way in the integral
term of (3.5), to get
S(q, k) = F−(q, k) +
∑
n≥1
sn(q, k)
kn
(3.10)
where, with dt = dt0 · · · dtn,
sn(q, k) :=
∫
∆n+1
eikt0q(t0)
n∏
j=1
(
q(tj) sin k(tj − tj−1)
)
eiktn dt (3.11)
is a polynomial of degree n+ 1 in q (cf Appendix B) and ∆n+1 is given by
∆n+1 :=
{
(t0, · · · , tn) ∈ R
n+1 : t0 ≤ · · · ≤ tn
}
.
Since by Proposition 3.3 S(q, ·) is in L2, it remains to control the decay ofA(q, ·) in k at infinity. Introduce
a cut off function χ with χ(k) = 0 for |k| ≤ 1 and χ(k) = 1 for |k| > 2 and consider the series
χ(k)S(q, k) = χ(k)F−(q, k) +
∑
n≥1
χ(k)sn(q, k)
kn
. (3.12)
Item (ii) of Theorem 3.1 follows once we show that each term χ(k)sn(q,k)kn of the series is bounded as a
map from HN
C
∩ L24 into L
2
N+1 and the series has an infinite radius of convergence in L
2
N+1. Indeed the
analyticity of the map then follows from general properties of analytic maps in complex Banach spaces,
see Remark B.4.
In order to estimate the terms of the series, we need estimates on the maps k 7→ sn(q, k). A first trivial
bound is given by
‖sn(q, ·)‖L∞ ≤
1
(n+1)! ‖q‖
n+1
L1 . (3.13)
However, in order to prove convergence of (3.12), one needs more refined estimates of the norm of
k 7→ sn(q, k) in L
2
N . In order to derive such estimates, we begin with a preliminary lemma about
oscillatory integrals:
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Lemma 3.4. Let f ∈ L1(Rn,C) ∩ L2(Rn,C). Let α ∈ Rn, α 6= 0 and
g : R→ C, g(k) :=
∫
Rn
eikα·tf(t) dt.
Then g ∈ L2 and for any component αi 6= 0 one has
‖g‖L2 ≤
∫
Rn−1
( +∞∫
−∞
|f(t)|2 dti
)1/2
dt1 . . . d̂ti . . . dtn. (3.14)
Proof. The lemma is a variant of Parseval’s theorem for the Fourier transform; indeed
‖g‖
2
L2 =
∫
R
g(k) g(k) dk =
∫
R×Rn×Rn
eikα·(t−s)f(t)f(s) dt ds dk. (3.15)
Integrating first in the k variable and using the distributional identity
∫
R
eikx dk = 12π δ0, where δ0 denotes
the Dirac delta function, one gets
‖g‖2L2 =
1
2π
∫
Rn×Rn
f(t) f(s) δ(α · (t− s)) dt ds (3.16)
Choose an index i such that αi 6= 0; then α · (t − s) = 0 implies that si = ti + ci/αi, where ci =∑
j 6=i αj(tj − sj). Denoting dσi = dt1 · · · d̂ti · · · dtn and dσ˜i = ds1 · · · d̂si · · · dsn, one has, integrating first
in the variables si and ti,
‖g‖
2
L2 =
1
2π
∫
Rn−1×Rn−1
dσi dσ˜i
∫
R
f(t1, . . . , ti, . . . , tn)f(s1, . . . , ti + ci/αi, . . . , sn)dti
≤
∫
Rn−1×Rn−1
dσi dσ˜i
( +∞∫
−∞
|f(t)|2 dti
)1/2
·
( +∞∫
−∞
|f(s)|2 dsi
)1/2
≤
( ∫
Rn−1
dσ˜i
( +∞∫
−∞
|f(s)|2 dsi
)1/2)2
(3.17)
where in the second line we have used the Cauchy-Schwarz inequality and the invariance of the integral
+∞∫
−∞
|f(s1, . . . , ti + ci/αi, . . . , sn)|
2 by translation.
To get bounds on the norm of the polynomials k 7→ sn(q, k) in L
2
N it is convenient to study the
multilinear maps associated with them:
s˜n :
(
HNC ∩ L
1
)n+1
→ L2N ,
(f0, · · · , fn) 7→ s˜n(f0, · · · , fn) :=
∫
∆n+1
eikt0f0(t0)
n∏
j=1
(
fj(tj) sin(k(tj − tj−1))
)
eiktn dt .
The boundedness of these multilinear maps is given by the following
Lemma 3.5. For each n ≥ 1 and N ∈ Z≥0, s˜n : (HNC ∩ L
1)n+1 → L2N is bounded. In particular there
exist constants Cn,N > 0 such that
‖s˜n(f0, . . . , fn)‖L2N
≤ Cn,N ‖f0‖HN
C
∩L1 · · · ‖fn‖HN
C
∩L1 . (3.18)
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For the proof, introduce the operators Ij : L
1 → L∞, j = 1, 2, defined by
I1(f)(t) :=
+∞∫
t
f(s) ds I2(f)(t) :=
t∫
−∞
f(s) ds. (3.19)
It is easy to prove that if u, v ∈ HN
C
∩ L1, then u Ij(v) ∈ H
N
C
∩ L1 and the estimate ‖u Ij(v)‖HN
C
≤
‖u‖HN
C
∩L1 ‖v‖HN
C
∩L1 holds for j = 1, 2.
Proof of Lemma 3.5. As sinx = (eix − e−ix)/2i we can write eikt0
(∏n
j=1 sink(tj − tj−1)
)
eiktn as a
sum of complex exponentials. Note that the arguments of the exponentials are obtained by taking all
the possible combinations of ± in the expression t0 ± (t1 − t0) ± . . . ± (tn − tn−1) + tn. To handle this
combinations, define the set
Λn :=
{
σ = (σj)1≤j≤n : σj ∈ {±1}
}
(3.20)
and introduce
δσ := #{1 ≤ j ≤ n : σj = −1}.
For any σ ∈ Λn, define ασ = (αj)0≤j≤n as
α0 = (1− σ1), αj = σj − σj+1 for 1 ≤ j ≤ n− 1, αn = 1 + σn.
Note that for any t = (t0, . . . , tn), one has ασ · t = t0 +
∑n
j=1 σj(tj − tj−1) + tn.
For every σ ∈ Λn, ασ satisfies the following properties:
(i) α0, αn ∈ {2, 0} , αj ∈ {0,±2} ∀1 ≤ j ≤ n− 1; (ii) # {j|αj 6= 0} is odd. (3.21)
Property (i) is obviously true; we prove now (ii) by induction. For n = 1, property (ii) is trivial.
To prove the induction step n  n + 1, let α0 = 1 − σ1, . . . , αn = σn − σn+1, αn+1 = 1 + σn+1,
and define α˜n := 1 + σn ∈ {0, 2}. By the induction hypothesis the vector α˜σ = (α0, . . . , αn−1, α˜n)
has an odd number of elements non zero. Case α˜n = 0: in this case the vector (α0, . . . , αn−1) has
an odd number of non zero elements. Then, since αn = σn − σn+1 = α˜n − αn+1 = −αn+1, one has
that (αn, αn+1) ∈ {(0, 0), (−2, 2)}. Therefore the vector ασ has an odd number of non zero elements.
Case α˜n = 2: in this case the vector (α0, . . . , αn−1) has an even number of non zero elements. As
αn = 2− αn+1, it follows that (αn, αn+1) ∈ {(2, 0), (0, 2)}. Therefore the vector ασ has an odd number
of non zero elements. This proves (3.21).
As
eikt0
( n∏
j=1
sink(tj − tj−1)
)
eiktn =
∑
σ∈Λn
(−1)δσ
(2i)n
eikα·t
s˜n can be written as a sum of complex exponentials, s˜n(f0, . . . , fn)(k) =
∑
σ∈Λn
(−1)δσ
(2i)n s˜n,σ(f0, . . . , fn)(k)
where
s˜n,σ(f0, . . . , fn)(k) =
∫
∆n+1
eikα·tf0(t0) · · · fn(tn)dt. (3.22)
The case N = 0 follows directly from Lemma 3.4, since for each σ ∈ Λn one has by (3.21) that there
exists m with αm 6= 0 implying ‖s˜n,σ(f0, . . . , fn)‖L2 ≤ C ‖fm‖L2
∏
j 6=m ‖fj‖L1 , which leads to (3.18).
We now prove by induction that s˜n : (H
N
C
∩ L1)n+1 → L2N for any N ≥ 1. We start with n = 1.
Since we have already proved that s˜1 is a bounded map from (L
2 ∩ L1)2 to L2, it is enough to establish
the stated decay at ∞. One verifies that
s˜1(f0, f1) =
1
2i
+∞∫
−∞
e2ikt f0(t) I1(f1)(t) dt−
1
2i
+∞∫
−∞
e2ikt f1(t) I2(f0)(t) dt
=
1
2i
F−(f0 I1(f1))−
1
2i
F−(f1 I2(f0)).
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Hence, for each N ∈ Z≥0, (f0, f1) 7→ s˜1(f0, f1) is bounded as a map from (HNC ∩ L
1)2 to L2N . Moreover
‖s˜1(f0, f1)‖L2N
≤ C1
(
‖f0 I1(f1)‖HN
C
+ ‖f1 I2(f0)‖HN
C
)
≤ C1,N ‖f0‖HN
C
∩L1 ‖f1‖HN
C
∩L1 .
We prove the induction step n  n + 1 with n ≥ 1 for any N ≥ 1 (the case N = 0 has been already
treated). The term s˜n+1(f0, . . . , fn+1) equals∫
∆n+2
eikt0f0(t0)
n∏
j=1
(
sink(tj − tj−1)fj(tj)
)
eiktn sin k(tn+1 − tn)e
ik(tn+1−tn)fn+1(tn+1) dt
where we multiplied and divided by the factor eiktn . Writing
sink(tn+1 − tn) = (e
ik(tn+1−tn) − e−ik(tn+1−tn))/2i ,
the integral term
+∞∫
tn
eik(tn+1−tn) sink(tn+1 − tn) fn+1(tn+1) dtn+1 equals
1
2i
+∞∫
tn
e2ik(tn+1−tn)fn+1(tn+1) dtn+1 −
1
2i
I1(fn+1)(tn).
Since fn+1 ∈ H
N
C
, for 0 ≤ j ≤ N − 1 one gets f
(j)
n+1 → 0 when x→ ∞, where we wrote f
(j)
n+1 ≡ ∂
j
kfn+1.
Integrating by parts N -times in the integral expression displayed above one has
1
2i
N−1∑
j=0
(−1)j+1
(2ik)j+1
f
(j)
n+1(tn) +
(−1)N
2i(2ik)N
+∞∫
tn
e2ik(tn+1−tn)f (N)n+1(tn+1) dtn+1 −
1
2i
I1(fn+1)(tn).
Inserting the formula above in the expression for s˜n+1, and using the multilinearity of s˜n+1 one gets
s˜n+1(f0, . . . , fn+1) =
1
2i
N−1∑
j=0
(−1)j+1
(2ik)j+1
s˜n(f0, . . . , fn · f
(j)
n+1)−
1
2i
s˜n(f0, . . . , fn I1(fn+1)) (3.23)
+
(−1)N
2i(2ik)N
∫
∆n+2
eikt0f0(t0)
n∏
j=1
(
sin k(tj − tj−1) fj(tj)
)
e2iktn+1f
(N)
n+1(tn+1) dtn+1. (3.24)
We analyze the first term in the r.h.s. of (3.23). For 0 ≤ j ≤ N − 1, the function f
(j)
n+1 ∈ H
N−j
C
is in
L∞ by the Sobolev embedding theorem. Therefore fn · f
(j)
n+1 ∈ H
N−j
C
∩L1. By the inductive assumption
applied to N − j, s˜n(f0, . . . , fn · f
(j)
n+1) ∈ L
2
N−j. Therefore
χ
(2ik)j+1 s˜n(f0, . . . , fn · f
(j)
n+1) ∈ L
2
N , where χ is
chosen as in (3.12). For the second term in (3.23) it is enough to note that fn I1(fn+1) ∈ H
N
C
∩ L1 and
by the inductive assumption it follows that s˜n(f0, . . . , fn I1(fn+1)) ∈ L
2
N .
We are left with (3.24). Due to the factor (2ik)N in the denominator, we need just to prove that the
integral term is L2 integrable in the k-variable. Since the oscillatory factor e2iktn+1 doesn’t get canceled
when we express the sine functions with exponentials, we can apply Lemma 3.4, integrating first in L2
w.r. to the variable tn+1, getting
‖χ · (3.24)‖L2N
≤ Cn+1,N
∥∥∥f (N)n+1∥∥∥
L2
n∏
j=0
‖fj‖L1 .
Putting all together, it follows that s˜n+1 is bounded as a map from (H
N
C
∩ L1)n+2 to L2N for each
N ∈ Z≥0 and the estimate (3.18) holds.
By evaluating the multilinear map s˜n on the diagonal, Lemma 3.5 says that for any N ≥ 0,
‖sn(q, ·)‖L2N
≤ Cn,N ‖q‖
n+1
HN
C
∩L1 , ∀n ≥ 1. (3.25)
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Combining the L∞ estimate (3.13) with (3.25) we can now prove item (ii) of Theorem 3.1:
Proof of Theorem 3.1 (ii). Let χ be the cut off function introduced in (3.12) and set
A˜(q, k) :=
∞∑
n=1
χ(k)sn(q, k)
kn
. (3.26)
We now show that for any ρ > 0, A˜(q, ·) is an absolutely and uniformly convergent series in L2N+1
for q in Bρ(0), where Bρ(0) is the ball in H
N
C
∩ L1 with center 0 and radius ρ. By (3.25) the map
q 7→
∑N+1
n=1
χ(k)sn(q,k)
kn is analytic as a map from H
N
C
∩ L1 to L2N+1, being a finite sum of polynomials -
cf. Remark B.4. It remains to estimate the sum
A˜N+2(q, k) := A˜(q, k)−
N+1∑
n=1
χ(k)sn(q, k)
kn
.
It is absolutely convergent since by the L∞ estimate (3.13)∥∥∥∥∥∥
∑
n≥N+2
χsn(q, ·)
kn
∥∥∥∥∥∥
L2N+1
≤
∑
n≥N+2
∥∥∥∥χ(k)kn
∥∥∥∥
L2N+1
‖sn(q, ·)‖L∞ ≤ C
∑
n≥N+2
‖q‖
n+1
L1
(n+ 1)!
(3.27)
for an absolute constant C > 0. Therefore the series in (3.26) converges absolutely and uniformly in
Bρ(0) for every ρ > 0. The absolute and uniform convergence implies that for any N ≥ 0, q 7→ A˜(q, ·) is
analytic as a map from HN
C
∩ L1 to L2N+1.
It remains to show that identity (3.12) holds, i.e., for every q ∈ HN
C
∩ L1 one has χA(q, ·) = A˜(q, ·) in
L2N+1. Indeed, fix q ∈ H
N
C
∩ L1 and choose ρ such that ‖q‖HN
C
∩L1 ≤ ρ. Iterate formula (3.3) N
′ ≥ 1
times and insert the result in (3.5) to get for any k ∈ R \ {0},
S(q, k) = F−(q, k) +
N ′∑
n=1
sn(q, k)
kn
+ SN ′+1(q, k) ,
where
SN ′+1(q, k) :=
1
kN ′+1
∫
∆N′+2
eikt0q(t0)
N ′+1∏
j=1
(
q(tj) sink(tj − tj−1)
)
f1(q, tN ′+1, k) dt .
By the definition (3.7) of A(q, k) and the expression of SN ′+1 displayed above
χ(k)A(q, k) −
N ′∑
n=1
χ(k)sn(q, k)
kn
= χ(k)SN ′+1(q, k), ∀N
′ ≥ 1 .
Let now N ′ ≥ N , then by Theorem 2.1 (ii) there exists a constant Kρ, which can be chosen uniformly
on Bρ(0) such that
‖χSN ′+1(q, ·)‖L2N+1
≤ Kρ
‖q‖
N ′+2
L1
1
(N ′ + 2)!
≤ Kρ
ρN
′+2
(N ′ + 2)!
→ 0, when N ′ →∞ ,
where for the last inequality we used that ‖q‖L1
1
≤ C ‖q‖L2
2
for some absolute constant C > 0. Since
limN ′→0
∑N ′
n=1
χ(k)sn(q,k)
kn = A˜(q, k) in L
2
N+1, it follows that χ(k)A(q, k) = A˜(q, k) in L
2
N+1.
For later use we study regularity and decay properties of the map k 7→ W (q, k). For q ∈ L24 real
valued with no bound states it follows that W (q, k) 6= 0, ∀ Im k ≥ 0 by classical results in scattering
theory. We define
QC :=
{
q ∈ L24 : W (q, k) 6= 0, ∀ Im k ≥ 0
}
, QN,M
C
:= QC ∩H
N
C ∩ L
2
M . (3.28)
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We will prove in Lemma 3.8 below that QN,M
C
is open in HN
C
∩ L2M . Finally consider the Banach space
WM
C
defined for M ≥ 1 by
WMC := {f ∈ L
∞ : ∂kf ∈ HM−1C } , (3.29)
endowed with the norm ‖f‖
2
WM
C
= ‖f‖
2
L∞ + ‖∂kf‖
2
HM−1
C
.
Note that HM
C
⊆WM
C
for any M ≥ 1 and
gh ∈ HMζ,C ∀ g ∈ H
M
ζ,C, ∀h ∈W
M
C . (3.30)
The properties of the map W are summarized in the following Proposition:
Proposition 3.6. For M ∈ Z≥4 the following holds:
(i) The map L2M ∋ q 7→W (q, ·)− 2ik + F−(q, 0) ∈ H
M
ζ,C is analytic and
‖W (q, ·)− 2ik + F−(q, 0)‖HMζ,C ≤ CW ‖q‖L2M ,
where the constant CW > 0 can be chosen uniformly on bounded subsets of L
2
M .
(ii) The map Q0,M
C
∋ q 7→ 1/W (q, ·) ∈ L∞ is analytic.
(iii) The maps
Q0,M
C
∋ q 7→
∂jkW (q, ·)
W (q, ·)
∈ L2 for 0 ≤ j ≤M − 1 and Q0,M
C
∋ q 7→
ζ∂Mk W (q, ·)
W (q, ·)
∈ L2
are analytic. Here ζ is a function as in (1.8).
Proof. The x-independence of the Wronskian function (1.3) implies that
W (q, k) = 2ikm2(q, 0, k)m1(q, 0, k) + [m2(q, 0, k), m1(q, 0, k)]. (3.31)
Introduce for j = 1, 2 the functions m`j(q, k) := 2ik (mj(q, 0, k) − 1). By the integral formula (2.1) one
verifies that
m`1(q, k) =
+∞∫
0
(
e2ikt − 1
)
q(t) (m1(q, t, k)− 1) dt+
+∞∫
0
e2ikt q(t) dt −
+∞∫
0
q(t) dt;
m`2(q, k) =
0∫
−∞
(
e−2ikt − 1
)
q(t) (m2(q, t, k)− 1) dt+
0∫
−∞
e−2ikt q(t) dt−
0∫
−∞
q(t) dt.
(3.32)
A simple computation using (3.31) shows that W (q, k)− 2ik + F−(q, 0) = I + II + III where
I := m`1(q, k) + m`2(q, k) + F−(q, 0),
II := m`1(q, k)(m2(q, 0, k)− 1) and III := [m2(q, 0, k),m1(q, 0, k)].
(3.33)
We prove now that each of the terms I, II and III displayed above is an element of HMζ,C. We begin by
discussing the smoothness of the functions k 7→ m`j(q, k), j = 1, 2. For any 1 ≤ n ≤M,
∂nk m`j(q, k) = 2in ∂
n−1
k (mj(q, 0, k)− 1) + 2ik ∂
n
kmj(q, 0, k) .
Thus by Corollary 2.14 (i), m`j(q, ·) ∈ W
M
C
and q 7→ m`j(q, ·), j = 1, 2, are analytic as maps from L
2
M
to WM
C
. Consider first the term III in (3.33). By Corollary 2.14, ‖III(q, ·)‖HMζ,C
≤ KIII ‖q‖L2M
, where
KIII > 0 can be chosen uniformly on bounded subsets of L
2
M . Arguing as in the proof of Proposition
3.3, one shows that it is an element of HMζ,C and it is analytic as a map L
2
M → H
M
ζ,C. Next consider the
term II. Since m`1(q, ·) is in W
M
C
and m2(q, 0, ·) − 1 is in H
M
ζ,C, it follows by (3.30) that their product
is in HMζ,C. It is left to the reader to show that L
2
M → H
M
ζ,C , q 7→ II(q) is analytic and furthermore
‖II(q, ·)‖HMζ,C
≤ KII ‖q‖L2M
, where KII > 0 can be chosen uniformly on bounded subsets of L
2
M .
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Finally let us consider term I. By summing the identities for m`1 and m`2 in equation (3.32), one gets
that
m`1(q, k) + m`2(q, k) + F−(q, 0) =
+∞∫
0
e2ikt q(t)m1(q, t, k) dt−
+∞∫
0
q(t) (m1(q, t, k)− 1) dt
+
0∫
−∞
e−2ikt q(t)m2(q, t, k)−
0∫
−∞
q(t) (m2(q, t, k)− 1) dt.
(3.34)
We study just the first line displayed above, the second being treated analogously. By equation (2.16)
one has that
+∞∫
0
e2ikt q(t)m1(q, t, k) dt = ∂xm(q, 0, k), which by Corollary 2.14 is an element of H
M
ζ,C and
analytic as a function L2M → H
M
ζ,C. Furthermore, by Proposition 2.7 and Proposition 2.10 it follows that
k 7→
+∞∫
0
q(t) (m1(q, t, k) − 1) dt is an element of H
M
ζ,C and it is analytic as a function L
2
M → H
M
ζ,C. This
proves item (i). By Corollary 2.14, it follows that ‖I(q, ·)‖HMζ,C
≤ KI ‖q‖L2M
, where KI > 0 can be chosen
uniformly on bounded subsets of L2M .
We prove now item (ii). By the definition of QC, for q ∈ Q
0,4
C
the function W (q, k) 6= 0 for any k with
Im k ≥ 0. By Proposition 3.3 (ii) and the conditionM ≥ 4, it follows that W (q, k) = 2ik+L∞; therefore
the map Q0,M
C
∋ q 7→ 1/W (q) ∈ L2 is analytic.
Item (iii) follows immediately from item (i) and (ii).
Lemma 3.7. For any q ∈ Q0,4, W (q, 0) < 0.
Proof. Let q ∈ Q0,4 and κ ≥ 0. By formulas (3.3) and (3.4) with k = iκ, it follows that fj(q, x, iκ)
(j = 1, 2) is real valued (recall that q is real valued). By the definitionW (q, iκ) = [f2, f1] (q, iκ) it follows
that for κ ≥ 0, W (q, iκ) is real valued. As q is generic, W (q, iκ) has no zeroes for κ ≥ 0. Furthermore
for large κ we have W (q, iκ) ∼ 2i(iκ) = −2κ. Thus W (q, iκ) < 0 for κ ≥ 0.
We are now able to prove the direct scattering part of Theorem 1.1.
Proof of Theorem 1.1: direct scattering part. Let N ≥ 0, M ≥ 4 be fixed integers. First we remark
that S(q, ·) is an element of SM,N if q ∈ QN,M . By (3.1), S(q, ·) satisfies (S1). To see that S(q, 0) > 0
recall that S(q, 0) = −W (q, 0), and by Lemma 3.7 W (q, 0) < 0. Thus S(q, ·) satisfies (S2). Finally by
Corollary 3.2 and Proposition 3.3 it follows that S(q, ·) ∈ SM,N . The analyticity properties of the map
q 7→ S(q, ·) and q 7→ A(q, ·) follow by Corollary 3.2, Proposition 3.3 and Theorem 3.1.
We conclude this section with a lemma about the openness of QN,M and SM,N .
Lemma 3.8. For any integers N ≥ 0, M ≥ 4, QN,M [QN,M
C
] is open in HN ∩ L2M [H
N
C
∩ L2M ].
Proof. The proof can be found in [KT88]; we sketch it here for the reader’s convenience. By a classical
result in scattering theory [DT79], W (q, k) admits an analytic extension to the upper plane Im k ≥ 0.
By definition (3.28) one has QC = {q ∈ L
2
4 : W (q, k) 6= 0 ∀ Im k ≥ 0}. Using that (q, k) 7→ W (q, k)
is continuous on L24 ×R and that by Proposition 3.6, ‖W (q, ·)− 2ik‖L∞ is bounded locally uniformly in
q ∈ L24 one sees that QC is open in L
2
4. The remaining statements follow in a similar fashion.
Denote by HMζ,C the complexification of the Banach space H
M
ζ , in which the reality condition f(k) =
f(−k) is dropped:
HMζ,C := {f ∈ H
M−1
C
: ζ∂Mk f ∈ L
2}. (3.35)
On HMζ,C ∩ L
2
N with M ≥ 4, N ≥ 0, define the linear functional
Γ0 : H
M
ζ,C ∩ L
2
N → C, h 7→ h(0).
By the Sobolev embedding theorem Γ0 is a linear analytic map on H
M
ζ,C ∩ L
2
N . In view of the definition
(1.9), SM,N ⊆ HMζ . Furthermore denote by S
M,N
C
the complexification of SM,N . It consists of
24
functions σ : R→ C with Re(σ(0)) > 0 and σ ∈ HMζ,C ∩ L
2
N .
In the following we denote by Cn,γ(R,C), with n ∈ Z≥0 and 0 < γ ≤ 1, the space of complex-valued
functions with n continuous derivatives such that the nth derivative is Hölder continuous with exponent
γ.
Lemma 3.9. For any integersM ≥ 4, N ≥ 0 the subset SM,N [SM,N
C
] is open in HMζ ∩L
2
N [H
M
ζ,C∩L
2
N ].
Proof. Clearly H4ζ,C ⊆ H
3
C
, and by the Sobolev embedding theorem H3
C
→֒ C2,γ(R,C) for any 0 < γ <
1/2. It follows that σ → σ(0) is a continuous functional on H4ζ,C. In view of the definition of S
M,N , the
claimed statement follows.
4 Inverse scattering map
The aim of this section is to prove the inverse scattering part of Theorem 1.1. More precisely we prove
the following theorem.
Theorem 4.1. Let N ∈ Z≥0 and M ∈ Z≥4 be fixed. Then the scattering map S : QN,M → SM,N is
bijective. Its inverse S−1 : SM,N → QN,M is real analytic.
The smoothing and analytic properties of B := S−1 − F−1− claimed in Theorem 1.1 follow now in a
straightforward way from Theorem 4.1 and 3.1.
Proof of Theorem 1.1: inverse scattering part. By Theorem 4.1, S−1 : SM,N → QN,M is well defined
and real analytic. As by definition B = S−1 − F−1− and S = F− + A one has B ◦ S = Id − F
−1
− ◦ S =
−F−1− ◦A or
B = −F−1− ◦A ◦ S
−1 .
Hence, by Theorem 3.1 and Theorem 4.1, for any M ∈ Z≥4 and N ∈ Z≥0 the restriction B : SM,N →
HN+1 ∩ L2M−1 is a real analytic map.
The rest of the section is devoted to the proof of Theorem 4.1. By the direct scattering part of
Theorem 1.1 proved in Section 3, S(QN,M ) ⊆ SM,N . Furthermore, the map S : Q → S is 1-1, see
[KT86, Section 4]. Thus also its restriction S|QN,M : Q
N,M → SM,N is 1-1.
Let us denote by H : L2 → L2 the Hilbert transform
H(v)(k) := −
1
π
p. v.
∫ ∞
−∞
v(k′)
k′ − k
dk′ . (4.1)
We collect in Appendix E some well known properties of the Hilbert transform which will be exploited
in the following.
In order to prove that S : QN,M → SM,N is onto, we need some preparation. Following [KT86]
define for σ ∈ SM,N ,
ω(σ, k) := exp
(
1
2
l(σ, k) +
i
2
H(l(σ, ·))(k)
)
, l(σ, k) := log
(
4(k2 + 1)
4k2 + σ(k)σ(−k)
)
, k ∈ R (4.2)
and
1
w(σ, k)
:=
ω(σ, k)
2i(k + i)
, τ(σ, k) :=
2ik
w(σ, k)
,
ρ+(σ, k) :=
σ(−k)
w(σ, k)
, ρ−(σ, k) :=
σ(k)
w(σ, k)
.
(4.3)
The aim is to show that ρ+(σ, ·), ρ−(σ, ·) and τ(σ, ·) are the scattering data r+, r− and t of a potential
q ∈ QN,M .
In the next proposition we discuss the properties of the map σ → l(σ, ·). To this aim we introduce,
for M ∈ Z≥2 and ζ as in (1.8), the auxiliary Banach space
WMζ := {f ∈ L
∞ : f(k) = f(−k), ∂nk f ∈ L
2 for 1 ≤ n ≤M − 1 , ζ∂Mk f ∈ L
2} (4.4)
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and its complexification
WMζ,C := {f ∈ L
∞ : ∂nk f ∈ L
2 for 1 ≤ n ≤M − 1 , ζ∂Mk f ∈ L
2} , (4.5)
both endowed with the norm ‖f‖2WMζ,C
:= ‖f‖2L∞ + ‖∂kf‖
2
HM−2
C
+
∥∥ζ∂Mk f∥∥2L2 . Note that WMζ differs from
HMζ since we require that f lies just in L
∞ (and not in L2 as in HMζ ).
Proposition 4.2. Let N ∈ Z≥0 and M ∈ Z≥4 be fixed. The map SM,N → HMζ , σ → l(σ, ·) is real
analytic.
Proof. Denote by
h(σ, k) :=
4(k2 + 1)
4k2 + σ(k)σ(−k)
.
We show that the map SM,N →WMζ , σ → h(σ, ·) is real analytic. First note that the map S
M,N
C
→ L∞,
assigning to σ the function σ(k)σ(−k) is analytic by the Sobolev embedding theorem. For σ ∈ SM,N
C
write σ = σ1 + iσ2, where σ1 := Reσ, σ2 := Imσ. Then
Re(σ(k)σ(−k)) = σ1(k)σ1(−k)− σ2(k)σ2(−k) . (4.6)
Now fix σ0 ∈ SM,N and recall that SM,N = S ∩ HMζ ∩ L
2
N . Remark that σ
0
2 := Imσ
0 = 0, while
σ01 := Reσ
0 satisfies σ01(k)σ
0
1(−k) ≥ 0 and σ
0
1(0)
2 > 0. Thus, by formula (4.6) and the Sobolev embedding
theorem, there exists Vσ0 ⊂ S
M,N
C
small complex neighborhood of σ0 and a constant Cσ0 > 0 such that
Re(4k2 + σ(k)σ(−k)) > Cσ0 , ∀σ ∈ Vσ0 .
It follows that there exist constants C1, C2 > 0 such that
Reh(σ, k) ≥ C1 , |h(σ, k)| ≤ C2 , ∀k ∈ R, ∀σ ∈ Vσ0 , (4.7)
implying that the map Vσ0 → L
∞, σ → h(σ, ·) is analytic. In a similar way one proves that Vσ0 →WMζ,C,
σ 7→ h(σ, ·) is analytic (we omit the details). If σ(k) = σ(−k), the function h(σ, ·) is real valued. Thus
it follows that SM,N →WMζ , σ → h(σ, ·) is real analytic.
We consider now the map σ → l(σ, ·). By (4.7), l(σ, k) = log(h(σ, k)) is well defined for every
k ∈ R. Since the logarithm is a real analytic function on the right half plane, the map SM,N → L∞,
σ → l(σ, ·) is real analytic as well. Furthermore for |k| > 1 one finds a constant C3 > 0 such that
|l(σ, k)| ≤ C3/|k|
2, ∀σ ∈ Vσ0 . Thus σ → l(σ, ·) is real analytic as a map from S
M,N to L2. One verifies
that ∂k log(h(σ, ·)) =
∂kh(σ,·)
h(σ,·) is in L
2 and one shows by induction that the map SM,N → HMζ , σ 7→ l(σ, ·)
is real analytic.
In the next proposition we discuss the properties of the map σ → ω(σ, ·).
Proposition 4.3. Let N ∈ Z≥0 and M ∈ Z≥4 be fixed. The map SM,N → WMζ , σ → ω(σ, ·) is real
analytic. Furthermore ω(σ, ·) has the following properties:
(i) ω(σ, k) extends analytically in the upper half plane Im k > 0, and it has no zeroes in Im k ≥ 0.
(ii) ω(σ, k) = ω(σ,−k) ∀k ∈ R.
(iii) For every k ∈ R
ω(σ, k)ω(σ,−k) =
4(k2 + 1)
4k2 + σ(k)σ(−k)
.
Proof. By Lemma E.3, the Hilbert transform is a bounded linear operator from HMζ,C to H
M
ζ,C. By
Proposition 4.2 it then follows that the map
S
M,N → HMζ , σ 7→ H(l(σ, ·))
is real analytic as well. Since the exponential function is real analytic and ∂kω(σ, ·) =
1
2∂k(l(σ, ·) +
iH(l(σ, ·)))ω(σ, ·), one proves by induction that SM,N → WMζ , σ → ω(σ, ·) is real analytic. Properties
(i)–(iii) are proved in [KT86, Section 4].
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Next we consider the map σ → 1w(σ,·) . The following proposition follows immediately from Proposition
4.3 and the definition 1w(σ,k) =
ω(σ,k)
2i(k+i) .
Proposition 4.4. The map SM,N → HM−1
C
, σ → 1w(σ,·) is real analytic. Furthermore the maps
S
M,N → L2 , σ → ∂nk
2ik
w(σ, ·)
, 1 ≤ n ≤M
are real analytic. The function 1w(σ,·) fulfills
(i)
(
1
w(σ,k)
)
= 1w(σ,−k) for every k ∈ R.
(ii)
∣∣∣ 2ikw(σ,k) ∣∣∣ ≤ 1 for every k ∈ R.
(iii) For every k ∈ R
w(σ, k)w(σ,−k) = 4k2 + σ(k)σ(−k) .
In particular |w(σ, k)| > 0 for every k ∈ R and σ ∈ SM,N .
Now we study the properties of ρ+(σ, ·) and ρ−(σ, ·) defined in formulas (4.3).
Proposition 4.5. Let N ∈ Z≥0 and M ∈ Z≥4 be fixed. Then the maps SM,N → HMζ ∩L
2
N , σ → ρ±(σ, ·)
are real analytic. There exists C > 0 so that ‖ρ±(σ, ·)‖HMζ,C∩L2N ≤ C ‖σ‖HMζ ∩L2N , where C depends locally
uniformly on σ ∈ SM,N . Furthermore the following holds:
(i) unitarity: τ(σ, k)τ(σ,−k) + ρ±(σ, k)ρ±(σ,−k) = 1 and ρ+(σ, k)τ(σ, k) + ρ−(σ, k)τ(σ, k) = 0 for
every k ∈ R .
(ii) reality: τ(σ, k) = τ(σ,−k), ρ±(σ, k) = ρ±(σ,−k);
(iii) analyticity: τ(σ, k) admits an analytic extension to {Im k > 0};
(iv) asymptotics: τ(σ, z) = 1 + O(1/|z|) as |z| → ∞, Im z ≥ 0, and ρ±(σ, k) = O(1/k), as |k| → ∞, k
real;
(v) rate at k = 0: |τ(σ, z)| > 0 for z 6= 0, Im z ≥ 0 and |ρ±(σ, k)| < 1 for k 6= 0. Furthermore
τ(σ, z) =αz + o(z), α 6= 0, Im z ≥ 0
1 + ρ±(σ, k) =β±k + o(k), k ∈ R;
Proof. The real analyticity of the maps SM,N → HMζ ∩L
2
N , σ → ρ±(σ, ·) follows from Proposition 4.4 and
the definition ρ±(σ, k) = σ(∓, k)/w(σ, k) (see also the proof of Proposition 4.6). Since σ 7→ 1w(σ,·) is real
analytic, it is locally bounded, i.e., there exists C > 0 so that ‖ρ±(σ, ·)‖HMζ,C∩L2N ≤ C ‖σ‖HMζ ∩L2N , where
C depends locally uniformly on σ ∈ SM,N . Properties (i), (ii), (v) follow now by simple computations.
Property (iii)− (iv) are proved in [KT86, Lemma 4.1].
Finally define the functions
R±(σ, k) := 2ikρ±(σ, k) . (4.8)
Proposition 4.6. Let N ∈ Z≥0 andM ∈ Z≥4 be fixed. Then the maps SM,N → HMC ∩L
2
N , σ → R±(σ, ·)
are real analytic. There exists C > 0 so that ‖R±(σ, ·)‖HM
C
∩L2N ≤ C ‖σ‖HMζ ∩L2N , where C depends locally
uniformly on σ ∈ SM,N . Furthermore the following holds:
(i) R±(σ, k) = R±(σ,−k) for every k ∈ R.
(ii) |R±(σ, k)| < 2|k| for any k ∈ R \ {0}.
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Proof. In order to prove the statements, we will use that R±(σ, k) = 2ik
σ(∓k)
w(σ,k) . We will consider just
R−, since the analysis for R+ is identical. To simplify the notation, we will denote R−(σ, ·) ≡ R(σ, ·).
By Proposition 4.4(ii), |R(σ, k)| ≤ |σ(k)| , thus R(σ, ·) ∈ L2N . In order to prove that R(σ, ·) ∈ H
M
C
,
take n derivatives (1 ≤ n ≤M) of R(σ, ·) to get the identity
∂nkR(σ, k) =
2ik
w(σ, k)
∂nk σ(k) +
n−1∑
j=1
(
n
j
)(
∂jk
2ik
w(σ, k)
)
∂n−jk σ(k) +
(
∂nk
2ik
w(σ, k)
)
σ(k) . (4.9)
We show now that each term of the r.h.s. of the identity above is in L2. Consider first the term
I1 :=
2ik
w(σ,k)∂
n
k σ(k). If 1 ≤ n < M , then ∂
n
k σ ∈ L
2 and |2ik/w(σ, k)| ≤ 1, thus proving that I1 ∈ L
2. If
n = M , let χ be a smooth cut-off function with χ(k) ≡ 1 in [−1, 1] and χ(k) ≡ 0 in R \ [−2, 2]. Then
one has
I1 =
1
w(σ, k)
χ(k)2ik∂Mk σ(k) +
2ik
w(σ, k)
(1− χ(k))∂Mk σ(k) .
As σ ∈ SM,N it follows that k 7→ χ(k)2ik∂Mk σ(k) and k 7→ (1−χ(k))∂
M
k σ(k) are in L
2. By Proposition
4.4, 1w(σ,·) and
2ik
w(σ,·) are in L
∞. Altogether it follows that I1 ∈ L2 for any 1 ≤ n ≤M .
Consider now I2 :=
∑n−1
j=1
(
n
j
) (
∂jk
2ik
w(σ,k)
)
∂n−jk σ(k). By Proposition 4.4,
(
∂jk
2ik
w(σ,k)
)
∈ H1
C
for every
1 ≤ j ≤M − 1, thus by the Sobolev embedding theorem
(
∂jk
2ik
w(σ,k)
)
∈ L∞ for every 1 ≤ j ≤M − 1. As
∂n−jk σ ∈ L
2 for 1 ≤ j ≤ n− 1 < M , it follows that I2 ∈ L
2 for any 1 ≤ n ≤M .
Finally consider I3 :=
(
∂nk
2ik
w(σ,k)
)
σ(k). By Proposition 4.4,
(
∂nk
2ik
w(σ,k)
)
∈ L2 for any 1 ≤ n ≤ M .
Since σ ∈ L∞, I3 ∈ L2 for any 1 ≤ n ≤M .
Altogether we proved that R(σ, ·) ∈ HM
C
∩L2N . The claimed estimate on ‖R(σ, ·)‖HM
C
∩L2N and item (i)
and (ii) follow in a straightforward way. The real analyticity of the map SM,N → HM
C
∩L2N , σ → R(σ, ·)
follows by Proposition 4.4.
For σ ∈ SM,N , define the Fourier transforms
F±(σ, y) := F−1± (ρ±(σ, ·))(y) =
1
π
∫
R
ρ±(σ, k)e±2ikydk . (4.10)
Then
± ∂yF±(σ, y) =
1
π
+∞∫
−∞
2ikρ±(σ, k)e±2iky dk = F−1± (R±(σ, ·))(y) . (4.11)
In the next proposition we analyze the properties of the maps σ 7→ F±(σ, ·).
Proposition 4.7. Let N ∈ Z≥0 and M ∈ Z≥4 be fixed. Then the following holds true:
(i) σ 7→ F±(σ, ·) are real analytic as maps from S 4,0 to H1 ∩L23. Moreover there exists C > 0 so that
‖F±(σ, ·)‖H1∩L2
3
≤ C ‖σ‖HMζ
, where C depends locally uniformly on σ ∈ SM,N .
(ii) σ 7→ F ′±(σ, ·) are real analytic as maps from S
M,N to HN ∩ L2M . Moreover there exists C
′ > 0 so
that
∥∥F ′±(σ, ·)∥∥HN∩L2M ≤ C′ ‖σ‖HMζ ∩L2N , where C′ depends locally uniformly on σ ∈ SM,N .
Proof. By Proposition 4.5, the map S 4,0 → H3
C
∩L21, σ → ρ±(σ, ·) is real analytic. Thus item (i) follows
by the properties of the Fourier transform. By Proposition 4.5 (ii), F±(σ, ·) = F−1± (ρ±) is real valued.
Item (ii) follows from (4.11) and the characterizations
R± ∈ HMC ⇐⇒ F
−1
± (R±) ∈ L
2
M and R± ∈ L
2
N ⇐⇒ F
−1
± (R±) ∈ H
N
C . (4.12)
The claimed estimates follow from the properties of the Fourier transform, Proposition 4.5 and Propo-
sition 4.6.
We are finally able to prove that there exists a potential q ∈ Q with prescribed scattering coefficient
σ ∈ SM,N . More precisely the following theorem holds.
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Theorem 4.8. Let N ∈ Z≥0, M ∈ Z≥4 and σ ∈ SM,N be fixed. Then there exists a potential q ∈ Q
such that S(q, ·) = σ.
Proof. Let ρ± := ρ±(σ, ·) and τ := τ(σ, ·) be given by formula (4.3). Let F±(σ, ·) be defined as in (4.10).
By Proposition 4.7 it follows that F±(σ, ·) are absolutely continuous and F ′±(σ, ·) ∈ H
N ∩L2M . As M ≥ 4
it follows that ∫ ∞
−∞
(1 + x2)|F ′±(σ, x)| dx <∞ . (4.13)
The main theorem in inverse scattering [Fad64] assures that if (4.13) and item (i)–(v) of Proposition 4.6
hold, then there exists a potential q ∈ Q such that r±(q, ·) = ρ± and t(q, ·) = τ , where r± and t are the
reflection respectively transmission coefficients defined in (1.5). From the formulas (4.3) it follows that
S(q, ·) = σ.
It remains to show that q ∈ QN,M and that the map S−1 : SM,N → QN,M is real analytic. We
take here a different approach then [KT86]. In [KT86] the authors show that the map S is complex
differentiable and its differential dqS is bounded invertible. Here instead we reconstruct q by solving the
Gelfand-Levitan-Marchenko equations and we show that the inverse map SM,N → QN,M , σ 7→ q is real
analytic. We outline briefly the procedure. Given two reflection coefficients ρ± satisfying items (i)–(v) of
Proposition 4.5 and arbitrary real numbers c+ ≤ c−, it is possible to construct a potential q+ on [c+,∞)
using ρ+ and a potential q− on (−∞, c−] using ρ−, such that q+ and q− coincide on the intersection of
their domains, i.e., q+|[c+,c−] = q−|[c+,c−]. Hence q defined on R by q|[c+,+∞) = q+ and q|(−∞,c−] = q−
is well defined, q ∈ Q and r±(q, ·) = ρ±, i.e., ρ+ and ρ− are the reflection coefficients of the potential q
[Fad64, Mar86, DT79]. We postpone the details of this procedure to the next section.
4.1 Gelfand-Levitan-Marchenko equation
In this section we prove how to construct for any σ ∈ SM,N two potentials q+ and q− with q+ ∈
HNx≥c ∩ L
2
M,x≥c respectively q− ∈ H
N
x≤c ∩ L
2
M,x≤c, where for any c ∈ R and 1 ≤ p ≤ ∞
Lpx≥c :=
{
f : [c,+∞)→ C : ‖f‖Lp
x≥c
<∞
}
, (4.14)
where ‖f‖Lp
x≥c
:=
(∫ +∞
c |f(x)|
p dx
)1/p
for 1 ≤ p <∞ and ‖f‖L∞
x≥c
:= ess supx≥c |f(x)|. For any integer
N ≥ 1 define
HNx≥c :=
{
f : [c,+∞)→ R : ‖f‖HN
x≥c
<∞
}
, ‖f‖
2
HN
x≥c
:=
N∑
j=0
‖∂nxf‖
2
L2
x≥c
, (4.15)
and for any real number M ≥ 1 define
L2M,x≥c :=
{
f : [c,+∞)→ C : ‖f‖L2
M,x≥c
<∞
}
, ‖f‖L2
M,x≥c
=
∥∥〈x〉Mf∥∥
L2
x≥c
, (4.16)
where 〈x〉 := (1 + x2)1/2. We will write HN
C,x≥c for the complexification of H
N
x≥c. For 1 ≤ α, β ≤ ∞, we
define
Lαx≥cL
β
y≥0 :=
{
f : [c,+∞)× [0,+∞)→ C : ‖f‖Lα
x≥c
Lβ
y≥0
<∞
}
,
where ‖f‖Lα
x≥c
Lβ
y≥0
:=
( ∫ +∞
c ‖f(x, ·)‖
α
Lβ
y≥0
dx
)1/α
. Analogously one defines the spaces Lpx≤c, H
N
x≤c,
L2M,x≤c and L
α
x≤cL
β
y≤0, mutatis mutandis.
Let us denote by C0y≥0 := C
0([0,∞),C) and by C0x≥c,y≥0 := C
0([c,∞) × [0,∞),C). Finally we denote
by C0x≥cL
2
y≥0 := C
0([c,∞), L2y≥0) the set of continuous functions on [c,∞) taking value in L
2
y≥0.
The potentials q+ and q− mentioned at the beginning of this section are constructed by solving an
integral equation, known in literature as the Gelfand-Levitan-Marchenko equation, which we are now
going to described in more detail.
Given σ ∈ S , define the functions F±(σ, ·) as in (4.10). See Proposition 4.7 for the analytical
properties of the maps σ → F±(σ, ·). To have a more compact notation, in the following we will denote
F±,σ := F±(σ, ·).
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Remark 4.9. From the decay properties of F ′±,σ one deduces corresponding decay properties of F±,σ.
Indeed one has
〈x〉m F ′± ∈ L
2
x≥c ⇒ 〈x〉
m−1F ′± ∈ L
1
x≥c ⇒ x
m−2F± ∈ L1x≥c , ∀m ≥ 2 . (4.17)
The Gelfand-Levitan-Marchenko equations are the integral equations given by
F+,σ(x+ y) + E+,σ(x, y) +
+∞∫
0
F+,σ(x+ y + z)E+,σ(x, z)dz = 0, y ≥ 0 (4.18)
F−,σ(x+ y) + E−,σ(x, y) +
0∫
−∞
F−,σ(x+ y + z)E−,σ(x, z)dz = 0, y ≤ 0 (4.19)
where E±,σ(x, y) are the unknown functions and F±,σ are given and uniquely determined by σ through
formula (4.10). If (4.18) and (4.19) have solutions with enough regularity, then one defines the potentials
q+ and q− through the well-known formula – [Fad64]
q+(x) = −∂xE+,σ(x, 0), ∀ c+ ≤ x <∞ , q−(x) = ∂xE−,σ(x, 0), ∀ −∞ < x ≤ c− . (4.20)
The main purpose of this section is to study the maps R±,c defined by
σ 7→ R±,c(σ), R±,c(σ)(x) := ∓∂xE±,σ(x, 0), x ∈ [c,±∞) . (4.21)
Theorem 4.10. Fix N ∈ Z≥0, M ∈ Z≥4 and c ∈ R. Then the maps R+,c [R−,c] are well defined on
SM,N and take values in HNx≥c ∩ L
2
M,x≥c [H
N
x≤c ∩ L
2
M,x≤c]. As such they are real analytic.
In order to prove Theorem 4.10 we look for solutions of (4.18) and (4.19) of the form
E±,σ(x, y) ≡ −F±,σ(x+ y) +B±,σ(x, y) (4.22)
where B±,σ(x, y) are to be determined. Inserting the ansatz (4.22) into the Gelfand-Levitan-Marchenko
equations (4.18), (4.19), one gets
B+,σ(x, y) +
+∞∫
0
F+,σ(x+ y + z)B+,σ(x, z)dz =
+∞∫
0
F+,σ(x + y + z)F+,σ(x+ z) dz, y ≥ 0 , (4.23)
B−,σ(x, y) +
0∫
−∞
F−,σ(x+ y + z)B−,σ(x, z)dz =
0∫
−∞
F−,σ(x+ y + z)F−,σ(x+ z) dz, y ≤ 0. (4.24)
We will prove in Lemma 4.12 below that there exists a solution B+,σ of (4.23) and a solution B−,σ of
(4.24) with ∂xB+,σ(·, 0) ∈ H
1
x≥c respectively ∂xB−,σ(·, 0) ∈ H
1
x≤c. By (4.20) we get therefore
q+ = ∂xF+,σ − ∂xB+,σ(·, 0) ∀ c ≤ x <∞, q− = −∂xF−,σ + ∂xB−,σ(·, 0) ∀ −∞ < x ≤ c . (4.25)
Define the maps
B±,c : σ 7→ B±,c(σ)
as
B+,c(σ)(x) := −∂xB+,σ(x, 0) ∀x ≥ c and B−,c(σ)(x) := ∂xB−,σ(x, 0) ∀x ≤ c , (4.26)
with B±,σ(x, y) := E±,σ(x, y) + F±,σ(x, y) as in (4.22). Now we study analytic properties of the maps
B±,c in case the scattering coefficient σ belongs to S 4,N with arbitrary N ∈ Z≥0. Later we will treat
the case where σ ∈ SM,0, M ∈ Z≥4.
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Proposition 4.11. Fix N ∈ Z≥0 and c ∈ R. Then B+,c [B−,c] is real analytic as a map from S 4,N to
HNx≥c [H
N
x≤c]. Moreover
‖B+,c(σ)‖HN
x≥c
, ‖B−,c(σ)‖HN
x≤c
≤ K ‖σ‖
2
H4ζ,C∩L2N
where K > 0 is a constant which can be chosen locally uniformly in σ ∈ S 4,N .
The main ingredient of the proof of Proposition 4.11 is a detailed analysis of the solutions of the
integral equations (4.23)-(4.24), which we rewrite as(
Id+K±x,σ
)
[B±,σ(x, ·)](y) = f±,σ(x, y) (4.27)
where for every x ∈ R fixed, the two operators K+x,σ : L
2
y≥0 → L
2
y≥0 and K
−
x,σ : L
2
y≤0 → L
2
y≤0 are defined
by
K+x,σ [f ](y) :=
+∞∫
0
F+,σ(x+ y + z)f(z) dz , f ∈ L
2
y≥0 , (4.28)
K−x,σ [f ](y) :=
0∫
−∞
F−,σ(x+ y + z)f(z) dz , f ∈ L2y≤0 , (4.29)
and the functions f±,σ are defined by
f±,σ(x, y) := ±
±∞∫
0
F±,σ(x+ y + z)F±,σ(x + z) dz . (4.30)
As the claimed statements for B+,c and B−,c can be proved in a similar way we consider B+,c only.
To simplify notation, in the following we omit the subscript ” + ”. In particular we write Bσ ≡ B+,σ,
Fσ ≡ F+,σ, fσ ≡ f+,σ and Kx,σ ≡ K
+
x,σ.
We give the following definition: a function hσ : [c,∞)× [0,∞)→ R, which depends on σ ∈ S
4,N , will
be said to satisfy (P ) if the following holds true:
(P1) hσ ∈ C
0
x≥cL
2
y≥0 ∩ L
2
x≥cL
2
y≥0 ∩C
0
x≥c,y≥0. Finally hσ(·, 0) ∈ L
2
x≥c.
(P2) There exists a constant Kc > 0, which depends locally uniformly on σ ∈ H
4
ζ,C ∩ L
2
N , such that
‖hσ‖L2
x≥c
L2
y≥0
+ ‖hσ(·, 0)‖L2
x≥c
≤ Kc ‖σ‖
2
H4ζ,C∩L2N . (4.31)
(P3) σ 7→ hσ [σ 7→ hσ(·, 0)] is real analytic as a map from S
4,N to L2x≥cL
2
y≥0 [L
2
x≥c].
We have the following lemma:
Lemma 4.12. Fix N ≥ 0 and c ∈ R. For every σ ∈ S 4,N equation (4.23) has a unique solution
Bσ ∈ C
0
x≥cL
2
y≥0 ∩ L
2
x≥cL
2
y≥0. Moreover for all integers n1, n2 ≥ 0 with n1 + n2 ≤ N + 1 , the function
∂n1x ∂
n2
y Bσ satisfies (P ).
Proof. Let N ∈ Z≥0 and c ∈ R be fixed. The proof is by induction on j1 + j2 = n, 0 ≤ n ≤ N . For
each n we prove that ∂j1x ∂
j2
y Bσ and its derivatives ∂
j1+1
x ∂
j2
y Bσ, ∂
j1
x ∂
j2+1
y Bσ satisfy (P ). Thus the claim
follows.
Case n = 0. Then j1 = j2 = 0. We need to prove existence and uniqueness of the solution of
equation (4.27). By Lemma D.2 [Proposition 4.7 and Lemma D.1] the function fσ and its derivatives
∂xfσ, ∂yfσ [Fσ] satisfy assumption (P ) [(H)– cf Appendix C]. Thus by Lemma C.7 (i) it follows that
Bσ = (Id+Kσ)
−1
fσ and its derivatives ∂xBσ, ∂yBσ satisfy (P ).
Note that if N = 0 the lemma is proved. Thus in the following we assume N ≥ 1.
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Case n − 1  n. Let j1 + j2 = n. By the induction assumption we already know that ∂
j1
x ∂
j2
y Bσ
satisfies (P ). By Lemma C.7 it follows that ∂j1x ∂
j2
y Bσ satisfies{
(Id+Kx,σ)[∂
n
xBσ(x, ·)](y) = f
n,0
σ (x, y) if j2 = 0 ,
∂j1x ∂
j2
y Bσ(x, y) = f
j1,j2
σ (x, y) if j2 > 0 ,
(4.32)
where
fn,0σ (x, y) := ∂
n
x fσ(x, y)−
n∑
l=1
(
n
l
) +∞∫
0
∂lxFσ(x + y + z) ∂
n−l
x Bσ(x, z) dz ,
f j1,j2σ (x, y) := ∂
j1
x ∂
j2
y fσ(x, y)−
j1∑
l=0
(
j1
l
) +∞∫
0
∂j2+lz Fσ(x+ y + z) ∂
j1−l
x Bσ(x, z) dz .
(4.33)
In order to prove the induction step, we show in Lemma D.4 that for any j1 + j2 = n, 0 ≤ n ≤ N ,
f j1,j2σ and its derivatives ∂yf
j1,j2
σ , ∂xf
j1,j2
σ satisfy (P ). In view of identities (4.32) and Lemma C.7 (i),
it follows that ∂j1x ∂
j2
y Bσ and its derivatives ∂
j1+1
x ∂
j2
y Bσ and ∂
j1
x ∂
j2+1
y Bσ satisfy (P ), thus proving the
induction step.
Lemma 4.12 implies in a straightforward way Proposition 4.11.
Proof of Proposition 4.11. By Lemma 4.12, ∂nxBσ satisfies (P ) for every 1 ≤ n ≤ N+1. In particular for
every 1 ≤ n ≤ N+1, σ 7→ ∂nxBσ(·, 0) is real analytic as a map from S
4,N to L2x≥c and ‖∂
n
xBσ(·, 0)‖L2
x≥c
≤
Kc ‖σ‖
2
H4ζ,C∩L2N . Thus the map σ → −∂xBσ(·, 0) is real analytic as a map from S
4,N to HNx≥c. The
claimed estimate follows in a straightforward way.
In the next result we study the case σ ∈ SM,0 for arbitrary M ≥ 4.
Proposition 4.13. Fix M ∈ Z≥4 and c ∈ R. For any σ ∈ SM,0 the equations (4.18) and (4.19)
admit solutions E±,σ. The maps R+,c [R−,c], defined by (4.21), are real analytic as maps from SM,0
to L2M,x≥c [L
2
M,x≤c]. Moreover ‖R+,c(σ)‖L2
M,x≥c
, ‖R−,c(σ)‖L2
M,x≤c
≤ Kc ‖σ‖HMζ,C
, where Kc > 0 can
be chosen locally uniformly in σ ∈ SM,0.
Proof. We prove the result just for R+,c, since for R−,c the proof is analogous. As before, we suppress
the subscript ”+” from the various objects.
Consider the Gelfand-Levitan-Marchenko equation (4.18). Multiply it by 〈x〉M−3/2 to obtain
(Id+Kx,σ)
[
〈x〉M−3/2Eσ(x, y)
]
= −〈x〉M−3/2Fσ(x+ y). (4.34)
The function
hσ(x, y) := −〈x〉
M−3/2Fσ(x+ y) ,
satisfies hσ(x, ·) ∈ L
2
y≥0 and one checks that hσ ∈ C
0
x≥cL
2
y≥0 ∩ C
0
x≥c,y≥0. We show now that hσ ∈
L2x≥cL
2
y≥0. By Lemma A.1 (A3) and Proposition 4.7 for N = 0 it follows that
∥∥∥〈x〉M−3/2hσ∥∥∥2
L2
x≥c
L2
y≥0
≤ Kc
+∞∫
c
〈x〉2M−2|Fσ(x)|2 dx ≤ Kc
∥∥〈x〉MF ′σ∥∥2L2
x≥c
≤ Kc ‖σ‖
2
HMζ,C
.
Consider now hσ(x, 0) = −〈x〉
M−3/2Fσ(x). By (4.17) it follows that hσ(·, 0) ∈ L2x≥c. Finally the map
σ 7→ hσ [σ 7→ hσ(·, 0)] is real analytic as a map from S
M,0 to L2x≥cL
2
y≥0 [L
2
M−3/2,x≥c]. Proceeding
as in the proof of Lemma C.5, one shows that there exists a solution Eσ of equation (4.18) which
satisfies (i) 〈x〉M−3/2Eσ ∈ C0x≥cL
2
y≥0 ∩ L
2
x≥cL
2
y≥0, 〈x〉
M−3/2Eσ(x, ·) ∈ C0y≥0, 〈·〉
M−3/2Eσ(·, 0) ∈ L2x≥c,
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(ii)
∥∥〈x〉M−3/2Eσ∥∥L2
x≥c
L2
y≥0
≤ Kc ‖σ‖HMζ,C
, (iii) σ 7→ 〈x〉M−3/2Eσ [σ 7→ Eσ(·, 0)] is real analytic as a map
from SM,0 to L2x≥cL
2
y≥0 [L
2
M−3/2,x≥c]. Furthermore its derivative ∂xEσ satisfies the integral equation
(Id+Kx,σ) (∂xEσ(x, y)) = −F
′
σ(x+ y)−
+∞∫
0
F ′σ(x+ y + z) Eσ(x, z) dz. (4.35)
Multiply the equation above by 〈x〉M−3/2, to obtain (Id+Kσ)
(
〈x〉M−3/2∂xEσ
)
= h˜σ, where
h˜σ(x, y) := −〈x〉
M−3/2h′σ(x, y)−
+∞∫
0
F ′σ(x+ y + z) 〈x〉
M−3/2Eσ(x, z) dz . (4.36)
where h′σ(x, y) := F
′
σ(x + y). We claim that h˜σ ∈ L
2
x≥cL
2
y≥0 and σ 7→ h˜σ is real analytic as a map
SM,0 → L2x≥cL
2
y≥0. By Lemma A.1 (A0) the first term of (4.36) satisfies∥∥∥〈x〉M−3/2h′σ∥∥∥
L2
x≥c
L2
y≥0
≤ Kc
∥∥〈x〉M−1F ′σ∥∥L2
x≥c
≤ Kc ‖σ‖HMζ,C
,
and by Lemma A.1 (A1) the second term of (4.36) satisfies∥∥∥∥∥∥
+∞∫
0
F ′σ(x+ y + z) 〈x〉
M−3/2Eσ(x, z) dz
∥∥∥∥∥∥
L2
x≥c
L2
y≥0
≤ ‖F ′σ‖L1
∥∥∥〈x〉M−3/2Eσ∥∥∥
L2
x≥c
L2
y≥0
≤ Kc ‖σ‖
2
HMζ,C
.
Moreover σ 7→ h˜σ is real analytic as a map from S
M,0 to L2x≥cL
2
y≥0, being composition of real analytic
maps.
Thus, by Lemma C.5, it follows that 〈x〉M−3/2∂xEσ ∈ L2x≥cL
2
y≥0,
∥∥〈x〉M−3/2∂xEσ∥∥L2
x≥c
L2
y≥0
≤
Kc ‖σ‖HMζ,C
and σ 7→ 〈·〉M−3/2∂xEσ is real analytic as a map from SM,0 to L2x≥cL
2
y≥0 .
Consider now equation (4.18). Evaluate it at y = 0 to get
Eσ(x, 0) = −Fσ(x) −
+∞∫
0
Fσ(x+ z)Eσ(x, z) dz .
Take the x-derivative of the equation above and multiply it by 〈x〉M to obtain
〈x〉M∂xEσ(x, 0) =− 〈x〉
MF ′σ(x) −
+∞∫
0
〈x〉3/2F ′σ(x + z)〈x〉
M−3/2Eσ(x, z) dz
−
+∞∫
0
〈x〉3/2Fσ(x+ z)〈x〉
M−3/2∂xEσ(x, z) dz .
We prove now that ∂xEσ(·, 0) ∈ L
2
M,x≥c and σ 7→ ∂xEσ(·, 0) is real analytic as a map from S
M,0 to
L2M,x≥c. The result follows by Proposition 4.7 and Lemma A.1 (A2). Indeed one has that σ 7→ F
′
σ
[σ 7→ Fσ] is real analytic as a map from S
M,0 to L2M [L
2
3/2], and we proved above that σ 7→ 〈·〉
M−3/2Eσ
and σ 7→ 〈·〉M−3/2∂xEσ are real analytic as maps from SM,0 to L2x≥cL
2
y≥0.
Combining the results of Proposition 4.11 and Proposition 4.13, we can prove Theorem 4.10.
Proof of Theorem 4.10. It follows from Proposition 4.7, Proposition 4.11 and Proposition 4.13 by re-
stricting the scattering maps R±,c to the spaces SM,N = S 4,N ∩SM,0.
Using the results of Theorem 4.10 and Theorem 4.8 we can prove Theorem 4.1, showing that S−1 :
S N,M → QN,M is real analytic.
33
Proof of Theorem 4.1. Let σ ∈ SM,N . By Theorem 4.8 there exists q ∈ Q with S(q, ·) = σ. Now let
c+ ≤ c ≤ c− be arbitrary real numbers and consider R+,c+(σ) and R−,c−(σ), where R±,c± are defined
in (4.21). By classical inverse scattering theory [Fad64], [Mar86] the following holds:
(i) R+,c+(σ)
∣∣
x∈[c+,c] = R−,c−(σ)
∣∣
x∈[c,c−] ,
(ii) the potential qc defined by
qc := R+,c+(σ)1[c,∞) +R−,c−(σ)1(−∞,c] (4.37)
is in Q and satisfies r+(qc, ·) = ρ+(σ, ·), r−(qc, ·) = ρ−(σ, ·) and t(qc, ·) = τ(σ, ·). Thus by formulas
(1.5) and (4.3) it follows that S(qc, ·) = σ.
Since S is 1-1 it follows that qc ≡ q. Finally, by Theorem 4.10, S
M,N → HNx≥c+∩L
2
M,x≥c+, σ 7→ R+,c+(σ)
and SM,N → HNx≤c− ∩ L
2
M,x≤c− , σ 7→ R−,c−(σ) are real analytic. It follows that q ∈ H
N ∩L2M and the
map S−1 : σ → q is real analytic.
5 Proof of Corollary 1.2 and Theorem 1.3
This section is devoted to the proof of Corollary 1.2 and Theorem 1.3. Both results are easy applications
of Theorem 1.1.
Proof of Corollary 1.2. Let N ≥ 0, M ≥ 4 be fixed integers. Fix q ∈ QN,M . By Theorem 1.1 the
scattering map S(q, ·) is in SM,N . Furthermore by the definition (1.10) of I(q, k) there exists a constant
C > 0 such that for any |k| ≥ 1
|I(q, k)| ≤
C|S(q, k)|2
|k|
.
In particular I(q, ·) ∈ L12N+1([1,∞),R). By the real analyticity of the map q 7→ S(q, ·), it follows that
QN,M → L12N+1([1,∞),R), q 7→ I(q, ·)|[1,∞) is real analytic.
Now let us analyze I(q, k) for 0 ≤ k ≤ 1. By the definition (1.10) of I(q, k) one has
I(q, k) +
k
π
log
(
4k2
4(k2 + 1)
)
= −
k
π
log
(
4(k2 + 1)
4k2 + S(q, k)S(q,−k)
)
.
By Proposition 4.2, the map SM,N → HMζ ([0, 1],R), σ → l(σ, k) := log
(
4(k2+1)
4k2+σ(k)σ(−k)
)
is real analytic.
Thus also the map QN,M → HMζ ([0, 1],R), q → l(S(q), ·) is real analytic, being composition of real
analytic maps. Since the interval [0, 1] is bounded, the map f 7→ kf , which multiplies a function by k,
is analytic as a map HMζ ([0, 1],R) → H
M
ζ ([0, 1],R). It follows that the map q 7→ −
k
π l(S(q), k) is real
analytic as a map from QN,M to HM ([0, 1],R).
For t ∈ R and σ ∈ H1
C
, let us denote by
Ωt(σ)(k) := e−i8k
3tσ(k) . (5.1)
We prove the following lemma.
Lemma 5.1. Let N,M be integers with N ≥ 2M ≥ 2. Let σ ∈ SM,N . Then Ωt(σ) ∈ SM,N , ∀t ≥ 0.
Proof. As a first step we show that Ωt(σ) ∈ S for every t ≥ 0. Since Ωt(σ)(0) = σ(0) > 0 and
Ωt(σ)(k) = Ωt(σ)(−k), Ωt(σ) satisfies (S1) and (S2) for every t ≥ 0. Thus Ωt(σ) ∈ S , ∀t ≥ 0. Next we
show that Ωt(σ) ∈ HMζ,C ∩L
2
N . Clearly |Ω
t(σ)(k)| ≤ |σ(k)|, thus Ωt(σ) ∈ L2N , ∀t ≥ 0. Now we show that
Ωt(σ) ∈ HMζ,C, ∀t ≥ 0. In particular we prove that ζ∂
M
k Ω
t(σ) ∈ L2, the other cases being analogous.
Using the expression (5.1) one gets that ζ(k)∂Mk Ω
t(σ)(k) equals
e−i8k
3t
ζ(k)∂Mk σ(k) +M−1∑
j=1
(
M
j
)(
−i24tk2
)j
ζ(k)∂M−jk σ(k) +
(
−i24tk2
)M
ζ(k)σ(k)
 .
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As σ ∈ SM,N , the first and last term above are in L2. Now we show that for 1 ≤ j ≤ M − 1,
|k|2jζ∂M−jk σ ∈ L
2. We will use the following interpolating estimate, proved in [NP09, Lemma 4].
Assume that Jaf := (1− ∂2k)
a/2f ∈ L2 and 〈k〉bf := (1 + |k|2)b/2f ∈ L2. Then for any θ ∈ (0, 1)∥∥∥〈k〉θbJ (1−θ)af∥∥∥
L2
≤ c ‖f‖
θ
L2
b
‖f‖
1−θ
Ha
C
. (5.2)
Note that ζσ ∈ HM
C
∩ L2N , thus we can apply estimate (5.2) with f = ζσ, b = N , a = M , θ =
j
M , to
obtain that 〈k〉
Nj
M ∂M−jk (ζσ) ∈ L
2. Since N ≥ 2M , we have 〈k〉2j∂M−jk (ζσ) ∈ L
2. By integration by
parts
〈k〉2jζ(k)∂M−jk σ(k) = 〈k〉
2j∂M−jk (ζσ) −
M−j∑
l=1
(
M − j
l
)
〈k〉2j∂lkζ(k) ∂
M−j−l
k σ(k) .
Since for any l ≥ 1 the function ∂lkζ has compact support, it follows that the r.h.s. above is in L
2. Thus
for every 1 ≤ j ≤ M − 1 we have 〈k〉2jζ(k)∂M−jk σ ∈ L
2 and it follows that ζ∂Mk Ω
t(σ) ∈ L2 for every
t ≥ 0.
Remark 5.2. One can adapt the proof above, putting ζ(k) ≡ 1, to shows that the spaces HN ∩L2M , with
integers N ≥ 2M ≥ 2, are invariant by the Airy flow. Indeed the Fourier transform F− conjugates the
Airy flow with the linear flow Ωt, i.e., U tAiry = F
−1
− ◦ Ω
t ◦ F−.
Proof of Theorem 1.3. Recall that by [GGKM74] the scattering map S conjugate the KdV flow with the
linear flow Ωt(σ)(k) := e−i8k
3tσ(k), i.e.,
U tKdV = S
−1 ◦ Ωt ◦ S , (5.3)
whereas U tAiry = F
−1
− ◦ Ω
t ◦ F−. Take now q ∈ QN,M , where N,M are integers with N ≥ 2M ≥ 8. By
Theorem 1.1, S(q) ≡ S(q, ·) ∈ SM,N . By Lemma 5.1 the flow Ωt preserves the space SM,N for every
t ≥ 0. Thus Ωt ◦ S(q) ∈ SM,N , ∀t ≥ 0. By the bijectivity of S it follows that S−1 ◦ Ωt ◦ S(q) ∈ QN,M
∀t ≥ 0. Thus item (i) is proved.
We prove now item (ii). Remark that by item (i), U tKdV (q) ∈ L
2
M for any t ≥ 0. Since U
t
Airy preserves
the space HN ∩ L2M (N ≥ 2M ≥ 8), it follows that for q ∈ Q
N,M the difference U tKdV (q) − U
t
Airy(q) ∈
HN ∩ L2M , ∀t ≥ 0. We prove now the smoothing property of the difference U
t
KdV (q) − U
t
Airy(q). Since
S−1 = F−1− +B,
U tKdV (q) =F
−1
− ◦ Ω
t ◦ S(q) + B ◦ Ωt ◦ S(q) (5.4)
and since S = F− +A,
F−1− ◦ Ω
t ◦ S(q) = F−1− ◦ Ω
t ◦ F−(q) + F−1− ◦ Ω
t ◦A(q) .
Hence
U tKdV (q) =U
t
Airy(q) + F
−1
− ◦ Ω
t ◦A(q) +B ◦ Ωt ◦ S(q). (5.5)
The 1-smoothing property of the difference U tKdV (q)−U
t
Airy(q) follows now from the smoothing properties
of A and B described in item (ii) of Theorem 1.1. The real analyticity of the map q 7→ U tKdV (q)−U
t
Airy(q)
follows from formula (5.5) and the real analyticity of the maps A, B and S.
A Auxiliary results.
For the convenience of the reader in this appendix we collect various known estimates used throughout
the paper.
Lemma A.1. Fix an arbitrary real number c. Then the following holds:
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(A0) The linear map T0 : L
2
1/2,x≥c → L
2
x≥cL
2
y≥0 defined by
g 7→ T0(g)(x, y) := g(x+ y) (A.1)
is continuous, and there exists a constant Kc > 0, depending on c, such that
‖T0(g)‖L2
x≥c
L2
y≥0
≤ Kc ‖g‖L2
1/2,x≥c
. (A.2)
(A1) The bilinear map T1 : L
2
x≥c × L
2
x≥c → L
2
x≥cL
2
y≥0 defined by
(g, h) 7→ T1(g, h)(x, y) := g(x+ y)h(x) (A.3)
is continuous, and
‖T1(g, h)‖L2
x≥c
L2
y≥0
≤ ‖g‖L2
x≥c
‖h‖L2
x≥c
. (A.4)
(A2) The bilinear map T2 : L
2
x≥c × L
2
x≥cL
2
y≥0 → L
2
x≥c defined by
(g, h) 7→ T2(g, h)(x) :=
+∞∫
0
g(x+ z)h(x, z) dz (A.5)
is continuous, and there exists a constant Kc > 0, depending on c, such that
‖T2(g, h)‖L2
x≥c
≤ Kc ‖g‖L2
x≥c
‖h‖L2
x≥c
L2
y≥0
. (A.6)
(A3) (Hardy inequality) The linear map T3 : L
2
m+1,x≥c → L
2
m,x≥c defined by
g 7→ T3(g)(x) :=
+∞∫
x
g(z)dz
is continuous, and there exists a constant Kc > 0, depending on c, such that
‖T3(g)‖L2
m,x≥c
≤ Kc ‖g‖L2
m+1,x≥c
.
(A4) The bilinear map T4 : L
1
x≥c × L
2
x≥cL
2
y≥0 → L
2
x≥cL
2
y≥0 defined by
(g, h) 7→ T4(g, h)(x, y) :=
+∞∫
0
g(x+ y + z)h(x, z)dz (A.7)
is continuous, and there exists a constant Kc > 0, depending on c, such that
‖T4(g, h)‖L2
x≥c
L2
y≥0
≤ Kc ‖g‖L1
x≥c
‖h‖L2
x≥c
L2
y≥0
. (A.8)
(A5) The bilinear map T5 : L
2
x≥c × L
2
1,x≥c → L
2
x≥cL
2
y≥0 defined by
(g, h) 7→ T5(g, h)(x, y) :=
+∞∫
0
g(x+ y + z)h(x+ z)dz (A.9)
is bounded and satisfies
‖T5(g, h)‖L2
x≥c
L2
y≥0
≤ Kc ‖g‖L2
x≥c
‖h‖L2
1,x≥c
. (A.10)
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Proof. Inequality (A1), (A4) can be verified in a straightforward way. To prove (A0) make the change of
variable ξ = x+ y and remark that
+∞∫
c
+∞∫
0
|g(x+ y)|2 dx dy ≤ Kc
+∞∫
0
|ξ − c| |g(ξ)|2dξ .
We prove now (A2): using Cauchy-Schwartz, one gets∥∥∥∥∥∥
+∞∫
0
g(x+ z)h(x, z) dz
∥∥∥∥∥∥
2
L2
x≥c
≤
+∞∫
c
 +∞∫
x
|g(z)|2 dz
  +∞∫
0
|h(x, z)|2 dz
 dx ≤ ‖g‖2L2
x≥c
‖h‖
2
L2
x≥c
L2
y≥0
.
In order to prove (A3) take a function h ∈ L2x≥c and remark that∣∣∣∣∣∣
+∞∫
c
dxh(x) 〈x〉m
+∞∫
x
g(z) dz
∣∣∣∣∣∣ =
∣∣∣∣∣∣
+∞∫
c
dz g(z)
∫ z
c
〈x〉mh(x)dx
∣∣∣∣∣∣ ≤ K˜c
+∞∫
c
dz 〈z〉m|g(z)|
∫ z
c
|h(x)| dx
≤ Kc
+∞∫
c
dz 〈z〉m+1|g(z)|
∫ z
c |h(x)|dx
|z − c|
≤ Kc
∥∥〈z〉m+1g∥∥
L2
x≥c
‖h‖L2
x≥c
where for the last inequality we used the Hardy-Littlewood inequality.
To prove (A4) take a function f ∈ L2x≥cL
2
y≥0, define Ωc = [c,∞)× R
+ × R+ and remark that∫
Ωc
|g(x+ y + z)| |h(x, z)| |f(x, y)| dx dy dz ≤
≤
( ∫
Ωc
|g(x+ y + z)| |h(x, z)|2 dx dy dz
)1/2(∫
Ωc
|g(x+ y + z)| |f(x, y)|2 dx dy dz
)1/2
≤ ‖g‖L1
x≥c
‖h‖L2
x≥c,z≥0
‖f‖L2
x≥c
L2
y≥0
,
where the first inequality follows by writing |g| = |g|1/2 · |g|1/2 and applying Cauchy-Schwartz.
To prove (A5) note that∥∥∥∥∥∥
+∞∫
0
g(x+ y + z)h(x+ z) dz
∥∥∥∥∥∥
L2
y≥0
≤ ‖g‖L2
x≥c
+∞∫
x
|h(z)| dz .
By (A3) one has that
∥∥∥∥+∞∫
x
|h(z)| dz
∥∥∥∥
L2
x≥c
≤ Kc ‖〈x〉h‖L2
x≥c
, then (A5) follows.
B Analytic maps in complex Banach spaces
In this appendix we recall the definition of an analytic map from [Muj86].
Let E and F be complex Banach spaces. A map P˜ k : Ek → F is said to be k-multilinear if
P˜ k(u1, . . . , uk) is linear in each variable uj ; a multilinear map is said to be bounded if there exist a
constant C such that ∥∥∥P˜ k(u1, · · · , uk)∥∥∥ ≤ C ∥∥u1∥∥ · · · ∥∥uk∥∥ ∀u1, . . . , uk ∈ E.
Its norm is defined by ∥∥∥P˜ k∥∥∥ := sup
uj∈E, ‖uj‖≤1
∥∥∥P˜ k(u1, . . . , uk)∥∥∥.
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A map P k : E → F is said to be a polynomial of order k if there exists a k-multilinear map P˜ k : E → F
such that
P k(u) = P˜ k(u, . . . , u) ∀u ∈ E.
The polynomial is bounded if it has finite norm∥∥P k∥∥ := sup
‖u‖≤1
∥∥P k(u)∥∥ .
We denote with Pk(E,F ) the vector space of all bounded polynomials of order k from E into F .
Definition B.1. Let E and F be complex Banach spaces. Let U be a open subset of E. A mapping
f : U → F is said to be analytic if for each a ∈ U there exists a ball Br(a) ⊂ U with center a and radius
r > 0 and a sequence of polynomials P k ∈ Pk(E,F ), k ≥ 0, such that
f(u) =
∞∑
k=0
P k(u− a)
is convergent uniformly for u ∈ Br(a); i.e., for any ǫ > 0 there exists K > 0 so that∥∥∥∥∥f(u)−
K∑
k=0
P k(u− a)
∥∥∥∥∥ ≤ ǫ
for any u ∈ Br(a).
Finally let us recall the notion of real analytic map.
Definition B.2. Let E, F be real Banach spaces and denote by EC and FC their complexifications. Let
U ⊂ E be open. A map f : U → F is called real analytic on U if for each point u ∈ U there exists a
neighborhood V of u in EC and an analytic map g : V → FC such that f = g on U ∩ V .
Remark B.3. The notion of an analytic map in Definition B.1 is equivalent to the notion of a C-
differentiable map. Recall that a map f : U → F , where U , E and F are given as in Definition B.1, is
said to be C-differentiable if for each point a ∈ U there exists a linear, bounded operator A : E → F such
that
lim
u→a
‖f(u)− f(a)−A(u − a)‖F
‖u− a‖E
= 0.
Therefore analytic maps inherit the properties of C-differentiable maps; in particular the composition of
analytic maps is analytic. For a proof of the equivalence of the two notions see [Muj86], Theorem 14.7.
Remark B.4. Any P k ∈ Pk(E,F ) is an analytic map. Let f(u) =
∑∞
m=0 P
m(u) be a power series
from E into F with infinite radius of convergence with Pm ∈ Pm(E,F ). Then f is analytic ([Muj86],
example 5.3, 5.4).
C Properties of the solutions of integral equation (4.27)
In this section we discuss some properties of the solution of equation (4.27) which we rewrite as
g(x, y) +
+∞∫
0
Fσ(x+ y + z) g(x, z) dz = hσ(x, y) . (C.1)
Here σ ∈ S 4,N , N ≥ 0, hσ is a function hσ : [c,+∞) × [0,+∞) → R, with c arbitrary, which satisfies
(P ). We denote by
‖h‖0 := ‖h‖L2
x≥c
L2
y≥0
+ ‖h(·, 0)‖L2
x≥c
. (C.2)
Furthermore Fσ : R→ R is a function that satisfies
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(H) The map σ 7→ Fσ [σ 7→ F
′
σ] is real analytic as a map from S
4,N to H1 ∩ L23 [L
2
4]. Moreover the
operators Id±Kx,σ : L
2
y≥0 → L
2
y≥0 with Kx,σ defined as
Kx,σ[f ](y) :=
+∞∫
0
Fσ(x+ y + z) f(z) dz (C.3)
are invertible for any x ≥ c, and there exists a constant Cσ > 0, depending locally uniformly on
σ ∈ H4ζ,C ∩ L
2
N , such that
sup
x≥c
∥∥(Id±Kx,σ)−1∥∥(L2
y≥0
)
≤ Cσ . (C.4)
Finally σ 7→ (Id±Kx,σ)
−1 are real analytic as maps from S 4,N to (L2x≥cL
2
y≥0).
Remark C.1. The pairing
(L2x≥cL
2
y≥0)× L
2
x≥cL
2
y≥0 → L
2
x≥cL
2
y≥0, (H, f) 7→ H [f ]
is a bounded bilinear map and hence analytic. Let now σ 7→ hσ be a real analytic map from S
4,0 to
L2x≥cL
2
y≥0 and let Kσ as in (H). Then by Lemma D.1 (iii) it follows that σ 7→ (Id+Kσ)
−1
[hσ] is real
analytic as a map from S 4,0 to L2x≥cL
2
y≥0 as well.
Remark C.2. By the Sobolev embedding theorem, assumption (H) implies that Fσ ∈ C
0,γ(R,C), γ < 12 .
By assumption (H) the map (c,∞) → (L2y≥0), x 7→ Kx,σ is differentiable and its derivative is the
operator
K′x,σ[f ](y) =
+∞∫
0
F ′σ(x+ y + z) f(z) dz , (C.5)
as one verifies using that for x > c and ǫ 6= 0 sufficiently small
∥∥∥∥Kx+ǫ,σ −Kx,σǫ −K′x,σ
∥∥∥∥
(L2
y≥0
)
≤
+∞∫
x
∣∣∣∣Fσ(z + ǫ)− Fσ(z)ǫ − F ′σ(z)
∣∣∣∣ dz
≤
1
|ǫ|
∣∣∣∣∣∣
∫ ǫ
0
+∞∫
x
|F ′σ(z + s)− F
′
σ(z)| dz ds
∣∣∣∣∣∣ ≤ sup|s|≤|ǫ|
+∞∫
x
|F ′σ(z + s)− F
′
σ(z)| dz
(C.6)
and the fact that the translations are continuous in L1. Therefore the following lemma holds
Lemma C.3. Kx,σ and thus (Id + Kx,σ)
−1 is a family of operators from L2y≥0 to L
2
y≥0 which depends
continuously on the parameter x. Moreover the map (c,∞)→ (L2y≥0), x 7→ Kx,σ is differentiable and its
derivative is the operator K′x,σ defined in (C.5).
Lemma C.4. Let Fσ satisfy assumption (H), and gσ ∈ C
0
x≥cL
2
y≥0∩L
2
x≥cL
2
y≥0 be such that ‖gσ‖L2
x≥c
L2
y≥0
≤
Kc ‖σ‖
2
H4ζ,C∩L2N and S
4,N → L2x≥cL
2
y≥0, σ 7→ gσ be real analytic. Then
Fσ(x, y) :=
+∞∫
0
Fσ(x+ y + z) gσ(x, z) dz
satisfies (P ).
Proof. (P1) For ǫ 6= 0 sufficiently small
‖Fσ(x+ ǫ, ·)− Fσ(x, ·)‖L2
y≥0
≤‖Fσ(x+ ǫ, ·)− Fσ(x, ·)‖L1 ‖gσ(x+ ǫ, ·)‖L2
y≥0
+ ‖Fσ‖L1 ‖gσ(x+ ǫ, ·)− gσ(x, ·)‖L2
y≥0
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which goes to 0 as ǫ → 0, proving that Fσ ∈ C
0
x≥cL
2
y≥0. Furthermore, by Lemma A.1 (A4), Fσ ∈
L2x≥cL
2
y≥0 and fulfills
‖Fσ‖L2
x≥c
L2
y≥0
≤ ‖Fσ‖L1 ‖gσ‖L2
x≥c
L2
y≥0
≤ Kc ‖σ‖
2
H4ζ,C∩L2N . (C.7)
Now we show that Fσ ∈ C
0
x≥c,y≥0. Let (xn)n≥1 ⊆ [c,∞) and (yn)n≥1 ⊆ [0,∞) be two sequences such
that xn → x0, yn → y0. Then Fσ(xn + yn + ·)gσ(xn, ·) → Fσ(x0 + y0 + ·)gσ(x0, ·) in L
1
z≥0 as n → ∞.
Indeed
‖Fσ(xn + yn + ·)gσ(xn, ·)− Fσ(x0 + y0 + ·)gσ(x0, ·)‖L1
z≥0
≤
≤ ‖Fσ(xn + yn + ·)− Fσ(x0 + y0 + ·)‖L2
z≥0
‖gσ(xn, ·)‖L2
y≥0
+ ‖Fσ(x0 + y0 + ·)‖L2
z≥0
‖gσ(xn, ·)− gσ(x0, ·)‖L2
y≥0
,
and the r.h.s. of the inequality above goes to 0 as (xn, yn)→ (x0, y0), by the continuity of the translations
in L2 and the fact that gσ ∈ C
0
x≥cL
2
y≥0. Thus it follows that Fσ(xn, yn) → Fσ(x0, y0) as n → ∞, i.e.,
Fσ ∈ C
0
x≥c,y≥0.
We evaluate Fσ at y = 0, getting
Fσ(x, 0) =
+∞∫
0
Fσ(x+ z)gσ(x, z) dz .
By Lemma A.1 (A2), Fσ(·, 0) ∈ L
2
x≥c and fulfills
‖Fσ(·, 0)‖L2
x≥c
≤ ‖Fσ‖L2 ‖gσ‖L2
x≥c
L2
y≥0
≤ Kc ‖σ‖
2
H4ζ,C∩L2N . (C.8)
(P2) It follows from (C.7) and (C.8).
(P3) It follows by Lemma A.1 (A2) and the fact that Fσ and Fσ(·, 0) are composition of real analytic
maps.
We study now the solution of equation (C.1).
Lemma C.5. Assume that hσ satisfies (P ) and Fσ satisfies (H). Then equation (C.1) has a unique
solution gσ in C
0
x≥cL
2
y≥0 ∩ L
2
x≥cL
2
y≥0 which satisfies (P ).
Proof. We start to show that gσ exists and satisfies (P1). Since hσ satisfies (P ) and Fσ satisfies (H),
it follows that for any x ≥ c, gσ(x, ·) := (Id + Kx,σ)
−1[hσ(x, ·)] is the unique solution in L2y≥0 of the
integral equation (C.1). Furthermore, by (C.4), ‖gσ(x, ·)‖L2
y≥0
≤ Cσ ‖hσ(x, ·)‖L2
y≥0
, which implies
‖gσ‖L2
x≥c
L2
y≥0
≤ Cσ ‖hσ‖L2
x≥c
L2
y≥0
. (C.9)
Since hσ ∈ C
0
x≥cL
2
y≥0, Lemma C.3 implies that gσ ∈ C
0
x≥cL
2
y≥0 as well. Thus we have proved that
gσ ∈ C
0
x≥cL
2
y≥0 ∩ L
2
x≥cL
2
y≥0. Now write
gσ(x, y) = hσ(x, y)−
+∞∫
0
Fσ(x+ y + z)gσ(x, z) dz . (C.10)
By Lemma C.4 and the assumption that hσ satisfies (P ), it follows that the r.h.s. of formula (C.10)
satisfies (P ).
The following lemma will be useful in the following:
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Lemma C.6. (i) Let Fσ satisfy (H), and gσ ∈ C
0
x≥cL
2
y≥0 ∩ L
2
x≥cL
2
y≥0 be such that ‖gσ‖L2
x≥c
L2
y≥0
≤
Kc ‖σ‖
2
H4ζ,C∩L2N and S
4,N → L2x≥cL
2
y≥0, σ 7→ gσ be real analytic. Denote
Φσ(x, y) :=
+∞∫
0
F ′σ(x+ y + z)gσ(x, z) dz . (C.11)
Then Φσ ∈ C
0
x≥cL
2
y≥0 ∩ L
2
x≥cL
2
y≥0, the map S
4,N → L2x≥cL
2
y≥0, σ 7→ Φσ is real analytic and
‖Φσ‖L2
x≥c
L2
y≥0
≤ Kc ‖σ‖
2
H4ζ,C∩L2N , (C.12)
where Kc > 0 depends locally uniformly on σ ∈ H
4
ζ,C ∩ L
2
N .
(ii) Let gσ as in item (i), and furthermore let gσ ∈ C
0
x≥c,y≥0 and gσ(·, 0) ∈ L
2
x≥c. Assume furthermore
that ∂ygσ satisfies the same assumptions as gσ in item (i). Then Φσ, defined in (C.11), satisfies
(P ).
(iii) Assume that Fσ satisfies (H) and that the map S
4,N → H1x≥c, σ 7→ bσ is real analytic with
‖bσ‖H1
x≥c
≤ Kc ‖σ‖
2
H4ζ,C∩L2N . Then the function
φσ(x, y) := Fσ(x+ y)bσ(x)
satisfies (P ).
Proof. (i) Clearly ‖Φσ(x, ·)‖L2
y≥0
≤ ‖F ′σ‖L1 ‖gσ(x, ·)‖L2
y≥0
, and since gσ ∈ L
2
x≥cL
2
y≥0 it follows that
Φσ ∈ L
2
x≥cL
2
y≥0 with ‖Φσ‖L2
x≥c
L2
y≥0
≤ ‖F ′σ‖L2
4
‖gσ‖L2
x≥c
L2
y≥0
, which implies (C.11). We show now that
Φσ ∈ C
0
x≥cL
2
y≥0. For ǫ 6= 0 one has
‖Φσ(x+ ǫ, ·)− Φσ(x, ·)‖L2
y≥0
≤ ‖F ′σ(·+ ǫ)− F
′
σ‖L1 ‖gσ(x, ·)‖L2
y≥0
+ ‖F ′σ‖L1 ‖gσ(x+ ǫ, ·)− gσ(x, ·)‖L2
y≥0
.
The continuity of the translation in L1 and the assumption gσ ∈ C
0
x≥cL
2
y≥0 imply that ‖Φσ(x + ǫ, ·)− Φσ(x, ·)‖L2
y≥0
→
0 as ǫ→ 0, thus Φσ ∈ C
0
x≥cL
2
y≥0. The real analyticity of σ 7→ Φσ follows from Lemma A.1 (A4) and the
fact that Φσ is composition of real analytic maps.
(ii) Fix x ≥ c and use integration by parts to write
Φσ(x, y) = −Fσ(x+ y)gσ(x, 0)−
+∞∫
0
Fσ(x + y + z)∂zgσ(x, z) dz , (C.13)
where we used that since Fσ ∈ H
1 [g(x, ·) ∈ H1y≥0], limx→∞ Fσ(x) = 0 [limy→∞ gσ(x, y) = 0]. By the
assumption and the proof of Lemma C.4 (P1), Φσ ∈ C
0
x≥c,y≥0. We evaluate (C.13) at y = 0 to get the
formula
Φσ(x, 0) = −Fσ(x)gσ(x, 0)−
+∞∫
0
Fσ(x + z)∂zgσ(x, z) dz .
Together with Lemma A.1 (A2) we have the estimate
‖Φσ(·, 0)‖L2
x≥c
≤ ‖Fσ‖H1
(
‖gσ(·, 0)‖L2
x≥c
+ ‖∂ygσ‖L2
x≥c
L2
y≥0
)
≤ Kc ‖σ‖
2
H4ζ,C∩L2N . (C.14)
Estimate (C.14) together with estimate (C.12) imply that Φσ satisfies (P2). Finally σ 7→ Φσ(·, 0) is real
analytic, being a composition of real analytic maps.
(iii) We skip an easy proof.
If the function hσ is more regular one deduces better regularity properties of the corresponding
solution of (C.1).
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Lemma C.7. Consider the integral equation (C.1) and assume that Fσ satisfies (H). Assume that hσ,
∂xhσ, ∂yhσ satisfy (P ). Then gσ solution of (C.1) satisfies (P ). Its derivatives ∂xgσ and ∂ygσ satisfy
(P ) and solve the equations
(Id+Kx,σ) [∂xgσ] = ∂xhσ −K
′
x,σ[gσ] , (C.15)
∂ygσ = ∂yhσ −K
′
x,σ[gσ] . (C.16)
Proof. By Lemma C.5, gσ satisfies (P ).
∂ygσ satisfies (P ). For ǫ 6= 0 sufficiently small, we have in L
2
y≥0
gσ(x, y + ǫ)− gσ(x, y)
ǫ
= Ψǫσ(x, y)
where
Ψǫσ(x, y) :=
hσ(x, y + ǫ)− hσ(x, y)
ǫ
−
+∞∫
0
Fσ(x+ y + ǫ+ z)− Fσ(x+ y + z)
ǫ
gσ(x, z) dz . (C.17)
Define
Ψ0σ(x, y) := ∂yhσ(x, y)−
+∞∫
0
F ′σ(x+ y + z)gσ(x, z) dz .
Since ∂yhσ and gσ satisfy (P ), by Lemma C.6 (i) it follows that Ψ
0
σ ∈ C
0
x≥cL
2
y≥0 ∩ L
2
x≥cL
2
y≥0, the map
S 4,N → L2x≥cL
2
y≥0, σ 7→ Ψ
0
σ is real analytic and
∥∥Ψ0σ∥∥L2
x≥c
L2
y≥0
≤ Kc ‖σ‖
2
H4ζ,C∩L2N . Furthermore one
verifies that
∂ygσ(x, ·) = lim
ǫ→0
gσ(x, ·+ ǫ)− gσ(x, ·)
ǫ
= lim
ǫ→0
Ψǫσ(x, ·) = Ψ
0
σ(x, ·) in L
2
y≥0 .
Thus ∂ygσ fulfills
∂ygσ(x, y) = ∂yhσ(x, y) −
+∞∫
0
F ′σ(x+ y + z)gσ(x, z)dz , (C.18)
i.e., ∂ygσ satisfies equation (C.16). Since ∂ygσ = Ψ
0
σ, gσ satisfies the assumptions of Lemma C.6 (ii).
Since ∂yhσ satisfies (P ) as well, it follows that ∂ygσ satisfies (P ).
∂xgσ satisfies (P ). For ǫ 6= 0 small enough we have in L
2
y≥0
(Id+Kx+ǫ,σ)
[
gσ(x + ǫ, ·)− gσ(x, ·)
ǫ
]
= Φǫσ(x, ·)
where
Φǫσ(x, y) :=
hσ(x+ ǫ, y)− hσ(x, y)
ǫ
−
+∞∫
0
Fσ(x + y + ǫ+ z)− Fσ(x+ y + z)
ǫ
gσ(x, z) dz .
Define
Φ0σ(x, y) := ∂xhσ(x, y)−
+∞∫
0
F ′σ(x + y + z)gσ(x, z) dz .
Proceeding as above, one proves that Φ0σ satisfies (P ), and
lim
ǫ→0
Φǫσ(x, ·) = Φ
0
σ(x, ·) in L
2
y≥0 .
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Together with Lemma C.3 we get for x > c in L2y≥0
∂xgσ(x, ·) = lim
ǫ→0
gσ(x + ǫ, ·)− gσ(x, ·)
ǫ
= lim
ǫ→0
(Id+Kx+ǫ,σ)
−1
Φǫσ(x, ·) = (Id+Kx,σ)
−1
Φ0σ(x, ·) . (C.19)
In particular (Id+Kσ)(∂xgσ(x, ·)) = Φ
0
σ(x, ·). Since Φ
0
σ satisfies (P ), by Lemma C.5, ∂xgσ satisfies (P ).
Formula (C.19) implies that
∂xgσ(x, y) +
+∞∫
0
Fσ(x+ y + z)∂xgσ(x, z) dz = ∂xhσ(x, y)−
+∞∫
0
F ′σ(x + y + z)gσ(x, z) dz , (C.20)
namely ∂xgσ satisfies equation (C.15).
D Proof from Section 4
D.1 Properties of K±x,σ and f±,σ.
We begin with proving some properties of K±x,σ and f±,σ, defined in (4.28) and (4.30), which will be
needed later.
Properties of Id+K±x,σ. In order to solve the integral equations (4.27) we need the operator Id+K
+
x,σ
to be invertible on L2y≥0 (respectively Id + K
−
x,σ to be invertible on L
2
y≤0). The following result is well
known:
Lemma D.1 ([DT79, CK87a]). Let σ ∈ S 4,0 and fix c ∈ R. Then the following holds:
(i) For every x ≥ c, K+x,σ : L
2
y≥0
→ L2y≥0 is a bounded linear operator; moreover
sup
x≥c
∥∥K+x,σ∥∥(L2
y≥0
)
< 1, and
∥∥K+x,σ∥∥(L2
y≥0
)
≤
+∞∫
x
|F+,σ(ξ)| dξ → 0 if x→ +∞. (D.1)
(ii) The map K+σ : L
2
x≥cL
2
y≥0 → L
2
x≥cL
2
y≥0, f 7→ K
+
σ [f ], where K
+
σ [f ](x, y) := K
+
x,σ[f ](y), is linear and
bounded. Moreover the operators Id ± K+σ are invertible on L
2
x≥cL
2
y≥0 and there exists a constant
Kc > 0, which depends locally uniformly on σ ∈ S
4,0, such that∥∥∥(Id±K+σ )−1∥∥∥
(L2
x≥c
L2
y≥0
)
≤ Kc. (D.2)
(iii) σ 7→ (Id±K+σ )
−1
are real analytic as maps from S 4,0 to (L2x≥cL
2
y≥0).
Analogous results hold also for K−x,σ replacing L
2
x≥cL
2
y≥0 by L
2
x≤cL
2
y≤0.
Properties of f±,σ. First note that f±,σ, defined by (4.30), are well defined. Indeed for any σ ∈ S 4,0,
Proposition 4.7 implies that F±,σ ∈ H1 ∩ L23 ⊂ L
2. Hence for any x ≥ c, y ≥ 0 the map given
by z 7→ F+,σ(x + y + z)F+,σ(x + z) is in L
1
z≥0. Similarly, for any x ≥ c, y ≥ 0, the map given by
z 7→ F−,σ(x+ y + z)F−,σ(x+ z) is in L1z≤0.
In the following we will use repeatedly the Hardy inequality [HLP88]∥∥∥∥∥∥〈x〉m
+∞∫
x
g(z)dz
∥∥∥∥∥∥
L2
x≥c
≤ Kc
∥∥〈x〉m+1g∥∥
L2
x≥c
, ∀m ≥ 0 . (D.3)
The inequality is well known, but for sake of completeness we give a proof of it in Lemma A.1 (A3).
We analyze now the maps σ 7→ f±,σ. Since the analysis of f+,σ and the one of f−,σ are similar, we will
consider f+,σ only. To shorten the notation we will suppress the subscript ” + ” in what follows.
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Lemma D.2. Fix N ∈ Z≥0 and let σ ∈ S 4,N . Let fσ ≡ f+,σ be given as in (4.30). Then for every
j1, j2 ∈ Z≥0 with 0 ≤ j1 + j2 ≤ N + 1, the function ∂j1x ∂
j2
y fσ satisfies (P ).
Proof. We prove at the same time (P1), (P2) and (P3) for any j1, j2 ≥ 0 with j1 + j2 = n for any
0 ≤ n ≤ N + 1.
Case n = 0. Then j1 = j2 = 0. By Proposition 4.7, for any N ∈ Z≥0 one has Fσ ≡ F+,σ ∈ H1 ∩ L23.
(P1) We show that fσ ∈ C
0
x≥cL
2
y≥0. For any x ≥ c fixed one has ‖fσ(x, ·)‖L2
y≥0
≤ ‖Fσ‖L1 ‖Fσ(x+ ·)‖L2
y≥0
,
which shows that fσ(x, ·) ∈ L
2
y≥0. For ǫ 6= 0 sufficiently small one has
‖fσ(x+ ǫ, ·)− fσ(x, ·)‖L2
x≥c
≤‖Fσ‖L1 ‖Fσ(x+ ǫ+ ·)− Fσ(x+ ·)‖L2
y≥0
+ ‖Fσ(ǫ + ·)− Fσ‖L1 ‖Fσ(x+ ·)‖L2
y≥0
which goes to 0 as ǫ→ 0, due to the continuity of the translations in Lp-space, 1 ≤ p <∞. Thus
fσ ∈ C
0
x≥cL
2
y≥0.
We show now that fσ ∈ L
2
x≥cL
2
y≥0. Introduce hσ(x, y) := Fσ(x + y). Then hσ ∈ L
2
x≥cL
2
y≥0, since
for some C,C′ > 0
‖hσ‖L2
x≥c
L2
y≥0
≤ C ‖Fσ‖L2
1/2,x≥c
≤ C′ ‖σ‖H4ζ,C (D.4)
where for the first [second] inequality we used Lemma A.1 (A0) [Proposition 4.7 (i)]. By Lemma
A.1(A4) and using once more Proposition 4.7 (i), one gets
‖fσ‖L2
x≥c
L2
y≥0
≤ C′′ ‖Fσ‖L1
x≥c
‖hσ‖L2
x≥c
L2
y≥0
≤ C′′′ ‖Fσ‖L2
1
‖hσ‖L2
x≥c
L2
y≥0
≤ C′′′′ ‖σ‖2H4ζ,C , (D.5)
for some C′′, C′′′, C′′′′ > 0. Thus fσ ∈ L2x≥cL
2
y≥0.
To show that fσ ∈ C
0
x≥c,y≥0 proceed as in Lemma C.4.
Finally we show that fσ(·, 0) ∈ L
2
x≥c. Evaluate (4.30) at y = 0 to get fσ(x, 0) =
+∞∫
x
F 2σ (z) dz.
Using the Hardy inequality (D.3), Fσ(x) = −
∫ +∞
x
F ′σ(s) ds and Proposition 4.7 one obtains
‖fσ(·, 0)‖L2
x≥c
≤
∥∥〈x〉F 2σ∥∥L2
x≥c
≤ ‖〈x〉Fσ‖L∞
x≥c
‖Fσ‖L2
x≥c
≤ Kc ‖〈x〉F
′
σ‖L1
x≥c
‖Fσ‖L2
x≥c
≤ K ′c
∥∥〈x〉2F ′σ∥∥L2
x≥c
‖Fσ‖L2
x≥c
≤ K ′′c ‖σ‖
2
H4ζ,C∩L2N , (D.6)
for some constants Kc,K
′
c,K
′′
c > 0. Thus fσ(·, 0) ∈ L
2
x≥c.
(P2) It follows from (D.5) and (D.6).
(P3) By Proposition 4.7 (i), S 4,0 → H1
C
∩ L23, σ 7→ Fσ is real analytic and by Lemma A.1 (A0) so is
S 4,0 → L2x≥cL
2
y≥0, σ 7→ hσ. By Lemma A.1 (A4) it follows that S
4,0 → L2x≥cL
2
y≥0, σ 7→ fσ is
real analytic. Since the map σ 7→ fσ(·, 0) is a composition of real analytic maps, it is real analytic
as a map from S 4,N to L2x≥c.
Case n ≥ 1. By Proposition 4.7, Fσ ∈ H
N+1 and ‖Fσ‖HN+1 ≤ C
′ ‖σ‖H4
ζ,C
∩L2N . By Sobolev embedding
theorem, it follows that Fσ ∈ C
N,γ(R,R), γ < 12 . Moreover since limx→+∞ Fσ(x) = 0, one has
∂xfσ(x, y) = ∂x
+∞∫
x
Fσ(y + z)Fσ(z) dz = −Fσ(x+ y)Fσ(x) . (D.7)
Consider first the case j1 ≥ 1. Then j2 ≤ N . By (D.7) it follows that
∂j1x ∂
j2
y fσ(x, y) = −
j1−1∑
l=0
(
j1 − 1
l
)
F (j2+l)σ (x+ y)F
(j1−1−l)
σ (x) , (D.8)
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where F
(l)
σ ≡ ∂lxFσ. Thus ∂
j1
x ∂
j2
y fσ is a linear combination of terms of the form (D.10), with bσ =
F
(j1−1−l)
σ satisfying the assumption of Lemma D.3 (i), thus ∂j1x ∂
j2
y fσ, with j1 ≥ 1, satisfies (P ).
Consider now the case j1 = 0. Then 1 ≤ j2 ≤ n ≤ N + 1. Since ∂yFσ(x + y + z) = ∂zFσ(x + y + z) =
F ′σ(x+ y + z), by integration by parts one obtains
∂j2y fσ(x, y) = −F
(j2−1)
σ (x+ y)Fσ(x) −
+∞∫
0
F (j2−1)σ (x + y + z)F
′
σ(x+ z)dz . (D.9)
Then, by Lemma D.3 (i) and (ii), ∂j2y fσ is the sum of two terms which satisfy (P ), thus it satisfies (P )
as well.
Lemma D.3. Fix c ∈ R, N ∈ Z≥0 and let σ ∈ S 4,N . Let Fσ be given as in (4.10). Then the following
holds true:
(i) Let σ 7→ bσ be real analytic as a map from S
4,N to H1x≥c, satisfying ‖bσ‖H1
x≥c
≤ Kc ‖σ‖H4ζ,C∩L2N ,
where Kc > 0 depends locally uniformly on σ ∈ H
4
ζ,C∩L
2
N . Then for every integer k with 0 ≤ k ≤ N ,
the function
Hσ(x, y) := F
(k)
σ (x+ y) bσ(x) (D.10)
satisfies (P ).
(ii) For every integer 0 ≤ k ≤ N , the function
Gσ(x, y) =
+∞∫
0
F (k)σ (x+ y + z)F
′
σ(x+ z)dz (D.11)
satisfies (P ).
(iii) Let N ≥ 1 and let Gσ be a function satisfying (P ). Then the function
Fσ(x, y) :=
+∞∫
0
F ′σ(x+ y + z)Gσ(x, z) dz (D.12)
satisfies (P ).
Proof. (i) Hσ satisfies (P1). Clearly Hσ(x, ·) ∈ L
2
y≥0 and by the continuity of the translations in L
2 one
verifies that ‖Hσ(x+ ǫ, ·)−Hσ(x, ·)‖L2
y≥0
→ 0 as ǫ→ 0, thus proving that Hσ ∈ C
0
x≥cL
2
y≥0.
We show now that Hσ ∈ L
2
x≥cL
2
y≥0. By Lemma A.1 (A1), Proposition 4.7 and the assumption on bσ,
one has that
‖Hσ‖L2
x≥c
L2
y≥0
≤ C ‖Fσ‖HN+1 ‖bσ‖L2
x≥c
≤ Kc ‖σ‖
2
H4ζ,C∩L2N , (D.13)
where Kc > 0 can be chosen locally uniformly for σ ∈ H
4
ζ,C ∩ L
2
N .
For 0 ≤ k ≤ N , F
(k)
σ ∈ C0(R,R) by the Sobolev embedding theorem. Thus Hσ ∈ C
0
x≥c,y≥0.
Finally we show that Hσ(·, 0) ∈ L
2
x≥c. We evaluate the r.h.s. of formula (D.10) at y = 0, getting
Hσ(x, 0) = F
(k)
σ (x)bσ(x) .
It follows that there exists C > 0 and Kc > 0, depending locally uniformly on σ ∈ H
4
ζ,C ∩ L
2
N , such that
‖Hσ(·, 0)‖L2
x≥c
≤ C ‖Fσ‖HN+1 ‖bσ‖H1
x≥c
≤ Kc ‖σ‖
2
H4ζ,C∩L2N , (D.14)
where we used that both F
(k)
σ and bσ are in H
1
x≥c.
Hσ satisfies (P2). It follows from (D.13) and (D.14).
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Hσ satisfies (P3). The real analyticity property follows from Lemma A.1 and Proposition 4.7, since
for every 0 ≤ k ≤ N , Hσ is product of real analytic maps.
(ii) Gσ satisfies (P1). We show that Gσ ∈ L
2
x≥cL
2
y≥0. By Lemma A.1 (A5) and Proposition 4.7 it
follows that
‖Gσ‖L2
x≥c
L2
y≥0
≤ ‖Fσ‖HN+1 ‖F
′
σ‖L1 ≤ Kc ‖σ‖
2
H4ζ,C∩L2N , (D.15)
where Kc > 0 depends locally uniformly on σ ∈ H
4
ζ,C ∩ L
2
N . One verifies easily that Gσ ∈ C
0
x≥cL
2
y≥0.
In order to prove that Gσ ∈ C
0
x≥c,y≥0, proceed as in Lemma C.4.
Now we show that Gσ(·, 0) ∈ L
2
x≥c. We evaluate formula (D.11) at y = 0 getting that
Gσ(x, 0) =
∫ ∞
0
F (k)σ (x+ z)F
′
σ(x+ z)dz .
Let h′σ(x, z) := F
′
σ(x+ z). By Lemma A.1 (A0) and Proposition 4.7 one has
‖h′σ‖L2
x≥c
L2
y≥0
≤
∥∥∥〈x〉1/2F ′σ∥∥∥
L2
x≥c
≤ Kc ‖σ‖H4ζ,C∩L2N ,
where Kc > 0 can be chosen locally uniformly for σ ∈ H
4
ζ,C ∩ L
2
N . Thus by Lemma A.1 (A2) one gets
‖Gσ(·, 0)‖L2
x≥c
≤ Kc
∥∥∥F (k)σ ∥∥∥
L2
x≥c
‖h′σ‖L2
x≥c
L2
y≥0
≤ Kc ‖σ‖
2
H4ζ,C∩L2N , (D.16)
where Kc > 0 can be chosen locally uniformly for σ ∈ H
4
ζ,C ∩ L
2
N .
Gσ satisfies (P2). It follows from (D.15) and (D.16).
Gσ satisfies (P3). The real analyticity property follows from Lemma A.1 and Proposition 4.7, since
for every 0 ≤ k ≤ N , Gσ is composition of real analytic maps.
(iii) Fσ satisfies (P1). By Lemma C.6 (i), Fσ ∈ C
0
x≥cL
2
y≥0 ∩ L
2
x≥cL
2
y≥0 and
‖Fσ‖L2
x≥c
L2
y≥0
≤ ‖F ′σ‖L2
4
‖Gσ‖L2
x≥c
L2
y≥0
≤ Kc ‖σ‖
2
H4ζ,C∩L2N .
Proceeding as in the proof of Lemma D.2 (P1) one shows that Fσ ∈ C
0
x≥c,y≥0. Since F
′
σ ∈ H
N , N ≥ 1, F ′σ
is a continuous function. Thus we can evaluate Fσ at y = 0, obtaining Fσ(x, 0) =
+∞∫
0
F ′σ(x+z)Gσ(x, z) dz.
By Lemma A.1 (A2) we have that
‖Fσ(·, 0)‖L2
x≥c
≤ ‖F ′σ‖L2
x≥c
‖Gσ‖L2
x≥c
L2
y≥0
≤ Kc ‖σ‖
2
H4ζ,C∩L2N .
The proof that Fσ satisfies (P2) and (P3) follows as in the previous items. We omit the details.
Lemma D.4. Let N ≥ 1 be fixed. For every j1, j2 ≥ 0 with 1 ≤ j1 + j2 ≤ N , the function f
j1,j2
σ defined
in (4.33) and its derivatives ∂yf
j1,j2
σ , ∂xf
j1,j2
σ satisfy (P ).
Proof. First note that by Lemma D.2 the terms ∂j1x ∂
j2
y fσ and its derivatives ∂
j1+1
x ∂
j2
y fσ, ∂
j1
x ∂
j2+1
y fσ
satisfy (P ). It thus remains to show that
F
k1,k2
σ (x, y) :=
+∞∫
0
∂k1x Fσ(x + y + z) ∂
k2
x Bσ(x, z) dz , k1 ≥ 1, k2 ≥ 0, k1 + k2 = n ≤ N (D.17)
and its derivatives ∂yF
k1,k2
σ , ∂xF
k1,k2
σ satisfy (P ). Remark that, by the induction assumption in the proof
of Lemma 4.12, for every integers k1, k2 ≥ 0 with k1 + k2 ≤ n, ∂
k1
x ∂
k2
y Bσ satisfies (P ).
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F
k1,k2
σ satisfies (P ). If k1 = 1, it follows by Lemma D.3 (iii). Let k1 > 1. By integration by parts
k1 − 1 times we obtain
F
k1,k2
σ (x, y) =
k1−1∑
l=1
(−1)l∂k1−lx Fσ(x+ y)(∂
k2
x ∂
l−1
z Bσ)(x, 0)
+ (−1)k1−1
+∞∫
0
F ′σ(x+ y + z) ∂
k2
x ∂
k1−1
z Bσ(x, z) dz ,
(D.18)
where we used that for 1 ≤ l ≤ k1 − 1 one has F
(k1−l)
σ ∈ H1 [(∂k2x ∂
l−1
y Bσ)(x, ·) ∈ H
1
y≥0], thus
limx→∞ F
(k1−l)
σ (x) = 0 [limy→∞ ∂k2x ∂
l−1
y Bσ)(x, y) = 0]. Consider the r.h.s. of (D.18). It is a linear
combinations of terms of the form (D.10) and (D.12). By the induction assumption, these terms satisfy
the hypothesis of Lemma D.3 (i) and (iii). It follows that Fk1,k2σ satisfies (P ), and in particular there
exists a constant Kc > 0, depending locally uniformly on σ ∈ H
4
ζ,C ∩ L
2
N , such that∥∥Fk1,k2σ ∥∥L2
x≥c
L2
y≥0
+
∥∥Fk1,k2σ (·, 0)∥∥L2
x≥c
≤ Kc ‖σ‖
2
H4ζ,C∩L2N . (D.19)
∂yF
k1,k2
σ satisfies (P ). For ǫ 6= 0 sufficiently small, by integration by parts k1-times we obtain
F
k1,k2
σ (x, y + ǫ)− F
k1,k2
σ (x, y)
ǫ
=
k1∑
l=1
(−1)l
∂k1−lx Fσ(x + y + ǫ)− ∂
k1−l
x Fσ(x+ y)
ǫ
(∂k2x ∂
l−1
z Bσ)(x, 0)
+ (−1)k1
+∞∫
0
Fσ(x+ y + ǫ+ z)− Fσ(x+ y + z)
ǫ
∂k2x ∂
k1
z Bσ(x, z) dz ,
where once again we used that for 1 ≤ l ≤ k1 one has F
(k1−l)
σ ∈ H1 [(∂k2x ∂
l−1
y Bσ)(x, ·) ∈ H
1
y≥0], thus
limx→∞ F
(k1−l)
σ (x) = 0 [limy→∞ ∂k2x ∂
l−1
y Bσ)(x, y) = 0]. Define also
∂yF
k1,k2
σ (x, y) :=
k1∑
l=1
(−1)l ∂k1−l+1x Fσ(x + y) (∂
k2
x ∂
l−1
z Bσ)(x, 0)
+ (−1)k1
+∞∫
0
F ′σ(x+ y + z) ∂
k2
x ∂
k1
z Bσ(x, z) dz .
(D.20)
Consider the r.h.s. of equation (D.20). It is a linear combinations of terms of the form (D.10) and (D.12).
By the induction assumption, these terms satisfy the hypothesis of Lemma D.3 (i) and (iii). It follows
that ∂yF
k1,k2
σ satisfies (P ) and one has∥∥∂yFk1,k2σ ∥∥L2
x≥c
L2
y≥0
+
∥∥∂yFk1,k2σ (·, 0)∥∥L2
x≥c
≤ K ′c ‖σ‖
2
H4ζ,C∩L2N (D.21)
for some constant K ′c > 0, depending locally uniformly on σ ∈ H
4
ζ,C ∩L
2
N . Furthermore one verifies that
lim
ǫ→0
F
k1,k2
σ (x, ·+ ǫ)− F
k1,k2
σ (x, ·)
ǫ
= ∂yF
k1,k2
σ (x, ·) in L
2
y≥0 .
∂xF
k1,k2
σ satisfies (P ). The proof is similar to the previous case, and the details are omitted.
This conclude the proof of the inductive step.
E Hilbert transform
Define H : L2(R,C)→ L2(R,C) as the Fourier multiplier operator
(̂H(v))(ξ) = −i sign(ξ) vˆ(ξ) .
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Thus H is an isometry on L2(R,C). It is easy to see that H|HN
C
: HN
C
→ HN
C
is an isometry for any
N ≥ 1 – cf. [Duo01]. In case v ∈ C1(R,C) with ‖v′‖L∞ , ‖xv(x)‖L∞ <∞, one has
H(v)(k) = −
1
π
lim
ǫ→0+
∫
|k′−k|≥ǫ
v(k′)
k′ − k
dk′
and obtains the estimate |H(v)(k)| ≤ C(‖v′‖∞ + ‖xv(x)‖∞), where C > 0 is a constant independent of
v and k.
Let g ∈ C1(R,R) with ‖g′‖L∞ , ‖xg(x)‖L∞ <∞. Then define for z ∈ C+ := {z ∈ C : Im(z) > 0} the
function
f(z) :=
1
πi
∫ ∞
−∞
g(s)
s− z
ds .
Decompose 1s−z into real and imaginary part
1
s− z
=
1
s− a− ib
=
s− a
(s− a)2 + b2
+ i
b
(s− a)2 + b2
to get the formulas for the real and imaginary part of f(z)
Re f(z) =
1
π
∫ ∞
−∞
b
(s− a)2 + b2
g(s)ds , (E.1)
Im f(z) =
−1
π
∫ ∞
−∞
s− a
(s− a)2 + b2
g(s)ds . (E.2)
The following Lemma is well known and can be found in [Duo01].
Lemma E.1. The function f is analytic and admits a continuous extension to the real line. Furthermore
it has the following properties for any a ∈ R:
(i) limb→0+ Im f(a+ bi) = H(g)(a).
(ii) limb→0+ Re f(a+ bi) = g(a).
(iii) There exists C > 0 such that |f(z)| ≤ C1+|z| , ∀ z ∈ {z : Im z ≥ 0}.
(iv) Let f˜(z) be a continuous function on Im z ≥ 0 which is analytic on Im z > 0 and satisfies Re f˜|R = g
and |f˜(z)| = O( 1|z|) as |z| → ∞, then f˜ = f .
The next lemma follows from the commutator estimates due to Calderón [Ca65]:
Lemma E.2 ([Ca65]). Let b : R→ R have first-order derivative in L∞. For any p ∈ (1,∞) there exists
C > 0, such that
‖[H, b]∂xg‖Lp ≤ C ‖g‖Lp .
We apply this lemma to prove the following result:
Lemma E.3. Let M ∈ Z≥1 be fixed. Then H : HMζ,C → H
M
ζ,C is a bounded linear operator.
Proof. Let f ∈ HMζ,C. As the Hilbert transform commutes with the derivatives, we have that H(f) ∈
HM−1
C
. Next we show that if ζ∂Mk f ∈ L
2, then ζ∂Mk H(f) = ζH(∂
M
k f) ∈ L
2. By Lemma E.2 with p = 2,
g = ∂M−1k f and b = ζ, we have that∥∥ζH(∂Mk f)∥∥L2 ≤ ∥∥H(ζ∂Mk f)∥∥L2 + ∥∥[H, ζ] ∂Mk f∥∥L2 ≤ ‖f‖HMζ,C + C ∥∥∂M−1k f∥∥L2 <∞ .
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