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A B S T R A C T
Martian polar ice caps are characterized by layered deposits, mainly composed of
water ice and a small percentage of dust sediments. Past investigations found that
the layering periodicities can be connected with variations of Mars orbital parame-
ters, because of the orbital forcing phenomenon (Becerra, Sori, and Byrne 2017).
The periodicities quantification has already been made with the study of three
different types of stratigraphic observations: layer protrusion, local slope and layer
brightness versus depth (Becerra, Sori, and Byrne 2017). This investigation is pos-
sible only where the layering emerges at the surface and where high resolution
DTMs are available. In order to extend this type of study inside the whole cap, in
this work we use SHARAD (Mars Reconnaissance Orbiter, NASA) radar data. The
stratification inside the cap is indeed well visible in the radargrams, thanks to the
contrast of dielectric constants of the different layers.
We decided to isolate the subsurface regions of the North Polar Layered Deposits
(NPLD) where the stratification is more evident and the signal is more intense,
namely the ones that are nearest to the polar surface. Once isolated, we studied
their layering periodicities.
With this purpose, we developed a semi-automated method to elaborate the radar
sections. We use the Labeling of Connected Component technique, applied to radar
images, segmented through thresholding. Once isolated, we obtained the strata
periodicities inside these regions, through Time Series Analysis, and we compared
them to the orbital parameters periodicities provided by Laskar, Correia, et al. 2004
simulations.
From the analysis of our data, we found three main strata periodicities of approx-
imately 70, 41 and 29m, that are partly consistent with the two values found from
the superficial outcrops (Becerra, Sori, and Byrne 2017). Most importantly, our 1◦
and 3◦ periodicities appear to be in agreement with the obliquity and precession
variations, suggesting that a possible link with the orbital forcing phenomenon can
be detected.
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1 I N T R O D U C T I O N
The Polar Layered Deposits are specific regions of the Martian Polar Caps. They are
characterized by hundreds of layers, mainly composed of water ice and a small
percentage of dust sediments (less then 5% , Grima et al. 2009).
The polar layered deposits represent an optimal target for missions equipped
with radar instruments. This type of technology allows to visualize the stratification
underneath the polar surface. In fact, each layer has a specific permittivity value,
depending on its composition. This means that the radar signal, penetrating the cap,
can be reflected on alternating surfaces where strong discontinuities are present.
These regions are particularly important because they contain the information
about the past climate conditions on the planet. Each layer’s characteristics depend
on climatic conditions of its formation period.
There is the hypothesis that one phenomenon that affects the formation of this
layering is the orbital forcing phenomenon, i.e. the physic process in which the
variation of Mars orbital parameters influence the insolation curve, and therefore the
planet’s climate conditions. The two parameters that seem to have the major influence
on martian climate are the obliquity and the argument of perihelion, having oscillation
periods respectively of ∼ 120 kyr and ∼ 51 kyr (Becerra, Sori, and Byrne 2017).
In this work will be presented the study of the North Polar Layered Deposits (NPLD),
thanks to SHARAD radar data (Mars Reconnaissance Orbiter, NASA). The aim is to is
to find out if there is a correlation between the variation of Mars orbital parameters
and the occurrence of these strata, and therefore what is the entity of the orbital
forcing phenomenon on Mars.
The choice to focus on the North Polar Cap has been made because it results
younger (4-5 Myr Christine Schøtt Hvidberg et al. 2012) with respect to the Southern
one (dated between 7-14 Myr Ken E Herkenhoff and Plaut 2000, and 30-100 Myr
Koutnik et al. 2002). This makes the connection with the orbital parameter evolution
simpler, because Laskar, Correia, et al. 2004 simulations show that the obliquity
evolution is strongly chaotic. Thus it is possible to make precise simulations only
for the last 20 Myr.
In order to make this analysis, we isolate the subsurface regions of the NPLD
where the stratification is more evident and the signal is more intense, namely the
ones that are nearest to the polar surface. Once isolated, we studied their layering
periodicities.
With this purpose, we developed a semi-automated method to elaborate the radar
sections. We use the Labeling of Connected Component technique, applied to radar
images, segmented through thresholding. In this way we can select and isolate the
wider components that, in fact, correspond to the most evident stratified regions,
because they result more brighter and extended then the rest of the image.
Once isolated, we obtained the strata periodicities inside these regions, through
Time Series Analysis, and we compared them to the orbital parameters periodicities
provided by Laskar, Correia, et al. 2004 simulations.
Another part of the work is the visualization of the three-dimensional structure of
the layers, in order to highlight the coherency between neighboring radar sections.
Having an idea of the extension of the strata is very important if we want to draw
conclusions on the mechanisms that led to their formation: if they were local mech-
anisms or more global ones, able to affect the entire cap.
Decoding the information contained into these strata will help us to deepen the
climatic evolution and the entity of the orbital forcing phenomenon on Mars. This
could be useful both from the geophysical and the exoplanetary point of view, because
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it helps us to understand better the influence of this phenomenon on the climate
history of another terrestrial planet, with an atmospheric system that is relatively
simpler with respect to the one that we find on Earth, largely influenced by bio-
sphere and hydrosphere.
2 M A R T I A N P O L A R I C E C A P S
2.1 overview
We can distinguish different regions that compose the maritan polar caps, each one
characterized by its own particular timescale:
• the Polar Layered Deposits (PLD), kilometer-thick stratified sheet, mainly com-
posed of water ice and mineral sediments (highlighted in Figure 3).
• the Northern Residual Cap, a layer of nearly pure water ice that interacts with
the atmosphere and covers the northern PLD.
• the Southern Residual Cap, composed of CO2 ice, several meters thick, sitting
upon a substrate of water ice.
• a seasonal dry ice superficial layer, a few tens of centimeters thick, produced
by the seasonal transfer of CO2 between the atmosphere and the surface. The
southern cap maintains part of the CO2 ice layer continually, because of its
higher altitude and lower temperature.
Initially the composition of the caps was not very clear. In 1966, when the first
Mars spacecraft, Mariner 4 (NASA), determined that the martian atmosphere was
largely composed by carbon dioxide, it was thought that both polar caps should
have consisted largely of frozen carbon dioxide too, with only a small amount
of water ice. It was only with the Viking orbiters (both launched in 1975) and,
subsequently, with high-resolution and thermal images from Mars Global Surveyor
(launched in 1996) and Mars Odyssey (launched in 2001), respectively, that the knowl-
edge that the Martian polar caps consist almost entirely of water ice was gradually
confirmed.
Seasonal dry ice is a powerful mean to study, every year, the annual variations
in the Martian atmosphere. Among the many effects it causes, the seasonal transfer
of CO2 between the polar caps and the atmosphere, freezing out onto the caps in
winter and subliming in spring and summer, makes the surface pressure change of
around 25%, over an annual cycle (Thomas et al., 2019). Furthermore, it produces
many small-scale phenomena, like gas jets activity, accompanied bu dust transport
(Kieffer et al., 2006), or gully-formations (Pilorget and Forget, 2016).
(a) North polar cap. Image Credit: Mars Global Sur-
veyor, NASA
(b) South polar cap. Image Credit: Mars Global Sur-
veyor, NASA
Figure 1: Martian polar caps. In both caps we can see the Spiraling Troughs.
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Figure 2: Perspective view into the depth-converted SHARAD 3-D volume of the North polar
cap, made by Putzig, Smith, et al., 2018, showing radar-return power (blue high,
white low) from previously known (black) and buried (red) features. Image Credit:
Putzig, Smith, et al., 2018
During winter season, in both caps the temperature can go under 150K (−120◦C).
Thanks to these conditions, the martian polar ice is more rigid and less plastic than
it would be on Earth. Furthermore, the presence of dust layers and the weaker
gravitational force on the surface of Mars, amounting only the 38% of the one ex-
erted by the Earth, increase the resistance to flow of the martian ice sheets (Faure
and Mensing, 2007). Nevertheless, the topographic profile of the north polar cap
is dome-shaped, even if the low plasticity should counteract its development in this
form and favor a flatter profile. Therefore, the martian ice sheets do appear to flow
outward from their centers, where the ice is thicker than at the margins. The flow
rate of the martian north polar ice cap is about 1mm/yr, compared to rates of 1 to
10m/yr, typical of terrestrial ice caps (Fishbaugh and Christine S Hvidberg, 2006).
Both caps present a spiral pattern, the Spiraling Troughs (visible in Figure 1), pro-
duced by roughly perpendicular katabatic winds, circulating because of the Corio-
lis Effect. These valleys spriral anticlockwise in the northern cap, clockwise in the
southern one. This process produces canyon-like structures where part of the ice
has melted and they allow a view of the cap inner stratification. In fact, from high-
resolution images of the Spiraling Troughs, it is possible to see and study exposed
parts of the PLD.
The PLD are also subject to subsurface sounding radar analysis, that allows the study
of the parts which are not reachable from imaging instruments too. In fact, ice is
relatively transparent to radar signal. This allows to study the deposits content of
dust, which is distributed over layers that in part reflect radar signal (the mecha-
nism is deepened in Chapter 4). In the North Polar Layered Deposits (NPLD), the
attenuation of the radar signal, as a function of depht, permits to establish a maxi-
mum bulk dust content of 5% (Grima et al., 2009), while in the South Polar Layered
Deposits (SPLD), the dust content was found to be around 10-15% (Seu et al., 2007).
Although the surfaces of the PLD are very flat and smooth, they are bounded
by steep, marginal scarps, with slopes that exceed 10◦ and rarely reach 90◦. Like
the Spiraling Troughs, they typically expose up to a kilometer of vertical layering
(Smith et al., 2020).
Martian polar caps seem to have very few impact craters, although, given their age,
they should show many more. This could be due to the interaction between the ice
sheets and the atmosphere and the obliteration caused by the flow of the ice. For
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Figure 3: SHARAD radargram revealing NPLD overlying a basal unit in some areas. Image
Credits: NASA
this reason, age estimation through crater densities is much more complicated in
the caps regions, with respect to other terrains where impact craters are preserved
for longer timescales. Therefore age estimations are also done through climatic and
dust and ice deposition models.
Nevertheless, thanks to recent realization of three-dimensional volumes of both
Martian polar caps, realized by Putzig, Smith, et al., 2018 with SHARAD radar data
(a section is visible in Figure 2), it was possible to reveal several structures that seem
to be buried impact craters, completely covered by the overlying layers of ice. These
features provide a potential means to constrain the ages of both the substrate and
the overlying icy deposits, that is independent of climate models.
2.2 north polar cap and north polar layered de-
posits
The north polar cap is centered on the north-polar basin, whose elevation is close to
−5000m, and it rises about 3000m from the surrounding plains (Faure and Mensing
2007). It has a diameter of 1000 km and a volume of 1.2± 0.2 106 km3 (Christine S
Hvidberg 2004).
A particular feature that characterize the northern cap is the Chasma Boreale, a
large canyon 500 km long, up to 100 km wide, and nearly 2 km deep, visible in
the left panel of Figure 1 and labeled in 2. There are several hypothesis about
its formation, like catastrophic outburst of water (Clifford, 1980), protracted basal
melting (Greve, 2008), erosional undercutting (Edgett et al., 2003), aeolian down-
cutting (Warner and Farmer, 2008) or a combination of these processes (Fishbaugh
and Head III, 2002), but the most accredited one is that it was a pre-existing fea-
ture, formed before the spiral troughs, and seemingly growing deeper as new ice
deposits built up around it (Holt et al. 2010).
Another important component of this cap is the Basal Unit (BU), highlighted in
Figure 3. Revealed by high-resolution images, it has been found beneath the NPLD.
It distinguishes itself from the NPLD principally thanks to its lower albedo, mea-
surable in its exposed region along a few arcuate scarps, but also its thicker lay-
ers. This region, reaching a thickness of ∼ 1000m beneath the highest portions of
Planum Boreum1, interposes between the NPLD and the Vastitas Borealis Forma-
tion, with the exception of the Gemini Lingula reagion, where the BU interrupts
abruptly (Roger J Phillips et al., 2008).
Among all the regions that characterize the northern cap, in this work we will
focus in particular on the NPLD (displayed in Figure 3 and 4). This region is partic-
ularly interesting because it contains the information about past climate conditions
1 i.e. The northern polar plain. Visible in the left panel of Figure 1 under the cap. It interfaces the Vastitas
Borealis with a collection of mesas and troughs. The interface is visible in the aforementioned Figure,
west of Chasma Boreale, and it consists in an irregular scarp, named Rupes Tenuis.
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Figure 4: A section of NPLD captured by HiRISE instrument on Mars Reconnaissance Or-
biter (MRO). Image Credit: NASA
on the planet. Each layer characteristics have been influenced by the atmospheric
conditions of its formation period, including temperature, relative humidity, and
aerosol dust content, along with atmospheric and isotopic materials (Smith et al.,
2020).
According to climate models, NPLD should have developed in the last ∼ 5Myr
(Roger J Phillips et al. 2008), postdating the last transition from high to low mean
obliquity. Before this moment, when the martian obliquity value could have been
> 40◦, the ice of the pole should have been unstable against complete loss by sub-
limation Jakosky et al., 1995. Thus, the age of these deposits should be less then
5Myr. This means that NPLD are younger with respect to the southern one and
this makes them more suitable for our analysis for the reasons that are explained
in the next Chapter 3. In fact SPLD are dated between 7-14 Myr Ken E Herkenhoff
and Plaut 2000, and 30-100 Myr Koutnik et al. 2002.
3 O R B I TA L F O R C I N G
3.1 orbital forcing phenomenon
The alternating nature of the PLD structure is believed to be caused both by varia-
tions in the accumulation rates of ice and dust, and as a result of oscillations in Mars’
orbital parameters. This last phenomenon is called orbital forcing. The variation of
the orbital parameters affects the insolation curve, i.e. the flux of solar radiation per
unit of horizontal area, for a given position on the planetary body, in function of
time. The insolation curve, in its turn, influence the planet climate conditions.
In fact the total flux S (reported in Equation 1), received from the Sun, at the planet





Where L is the luminosity of the star. In the case of the Sun we have L⊙ =
3.839 · 1033 erg s−1.
Here we show the calculation of a planet Effective Temperature Teff, in order to
give an idea on how the insolation curve affect the climate. This parameter consists
in the equilibrium temperature of a sphere, emitting like a black-body, located at
a distance d from the Sun, of diameter r and albedo A. The albedo is the fraction
of radiation that is reflected by the planet; it can vary from 0 (perfect black-body,
all the radiation is absorbed) to 1 (totally reflective body). It is possible to obtain
the value of Teff through the equality between the portion of Sun flux absorbed
from the planet, and the radiated energy, in the hypothesis that the planet thermal
emission is the body-black one:
S(1−A)πr2 = 4πr2σT4 (2)
Where σ is the Stefan-Boltzmann constant. The equation 2 holds only for rapidly
rotating bodies, otherwise the second member must by divided by 2 to take into
account that the radiated energy comes principally form only one hemisphere.
The equation 2, among other things, does not consider the effect of the atmosphere.
In fact, the atmosphere influences both the absorbed energy and the one radiated
back to space. It can be opaque to a part of the received radiation, preventing it from
reaching the planet surface, and it can absorb a portion of the energy thermally emit-
ted by the ground, provoking the so-called greenhouse effect, which in turn warms
the planet. Therefore, the effective temperature does not perfectly coincide with the
planet real temperature, because of the many assumptions and simplifications that
have been done, but it helps in the comprehension of the phenomenon.
The three orbital parameters (Figure 5) that influence the insolation curve are:
• eccentricity: it determines the amount by which the shape of an orbit deviates
from a perfect circle. When its value varies between 0 (perfect circle) to 1, the
orbit is elliptical. When it is equal to 1, or greater, it corresponds to parabolic
or hyperbolic orbit, respectively.
This parameter affects the insolation curve because it causes the distance be-
tween the planet and its star, d, to vary along the orbit. The annual variation
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Figure 5: Three variables of the a planet’s orbit, i.e. eccentricity, obliquity, and precession,
that affect its climate.
in distance from the Sun, or the central star, leads to ”distance seasons” which
are synchronous between the hemispheres.
• obliquity: the angle between the planet’s rotational axis and the axis perpen-
dicular to the plane of its orbit.
It influence the strength of the planet’s ”obliquity seasons”. This type of seasons
is dominant for Earth and Mars, in contrast with their ”distance seasons”, and
it produces effects which are out of phase between the hemispheres: while one
experiments winter, the other experiments summer.
• argument of pericenter, or argument of perihelion in Mars case: the angle from the
planet’s ascending node, i.e. the point where the planet moves north through
the plane of reference, to its periapsis, namely the point of minimum distance
with the central body, measured in the direction of motion.
The evolution of the argument of pericenter influence the timing of the planet’s
”obliquity seasons" and determines whether they constructively or destruc-
tively interfere with the ”distance seasons".
All three change gradually on a scale of many thousands of years.
The evolution of the argument of pericenter depends on the precession phenomenon
(schematically represented in Figure 5), namely when the axis of rotation of the
planet is itself rotating about a second axis, because an external torque is applied
to it. In this way the rotation axis starts to move describing a cone in the three-
dimensional space. For planets, the torque can be provided by the slight deviations
of the mass distribution from spherical symmetry, for instance by the equatorial
bulge caused by rotation. Normally this is the major cause, but other asymmetries,
including those due to the distribution of ice, and of major geographic features, can
contribute (Pierrehumbert, 2010).
Obliquity variations arise instead from fluctuations in the torque on the planet,
rather than the mean torque. The obliquity cycle is inextricably linked with the
precessional cycle, which modulates the orientation of the aspherical planet with
respect to the Sun, the planet’s moons, if sufficiently massive, and all the other
planets gravitational fields.
Finally, eccentricity changes in time because of the influence of other gravitational
bodies in the system. In fact, the eccentricity value remains constant only in the
two-body problem, consisting, in this case, of a planet and its star in isolation.
Although the gravity of the Sun greatly dominates, the presence of other bodies
induces perturbations on the planet’s orbit and cause eccentricity to change grad-
ually. Nevertheless, as shown by the Lagrange-Laplace secular theory, the semi-major
axis remains nearly constant in the course of such eccentricity changes, reducing the
climate impact of this parameter. In fact, if the semi-major axis remains the same
over time, the mean insolation changes little even if eccentricity evolves, except for
extremely non-circular orbits (Pierrehumbert, 2010).
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3.1.1 Earth case
This bond between orbital dynamics and geology, on the Earth, is described by the
so-called Milankovich cycles, which affect climate conditions, and therefore ice and
sediment deposits.
The study of this phenomenon goes back to the late 1800s, when James Croll
assumed that the ice ages were largely influenced by changes in insolation, due
to variations in Earth’s orbit and spin axis (Croll, 1867). He introduced the idea,
supported by Milankovitch after him, whose name is now generally attached to the
theory, that the main orbital parameters that affect insolation and its distribution
were Earth’s orbital eccentricity, obliquity, and precession, as previously explained
(Section 3.1).
The amplitude of the obliquity cycle doesn’t remain perfectly constant over time,
but it’s dominant period is on the order of 40 kyr. Its value varies narrowly in a
range from about 22◦ to 24.5◦. At present, the Earth is in the middle of its obliquity
range. On the other side, Earth’s eccentricity varies on a longer time scale of approxi-
mately 100kyr. However, there are also evidences, borne out by spectral analysis, of
a 400kyr cycle of eccentricity, characterized by two high eccentricity cycles followed
by two low eccentricity cycles. Instead, the precessional cycle has a periodicity of
22 kyr (Pierrehumbert, 2010). The evolution of this three parameters, in Earth case,
is visible in Figure 6.
Milankivich’s main contribution to the paleoclimatic field was to study the solar
irradiance at different latitudes and seasons, in great mathematical detail, and to
relate these calculation with planetary heat balance as determined by the planetary
albedo and by reradiation in the infrared according to the Stefan’s law (Berger,
1988), as described by Equation 2.
According to Milankovic’s theory, ice ages should follow the precessional cycle.
He was convinced that ice ages require the accumulation of snow on land, that is
favored by mild summers, limiting melting of old snow and ice, and warmer, but
still sub-freezing, winters, favoring snow accumulation, since the higher content of
water in warmer air (Pierrehumbert, 2010).
Although some periodicities of climate changes have been observed and they ap-
pear to match the periods of orbital motions, Milankovich’s theory results not totally
confirmed yet. It is still unclear how orbital forcing influence the climate, because
the model is not yet fully in agreement with all the observations. For example, in
the last 600− 650 kyr, the main climate effect seem to have a 100 kyr periodicity, in-
terpreted as the main ice-age rhythm and evident by the deep-sea sediment oxygen
isotopic composition δ18O (Shackleton, 2000). This isotopic information provide a
measure of the Earth’s water frozen in ice and, thus, a measure of Earth’s global ice
volume, typical of the relative sediments’ formation period (Muller and MacDonald,
1997a). The 100 kyr periodicity, present from the mid-Pleistocene transition onward
(from ∼ 0.8− 0.6Myr ago, before that moment it was the 40 kyr period, relative to
the obliquity variation, to dominate), is in phase with eccentricity variation, but of
all the orbital cycles, accordingly to Milankovitch’s theory, the eccentricity should
have a significantly lower effect on the insolation, with respect to obliquity and pre-
cession. A probable explanation is that there are several contributions to the climate
that complicate the system and make it much more difficult to recognize the indi-
vidual contribution of the orbital forcing. For example, this 100 kyr periodicity is
probably the response of the global carbon cycle, on which the eccentricity seem to
have an immediate effect and causes changes in atmospheric carbon dioxide con-
centration (Shackleton, 2000).
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(a) Evolution of precession angle relative to the Northern Hemisphere
Summer Solstice, and the associated July insolation at 65◦N.
Graphic made by Pierrehumbert, 2010 with Berger and Loutre,
1991 data.
(b) Evolution of the Earth’s obliquity and eccentricity. Graphic made by Pierre-
humbert, 2010 with Berger and Loutre, 1991 data.
Figure 6: Evolution of Earth orbital parameters.
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3.1.2 Mars case
On Earth, variations in the orbital and axial parameters are on the order of 2◦ and
much smaller than those on Mars (Christine Schøtt Hvidberg et al., 2012). Further-
more the atmospheric system is much more complicated by the huge influence of
the hydrosphere and the biosphere. For these reason, the study of the effects of the
orbital forcing phenomenon could be more clear in Mars case.
Martian climate changes may have been caused principally by obliquity variations.
In fact, an increase in the rotation axis’ inclination allows more sunlight to reach the
polar regions. In this way the rate of sublimation of CO2 and water ices increases
and causes the atmospheric pressure to rise, together with the greenhouse warming.
Therefore, the climate of Mars may have fluctuated between cold and warm period
in response to the cyclical obliquity variations. In this way, the global climate of
Mars is controlled by its polar regions (Faure and Mensing, 2007). Obliquity has a
variation period of 120 kyr and an oscillation amplitude of ∼ 10− 15◦ about its mean
value (Soare et al., 2018).
As the obliquity behavior is strongly chaotic, due to the proximity of secular spin
orbit resonances (Laskar, Correia, et al., 2004), it is not possible to give a solution
for its evolution over more than a few million years. In this context we find Laskar,
Correia, et al., 2004 simulations (detailed in Section 3.2): they provided a precise
solution for the evolution of Mars spin over the last 10 to 20Myr. For this reason we
decided to focus on the younger North polar cap, in order to correlate the known
evolution of the orbital parameters with its structure. For the Southern cap, dated
between 7-14 Myr Ken E Herkenhoff and Plaut 2000, and 30-100 Myr Koutnik et al.
2002, this study is complicated by the fact that there is no reliable climate function
to compare to the SPLD record, as the solutions for the past orbital evolution of
Mars are non-unique before ∼ 20Myr (Laskar, Correia, et al., 2004).
As previously said, the structures that best record the climatic changes on Mars
are the PLD. Studying the periodicity of their layering, it is possible to make a com-
parison with the typical timescale of variation of the orbital parameters. In order
to implement this type of analysis, we will use SHARAD radar data (described in
Chapter 4), in which the stratification is clearly visible. Then we will confront the
obtained strata periodicities with the evolution of orbital parameters described by
the Laskar, Correia, et al., 2004 simulations.
3.2 laskar simulations
In Laskar, Correia, et al., 2004 it is possible to find the precession and obliquity equa-
tions, together with the discussion on the stability of the solutions with respect to the
uncertainty of the parameters, in particular of the initial precession rate. As previ-
ously mentioned, a precise solution cannot be derived over more than 10 to 20Myr,
nevertheless the equations are integrated over 250Myr anyway, in order to establish
statistics on the possible variations of the obliquity over this time span.
Computing the equations for the evolution of precession and obliquity, in the
case of Mars, it is possible to neglect the effect of its satellites. In fact, in the case
for Phobos and Deimos, their averaged exerted torque is equal to zero (Laskar, 2004).
This makes the equation simpler with respect to the Earth’s ones.
Laskar, Correia, et al., 2004 assumes Mars as a homogeneous rigid body, with
moments of inertia A < B < C, and with its spin axis coinciding also with the
principal axis of greatest inertia.
Moreover, they considered some dissipation effects, like tidal dissipation due to the
Sun, core–mantle friction, and climate friction. Actually, the effect of solar tidal dis-
sipation is very small, as it amounts to less than 0.002◦ after 10Myr. Consequently,
the rotation rate of Mars did not change very much since the beginning of the Solar
System. Instead, for core–mantle friction is meant the phenomenon for witch, because
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of the different densities, the core and the mantle do not have the same dynamical
ellipticity H1. This causes the two parts to precess differently around an axis perpen-
dicular to the orbital plane, since the precession torques exerted by the Sun on Mars’
core and mantle are proportional to H. From Laskar, Correia, et al., 2004 calcula-
tions, the core–mantle friction effect results of the same order of tidal effects or even
weaker. Then, climate friction is a positive feedback process between obliquity varia-
tions and the resulting redistribution of volatiles at the planetary surface, affecting its
dynamical ellipticity. This effect not only depends on the instantaneous value of the
obliquity, but also on its dynamical evolution. In this case it has been neglected be-
cause of the comparison with its entity on the Earth, where the water/ice mass are
one order of magnitude more massive, but it has not changed the Earth’s obliquity
by more than 0.01◦ per Myr during the severe recent Pliocene–Pleistocene glacia-
tions (∼ 0–3Myr, Laskar, Robutel, et al., 2004). Furthermore, the volatile response
to obliquity forcing and martian internal parameters, like density, elasticity, rigidity
and viscosity, are still poorly constrained.
Since the motion of Mars’ spin axis results chaotic (Touma and Wisdom, 1993),
its evolution critically depends on its precise initial conditions. Laskar, Correia, et al.,
2004 presents some numerical integrations assuming the values of initial obliquity
and precession angle to vary up to 10 times the standard error, calculated by Folkner
et al., 1997, demonstrating that, even in this case, the maximum difference with
respect to the nominal solution is less than 0.001◦ after 10Myr, and thus negligible
over the considered timescale. In fact, the main source of uncertainty in the long
term evolution of the obliquity of Mars is the uncertainty in its initial precession rate.
For their simulation, Laskar, Correia, et al., 2004 used the precession constant2
provided by Yoder et al., 2003, obtained thanks to Mars Global Surveyor data.
The results of Laskar, Correia, et al., 2004 simulations for the obliquity, eccentric-
ity, and insolation in summer at the North pole are presented in Figure 7 and will
be used for the following analysis.
1 Defined as the ratio of the difference between the polar (C) and mean equatorial (A) moments of inertia




2 Annual rate of precession of the equinoxes.
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Figure 7: Obliquity (in degrees) (a), eccentricity (b), and insolation (c) (in watt m2) evolution
at the north pole surface at the summer solstice, during the period from 20 to
+10Myr.

4 S H A R A D
4.1 mars reconnaissance orbiter mission
Mars Reconnaissance Orbiter (MRO) is a NASA mission, part of the Mars Explo-
ration Program (MEP). This Program has four main scientific objectives (Zurek and
Smrekar, 2007):
• Search for evidences of past and present life.
• Study of Martian climate and volatile history.
• Study of geological processes and their influence in shaping the surface and
subsurface of Mars.
• Evaluate the nature and available resources of the Planet, in preparation of
human exploration.
MRO mission was launched on 12 August 2005 and successfully entered the Mars
orbit on 10 Mars 2006. After finishing aerobraking, on 30 August 2006, the orbiter
entered in its Primary Science Orbit (PSO), that was low-altitude (∼ 300 km), near-
circular and near-polar (inclination of i = 92, 65◦).
On board there are six scientific instruments (schematically showed in Figure 9),
including three imaging systems, a visible-near infrared spectrometer, a shallow-
probing subsurface radar, and a thermal-infrared profiler. In this work we will use
the radar data, in order to conduct our analysis.
4.2 shallow radar (sharad) instrument
4.2.1 Radar Technology
The term Radar is the acronym of Radio Detection and Ranging. It refers to those
instruments that emit an electromagnetic signal toward a target of interest, and then
Figure 8: Mars Reconnaissance Orbiter mission logo.
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Figure 9: MRO spacecraft scheme. Image Credit: MRO Press Kit, 2006
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they measure the characteristics of the returning signal scattered by the object, like
the intensity, the arrival time of the echo, the Doppler shift and the polarization. Thanks
to these information, it is possible to understand the position, the velocity and some
physical and geometrical characteristics of the chosen target.
A typical radar consists of a transmitter, an antenna, a receiver, a signal processor,
and a display. In the following only monostatic radar geometries will be consider,
i.e. the antenna is used for both transmitting the signal and receiving the echo.
The radar emitted electromagnetic signal belongs to the frequency range span-
ning from microwave to radio wave. Each radar is therefore characterized by a central
frequency fc and a bandwidth Bw. These parameters determine the type of investiga-
tion of the instrument and thus its possible applications.
According to the waveforms transmitted, radars can be classified into pulsed, that
transmit a relatively short burst of pulses, and after each pulse, the receiver is turned
on to receive the echo, or continuous-wave radar, whose transmitter operates contin-
uously.
The intensity of the emitted radar signal decreases with the square of the distance,
and so also the diffuse ray. Consequently, the echo intensity diminishes with the
fourth power of the distance between the radar and the selected target. This be-
haviour is evident in the general Radar Equation 3, describing the dependence of the
received signal power Pr, from the transmitted power Pt, the antenna gain G, its
equivalent area A, the target distance d and the radar cross section (RCS) σ:
Pr =
Pt ·A · σ ·G
(4πd2)2
(3)
Where the antenna equivalent area A depends on the antenna gain G and the





If we call Smin the minimum signal detectable by a radar, we can obtain an
equation for the maximum distance Rmax at which an object can still be detected:
Rmax =
(






Both Pr and Rmax depend on the radar cross section (RCS). This parameter is con-
nected with the geometrical and physical properties of the target and it determines
its radar detectability. It is the fictitious area intercepting that amount of power
which, when scattered equally in all directions, produces an echo at the radar equal










• d is the distance between radar and target
• Es is the scattered field strength at radar
• Ei is the incident field strength at target
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Figure 10: SHARAD radargram 00387302, showing a section of the NPLD.
Alternatively, the RCS can be expressed with another equation (7), in order to
show its dependence from the target characteristics (Pettengill et al., 1962):
σ = π · a2 · g · r (7)
Where a is the target radius, and thus π · a2 is the target geometrical section. g
is a directionality coefficient, taking into account the irregularities of the object. It
measures the amount of energy scattered back towards the radar, as compared to
the average of that scattered in all directions. Finally r is the radar brillance, similar to
the albedo concept in the visual spectral range: it is the target radio reflective power,










The dielectric constant ǫ, or relative permittivity, of a particular material, is the fac-
tor by which the electric field between the charges is decreased relative to vacuum.
The tendency of a material to contrast an electric field affects the speed of an electro-
magnetic signal, like the one emitted by radars, passing through it. The value of ǫ
is always greater then 1 and it can vary depending on the temperature.
An important aspect is that the radar signal can penetrate into the ground and
reach materials with different dielectric constants. This makes possible the exis-
tence of Radar Sounders, which allow the investigation of the structural and dielec-
tric characteristics of the subsurface, through a non-intrusive technique. They emit
a sequence of short electromagnetic pulses, at variables frequencies, towards the
ground. When the electromagnetic pulse, during his propagation, encounters a sur-
face separating two materials, with different dielectric constant, part of the incident
energy is reflected toward the surface, the other part continues its propagation in
the deeper medium and makes possible other encounters and reflections on deeper
discontinuity surfaces. The total amount of reflected energy, received back to the
radar, is recorded as a function of travel time of the transmitted radar pulse and then
used to compose the radar image, or radargram. These generated datasets are two-
dimensional images that represent the recorded echo power for a given range position,
as a function of the horizontal distance on the x-axis, and the time, or depth (if con-
verted through formulas like 9), in the y-axis. In Figure 10 is showed a radargram
captured by SHARAD instrument on MRO.
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Figure 11: Acquisition geometry of a radar sounder instrument. The radar nadir point is
denoted with (x0, y0). h0 is the instrument height. δalt and δact are the along-
and across-track resolutions on ground, respectively. The position of a generic
ground point is denoted with (x, y) and its elevation is given by h(x, y). The
distance between the radar and a ground point is denoted with R(x, y). Image
Credit: Ferro, 2011
Knowing the composition of the materials crossed by the signal, it is possible to





Another important application of radar technology, is the construction of high-
resolution images of the underground, thanks to Synthetic Aperture Radars (SAR).
SAR are radars carried by a moving vehicle. In fact, as modern radar units are able
to record hundreds of scans per second, a natural approach is data acquisition along
lines. The antenna is moved horizontally while recording traces at fixed distances
(Hugenschmidt, 2010). An example of the configuration is showed in Figure 11.
The instrument can be mounted on a platform, like an airplane or a satellite, or a
spacecraft, which flies at an altitude h0 from the ground. The platform altitude de-
pends on the mission profile and can span between several hundreds of meters and
several hundreds of kilometers, depending on the type of platform (Ferro, 2011). At
the beginning of defined Pulse Repetition Intervals (PRIs), the transmitter emits an
electromagnetic pulse which travels from the radar to the surface and then pene-
trates the subsurface. SAR systems investigate an area using a side-looking geometry,
explained in Figure 12. The radar beam is transmitted obliquely with respect to
the nadir-direction, forming the looking angle θ with it, illuminating a swath, i.e. the
radar footprint on the ground. This footprint can be approximated to an ellipse
with a minor axis parallel to the azimuth direction1, and the major axis in the perpen-
dicular direction, called range direction. Synthetic aperture focusing can improve the
along-track (azimuth) resolution without sacrificing the Signal to Noise Ratio (SNR)
(Seu et al., 2007). Increasing synthetic aperture lengths, it is possible to obtain even
finer azimuth resolution and reduce surface clutter.
Surface clutter is a phenomenon that affects radar sounding technologies. It con-
sists in reflections from off-nadir surface features that produce lateral echos, appear-
ing then in the range corresponding to the close subsurface, as they are recorded by
the instrument at the same time of subsurface returns. This produces fictitious sub-
surface features in the resulting radargram. This problem can be solved with proper
1 The projection on the ground of the satellite flying direction.
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Figure 12: Simplified side-looking geometry of a synthetic aperture radar (SAR) system. Im-
age Credits: Lauknes, 2011
simulations of surface echoes, obtained using Digital Elevation Models (DEM)2, that
can be subsequently removed by the data.
As ice is the most transparent material in the typical radar range of frequencies
(Bogorodsky et al., 2012), spaceborne radar sounders have been used for the the
study of other planets’ or moons’ poles or other regions of interest, where the pres-
ence of ice was suspected. Among them we find SHARAD, whose characteristics
will be illustrated in the next section 4.2.2. Together with Mars Advanced Radar for
Subsurface and Ionosphere Sounding (MARSIS), on the ESA’s Mars Express orbiter, it
makes possible to reveal the ice stratigraphy of Mars’ poles, and to detect subsurface
ice reservoirs in other regions of the planet.
4.2.2 SHARAD
SHARAD is a wideband radar sounder, provided by the Agenzia Spaziale Italiana
(ASI). It transmitts at a centre frequency of 20MHz, thanks to a 10m-long dipole
antenna (visible in Figure 9). The bandwidth of the radar pulse is equal to 10MHz
and the pulse repetition frequency is equal to 700Hz. It has a vertical resolution of
15 ǫ
−1/2
r m: 15m in free space, finer in the subsurface, according to the properties
of the materials crossed by the signal (Seu et al., 2007). The along-track resolution is
equal to 0.3–1 km, narrowed by synthetic aperture processing on the ground, while
the across-track one goes from 3 to 7 km, depending on surface roughness charac-
teristics (Seu et al., 2007). Its altitude from the surface can vary between 255 and
320 km. For SHARAD, the same antenna transmits and receives the signals, with
the spacecraft typically moving less than 10m and Doppler processing3 accounting
for the relative motion between the spacecraft and the surface (Putzig, Smith, et al.,
2018).
The main goal of SHARAD is to identify, in selected areas, dielectric interfaces
to several hundred meters depth in the Martian subsurface. In this way, SHARAD
2 Digital representation of the distribution of altitudes in a certain territory. Each point of the area is
associated with its height.
3 Relative motion between a signal source and a receiver produces shifts in the frequency of the received
waveform. Measuring this Doppler shift provides an estimate of the relative radial velocity.
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is able to search and map liquid or frozen water and study the occurrence and
distribution of other expected materials.
In this work we decided to use SHARAD data because they give the possibility
to visualize the layers underneath the polar surface in their entirety. In fact, the
layering’s periodicities quantification has already been made by Becerra, Sori, and
Byrne, 2017, with the study of three different types of stratigraphic observations on
imaging data: layer protrusion, local slope and layer brightness versus depth. This
investigation is possible only where the layering emerges at the surface and becomes
visible for imaging instruments. We want to extend this type of study inside the
whole cap, using SHARAD radar sounder data. Furthermore, the analysis of High
Resolution Imaging Experiment (HiRISE) images revealed a younger coating of dust
and ice that modifies the visual appearance of exposed layers. This entails that the
relation between the visual brightness of layers and their internal composition is
not simple (Kenneth E Herkenhoff et al., 2007, Fishbaugh, Byrne, et al., 2010).
Moreover SHARAD has a much higher resolution with respect to its precursor
MARSIS (∼ 150m in free space), making it more suitable to study the layering with
greater precision.
4.3 sharad data
The design of SHARAD provides that the minimum amount of processing is done
onboard. The onboard processing simply consists of coherent (with respect to the
so-called Doppler bandwidth) summation of radar frames (Foss et al., 2017). The
data are then focused onground through range and Doppler focusing of the chirp
signals.
Raw data are processed at the SHARAD Operations Center of Thales Alenia Space
(Rome, Italy), supervised by SHARAD science team. Data are then provided by
the ASI’s Science Data Center in Frascati, Italy4, and by the Geosciences Node of the
Planetary Data System (PDS) at Washington University in St. Louis, USA5.
In this work we used the data processed by the U.S. SHARAD team, denoted
as MROSH_2001 and downloadable from https://pds-geosciences.wustl.edu/
missions/mro/sharad.htm. They cover the period that goes from the 6th of Decem-
ber 2006, to the 8th of February 2020.
For each track, the archive reports:
• a tabular geometric file (*GEOM.TAB): an ASCII file reporting the important
geographic, geometric, and phase-processing properties at each column of the
radargram image. It is accompanied by a label file (*.LBL): an ASCII file that
defines all the columns of its homonymous tabular file.
• a a 32-bit raw image (*RGRAM.IMG): the processed radargram image data.
It is accompanied by a descriptive label file too, reporting its collection and
processing parameters.
• a full-resolution 8-bit TIFF (*TIFF.TIF) version of the 32-bit radargram data. It
is logarithmically scaled to a range of −3 dB to +32 dB with respect to the
thermal background noise of the particular observation.
• a reduced-resolution JPEG (*THM.JPG) version of the 32-bit radargram data.
Thus, SHARAD radargrams are real-valued images of the radar backscatter power,
arranged with time delay on the vertical axis and along-track samples on the hori-
zontal axis. The along-track samples of each radargram are associated with latitude,
4 Available at: http://www.asdc.asi.it
5 Available at: https://pds-geosciences.wustl.edu/
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longitude values in the homonymous GEOM file, which also provides informa-
tion on spacecraft position and planetary radius for use in changing the reference
spheroid surface.
All the passage that have been done to process the radargrams, before making
them available for the scientific community, are detailed described by B. Campbell,
2014. The processing provides range compression, synthetic aperture radar process-
ing, residual ionospheric time delays correction and datuming (Foss et al., 2017).
4.4 data selection
In this section, we will explaine the process followed to select SHARAD data for
our analysis.
The criteria we choose were:
1. Selected radargrams have to be equispaced over the whole north polar region.
2. Each selected radargram has to cover the entire length of the cap.
Firstly we describe the distribution of the data on the surface, in order to clarify
the chosen selection process.
4.4.1 Data Distribution
As mentioned in Section 4.1, the spacecraft, on which SHARAD is mounted and
takes the data, has a near-polar orbit, with an inclination of 92.65◦ with respect to
Mars equatorial plane. This causes the existence of two "forbidden regions" that
the MRO orbiter never flies over. Consequently, these zones are not covered by
SHARAD tracks. They are centered on the two poles respectively, as we can see in
the north polar case in Figure 13, upper panel.
Thanks to MRO flying configuration, SHARAD tracks are distributed densely
near the no-data zones, and they tend to diverge going towards lower latitudes. In
fact, as we can see in Figure 13, the Mid-Latitudes region, in the lower panel, results
less covered with respect to the North polar region. Its percent coverage is equal to
38.39%, while the North polar one is equal to 90.51%. In the South (not present in
the Figure but available at https://sharad.psi.edu/maps/current_c_nadir.php#)
the percentage corresponds to 85.88%.
Given the high number of tracks in our region of interest, it is necessary to follow
a selection process, explained in the next Section 4.4.2, in order to obtain a reduced
number of radargrams suitable for our analysis.
4.4.2 Selection
In order to follow the criteria explained at the beginning of Section 4.4, we start
with the consideration that, given the data geometry, every SHARAD track that
intersects whole the cap must have a point in common with the contour of the no-
data zone. In this point the track is approximately tangent to the circle that delimits
this forbidden region.
As we wanted the data to be equally distributed along the cap, we select an ini-
tial random point, belonging to the circumference that surrounds the no-data zone,
drawn in red in Figure 14, both in the upper panel, where we can see the distribu-
tion of SHARAD tracks (in blue) in the North polar region, and in the lower panel,
zoomed on a particular region of the upper plot.
Then, defining a number N of radargrams that we want to analyze, it is possible
to take N equally spaced point around the circumference (as we can see in Figure
14, upper panel, in black), differing of an angle equal to 2πN .
4.4 data selection 23
(a) Coverage of SHARAD tracks in the North polar region (> 69◦N). The percent coverage
is 90.51%. It includes data taken until August 17, 2020. The no-data zone corresponds
to the white central circle. Image Credit: The Planetary Science Institute
(b) Coverage of SHARAD tracks in the Mid-Latitudes region (between 69◦S and 69◦N). The percent coverage is
38.39%. It includes data taken until August 17, 2020. Image Credit: The Planetary Science Institute.
Figure 13: SHARAD tracks coverage.
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We decided to take N = 10 because it was a good trade-off between a satisfactory
data coverage of the cap, and the time that will be spent for the foreseen analysis of
each radargram, because the proceeding, that will be explained in Chapter 5, is not
completely automatic.
For each one of this point, we draw a circular sub-region centered on it. It is
indicated in green in Figure 14, lower panel. In every sub-region passes a certain
number of tracks, depending on the selected radius. We used for each sub-region
a radius equal to 2000m. This choice is not particularly important because we only
want to select a certain number of tracks, that will have approximately the same
slope, and thus have the possibility to select, among them, the relative radargram
in witch the stratification results more clear. Among all the tracks selected in a
particular sub-region, we randomly selected three of them to check which one could
be the more suitable for our analysis. This step is necessary because some radar
images show blurred features, as we can see indicated by red arrows in Figure 15,
probably caused by some technical issues during the acquisition phase, and in this
way we can exclude them for the next analysis. The three randomly selected tracks
for each sub-region are visible in Figure 16, upper panel.
At the end of this procedure we obtain the 10 radargrams (Figure 16, lower panel),
one for each selection point and the relative sub-region, ready for the analysis that
will be explained in Chapter 5.
4.4.3 3D Visualization
In order to better visualize the data, we made a three-dimensional rendering. This
visualization is useful to see if it is possible to distinguish various unit inside the cap
and how these units are distributed in the three-dimensional space. In particular
seeing the data in this way, helped to confirm that the layering extends throughout
the cap and, especially, that there is a particular unit, namely the one nearest to the
polar surface, where the layers are more clear and evident.
The 3D visualization can be made selecting a region on the martian polar surface
on Q-GIS6, deciding a selection method to apply for the tracks that intersect the
chosen region and making them visible in the three-dimensional space thanks to a
Python module, called Pyvista7.
Since we want our analysis to extend through the whole cap, the final region that
we used was the one that include all the cap. The tracks that it includes are the one
represented in Figure 14, upper panel.
A representation of the 3D is visible in Figure 17, 18 and 19.
6 It is a free and open-source desktop Geographic Information System (GIS) application. It is used for the
visualization, editing, and analysis of geospatial data.
7 A Python helper module for the Visualization Toolkit (VTK), i.e. an open source software for manip-
ulating and displaying scientific data. It allows to produce 3D plots, even with large/complex data
geometries
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(a) Distribution of SHARAD tracks (in blue) in the North polar region. In red it is plotted the circle that fits the
contour the no data zone with the selection point in black.
(b) Zoomed region around one of the selection point in order to enlight the selection subregions delimitated by the
green circle.
Figure 14: SHARAD tracks in North polar region.
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Figure 15: Example of damaged parts of a radargram, indicated by red arrows. It corre-
sponds to SHARAD radargram 04254601.
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(a) Distribution of the first selection of SHARAD tracks (light blue) in the North polar
region. In red it is plotted the circle that fits the contour the no data zone with the
selection point in black.
(b) Distribution of the final selection of SHARAD tracks (green) in the North polar region.
In red it is plotted the circle that fits the contour the no data zone with the selection point
in black.
Figure 16: Final SHARAD track selection.
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Figure 17: Snapshot of the 3D visualization of the selected tracks.
Figure 18: Snapshot of the 3D visualization of the selected tracks from a lower point of view,
with respect to the Figure 17 one.
Figure 19: Snapshot of the 3D visualization of the selected tracks, zoomed toward the no-
data zone.
5 M E T H O D S
In order to extract the periodicities of the NPLD, we decided to concentrate on the
areas of the radargrams where dense and strong scattering layering is present, i.e.
the ones that appear evident both from the bi-dimensional radargrams, close to the
polar surface (Figure 20, and from the three-dimensional visualization, mentioned
in Section 4.4.3.
In the next sections we will explain the process followed to isolate these regions
and to study the layering within them.
5.1 background noise correction
The fist step is to remove the background noise that characterized the images. It is
particularly visible in the free space zone, over the cap (see Figure 21, upper panel).
There are several method to describe the signal and noise statistical properties. As
demonstrated by Ferro, 2011, the Rayleigh probability density function, described by
equation 10, can be considered the best fitting distribution for the no target areas,








Where ξ is the amplitude of the returns from a large number of independent
scatterers, and thus ξ2 indicates the signal power, while µξ2 is the only parameter
of the distribution and represents the mean power of the signal (Oliver and Quegan,
2004).
This means that the background noise of the SHARAD data can be modeled as a
zero mean Additive White Gaussian Noise (AWGN) (Ferro, 2011). It describes the effect
of many random processes that occur in nature. Additive means that it is added
to any noise that might be intrinsic in the system. White refers to the fact that it
affects all the system frequency band with the same entity. Gaussian because it has
a normal distribution.
Among the various filters that can be used to remove this AWGN, we decided to
use a Non Local Means Denoising, that consists in replacing the value of a pixel with
an average of the values of similar pixels. These most similar pixels have no reason
to be close to the first pixel taken into consideration. It is therefore licit to scan a
more vast portion of the image in search of all the pixels that really resemble the
pixel one wants to denoise, hence the definition "Non Local" (Buades et al., 2011).
The portion of the image, used as a research zone for similar pixels, is limited to
a square neighborhood of fixed size. We used a 21× 21 window, as suggested by
Buades et al., 2011. The result of the application of this filter is showed in Figure 21.
Besides the background noise correction, this filter has the additional effect to
"smooth" the image and this affects the layering features in a way that will be useful
for the later analysis. In fact it enhance the luminosity of the pixels present between
two different successive layers, allowing an easier isolation of the regions of interest
through a technique that will be explained in Section 5.3.
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Figure 20: SHARAD radargram 00387302. Outlined in red it is possible to see the region
where the layering is more evident.
(a) SHARAD radargram 00387302 before the background noise correction.
(b) SHARAD radargram after the background noise correction.
Figure 21: SHARAD radargram 00387302 before and after the background noise correction,
through the Non Local Means Denoising.
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(a) Histogram of SHARAD radargram 00387302, showing how many pixels have a partic-
ular gray-scale value. The red vertical line indicates the threshold value, equal to the
value indicated by equation 11.
(b) Zoom on the part of the histogram with the higher pixel grey-scale values. The red
vertical line indicates the threshold value, equal to the value indicated by equation 11.
Figure 22: Histogram of SHARAD radargram 00387302.
5.2 thresholding
With the purpose of isolating the region with the strongest layers, we apply a thresh-
old on the radargrams. This operation consists in a partition of the digital images, in
order to make them more suitable for our analysis. It transforms the radar images,
which are grey-scaled, into binary images, where the pixels can only have values equal
to 1 or 0. What discriminates the attribution of one value or the other is the threshold
value, which can vary from 0 to 255 in the gray-scale. Pixels that have grey value
greater then the threshold, become equal to 1, in the other case, they become equal
to 0.
We decided to apply a threshold in order to extract the brighter part of the images,
which comprises the higher layering region, and to make them suitable for the
application of the method that will be explained in the next Section 5.3.
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Figure 23: SHARAD radargram 00387302 after the thresholding. The pixels with value equal
to 1 are represented in yellow, while the ones with value equal to 0 are represented
in dark purple.
Given the distribution of the pixel values, visible in Figure 22, we decided to pick
as the threshold value σthr the average of the pixels values x̄ of the selected image,
plus the variance Var(x), as indicated by equation 11.
σthr = x̄+ Var(x) (11)
This has the effect to select only the upper tail of the distribution that contains
the brighter pixels. We can see the result of the threshold application in Figure 23.
5.3 labeling of connected components
The Labeling of Connected Components is a method to extract different regions of
binary images. It consists in recognizing the components of the image where the
pixels with value equal to 1 results connected with each other and, for each one of
the found components, it gives a different label so as to distinguish them. In this
way, a binary image is transformed into a symbolic image, in which to all pixels
belonging to a specific connected component is assigned a unique label (He et al.,
2009).
The connection concept derives from the relationship between pixels. It depends
from the definitions of neighborhood and adjacency. Any pixel p(x, y) has two vertical
and two horizontal neighbors, specified by [(x+ 1, y), (x− 1, y), (x, y+ 1), (x, y− 1)].
A 4-neighbourhood contains only these pixels. Instead a 8-neighbourhood contains the
same pixels and the four diagonal neighbors [(x+ 1, y+ 1), (x+ 1, y− 1), (x− 1, y+
1), (x− 1, y− 1)]. The two type of neighborhood are showed in Figure 24.
In a binary image two pixels are connected if they are neighbors and they have the
same value (0 or 1). This allows to define two type of connectivity, the 4-connectivity
or the 8-connectivity, depending on the type of neighborhood.
Thus, the connected component algorithm starts by considering the first pixel
of an image as the beginner of the first component. Then it recursively looks for
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(a) 4-neighborhood representation for a central pixel
with (x,y) coordinates.
(b) 8-neighborhood representation for a central pixel
with (x,y) coordinates.
Figure 24: The two type of neighborhood relationship between pixels.
adjacent pixels, i.e. the one that are 4- or 8-connected to the considered pixel, in the
binary image and adds them to this component. If no more connected pixels are
found and if there are still pixels that have not been visited, a new component is
initialized.
The result of the application of this technique to a radargram is showed in Figure
25. We chose a 8-connectivity criterion.
5.3.1 Connected Components Selection
As we can see in Figure 25, the connected component that corresponds to the region
in which we are interested in, is the most extended. In other radargrams, it is
possible that this region, with strong layering return, is divided into more than
one connected component, maybe because of a small vertical discontinuity in the
layering (i.e. open fractures or troughs in the polar cap) that is enhanced by the
thresholding, but these are almost always the ones with the biggest area in pixels.
For this region, we decided to isolate the region by selecting only the components
with the wider areas. Our automatic selection returns only the components with
the pixel area greater than the average of all the areas of the connected components
present in the image (Apx > Āpx). This criterion works efficiently in the images
where the stratification is very clear and coherent over the entire length of the cap
section. But if the layering shows many vertical discontinuities, it provokes several
different components of smaller areas, that can be excluded from selection. Further-
more some images have a strong bright return even from the deepest part, where
the cap rests on the terrain below and we can see distinguish the basal unit, and
this might cause very wide components even where there is no layering. For this
reasons we added the possibility to interact with the selecting program after seeing
its fist output, so as to improve this step. For example, it can be inserted a certain
number n determining how many times add or remove the standard deviation to
the mean area value, in order to rise or lower the area value that determines the se-
lection of the components (Apx > Āpx +n · σApx , where n determines the addition
or the subtraction, if it is set as a negative value). When it rises the program se-
lects less components of bigger areas, in the other case, it selects more components,
with some less extended. Another possibility is to change the threshold value (σthr,
previously defined in equation 11), adding or removing m-times the variance to the
initially set value (σthr = x̄+m ·Var(x)). Changing the threshold allows to redefine
the margins of the components. This can solve some discontinuity in the layering,
if, lowering the threshold, some darker pixels that connect two distinct but close
components become greater in value then the new σthr. In this way we obtain a
new wider component that includes the previous two. Otherwise, it can happen
that a selected component, corresponding to a bright region underneath the cap
base in which we are not interested on, includes pixels whose values are higher
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Figure 25: SHARAD radargram 00387302 after the application of labeling of connected com-
ponents, with a 8-connectivity criterion. Each found component is reported with
a different color.
Figure 26: Final selected components for SHARAD radargram 00387302 highlighted over the
original image.
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Figure 27: SHARAD radargram 00387302 with the points that delimit the selected compo-
nents printed in yellow.
with respect to σthr, but lower with respect to the values of the pixels in our region
of interest. Enhancing σthr can help to exclude the undesired component, while
maintaining those that cover the region of interest.
However, when changing both the threshold and the area limits didn’t produce
the desired result, we added the option to make the decision, for every component
of the image, to maintain or to remove that component from the final selection.
An example of the final result for the selection phase is visible in Figure 26.
Then we extracted the points that delimit the selected components, so as to obtain
the contour of the region of interest. The delimiting points are showed in yellow in
Figure 27.
5.4 thickness derivation
At this point we decided to make an evaluation of the thickness of the region, where
the layering signal is particularly intense.
This step is possible because we isolated a region where it is possible to assume
a mean dielectric value. In fact, the radargrams y-axis is in time unit, reporting the
time interval that the radar signal takes to reach the reflective surface and come
back to the detector. For a complete conversion into spatial units it is necessary to
segment the image into different zones with similar composition and, thus, dielec-
tric constant value, for example the free space over the cap, the cap itself and the
surrounding and underlying terrains.
For this selected part of the image, we used the same dielectric value as the one
assumed by Putzig, Roger J Phillips, et al., 2009, i.e. ǫ = 3.15, typical of pure water
ice under Martian surface conditions (Grima et al., 2009). This ǫ value was then
substitute inside equation 9.
In order to obtain the thickness value ∆d for each column of the region, we
calculated the thickness in terms of pixels ∆px, as the difference between the y-
coordinate of the two delimiting points (highlighted in yellow in Figure 27) present
in that column. Then we used the conversion factor, provided by the U.S. SHARAD
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team (B. Campbell and R. Phillips, 2014), to convert ∆px into ∆t. The conversion is
showed by equation 12.
∆t = 0.0375 · 10−6∆px (12)
In this way it is possible to deduce that, inside the cap, and thus in the considered
region, 1 px ≃ 3m.
5.5 time series analysis
A time series is a collection of numerical observations arranged in a particular order.
Normally they are a function of the time, that allows to establish a sequence in these
observations (Bloomfield, 2004).
In this contest, Fourier analysis is a powerful instrument to study the behaviour
of the system which generates these time series. It consist in the decomposition
of a time series into a sum of sinusoidal terms. The coefficient of these terms are
provided by the Discrete Fourier Transform (DFT) of the series. This Transform allows
to represent the function in the frequency domain. In fact, it is possible to write the
function that describes the behaviour of a signal in function of time f(t) using a
vector x formed by N samples of the signal, sampled with step τ:
x = [x(0), . . . , x(N− 1)] with x(n) = f(nτ) and n = 0, . . . ,N− 1 (13)
It describes the information contained in the signal for that finite interval of time.
Then it is necessary to consider the other vector X, formed by N samples of the
discrete time transform X(Ω), sampled with step 2πN :






and k = 0, . . . ,N− 1 (14)
Where it is denoted with the same variable the vector X(k), that represents the
DFT, and the complex function representing the Fourier transform a discrete time
X(Ω). Under the hypothesis that the signal energy is essentially contained in the N
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The DFT can be used for the spectral analysis of the signal, i.e. the representation
of the signal in its frequency components. The aim of this method is to obtain the
spectral density, or the power spectral density, that describes how the power of the
signal is distributed over frequency. This helps to understand which frequencies
are the ones that influence more the signal.
Since we are interested in the frequencies that characterize the layering, we de-
cided to estimate their spectral density, to obtain the most significant ones.
We considered every pixels column of the selected region in the radar image as
a time series, where the observations are the measurements of the reflected radar
echo, which varies going deeper into the cap. Thus, from every column we can
obtain a curve that represent the signal intensity in function of increasing time-
delay measurements of the received signal.
Then each one of these time series is plotted, a little shifted in the x-axis direction,
in order to obtain a wiggle plot. This type of plot is often used to visualize seismic
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Figure 28: SHARAD radargram 01373502. The points in yellow delimits the region of inter-
est, delimited through the labeling of connected components, explained in Section
5.3. Two green vertical lines delimit the restricted area that will be used for the
spectral analysis. In blue it is highlighted the restricted area where are present the
column selected for the wiggle plot (Figure 29), while in red is reported a region
in the free space that will be used for the evaluation of the noise.
data. It helps to visualize the layers. In fact, one expects to find a peak in the echo
power in correspondence of each layer and this should happen along the whole
extension of the layer, creating a series of peak at a similar y-coordinate in the
following curves shifted along the x-axis, so that these result aligned and delineate
the reflective surface. For this reason, we decided to chose a restricted area of the
previously isolated region, where the strata resulted more continuous, clear and
extended, in order to obtain clear wiggle plots and to extract the periodicities. The
resulting wiggle plot of the restricted area, highlighted in blue in Figure 28 for one
of the radargrams and obtained with the selection explained in Section 4.4.2, is
reported in Figure 29.
5.5.1 Periodograms
A periodogram is a method to obtain the significative frequencies that characterize a
signal, because it allows to calculate the signal spectral density (Schuster, 1898). It
acts by Fourier transforming a time-sampled data, and, by calculating the module
squared of the transform, it obtains its energy spectral density. Then, by averaging
the duration of the observation, it is possible to pass to the power density.
Before generating these periodograms relative to our region of interest, there are
some operations that needs to be done in order to prepare the data.
The first step is to apply a windowing function on the signal, improving its spectral
characteristics. Since we are working with finite-length signal, there is the possibil-
ity that it doesn’t contain a integer number of periods, causing truncated waveform.
When the number of periods in the acquisition is not an integer, the endpoints re-
sult discontinuous. This translates into high-frequency components in the Fourier
Transform, that were not present in the original signal. This causes the energy at
one frequency to leak into other frequencies, causing the so-called spectral leakage.
This means that the spectral power is incorrectly estimated, so the results exhibit
bias. The bias of the periodogram means that power at expected spectral peaks is
slightly underestimated and the leaked power raises the spectrum elsewhere (Perci-
val, Walden, et al., 1993). The spectral lines then appear wider then they would be
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Figure 29: Wiggle plot for the time series extracted from the columns of the region high-
lighted in blue in Figure 28.
with an integer number of periods repeating inside the signal. Windowing is then a
useful instrument to reduce the amplitude of the discontinuities at the boundaries
of each finite sequence (Weedon, 2003). It works by multiplying the time record by
a function of finite length, a smoothing window, whose amplitude varies smoothly
and gradually towards zero at the edges. In this way, the resulting product is also
zero-valued outside the interval. We choose a Hamming window, a taper formed by
using a raised cosine with non-zero endpoints, optimized to minimize the nearest
side lobe (Kanasewich, 1981).
Then we decide to detrend the time series, subtracting the linear trend from the
signal. This allows to remove from the final spectrum some information in which we
are not interested in. For example it removes the effect due to the natural decrease of
the signal going deeper into the cap, that would cause the spectrum zero frequency,
not useful for our analysis.
Subsequently, we make a zero-padding of the data. It consist in the addition of a
certain number of zeros to each column, in order to increase their length up to reach
an equal extension for all of them. In this way the signal is increased fictitiously
and all the column can be easily mediated because of the same extension. This step
allows to obtain a higher frequency resolution, narrowing the spectral lines (Muller
and MacDonald, 1997b).
Finally, we used every elaborated time series to obtain a periodogram and then
averaged all the obtained periodograms to get a unique one for each image (an
example is showed in Figure 30).
In order to have an estimate of the residual atmospheric and instrumental noise,
we apply the same process to the time series obtained in a region of the free space,
over the selected region, highlighted in red in Figure 28. The resulting mean peri-
odogram is plotted in blue in Figure 30 and it seem to give a very small spectral
contribute. We amplified it in order to get an idea of its shape and to see which
features could provoke on the signal spectrum. The amplified version is reported
in green in Figure 30.
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Figure 30: Mean periodogram of one of the selected radargrams (01286601). In orange is
reported the spectrum for the signal measured in the region highlighted in blue
in Figure 28. In blue is reported the spectrum of the noise, measured in the free
space region highlighted in red in 28. In green it is possible to see an enhancement
of the noise, in order to visualize his shape and behaviour. For each spectrum
peak is indicated its relative period value in pixels.
As to understand the significance of the peaks in the periodograms, we made
an estimation of the red noise. In fact, according to climatic models (Mann and
Lees, 1996), our signal should be characterized by this type of noise, that has a
decreasing power density with increasing frequency f (∝ 1
f2
). This noise model is
an autoregressive model of the 1◦ order (AR1) and it is characterized by two parameters.
In order to obtain its spectrum we used astrochron, a R1 package. In particular,
we chose the Multitaper method (MTM) for spectral analysis, proposed by Thomson,
1982. MTM attempts to reduce the variance of spectral estimates by using a series of
special data windows, rather than a unique data taper or a spectral window. All the
tapers of the set are orthogonal to each other and belongs to a family of functions
known as discrete prolate spheroidal sequences (DPSS) or Slepian sequences (Weedon,
2003). After each taper has been applied to the data a periodogram is generated.
Thanks to the orthogonality, each periodogram is based on different weighting for
different parts of the data and hence, the periodograms can be averaged (Percival,
Walden, et al., 1993). This yields a better and more stable estimate, i.e. one with
lower variance, than do single-taper methods. The resulting spectrum has well-
suppressed side-lobes (i.e. small bias), good smoothing and yet high frequency
resolution (Weedon, 2003).
We apply this calculations on 5 different equally spaced columns for each selected
region. In Figure 31 are shown these columns for SHARAD radargram 01286601.
In this way it is possible to obtain another spectrum of the noise, with its relative
intervals of confidence, and make a comparison with the one due to the signal. The
result for SHARAD radargram 01286601 is shown in Figure 32.
Furthermore, we made a F-test. It is used to test for the presence of spectral peaks
related to regular cyclic components with constant phase (Thomson, 1990). In other
words, it allows to describe how much the shape of a peak deviates from a perfect
1 A free software environment for statistical computing and graphics.
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Figure 31: Selected time series for the red noise estimation of SHARAD radargram 01286601.
sinusoidal curve. The resulting confidence values are indicated in the upper part of
Figure 32 with the blue peaks.
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Figure 32: Spectrum of the signal of the 4 column of SHARAD radargram 01286601 (see
Figure 31) with reported in orange the estimation of the red noise model (AR1-
fit). In green and red are reported the two confidence curve at the 90% and 95%
respectively. In the upper part is possible to see in orange the peaks that exceed
the 90% confidence level, while in blue are indicated the products of the F-test.

6 R E S U LT S A N D D I S C U S S I O N
In the following we will show the results of the data analysis, whose phases have
been described in detail in Chapter 5.
We applied the previously explained process on 10 different radargrams, the ones
relative to the tracks selected homogeneously around the cap and showed in Figure
16. The track IDs of our sample are reported in the first column of table 1.
The isolation of the region of interest, through thresholding and labeling of con-
nected component was succesfull and we can see the results summarized in Figure
33.
Then, we obtained one periodogram for each image. The spectral lines are not
very narrow, but we expected this result because our time series are very short (on
average they have a length of about 100 px), not allowing a high spectral resolution1.
But having obtained many different periodograms, hence it was possible to average
the values of the resulting important frequencies, measured on independent data,
and thus reduce their oscillation in the spectrum.
In order to understand the significance of the spectrum peaks we analyzed two
aspects:
1. the repetition of their periodicity inside the selected region.
2. the intervals of confidence obtained with the estimation of the red noise (ex-
plained at the end of Section 5.5.1).
In each periodogram it is possible to see one or two peaks with the greatest
spectral energy, at the lower frequency values. We excluded them from our analysis
because their corresponding periods in meters is approximately equal to the width
of the selected region (obtained in Section 5.4), or repeated only two times inside
of the selected regions. We decided to consider as significant only the wavelengths
that are repeated at least 3 times inside the region of interest.
Furthermore these higher frequency peaks reflect the behaviour of the red noise
and never appear to overcome even the 90% confidence level.
From the evaluation of peaks significance, it emerges that there are 3 main spectral
bands in which the frequency peaks appear to be concentrated. The 1◦ defined by the
interval 22.3± 4.73 px, the 2◦ by 13.24± 1.57 px, and the 3◦ by 9.41± 1.40 px. Every
found periodicity for every band is reported in Table 1 in pixels unit. In Appendix
A, it is possible to find all the 10 resulting periodograms with highlighted in orange,
green and violet the boundaries of the three bands.
We made a comparison of our results with the periodicities found by Becerra,
Sori, and Byrne, 2017. As anticipated in Section 4.2.2, Becerra, Sori, and Byrne,
2017 studied the layering periodicity, of the NPLD, thanks to 3 different types of
stratigraphic observation, taken in several sites where the layers are exposed to the
surface, and thus it is possible to investigate them through images and DTM models.
Our 2◦ periodicity is in perfect agreement with the Long-Wavelenght one, reported
in Table 2, obtained with the protrusion profiles and equal to 40.25± 2.56m. Our
3◦ periodicity is close to the Short-Wavelenght one too, equal to 21.75± 1.63m, but
they are not completely in agreement.
In order to understand the connection with the variations of the orbital parame-
ters, we calculated the ratios between the 3 layering periodicities, obtained from the
1 The explanation of this phenomenon lies in a consequence of the uncertainty principle. In fact, considering
a short interval of time, that could be our time series, causes a broadening in the conjugate frequency domain,
in this case widening the lines. In other words, the more a function, like a time series, is concentrated,
the more spread out its Fourier transform will be.
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Figure 33: Summary vision of the final product of connected components operation on the
10 selected radargrams. The selected connected components are colored over the
radar image.
Table 1: Periodicities found in the periodograms of each radar image, reported in pixel unit.
In the last two rows there are the averaged values for each column in pixels and
then converted in meters, with 1σ error bar.
Track ID 1◦ band periodicity 2◦ band periodicity 3◦ band periodicity
04523601 26.39 13.53 8.47
04236001 27.03 14.14 10.81
02181401 19.92 12.58 8.13
01321501 22.68 11.67 9.91
01399202 17.57 12.06 9.68
04441202 19.69 14.81 9.26
04260401 - 13.11 8.21
02022501 22.52 - 10.70
01286601 18.73 11.74 9.65
01373502 23.87 13.89 8.01
Averages [px] 22.04± 3.14 13.06± 1.06 9.28± 0.99
Averages [m] 69.82± 9.94 41.36± 3.34 29.40± 3.13
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Table 2: Mean periodicities extracted from three different types of stratigraphic observations
(indicated in the first column) by Becerra, Sori, and Byrne, 2017.
Stratigraphic profile type Long-Wavelength [m] Short-Wavelength [m]
Protrusion 40.25± 2.56 21.75± 1.63
Slope 17± 10.03 9± 1.70
Brightness 24.50± 2.62 11.00± 2.97
Table 3: Periodicity found through Laskar, Correia, et al., 2004 simulations.
Parameters Periods [kyr]
Obliquity i 115.0± 16.4
Eccentricity e 97± 2
Argument of perihelion ω 50.0± 6.5
periodograms. Having found three main values, there is the possibility that each
one of them is caused by the effect of one orbital parameter in particular. If this
is true, these ratios should be similar to the ratios between the orbital parameters
periods.
We considered the parameters periods of variations obtained by Laskar, Correia,
et al., 2004, reported in Table 3, for martian obliquity i (which should not be con-
fused with the inclination of the orbit, that refers to the angle between the reference
plane and the plane of the orbit), eccentricity e and argument of perihelion ω. Then
we calculated the ratios between each other and reported them in Table 4, together
with the ratios obtained from the layering periodicity found in this work and by
Becerra, Sori, and Byrne, 2017. There is only one ratio for Becerra, Sori, and Byrne,
2017 periodicities, because they indicate only two relevant ones.
Although we positioned Becerra, Sori, and Byrne, 2017 periodicities ratio in the
column of the 2◦ to 3◦ ratio of the Table 4, because of the similarity to our relative
periodicities, in their work they discuss only the possibility that these two wave-
lenght should be compared to the variation of the obliquity and the argument of
perihelion, which would correspond to the 1◦ and 3◦ column of Table 1. This is
because these two parameters in particular should have the major impact on the
insolation curve (their ratio can be called indeed insolaton ratio). This last consid-
eration should be theoretically correct, but dealing with a phenomenon that is not
yet fully comprehended and very complex, we decided to not neglect the possible
eccentricity effect, even because we found a third periodicity value that could be
link to this orbital parameter. Even on the Earth, as previously explained in Section
3.1.1, the observed periodicity with the highest signal, from the mid Pleistocene
transition onward (from ∼ 0.8− 0.6Myr ago), matches the eccentricity period, even
if this should be the weaker factor. In fact, Becerra, Sori, and Byrne, 2017 obtained
a ratio which seems to agree more with the ratio due to eccentricity and precession
periods. When they made the comparison with the ratio that takes into account
obliquity and precession variations, they saw that it was greater then their periodic-
ity ratio, deducing that NPLD formation should not be primarily driven by orbital
control, or that the relationship between insolation (time) and accumulation (depth)
in the NPLD should be nonlinear. But, taking into account the eccentricity, we ob-
tained a ratio with the precession, that matches perfectly the one found by Becerra,
Sori, and Byrne, 2017. Furthermore, the ratio that we found between the 1◦ and 3◦
periodicities agrees completely with the insolation ratio, suggesting that a possible
link with the orbital forcing phenomenon can exist.
The other two found ratios (1◦ to 2◦ and 2◦ to 3◦), in our case, do not correspond
to the two remaining orbital period ratios. This opens the question on which ones
of the obtained frequencies are correct and what are the real effects of the orbital
forcing phenomenon. The successful matching between our 1◦ and 3◦ periodicities
and the insolation ratio, gives hope that these two could be near to the correct
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Table 4: Relevant layering periodicities (indicated by their order number 1◦, 2◦, 3◦) ratios
confronted with the ratios between the period of variation of Mars obliquity i, ec-
centricity e and argument of perihelion ω. Although the ratio which includes the
two periodicities of Becerra, Sori, and Byrne, 2017 has been positioned in the 2◦ to 3◦
ratio column, originally they considered this ratio as the one between the 1◦ and 3◦
periodicities, because they didn’t take into account the possible effect of eccentricity.
1◦ to 2◦ ratio 2◦ to 3◦ ratio 1◦ to 3◦ ratio
Current work: 1.69± 0.28 1.40± 0.19 2.37± 0.42
Becerra, Sori, and Byrne, 2017: - 1.93± 0.20 -
i to e ratio e to ω ratio i to ω ratio
Laskar, Correia, et al., 2004: 1.18± 0.18 1.94± 0.26 2.30± 0.44
value. At the same time the two periodicities found by Becerra, Sori, and Byrne,
2017 give a good correlation too, if the effect of the eccentricity is included. The
difficult point is that the 3◦ periodicity, that appears in both the two successful
cases, is different for the two works and not much in agreement. Thus, which
one of the two comes closest to real value? Or are they two different very close
periodicities? Or maybe the connection between the 2◦ periodicity and the evolution
of the eccentricity parameter is not that straightforward. In fact, we must also
take into account that the variation of the eccentricity depends on the influence of
several bodies of the Solar System, each of them acting with different entity and
times scales. Thus, the different contributes can make the global eccentricity effect
difficult to identify uniquely.
All of this questions need to be investigated with further analysis.
7 C O N C L U S I O N S
Our intention with this work was to study the influence of the orbital forcing phe-
nomenon in the development of the stratification of the martian NPLD.
With this purpose, we decided to use SHARAD radar data, as to have a vast view
of the interior of the cap and visualize the layering in all its extension. We selected
10 different radargrams, equally distributed around the cap, for the further analysis.
After finding out that exist a particular region, namely the one closest to the
polar surface, were the layers are particularly bright and evident, which extends
throughout the cap, and thus is visible in all the radargrams, we decided to isolate it,
in order to extract the periodicities that characterize the succession of layers. These
periodicities are important because they might provide a means of comparison with
the variation of the orbital parameters.
After isolating the region of interest, through some algorithm of image segmenta-
tion, we extracted the relevant periodicities thanks to the periodogram method.
We noticed that the peaks in the spectra tend to gather in three bands. Finding
a mean value for each one of these bands, allowed us to get three representative
periodicities. After converting them from pixels to meters unit, we had three spatial
periods that could be compared with the ones found by Becerra, Sori, and Byrne,
2017 and with the periods of variation of the orbital parameters.
In order to make this comparison, we calculated the ratios between the various
found periodicities and we checked if they were in agreement with the ratios be-
tween the periods of variation of martian obliquity, eccentricity and argument of
perihelion.
We found out that the ratio between our bigger periodicity and the smaller one
perfectly matches the insolation ratio, i.e. the one between obliquity and argument
of perihelion periods. This result could be very important in the understanding
of the orbital forcing phenomenon, because it can be a proof of the influence of
these two parameters, considered the ones that should have the major effect in this
mechanism.
Furthermore, we took into account the influence of the eccentricity value, to see
if its effect could coincide with our third found periodicity, the one with the middle
value. Unfortunately, in this case the ratios are not in agreement with the remaining
ones between the orbital parameters. Anyhow, we compared the ratios that involve
the eccentricity with the ratio found by Becerra, Sori, and Byrne, 2017. We found
a perfect agreement with the ratio between eccentricity and argument of perihelion
periods. This thus gives hope for the confirmation that effectively the orbital forcing
could have an important role in the NPLD region, and that the eccentricity’s role is
not to neglect. Even if, theoretically, this should be the weaker factor, both on the
Earth and on Mars it seems to show its effects, sometimes even more than obliquity
and precession. A probable explanation, as we mentioned in Section 3.1.1, is that,
on both planets, there are several contributions to the climate that complicate the
system. For example, there is the hypothesis that the 100 kyr Earth periodicity is
probably the response of the global carbon cycle, on which the eccentricity seem to
have an immediate effect and causes changes in atmospheric carbon dioxide concen-
tration (Shackleton, 2000). Although Mars has a thinner and less dense atmosphere,
with respect to the Earth, this could have a huge role too, considering also that it is
primarily composed of carbon dioxide (95.32%).
Nevertheless there are still some unclear point: why our ratios that involve the
2◦ periodicity seem not to show to be in agreement with the eccentricity period
provided by Laskar, Correia, et al., 2004, even with a different power with respect
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to the insolation signal? Why the periodicity that should correspond to the influence
of the precession does not correspond in the two study cases (this work and the one
of Becerra, Sori, and Byrne, 2017)?
It is yet necessary to deepen this study and calculate with more precision all the
periodicities, in order to answer to all the open questions.
7.1 future prospects
This work can be extended and improved in several ways.
With the purpose of improving the periodicities estimation, we could improve our
method, to make it faster and more precise.
It could be useful to apply other types of image features recognition algorithm, so
as to isolate the stratified region of interest in a faster and more automatic way, and
so include many more radargrams to our analysis sample. This could be done by
using feature descriptors or artificial intelligence algorithms, like the convolutional
neural network, really much used in image and video recognition.
It could be also interesting to recognize in the image the bottom edge of the cap,
in order to study the periodicity even in the deeper area. Since this part is older
than the one isolated by us, it is interesting to understand if it is affected by the
orbital parameters in the same way or if something has changed. For this purpose
we could integrate our analysis with MARSIS radar data too. MARSIS has a lower
vertical resolution with respect to SHARAD, but its signal can go deeper into the
subsurface (4− 5 km) and map some features that SHARAD can’t reach.
Instead, to understand better the differences between our periodicity values and
the ones found by Becerra, Sori, and Byrne, 2017, we could do a more in-depth
study of the radar images that border their sites of study and see if we found
the same periodicities or maybe if the layering that emerges to the surface has
undergone some erosional processes or deposits of younger materials, that affect
the periodicity evaluation.
Furthermore, this study can be extended to the South polar cap too, in order to
understand the combined effect on the two caps of the orbital forcing phenomenon.
This could be more difficult than in the northern case, because of the older age of
the cap and the time limit of Laskar, Correia, et al., 2004 simulations. But Laskar,
Correia, et al., 2004 provide also a statistical study of the evolution of the orbital
parameters, that goes back to ∼ 250Myr, and we can use it to make a comparison
with the resulting southern periodicities. The outcome of this further analysis can
be confronted again with Becerra, Sori, Thomas, et al., 2019, that did the same
analysis of Becerra, Sori, and Byrne, 2017 on the SPLD.
The questions that this work opens can give an additional reason for addressing
the future Mars exploration to the polar cap regions. As explained by Thomas et al.,
2019, currently the ESA plains for the future Mars missions focus on the Human and
Robotic Exploration (HER) program, in order to have the possibility to participate in
the Mars Sample Return (MSR) programme, led by NASA. Unfortunately, the polar
cap regions are unlikely to be a goal of this program. But finding out more and
more reasons to support the importance of other type of researches, could help
the decision to plan a different type of future mission. In our case, it could be
useful an orbiting mission, with a suitable near-polar orbit, equipped with a radar
of higher frequency, with respect to SHARAD, as to obtain a more precise map of the
layers, with a much higher vertical resolution (Thomas et al., 2019, Oberst, 2019).
Even a rover, designed for the exploration of one of the two caps, could be helpful
(Thomas et al., 2019). Even if there are many technical challenging aspects, it will
be possible to get help from the experience, that will be gained with the ExoMars
rover, Rosalind Franklin, whose launch has been postponed to 2022, and with Mars
2020 Perseverance rover (NASA).
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In this way it could be possible to better decode the climatic information con-
tained inside of the stratification, understand more and more the entity of the or-
bital forcing phenomenon on Mars and then apply the gained comprehension of
the mechanism on other terrestrial planets.

A A P P E N D I X
In the following section, all the obtained periodograms will be reported, accompa-
ined by their relative radargram.
(a) SHARAD radargram 04523601. The yellow points surround the region of interest, selected with the con-
nected components method, and two green vertical lines delimit the restricted area chose for the spectral analysis.
(b) Periodogram relative to the area selected in the upper Figure. In orange, green and violet are reported the lines
that delimits the three bands in which the peaks are principally concentrated.
Figure 34: Image and periodogram of SHARAD radargram 04523601.
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(a) SHARAD radargram 04236001. The yellow points surround the region of interest, selected with the con-
nected components method, and two green vertical lines delimit the restricted area chose for the spectral analysis.
(b) Periodogram relative to the area selected in the upper Figure. In orange, green and violet are reported the lines
that delimits the three bands in which the peaks are principally concentrated.
Figure 35: Image and periodogram of SHARAD radargram 04236001.
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(a) SHARAD radargram 02181401. The yellow points surround the region of interest, selected with the con-
nected components method, and two green vertical lines delimit the restricted area chose for the spectral analysis.
(b) Periodogram relative to the area selected in the upper Figure. In orange, green and violet are reported the lines
that delimits the three bands in which the peaks are principally concentrated.
Figure 36: Image and periodogram of SHARAD radargram 02181401.
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(a) SHARAD radargram 01321501. The yellow points surround the region of interest, selected with the con-
nected components method, and two green vertical lines delimit the restricted area chose for the spectral analysis.
(b) Periodogram relative to the area selected in the upper Figure. In orange, green and violet are reported the lines
that delimits the three bands in which the peaks are principally concentrated.
Figure 37: Image and periodogram of SHARAD radargram 01321501.
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(a) SHARAD radargram 01399202. The yellow points surround the region of interest, selected with the con-
nected components method, and two green vertical lines delimit the restricted area chose for the spectral analysis.
(b) Periodogram relative to the area selected in the upper Figure. In orange, green and violet are reported the lines
that delimits the three bands in which the peaks are principally concentrated.
Figure 38: Image and periodogram of SHARAD radargram 01399202.
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(a) SHARAD radargram 04441202. The yellow points surround the region of interest, selected with the con-
nected components method, and two green vertical lines delimit the restricted area chose for the spectral analysis.
(b) Periodogram relative to the area selected in the upper Figure. In orange, green and violet are reported the lines
that delimits the three bands in which the peaks are principally concentrated.
Figure 39: Image and periodogram of SHARAD radargram 04441202.
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(a) SHARAD radargram 04260401. The yellow points surround the region of interest, selected with the con-
nected components method, and two green vertical lines delimit the restricted area chose for the spectral analysis.
(b) Periodogram relative to the area selected in the upper Figure. In orange, green and violet are reported the lines
that delimits the three bands in which the peaks are principally concentrated.
Figure 40: Image and periodogram of SHARAD radargram 04260401.
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(a) SHARAD radargram 02022501. The yellow points surround the region of interest, selected with the con-
nected components method, and two green vertical lines delimit the restricted area chose for the spectral analysis.
(b) Periodogram relative to the area selected in the upper Figure. In orange, green and violet are reported the lines
that delimits the three bands in which the peaks are principally concentrated.
Figure 41: Image and periodogram of SHARAD radargram 02022501.
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(a) SHARAD radargram 01286601. The yellow points surround the region of interest, selected with the con-
nected components method, and two green vertical lines delimit the restricted area chose for the spectral analysis.
(b) Periodogram relative to the area selected in the upper Figure. In orange, green and violet are reported the lines
that delimits the three bands in which the peaks are principally concentrated.
Figure 42: Image and periodogram of SHARAD radargram 01286601.
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(a) SHARAD radargram 01373502. The yellow points surround the region of interest, selected with the con-
nected components method, and two green vertical lines delimit the restricted area chose for the spectral analysis.
(b) Periodogram relative to the area selected in the upper Figure. In orange, green and violet are reported the lines
that delimits the three bands in which the peaks are principally concentrated.
Figure 43: Image and periodogram of SHARAD radargram 01373502.
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