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Abstract
The Taylor Pipe Flow experiment was designed to be a continuation of the research
on the dispersion of soluble matter through a tube conducted by G.I. Taylor [10] [11].
In two-dimensional channel models and three-dimensional circular- and square-faced
model glass pipes, we explore the theory of Taylor dispersion explaining the motion of a
passive scalar transported by laminar flow. Studies here at the University of North Car-
olina in Chapel Hill are implemented to better understand the stochastic system of the
dispersion, primarily by calculating the first three moments of the advection of the so-
lute. Depending on the characteristic length and mean velocity, we observe the effects
of Poiseuille flow as either advection or diffusion dominates at different regimes charac-
terized by the Taylor time scale, t = R2/D . We conduct experiments to better understand
the regimes characterized by the dimensionless Péclet number, Pe =U R/D , where R is
the pipe radius, U is the velocity, and D is the diffusion coefficient of the solute. In ex-
periments, we take the intensity of a fluorescein-dyed portion of distilled water and find
its corresponding concentration by solving an inverse problem of intensity to concen-
tration. This serves as results to compare with the theoretical approach.
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Introduction
Figure 1: 3D axis at a given y
The process studied in this thesis is known as Taylor dispersion which describes the
diffusion of a solute. The solute changes shape in a channel due to molecular random-
ness and the coupling between shear and diffusion as the substance is hindered by the
relatively stationary walls. In the diagram in Fig. 1, advection is shown as the substance
is pulled to the right with a horizontal velocity gradient in the radial direction from the
boundary to the center. Notice that the streamline moves parallel to the x-axis and ex-
hibits a this velocity gradient because our experiments lie in the regime of laminar flow





where R is the pipe radius, U is the mean velocity of the fluid, and ν is the kinematic
viscosity. Typically for the experiments, the Reynolds number range from 0.1225 - 1.225,
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in the regime of laminar flow but close to Stoke flow at Re«1.
Figure 2: Channel view
To make the model dimensionless, we measure the concentration, C , at a particu-
lar point in the pipe or channel. In the Fig. 2, the one-dimensional slice of the flow is









where D is a diffusion coefficient and u is velocity. Noting radial symmetry, the two-
dimensional channel and three-dimensional pipe can be modeled by the advection-















































The velocity in this equation is based on fully-developed Poiseuille flow, which is defined
as







where a is the pipe radius, ū is the mean velocity and 2ū is the maximum velocity seen
at the axis.
This flow equation represents the distribution of the flow attribute to the shear stress
from the walls of the flow. When the solute patch is being pulled through the pipe, it
experiences the no-slip boundary condition where u = 0 at the walls of the pipe at r = a
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and r = −a. At r = a, the stress is that of the boundary exerting on the fluid. At r =
−a, the stress is that of the fluids exerting on the boundary. The parabolic shape of
the Poiseuille flow is developed from the shear stress. Substituting x for r in Eq. 5, the






There are three regimes to the Taylor pipe dispersion. At t = 0, axial diffusion of each
side of the solute plug dominates over radial diffusion. This can be described by the
dimensionless constants L for pipe length, U for velocity, R for radius, C is concentration









Pe = U R
D
(9)















The third regime is the Taylor dispersion regime when radial diffusion overcomes the
axial diffusion and we see the radial diffusion of the plug in the front slows as the plug
become more pointed and the radial diffusion in the back speeds up in the back of the
solute plug. This then compresses the plug to hold it together and axial diffusion here is







L >> R (13)
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Sir Geoffrey Taylor, in 1953, was the first to come up with this experiment and im-
plemented as a new way to find the coefficient of diffusivity. Not only this, but more
importantly he demonstrated how the dispersion in the steady flow can be attributed to
the convection parallel to the axis and diffusion in the radial direction. Using potassium
permanganate (K MnO4) as the solute with diffusion constant, D , on the order 0.7 ·10−5,
Taylor built an apparatus that impressively balanced hydrostatic pressures so that the
solute would move through the viewing tube, seen boxed, at steady-state velocity.
Figure 3: Sketch of the apparatus set-up done by G.I. Taylor in 1953. [10].
In his experiment, the size of the viewing tube could have a 0.05 cm or 0.1 cm di-
ameter and a length of 152 cm. The concentration of solute was 1% K MnO4 by mass
and the rest acidulated water. As a basis for measurements, Taylor used Dr. Griffiths
study on viscosity at flow rates to state the velocity at the center of the tube is twice the
mean speed of flow. In the theory, Taylor studied the two types of dispersion, convec-
tion and diffusion, separately. For the convection part, the concentration is a function
5































Where a is the pipe radius and u0 is the maximum velocity at the center of the pipe. Con-
sider the cases where the axial diffusion is much less than the radial diffusion, ∂2C /∂x2 <<






















Using this information, some variable substitution, Taylor finds the the mean concen-

























where L is the pipe length. In his 1953 paper, he found that the diffusivity constant de-
creased with increasing concentration. His results showed the same trend as Furth &
Ullmann (1927) but were not consistent. In Taylor’s later work in 1954, Taylor looked at
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dispersion in turbulent flow through a pipe. This time, he based the diffusion in refer-





The turbulence component of the experiment is introduced by the friction of the wall of
the pipe exerted against the flow of the solution. The virtual coefficient of diffusion can
be rewritten in terms of the mean velocity U , the radius a and the resistance coefficient
γ.
K = 7.14aUpγ (24)
or in terms of the radius a and the ’friction velocity’ v∗
K = 10.1av∗ (25)
In order to exhibit diffusion, the Reynolds number, and thus the resistance coeffi-
cient, must be confined to small values so the laminar boundary layers show diffusing
material. The diameter, velocities, and pipe lengths were much larger in this paper in
order to observe turbulence. His papers offer us directive to study dispersion of laminar
flow by using low Reynolds numbers and studying the dispersion on only short and long
timescales. [6], [5], [10], [11], [12]
Aris
As a continuation of Sir Geoffrey Taylor’s studies, R. Aris (1955) found that the change
in the variance over time is proportional to the sum of the molecular diffusion coeffi-












Here, K is known as the effective diffusion constant and the variance of the distribution








(x −U t )2C (x, y, z, t )d x (27)
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In the case of laminar flow, the effective diffusion constant can be written




where κ=ψ(∇φ)2 is a dimensionless number depending on the geometry of the cross-
section and variation of the diffusion coefficient. Aris moment equation for the longitu-
dial dispersion are defined as
Cn(y, z, t ) =
∞∫
−∞
xnC (x, y, z, t )d x (29)




Cn(y, z, t )d yd z (30)
whereΩ is the dimensionless cross-sectional area of the flow.
Aris’s work is the fundamental for the understanding of the distributions of the dis-
persion in terms of the moments that describe its variances and skewness. [1], [10]
Barton
N. G. Barton (1982) studied the method of moments of a cloud of solute dispersing
in a pipe or channel. His findings were an extension of the research done by Taylor, that
support Aris and disprove Chatwin’s discoveries in 1970. Using Aris moment equations
of the longitudinal dispersion, Barton finds the solution of the moment equation looking
at the moments at all times rather than the asymptotics as Aris had done. However,
Barton notes that short and long timescales can only be used for valid approximations.
In the dispersion of the Poiseuille flow, the moments about the mean were found to be


























where Mn = Mn(0), P = Ua/D is the dimensionless Péclet number, and αi is an
eigenvalue of the dispersion model.
This result differs from Chatwin’s results by the term 128P 3t
∑
α−8i e
−α2i t and the dra-
matic difference is displayed in the graph below.
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Figure 4: Present theory in black, Chatwin’s results in dotted line. [2].
Barton find these moments without considering diffusion in the dispersion of plane
Couette flow and turbulent channel flow as well. [1], [2], [4].
Camassa, Lin and McLaughlin
The 2010 paper, by Camassa, Lin and McLaughlin, explores this short time asymp-
totic behavior of the scalar variance in the longitudinal dispersion of the pipe, with a
focus on determining the anomalous timescales for a variety of initial data. Stochas-
tic differential equations that model the passive scalar flow and the implementation of
vanishing Neumann boundary conditions for all times at the pipe wall are fundamen-
tal for finding the statistical moments. The vanishing Neumann conditions allows for
the discovery of the probability density function for bounded Brownian motion and the
conditional probability rules are sufficient for finding higher order temporal correla-
tions needed to find the scalar variance. The pair of stochastic differential equation of
unbounded Brownian motion,W1, and bound Brownian motion, W2, are as follows:






d t +p2dW1 (33)
dr =p2dW2 (34)
The multi-scale asymptotic method of homogenized averaging theory finds a lim-
its of the flow-enhanced diffusion as a leading order solution for long timescales. The
9
results show that for the initial data, where the variance growth is at t 4, the transverse







where a is pipe radius, U is velocity, and κ is the bar molecular diffusivity.
For the pipe flow in particular, the evolution of effective diffusivity can be modeled
by the fraction power correction κe f f /κ at the asymptotic. The long time (τ→∞) be-






















More refined, if the initial condition is transversely a delta function located at R0 = b,













The experimental set-up consists of three main components: a reservoirs, a straight
pipe, and a syringe attached to a syringe pump. The pipe is cylindrical, made of glass
and is smooth and symmetric on the inside. The length of the pipe is 30 cm and the
diameter is 1 mm. One end of the pipe is put through a hole in a vinyl square and is
secured with tape and PVC cement. This vinyl square is then attached to the reservoir
using metal brackets seen at the right in the picture. This reservoir is mounted to the
table with an open top, small hole in the side for the pipe and a larger hole in the bottom
attached to tubing to drain fluids into the waste container. The other end of the pipe is
mounted so that it is parallel to the surface of the table. This pipe is then connected to
teflon tubing which is connection to a syringe of 25 cc and diameter 19 mm. The syringe
is secured to the syringe pump and the specifics of the syringe are programmed into
the ’Custom’ specifications for syringe size. Black lights are place on a stand behind the
apparatus at equal distances above and below the pipe. Below is a diagram of the setup
and some real pictures of the set-up. In front of the set-up, we mount the camera to a




Figure 6: Solute Patch
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Figure 7: Front view of the apparatus with reservoir on the right, tube in the center and syringe pump on
the left.
Figure 8: Side view of the set-up.
Procedure
The items needed to for an experiment are as follows:
• black lights
• uranian fluorescien powder
• distilled water
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• ruler or long stir rod
• camera: Nikon D300 with 24-120 lens
• shutter trigger
• tripod
• Harvard Apparatus PhD ULTRA Hpsi Syringe Pump [7]
• 19 mm and 9.4 mm diameter syringe (data with 9.4 mm diameter syringe)
• blackout curtains
In order to run an experiment, a concentration of 0.2 g/L of uranian fluorescien dye
must be created. This is different from the 0.3 g/L concentration used last year due to the
issue of saturation. First, check to make sure the syringe pump has the desired param-
eters for the syringe chosen. The syringe setting should be made under ’custom’ with
the volume being 25 mL and the diameter at 19 mm. The force level should read 20%.
The syringe, pipe and reservoir are fill with distilled water. The water from the reser-
voir is drained slowly using the valve on the tubing of going to the waste container. The
syringe pump is set to ’infuse’ at a rate of 50µL/mi n. Next, the dye solution is poured
slowly along the ruler to fill the reservoir to about half a centimeter above the top of the
entrance of the pipe. The ’infuse’ program is stopped and the ’WILL method’ program
started. This program withdraws at a rate of 100µL/hr for 5 minutes and then rests for 5
minutes. The cycle continues for at least 5 times, until 50 minutes have passed or until
you can see a dye plug form at the right end of the pipe. When this occurs, the program is
stopped and the dye in the reservoir is drained slowly to the waste container by opening
the valve on the tubing. Keeping the valve open and using the ruler to protect the en-
trance of the pipe, excess dye is rinsed from the reservoir using distilled water. Be careful
to add the water slowly using the ruler to avoid eddies that would disturb the symmetry
of the dye plug in the pipe. It is important to make sure the plug is uniform in the front
and back to ensure there is no skewness in the initial condition. The ruler is placed so
that the back blocks the entrance of the pipe. Excess dye is rinsed from the wall while
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the entrance is covered. Once dye is removed from the reservoir, the valve is closed and
distilled water is added slowly down the rule to the reservoir until it reaches just below
the entrance of the pipe. Give the liquid 30 seconds to settle, then even slower, fill to the
level about half a centimeter above the top of the entrance of the pipe. The ruler is then
removed very slowly without splashing. Next, the ’withdraw’ program on the syringe
pump is set to a flow rate of a specific parameter. This flow rate is chosen by first finding




where a is the pipe radius of 0.5mm, D is the diffusion coefficient of 4.9 ·10−6cm2/s,
and Péclet = 500−5000.
The flow rate needed for the syringe pump is calculated from the product of the ve-
locity and the cross-sectional area. The appendix includes a table of the Péclet, veloci-
ties, flow rates, and corresponding Reynolds numbers.
Next, place the tripod with the camera mounted in front of the apparatus. The height
should be adjusted so the pipe appears in the middle and the distance should be ad-
justed so that the pipe appears focused when fully zoomed in. This distance happened
to be 32 cm from the end of the lens to the pipe for these experiments. In the frame,
the far right end of the pipe should align with the right side to get images of the plug’s
initial condition. The camera should be set to take pictures every 2 second with settings
of aperture 5.6f, shutter speed 1/4 and iso 500. These settings were chosen so that we
could get a good picture in the dark without blurring the moving plug and picking up
too much noise. Shutter speed and aperture permit how much light is taken in and iso
allows for more noise.
During the experiment, the lights are turned off and the apparatus and tripod are
surrounded by the blackout curtains. Other sources of external light are removed so
shades in the lab should be drawn. However, the blackout curtain is not necessary if
the experiment is performed at night. After the trial is run, which usually lasts about
2-12 minutes, the data is taken from the memory card and stored in a computer with a
Macintosh operating system to be analyzed by DataTank. The excess dye is flushed from
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the pipe using the manual infuse button on the syringe pump and any remaining dye is




In the experimental images we observed the intensity I (x, y, t ) as described by the
pixels in particular time frame represented by Fig. 9a. From these intensities, given ra-
dial symmetry, we can create the equivalence in terms of concentration C (x, y, t ). This
assumes that the relation between intensity and concentration is linear. By fixing x so
that we observe one slice of the disk, at a particular time t , we arrive at the intensity at y
in terms of the concentration C (y, z),




C (y, z)d z (37)
where in the bounds z =√a2 − y2 since a is the radius of the tube.
Applying the change of variable representing the tube’s radial coordinate, r =√y2 + z2,
the integral becomes





r 2 − y2
dr (38)






















(c) 3D axis at a given y
Figure 9: Pipe images
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v − s d v (41)




















s −w d s =π
a2∫
w
C̃ (v)d v (43)
Now,







s −w d s (44)
where s ≡ y2, Ĩ (s) ≡ I (ps), C̃ (v) ≡C (pv). I corrected the upper bound but otherwise,
this was found by Xiyuan Ge in his honor’s thesis [8].
In order to interpret this using code, we have to solve Eq. 44 in terms of the y-value
or the bottom-top on the side of the disk in the image, where −a < y < a and a is the
constant for the pipe radius.
Using integration by parts,






































Assume Ĩ (a2) ≡ 0, then,













Alternative methods can be applied at this point as seen in the Appendix: Alternative


















s −wd s (46)
Note that s = y2, so d s = 2ydr and d y/d s = 1/2y . Also, w = r 2 so d w = 2r dr and
dr /d w = 1/2r .













y2 − r 22yd y (47)









y2 − r 2d y (48)
Then, using integration by parts and that I (a) = 0.








y2 − r 2
d y (49)
This can be written as














y2 − r 2
d y
 (50)
The integrand is evaluated from (r + ε, a) using trapezoid rule. The region (r,r + ε) is
evaluated by noting first that the intensity does not vary much in this region. The inten-
sity can then be taken out the integral and determined by averaging the intensity of I (r )
and I (r + ε). Next, the integral is evaluated to be
√
(r +ε)2 − r 2. The intensity averaged
time this factor is then added to the integral evaluated by the trapezoid rule. Finally, the






y2 − r 2
d y (51)
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And evaluating − 1
π
d







Q(r +dr )−Q(r −dr )
2dr
(52)
Here are a few simulations, with added noise, of the concentration solved numerically.
Several different plots are made with increasing values of n, which is the number of
steps. This is compared to the expected analytic solution of the concentration. In this
case, the radius of the pipe is a = 1.0. Noise is added using a rand function in MATLAB to
make the simulation more like the real data.
Figure 10: Constant concentration C (r ) = 0.2. Without noise on the left, with added noise on the right.
Figure 11: Linear concentration C (r ) = r . Without noise on the left, with added noise on the right.
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Figure 12: Gaussian concentration C (r ) = e−4r 2 . Without noise on the left, with added noise on the right.
From what can be seen, the numerical solution gets worse for lower values of n. In
the photos taken in the lab, the resolution of the pipe is around 39 pixels across the inner
diameter and 4288 pixels down the length of the pipe. This issue because are data usu-
ally is limited to about n = 20 from the center to the boundary, which is demonstrated by
the blue lines in the simulations. Also, the value underestimates for several points away
from r = 0 and then overestimates several points before the extreme r = a. This is con-
sidered in the data analysis and the results are withheld in these regions. Also, higher
values of n the noise has more of an effect on the results. Issue from noise is further
discussed in the Appendix: Alternative Approach.
Variance







C (r, x)2πr dr
d x (53)
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y2 − r 2








I (y)d yd x
The variance can be calculated to be:































Information on the results:
Péclet Reynolds average velocity (cm/s) flow rate (mL/hr)
500 0.1225 0.0245 0.6927
1000 0.245 0.0490 1.3854
2500 0.6125 0.1225 3.4636
3500 0.8575 0.1715 4.8490

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The results came out with expected qualities in the shape of the plug. In the short
timescale we expect to see that there is negative skewness for velocities slower than the
mean velocity. This would be at the slices (r = 0.03585cm) with the purple line in the
graphs. This holds true for Péclet 2500, 3500 and 5000. We also expect to see that there
is positive skewness for velocities higher than than the mean velocity. This would be
at the slices (r = 0.01159cm) with the green line on the graphs. This is not apparent
in the current data, probably due to issues with the approximation near r = 0. In the
long timescale, the plug should be diffused and the distribution for all slices should be
a gaussian. This holds true for Péclet 500 and 1000. It would probably be true for the
others if more pictures were taken. Also, note how the intensity does not make for a
good representation of the concentration. This is because the intensity increases with
the depth of the pipe in the 2D image and should not correspond proportionally to the
concentration in the r direction.
Variance




In the experiments, we have noticed an unusual habit of the plug varying in velocity.
With higher resolution photos of the experiment, it is more obvious that the solute patch
does not move constantly at the steady-state velocity determined by the Péclet number.
Figure 29: Péclet: 5000. At about 10 second the solute forms its parabolic shape, then at 25 seconds the
parabola stops forming and the tip inverts backwards, then the formation of the parabola resumes from
30 seconds onward.
At first, this was thought to be a sticky spot in the syringe or a morphed area some-
where in the gears of the pump. However, the point where the plug stops was not the
same for each trial as we would see it stop anywhere from 2cm from the entrance to
10cm. Contacting the manufacturer, we learned the PHD Ultra Hpsi syringe pumps is
not ideal for low flow rate applications but rather should be used for high pressure ex-
periments. However, the manual says it is meant to be able to deliver an accuracy of
±0.50% with the lower bound of 144.1nL/mi n or 0.519mL/hr which is close to our de-
sired values . Also, the minimum diameter of the syringe allowed for this pump is 18mm
which is the size of a 20mL syringe [7]. The size of this syringe contrasts largely with the
total volume of the pipe, which about 0.2mL. Any slight movement of the plunger of
this syringe has a larger impact on the velocity of the pipe due to Bernoulli’s continuity
equation which states the flow rate is one region is conserved in another region. Such
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that, when assuming constant density
As vs = Ap vp =Q = const ant (54)
where s and p are subscripts for the syringe and pipe, Q is the flow rate, A is the cross-
sectional area, and v is the velocity of the fluid.
To see where how the pump works, we used this equation and a desired flow rate.
From the flow rate, with the syringe cross-section area, we can calculated the velocity of
the plate that pushes the plunger of the syringe. The Nikon D300 camera was focused
on the syringe pump set to take pictures every 2 seconds. In analysis, the motion of the
plate can be recorded by following a red dot made with nail polish in frames that look
like Fig. 30.
Figure 30: Syringe pump function test.
The fluxes were calculated using the cross-sectional area of a 18 mm diameter sy-
ringe and the velocities 4 ·10−3 cm/s, 4 ·10−4 cm/s, and 4 ·10−5 cm/s. By using DataTank
and the program ’velocitycheck.tank’ the speeds were examined to be roughly true to
that programmed.
42
Figure 31: Plate programmed velocity, 4 ·10−3 cm/s.
Figure 32: Plate programmed velocity, 4 ·10−4 cm/s.
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Figure 33: Plate programmed velocity, 4 ·10−5 cm/s.
The discrepancy is likely due to low resolution. Better measurements could be made
by using longer time intervals and recording the motion over an hour instead of 10 min-
utes. Also, the pump function velocity was checked for a syringe with the size 45 mm
diameter and 32 mm diameter, but instead of changing the syringe, I used a trick I will
describe.
An important aspect of this pump that works to our benefit is that it withdraws as
well as injects. This is the only pump in the lab with this feature. Instead of trading
out the syringe pump for another, which would require modifying our experiment, we
use Eq. 54 to alter the flux accordingly so we get a desired steady velocity in the pipe.
The ability to do this was learned from conducting the syringe test and changing the
diameter of the program without switching the syringe. Let J be the desired flow rate
inside the pipe, rpr og be the radius entering into the custom syringe programs, and rexp





Now we can use any sized syringe with the syringe pump as long as it can be secured
to the pump and is not smaller than the connective tubing. We choose to try a 3mL black
44
syringe and a 5mL green syringe. The small syringes can be secured using a brace below
rather than on top of the syringe as seen in the procedure chapter.
Figure 34: Small 5 mL green Braun Inkjekt syringe secured to the syringe pump and connective tubing.
The 3mL black syringe was very similar to the 20mL syringe in that the stop had two
rubber ridges. In order to troubleshoot, the syringe plunger was recorded along with
the plate pushing the back of the syringe. In videos with the double plunger, we see a
delay between the plate and the plunger as the plate has to pull to the outer ridge of
the rubber plunger which then pulls the inner ridge with the fluid interface on the other
side. This would explain a delay in the flow rate of the pipe after the syringe pump starts
but should not cause the velocity to change directions as seen in Fig. 29.
Figure 35: Small 3 mL black Nipro syringe with ridges drawn in red.
To eliminate this delayed effect, we decided to try and use the green syringe which
does not have the double ridge rubber plunger but instead a plastic stopper. Now there
is no delay between the motion of the syringe pump plate and the motion of the stop-
per. However, there are new issues such as the appearance of bubbles inside the syringe
when it moves.
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Figure 36: Bubbles inside the 5 mL green syringe.
Despite trying to remove these by tapping, they reappear whenever the plunger is
moved. This means the seal of the plunger is weak and does not hold the pressure like
the black syringe. Furthermore, introducing compressible gas bubbles is not good for
the fundamental assumption of incompressible flow applied to the experiment. Trying
the experiment anyway produced odd results in the creation of the solute patch during
the WILL method. A third of the way through this syringe program, an elongated ( 5
cm) and diffused plug was visible. This means the plunger in the green syringe slips
inappropriately and is not suitable for reliable data.
Another technical issue is the Nikon D300 taking images at irregular intervals and
showing error message. This camera was switched temporarily for my Canon T3 rebel
which had software Magic Lantern installed that ensures precise photo intervals. How-
ever, the best option was to use the Nikon D300 and its nicer 24-120mm lens with a
shutter trigger that, like Magic Lantern, overrides the camera photo interval timing.
In the past we used the ShopBot, a machine designed for woodcutting, with a camera
mounted instead of a blade. This is controlled remotely by a computer with a Windows
operating system. However, this was phased out due to a inappropriate change in the y-
direction as the mount was told only to move in the x-direction. In order to see the other
half of the pipe, multiple tripods with cameras should be set up to record the other half
of the pipe. Zooming out would not be a good option because it would decrease the
resolution of the pipe’s radius and therefore be bad numerically.
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Figure 37: Set-up with the ShopBot Buddy and camera.
Another issue faced was the saturation of the intensity of the dye at concentration
above 0.2 g/L. This means the intensity of the solute patch appears the same for con-
centrations of 0.2 g/L and above. In order to change this, the initial concentration of dye
was changed to 0.2 g/L instead of 0.3 g/L as in previous experiments.
Another problem that became apparent in the image processing is the refraction of
the light through the pipe walls. A calibration shot is taken of a ruler aligned above the
pipe and the pixel to centimeter conversion is calculated. This conversion gives us how
many pixels would be in a centimeter. For the case below, there are 39 pixels in 0.1 cm
which is the radius of the pipe. In the image, there is a magenta crop box with the height
of 39 pixels centered around the plug. It is apparent that the light is refracting through
the glass beyond the physical boundary of the pipe walls. In our MATLAB models used
to check validity of the inverse problem, we use simulations of the intensity that have
at the boundary the intensity going to zero. This means that the current calculation of
the concentration to intensity may not be enough to compute the concentration. First,
the optical effects of the absorbance, transmittance and reflection of the glass should be
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considered.
Figure 38: The height of the cropped region in magenta represents the 0.1 cm inner radial region.
When taking pictures of an object and measuring its change of a space, there is al-
ways the issue of parallax. In this data, the camera is placed so that the lens is 32 cm
from the pipe directly in front of it. However, the edges of the pipe that are seen in the
image are 33 cm away. Additionally, there is the issue of the effect of the lens where a
straight line appears to curved. In Fig. 39, this effect is less than a tenth of a millimeter
and is dealt with by using image rotation.
Figure 39: Curved effect of the lens
Another issue is the uncertainty of the initial condition. In the data we see the plug
at the point where the boundary layers have grown together. Before this, when the so-
lute has just begun to be driven by steady-state flow, the flow experiences a very thin
boundary layer along the wall. It can be seen that the no-slip condition takes effect as
the solute drags slightly at the edges, but the velocity throughout most of the center of
the pipe is the same. As time continues, the boundary layer thickens, and more of the
sheets of the laminar flow, further from the walls, drag behind. Eventually both top and
bottom boundary layers thicken to the point where they meet in the middle and the
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maximum velocity is only experienced at the point where r = 0. This behavior in the
transient region before the parabolic front of the flow develops could be responsible for
some mixing in the initial condition. We assume that the altering between pulling and
resting in the WILL method will let the dye move forward and then diffuse to be radially
symmetric. However, because of this process the initial plug would likely not be a 0.2
g/L constant section with a sharp, flat front and tail.
Figure 40: 2D Channel. Evolution of the solute patch being advected over time until it reaches a steady-
state. The arrows show the horizontal velocity component. In red is the thickening boundary layer. The
region before the boundary layers meet is known as the entrance region and after they meet is known as
the fully developed region.
Since this flow corresponds to very low Reynolds numbers, the entrance region is
relatively short, for laminar flow is it L = 0.06Re ·D [13], where Re is the Reynolds number
and D is the pipe diameter. This can be derived from the forces inside the pipe wall. In
the fully developed region, the pressure gradient is zero but in the entrance region the
pressure gradient is negative. This means the entrance region is about 0.06 millimeters
from the entrance of the pipe. Unfortunately, this entrance region is occluded by the
connection between the pipe and the reservoir. It would be nice to ensure that the initial
condition is symmetric, but for these experiments we have to assume that the WILL
method is reliable establishing a plug that is not skewed. In future experiments, we will
use the the reservoir now with the pipe glued inside with silicon glue. The vinyl piece is
removed and the entrance region of the pipe now appears as in Fig. 41.
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Figure 41: Vinyl piece removed to see the initial condition better
Analytic Issues
There are a number of issues that come from using an inverse problem, mainly in-
volving the necessity to take derivatives from the discrete intensity value collected in the
lab. In the experiments we are trying to get full shots of the plug so typically the pictures
have many pixels in the x-direction but only few in the y-direction (along the pipe ra-
dius). As discussed in the analysis, there is noise in the intensity along the radial slices at
a fixed x. This noise makes the intensity curve vary roughly in the y-direction and causes
problems in the derivative, d I /d y . In Eq. 61, notice that when evaluating the lower limit,
y = r and there is a singularity so we deal with this by writing the function as Eq. 67 and
focusing on the second term. The issue is that we ignore the region (r,r +ε) and this re-
gion cannot be made smaller unless more pixels are available in the experiment. Instead
of using Eq. 67, we use Eq. 50 and take the derivative after taking the integral instead of
merely the intensity points. This seems to help reduce the effect of noise. There is still
the issue of not having enough data points. This would be the source of error in the
analysis and could be helped by taking photos with higher resolution.
The numerical analysis for the intensity to concentration breaks down at the limit
r = 0 and r = a as can be seen in the blue line in Fig. 10. For the small amount of data
points, around n = 20, the evaluation of the concentration underestimates, as r → 0 and
overestimates as r →∞. This part was marked as zeroes in the results because it does
not accurately represent the concentration. The scale factor for the concentration was
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calculated by applying the integral to a shot of the maximum concentration at 0.2 g/L.
For different values of r , the concentration varied as seen in Fig. 42. The best value of
r to determine the scale factor of the intensity is r = 0.025 because its value is furthest
from problem regions. The factor of 1/3.2 could be used to scale the concentration to 2
but then some of the data appears to have a concentration higher than 0.2 g/L. This is
possible but not likely because of Brownian motion. A solution for this would be to take
another calibration shot of the pipe full of 0.2 g/L dye for each experiment in order to
find the necessary scale factor.
Figure 42: Image of the pipe filled with the concentration 0.2g /L.
The change in concentration can be viewed along the a slice in the radial direction
to see the areas where the concentration deviates from being constant. From this plot,
it is apparent that the calculation of the intensity is worse for the boundary of the pipe.
This overestimate of the intensity was predicted in the analysis section and can be seen
in Fig. 10.
51
Figure 43: Top: plot of the intensity bitmap and the intensity along a y-slice in white. Below: plot of the
concentration along a r-slice indicated on the bitmap in cyan. This excludes the points near the boundary.
Figure 44: Plot of the concentration along a slice indicated on the bitmap in cyan. This includes the points
near the boundary and is represented by the simulation seen in Fig. 48.
Looking at a variety of constant concentration, we find there is still saturation of the
dye for higher concentrations. In Fig. 45, the unscaled data concentration was taken at
a slice of r = 0.25cm to be most accurate and compared to different constant concen-
trations added to the pipe. This leads me to the conclusion that for short timescales, a
lower concentration or less sensitive light settings should be used to view the change.
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Figure 45: Unscaled data concentration vs. real concentration at a slice at r=0.025 cm.
Another thing to be improved is to get the realistic values for variance on long timescale
based on Taylor’s time scale. The variance/2t versus Péclet plot was not correct because
the values were calculated using the time and image from the last picture of data. This
does not necessarily meet the condition of being in the long timescale and should be
fixed to get accurate results for comparison with the theory. The only data that reaches
the true long timescale is Péclet 500.
Future Work
In further analysis, the concentration in the regions at the center of the pipe and the
edge of the pipe should be evaluated by taking data with higher resolution so there are
more points to evaluate. It is apparent that the current method to find the concentra-
tion is weak for evaluating at the extreme point r = 0 and r = a because of the resolution
of around 20 pixels spanning half the pipe’s inner radius. Another large source of error
could be taking the derivative d/dr after taking the integral of the intensity values from
the data. This could also be helped by having a more data points to evaluate. Another
thing to try would be to look at the concentration along a slice in the y-direction. Fur-
thermore, built a 3D concentration profile of the pipe.
The bad area of the results can be fixed as well, at least towards the boundary of the
pipe. This can be done using a different factor for the [r,r + ε] region. Currently, we as-
sume that the intensity is constant and evaluate the integral by pulling out the intensity.
This intensity value is estimated to be an average between the current point and the next
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point. Further analysis has shown that the region towards the boundary can be bettered
by using an average that is not balanced. By using 4 times the first intensity point then
adding the second intensity point and dividing the total by 5, we have a weighted aver-
age that improves the region with issues. This is seen to improve the assessment for the
constant concentration in Fig 46.
Figure 46: Constant Concentration. Top: Regular average of the first and second intensity value. Bottom:
Weighted average of the 4 times the first intensity value plus the second intensity value divided by 5.
The weighted average may have improved the constant concentration but applying
it to the gaussian concentration makes the calculation in the region at r = 0 even worse,
see Fig. 47. Therefore, in future work it would be good to uses a conditional statement
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in the code so that the normal average can be used from r = 0 to r = a/2 and then the
weighted average can be used from r = a/2 to r = a.
Figure 47: Gaussian Concentration. Top: Regular average of the first and second intensity value. Bottom:
Weighted average of the 4 times the first intensity value plus the second intensity value divided by 5.
Experimentally, one thing that concerns me is the distribution of the blacklight to
the fluorescent dye. Currently, the black light above the pipe is smaller than the black
light below the pipe. The potential effects of this is seen in Fig. 48. This is not necessarily
an issue for analysis because we assume axial symmetry and look at only the upper half
of the pipe in the inverse integral. However, if we were to prove axial symmetry we would
want the light to be equal in size and distance from both the top and bottom of the pipe.
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Figure 48: Irregular light distribution.
Another type of experiment to try would be to use a pipe with a larger diameter so
that there would be a larger object to collect data from. More parameters would have
to be changed such as the use of a more viscous, Newtonian fluids such as Karo syrup.
This would ensure we stay in the laminar flow regime by keeping the Reynolds number
low. There may be a reaction between the fluorescien and the corn syrup so preliminary,
stationary tests would have to be done to make sure the diffusion is not enhanced by the
mixture of the two fluids. Also, pushing a viscous fluid through a glass tube could build
up too much pressure and cause the glass to break.
A better idea would be experiments using a pipe with a square cross-section to com-
pare with recent theory. The same set-up can be used for the square-faced pipe. The
difficulty may be in fitting the pipe to the reservoir on the right end and the Teflon tub-
ing at the left end without having any leak. I recommend using sugru or some sort of
puddy to create a seal. Otherwise, this experiment would be easier to analyze because
there would be no change in the depth of the pipe as there is for the circular-faced pipe.
Also, we no longer have to worry about and refraction from the curvature of the pipe.
The intensity to concentration conversion would have to be done with an inverse inte-
gral but we could no longer assume axial symmetry.
The most consistent lighting is at night. Outdoor lighting can get in past the cur-
tain and cause inconsistency in the lighting. The set-up could be improved by adding a
small curtain on top of the large blackout curtains to keep the light from coming where
the ceiling level changes. The set-up should also include two cameras on two different
tripods to view the two halves of the pipe. They should be started at the same time and
with the same time interval. This way we can ensure we get the full length of the pipe
and that there are better results for the long timescale variance.
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Péclet Reynolds average velocity (cm/s) flow rate (mL/hr)
500 1225 0.0245 0.6927
600 0.147 0.0294 0.8313
700 0.1715 0.0343 0.9698
800 0.196 0.0392 1.1084
900 0.2205 0.0441 1.2469
1000 0.245 0.0490 1.3854
1100 0.2695 0.0539 1.5240
1200 0.294 0.0588 1.6625
1300 0.3185 0.0637 1.8011
1400 0.343 0.0686 1.9396
1500 0.3675 0.0735 2.0782
1600 0.392 0.0784 2.2167
1700 0.4165 0.0833 2.3525
1800 0.441 0.0882 2.4938
1900 0.4655 0.0931 2.6323
2000 0.49 0.0980 2.7709
2100 0.5145 0.1029 2.9094
2200 0.539 0.1078 3.0480
2300 0.5635 0.1127 3.1865
2400 0.588 0.1176 3.3251
2500 0.6125 0.1225 3.4636
2600 0.637 0.1274 3.6022
2700 0.6615 0.1323 3.7407
2800 0.686 0.1372 3.8792
2900 0.7105 0.1421 4.0178
3000 0.735 0.1470 4.1563
3100 0.7595 0.1519 4.2949
3200 0.784 0.1568 4.4334
3300 0.8085 0.1617 4.5720
3400 0.833 0.1666 4.7105
3500 0.8575 0.1715 4.8490
3600 0.882 0.1764 4.9876
3700 0.9065 0.1813 5.1261
3800 0.931 0.1862 5.2647
3900 0.9555 0.1911 5.4032
4000 0.98 0.1960 5.5418
4100 1.0045 0.2009 5.6803
4200 1.029 0.2058 5.8189
4300 1.0535 0.2107 5.9574
4400 1.078 0.2156 6.0959
4500 1.1025 0.2205 6.2345
4600 1.127 0.2254 6.3730
4700 1.1515 0.2303 6.5116
4800 1.176 0.2352 6.6501
4900 1.2005 0.2401 6.7887
5000 1.225 0.2450 6.9272
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Appendix: Code

















y(idx)=(idx-1)*dy; %Shifts the value
r(idx)=y(idx);
%Cr = 2; %2g/L %constant










%end points for trapezoid rule
ijdx=ijdx+1/2*dy*y(n+1)*I(n+1)/sqrt(y(n+1)^2-r(jdx)^2);
ijdx=ijdx+1/2*dy*y(jdx+1)*I(jdx+1)/sqrt(y(jdx+1)^2-r(jdx)^2);





%Cexp(idx) = 2; %constant
















The DataTank code used to analysis the data is called ’Experimental Analysis_sb.tank’
The specific C++ code used to get the concentration profile from the intensity profile is
inside the package contents of the DataTank file and is called ’intensity2concentration.xcodeproj’.
DTDoubleArray Computation(const DTDoubleArray &X_cm,const DTDoubleArray &Y_cm,const DTMesh2D &Intensities)
{
int xlength = X_cm.m();
int Ylength = Y_cm.m();
//initial index of r
int ri= ceil(Ylength/2);




DTMesh2D IntensitiesFloat = ConvertToFloat(Intensities);
DTFloatArray Intense = Intensities.FloatData();
for(int idx=ri; idx<Ylength; idx++) {
y(idx-ri) = Y_cm(idx); //y values shifted and in cm
}
int ylength = y.m();
for(int idx=0; idx<xlength; idx++) {
a = X_cm(idx);
x(idx) = X_cm(idx); //y values shifted and in cm
}
//step size
double dy = y(2)-y(1);
for(int idx=0; idx<rlength; idx++) {










double Pi = 3.14159265358979323846264338328;
for(int kdx=0; kdx<xlength; kdx++)
{
double Iavg;
//jdx is index for lower bound of integration
for(int jdx=0; jdx<ylength-2; jdx++){
double ijdx=0;
// perform integration from r+epsilon to a
for(int idx=jdx+2; idx<ylength-1; idx++){
ijdx=ijdx + dy* y(idx)*I(kdx,idx)/sqrt(y(idx)*y(idx)-r(jdx)*r(jdx));
}
// trapezoid endpoints
ijdx=ijdx + (dy/2.) * y(ylength-1)*I(kdx,ylength-1)/sqrt(y(ylength-1)*y(ylength-1)-r(jdx)*r(jdx));
ijdx=ijdx + (dy/2.) * y(jdx+1)*I(kdx,jdx+1)/sqrt(y(jdx+1)*y(jdx+1)-r(jdx)*r(jdx));
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// asymptotics for integral from r to r+epsilon
Iavg = ((I(kdx,jdx)+I(kdx,jdx+1))/2);
ijdx=ijdx + Iavg * sqrt( -r(jdx)*r(jdx) + (r(jdx)+dy)*(r(jdx)+dy) ); //magic factor
integrand(jdx)=ijdx;
}
// Centered difference differentiation in r.





for (int xdx=0; xdx<xlength; xdx++)
{
for (int idx=0; idx<rlength; idx++)
{
Concentration(xdx,rlength-1 - idx) = halfConcentration(xdx,idx);
Concentration(xdx,rlength + idx) = halfConcentration(xdx,idx);
}
}
DTMutableDoubleArray converted = ConvertToDouble(Concentration);
return converted;
}
double Computation(const DTMesh2D &Final_Bitmap,const DTDoubleArray &X_cm,const DTDoubleArray &Y_cm)
{
int xlength = X_cm.m();
int Ylength = Y_cm.m();
double a; //dummy variable for debugging
//inital index of r
int ri= ceil(Ylength/2);
int rlength = Ylength-ri;
DTMutableDoubleArray x(xlength);
DTMutableDoubleArray y(rlength);
DTMesh2D Final_BitmapFloat = ConvertToFloat(Final_Bitmap);
DTFloatArray Intense = Final_Bitmap.FloatData();
for(int idx=ri; idx<Ylength; idx++) {
y(idx-ri) = Y_cm(idx); //y values shifted and in cm
}
int ylength = y.m();
for(int idx=0; idx<xlength; idx++) {
a = X_cm(idx);
x(idx) = X_cm(idx); //y values shifted and in cm
}
//step size








































































s −w d s
 (56)
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s −w d s (57)
Note that Ĩ (s) ≡ I (y) and s ≡ y2, then















Since y =ps for y > 0, then d yd s = 12 1ps = 12y .
After substituting this into the equation, it follows that,






























y2 − r 2
d y (61)
The validity of the integral can be checked with different simulations of concentration.
Starting with a constant concentration, plug C (r ) = 2g /L into Eq. 38 and find the inten-
sity to be:
I (y) = 4
√







Then plugging this value into Eq. 61 and integrating, we get the desired concentration,
C (r ) = 2 returned.







y2 − r 2
d y =− 1
π
(−2π) = 2 (64)
Now, we can notice that there is a singularity at the lower limit of Eq. 61 when y = r . We




du = dd y ( 1py+r d Id y )d y and v = 2
p
y − r . Then,
























Say g (y,r ) = 1py+r d Id y , then
















Trying Eq. 66 and Eq. 66 in tests of the image analysis gave undesirable results. This is
because we have to take the derivative d I /d y inside g and then another derivative of g .
Because I is a set of rough data points, a large amount of error accumulated by taking
the first and second derivative. This can be seen by the example below.
Figure 49: By adding a small amount of noise to the initial function, the error grows larger for the first
derivative and even larger for the second derivative. The function with noise is in blue and the smooth
function is in orange.
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Instead of using Eq. 66, we return to Eq. 61, choose very small number, ε, and rewrite
the integral:







y2 − r 2







y2 − r 2
d y (67)
The value ε should be chosen to be significantly small, but in the experimental case, we
use 1 pixel. The second term of the integral is used for the analysis, call it Ĉ (r ). Evaluat-
ing the second term using integration by parts, we can remove any derivative on y :







y2 − r 2
d y (68)
Ĉ (r ) =− 1
π
I (a) 1p
a2 − r 2
− I (r +ε) 1√






(y2 − r 2)3/2 d y
 (69)
This method did not work well in the in the analysis.
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