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BY 
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(Communicated by Prof. A. HEYTING at the meeting of April 24, 1965) 
The question of whether two commuting continuous functions from 
the unit interval into itself have a common fixed point has been answered 
only for special cases. The question is answered in the affirmative for 
polynomials as it has been shown by J. F. RITT [3] that the only commuting 
polynomials aside from trivial cases are the Tchebycheff polynomials all 
of which have a common fixed point. Affirmative answers have been 
given by H. COHEN [1] for what he calls full functions and by R. DEMARR 
[2] for a special case involving Lipschitz constants for both functions. 
The authors herein supply affirmative answers for two more special cases. 
Let I denote the closed unit interval and let I be a continuous function 
on I into 1. Let In denote I 0 I 0 .•. 0 I, n terms, and let F n denote the 
set of fixed points of In. For x EO I let F(x} denote the sequence {tn(x)}. 
Let the closure of a set A be denoted by A * . 
Theorem 1. If F2=Fl then Fn=FI for all n. 
Theorem 2. Either F2 rt Fl or for each x E I, F(x}* n FI =l=e/>. 
Let g be any continuous function on I into I which commutes with I 
under composition. 
Theorem 3. If F2=FI then Fl n G1 =1= e/>. 
Theorem 4. If there exist c E G1 and an infinite sequence {In} of 
disjoint open intervals each of which has as endpoints consecutive elements 
of F1 such that F(c} n In =1= e/> then Fl n G1 =1=e/>. 
Since G1 contains at least one element x and F(x}* C G1 Theorem 3 
follows immediately from Theorem 2 and Theorem 4 follows from part (b) 
of the proof of Theorem 2. 
The proofs of Theorems 1 and 2 make use of the fact that F1 = FI *. 
Proof of theorem 1. Suppose c E Fn for some nand c 1= Fl. We 
can assume that n is the smallest integer for which In(c}=c. Let Ik(C} = 
= m!1x (fi(C». Then Ik(C}>fk-1(C} (Let fO(c)=c.} and Ik+1(C} <fk(C}, so 
O<,::S;;n 
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there is at least one element of Fl between fk-l(C) and fk(C). Since 
fk-l(C) ¢= Fl there is a smallest element b of Fl greater than fk-l(C). Since 
f is continuous if x E (b, fk(C)] there is ayE [fk-l(C), b) such that f(y)=x. 
Since fn(fk-l(c)) = fk-l(C) there is a smallest integer j for which fi(fk-l(C)) < 
< fk-l(C). fk-l(C) < fi-1(fk-l(C)) < fk(C). But x E (fk-l(C), b] =* f(x) > fk-l(C). 
Thus b<fi-l(fk-l(C))<fk(c), and there is ayE [fk-l(C), b) such that f(y) = 
= fJ-l(fk-l(C)) and f2(y) = ji(fk-l(C)) <fk-l(C) <yo 
If there are elements of Fl less than fk-l(C) then there is a greatest one 
a less than fk-l(C) and there are values y E (a, b) with f(y) E (a, b) and 
therefore f2(y) > y. 
If there is no element of Fl less than fk-l(C), consider fm(c) = min 
O<i~n 
(fi(C)). O<fm(c)<fk-l(c) and f2(fm(c))=fm+2(c»fm(c). So there is a point 
y=fm(c) E [0, b) with f2(y»y. 
Thus in the first case there is an element of F2 between two consecutive 
elements of Fl and in the second case there is an element of F2 less than 
the smallest element of Fl. 
Proof of theorem 2. (a) If F(x) is a finite set then fn(x)=x for 
some n and using Theorem 1 either F2 ¢ Fl or x E Fl. 
(b) If there is an infinite sequence {In} of disjoint open intervals each 
having as end points consecutive elements, an, bn, of Fl such that 
F(x) (l In*cp then there is at least one point J which is a limit point 
of a subsequence {aii} of the sequence {ai} and of the subsequence {btj} 
of {bi} and therefore of the subset of F(x) contained in the intervals 
(aij, bij). Thus J E F(x)* (l Fl. 
(c) If x E I and neither (a) nor (b) above applies then an infinite 
number of points of F(x) are contained in an interval (a, b) where 
1. a and b are consecutive elements of Fl 
or 2. a= ° and b is the least element of Fl 
or 3. a is the greatest element of Fl and b = 1. 
The following two results will be used in considering this case. 
Lemma 1. Let a and b be consecutive elements of Fl. If f(x»x for 
x E (a, b) then for each n there exists Bn>O such that fn(x»x for x E (a, 
a+Bn). If f(x)<x for x E (a, b), then for each n there exists bn>O such 
that fn(x)<x for x E (b-bn, b). 
Lemma 2. If a*O is the least element of Fl and f(x»x for x E [0, a) 
then either F2 ¢ Fl or for each n> ° there exists Yn E [0, a) such that 
fn(Yn»Yn. Likewise, if b*1 is the greatest element of Fl and f(x)<x 
for each x E (b, 1] then either F2 ¢ Fl or for each n> ° there exists 
Zn E (b, 1] such that fn(zn) < Zn. 
The proofs of Lemmas 1 and 2 are straightforward and are omitted. 
We return to part (c) of the proof of Theorem 2. No generality is lost 
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in assuming that x E (a, b). Also since Fl=Fl*' for each k there exist 
ak, bk consecutive elements of Fl or else an end point of I and the nearest 
element of Fl such that fk(X) E (ak, bk). 
If there exist k (k may be 0; fO(x)=x.) and j such that f(fk(X))>fk(X) 
and fi(fk(X)) < fk(X) then by Lemmas 1 and 2 and Theorem 1, F2 ¢ Fl. 
Likewise if there exist k and j such that f(fk(X)) < fk(X) and fi(fk(x)) > fk(X) 
then F2 ¢ Fl. This happens in particular if there exists fk(x) > b for which 
f(fk(X)) > fk(x) or if there exists fk(X) < a for which f(fk(x)) < fk(X). 
Thus we may suppose that 
1. fk+l(X) > fk(X) ~ fi+k(x) > fk(X) for all j, 
2. fk+l(X) < fk(X) ~ fi+k(x) < fk(X) for all j, 
3. fk(X»b~ f(fk(X)) <fk(X), 
4. fk(x) < a ~ f(fk(X)) > fk(X). 
If f(x) >x(f(x) <x) and fi(X) E (a, b), fi(x) E (a, b), i<j, then fi(X) <fi(x) 
(fi(x) > fi(x)) so the subsequence of F(x) contained in (a, b) is monotone 
and therefore has a single limit point L. 
If f(x) > x then fn(x) > x for all n and if fk(X) > b then f(fk(X)) < fk(X) and 
therefore fi+k(X) <fk(x) for all j, so if F(x) ¢ (a, b) the subsequence of F(x) 
greater than b is monotone decreasing and therefore has limit L'. Thus 
f(L)=L or f(L')=L' or f2(L) = L; so either L E F(x)* n Fl or L' E F(x)* n 
n Fl or F2 ¢ Fl. 
If f(x)<x the argument is similar. 
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