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1. Abstract  
This paper presents a boundary based structural optimisation in the finite element fixed grid environment. The boundary 
is represented by smooth B-spline curves, as they typically require a relatively small number of control points to describe 
a curve. Utilising B-spline control points reduces the number of design variables whilst achieving a smooth boundary 
representation. An appropriate control point coordinate modification formulation with addition/removal of control points, 
derived from the optimality criteria of compliance based optimisation, is introduced in the paper.  The paper also 
examines a range of structural analysis solvers appropriate for frequent boundary modifications in topology optimisation. 
Previous studies have found that iterative pre-conditioned conjugate gradient solvers with appropriate pre-conditioners 
were most efficient for analysis and reanalysis. Whilst it has been shown that LU decomposition of the stiffness matrix 
can offer a fast convergence for reanalysis, it cannot guarantee convergence. The performance of the pre-conditioned 
conjugate gradient solver for optimisation is carefully studied with some of the latest direct solvers developed for 
elasticity and FE problems. The careful implementation of the analysis solver together with the reduced number of design 
variables achieves an efficient and reliable structural optimisation scheme. This is demonstrated in the paper numerically 
via simple shape optimisation problems, followed by preliminary results for topology optimisation. 
 
2. Keywords: Fixed grid, Boundary optimisation, Topology optimisation, B-splines 
 
3. Introduction 
In a fast and continually growing world where computational power is ever increasing, the need for efficiency continues 
to be prevalent. Structural topology optimisation is a research field which is heavily reliant on computational power. 
Structural topology optimisation also needs to be reliable, which currently is heavily reliant on numerical parameters to 
avoid instabilities, whose appropriate values can sometimes be transparent [1, 2].  
Reliability issues surrounding the results of topology optimisation are largely due to the coupling of the optimisation 
method with the finite element (FE) mesh. One such occurrence is the inability of a method to produce a discrete solution. 
Solid isotropic microstructure with penalisation (SIMP) [3], [4], [5] is a topology optimisation method which uses the 
continuous material distribution of the problem as the design variable. Problems with continuous design variables tend to 
result in optimal designs which are also continuous. Thus to encourage a discrete design, penalties are applied to the 
continuous design variables. However, this introduction of penalisation can introduce multiple local optima [6], [2]. 
Another reliability issue with topology optimisation methods is the dependency on the shape of the finite elements. A 
simple and thus popular element choice is 4-node quadrilateral elements which take the shape of a square. The square 
shape of the element can give rise to re-entrant corners, which in turn causes numerical instabilities. Evolutionary 
structural optimisation (ESO) is one method which in particular suffers from problems with re-entrant corners [7], [2]. 
Also, the combination of piecewise linear elements and piecewise constant material design variables can result in 
numerical instabilities [8]. These numerical instabilities can produce an undesirable formation of chequerboard patterns 
of solid and void material within the optimal topology [9]. Various methods have been suggested to overcome numerical 
instabilities; such as the use of filtering techniques to smooth out local sensitivity concentrations [10]. 
Recently, a number of topology optimisation methods were introduced which attempt to decouple optimisation from the 
FE formulation. One such method combines a concept known as fixed grid (FG) [11] for the finite element analysis with 
the topology optimisation method ESO [12]. FG is a mesh free FE method where the structural boundaries are 
superimposed onto an FE mesh. As in previous topology optimisation methods, the stiffness of elements that are inside or 
outside of the boundary is altered to reflect the solid or void nature of the element. The stiffness of the elements on the 
boundary is also altered to reflect the bi-material nature of the element. 
The implementation of FG with ESO predominantly uses boundary points joined linearly, in which one boundary point is 
defined per element, to model a boundary for a structure [12]. Therefore, the resulting topology is not completely smooth 
and a vast number of design variables is used to modify the boundary. 
The extended finite element method (XFEM) [13] is also a method which can model holes within a structure without the 
need to rebuild the mesh. Originally designed to model crack growth, XFEM enriches the FE approximation using 
additional functions. The additional functions model the cracks and holes within the structure. 
  
fKu =
Another method which decouples optimisation from the FE mesh is the use of level sets [14] in conjunction with shape 
optimisation to model the boundaries of a structure [15], [16]. The level set formulation produces smooth boundaries; 
however, changing the topology of structure is not a straight forward task and is thus an active field of research. One 
emerging idea is the use of topological derivatives [17] to calculate potential hole locations and combining them with the 
level set optimisation [18], [19], [20]. 
The aim of this paper is to develop an efficient and reliable topology optimisation method by using FG.  In addition to the 
efficiency of FG in reanalysis, a range of direct solvers are investigated to determine the most suitable solver for 
optimisation with fast solution time and reliable convergence.  The efficiency of optimisation is also addressed by 
implementing B-spline control points as design variables thereby reducing the number of design variables.    
The outline of this paper is as follows: the next section details the FG approximation. Section 5 contains details of the test 
problems which are used within this paper both for the linear solver investigation and for application of the optimisation 
method. The linear solver investigation is also performed in section 5. The problem formulation and shape optimisation 
algorithm is outlined in section 6. Section 7 contains the application of the boundary based optimisation method to the 
previously defined test problems. Section 8 outlines modifications to the shape optimisation algorithm to incorporate 
topology optimisation along with the preliminary results, which is followed by conclusions.  
 
4. Fixed Grid Approximation 
In the FE environment, a set of n elements over a design domain Ω is used to represent a structure. Fixed grid is used 
within this FE environment to quickly solve linear elasticity problems such as (1), for global stiffness matrix K, load 
vector f and displacement vector u.  
 
(1) 
 
Fixed grid is different from the traditional FE approach in that a structure is represented by a rectangular area of regular 
sized elements rather than the fitted mesh, as shown in Figure 1. Each element within the domain is assigned material 
properties which reflect the status of the element. There are three types of element which are also shown in Figure 1: the 
first is the inside element (I), where all 4 nodes of an element are contained within the boundaries of the structure; the 
second type of element is the outside element (O), where all 4 nodes of the element are outside the structures boundaries; 
the third element type is on the boundary and is partially inside (B).  
 
 
Figure 1: Fixed grid domain with superimposed topology in grey, showing inside (I), outside (O) and Boundary (B) 
elements 
 
The boundary elements are modelled as a linear homogenisation of inside and outside elements based on their respective 
area ratios. Whilst the model will reduce the accuracy of the FE approximation, the modelling is simple to implement and 
the stiffness matrix K is easy to update without the need to completely regenerate. Also, since the FG elements can have 
partially inside elements, the design variable of elemental density is no longer piecewise linear, thus avoiding the 
numerical instabilities such as the chequerboard phenomenon, where the optimum topology contains a chequerboard 
pattern of solid and void material. Thus FG is ideally suited for structural optimisation [11].  
The continuous variable x is used to represent the linear area ratio of material. For an element e, the element stiffness Ke 
can be written in terms of x ={x1,x2,…,xn} as 
O Element 
 
B Element 
I Element 
  
,0KK ee x= (2) 
 
where xe∈(δ,1], δ is a value that is close to 0, and K0 is the element stiffness constant with xe = 1. For an inside (I) 
element, xe takes the value ‘1’ and for outside (O) elements, xe takes the value ‘δ’ to maintain a non-singular stiffness 
matrix. Boundary (B) elements have xe = aB where aB is the area ratio of the B element. 
 
5. Investigation of Linear Solvers 
The regularity of FG offers a unique opportunity for the exploitation of a consistent structure of the stiffness matrix. A 
fixed grid with sequentially ordered elements will provide a consistent connectivity between structural degrees of 
freedom. Since the fixed grid is independent from the geometry of a structure, the stiffness matrix K will have a virtually 
constant structure. Thus the efficiency of a number of linear solvers is investigated using the design domains of a short 
cantilevered beam of aspect ratio 1.6 and the popular ‘Michell’ type structure of aspect ratio 2 [21] shown in Figure 2.  
 (a) Short cantilever  (b) 'Michell' type structure  
Figure 2:  Test problems 
 
5.1. Stiffness matrix structures of test problems 
The connectivity of the stiffness matrix in FG is only dependent on the number of elements. Therefore, the structure of the 
stiffness matrices associated with the test problems can be identified, Figure 3.  
 (a) Short cantilever beam (b) ‘Michell’ type structure 
 
Figure 3: Graphical representation of the structure of the FG stiffness matrix. The black dots represent non-zero entries 
 
From Figure 3, it is clear that FG stiffness matrices are of a similar structure. Both matrices are tri-diagonally banded 
matrices which are vastly sparse, but the similarities are much more than that. The maximum band size of each diagonal is 
the same, the layout of the outer diagonal entries is the same and the central diagonal entries generally take the same 
layout with any differences caused through the boundary conditions. Thus the linear solvers to be investigated are those 
suitable for sparse, banded, positive definite matrices. 
 
5.2. Frontal Solvers 
Frontal solvers are direct solvers which have their origins in the solution of FE problems [22] and exploit the sparse nature 
of a matrix such as the stiffness matrix. However, they can also be applied to fully assembled matrices. They use the 
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connectivity information of the finite elements to efficiently implement Gaussian elimination. The Gaussian operation is 
performed once all of the terms for a degree of freedom have been entered and the matrix has been permuted so that the 
entry is in the next pivotal position. Therefore the Gaussian elimination and the assembly of K can be interleaved and so 
the matrix is never assembled explicitly. The degrees of freedom that have entries in the stiffness matrix K but have not 
yet been eliminated are referred to as active elements and form a front in the symmetrically permuted stiffness matrix; 
hence the technique is called the frontal method.  
5.3. Multifrontal solver 
Whilst the frontal solver is assembled by adding one element stiffness matrix Ke to the global stiffness matrix K at a time, 
the multifrontal method assembles element stiffness matrices in pairs. Then the bi-element stiffness matrices are 
assembled in pairs and so forth. This method then has multiple fronts, hence the name and keeps the size of the fronts to a 
minimum. Less computation is required to assemble matrices with smaller fronts, thus producing a more efficient linear 
solver. 
5.4. Band Solver 
Finally, a solving method which exploits the banded nature of FG stiffness matrices is considered. When the finite 
elements are numbered in an efficient manner, the resulting stiffness matrix can be banded with a relatively small band 
size. When the maximum band size along with the band size for each row is known a priori, as it can be for the stiffness 
matrix, the matrix structure can be exploited when attempting to solve. 
A popular method for solving banded linear systems with non-zeros pivots is to decompose the matrix, such as the 
stiffness matrix, into a lower triangular matrix L and an upper triangular matrix U. This method is referred to LU 
decomposition. However, when the matrix is symmetric and positive definite, like a stiffness matrix K, the factors of U, 
can be chosen such that they are those of the transpose of L. This special case of matrix decomposition is referred to as 
Cholesky factorisation and is twice as efficient as LU decomposition as only half of the number of entries is required. 
Cholesky factorisation is a suitable factorisation method for banded matrices, even when the actual band width varies as it 
does with the stiffness matrix, since the lower triangular matrix L will have the banded structure of the matrix to be 
decomposed and the only entries that are required to be calculated are those within the row band.  
HSL libraries (MA62, MA57 and MA55) using an Intel® Fortran complier are used for this investigation [23]. 
 
5.5. Application of Linear Solvers to Test Problems 
The mesh density of both the short cantilever and the ‘Michell’ type structure is varied considerably in the first instance. 
The average CPU times taken to solve the linear system (1) in each case are recorded and are presented in Figure 4. 
    (a) Short cantilever        (b) ‘Michell’ type structure 
Figure 4: Variation of solution time for increasing numbers of degrees of freedom 
 
It is clear from Figure 4 that the frontal solvers are much more efficient solvers for this FE problem than for the band 
solver. The band solver requires a lot of memory to store the entire band of entries. Figure 3 shows that there are a number 
of zero entries inside the band which require storing and factorising. The frontal solvers only require the non-zero entries 
to be stored and therefore use much less memory. Although all three methods have efficient factorisation techniques, the 
band solver requires significantly more memory which slows the solution time considerably, making it less favourable.  
Whilst the frontal solvers have considerably less solution time compared to the band solver, in both cases the use of 
multiple fronts in a general solver has been shown to be far more efficient compared to using a single front in a 
specifically designed solver. It is therefore clear that the multifrontal solver is the most appropriate direct solver for FG. 
5.6. Direct vs. Iterative Linear Solver 
Iterative solvers such as a pre-conditioned conjugate gradient (PCG) solver use significantly less memory to solve a linear 
system compared to direct methods (see [24] for more information on PCG methods). Thus, for large problems with 
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around 106 degrees of freedom, the storage saving can produce a more efficient solver. Therefore, PCG solvers are widely 
researched and used with FE problems, (see for example [25], [11], [26]).   
Fixed grid was originally implemented using a PCG solver which exploits the symmetrical positive definite structure and 
uses a Jacobi pre-conditioner [11]. Thus the multifrontal linear solver is compared to this Jacobi PCG solver using a 
modest number of degrees of freedom.  
Figure 5 clearly shows that the multifrontal solver is a significantly faster linear solver than the Jacobi PCG solver. The 
multifrontal solver is the faster solver in this instance compared to the PCG solver because a of the modest number of 
degrees of freedom considered.  Potential solution time savings made by PCG solvers are not apparent at this level since 
the memory savings become more apparent with larger problems. However, it should be noted that, when complied using 
the Intel® Fortran complier, the multifrontal solver on an 3.0GHz Intel® Pentium 4 processor with 1GB RAM can solve 
a system with 106 degrees of freedom in under 200 seconds.   
 (a) Short cantilever beam (b) ‘Michell’ type structure 
Figure 5: Solution time (seconds) for an increasing number of degrees of freedom 
 
Aside from the saving in solution time compared to the PCG, direct solvers also have added an advantage that the 
convergence is always guaranteed. Thus the multifrontal solver is implemented in the FG finite element analysis.  
 
6. Formulation for structural Optimisation  
In this section, the formulation for the optimisation is presented, along with a sensitivity analysis and the optimisation 
algorithm.  
 
6.1. Objective Function 
The objective function is defined to minimise the compliance volume product. Letting the thickness of an element f be vf 
and the compliance-volume product be S(x) as represented in (3), the optimisation problem can be written as 
 
 
(3) 
 
 
6.2. Sensitivity Analysis 
The Lagrangian L of the optimisation problem (3) is written as 
 
(4) 
 
for δ is a close to 0 as detailed above. The Lagrangian multipliers for the lower and upper bounds are λ1e  and λ
2
e  . An optimal 
solution is achieved when the derivatives of the Lagrangian function are equal to zero with respect to the design variables, 
that is 
 
(5) 
 
 
 
 
The derivative of the Lagrangian function, for elements with constant unit thickness ve = 1, is, 
 
101 102 103 104 105 
10-2 
10-1 
100 
101 
102 
103 
Number of degrees of freedom 
T
im
e 
ta
ke
n 
to
 s
ol
ve
 
 
 Multifrontal solver 
PCG solver 
102 103 104 105 10
-2 
10-1 
100 
101 
102 
T
im
e 
ta
ke
n 
to
 s
ol
ve
   Multifrontal solver 
PCG solver 
Number of degrees of freedom 
  
.210 eee
T
e
T
e
V
x
L
λλ +−−=
∂
∂
uKuKuu
.1==
Kuu
uKu
T
ee
T
e
e
V
S
.1>=
Kuu
uKu
T
ee
T
e
e
V
S
.1<=
Kuu
uKu
T
ee
T
e
e
V
S
.1 ηm ⋅−= ei S
minξ<distc
 
(6) 
  
Thus, for B elements, where the side constraints are inactive, the optimality condition is: 
 
 
  (7) 
 
For I elements, where the upper side constraint λ2e    is active and hence λ
2
e   > 0, the optimality condition is: 
 
 
(8) 
 
Finally, for O elements, where the lower side constraint λ1e    is active, λ
1
e   > 0, the optimality condition is: 
 
 
(9) 
 
6.3. Optimisation Algorithm 
The boundary based FG optimisation algorithm presented here removes material by slowly moving the boundaries of a 
structure from a rectangular design domain, based on the optimality conditions (7)-(9). The slow movement of the 
boundaries is governed by applying move limits. The optimisation algorithm for the existing boundaries is outlined as 
follows: 
 
1. The user defines 4 point locations which define the initial rectangular design domain.  The user also defines each 
set of kinematic loading and boundary conditions.  
2. A B-spline [27] is defined between any two sets of kinematic conditions using the point locations defined in step 
1. If the user wishes to preserve the symmetry of the structure, then extra B-spline can be defined to do so. 
3. Control points c for the B-spline generation are created at equal distances along each B-spline. The distance 
between each control point is user defined. 
4. FG generation. 
5. The stiffness matrix K is generated to solve for element sensitivities Se at the centre of each element. 
6. Each B-spline is moved in turn by moving the control points. The movement of the control points is defined in 
terms of a direction and the magnitude with which it moves and is detailed below. The algorithm for the 
movement of the B-splines is limited to the removal of material from the structure, however, it can be 
generalised to both remove and add material. 
7. The direction of the control point movement is determined by the position of the B-spline close to the control 
point and that positions closest point to Se = di. di, for iteration i, is a small proportion of the optimal sensitivity Se 
= 1 and therefore acts as a control parameter which limits the direction of movement    
8. Move limits mi are applied to the magnitude of the control point movement where mi = [mmin, mmax] for iteration 
i defined in (10), and η = [ηmin, ηmax] which is user defined. 
 
(10) 
 
9. Determine the new distance between control points. If the distance between two consecutive control points cdist 
satisfies  (11) for the user defined parameter ξmin, the control points are merged by removing both control points 
and inserting a new control point midway between the removed control points as shown in Figure 6. However, 
B-spline end control points must never be removed and in this circumstance, the two previous control points to 
the end control point are merged as previously described.  
 
(11) 
 (a)  Before two control points cj and cj+1 are to be merged, (b) New B-spline with merged control point cj 
Figure 6: An example of merging 2 control points 
cdist < ξmin 
cj 
cj-1 
cj+1 
cj+2 
cj 
cj+1 
cj-1 
  
maxξ<distc
 
10. If the distance between two control points satisfies (12) for user defined ξmax, a new control point is inserted 
midway between the two control points as shown in Figure 7 
 
(12) 
 (a) B-spline before a control point has been inserted (b) B-spline after a control point has been inserted 
Figure 7: An example of inserting a control point  
 
11. The new solution is examined for oscillating solutions or solution convergence  
12. An oscillation is detected for small ε at iteration i if 
 
(13) 
 
13. Convergence is detected for small ε at iteration i if 
 
(14) 
 
14. If neither (13) nor (14) are satisfied, optimisation returns to step 5, else 
15. If di < 1, di is increased by a small amount to a maximum of Se = 1and optimisation returns to step 6 
16. If di = 1 or the stiffness matrix becomes ill-conditioned, optimisation is terminated. 
17. The modification history is examined to select the design that is a local minimum of (3) and/or desirable volume 
ratio. The local and global minimum of the iteration history for a single run is henceforth referred to as the 
S-history local and S-history single-run-global minimum respectively. 
    
7. Numerical Examples  
In this section, the boundary based B-Spline FG optimisation algorithm described in section 6.3 is applied to the test 
problems of section 5. For both test problems the control point direction parameter is initially set as di = 0.1and increased 
by increments of 0.01. 
 
7.1. Short Cantilever 
The optimisation algorithm is applied to the short cantilever test problem of Figure 2(a) using a grid of size (48x30). The 
control point move limits mi are governed by ηi = (1/3,1) and the distance between control points is limited by ξmin = 1 and 
ξmax = 7.5.   
 (a) S-history local minimum ‘a’ (b) Iteration history of S(x) (c) S-history single-run global min.’b’ 
Figure 8: Shape optimization results for the short cantilever beam 
 
Figure 8(a) presents the S-history local minimum obtained after 115 iterations with a 32% volume reduction. Figure 8(b) 
shows the iteration history of the objective function S(x) where the S-history local minimum is achieved at ‘a’. There are 
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a number of S-history local minima produced by the convergence of solutions which increases the control point direction 
parameter di.  
The S-history single-run-global minimum occurs at iteration 70, has a volume reduction of 17%, is labelled ‘b’ on Figure 
8(b) and is presented in Figure 8(c). The S-history single-run-global minimum has a similar shape to the local solution of 
Figure 8(a) in that the material has been removed from the corners on the right hand side and a triangular shape void has 
formed on the left hand side. The difference in S(x) < 1% is small and mainly numerical. To further reduce S(x), material 
needs to be removed from within the structure as there remains areas of low sensitivity Se that the shape optimisation is 
unable to resolve. Thus the optimisation algorithm needs to incorporate changes in topology to reduce S(x) further. 
 
7.2. ‘Michell’ Type Structures 
Due to symmetry, only half of the ‘Michell’ type structure of Figure 2(b) is optimised with a (25x25) grid. The move 
limits mi are governed by ηi = (2/3,2.6) and the distance limits are ξmin = 3 and ξmax = 17.5.  The optimisation algorithm 
minimises the compliance-volume product S(x) until iteration 105, here the S-history single-run-global minimum is 
obtained with a volume reduction of 49% and is presented in Figure 9(a).  
 (a) S-history single-run-global minimum (b) Iteration history of the objective function S(x)   
Figure 9: Shape optimisation results for a ‘Michell’ type structure 
 
A plot of the objective function S(x) against iteration is given in Figure 9(b) and shows there are again multiple optima 
which can relate to oscillations that occur before an increase in the direction parameter di. An increase in di can also cause 
an increase in S(x) and generate multiple optima as material is being forcibly removed from a converged solution 
 
8. Topology optimisation 
 
8.1. Topology optimisation algorithm 
 
To implement topology optimisation, the following algorithm is implemented after step 10 of the shape optimisation 
algorithm detailed in section 6.3: 
 
1. Search for I elements with the minimum sensitivity Se.  
2. New holes are created at the minimum Se satisfying Se < di. Holes are created by inserting a closed B-spline with 
4 points around the minimum element e. The 4 control points are placed in the centres of the 4 diagonal elements 
to ensure complete removal of the element. 
3. The distances between the new B-spline and the existing B-splines are calculated. If two control points on 
different B-splines satisfy (15), as in Figure 10(a) for the user defined parameter ζ, the two boundaries are 
merged. Two boundaries are merged by removing the two closest control points and creating a new B-spline 
with the remaining control points as in Figure 10(b). 
 
(15) 
 
 (a) Two control points that satisfy (15) (b) 2 holes have merged into one  
Figure 10: An example of merging two holes 
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4. Determine the new distances between control points for the merged boundaries  
5. Continue with step 11 of shape optimisation algorithm. 
 
8.2. Preliminary results 
Boundary based topology optimisation using FG is applied to a simplified short cantilever whereby the load is applied to 
the bottom right hand corner of the structure. The direction of movement is defined by di = 0.1, which is increased by 0.01 
on convergence. The move limits mi are governed by η = (1/3,1), the distance between control points is determined by ξmin 
= 1 and ξmax = 5.625 and the distance between boundaries is limited by ζ = 1.6. 
Figure 11(a) shows iteration 38 before step 3 of the topology optimisation whereby close holes are merged. There is a 
cluster of 3 new holes introduced towards the centre of the structure at ‘c’. These 3 holes are merged using (15) in the 
same iteration, 38, to give the topology in Figure 11(b) with the merged hole labelled ‘d’. After 49 iterations, di has 
converged to 0.21 and several holes have been introduced as in Figure 11(c). 
 
(a) A cluster of 3 holes are introduced  (b) The cluster of 3 holes are merged   (c) Topology at di = 0.21 
Figure 11: Intermediate topologies for the topology optimization of a short cantilever 
 
Figure 12 shows the iteration history of the objective function S(x). S(x) is minimised to iteration 49 (Figure 11(c)) and 
shows evidence of converging di.  
Figure 12: Iteration history of the objective function S(x) 
 
9. Conclusions 
Structural optimisation has been implemented using an efficient linear solver, within a Fixed Grid environment which 
uses B-splines to represent a structures boundary and has mathematically based optimality conditions. 
The linear solver used was a direct solver known as a multifrontal solver. This multifrontal solver was chosen after a 
series of investigations showed that it was a fast direct solver for the class of problems created by the FG environment. 
The investigations also revealed that the multifrontal solver is faster than the iterative Jacobi preconditioned conjugate 
gradient for a modest number of degrees of freedom. 
Using B-splines to represent the boundaries of a structure, smooth solutions were efficiently produced which were free 
from common numerical instabilities such as the formation of chequerboard patterns. Hence, the removal of these 
numerical instabilities has increased the reliability of the optimisation method. 
In addition, the optimisation algorithm for existing boundaries was extended to create holes and merge holes, and a 
preliminary result for this effort was presented.  The results suggest that the optimisation method produces solutions that 
agree well with known benchmark test problems and therefore the development of the topology optimisation 
implementation is continuing. 
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