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Abst rac t - -We consider the following boundary value problem, 
(_:),~-1 y~,n (t) = (-1) p+l F (t,y (~" 1 (t))), 
yzx~ (a) = 0, 
v ~ (~ (b)) = 0, 
te [a ,b ]aT ,  
0<i<p-1 ,  
p<i<n-1 ,  
whcre n _> 2, 1 _< p _< n - 1 is fixed and T is a time scale. By applying fixed-point theorems for 
operators on a cone, existence criteria are developed for triple positive solutions of the boundary 
value problem. We also include examples to illustrate the usefulness of the results obtained. @ 2005 
Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we consider the differential equation on time scales of the form, 
( -1 ) '~- lyA '~( t ) - - ( - -1 )P+lF ( t ,y (a" - l ( t ) ) ) ,  tE  [a,b], 
together with two-point right focal boundary conditions, 
y A i (a )=0,  0<i<p-1 ,  
y:': (or (b)) = O, p < i < n - 1, 
where p ,n  are fixed integers satisfying n 
p(a(b) )  = b. 
(i.i) 
(1.2) 
> 2, 1 < p < n -  1, a,b E T with a < a(b) and 
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To understand the notations used in (1.1), we recall some standard efinitions as follows. The 
reader may refer to [1] for an introduction to the subject. 
(a) Let T be a time scale, i.e., T is a closed subset of R. We assume that T has the topology 
that it inherits from the standard topology on IR. Throughout, for any c, d (> c), the 
interval [e,d] is defined as [c,d] = {t E T ] c < t < d}. We also use the notation 
R[c,d] to denote the real interval {t C R ] c < t < d} and X[c,d] to represent he set 
{t E X ] c < t < d}. Analogous notations for open and half-open intervals will also be 
used. 
(b) For t < sup T and s > in fT ,  the forward jump operator, ~ and the backward jump 
operator, p are defined, respectively, by 
~r (t) = inf{T C T I v > t} ~ T and p(s)  = sup{~- E T I 7 < s} E T. 
We define crn(t) = (7(cT~-l(t)) with (~°(t) -- t. Similar definition is used for f~(s). 
(c) F ix t C T. Let y : T --- R. We define ym(t) to be the number (if it exists) with the 
property that given ~ > 0, there is a neighbourhood U of t, such that,  for all s E U, 
I[Y (~ (t)) - y (s)] - yA ( t ) [~ (t) - s]l < e I~ (t) - ~1. 
We call yA(t) the delta derivative of y(t). Define yA~(t) to be the delta derivative of 
y~" '(t), i.e., y~"~ (t) = (yA,, ' ( t ) / ' .  
(d) If F/'(t) = f(t), then we define tile integral, 
Ja t f (T) = (t) -- (a). A r  F F 
We shall establish criteria so that the boundary value problem (1.1),(1.2) has at least three 
positive solutions in C[a, an(b)]. In addition, estimates on the norms of these solutions will also 
be provided. Note that y is a positive solution if y(t) >_ 0, for t C [a, cr'~(b)]. Both fixed-point 
theorems of Leggett and Wil l iams [2] as well as of Avery [3] will be used to derive sets of criteria 
for the existence of triple solutions for (1.1),(1.2). Not only that  new results have been achieved 
(to date in the l iterature), we also discuss the relation between the results in terms of generality, 
and i l lustrate the importance of the results through some examples. Moreover, we are considering 
(1.1),(1.2) with very general nonlinear term F - - th i s  yields a much more appropriate and robust 
model for many nonlinear phenomena [4,5]. 
The present work is motivated by the fact that boundary value problems model numerous 
physical phenomena in nature, hence, it is of fundamental importance to know the criteria that 
ensure the existence of at least one meaningful solution. Knowledge of how many solutions is 
probably most important from a numerical standpoint. If it is known that there are multiple 
solutions, then natural ly one may need to develop methods that produce a specific one of the 
solutions for efficiency sake. Many papers have discussed the existence of positive solutions of 
boundary value probienrs on the real and discrete domains, we refer to [6-11] and the monographs 
[12,13] which give a good documentary of the l iterature. A recent trend is to consider boundary 
value problems on t ime scales, which include the real and the discrete as special cases, see [14 20]. 
Our approach in the present work not only unifies the analysis for the real and the discrete cases 
in [21,22], but also leads to new results which, when reduced to IR and Z, are also new in the 
l iterature. 
The paper is organized as follows. Section 2 contains the necessary definitions and fixed-point 
theorems. The existence criteria are developed and discussed in Section 3. Finally, examples are 
presented in Section 4 to i l lustrate the importance of the results obtained. 
2. PREL IMINARIES  
In this section, we shall state some definitions, the relevant fixed-point heorems, and some 
properties of a related Green's function. Let B be a Banach space equipped with norm I] • II. 
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DEFINITION 2.1. Let C (C B) be a nonelnpty closed convex set. We say that C is a cone, 
provided the following conditions are satisfied: 
(a) if y • C and a _> O, then ay • C; 
(b) if y • C and -!I • C, then 11 = O. 
DEFINITION 2.2. Let C (C B) be a cone. A map ~b is a nonnegative continuous concave functional 
on C if the following conditions are satisfied: 
(a) ~ : C -~ R[O, o~) is continuous; 
(b) ~b(tx + (1 t)y) >_ t~(x) + (1 -  t)~b(y), for alI x, y • C and O < t < l. 
DEFINITION 2.3. Let C (C B) be a cone. A map t3 is a nonnegative continuous convex functional 
on C if the following conditions are satisfied: 
(a) /3 : C --+ R[0, oc) is continuous; 
(b) /3(tx + (I - t)y) < t/3(x) + (i - t)/3(y), for all x, y • C and 0 < t < 1. 
Let h', /3, O be nonnegative continuous convex functionals on C and a, ~b be nonnegative 
continuous concave functionals on C. For nonnegative numbers wi, 1 < i < 3, we shall introduce 
the following notations: 
C (w~) = {y • C 
C (~, w~, w,~) = {y • C 
P(~,Wl )  ~-- {y • C 
P(%a,  wx,w2) = {11 • C 
Q (7 ,~,~, ,~)  = {y • c 
P(~,  ~),c~,w~,w2,w3) = {y • c 
Q ("/ , /3,¢,Wl,W2,Wa) = {11 • C 
Ilyll < Wl}, 
(y) ~ W 1 and Ilyll -< we}, 
(11) < ~},  
Ct (11) ~___ W 1 and 7 (11) -< w2}, 
/3 (y) < Wl and 7 (Y) -< w2}, 
(y) >_ ~,1, e (11) _< ~2 and ~ (11) < ~,~}, 
¢ (11) _> ~, ,  /3 (11) _< w~ ~nd ~ (y) _< ~}.  
The following fixed-point theorems are needed later. The first is usually called Leggett- 
Williams'fixed-point theorem, and the second is known as the five-functional fixed-point heorem. 
THEOREM 2.1. (See [2].) Let C (C B) be a cone, and w 4 ~> 0 be given. Assume that ~b is a 
nonnegative continuous concave functional on C, such that ¢(y)  <_ IlYll for all y • C(w4), and 
let S : C(w4) ~ C(w4) be a continuous and completely continuous operator. Suppose that there 
exist numbers wi, w2, w3, where 0 < wi < w2 < w3 _< w4, such that 
(a) {y • c(¢,w2, ,~3)  I~(v) > w2} ¢ O, and ~(Sy)  > ~2, for all y • C(W,~2,~3); 
(b) IlSyll < Wl, for all y • ¢(Wl) ;  
(c) ~(Sy)  > w2, for al ly • C(¢,w2,w4)  with IlSyll > wa. 
Then, S has (at least) three fixed points yl, y2, and Y3 in C(w4). Furthermore, we have 
yxEC(wl ) ,  y2•{yEC(~,w2,w4)  I~b(y)>w2},  and 
y~ • 0 (~4) \ (c (~, ~,,,,4) u 0 (~)).  
TttEOREM 2.2. (See [3].) Let C (C B) be a cone. Assume that there exist positive num- 
bers wa, M, nonnegative continuous convex functionals %/3, 0 on C, and nonnegative continuous 
concave functionals c~, ~b on C, with 
a (y) _< /3 (y) and Ilyll < M~, (y), 
for all y E /5(% wh). Let S : P('y, wh) ---+ /5('7,w5) be a continuous and completely continuous 
operator. Suppose that there exist nonnegative numbers wi, 1 < i < 4 with 0 < w2 < wa, such 
that 
(a) {y e P(7 ,0 ,  ct, w3,w4,w5) [ c~(y) > wa} ¢ 0, and c,(Sy) > wa, for all y E P(%O,a ,  w3, 
w4,wh); 
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(b) {y C Q(%fl,¢,Wl,W2, W5) ] fl(Y) < w2} ¢ 0, and ~(Sy) < w2, for all y E Q("/,/3,¢,Wl, 
w2,w5); 
(c) a(Sy) > wa, for all y e P('y,a, wa,w5) with e(Sy) > w4; 
(d) ~(Sv)  < ~2, for all y c Q('y, ~, ~2, ~5) with ¢(Sy) < ~l- 
Then, S has (at least) three fixed points Yl, Y2, and ya in P(% ws). Furthermore, we have 
~(Yl) <w2, a (y2)>wa,  and ~(Ya)>w2,  w i tha(ya)<wa.  
To obtain a solution for (1.1),(1.2), we require a mapping whose kernel G(t, s) is the Green's 
function of boundary value problem (1.2), 
( -1)~-1 yA~ (t) = 0, tE[a,b].  (2.1) 
THEOREM 2.3. (See [23].) The Green's function of the boundary value problem (2.1),(1.2) may 
be expressed, for (t, s) C [a, (Tn(b)] x [a, b], as 
p--1 
(--1) '~-1 E Zi (t) hn--1-- i (a, (7 (S)) ~- (--1) n h,~-I (t, cr (s)), 
0 (t, ~) = ~=0 
p--1 
( -1)  n-1 E Ti (t) h,~-l-i (a, (7 (s)), 
i=0 
t << ~ (~), 
t >_ (7 (4 ,  
where 
~s th0(t,s)  =1,  h i+ l ( t , s )= h i ( r ,s )  Ar, i=0 ,1 , . . . ,  
ItITl ~Tp1~Tp ~Til 
To(t) = 1, Ti(t) . . . . . . .  ATi . . .Ar2AT1, i=  1,2, . . . .  
.,~ .,~ (b) %) 
LEMMA 2.4. (See [23].) For (t,s) E [a,(7'~(b)] x [a,b], 
0 _< ( -1)  p+l G (t, s) _< ( -1)  p+l G ((7~ (b), s). 
REMARK 2.1. In [23], it is noted that (-1)P+~G(t, s) is a nondecreasing function in t 6 [a, a'~(b)]. 
Throughout his paper, for a fixed number 5 c R(0, 1/2), we let 
c = min{t E T I t ~ a- -  ~((7'* (b) - a)}, 
d = max{t E T It _< (7" (b) - d((7 n (b) - a)}, 
and assume the existence of c and d, such that a < c < p, -1 (d) < (7 (b). 
(2.2) 
LEMMA 2.5. (See [23].) For (t, 8) E [c, d] x [a, b], 
( -1)  p+I G (t, s) _> k ( -1)  p+I G (or *~ (b), s), 
where 0 < k < 1 is a constant given by 
k inf G (c, s) 
s<a,bl G ((Tn (b), s)' 
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3. EX ISTENCE CRITERIA  FOR TR IPLE  POSIT IVE  SOLUTIONS 
Let the Banach space B - C[a, a~(b)] be equipped with the usual norm, 
HyH = sup ly (t)l. 
tE[a,a"(b)]  
Throughout, let d • R(0, 1/2) be fixed. Thus, the constants c, d, and k in (2.2) and Lemma 2.5 
are determined. 
For clarity, we shall now list the conditions used in this section. In these conditions, ~1, ~2, 
~3, ~4 are some numbers in [a, a*~(b)], and the sets / ( ,  I4 are given by 
={y•B iy ( t ) _>0,  t• [a ,a~(b) ]} ,  
t (=  ~y•/ ( iy ( t )>0,  for sometc  [a ,~(b) ]~ =/~/ \ (o}. 
k J 
(C1) The function F : [a, a(b)] x R ~ R is continuous with 
F (t, y) > o, (t, y) • [a, ~ (b)] × ~,  
and 
F ( t ,y )  > 0, (t,y) C[a,~r(b)]xK. 
(C2) There exist continuous functions f, u, v with f : R[0, oo) ~ R[0, oc) and u, v : [a, a(b)] 
R[0, ec), such that 
u(t)f(y(a'~-l(t)))  <F(t ,y(a~- l ( t ) ) )  <_v(t) f (y (a" - l ( t ) ) ) ,  (t,y) c [a,a(b)] x/2/. 
(C3) There exists a number 71 c R(0, 1], such that u(t) >_ r]v(t), for t E [a, a(b)]. 
(C4) G(cr'~(b), s)v(s) is nonzero, for some s E [a, a(b)). 
(C5) G(c, s)u(s) is nonzero, for some s • [c, pn-l(d)).  
(C6) G(~2, s)u(s) is nonzero, for some s • [~2, pn--l(~3))' 
(C7) C(~4, s)v(s) is nonzero, for some s • [~, p"-~(~4)). 
To proceed, we define the operator S : B ~ B by 
i ~(b) ( -1)  p+l (or ~-1 [a, a n (b)] (3.1) Sy(t) = G(t,s) F(s,y (s))) As, t•  . 
oa  
It is clear that a fixed point of the operator S is a solution of (1.1),(1.2). If (C2) holds, then from 
Lemma 2.4, we have the following, for (t,y) • [a,a~(b)] x K, 
i °(b) (-1)P+I G (t, s)u (s) f (y (a n-1 (s))) As 
* , 'a  (3.2) 
f~(b) (--1) p+I _< sy (t) < a (t, s) ~ (s) f (y (~n-~ (s))) As. 
da 
Next, we define a cone in 13 as 
C= ~y•B[y(t)>__0, t•  [a,c~"(b)]; min y(t)>_ONyH; , 
[ tc[~,d] J 
where 0 = k~] • R(0, 1), k and r] are given in Lemma 2.5 and (C3), respectively. Clearly, C c_/2/. 
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We also introduce the following constants which will be used in our results, 
q f °(b) (-1) p+I G (o -n (b), s) v (s) As, 
aa  
~- .~p .... (d) (-1)P+]G(e,s)u(s) As, 
dl : [pn  1((3) (-1) p+I G ((2, s) u (s) As, (3.3) 
J(2 
d2 : [P  .... ((4) (-1) p+I a ((4, s) v (s)/ks, 
d(1 
~a~l fa(b) 
d3 = (--1)P+lc(~4,S)V(S)zfkS-'-]p,~_I((4) -1 P+la((4,s)v(s)/k8. 
We begin with Lemmas 3.1 3.3. 
LEMMA 3.1. (See [23].) Let F : [a, cr(b)] x R ~ ]R be continuous. Then, the operator S : B - ,  B 
is continuous and completely continuous. 
LEMMA 3.2. Let (C1)-(C3) hold. Then, the operator S maps C into C. 
PROOF. Let y C C. Then, by Lemma 2.4 and (C1), we see that 
~ (b) (--1) v+l ( O'n-1 Sy(t) = G(t,s) F (s ,y  (s))) As > O, tE  [a, an(b)]. 
Next, using (3.2) and Lemma 2.4 gives for t e [a, an(b)], 
F (b) (__l)P+l ((7 n-1 ISy(t)l = Sy(t) <_ a( t ,s )v(s )  f (y (s))) As 
, /a  
f~(b) _< (-1) p+I G (c~" (b), s) v (s) f (y (~,~-1 (s))) As. 
aa 
Hence, we have 
~a ~(b) (__l)P+l ][Sy[I < G (~r n (b), s)v (s) f (y (~- '  (s))) As. (3.4) 
Now, for t e [c, d], using (3.2), Lemma 2.5, (C3) and (3.4), we get 
~ (b) (--1) p+I ( O'n-1 Sy (t) > G (t, s) u (s) f (y (s))) As 
>_ (-1)P+'kG(an(b),s)~lv(s)f(y(cp~-l(s)))As>_k~I[Sy[]=O[[Sy[]. 
This leads to mint~[c,d] Sy(t) > 011Syll. w~ have shown that Sy ~ C. | 
LEMMA 3.3. Let (C1)-(C4) hold. Suppose there exists a number co > O, such that f(x) < co~q, 
for x E R[0, w]. Then, 
s (0 <_ c c 0 
PROOF. Let y 6 C(w) and so y 6 R[0, w]. An application of (3.2), Lemma 2.4, (C4), and (3.3) 
gives for t C [a, cr ~'(b)], 
f. 
~(b) 
Sy(t) <_ ( -1)P+lG(crn(b) ,s )v(s) f (y(~n- l (s ) ) )As  
fff(b) __ = < (--l) p+I G (or '~ (b), s) v (s) co As q~ : ~. 
q q 
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Thus, IlSyll < ~. Coupling with the fact that Sy e C (Lemma 3.2), we have Sy C C(w). 
Therefore, we have shown that S(¢(w)) C_ C(w) C C(w). I 
We are now ready to derive our first theorem using Leggett-Williams' fixed-point theorem 
(Theorem 2.1). 
THEOREM 3.4. Let (C1) (C5) hold. Suppose there exist wi E R +, 1 < i < 3 where 
W2 
such that the following conditions are satisfied: 
(H1) f(x) < wl/q, for x E R[0,wl]; 
(H2) one of the following holds: 
(i) limsup~__+oo f (x ) /x  < 1/q; 
(ii) there exists a number m (>_ wa), such that if x E R[0, m], then f(x) < re~q; 
(Ha) > • 
Then, the boundary value problem (1.1), (1.2) has (at least) three positive solutions yl, Y2, Ya • C, 
such that 
Ilylll < "~; 
Y2 (t) > w2, t • [c, d]; (3.5) 
[[YAH > Wl and min Ya (t) < w2. 
te[c,d] 
PaooF .  We shall employ Theorem 2.1. First, we shall prove that Condition (H2) implies the 
existence of a number w4 where w4 >_ w3, such that 
S (C (w4)) C (~ (w4). (3.6) 
Suppose that (H2)(ii) holds. Then, by Lemma 3.3, we have (3.6) immediately when we pick 
w4 = m. Suppose now that (H2)(i) is satisfied. Then, there exist T > 0 and e < 1/q, such that 
f (x) 
- -  < e, x > T .  (3 .7 )  
X 
Define M = maXxE~,[0,T ] f(x). In view of (3.7), it is clear that 
f (x )  <M+ex,  x>0.  
Now, let w4 be such that 
W4 > max{w3, /!/1 (~- -~) -1} .  
(3.8) 
(3.9) 
For y E C(w4) and t E [a, a'~(b)], we use (3.2), Lemma 2.4, (3.8), (3.3), and (3.9) to get 
~(b)  
Sy (t) < ( -1)  "+1G (or ~ (b), s) v (s) f (y (a,~-1 (s))) As 
f 
~(b) 
(--1) p+I V (a n (b), s) v (s) (M + ew4) As 
=q(~I-~EW4) < q[W4 (~ --E) ~-£W4] =W4. 
Hence, IlSyll < w4 and so Sy E C(w4) c C'(w4). Thus, (3.6) follows immediately. 
Let ~ : C + R[0, ec) be defined by 
(y) = min y (t). (3.10) tC[c,d] 
Clearly, ~; is a nonnegative continuous concave functional on C and ¢(y) _< ]]yi], for all y E C. 
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We shall verify that Condition (a) of Theorem 2.1 is satisfied. For this, note that 
since y(t) - 1/2(w2+w3) is a member of the set. Next, let y ¢ C(~,ws,w3). Then, w2 _< ~b(y) _< 
Ily[I <- w3 and so we have 
y (4  e R [w2, w~], s • It, d], 
which implies 
y (~'~-' (s)) • a[w2, w3], s•  [c, p~-l  (d)] . 
Using this together with (3.2), Remark 2.1, (H3), (C5), and (3.3), we get 
f 
~(v) 
¢(Sy)= min Sy(t)>_ rnin ( -1 ) ;+ 'G( t , s )u (s ) f (y (a '~- l ( s ) ) )As  
tC[c,d] te[c ,d]  j a 
L ~(~) (c, s)u ( s ) f  (y (~n-,  (s))) As ( -1 )p+IG 
f~'~-~(~) (_1)~+1 (~n-1 >_ G (c, s) u (s) f (y (s))) As 
dc 
f'" ~(~)(-1) p+la(~,s )~(s )  w~ Z~s > 
W 2 . 
Thus, we have shown that ¢(Sy) > w2, for all y c c(~,we,w3) and hence, Condition (a) of 
Theorem 2.1 holds. 
Next, we note from Lemma 3.3 and condition (H1) that 
s (0 (~) )  c C(~l) c 0(~, ) .  (3.11) 
Hence, Condition (b) of Theorem 2.1 is met. 
Finally, we shall show that Condition (c) of Theorem 2.1 holds. Let y E C(¢,w2,w4) with 
IISyll > w3. Applying (3.2), Lemma 2.5, (C3), (3.4), and (3.3), we find 
¢(Sy)-- min Sy(t) 
te[c,d] 
L ~(b) ( - -1 )  p+I  ( c rn -1  > min G(t , s )u (s ) f (y  (s)))As tc[c,a] 
L 
~(b) 
>_ k( -1)P+lG(crn(b) ,s ) , lv (s) f (y(crn- l (s ) ) )As  
W2 
>_ 0 I1@11 > 0w3 _> 0 T = w~ 
Hence, ~b(Sy) > w2 for all y e C(¢,w2, w4) with IlSYll > w3. 
Consequently, it follows from Theorem 2.1 that the boundary value problem (1.1),(1.2) has (at 
least) three positive solutions Yl, Y2, 93 c C(w4) that satisfy (3.5). | 
We shall now employ the five-functional fixed-point heorem (Theorem 2.2) to give other exis- 
tence criteria. In applying Theorem 2.2, it is possible to choose the functionals and constants in 
many different ways. We shall present wo results to show the arguments involved. In particular 
the first result is a generalization of Theorem 3.4. 
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THEOREM 3.5. Assume there exist ~1,~2,~3,~4 E T with 
a ~ ~1 ~ c ~ ~2 < ~3 ~ d ~ ~4 ~ o'n (b), 
~1 < p,~-i (~4), @ < p,~-i (~3), and p,~-i (~4) _< a (b). 
Let (C1)-(C3), (C6), and (C7) hold. Suppose there exist w~ E iR +, 2 < i < 5, where 
W3 whd3 
0<w2<wa<~-_<w4_<w5 and w2>- - ,  
q 
such that the following conditions are satisfied: 
(H4) f (x )  < (l/d2)(w2 - (w J3 /q) ) ,  for x C R[0, w2]; 
(H5) f ( z )  <_ ws/q, for x E R[0, w5]; 
(H6) f (x )  > w3/dl,  for x • R[w3, w4]. 
Then, the boundary value problem (1.1),(1.2) has (at least) three positive solutions Yl, Y2, Y3 E 
O(ws), such that 
Yl (t) < W2, t E [~1,~4]; 
Y2 (t) > w3, t E [~2,~3] ; (3.12) 
max Ya(t)>w2 and rain y3(t) <w3. 
PROOF. Theorem 2.2 will be applied. We begin by defining the following functionals on C, 
¢ (y )= min y(t) ,  
tE[c,d] 
9 (y) = e (y) = max y ( t ) ,  
te [~l ,C41 
c,(y)= min y(t) 
te[~2,¢31 
7 (Y) = IIyll • 
(3.13) 
First, we shall show that the operator S maps/3(7 , w5) into/5(7 , w5). Let y E/)(7, w5). Thus, 
we have y C ]R[0, wh]. Using (3.2), Lemma 2.4, (H5) and (3.3) gives for t E [a,a*~(b)], 
Hence, 
i o(b) (--1) p+I (~,~- 1 [Sy( t ) l=Sy( t )<_  G( t , s )  v (s ) f (y  (s))) As 
: ,~(b) w5 _< (--1) p+I G (or n (b),s) v (s) WhAs = q - -  = wh. 
-a  q q 
7 (sy )  = II@IL __ 
From Lemma 3.2, we already have Sy C C, thus, it follows that Sy C /5(7, wh). Hence, we have 
shown that S: /5(7 ,w5) -+/5(7, Wh). 
We next prove that Condition (a) of Thcorem 2.2 holds. Wc obscrve that 
{y E P (% O, oL, w3,w4,wh) I oL(y) > w3} 5~ 0, 
since y(t) - (1/2)(wa + W4) is an element of the set. Let y E P (7 ,0 ,  ct,w3, w4, w5). Then, 
a(y) >_ wa and @(y) _< w4 imply that 
y(8)  C ]I~[w3,w4] , S C [~2,~3], 
and SO, 
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Using this together with (3.2), l~emark 2.1, (C6), (H6), and (3.3), we get 
L 
~(b) 
c~ (Sy) = min Sy (t) >_ min (--1) p+I O (t, s) u (s) f (y (O "n-1 (8))) As 
L 
~(b) 
= ( - -1 )P+lc ({2 ,s )u (s ) f (y (Gn- ' ( s ) ) )As  
j~P'~ (_l)V+' (0 -'n-1 
1(~3) 
> O (~2, s) u (s) f (y (s))) As 
2 
W3 W3 
> p ..... (~a) (--1) p+IG(~2,s) u(S)-~I As  = d l~71 = w3. 
2 
Hence, c~(Sy) > w3 for all y E P(% O, c~, wa, w4, w5) and so Condition (a) of Theorem 2.2 holds. 
Next, we verify that Condition (b) of Theorem 2.2 is satisfied. Let Wl be such that 0 < Wl < we. 
Note that 
{y E Q(7,A~,¢,wl,w2,w~)l~(y) < w2} ¢ 0, 
since y(t) = 1/2(wl + w2) is an element. Let y c Q(% ~, ~, wl, w2, ws). Then, we have ~(y) _< w2 
and 7(Y) -< w5 which lead to 
y (S) • ~ [0, W2] , S • [~1, ~4], and y (s) • ]R [0, w5], s • [a, cr n (b)], 
and subsequently, 
(O "n-1 (8)) E ]i~[0,W2] , S C [~l,pn--1 ({4)] 
and 
y (G n-1 (8)) C R[0,W5] , e [a, ~ @)]. 
(3.14) 
Then, an application of (3.2), Remark 2.1, (C7), (H4), (H5), and (3.3) yield 
3 (Sy) = max j~a °-(b) (__I)P+ 1 (0 -n-1 ~[~1,~4] ~,~y (t) ~ t~[~l,~4]"lax G(t ,s )v(s ) f (y  (s))) As 
L 
~(b) 
: (-- l) p+I G (~4, 8) V (8) f (y (G n-1 (8))) As  
= fp, , - l (~)  (-1) p+I G (44, s)v (s) f (y (a n-1 (s))) As 
L ~' ( _ i )p+i  (0 "n-I  Jr- O (~4, 8) 13 (8) f (y (s))) As 
f 
~(b) 
+ (-~)~+~ o (~, ~) ~ (s) f (y (~'~-~ (~))) A~ 
Jp" i({4) 
< (-1)  p+' c (~, ~) ~ (~) _ w~ A~ 
J~ q 
+ c (44, ~) ~ (~) A~ + if(b) 
Jp~ 1({4) 
d 1 (a2  wf3)  d w5 2T W2 Jr- 3 - -  W2 . 
q 
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Hence, /3(Sy) < w2 for all y • Q(%/3,¢,wl,w2,wh). Thus, Condition (b) of Theorem 2.2 is 
fulfilled. 
We shall next show that Condition (c) of Theorem 2.2 is met. Observe that, by (3.2) and 
Lemma 2.4, we have for y • C, 
~a(b) (--1) p+l 0 (Sy) = max Sy (t) <_ G (~ (b), s) v (s) f (y (~,~-1 (s))) As. (3.15) 
Moreover, using (3.2), Lemma 2.5 and (C3), we get for y • C, 
jf~(b) a (Sy) = rain Sy (t) >_ rain ( -1)  p+I G (t, s) u (s) f (y (O "n-1  (8))) AS 
t~[~2,~3] te[~2,~a] 
f~(b) (--1) p+l (3.16) _> k G (or ~ (b), s) ,v  (s) f (y (or n-1 (s))) As 
~a 
f ~(b) (--1) p+t = 0 G (~ (b), s) v (s) f (y (or n-1 (s))) As. 
A combination of (3.15) and (3.16) gives 
a (Sy) > 0 O (Sy), y • C. (3.17) 
Let y • P(%c~,w3,wh) with O(Sy) > w 4. Then, it follows from (3.17) that 
W3 
(Sy) >_ o e (Sy) > ow4 >_ o -K  = w3. 
Thus, a(Sy) > w3, for all y • P(%a,w3,wh) with O(Sy) > W4. Hence, Condition (c) of 
Theorem 2.2 holds. 
Finally, we shall prove that Condition (d) of Theorem 2.2 is fulfilled. Let y • Q(%/3, w2, w~) 
with ~(Sy) < wl. Then, we have/3(y) < w2 mad 7@) -< ws which give (3.14). Using a similar 
argument as in proving Condition (b) of Theorem 2.2, we obtain fl(Sy) < w2. Thus, Condition (d) 
of Theorem 2.2 is satisfied. 
Now, an application of Theorem 2.2 ensures that the boundary value problem (1.1),(1.2) has 
(at least) three positive solutions Yl, Y2, Y3 c t5(% ws) = C(ws), such that 
/3 (yl)  < *,,~, ~ (v2) > ~3,  and 9 (y3) > ~2,  
which in turn reduce to (3.12) immediately. 
Now, let us consider the special case when 
~1 : a, ~2 : e, ~3 = d, and 
Then, 
d 1 = % d 2 = q, and d3 = 0. 
In this case Theorem 3.5 yields the following corollary. 
COROLLARY 3.6. Let (C1)-(C3) hold, and also assume the following: 
(C6)' G(c, s)u(s) is nonzero, for some s E [c,p'~-'(d)); 
(C7)' G(an(b), s)v(s) is nonzero, for some s e [a, a(b)). 
Suppose there exist wi E R +, 2 < i < 5, where 
W3 
O<w2 <ws<-~_<w4<ws,  
such that the following conditions are satisfied: 
(H4)' f (x)  < w2/q, for x E R[0,w2]; 
(Hh)' f(x) <_ wh/q, for x e R[0,wh]; 
(H6)' f(x) > Wn/T, for x • R[w3, w4]. 
with a (ya) < w3, 
& - ~ (b). 
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Then, the boundary value problem (1.1),(1.2) has (at least) three positive solutions Yl, y2, Y3 E 
O(ws) such that 
IlYl I[ < ~'2; 
Ily~ll > ~2 and min y3 (t) < w3. 
tE[c,d] 
REMARK 3.1. 
(a) Corollary 3.6 is actually Theorem 3.4. Hence, Theorem 3.5 is more general than The- 
orem 3.4. This also shows that the five-functional fixed-point theorem (Theorem 2.2), 
which is used to obtain Theorem 3.5, generalizes Leggett-Williams' fixed-point heorem 
(Theorem 2.1), which is the main tool for Theorem 3.4. 
(b) The proof of Theorem 3.4 is definitely simpler than that of Theorem 3.5. Indeed, in the 
proof of Theorem 3.4 there is only one functional to be determined as compared to five 
functionals in Theorem 3.5, thus, the arguments used in Theorem 3.5 are different from 
those in Theorem 3.4 and are much more complicated. 
(c) The existence criteria obtained in Theorem 3.4 are relatively simple to check as compared 
to those in Theorem 3.5. 
(d) Leggett-Williams' fixed-point theorem is well known in literature, possibly because of 
the ease to apply and also it produces easily verifiable criteria, in fact, even today, many 
authors are still finding new applications of this theorem, the reader is referred to the very 
recent work of [24 30]. Five-functional fixed-point heorem, though more general, needs 
greater skill to apply and the results obtained are more difficult to check. Consequently, 
it is not as popular as Leggett-Williams' fixed-point heorem. Still, a number of work has 
made good use of this theorem, see [31-34]. 
The next result illustrates another application of Theorem 2.2. 
THEOREM 3.7. Assume there exist ~1,~2, ~3, ~4 E T with 
e< ~ <~2 <~3 <~4 < d, 
~1 < #~-1 (~) ,  ~= < p~-~ (~z), and p~-i (~4) _< ~ (b). 
Let (C1)-(C4), (C6) and (C7) hold. Suppose there exist w~ E R +, 1 < i < 5, where 
W3 wsd3 
0 < W 1 < W20 < W2 < W3 < ~ < W4 < W5 and w2 > - - ,  
q 
such that (Hh), (H6) hold and also 
(H7) f(x) < (l/d2) (w2 - (whd3/q)) for x C ]R[wl, w2]. 
Then, the boundary value problem (1.1),(1.2) has (at least) three positive solutions Yl, Y2, Y3 • 
O(w~) such that 
y~ (t) < w2, 
y2 (t) > w3, 
max y3(t) > w2 and 
PROOF. In the context of Theorem 
t c [6, ~4]; 
t c [&, ~3]; 
min y3(t) < w3. 
2.2, we define the following functionals on C, 
(y) = min y( t ) ,  
9(y)  = max y( t ) ,  
e(y)  = max y( t ) ,  
(y) = min y ( t ) ,  
(3.18) 
(3.19) 
7 (y) = b l l .  
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Using a similar argument as in the proof of Theorem 3.5, we can show that the operator S 
maps t5(% ws) into P(% ws), and also Condition (a) of Theorem 2.2 is satisfied. 
We now verify that Condition (b) of Theorem 2.2 holds. Just as before, we note that 
{y • Q(%~,~,Wl,W2,Ws) I~(y) < ~2} ¢ 0, 
since y(t) =_ (1/2)(wl + w2) is an element. Let y • Q(%/3,~,wl,w2,ws), then ~(y) > Wl, 
9(y) _< ~2 and ~(y) _< ~ lead to 
y(8)  E ]~[Wl,W2],  S • [~1,~4], 
and 
y (s) e R [0, ~] ,  s e [a, ~" (6)], 
which imply 
l/ (O "n-1 (8)) E ]~[Wl,W2] , 8 C [41, fin 1 (~4)1 , 
and 
y (cr~-l(s)) E R[0, w5], sE [a,a(b)]. 
Then, using (3.2), Remark 2.1, (C7), (H7), (H5), and (3.3), we find 
f 
a(b) 
/~ (Sy) < ( -1)  p+I G (44, s) v (s) f (y (O "n-1 (8))) Z2k8 
Ja  
. . . .  
(--1) p+I O (44, S) V (S) d2 w2 /ks 
J¢~ q 
r + o (~, ~) (~) z,~ + if(b) 
= d2 ~ w2 + d3--  = w2. 
Thus, fl(Sy) < w2 for all y E Q(7,/3, ~, wl, w2, ws) and Condition (b) of Theorem 2.2 is satisfied. 
Next, we shall show that Condition (c) of Theorem 2.2 is met. By (3.2) and Lemma 2.4, we 
obtain for y E C, 
[ ~(b) e(Sy)= max Sy(t )< ( -1)P+lG(~n(b),s)v(s) f (y(~rn- l (s)) )As.  (3.20) 
tE [~2,~a] ~ 
Using a previous argument we also have (3.16) which, when combines with (3.20), gives (3.17). 
The rest of the proof is similar to that of Theorem 3.5. 
Finally, we shall check that Condition (d) of Theorem 2.2 is satisfied. By (3.2) and Lemma 2.4, 
we see that for y E C, 
~ a(b) (--1) p+I I ~ (Sy) = max Sy (t) <_ O (an (b), s) v (s) f (y (O "n-x (S))) Z~S. (3.21) tE [~I ,~4] 
On the other hand, it follows from (3.2), Lemma 2.5 and (C3) that for y E C, 
[a (b )  (--1) p+I (Sy) = min Sy (t) > 0 G (~ (b), s) v (s) f (y (or '~-1 (s))) As. (3.22) 
tE [(1 ,~41 -, a 
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A combination of (3.21) and (3.22) gives 
¢ (Sy) >_ Off (Sy), y ¢ C. (3.23) 
Let y C Q(7, fl, w2, ws) with gJ(Sy) < wl. Then, (3.23) leads to 
1 1 1 
(Sy) <_ g¢ (Sy) < -d~ < -~w2O = ~2. 
Thus, 3(Sy) < w2, for all y C Q(7, t3, w2,wa) with ¢(Sy) < Wl. 
Theorem 2.2 is fulfilled. 
It now follows from Theorem 2.2 that the boundary value problem (1.1),(1.2) has (at least) 
three positive solutions y~, Y2, y3 C/5(% wa) - 0(ws), such that 
/3 (Yl) < W2, c~ (Y2) > w3, and ~ (Y3) > W2, with a (Y3) < W3, 
which in turn reduce to (3.18) immediately. | 
Hence, Condition (d) of 
4.  EXAMPLES 
In this section, we shall provide examples to illustrate the usefulness of the results obtained in 
Section 3. 
EXAMPLE 4.1. Let T = R[0, 1) U Z +. Consider the boundary value problem 
y A3 (t) = 6f  (y @2 (t))) t G [0,8] , 
1 + sin [(a e (t)) 2 (30 - a 2 (t))] ' (4.1) 
y (o) = y~' (o) = y"~ (~ (8)) o, 
where 
1 + Isinyl, y _< 3000, 
f (Y) ey-3°°° + I sin Y I, 3000 _< y _< 25252, 
e 222s2 + Isin252521, y _> 25252. 
Here, n = 3 and p = 2. We shall check the conditions of Theorem 3.4. Pick 
6 
(t) = v (t) = 
1 + sin [(cr2 (t)) ~ (30 - c~ 2 (t))] ' 
By Theorem 2.3, we note that 
- fo xAx,  t _ ~ (s),  
o (t, s) = ~ (4  [~ (~) - t] - fo  (~) xAx,  t _> ~ (s). 
A direct computation gives 
f0 ~(s) q = -G  (or a (8), s) v (s) As 
~01 82 -- 22S 3~'~. S2-- 19S-- 21 
=- -3  l+ ls in [s  2 (30-s ) ]  Ids -  s in[  ] =1249. ~=, 1 + (~ + 2) 2 (28 - ~) 
Ncxt, we fix ~ = 0.3. It follows from (2.2) that c = 4, d = 7, and Lemma 2.5 yields 
k= inf G(4, s) 
sc[0,8l G (11, s) 
( 8 2 8s 
= min ~ inf 
[ a(s)E[0,1) 8 2 -- 22s' 
= 0.119. 
s 2 - 5s - 7 -13  1 
inf inf 
~(s)c[1,n] s 2 - 19s - 21' ~(s)¢[4,9] s 2 - 19s - 21 
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Also, f rom (3.3) we  get 
f4 
5 13 
~- = -G  (4, s) u (s) As  = ~-  u (4) = 36.7. 
It is clear that  the Condit ions (C1)-(C5) are satisfied with 7] = 1. Now, choose Wl =-  2995, 
then we see that  for x • [0, wl], 
Wl 
f (x )_<2<- -  =2.40 .  
q 
Thus, (H1) holds. Next, since 
f ( )  e 22252 + Isin 25252 I 
lira sup _ .x  = lim sup = 0, 
X~ X X~ X 
Condit ion (H2)(i) is satisfied. Finally, we shall look for some w2, w3, (wl < w2 < ~z _< W3 ) such 
that  Condit ion (H3) holds. Let w2 = 3005 and w3 = w2/k = 25252. Then,  for x • R[w2, w3], 
W2 f (x) > e 3005-3000 > - -  = 81.9 
T 
and thus (H3) holds. It now follows from Theorem 3.4 that  the boundary  value problem (4.1) 
has (at least) three positive solutions yl,  y2, and Y3, such that  
IlyllE < 2995; 
y~ (t) > 3005, t • [4, 7]; 
Ily311 > 2995 and min Y3 (t) < 3005. 
tc[4,71 
Indeed, a known positive solut ion is Yl (t) = t2(30 - t )  and I lyl II = 1408 is with in the ranges given 
above. 
EXAMPLE 4.2. Let T = R[0, 1) U Z +. Consider the boundary  value problem (1.1),(1.2) with 
n=2,  p=l ,a=0,  b=9andtheterm 
F (t, y) = f (y) = l (y) w2 _< y _< w3, (4.2) 
y + , y>_wa, 
where l(y) satisfies 
dv~t(V) = o, l (~)  = ~ ~2 , t(~3) ~-  + , (4.3) 
and wi, i = 2, 3, 5 are as in the context of Theorem 3.5. 
We shall t ry  to apply Theorem 3.5. Let 5 0.15, then c = 2 and d = 9. Further,  let ~t = 1, 
~2 = 3, ~3 = 9, ~4 = 10, and the functions u = v - 1 (hence, ~/= 1). By Theorem 2.3, we have 
c (t, s) ~" t, t < o (s), 
[ (s), t _> ~(~), 
and hence, a direct computat ion yields 
h = 0 = 0.2, q = 54.5, ~ = 12, dt = 15, d2 = 44, d3 = 10.5. 
1618 K.L .  BOEY AND P .  J .  Y .  WONG 
Thus, the wi are assumed to satisfy the foilowing relat ion 
w3 q 
0 < w2 < w3 < --0- = 5w3 <__ w4 __ w5 < ~-3w2 = 5.19w2. 
It is clem" that  the Condit ions (C1)-(C3),  (C6), (C7), and (H4) are satisfied. Next, since 
~-<dl<d2 and W3 w5 ( q ) - -  < - -  i.e., w5 > -w3 = 4.54w3 , r q 7- 
we find for 0 _< y <_ Ws, 
f (y) < max{1 (w2) , l  (w3)} = l (w3) = ~ + < -~- + = - -  < - - .  ~- q 
Thus, Condit ion (H5) holds. Finally, we have for w3 < y < w4, 
f (Y) = -~- + > -~- + -- ~ ,  
(4.4) 
yl (t) < w2, t e [1, 10]; 
y~ (t) > w3, t e [3, 9]; (4.5) 
max Y3 (t) > w2 and min Y3 (t) < w3. 
tE[1,10] t~[3,9] 
In fact, we note that  two positive solutions Yl, Y2 are given by 
Yi (t) = c~ (10t -  h2 ( t ,0)) ,  i = 1,2 
where cl = (1/2d2)(w2 - w5da/q) and c2 = (wa/2)(1/T + 1/dl) .  As an example, we fix 
w2 = 1, w3 - 1.03, and w5 = 5, 
so that  (4.4) is satisfied. Then,  it can be easily checked that  
and 
IIY211 < 5, wa < 2.05 <_ y2 (t) <_ 4.13, t c [3,9]. 
Hence, Yl and Y2 do exhibit what (4.5) has predicted. 
REMARK 4.1. In Example 4.2, we note that  for w3 _< y _< w4, 
(1 1) 
f (Y) = -~- + < V + ---- - - '7 
Hence, Condit ion (H6)' of Corollary 3.6 does not hold. RecMling from Remark  3.1(a) that  Corol- 
lary 3.6 is actual ly Theorem 3.4, Example 4.2 i l lustrates a case when Theorem 3.5 is applicable 
but  not Theorem 3.4. This shows that  Theorem 3.5 is indeed a more general result than  Theo- 
rem 3.4. 
IlYlll < 5, 3.96 x 10 -a _< yl (t) <_ 2.27 x 10 .2  < w2, t E [1, 10], 
and hence, Condit ion (H6) is fulfilled. 
It now follows from Theorem 3.5 that  the boundary  value problem (1.1),(1.2) with (4.2)-(4.4) 
has (at least) three positive solutions Yl, Y2, Y3 E C(ws),  such that  
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