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LPC Speech Codec Algorithm
Linguistically, sounds can be divided into two mutually exclusive categories: vowels and consonants. Vowels are produced by periodic vibrations of vocal chords. The period of vibrations is known as the pitch. Hence, excitation of vowels can be approximated simply by an impulse train with a period equal to the pitch. For consonants, the excitation is produced by air turbulence, which is approximated by a White Gaussian Noise (WGN) model [7] . If every frame is classified as voiced (periodic) or unvoiced (noisy), we only need to transmit a single bit indicating voiced/unvoiced and the value of pitch period (in the case of voicing). On the receiving side, excitation can then be modeled by either an impulse train or WGN. This excitation source then passes through gain a stage and a time varying IIR filter that uses the a values as coefficients.
The main building blocks of the LPC encoder are summarized in Figure 15 .1.
The algorithm consists of the following main steps:
Segmentation
The voice samples are segmented in frames of 240 samples with an overlap of 80 samples between frames. The samples pass through a Hamming window (a raised cosine transfer function).
Silence Detection
Silence is detected by calculating the 0th lag autocorrelation and comparing that value to a threshold value. If silence is detected a bit is set in the parameter list, the gain G is set to 0 and the LPC and pitch detection phases are skipped.
Levinson-Durbin recursion [7] . So the main calculations in this step are the computations of the autocorrelation values and the solutions of the Toeplitz system. The set of ten Linear Predication Coefficients (LPC), i.e. the a i values, as well as the prediction error E (p) , which corresponds to the square of the gain G 2 , are computed and transmitted for each frame.
Bookkeeping
The last step consists of combining all the calculated values in a vector to be sent over the channel: an indication of silence/no silence, a vector with the a i values, the gain, an indication of voice/unvoiced frame and the pitch.
Compute Intensive Functions
From an implementation viewpoint, the computation intensive modules are the following:
1. Pitch detection. A total of 78 correlations have to be computed -R(22) through R(100).
The computations are simplified using the ''clipped'' coefficients, as explained in step 3 of the algorithm above, to reduce the computational complexity of this module. 2. Levinson-Durbin algorithm. This algorithm requires a lot of computations because it involves 11 correlations as well as an iterative division algorithm.
Execution times on the DSP processor show that around 60% of the cycles are spent on the pitch detection while 25% are spent on the Levinson-Durbin algorithm. The remaining 15% are used for the Hamming window, low-pass filter and miscellaneous memory transfers.
Design Methodology
This section describes the design methodology for implementing the LPC speech coder on the various platforms. The different steps are illustrated in Figure 15 .2. The codec is first designed in floating-point format in MATLAB. The challenge is to efficiently map the software algorithm onto the fixed-point hardware. This involves the conversion of floating-point computations into fixed-point word lengths (along with the ensuing design decisions) as well as the allocation and software mapping/scheduling on the available hardware.
Floating-Point to Fixed-Point Conversion
Since the algorithm executes in real-time on fixed-point hardware, one has to make decisions concerning the internal word lengths of each of the system hardware modules. An inadequate word length can lead to reduced Signal-to-Noise Ratio (SNR), deterioration of sound quality, and clipping. However, a surfeit of word length can create extraneous hardware, leading to wasted area and power.
For some of the platforms (i.e. the TI DSPs), the internal word lengths are fixed to a particular number (i.e. 16 bits). However, on the other platforms, the word lengths can be decided by the designer. There are several criteria which affect the fixed-point word length decision, including recognizable synthesized speech, pitch frequency matching, avoidance of signal overflow/saturation at each point in the algorithm, and avoidance of saturation of the synthesized speech output.
Of all these factors, the most restrictive criterion is the avoidance of synthesized speech saturation. This particular problem, related to instability (and hence the poles of the system), is inherent to the Levinson-Durbin algorithm. In the fixed-point implementation, the quality of voice is dependent on the number of input bits in a highly non-linear fashion. If the number of bits is insufficient, the algorithm is unstable and clipping occurs. On the other hand, if the number of bits is sufficient, the Levinson-Durbin algorithm is stable and the reconstructed signal is virtually the same as the floating point signal. Hence, by adjusting the word length parameters and checking output saturation, the minimum bit requirements for each module can be found. This iterative refinement was done on the Ocapi and A|RT Designer platforms with the built-in fixed-point C11 libraries. This resulted in varying word lengths according to the modules. Even within one module, the position of the decimal point (Q-format) is adjusted at each point in the algorithm. The hardware modules for the Ocapi implementation vary from 8-bit clipped correlator units to a 24-bit multiplier and a 30-bit accumulator. As an example, the C11 code for the low pass FIR filter at the input of the pitch detection module is given below. Note the fixed-point annotations, Fixkx,yl means the data has a length of x bits, with y bits behind the decimal point. This annotated C11 code can be simulated with the fixed-point class libraries and is input into the behavioral level synthesis part of the A|RT design environment. 
The fixed-point processors (TI 54x, TI 55x, TI 6x) have internal word lengths set to 16 bits for most arithmetic operations. To obtain a fixed-point C11 code suitable for such a processor, it is necessary to rewrite the entire algorithm using 16-bit C arithmetic (i.e. using ANSI C short format). In addition, the code must be heavily modified to exploit the TI Q15 library function. The Q15 format maps each 16-bit word into a fractional two's complement number in the range [21,1).
After generating suitable fixed-point code using Q15 functions, data scaling needs to be performed to prevent saturation. For example, the autocorrelation function has its maximum value at R(0), which itself has an absolute worst case value of 240 (if every C[x(n)] ¼ 21 for all 240 samples). This would require the scaling of each C[x(n)] by 1/240 to ensure that R(0) remains in the range [21,1). However, this is a pessimistic approach to scaling, as a speech pattern would never be DC. A more optimistic approach for scaling makes sense. If the speech is unvoiced the input will resemble noise and thus the autocorrelation will obtain a maximum value equal to the variance of the C[x(n)] sequence. Therefore, each C[x(n)] will be scaled by a factor of 1/128 (2 27 ). This allows for a greater dynamic range, while still keeping R(0) confined to the range [21,1) for most cases. In the few cases this range is exceeded, R(0) saturates to the boundary points.
Division Algorithm
Division is necessary as part of the Levinson-Durbin algorithm. To illustrate the conversion from floating point to fixed-point and to illustrate the care a designer has to take when making this translation, a specific division algorithm was chosen. Instead of using the more familiar restoring, non-restoring, or SRT division algorithms, a fixed-point Newton-Raphson reciprocation algorithm was chosen [3] , because it matches well with a 16-bit fixed-point processor. The goal is to calculate A ¼ x/y, in this case x is a 32-bit number and y is a 16-bit number. Using the Newton-Rapson technique, first 1/y is calculated and then multiplied by x to produce the final answer. The algorithm works as follows:
1. First, using the MSBs of y, linear interpolation is used to produce a rough estimate of 1/y, called z1. 2. This rough estimate of 1/y is used to calculate a new estimate, z2 using the following equation: z2 ¼ z1(2 2 y £ z1) where y is the 16-bit value of y. 3.
Step 2 is repeated until the solution converges to a value z that is accurate in 16-bit resolution. This normally requires three iterations [10] . 4. The final answer is calculated using: A ¼ x £ z Using this technique, the cycle count is significantly reduced. A full division is computed within 18 cycle counts.
Hardware Allocation
A|RT Designer [18] assumes a VLIW architecture, where the user is free to choose the data path modules in the architecture. Ocapi [17] gives the user only an environment to specify the architecture and does not impose a particular architecture. This has the advantage that any architecture can be described, but the disadvantage that the designer has to describe all features and details of the architecture.
Thus in both environments, the user allocates the data path modules (ROM, RAM, ALU, MAC, Address Control Units, etc.) necessary to complete the design, as well as designate which modules perform each function in the algorithm code. Hence, by examining processor use statistics and by keenly examining the code structure, one can pinpoint design bottlenecks and alleviate them by reallocation and reassignment.
An example of this can be seen in the iterative design flow of A|RT Designer. The initial design uses the A|RT Designer default minimum hardware allocation. This means that all operations have only one choice of hardware module. Operations on different execution units can still occur in parallel since A|RT uses a VLIW architecture. This implementation requires 8000 cycles to complete one frame. By examining the scheduling load graph, it is found that the autocorrelation function occupies 80% of the processing time and that one autocorrelation iteration takes three cycles where the Address Calculation Unit (ACU) is used every cycle.
Thus, the cycle count can be reduced by 4000 cycles by inserting an additional ACU and a second MAC combined with loop pipelining. By further investigation of the code, one finds that the coefficients for the windowing filter can be reallocated onto a ROM instead of being soft coded and calculated for every frame. This modification reduces the cycle count by another 1000, bringing the total cycle count down to 3000 cycles -a 63% decrease from the original design. These are examples of the design processes required to optimize performance (cycle count) using the various tools.
Platforms
As mentioned previously, five implementation platforms are under examination, which are described briefly below.
Texas Instruments TI C54x
The TI C54x fixed-point DSP is a signal processor commonly used in cellular phones, digital audio players, and other low-power communications devices [4] . The TI core uses an advanced modified Harvard architecture that maximizes processing power with eight buses (four program data buses and four address buses). The core consists primarily of a 40-bit ALU, a barrel shifter, two accumulators, a 17 £ 17-bit MAC unit and an addressing unit. The program fetch is 16 bits and the instruction length is also 16 bits.
Texas Instruments TI C55x
The TI C55x processor is the most recent DSP in the TMS320C5000 series. It builds on the C54x generation with a one-sixth reduction in power consumption alongside a (maximally) 500% increase in performance [15] . The C55x has additional hardware, including a 17 £ 17-bit MAC, a 16-bit ALU and a total of four 40-bit accumulators. The instruction length is variable between 8 and 48 bits, the program fetch is 32 bits.
Texas Instruments TI C6x
The Texas Instruments' TMS320C6000 series is the line of fixed-point and floating-point processors which emphasize high-performance as the key metric. As such, they are used in base stations and other systems in which bandwidth and processing power are crucial. In our experiment, the C62x processor was chosen, a fixed-point DSP used for multi-channel broadband communications. The core implements a VLIW architecture with eight functional modules [12] . These consist of six parallel 40-bit ALUs and two 16-bit multipliers (with 32-bit outputs). The C62x processor operates at 150-300 MHz and is capable of operating at 1200-2400 MIPS [16] .
Ocapi
Ocapi is a C11 based design environment developed by IMEC [14, 17] . The Ocapi environment is based upon a library of fixed-point C11 classes that allow the user to fully describe an ASIC at the highest algorithmic and behavioral level. Through different design stages, the C11 code is refined and enhanced with architectural detail. The Ocapi toolset then maps the final code into an RTL level bit-parallel HDL code which next can be synthesized.
A|RT Designer
A|RT Designer is a software environment designed by Frontier Design [5, 18] . As with Ocapi, A|RT Designer's purpose is to bridge the gap between the software algorithm design and the hardware implementation. The design is first created in floating-point C and then converted to fixed-point C using a fixed-point library. Simulations with the fixed-point libraries are performed. Upon completion of the fixed-point code, the user directs the software tools to perform resource allocation, resource assignment, and operation scheduling (based upon data interdependencies). A|RT generates synthesizable RTL level code which describes the entire VLIW machine.
Final Results
In circuit design, a measure of the cost for a particular design can be estimated from the total area. Similarly, on an embedded software platform, cost can be estimated by memory and cycle counts to perform the algorithm. In Table 15 .1, the overall area/memory and cycle counts for each platform are summarized.
Area Estimate
The Ocapi solution is slightly over half the size of the A|RT Designer solution. However, these figures are somewhat deceptive. The reason for this large difference in size is mostly due to the process libraries we had to synthesize for each circuit. For the Ocapi design, a 0.25-mm process was used while for A|RT Designer, a 0.35-mm process was used. Assuming perfect scalability, the A|RT Designer circuit would be only 1.63 mm 2 . This is comparable to the Ocapi design area of 1.4 mm 2 as one would expect. An ASIC design can afford to include the minimum amount of memory needed to implement the given applications. For instance for the A|RT design, one small data ROM is provided to store the coefficients of the Hamming window and the coefficients of FIR filters. The size is 264 bytes. The program memory is a ROM of size 2 kB. A data memory of about 1 kB RAM is also included.
For the DSP processor implementations, an estimate is made of what fraction of the available on-chip memory will be used by the program. For the C6x implementation, only the program size is included.
Power Estimate
Power figures for each design are given in Tables 15.1 and 15.2 in units of power at the minimum clock frequency and energy per frame. Power at the minimum clock frequency means that the processor is allowed to run at the lowest clock frequency that still guarantees to meet the real-time constraints. Speech is sampled at 8 kHz, one sample is 8 bit, resulting in 64 kbits/s. One frame is 240 samples but there is an overlap of 80 samples between frames. This results in a 50-Hz frame rate or 0.02 s/frame throughput requirement. The clock frequency of each of the processors is reduced to just meet this throughput requirement.
The power numbers for the ASIC platforms are estimated after synthesis with a standard cell library but before placement and routing. The power numbers for the DSP processors are estimated by using the power numbers published on the TI application reports and the TI webpage and multiplying these by actual cycle count and correcting them according to the type of instruction [1, [9] [10] [11] [12] . The ASIC circuits designed with Ocapi and A|RT Designer resulted in the lowest energy per frame with 2.1 and 4.3 mJ, respectively. One should note that the energy for each design refers to the energy of the core and memory and not for the I/O. One should also note that if only a small fraction of the available memory is used, a larger amount of energy will be wasted by accessing memories which are too large for the application. On the other hand, the DSP processors are built in a more advanced technology and can rely on optimized full custom layout compared to synthesized layouts for the ASIC implementations.
The assembly code for the C6x code was generated by C compiler of the TI Code Composer Studio software environment. The original C code with no optimization requires about 80,000 cycles to process a single frame. Successive optimizations of the C code and the use of the fir_r8 subroutine (assembly optimized FIR code with the loop unrolled eight times) from TI's DSP library reduced the cycle count to about 30,000 cycles per frame. The newest member in the fixed-point C62x series is the C6204. At 200 MHz and 1.5 V, it has a power consumption of 290 mA for the core, at a 50% high, 50% low activity [12] . Thus, if only 30 K cycles are needed to perform one frame, the C6204 processor can either handle 86 channels running in parallel or reduce its clock frequency by this number, resulting in 65 mJ/frame.
The C55x processor has a much lower mW/MIPS or mW/MHz number but does not have the same amount of parallelism as the C62x VLIW architecture. Therefore, it is interesting to note that the final number of 53 mJ/frame is about the same as the C62x. The C54x implementation is almost three times higher. One reason is that more effort has been spent to optimize the code for the C55x. Another reason is that the average instruction on the C55x will execute more operations than the average instruction on the C54x. An example of this is the usage of fir2 routine in the DSP library which uses the dual MAC instead of a single MAC.
One can argue that making power estimations for ASIC circuits is tricky and error prone before actual processing. Therefore, we have compared our power estimation results with a processed and published processor which is built with the same A|RT environment [5] . This processor consumes 660 mW at 1.05 V running at 2.5 MHz in a 0.25-mm technology. While the application is different, the general architecture is still a VLIW architecture optimized towards the application and also in this case the minimum required clock frequency is very low, which is very beneficial to reduce the power consumption.
This processor has a power consumption of 0.264 mW/MHz. When this number is scaled up according to the scaling rules for short-channel devices [6] , a value of 3.65 mW/MHz is obtained. This results in an estimate of 11 mJ/frame instead of the 4.3 mJ estimated from the synthesized results. This is still a factor 5 better than the lowest programmable DSP implementation. A similar comparison cannot be made for the Ocapi environment. The reason is that Ocapi does not have a ''built-in'' assumption of a basic generic architecture, which makes it hard to compare two designs built with the same environment.
Conclusions
While large efforts have been made to make programmable DSP processors extremely low power, they still trail in comparison to application specific solutions, by a factor of 5 in this experiment. The above results were obtained in the span of one quarter, indicating the ''ease of use'' of both the TI programming environment (Code Composer) as well as the design environments, Ocapi and A|RT Designer. The availability of design environments that raise the level of abstraction from Verilog to C11 or from assembly to C, increases the productivity and allows the exploration of design alternatives. It also shortens the design time.
