Abstract-This study presents a sentence-to-sentence semantic relatedness measures for paraphrase detection. The proposed measures adopt the shortest path between synsets in WordNet as the core to measure the relatedness between two sentences. The interlinked synsets in WordNet are based on the conceptual-semantic relation between two synsets. Thus the distance between two synsets in WordNet can be used to measure the semantic relatedness between two synsets. This study derived a sentence-level semantic relatedness using this feature to detect paraphrasing among sentences. The performance of the proposed semantic relatedness in paraphrasing is evaluated based on the accuracy and F-measures of the proposed measures in identifying paraphrase in Microsoft Research Paraphrase Corpus. The proposed method achieved 71.1% in accuracy and 81.8% in Fmeasures. The performance of the proposed method is compared with 6 paraphrase detection methods which include Salient Semantic Analysis and Second-order Co-occurrence Pointwise Mutual Information. In the comparison, the proposed method achieved the fourth highest accuracy and the second highest Fmeasure compare to other methods. This is a reasonable performance for the proposed semantic relatedness in paraphrase detection.
I. INTRODUCTION
Paraphrase detection or paraphrase identification is the task to identify sentences with similar meaning by evaluating the similarity between two texts based on lexical and structural similarity. This process also serves as part of the computational evolution in Text Understanding studies.
Semantic relatedness is the measurement for the degree of relationships between two entities. This particular measurement posted significant differences compare to semantic similarity because semantic similarity identifies entities or texts that have similarity in terms of lexical or meaning, while semantic relatedness tries to identify how close two entities or texts are related to one another. The differences between Semantic Relatedness and Semantic Similarity were discussed by [7] , [10] , and [13] .
WordNet is an electronic lexical database. It is formed by sets of synonyms which known as synset. Synsets in WordNet are interlinked with each other through conceptual-semantic and lexical relations. One of the approach to identify the similarity between two synsets is by measuring the path between two synsets. [5] , [6] .
This study presents a semantic relatedness measure that based on Synset Shortest Path in WordNet for paraphrase detection. The proposed method is then evaluated using a paraphrase detection evaluation based on the Microsoft Research Paraphrase (MRP) [3] Corpus. In the evaluation, the proposed semantic relatedness is compared with other paraphrase detection approaches.
This paper describes the natural of the text similarity, semantic relatedness and paraphrase detection in Section II. After that, Section III elaborates in details the proposed semantic relatedness approach and how it is used to identify paraphrases. The evaluation setup and process to evaluate the proposed semantic relatedness are explained in Section IV. While the evaluation results are shown and discussed in Section V. Finally the final conclusion and future works are discussed in the Conclusion Section.
II. RELATED WORKS
The early paraphrase detection approaches were based on simple lexical matching algorithms [11] , [16] . These approaches are simple and easy to implement, however, the performance highly depended on the similarity of lexical and structure of the compared text. To overcome these limitations [7] employed knowledge-based similarity measures from WordNet to expand the detection beyond the limitation of lexical and structure similarity in the compared text. [12] applied bipartite graph and Term Frequency -Inverse Document Frequency (TF-IDF) in the efforts to compare and identify paraphrases. Besides graph based paraphrase detection approaches. [2] applied Natural Language Processing (NLP) to extracts numerous text features such as nouns, stemmed words from compared text to help in determining paraphrases. The approach does not yield high accuracy in the evaluation, but it provides a significant higher F-measure, which means the approach performed well in identifying positive cases in the evaluation.
Other paraphrase detection studies use Information Retrieval (IR) approaches such as Second Order Co-occurrence Pointwise Mutual Information (SOCPMI) [1] and Latent Semantic Analysis [13] in paraphrase detection study. SOCPMI detect paraphrases using the occurrence of neighbour words in selected corpus. While Latent Semantic Analysis (LSA) [15] detect paraphrases in text based on the relationship of terms based on the corpus. Explicit Semantic Analysis (ESA) [4] and Salient Semantic Analysis (SSA) [13] is later expanded from Latent Semantic Analysis and is also used in paraphrase detection. At this stage, the ESA and SSA knew as semantic relatedness to differentiate it from semantic similarity. [10] , [7] and [13] discussed the differences between two terms. Text similarity measures the lexical and structural similarity of text, while the semantic relatedness measures the degree of relationships between texts. [14] explores the different semantic relatedness based on the WordNet lexical database for paraphrase detections. The best performed semantic relatedness in the study was based on the Information Content from WordNet. Information Content is a probabilistic measure that based on the probability of a term or concept occurs in a corpus. [9] also introduces a semantic relatedness that based on Wu & Palmer (WUP) [17] relatedness from WordNet to detect paraphrase. The approach has provided a reasonable accurate result compare to other approaches.
This study continues to explore the use of semantic relatedness in detecting paraphrases. To capture the degree of relationships between two texts, this study uses synset shortest path in WordNet as the basis for measuring the relationships between two texts..
III. PROPOSED SEMANTIC RELATEDNESS
The proposed semantic relatedness adopts the synset shortest path from WordNet for the compared sentences as the fundamental values in determining if the compared sentences are paraphrases. Synsets are interlinked in WordNet through conceptual-semantic and lexical relational. These interlinked synsets formed a semantic network with WordNet environment. The relationship of two entities or texts can be identified through the distance between the synsets in this interlinked network. A smaller distance between two synsets represents a closer between two synset. When the distance between two synsets is zero (0), it will mean the compared synsets are sharing the same meaning or they are synonyms. The Table 1 below is showing the different examples of word pairs and their shortest path measurements generated by WordNet. The shortest path between synsets in WordNet measure the shortest distance between the two synsets in the WordNet. For paraphrase detection purpose, the proposed solution receives two sentences, which consists of multiple synsets to determine the semantic relatedness between two sentences. To compute the semantic relatedness among multiple synsets in two sentences, the proposed solution need to overcome three (3) challenges: 1) how to pair the synsets correctly in two sentences, 2) how to handle synset pairs with big shortest path value and synset pairs that does not have any relationship (shortest path value is null) and 3) how to integrate the semantic relatedness between multiple synset pairs to form a single measurement as the sentence-to-sentence semantic relatedness.
The solution for the first challenge is to assume that the optimum pairing of the synsets can be done getting the synset pairs that have the smallest synset shortest path. This is because the value has a direct relation with the relationship between the synset pair, where smaller the value, closer the relationship. However, the comparison to obtain the optimum pairing among the synset path posted another problem as the processing load for the comparing task will is O(n2) where the load is the number of synsets in sentence A multiple the number of synsets in sentence B. As a solution to ease the computation load, the proposed methods tries to reduce the number of processing loads by identifying the word that occurs in both compared sentences. This is because the shortest path between one synset and itself by default is zero (0). After identifying the word that occurs in both sentences, the shortest path value is already set to zero and the comparison between the other synsets can be skipped. This similar process is also used by [8] in attempts to improve text similarity with synonyms.
After obtaining the optimum pairing for the synset pairs, the next challenge is to consider the synset pairs in the sentences that have big relationship gap between each other. This because some synset pairs may have very high shortest path value or even null or infinite value. In this study, the proposed will capped the maximum value of ten (10) for any synset shortest path that goes beyond the value of ten (10) or having the null value. This is because after comparing with some example, as being compared in Table 1 above, the relationship of synset pairs with shortest path value greater or equal than ten (10) is too far apart to be significant for two synsets to be related.
The final issue for using shortest path value between synsets in WordNet to determine semantic relatedness for two sentences is how to generate a single relatedness value to represent the semantic relatedness between two sentences. The shortest path between synsets in WordNet represents the distance between two synsets. Therefore to measure how one sentence is related to another, this study uses the distance per word in the sentences. The proposed approach like to consider the distance of every word in the sentence because the more unrelated words exist among the sentences, the more it is unrelated to each other. Therefore, the length of the sentence also influences the relatedness of a sentence. The distance per word is calculated by the sum of the shortest path between synset pairs in the sentences divide by the length of the first sentence. The calculation is shown in the formula below.
(1)
Where:
D is distance per word. SP is shortest path between synsets in WordNet. S is Synset. T1 is sentence 1. T2 is sentence 2. N is the length of sentence 1.
To normalise the figures, the distance per word is divided by 10 (as the maximum distance set for each synset pairs is 10). Therefore, the normalised distance per words for the compared sentences is between 0 and 1, where if the value is nearer to 0, it means the two sentences are highly related, and if the value is nearer to 1, it means the two compared sentences are not related. Semantic Relatedness is the opposite of a normalised distance. Thus, an inverse value is needed to obtain the final semantic relatedness value for the compared texts. The inverse formula is shown in the formula 2 below.
(2) Where:
SR is the semantic relatedness. DN is the normalized distance per word. The solutions to overcome the three challenges in using synset shortest path to measure semantic relatedness also shows the fundamental flows on the algorithm to calculate the semantic relatedness for two sentences. This flow is presented in Figure 1 below.
IV. EVALUATION
An evaluation is conducted to evaluate the accuracy of the proposed semantic relatedness in identifying paraphrases. The evaluation conducted was based on the Microsoft Research Paraphrase Corpus. This evaluation was very popular in evaluating the accuracy of paraphrase detection algorithm and also study regarding text similarity and semantic relatedness.
A. DATA SET
The data set used in evaluating the accuracy of the proposed semantic relatedness is the Microsoft Research Paraphrase Corpus. This Corpus consists of two parts, the training corpus, and the testing corpus. The Training corpus contains 4076 sentence pairs and usually is used as a training data for supervised based or machine learning type of paraphrase detection approaches. In this study, the training corpus is used to determine the threshold value used in paraphrase detection evaluation later. The Test corpus is consists of 1725 sentence pairs and is used for evaluating the accuracy of the proposed semantic relatedness in this study.
Each sentence pair in the Microsoft Research Paraphrase
Corpus is evaluated by human annotators to determine if the pairs are semantically equivalent. The annotation task was conducted by Linguistics Consultants from Butler Hill Group, where two annotators were assigned to evaluate each sentence pairs. If disagreement happens between the two annotators, a third person is assigned to determine the semantic equivalent of the particular sentence pair. Overall, the training corpus consists of 2753 or 67.5% of semantic equivalent sentence pairs, while the test corpus consists of 1147 or 66.5% of semantic equivalent sentence pairs. [3] 
B. Threshold Values
The proposed semantic relatedness only generate the semantic relatedness value for the compared sentences. A threshold value is required to determine if a sentence pair is a paraphrase or not. A simple experiment had been conducted to obtain this threshold value. In the experiment, the semantic relatedness for the sentence pairs in the training corpus was generated. And then a threshold value of 0.1 is assigned to compare each of the semantic relatedness generated. If the semantic relatedness is greater than the threshold value, then the sentence pair is considered semantically equivalent, or it is paraphrased. The decision is then compared with the predefined tag in the training corpus to determine if the decision is correct or not. The correctness of each sentence pairs is recorded for the final accuracy measurement. The same process is repeated with a 0.1 increment of the threshold value. The threshold values evaluated were from 0.1 until 0.9. The accuracy for each threshold value is shown in Table 2 below. The accuracy results obtained from the threshold evaluation experiment shows that the threshold 0.6 provide the highest accuracy compares to the others. This shows that the threshold value 0.6 is suitable to use in determining the semantic equivalent in sentence pairs.
C. Evaluation Process
The evaluation is conducted by feeding the Microsoft Research Paraphrase Testing Corpus into a computer program that developed based on the flowchart in Figure 1 above. The computer program is created in the python environment. The computer program uses the tokenisation function and the WordNet synset shortest path function from the Natural Language Toolkit (NLTK) module to complete the process in the computer program. The tokenisation function is used to break the sentence text into word token, while the WordNet synset shortest path function is used to obtain the synset shortest path value for a particular synset pair.
During the evaluation, the computer program read the data in the Microsoft Research Paraphrase Testing corpus. Each data in the corpus consists of two sentences and a tag that shows if the sentence pair is semantically equivalent. The sentence pairs are feed to the program to generate the semantic relatedness value between the sentences. Then the semantic relatedness value is compared with the threshold value as determined in the previous threshold experiment. The threshold value determined was 0.6. If the semantic relatedness value is greater or same with the threshold value, the sentence pair is marked as semantic relatedness. This result is recorded and compared with the predefined tag from the Microsoft Research Paraphrase Training Corpus. At the end of the evaluation, the accuracy and the F-measure for the result is generated. This result is then compared with other published results.
V. RESULT
The performance of the proposed semantic relatedness is evaluated through comparing the accuracy and F-measure between the proposed semantic relatedness and other published approaches. The other published paraphrase detection approaches used in the comparisons are the MatrixJcn [14] , Salient Semantic Analysis (SSA) [13] , SOCPMI [1] , Cosine Similarity with TF-IDF [12] , WUP based Semantic Relatedness [9] and Textual Entailment [2] . The comparison result is shown in Table 3 below. From the comparison, the accuracy of the proposed semantic relatedness is better than Cosine Similarity with TF-IDF (70.3%), WUP based Semantic Relatedness (70.6%) and Textual Entailment method (68.6%). However, the accuracy is less compared to MatrixJcn method (74.1%), SOCPMI method (72.6%) and Salient Semantic Analysis (72.5%). In term of Fmeasure, which concentrates on the performance of identifying True Positive cases in the evaluation data, the proposed performed better than all other methods except for the MatrxJcn method proposed by Fernando and Stevenson. The MatrixJcn method achieved 82.4% compared to the proposed semantic relatedness, which only has 81.8%. The MatrixJcn performs better in both accuracy and F-measure may due to the facts that the approach is based on Information Content, a probabilistic measure that based on the probability of a term or concept occurs in a corpus. However, the proposed semantic relatedness show a promising accuracy in detecting paraphrase in the selected corpus.
In a simple error analysis, the study discovered that one of the reason the proposed semantic relatedness failed to identify the paraphrase in the corpus is because the proposed semantic relatedness only able to handle word-level semantic relatedness, while some of the compared methods like SOCPMI, and SSA are using the information content from corpus, which allows the method to handle some phrase level analysis in the detecting paraphrase.
Another disadvantage noticed from the error analysis is that the proposed semantic relatedness obtains the synset shortest path based on WordNet. If the sense or term does not exist in WordNet, the proposed semantic relatedness will treat the term as not related, therefore, cannot properly identify the paraphrase. This is a disadvantage, as most of the compared method are based on more open data like Wikipedia and Encyclopedia as their knowledge source in paraphrase detection
The final issue with the proposed semantic relatedness in paraphrase detection is the natural of semantic relatedness. Semantic relatedness measures the relationship between two entities, therefore, it serves beyond similarity and includes everything related to each other. Therefore, when a pair of antonyms exists in two sentences, like "hate" and "love", two sentences may consider related, even though the two sentence has opposite meaning. This is the issue not only exist in the proposed semantic relatedness but other semantic relatedness measures such as WUP based semantic relatedness and SSA.
VI. CONCLUSION AND FUTURE WORKS
This study had presented a novel semantic relatedness measurement for paraphrase detection. This semantic relatedness measure uses the shortest path value between synsets in WordNet as the foundation to compute sentence-tosentence semantic relatedness measurement. In the accuracy evaluation, the proposed semantic relatedness had proofed itself with a reasonable results compare to other similarity and semantic relatedness. However, differently compares to other text similarity measures, semantic relatedness not only able to identify text with an exact match in terms of meaning, but the true natural of semantic relatedness is to measure the relationship degree or relatedness among the compared text. That maybe one of the reasons why the accuracy performance is low compared to some of the other paraphrase detection algorithms. In future, content polarity and topic classification can be applied together with semantic relatedness to improve the accuracy in paraphrasing detection.
Several issues have been identified during the evaluation of the proposed semantic relatedness. These issues include the need for the proposed semantic relatedness to extend beyond word level semantic relatedness and work with phrase level semantic relatedness and also expand the knowledge used by the proposed semantic relatedness from WordNet to a more open environment such as Wikipedia.
Although the performance of the proposed semantic relatedness still has the potential to improve, the result is efficient for practical application. Besides paraphrase detection, the proposed semantic relatedness can be applied in information retrieval studies such as question answering or content ranking. The semantic relatedness measure can also be used in text understanding research. These research and application fields will be the future direction for this study.
