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Clustering analysis aims at discovering groups 
and identifying interesting distributions and 
patterns in data sets. It can help the user to 
distinguish the structure of data and simplify 
the complexity of data from mass information. 
A particle swarm optimization-based clustering 
technique that utilized the principles of 
K-means algorithm and a new metric, called 
Alternative KPSO-clustering, is proposed in 
this article. We attempt to integrate the 
effectiveness of the K-means algorithm for 
update centroids, with the capability of PSO to 
bring it out of the local minima, and we utilize 
a new matric to replace the Euclidean norm in 
PSO-clustering procedures. Finally, the 
effectiveness of the Alternative 
KPSO-clustering is demonstrated on some 
artificial and real life data sets. 
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N data objects 14231
1 2 3 4 5 N
1 2 3 4 K
Partitioning table
Cluster centroids
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S ta r t
I n i t ia l iz e  a lg o r i t h m
c o n s ta n ts  c 1 , c 2
R a n d o m ly  in i t ia l iz e  a l l  p a r t ic le
p o s i t io n s  X i  a n d  v e lo c i t ie s  V i
E v a lu a te  f i t n e s s  fu n c t io n  f o r
p a r t ic le  i
U p d a t e  p a r t ic le  i  a n d  s w a r m  b e s t
v a lu e s  P i ,  P g
U p d a te  v e lo c i t y  V i
fo r  p a r t ic le  i
U p d a te  p o s i t io n s  X i
fo r  p a r t ic le  i
i= 1
i= i+ 1
i< P o p _ s iz e ?
S to p p in g  c r i t e r io n
s a t is f ie d ?
O u tp u t






R e p la c e  P g  b y  K - m e a n s  a lg o r i t h m
 
 




























Example 2. ? Fig.6???????? 450
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????? step 4??(one step)K-means?
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Fig.7(b) ???????? IRIS????? 
 






























































































































Fig.9(a) Alternative KPSO-clustering ???
???????????????????
????? 
( 0.9890, 0.5760, 1.0000)? 



















( 0.5491, 0.3608, 0.1063)? 
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