Abstract. U -quantiles are applied in robust statistics, like the Hodges-Lehmann estimator of location for example. They have been analyzed in the case of independent random variables with the help of a generalized Bahadur representation. Our main aim is to extend these results to U -quantiles of strongly mixing random variables and functionals of absolutely regular sequences. We obtain the central limit theorem and the law of the iterated logarithm for Uquantiles as straightforward corollaries. Furthermore, we improve the existing result for sample quantiles of mixing data.
1. Introduction
Sample Quantiles. The Hodges-Lehmann estimator is defined as H n = median
Xi+Xj 2 1 ≤ i < j ≤ n and is an example of a U -quantile, i.e. a quantile of the sample (h (X i , X j )) 1≤i<j≤n , where h is a measurable and symmetric function. U -statistics are decomposed into a linear part and a so-called degenerate part, so that the theory for partial sums can be applied to the linear part. Similarly, we first improve the existing results for sample quantiles. In a second step, we use this to investigate U -quantiles.
This article is organized as follows: In the introduction, the definitions and some examples are given, the subsequent section contains the main results. In the third section, some preliminary results are stated and proved, the proofs of the main theorems follow in the last section. Each section is divided into a part about sample quantiles and a part about U -quantiles.
Let (X n ) n∈N be a stationary sequence of real-valued random variables with distribution function F and p ∈ (0, 1). Then the p-quantile t p of F is defined as t p = F −1 (p) := inf t ∈ R F (t) ≥ t and can be estimated by the empirical p-quantile, i.e. the ⌈ n p ⌉-th order statistic of the sample X 1 . . . , X n . This also can be expressed as the p-quantile F n (p) is greater than t p iff F n (t p ) is smaller than p. In the case of independent random variables, this converse behaviour was exploited by Bahadur [3] , who established the representation
(where f = F ′ is the derivative of the distribution function) and showed that
4 (log n) 1 2 (log log n) 1 4 . This was refined by Kiefer [21] to lim sup n→∞ n 2 log log n 3 4 R n = 2 The following short calculation shows that R n is related to the (local) empirical process (F n (t + t p ) − F n (t p ) − f (t p ) t) t centered in (t p , F n (t p )) and it's inverse denoted by Z n :
So we have
So the first step of our proof is showing that (F n (t + t p ) − F n (t p ) − f (t p ) t) t∈In converges to zero at some rate uniformly on intervalls I 1 ⊃ I 2 ⊃ I 3 . . . By a theorem of Vervaat, −Z n has the same limit behaviour as the (local) empirical process. We will then conclude that R n = Z n (F (t p ) − F n (t p )) converges to zero at the same rate and obtain the central limit theorem and the law of the iterated logarithm as easy corollaries.
There is a broad literature on the Bahadur representation for dependent data beginning with Sen [27] , who studied φ-mixing random variables. Babu and Singh [2] proved such a representation under an exponentially fast decay of the strong mixing coefficients, this was weakened by Yoshihara [34] and Sun [30] to a polynomial decay of the strong mixing coefficients. Hesse [15] , Wu [32] and Kulik [22] established a Bahadur representation for linear processes. The first aim of this paper is to give better rates than Sun under polynomial strong mixing. Definition 1.1. Let (X n ) n∈N be a stationary process. Then the strong mixing coefficients are defined as
a is the σ-field generated by random variables X a , . . . , X l . We say that (X n ) n∈N is strongly mixing if lim k→∞ α(k) = 0.
For further information on strong mixing and a detailed description of the other mixing assumptions, see Bradley [7] . The assumption of strong mixing is very common, but does not cover all relevant classes of processes. For linear processes with discrete innovations or for data from dynamical systems this condition does not hold. Therefore, we will consider functionals of absolutely regular processes: Definition 1.2. Let (X n ) n∈N be a stationary process. Then the absolute regularity coefficient is given by
and (X n ) n∈N is called absolutely regular, if β(k) → 0 as k → ∞.
We call a sequence (X n ) n∈Z a two-sided functional of (Z n ) n∈Z if there is a measurable function defined on R Z such that
In addition we will assume that (X n ) n∈Z satisfies the 1-approximation condition: Definition 1.3. We say that (X n ) n∈Z is an 1-approximating functional of (Z n ) n∈Z , if
where lim l→∞ a l = 0 and F l −l is the σ-field generated by Z −l , . . . , Z l . This class of dependent sequences covers data from dynamical systems, which are deterministic in the sense that there exists a map T such that X n+1 = T (X n ). For example, the map
x ⌋ is related to the continued fraction
where (Z n ) n∈N is a stationary, absolutely regular process (even uniformly mixing, see Billingsley [5] , p. 50) taking values in N if the distribution of X 0 is the Gauss measure given by the density f (x) = 1 log 2 1 1+x . Linear processes (where the innovations are allowed to be discrete and dependent) are also functionals of absolutely regular processes. Let (Z n ) n∈Z be a stationary, absolutely regular process with E |Z 1 | < ∞ and (c k ) k∈N a real valued sequence with
The second aim of this paper is to establish a Bahadur representation for functionals of absolutely regular processes. If (X n ) n∈Z is an approximating function with constants (a l ) l∈N , it is not clear that the same holds for (g (X n )) n∈N . We therefore need an additional continuity condition: Definition 1.4. Let (X n ) n∈N be a stationary process.
(1) A function g : R → R satisfies the variation condition, if there is a constant L such that
(2) A function g : R × R → R satisfies the uniform variation condition on B ⊂ R, if there is a constant L such that Line (7) holds for all functions g (·, t), t ∈ B.
Obviously, every Lipschitz-continuous function satisfies this condition, but our main example are indicator functions. However, the variation condition can also hold for such discontinuous functions:
1.2. U -Quantiles. U-quantiles are applied in robust estimation, for example the Hodges-Lehmann estimator of location. It has a breakdown point of 29%, that means 29% of the random variables can be replaced by random variables with different distribution before the estimation breaks down completely (see Huber [18] for details). It is also very efficient in the case of independent normal distributed random variables. Let h : R×R → R be a measurable, symmetric function. We are interested in the empirical U -quantile, i.e. the p-quantile of the sample (h (X i , X j )) 1≤i<j≤n , which can be expressed by U −1 n (p) with U n (t) := 2 n(n−1)
Similarly to a sample quantile, U −1 n (p) can be analyzed with the help of a generalized Bahadur respresentation
For the special case of the Hodges-Lehmann estimator of independent data, Geertsema [14] . Arcones [1] proved the exact
(log log n) 3 4 as for sample quantiles. We use a slightly more general definition: Definition 1.6. We call a nonnegative, measurable function h : R × R × R → R, which is symmetric in the first two arguments and nondecreasing in the third argument, a kernel function. For fixed t ∈ R, we call
the U -statistic with kernel h (·, ·, t) and the process (U n (t)) t∈R the empirical Udistribution function. We define the U -distribution function as
where X, Y are independent with the same distribution as
In order to prove asymptotic normality, Hoeffding [16] decomposed U -statistics into a linear and a so-called degenerate part:
where
U -statistics and U -processes have been investigated not only for independent data, but also for different classes of dependent data: Sen [28] considered ⋆-mixing observations, Yoshihara [33] studied absolutely regular observations, Denker and Keller [13] functionals of absolutely regular processes. Borovkova, Burton, Dehling [6] extended this to U -processes. Hsing, Wu [19] investigated U -statistics for some class of causal processes and Dehling, Wendler [11] , [12] for strongly mixing oberservations. As far as we know there are no results on U -quantiles of dependent data, our third and main aim is to give a rate of convergence of the remainder term in the Bahahdur-representation of U -quantiles for strongly mixing sequences and for functionals of absolutely regular sequences. The central limit theorem and the law of the iterated logarithm for U -quantiles are straightforward corollaries.
Similar to sample quantiles, we need special continuity assumptions on the kernel: Definition 1.7. Let (X n ) n∈N be a stationary process and t ∈ R.
(1) The kernel h satisfies the variation condition for t ∈ R, if there is a constant L such that
where X, Y are independent with the same distribution as X 1 and (
The kernel h satisfies the uniform variation condition on B ⊂ R, if there is a constant L such that Line (11) holds for all t ∈ B.
Example 1.8 (Hodges-Lehmann estimator). Let h (x, y, t) = 1 { 1 2 (x+y)≤t} . The 0.5-U -quantil is the Hodges-Lehmann estimator for location [17] . Note that
If X 1 has a bounded density, then the density
(x+y)≤t} satisfies the uniform variation condition on R. Example 1.9 (Q n estimator of scale). Let h (x, y, t) = 1 {|x−y|≤t} . When the 0.25-U -quantile is the Q n estimator of scale proposed by Rousseeuw and Croux [26] . If X 1 has a bounded density, then with similar arguments as for the Hodges-Lehmannestimator, 1 {|x−y|≤t} satisfies the uniform variation condition.
Main results

Sample Quantiles.
In the following theorems we assume that (X n ) n∈N is a stationary process. Theorem 1. Let g : R × R → R be a nonnegative, bounded, measurable function which is nondecreasing in the second argument, let
Assume that one of the following two conditions holds:
(1) (X n ) n∈N is strongly mixing with α (n) = O n −β for some β ≥ 3. Let
is an 1-approximating functional of an absolutely regular process (Z n ) n∈Z with mixing coefficients (β(n)) n∈N and approximation constants (a n ) n∈N , such that β(n) = n −β and a n = n −(β+3) for some β > 3. Let g satisfy the variation condition uniformly in some neighbourhood of t p and let γ :=
a.s. as n → ∞.
Remark 1. Bahadur representations for sample quantiles of strongly mixing data have previously been established by Yoshihara [34] and Sun [30] . Yoshihara states the rate R n = o n − 3 4 log n a.s., but a careful reading shows that there is a mistake in Line (20) of his paper, which has to be
His proof leads to our rate with γ ≤ Remark 2. Our condition in Line (12) is fullfilled if F is twice differentiable in t p . This is weaker than F being twice differentiable in a neighbourhood of t p as required by Bahadur [3] , Yoshihara [34] and Sun [30] .
Corollary 1. Under the assumptions of Theorem 1 it holds that
Under Condition 1. a.s.
Under Condition 2., the sequence n log log n F −1
Proof. This Corollary follows directly by the central limit theorem for F n (t p ) (Theorem 1.4 of Ibragimov [20] , Theorem 4 of Borovkova et al. [6] ) respectively the law of the iterated logarithm (Theorem 3 of Rio [25] , Proposition 3.7), the Bahadur representation (1) and Line (14).
U -Quantiles.
Theorem 2. Let h : R × R × R → R be a bounded kernel function that satisfies the uniform variation condition in some neighbourhood of t p . Let
(1) X n 1 < ∞ and (X n ) n∈N is strongly mixing and the mixing coefficients satisfy α (n) = O n −β for some β ≥ β . (2) (X n ) n∈N is an 1-approximating functional of an absolutely regular process (Z n ) n∈Z with mixing coefficients (β(n)) n∈N and approximation constants (a n ) n∈N , such that β(n) = n −β and a n = n −(β+3) for some β > 3. Let
Corollary 2. Under the assumptions of Theorem 2 it holds that
Under Condition 2., the sequence n log log n U −1
Proof. This Corollary is an easy consequence of Line (19) and Proposition 3.13 respectively Proposition 3.11 or 3.12.
Preliminary results
3.1. Sample Quantiles. In this section, we recall some existing lemmas for handy reference and prove some technical results. In the proofs, C denotes an arbitrary constant, which may have different values from line to line and may depend on several other values, but not on n ∈ N. An important tool in the analysis of weakly dependent random variables are covariance inequalities:
Lemma 3.1 (Davydov [9] 
Lemma 3.2 (Borovkova et al. [6] ). Let (X n ) n∈N be an 1-approximating functional with approximation constants (a l ) l∈N of an absolutely regular process (Z n ) n∈N and X 0 2+δ < ∞ for some δ > 0. Then
Lemma 3.3 (Borovkova et al. [6] ). Let (X n ) n∈N be a bounded 1-approximation functional with approximation constants (a l ) l∈N of an absolutely regular process
In the analysis of empirical processes, fourth moment inequalities are often used:
By the same lemma with p 1 = p 2 = 2β β−1 and p 3 = β, we get
As Y n is bounded, we have that Y 0 2β
and it follows that
Now by stationarity it is
and with α (n) = O n −β , we arrive at
If (X n ) n∈N is an 1-approximating functional and g an arbitrary function, it is not clear that the same holds for (g(X n )) n∈N , so we give the following lemma: Lemma 3.5. Let (X n ) n∈N be an 1-approximating functional of an absolutely regular process (Z n ) n∈Z with approximation constants (a n ) n∈N and let g be a function bounded by K and satisfy the variation condition with constant L. Then (g (X n )) n∈N is an 1-approximating functional with approximation constants (L + K) √ a n n∈N .
Proof. By the Markov inequality we have that
We conclude that
Lemma 3.6. Let (X n ) n∈N be an 1-approximating functional of an absolutely regular process (Z n ) n∈Z with mixing coefficients β(n) = O n −β for a β > 3 and approximation constants a n = O n −(β+3) . Let C 1 , C 2 , L > 0 be constants. Then there exists a constant C, such that for all measurable, nonnegative functions g : R → R that are bounded by C 1 with E |g (X 1 ) − Eg (X 1 )| ≥ C 2 n − β β+1 and satisfy the variation condition with constant L, and all n ∈ N we have
Proof. We define the random variables
. Using Lemma 3.3 with δ = 6 β−3 , we obtain
Making use of Lemma 3.2 and δ = 2 β−1 , it follows that
and that
We use the representation R n = Z n (F (t p ) − F n (t p )), so we have to know the a.s. asymptotic behaviour of F n (t p ) − F (t p ). The law of the iterated logarithm for functionals of mixing data has been proved by Reznik [24] . We only prove that n log log n (F n (t p ) − F (t p )) is bounded a.s., but under somewhat milder conditions, which fit better to our theorems: Proposition 3.7. Let (X n ) n∈N be a bounded, 1-approximating functional with approximation constants a n = O n −β for some β > 3 of an absolutely regular process (Z n ) n∈N with mixing coefficients β (n) = O n −β . Then
Proof. W.l.o.g. we assume that EX i = 0. We use a blocking technique and define
log l ⌋ for 2 l ≤ n < 2 l+1 and write
By Lemma 2.24 of Borovkova et al. [6], we have that for all
and by Corollary 1 of Móricz [23] that
It follows that
So we get for every ǫ > 0
and by a applying the Borel-Cantelli lemma we conclude that
s. By Theorem 3 of Borovkova et al. [6] , there exists a sequence of independent random variables (B ′ sn ) s∈N , such that for all even s 
Due to Skorohod's inequality (see Shorack, Wellner [29] , p. 844), we conclude that
Choosing the constant C 1 large enough, the probabilities in Line (23) are summable and
for almost all n ∈ N a.s. follows by the Borel-Cantelli lemma.
3.2. U-Quantiles. U -statistics can be decomposed into a linear and a degenerate part, which is a U -statistic with kernel h 2 (x, y, t) := h(x, y, t) − h 1 (x, t) − h 1 (y, t) − U (t). If h is bounded and satisfies the variation condition in t, the same holds for h 2 , see Lemma 4.5 of Dehling, Wendler [12] . Furthermore, h 2 is degenerate, i.e. for all y, t ∈ R : Eh 2 (X 1 , y, t) = 0. For the degenerate part, we need generalized covariance inequalities.
Lemma 3.8. Let (X n ) n∈N be a stationary, strongly mixing sequence with X n 1 < ∞, h : R × R × R → R a bounded kernel function that satisfies the variation condition in t. Then there is a constant, such that
Proof. The result is easily obtained by taking the limit δ → ∞ in Lemma 4.2 of Dehling, Wendler [12] . Lemma 3.9. Let (X n ) n∈N be an 1-approximating functional with approximation constants (a n ) n∈N of an absolutely regular process with mixing coefficients (β(k)) k∈N . Let h (·, ·, t) : R × R → R be a bounded kernel function that satisfies the variation conditon in t. Then
The result is easily obtained by taking the limit δ → ∞ in Lemma 4.3 of Dehling, Wendler [12] .
Lemma 3.10. If a kernel function h : R × R × R → R satisfies the variation condition in t with constant L, then the variation condition holds for h 1 (·, t) with the same constant L.
Proof. Let be Y independent of X with the same distribution as X. Then
The law of the iterated logarithm for U -statistics has been investigated by Dehling, Wendler [12] , but here we state it under slightly different conditions: Proposition 3.11. Let (X n ) n∈N be a stationary, strongly mixing sequence with X n 1 < ∞, h : R × R × R → R a bounded kernel function which satisfies the variation condition in t. If the mixing coefficients satisfy α (n) = O n −β for some β > 2, then a.s.
The proof is the same as the proof of Theorem 2 of Dehling, Wendler [12] , where Lemma 3.8 playes the role of Lemma 4.2 of Dehling, Wendler [12] , and hence omitted.
For functionals of absolutely regular sequences, we give not the full law of the iterated logarithm, only a weaker version under much milder conditions than in Dehling, Wendler [12] . Proposition 3.12. Let (X n ) be an 1-approximating functional with approximation constants a n = O n −(β+3) for some β > 3 of an absolutely regular process (Z n ) n∈Z with mixing coefficients β(n) = O n −β . Let h : R × R × R → R be a bounded kernel function which satisfies the varitation condition in t. Then (25) (U n (t) − EU n (t)) = O log log n n a.s.
Proof. We use the Hoeffding decomposition
t) .
Note that h 1 satsifies the 1-approximation condition in t by Lemma 3.10 and by Lemma 3.5 (h 1 (X n , t)) n∈N is an 1-approximating functional of (Z n ) n∈Z with ap-
, so by Proposition 3.7
With Lemma 3.9 replacing Lemma 4.3 of Dehling, Wendler [12] we can prove in similarly to Theorem 1 of Dehling, Wendler [12] that
2 log log n n a.s., which completes the proof.
Borovkova et al. [6] and Dehling, Wendler [11] have established the central limit theorem for U -statistics under p-continuity, which is a similar assumption to the variation condition. The central limit theorem still holds under the variation condition: Proposition 3.13. Let h : R × R × R → R be a bounded kernel function that satisfies the variation condition in t and let one of the following two mixing conditions hold:
(1) Let (X n ) n∈N be a strongly mixing sequence with E |X 1 | < ∞, and α(n) = O n −β for a β > 2. (2) Let (X n ) be a 1-approximating functional with approximation constants a n = O n −(β+3) for some β > 3 of an absolutely regular process (Z n ) n∈Z with mixing coefficients
Proof. Under Condition 1. the proof is the same as for Theorem Proof of Theorem 1. Let c n = n
(log log n) 1 2 . We first prove that
Line (13) will follow by the Borel-Cantelli lemma. We set d 2 l = log l 2 l 3 4 and
It follows that
From condition (12), we conclude that
Furthermore, we have that for all k 1 , k 2 ≤ C 2 l log l 1 4
So by Lemma 3.4 (under mixing Condition 1.) or Lemma 3.6 (under mixing Condition 2.)
n . Note that we can represent the differences of the empirical distribution function as a double sum
so by Corollary 1 of Móricz [23] , it then follows that
(log l) As γ < 1, this quantities are summable and Line (13) is proved. To prove Line (14) , let w.l.o.g. f (t p ) = 1, otherwise replace g (x, t) by g x, t f (tp) . We represent R n as Z n (F (t p ) − F n (t p )) with Z n (x) := (F n (· + t p ) − F n (t p )) −1 (x) − x = F −1
n (x + F n (t p )) − x − t p . By Theorem 3 of Rio [25] respectively Proposition 3.7 a.s.
lim sup n→∞ ± n log log n (F n (t p ) − F (t p )) ≤ C.
By Line (13) and Condition (12) sup |x|≤C √ log log n n |F n (x + t p ) − F n (t p ) − x| = sup |x|≤C √ log log n n |F n (x + t p ) − F (x + t p ) − F n (t p ) + F (t p )| + sup |x|≤C √ log log n n |F (x + t p ) − F (t p ) − x| = o (c n ) a.s.
Then by Theorem 1 of Vervaat [31] sup |x|≤C √ log log n n |Z n (x)| = o (c n ) a.s., (Vervaats theorem is for random functions from [0, ∞) to [0, ∞), but it becomes clear from the proof of his Lemma 1 that it also holds for the intervalls [−C log log n n , C log log n n ]). Hence R n = Z n (F (t p ) − F n (t p )) = o (c n ) a.s.
U -Quantiles.
Proof of Theorem 2. To prove Line (18), we use the Hoeffding decomposition U n (t) = U (t) + 2 n n i=1 h 1 (X i , t) + 2 n (n − 1) 1≤i<j≤n h 2 (X i , X j , t) .
As above, we set c n = n 
By Lemma 3.10 we have that h 1 satisfies the variation condition uniformly in some neighbourhood of t p . Applying Theorem 1 to the function g = h 1 , we obtain max |k|≤C(2 l log l)
a.s. It remains to show that (27) max |k|≤C(2 l log l) Since γ ∈ (0, 1), we have that n (x + U n (t p )) − x − t p . By Proposition 3.11 lim sup n→∞ ± n log log n (U n (t p ) − U (t p )) = C.
By Line (18) and Condition (17) sup |x|≤C √ log log n n |U n (x + t p ) − U n (t p ) − x| ≤ sup |x|≤C √ log log n n |U n (x + t p ) − U (x + t p ) − U n (t p ) + U (t p )| + sup |x|≤C √ log log n n |U (x + t p ) − U (t p ) − x| = o (c n ) .
Then by Theorem 1 of Vervaat [31] |R ′ n | ≤ sup |x|≤C √ log log n n |Z ′ n (x)| = o (c n ) , so Line (19) is proved.
