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Abstract. We consider the inverse problem of recovering both an unknown elec-
tric current and the surrounding electromagnetic parameters of a medium from
boundary measurements. This inverse problem arises in brain imaging. We show
that under generic conditions one can recover both the source and the electromag-
netic parameters if these are piecewise constant and the current source is invariant
in a fixed direction or a harmonic function.
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1. Introduction
1.1. Mathematical setup. We consider the electromagnetic (EM) phenomenon due
to an electric source located inside an inhomogeneous medium. Let B be a bounded
simply connected open set in R3 with a C1,1-smooth boundary ∂B. Throughout we
let x = (xj)
3
j=1 ∈ R3 denote the space variable and t denote the time variable. Let
J (x, t) : R3×R+ → R3 be a causal function such that J (x, t) = 0 for (x, t) ∈ R3\B×
R+. It models an electric current source supported inside B. We characterize the
EM medium by the electric permittivity ǫ(x), magnetic permeability µ(x) and electric
conductivity σ(x). ǫ(x) and µ(x) are positive scalar functions that are bounded below
and above, and σ(x) is a nonnegative scalar function that is bounded above, such
that ǫ(x) = ǫ0, µ(x) = µ0 and σ(x) = 0 for x ∈ R3\B, where ǫ0 and µ0 are positive
constants. ǫ0 and µ0 signify the EM parameters of the homogeneous background
space R3\B. Let E and H be both R3-valued functions, which respectively model the
electric and magnetic fields generated by the source current J . We have the following
Maxwell system,

−ǫ(x)∂tE(x, t) +∇×H(x, t) = J (x, t) + σ(x)E(x, t),
µ(x)∂tH(x, t) +∇×H(x, t) = 0 (x, t) ∈ R3 × R+,
E(x, 0) = H(x, 0) = 0, x ∈ R3,.
(1.1)
Associated with (1.1), we define a boundary measurement operator
ΠJ ,ǫ,µ,σ(x, t) = (E ,H)(x, t)|(x,t)∈∂B×R+ , (1.2)
where (E ,H) is the pair of solutions to (1.1). In this article, we are concerned with an
inverse problem of simultaneously recovering J , ǫ, µ and σ by knowledge of ΠJ ,ǫ,µ,σ,
namely
ΠJ ,ǫ,µ,σ(x, t)→ (B;J , ǫ, µ, σ). (1.3)
1
ON AN INVERSE BOUNDARY PROBLEM ARISING IN BRAIN IMAGING 2
For the aforementioned inverse boundary problem, we aim to establish sufficient con-
ditions for the following unique recovery result holding true
ΠJ1,ǫ1,µ1,σ1 = ΠJ2,ǫ2,µ2,σ2 ⇔ (J1, ǫ1, µ1, σ1) = (J2, ǫ2, µ2, σ2), (1.4)
where (J1, ǫ1, µ1, σ1) and (J2, ǫ2, µ2, σ2) are two sets of admissible EM configurations.
1.2. Background and motivation. In the physical setting, (B; ǫ, µ, σ) denotes an
inhomogeneous EM medium that is embedded in a homogeneous background space
(R3\B; ǫ0, µ0). J signifies an electric current density that is located inside the body
(B; ǫ, µ, σ). The presence of the source J generates the EM fields E and H that prop-
agate (nondestructively) outside the body B. The inverse problem (1.3) is concerned
with the inference of the knowledge of the interior of the body B, which is a natural
wave probing approach that has been widely adopted in many applications.
For the inverse problem (1.3) described above, if one assumes that the medium
(B; ǫ, µ, σ) is known, but J is unknown, then the problem is usually referred to as
an inverse source problem; see [5, 12] and the references therein for relevant discus-
sions. This inverse source problem is of particular significance to electroencephalog-
raphy (EEG) and magnetoencephalography (MEG) (cf. [7, 8]), which are two im-
portant brain imaging methods. It is known that brain activity induces EM fields
and the measurement of the induced EM fields can be used to understand the brain
processes, which is actually modelled as the inverse source problem associated with
(1.3). We are aware of some recovery results in the literature associated with EEG
and MEG [1, 10, 11]. However, these articles deal with the recovery of the source
term, corresponding to the neuronal current inside the brain, without considering the
simultaneous recovery of the source and the surrounding medium. The inverse source
problem is linear. If one assumes that J is known, but the medium (B; ǫ, µ, σ) is
unknown, then the corresponding inverse problem (1.3) is usually referred to as an
inverse medium problem (cf. [9, 12, 18, 19, 23–25]). We would like to remark that the
inverse medium problems considered in the literature are usually active in the sense
that the measurement data are generated by sending EM fields from outside of the
body and then by measuring the EM responses from outside of the body as well. In
this paper, we consider the inverse problem (1.3) by assuming that both the source
J and the surrounding medium (B; ǫ, µ, σ) are unknown. It is easily verified that the
proposed inverse problem is nonlinear. To our best knowledge, the inverse problem is
new to the literature and the corresponding study becomes radically more challeng-
ing. According to our earlier discussion, it would be of practical interest in EEG and
MEG if one intends to infer knowledge on both the brain activity and the brain tissue
and then study their correlations by exterior EM measurements. In the current arti-
cle, we shall be mainly concerned with the theoretical identifiability results, namely
(1.4). That is, given the measurement data set ΠJ ,ǫ,µ,σ, we aim to establish sufficient
conditions for J and (B; ǫ, µ, σ) such that both of them can be identified. Generically
speaking, if the medium parameters are piecewise constants and the source current
is invariant along any given fixed direction, then under generic conditions all of them
can be recovered. To our best knowledge these identifiability results are new to the
literature.
Another practical scenario that is related to our proposed study is the thermoacous-
tic and photoacoustic tomography [16, 20–22], where one intends to infer knowledge
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of an inside body by exterior acoustic wave measurement that is generated by an
internal source. In particular, in a recent article [16], the simultaneous recovery of
an internal source and the sound speed of the surrounding medium in thermoacous-
tic and photoacoustic tomography was considered, where the governing PDE is the
scalar wave equation. For the proposed inverse problem (1.3) associated with the
Maxwell system (1.1), one would encounter more complicated analysis and technical
difficulties in establishing the corresponding identifiability results than those in [16].
1.3. Some remarks. Before beginning with the mathematical study, several general
remarks are in order. The major findings in this paper are contained in Theorems 3.1
and 3.2. Generically speaking, if the source term J (x, t) = J(x)δ(t) with J invari-
ant along any given direction or a harmonic function, and the medium (B; ǫ, µ, σ)
possesses material parameters being piecewise-constant, then one can recover both
the source and the medium. It is remarked that our simultaneous recovery results
may not be exclusive, and the unique recovery might hold for other scenarios. The
main mathematical arguments to establish the recovery result are first to reduce the
Maxwell system (1.1) from the time regime to the frequency regime by Fourier trans-
form and then to derive integral representations of the electric and magnetic fields,
respectively. Next by performing asymptotic analysis in the low frequency regime, we
can derive certain integral identities involving the source function and the material
parameters, which are coupled together. By inverting those integral identities using
harmonic analysis techniques, we obtain the desired unique recovery results.
In Section 2, we present some results concerning the forward Maxwell system (1.1),
especially the integral representations and the asymptotic expansions of the solutions
with respect to the frequency ω. Section 3 is devoted to the unique recovery results.
2. Auxiliary results on the forward Maxwell system
In order to provide a functional analysis framework for the investigation of (1.3)
associated with (1.1), we first introduce some Sobolev spaces (cf. [15, 17]). We often
use the spaces
Hloc(curl;X) = {U|D ∈ H(curl;D); D is any bounded subdomain of X}
and
H(curl;D) = {U ∈ (L2(D))3; ∇×U ∈ (L2(D))3}.
We also define the following spaces
Hloc(div;X) = {U|D ∈ H(div;D); D is any bounded subdomain of X}
and
H(div;D) = {U ∈ (L2(D))3; ∇ ·U ∈ (L2(D))3}.
Furthermore, for β ∈ L∞(D), we denote by H(div(β·);D) the function space
H(div(β·);D) = {U|D ∈ (L2(D))3; ∇ · (βU) ∈ (L2(D))3}
In the sequel, we assume that
J (x, t) = J(x)δ(t), (2.1)
with J ∈ H0(div;B), where H0(div;B) stands for the set of all functions that are in
H(div;B) and compactly supported in B. We define similarly for space H0(curl;B).
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In (2.1), δ signifies the delta distribution. It is also assumed that ǫ, µ and σ belong
to L∞(R3). It is recalled that
ǫ = ǫ0, µ = µ0, J = 0 and σ = 0 in R
3 \B. (2.2)
We refer to [13,14] for the well-posedness of the forward Maxwell system (2.4), and in
particular the unique existence of a pair of solutions (E ,H) ∈ C(R0+, Hloc(curl,R3))2.
2.1. The reduced Maxwell system. We shall make use of the method of Fourier
transform to reduce the Maxwell system (1.1) from the time-domain to the frequency-
domain. To that end, we introduce the following temporal Fourier transform Ft :
L2(R+)
3 → L2(R+)3,
J(ω) = Ft(J ) := 1
2π
∫ ∞
0
J (t)eiωt dt, J , ω ∈ R+. (2.3)
Throughout, for the Maxwell system (1.1), we assume that the temporal Fourier
transforms exist of E , ∂tE ,H and ∂tH. Indeed, we note that in (1.1), if σ is not
identically vanishing, the Maxwell system retains a damping term, and hence the cor-
responding EM fields decays exponentially as time t goes to infinity; see [14] for the
relevant study. However, all of our subsequent results hold as long as the aforemen-
tioned Fourier transforms exist. Hence, in order to appeal for a more general study,
we only require the existence of the corresponding Fourier transforms. Moreover, we
always assume that the EM fields to (1.1) are outward radiating, and this can be ful-
filled by requiring a certain causality condition on the EM configuration (B;J , ǫ, µ, σ)
(cf. [14]). However, we shall not explore this point in the current article, and from a
physical point of view, this is generically reasonable.
Next, by applying the temporal Fourier transform to (1.1) and setting
E(x;ω) = Ft(E(x, t)), H(x;ω) = Ft(H(x, t)),
we have the following reduced time-harmonic Maxwell system{ ∇× E− iωµH = 0 in R3,
∇×H+ iω(ǫ+ iσ
ω
)E = J in R3,
(2.4)
subject to the Silver-Mu¨ller radiation condition:
lim
‖x‖→∞
‖x‖(H× xˆ−E) = 0, (2.5)
where xˆ = x/‖x‖ for x ∈ R3\{0}. The Silver-Mu¨ller radiation condition characterizes
the outgoing nature of the EM waves (cf. [9, 14, 17]). In what follows, if E and H
satisfy (2.5), they are referred to as radiating fields.
We refer to [15] for the unique existence of solutions E,H ∈ Hloc(curl;R3) to the
Maxwell system (2.4). It is readily seen that E ∈ Hloc(curl;R3) ∩H(div(ǫ·);R3) and
H ∈ Hloc(curl;R3) ∩H(div(µ·);R3).
With the above preparations, the inverse problem (1.3) can be reformulated in the
frequency-domain associated with the reduced Maxwell system (2.4) as
ΠJ,ǫ,µ,σ(x, ω)→ (B;J, ǫ, µ, σ). (2.6)
where
ΠJ,ǫ,µ,σ(x, ω) = (E,H)(x;ω)|(x,ω)∈∂B×R+. (2.7)
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We would like to point out that as part of our results on the inverse problem (2.6), if
µ is known, then it is sufficient to make use of the measurements of the electric field
E. Similarly, if ǫ is known, then it is enough to make use of the measurements of the
magnetic field H; see our main recovery results in Theorem 3.1. Furthermore, in all
cases, we shall actually only make use of the frequency ω in a neighborhood of the
zero frequency.
2.2. Integral representations. In this subsection, for the subsequent use, we present
the integral representations of the electric field E and magnetic fieldH to the Maxwell
system (2.4). Our discussion follows the general treatment in [17].
Define k0 := ω
√
ǫ0µ0 to be the wave number. Let Γk0 be the outgoing fundamental
solution to the PDO −(∆ + k20), that is given by
Γk0(x) =
eik0‖x‖
4π‖x‖ . (2.8)
For any bounded domain B ⊂ R3, we denote by Vk0B : L2loc(B)3 → L2loc(B)3 the volume
potential operator defined by
Vk0B [Φ](x) :=
∫
B
Γk0(x− y)Φ(y)dy. (2.9)
We also denote by Sk0B : H−1/2(∂B)→ H1(R3\∂B) the single layer potential operator
given by
Sk0B [φ](x) :=
∫
∂B
Γk0(x− y)φ(y)dsy, x ∈ R3 \ ∂B, (2.10)
and the double layer potential Dk0B : H1/2(∂B)→ H1(R3 \ ∂B) given by
D0B[ϕ](x) :=
∫
∂B
∂
∂νy
Γ0(x− y)ϕ(y)dsy, x ∈ R3 \ ∂B,
and Kk0B : H1/2(∂B)→ H1/2(∂B) the Neumann-Poincare´ operator
Kk0B [φ](x) := p.v.
∫
∂B
∂Γk0(x− y)
∂νy
φ(y)dsy, (2.11)
where p.v. stands for the Cauchy principle value. In (2.11) and also in what follows,
ν signifies the exterior unit normal vector to the boundary of the domain concerned.
It is known that the single layer potential operator Sk0B and the double layer potential
operator Dk0B satisfy the trace formulae
∂
∂ν
Sk0B [φ]
∣∣∣
±
= (∓1
2
I + (Kk0B )∗)[φ] on ∂B,
D0B[ϕ](x)
∣∣∣
±
= (±1
2
I +Kk0B )[ϕ] on ∂B,
(2.12)
where (Kk0B )∗ is the adjoint operator of Kk0B with respect to the L2 inner product.
Define a 6× 6 matrix operator G as follows,
G(x) =
(
(k20I3 +∇2)Γk0(x) iωµ0∇× (Γk0(x)I3)
−iωǫ0∇× (Γk0(x)I3) (k20I3 +∇2)Γk0(x)
)
, (2.13)
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where In is the n × n identity matrix. Then the solution to (2.4) and (2.5) can be
represented by(
E
H
)
=
∫
R3
G(· − y)
(
γ˜(y)E(y) + i/(ωǫ0)J(y)
µ˜(y)H(y)
)
dy, (2.14)
where and also in what follows,
γ˜ := (ǫ+ iσ/ω − ǫ0)/ǫ0 and µ˜ := (µ− µ0)/µ0. (2.15)
It can be readily seen from (2.14) that E(x) = O(‖x‖−1), H(x) = O(‖x‖−1) as
‖x‖ → +∞.
One can rewrite (2.14) as
E =(k20I3 +D
2)
∫
R3
Γk0(x− y)(γ˜E+ i/(ωǫ0)J)(y)dy
+ iωµ0∇×
∫
R3
Γk0(x− y)µ˜(y)H(y)dy,
H =− iωǫ0∇×
∫
R3
Γk0(x− y)(γ˜E+ i/(ωǫ0)J)(y)dy
+ (k20I3 +D
2)
∫
R3
Γk0(x− y)µ˜(y)H(y)dy.
(2.16)
By virtue of (2.16), along with straightforward calculations, one can further show
that (
ωE
H
)
=Mk0B
(
γ˜ωE
µ˜H
)
+
(
i/ǫ0(k
2
0I3 +D
2)Vk0B [J]
∇× Vk0B [J]
)
in R3, (2.17)
where the operator Mk0B is defined by
Mk0B :=
(
(k20I3 +D
2)Vk0B iω2µ0∇× Vk0B
−iǫ0∇× Vk0B (k20I3 +D2)Vk0B
)
. (2.18)
We mention that the notation D2Vk0B appearing in (2.16), (2.17) and (2.18) stands for
∇(∇ ·Vk0B ), and we shall also make use of such a notation in the subsequent analysis.
2.3. Asymptotic expansions. By using the integral representation (2.17), we next
derive the asymptotic expansions of E and H as ω → +0. To that end, we first derive
an important lemma. In the following, if k0 = 0, we formally set Γk0 introduced
in (2.8) to be Γ0 = 1/(4π‖x‖), and the other integral operators introduced in the
previous subsection can also be formally defined when k0 = 0.
Lemma 2.1. The operator D2V0B is semi-negative definite which maps GH0(div; B)
to H1(B)3, where GH0(div; B) is defined by
GH0(div; B) := {Φ ∈ H0(div; B);∇× Φ = 0} . (2.19)
Furthermore, the only possible eigenvalue of D2V0B in H0(div;B) is −1 and the cor-
responding eigenfunction Φ is in H1(B)3 verifying
D2V0B[Φ] = −Φ, ∇ · Φ 6= 0 and ∇× Φ = 0. (2.20)
If Φ ∈ H0(div;B) and ∇ · Φ = 0 then
D2V0B[Φ] = 0. (2.21)
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Proof. Let Φ ∈ H0(div;B). Using the identity ∂Γk0(x− y)/∂xi = −∂Γk0(x− y)/∂yi
and integration by parts, one has
D2V0B[Φ](x) = ∇∇ ·
∫
B
Γ0(x− y)Φ(y)dy
=∇
∫
B
Γ0(x− y)(∇ · Φ)(y)dy = ∇V0B[∇ · Φ].
(2.22)
By the fact that V0B maps L2(B) to H2(B) (cf. [9]), one easily sees that D2V0B[Φ] ∈
H1(B)3. If Φ ∈ H0(div;B) and ∇ ·Φ = 0 then by using (2.22), one can prove (2.21).
Next for Φ ∈ GH0(div; B) and ∇ · Φ 6= 0, by integration by parts, one can show
〈D2V0B[Φ],Φ〉 =
∫
B
D2V0B[Φ] · Φ =
∫
B
(∇×∇× V0B[Φ]− Φ) · Φ
=
∫
B
(∇× V0B[Φ]) · (∇× Φ)−
∫
B
Φ · Φ
= −
∫
B
‖Φ‖2 ≤ 0,
which shows that D2V0B is semi-negative definite on GH0(div; B).
Finally, suppose that λ 6= 0 is a possible eigenvalue of D2V0B in H0(div;B). We
have
D2V0B[Φ] = λΦ, Φ ∈ H0(div;B),
which implies that Φ is also inH0(curl;B). By taking respectively curl and divergence
of both sides of the above equation, one obtains
0 = λ∇× Φ, −∇ · Φ = λ∇ · Φ,
which proves (2.20).
The proof is complete. 
We proceed with the asymptotic analysis as ω → +0.
Proposition 2.1. From (2.17), one can show that
Ak0B
(
ωE
H
)
=
(
i/ǫ0(k
2
0I3 +D
2)Vk0B [J]
∇× Vk0B [J]
)
in R3, (2.23)
where Ak0B is defined by
Ak0B := I6 −Mk0B
(
γ˜ 0
0 µ˜
)
. (2.24)
For ω ∈ R+ sufficiently small, we have the following asymptotic expansions of Ak0B
with respect to ω,
Ak0B = I6 −M0B
(
γ˜ 0
0 µ˜
)
+ ω2Rk0B , (2.25)
where M0B is defined by
M0B :=
(
D2V0B 0
−iǫ0∇× V0B D2V0B
)
, (2.26)
and Rk0B is a remainder term which is a bounded operator on H2loc(R3)3 ×H2loc(R3)3.
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Proof. The proposition can be proved by straightforward calculations using (2.17)
and (2.18). 
In what follows, we introduce the following Sobolev space for s ∈ R and |s| ≤ 1/2,
Hs0(∂B) = {u ∈ Hs(∂B);
∫
∂B
u ds = 0}. (2.27)
Similarly we define L20(∂B) to be the space of functions in L
2 and has zero average
on the boundary. For ε ∈ L∞(B) and ε > α0 ∈ R+, we define
Λε : H
−1/2
0 (∂B)→ H1/20 (∂B)
to be the Neumann-to-Dirichlet map such that Λε[ε∂u/∂ν|∂B] = u|∂B, where u ∈
H1(B) is the solution to
∇ · ε∇u = 0 in B and
∫
∂B
u ds = 0.
It is remarked that Λε is invertible. Define Nε(x,y) to be the Neumann function that
satisfies

∇ · ε∇Nε(·,y) = −δy(·) in B,
ν · ε∇Nε(·,y)
∣∣
∂B
= − 1|∂B| ,
∫
∂B
Nε(x,y) dsx = 0 for y ∈ B.
(2.28)
We shall also need the following assumption on the permittivity ǫ and conductivity
σ.
Assumption 1. Assume that (ǫ, σ) satisfies one of the following two conditions:
(i) σ = cǫ in B, where c ≥ 0 is a constant;
(ii) ǫ and σ are piecewise constants in R3 in the following sense. Set Σ0 := B
and assume that Σj , j = 1, 2, . . . , N , are Lipschitz subdomains of Σ0 such
that Σj ⋐ Σj−1 and Σj−1\Σj is connected for 1 ≤ j ≤ N . Set ǫ(0) = ǫ0,
σ(0) = 0 and let ǫ(j) and σ(j) be constants for j = 1, 2, . . . , N +1. The medium
parameters are given as follows,
ǫ = ǫ(0)χ(R3\Σ0) +
N∑
j=1
ǫ(j)χ(Σj−1\Σj) + ǫ(N+1)χ(ΣN ),
σ = σ(0)χ(R3\Σ0) +
N∑
j=1
σ(j)χ(Σj−1\Σj) + σ(N+1)χ(ΣN ).
(2.29)
In (2.29) and also in what follows, χ denotes the characteristic function.
With the above preparations, we next show the following important lemma.
Lemma 2.2. Let ǫ, µ and σ be those described in Section 1.1. Suppose further that
σ and ǫ satisfy Assumption 1. Then there exists ω0 ∈ R+ such that for any ω ≤ ω0,
(2.17) is uniquely solvable for (E,H) ∈ Hloc(curl;R3) × Hloc(curl;R3) and radiating
at infinity. More specifically,(
ωE
H
)
= (A0B)−1
(
i/ǫ0D
2V0B[J]
∇× V0B[J]
)
+O(ω2) in B, (2.30)
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where (A0B)−1 is given by
(A0B)−1 =(
(I3 −D2V0B γ˜)−1 0
−iǫ0(I3 −D2V0Bµ˜)−1∇× V0B γ˜(I3 −D2V0B γ˜)−1 (I3 −D2V0Bµ˜)−1
)
.
(2.31)
Proof. By direct computations, we first have the following asymptotic expansion for
(2.23) (see (2.47) in what follows for the higher order expansion),
Ak0B = A0B +O(ω2), (2.32)
where A0B stands for Ak0B with k0 formally replaced by 0. In view of (2.23) and (2.32),
it suffices to show that A0B is invertible and its inverse is given by (2.31). By (2.25),
A0B can be represented by
A0B = I6 −M0B
(
γ˜ 0
0 µ˜
)
.
First, we consider the following equation
(I3 −D2V0B γ˜)[ωE] = i/ǫ0D2V0B[J] in R3 (2.33)
with E radiating at infinity. One has E ∈ Hloc(curl;R3) and satisfies
∇× E = 0, ∇ · ((1 + γ˜)ωE) = i/ǫ0χ(B)∇ · J in R3.
Hence, there exists u ∈ H1loc(R3) such that E = ∇u and
∇ · ((1 + γ˜)∇u) = iω−1ǫ−10 χ(B)∇ · J in R3, (2.34)
where u is radiating at infinity.
By the condition (i) in Assumption 1 that σ = cǫ, one has 1 + γ˜ = (1 + ci/ω)ǫǫ−10
or equivalently,
∇ · (ǫ∇u) = c1(ω)χ(B)∇ · J in R3, (2.35)
where c1(ω) := i(ω + ci)
−1 and u is radiating at infinity. It is readily seen that the
existence and uniqueness of a solution to (2.33) in Hloc(curl;R
3) is equivalent to the
existence and uniqueness of a solution to (2.35) in H1loc(R
3). The uniqueness of the
solution to (2.35) is known. In fact, it is equivalent to showing the unique trivial
solution of the following equation

∇ · ǫ∇u = 0 in B,
∆u = 0 in R3 \B,
∂u
∂ν
∣∣∣
+
= ǫ
∂u
∂ν
∣∣∣
−
on ∂B,
u|+ = u|− on ∂B,
u(x) = O(‖x‖−1) as ‖x‖ → ∞,
which can be found in, e.g., [4]. For the existence of a solution to (2.35), we seek the
solution in the following form
u(x) =


∫
∂B
Nǫ(x,y)ψ(y)dsy
−c1(ω)
∫
B
Nǫ(x,y)(∇ · J)(y)dy + C, x ∈ B,
S0B[φ](x), x ∈ R3 \B,
(2.36)
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where (φ, ψ) ∈ H−1/2(∂B)×H−1/20 (∂B) and C is a constant that satisfies
C =
1
|∂B|
∫
∂B
S0B[φ](x)dsx.
By using the transmission conditions, which are implied in (2.35) and (2.36), φ and
ψ satisfy the following system of integral equations on ∂B,

−S0B[φ] +
1
|∂B|
∫
∂B
S0B[φ] + Λǫ[ψ] = c1(ω)
∫
B
Nǫ(·,y)(∇ · J)(y)dy,
−(1
2
I + (K0B)∗)[φ] + ψ = 0.
(2.37)
The unique solvability of (2.37) in H−1/2(∂B)×H−1/20 (∂B) can be found in [3], noting
that
∫
B
Nǫ(·,y)(∇ · J)(y)dy is in H1/20 (∂B). We have proved the unique solvability
of (2.35), which in turn implies the unique solvability of (2.33).
We proceed to consider the other case that (ǫ, σ) fulfils (ii) in Assumption 1,
namely, ǫ and σ are of the form specified in (2.29). Let
u = uR + iuI ,
where uR and uI represent the real and imaginary parts of u, respectively. Then
(2.34) can be expanded to the following equations

ǫ(j)∆uR − σ(j)ω−1∆uI = 0, in Σj−1 \ Σj ,
ǫ(j)∆uI + σ(j)ω−1∆uR = ω−1∇ · J, in Σj−1 \ Σj ,
ǫ(N+1)∆uR − σ(N+1)ω−1∆uI = 0, in ΣN ,
ǫ(N+1)∆uI + σ(N+1)ω−1∆uR = ω−1∇ · J. in ΣN ,
(2.38)
where j = 1, 2, . . . , N . By (2.38), one can then obtain that
∆u =
(
N∑
j=1
cjχ(Σj−1\Σj) + cN+1χ(ΣN )
)
∇ · J (2.39)
holds in R3, where
cj(ω) =
σ(j) + iǫ(j)ω
(ǫ(j))2ω2 + (σ(j))2
, j = 1, 2, . . . , N + 1.
Therefore, by (2.39) and the fact that u is radiating at infinity, it is straightforward
to show that (2.39) has a unique solution.
Next, we consider the following equation
(I3 −D2V0Bµ˜)[H] = ∇× V0B[J] in R3 (2.40)
where H is radiating at infinity, then one has H ∈ Hloc(curl;R3) and
∇× (H−∇× V0B[J]) = 0, ∇ · ((1 + µ˜)H) = 0, in R3.
Noting that 1 + µ˜ = µ, there exists u ∈ H1loc(R3) such that H = ∇u+∇×V0B[J] and
∇ · µ∇u = −∇ · (µ∇× V0B[J]) in R3. (2.41)
Since ∇· (µ∇×V0B[J]) = 0 in R3 \B, one can prove similarly that (2.41) has a unique
solution, and thus (2.40) has a unique solution.
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Now we consider the following more general case. Suppose M ∈ Hloc(curl;R3) ∩
Hloc(div;R
3) and ε ∈ L∞(R3) and ε = 0 in R3 \ B. Let F be in Hloc(curl;R3) ∩
H(div((1+ ε)·);R3) and radiating at ininity. We prove that the following equation is
uniquely solvable
(I3 −D2V0Bε)[F] =M. (2.42)
In fact, by taking curl and divergence of both sides of (2.42), respectively, one has
∇× (F−M) = 0, ∇ · (1 + ε)F = ∇ ·M. (2.43)
Then by (2.43) there exists u ∈ H1loc(R3) such that F−M = ∇u and
∇ · (1 + ε)∇u = −∇ · (εM), (2.44)
and u radiating at infinity. Noting that ∇ · (εM) = 0 in R3 \ B, one can prove the
unique solvability of (2.44) by using exactly the same method as that for (2.35) and
(2.41).
To sum up, we can solve (2.23) as follows. From the first equation in (2.23) one
can uniquely obtain
ωE = i/ǫ0(I3 −D2V0B γ˜)−1D2V0B[J] +O(ω2),
then by using the second equation, that is,
(I3 −D2V0Bµ˜)[H] = −iǫ0∇× V0B[γ˜ωE] +∇× V0B[J] +O(ω2),
one can uniquely obtain that
H = −iǫ0(I3 −D2V0B γ˜)−1∇× V0B[γ˜ωE] + (I3 −D2V0B γ˜)−1∇× V0B[J] +O(ω2).
Using the above facts, one can directly verify that (A0B)−1 is given in (2.31). Finally,
(2.30) can be shown by straightforward asymptotic expansion with respect to ω.
The proof is complete. 
In (2.30), we only derived the leading-order expansion of [ωE,H]. In some cases
in what follows, we shall also need the higher-order expansion of [ωE,H]. Next,
we present the corresponding high-order expansions. Since the proof is completely
similar to that of Lemma 2.2, we only sketch it. Suppose that ω is sufficiently small
and x ∈ B, then there holds the following expansion for Mk0B in (2.18),
Mk0B =M0B + k20MB,1 +O(ω3), (2.45)
where M0B is defined in (2.26) and MB,1 is defined by
MB,1 :=
( V0B +D2LB i/ǫ0∇× V0B
−iǫ0∇× LB V0B +D2LB
)
,
with LB given by
LB[Φ] := − 1
4π
∫
B
‖x− y‖Φ(y)dy. (2.46)
Then by definition (2.24) we have the following expansion for Ak0B ,
Ak0B = A0B − k20MB,1Υ+O(ω3), (2.47)
where Υ is defined by
Υ :=
(
γ˜ 0
0 µ˜
)
, (2.48)
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and
A0B := I6 −M0BΥ.
With the above computations, we obtain
Theorem 2.1. Suppose that ǫ, µ and σ are as in Lemma 2.2, and in particular note
that ǫ and σ satisfy Assumption 1. Then there exists ω0 ∈ R+ such that for ω ≤ ω0,
the solution to (2.4) and (2.5) admits the following asymptotic expansion in B,(
ωE
H
)
=(A0B)−1
(
i/ǫ0D
2V0B[J]
∇× V0B[J]
)
+ k20(A0B)−1
(
i/ǫ0(V0B +D2LB)[J]
∇×LB[J]
)
+ k20(A0B)−1MB,1Υ(A0B)−1
(
i/ǫ0D
2V0B[J]
∇× V0B[J]
)
+O(ω3). (2.49)
Corollary 2.2. Suppose that ǫ, µ and σ are those in Theorem 2.1, and particularly
ǫ and σ satisfy Assumption 1. Then there exists ω0 ∈ R+ such that for ω ≤ ω0, the
solution to (2.4) and (2.5) admits the following asymptotic expansions in B
ωE = i/ǫ0(I3 −D2V0B γ˜)−1D2V0B[J] +O(ω2), (2.50)
and
H = −iωǫ0(I3 −D2V0Bµ˜)−1∇× V0B[E] + (I3 −D2V0Bµ˜)−1∇× V0B[J] +O(ω2). (2.51)
Furthermore, if ∇ · J = 0, then we have the following asymptotic expansions in B,
E =iωµ0(I3 −D2V0Bγ˜)−1∇× V0Bµ˜(I3 −D2V0Bµ˜)−1∇× V0B[J]
+ iωµ0(I3 −D2V0Bγ˜)−1V0B[J] +O(ω2), (2.52)
and
H =(I3 −D2V0Bµ˜)−1∇× V0B[J] + ω(I3 −D2V0Bµ˜)−1∇× V0B[γ˜E]
+ k20(I3 −D2V0Bµ˜)−1
(
∇×L0B + V0Bµ˜(I3 −D2V0Bµ˜)−1∇× V0B
)
[J]
+O(ω3).
(2.53)
Proof. By using (2.15), (2.31) and (2.49) one can readily show that (2.50) and (2.51)
hold in B. If ∇ · J = 0, then J ∈ H0(div;B) and by (2.21), one obtains D2V0B[J] = 0
and D2LB[J] = 0. By using the higher order expansion in (2.49), one can show that
(2.52) and (2.53) hold in B.
The proof is complete. 
Remark 2.1. We shall make use of the four asymptotic expansions contained in Corol-
lary 2.2 to recover the source J and the material parameters ǫ and µ as they are con-
tained in the coefficients of the expansions. It is noted that those coefficients satisfy
certain integral identities, and the unknowns are coupled together in those identities.
We would also like to point out that one cannot have ∇ · J = 0 and ∇ × J = 0
hold simultaneously. Indeed, noting that J is compactly supported in B, and if both
∇ · J = 0 and ∇ × J = 0, then one must have that J ≡ 0 by integrating by parts.
Using this observation, together with the fact that ∇ × V0B[J] = V0B[∇ × J], we can
then assume that the leading-order term in (2.53) is not vanishing.
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3. Unique recovery results for the inverse problem
In this section, we present the main unique recovery results for the inverse problem
(2.6), which are contained in Theorems 3.1 and 3.2. To that end, we first derive three
critical auxiliary lemmas.
Henceforth, for a bounded domain Ω and a distribution ψ, we use ψ|+∂Ω and ψ|−∂Ω,
respectively, to signify the traces of ψ on ∂Ω when one approaches ∂Ω from outside
and inside of Ω. The first auxiliary result is given as follows.
Lemma 3.1. Suppose that ǫ, µ and σ are similar to those described in Theorem 2.1,
and particularly σ = cǫ in B with c ≥ 0 a constant. Also, suppose that J ∈ H0(div;B),
which satisfies (2.2). If ∇ · J 6= 0, then for ω ∈ R+ sufficiently small, E can be
represented by E = ∇(u1 + u2) +O(ω) in B, where u1 and u2 satisfy
u1 =


∫
∂B
Nǫ(·,y)(ν · ǫE
∣∣−
∂B
)(y)dsy in B
−S0BΛ−11 (Λ1 − Λǫ)[ν · ǫE
∣∣−
∂B
] + C1 in R
3 \B,
u2 =


c1(ω)
∫
B
Nǫ(·,y)(∇ · J)(y)dy in B
c1(ω)S0BΛ−11
[ ∫
B
Nǫ(·,y)(∇ · J)(y)dy
]
+ C2 in R
3 \B,
(3.1)
with C1 and C2 two constants, respectively, given by
C1 =
1
|∂B|
∫
∂B
S0BΛ−11 (Λ1 − Λǫ)[ν · ǫE
∣∣−
∂B
](y)dsy,
and
C2 = −c1(ω)|∂B|
∫
∂B
S0BΛ−11
[ ∫
B
Nǫ(·,y)(∇ · J)(y)dy
]
(x)dsx,
and c1(ω) = iǫ
−1
0 (ω + ci)
−1. If ∇ · J = 0 then H can be represented as
(I3 +D
2V0B)[H] = −µ−10 ∇S0B[(ν · µH)|−∂B] + V0B[∇× J] +O(ω2) in B. (3.2)
Proof. Recall from (2.50) that E ∈ H(curl;B) and satisfies
(I3 −D2V0B γ˜)[ωE] = iǫ−10 D2V0B[J] +O(ω2) in B. (3.3)
By taking curl of both sides of (3.3), one readily has that
∇× E = O(ω). (3.4)
Noting J ∈ H0(div;B), one also has from taking div of both sides of (3.3) that
∇ · (1 + γ˜)E = −iω−1ǫ−10 ∇ · J+O(ω). (3.5)
Let u be the solution to

∇ · (ǫ∇u) = −c1(ω)∇ · J in B
∆u = 0 in R3 \B
∂u
∂ν
∣∣∣
+
= ǫ
∂u
∂ν
∣∣∣
−
on ∂B
u|+ = u|− on ∂B
u(x) = O(‖x‖−1) as ‖x‖ → ∞
, (3.6)
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where c1(ω) = iǫ
−1
0 (ω+ ci)
−1. Noting that σ = cǫ in B, and by combining (3.4), (3.5)
and (3.6), we thus have E = ∇u + O(ω). The solution u to (3.6) can be written as
u = u1 + u2 (see, e.g. [3]), where
u1(x) =


∫
∂B
Nǫ(x,y)(ν · ǫE|−∂B)(y)dsy, x ∈ B
−S0BΛ−11 (Λ1 − Λǫ)[ν · ǫE|−∂B](x) + C1, x ∈ R3 \B
, (3.7)
and
u2 =


c1(ω)
∫
B
Nǫ(x,y)(∇ · J)(y)dy, x ∈ B
c1(ω)S0BΛ−11
[ ∫
B
Nǫ(·,y)(∇ · J)(y)dy
]
(x) + C2, x ∈ R3 \B
, (3.8)
with C1 and C2 two constants, respectively, given by
C1 =
1
|∂B|
∫
∂B
S0BΛ−1ǫ0 (Λǫ0 − Λǫ)[ν · ǫE
∣∣−1
∂B
](y)dsy,
and
C2 = −c1(ω)|∂B|
∫
∂B
S0BΛ−1ǫ0
[ ∫
B
Nǫ(·,y)(∇ · J)(y)dy
]
(x)dsx.
Therefore, (3.1) is proved.
Next, if ∇ · J = 0, then by (2.53) and noting that
∇× V0B[γ˜E] = V0B[γ˜∇× E] = O(ω2),
we have
(I3 +D
2V0B)[H] = D2V0B[(1 + µ˜)H] +∇× V0B[J] +O(ω2). (3.9)
It can be readily verified that
∇ · (1 + µ˜)H = O(ω2). (3.10)
Noting that 1 + µ˜ = µ/µ0, by (3.9), (3.10) and integration by parts, we obtain
(I3 +D
2V0B)[H]
=− µ−10 ∇
∫
B
∇yΓ0(· − y) · (µH)(y)dsy + V0B[∇× J] +O(ω2)
=− µ−10 ∇
∫
B
∇y · (Γ0(· − y)(µH)(y))dsy + V0B[∇× J] +O(ω2)
=− µ−10 ∇S0B[(ν · µH)|−∂B] + V0B[∇× J] +O(ω2).
The proof is complete. 
Next we present the second auxiliary result.
Lemma 3.2. Let Nε(x,y) be defined in (2.28), and suppose that ε is a given positive
constant in B. Then there holds the following identity,(
− I
2
+K0B
)[ ∫
B
Nε(· − y)(∇ · J)(y)dy
]
(x)
=ε−1
∫
B
Γ0(x− y)(∇ · J)(y)dy, x ∈ ∂B.
(3.11)
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Proof. For any g ∈ L2(∂B), we let u be defined by
u(y) :=
∫
∂B
(
− I
2
+K0B
)
[Nε(·,y)](x)g(x)dsx, y ∈ B.
Then we conclude
u(y) :=
∫
∂B
Nε(x,y)
(
− I
2
+ (K0B)∗
)
[g](x)dsx, y ∈ B.
Noticing that ε is a constant, we have ∆u = 0 and
ν · ∇u = ε−1
(
− I
2
+ (K0B)∗
)
[g],
∫
∂B
u = 0, on ∂B.
It is easily seen that u can also be represented by the formula
u = ε−1S0B[g]− ε−1
∫
∂B
S0B[g](x)dsx.
By using that
∫
B
∇ · J = 0 we thus have∫
B
∫
∂B
(
− I
2
+K0B
)
[Nε(·,y)](x)g(x)dsx(∇ · J)(y)dy
=ε−1
∫
B
S0B[g](y)(∇ · J)(y)dy.
Finally, by interchanging the order of integrations and using the fact that g ∈ L2(∂B)
is arbitrary, we readily have (3.11).
The proof is complete. 
Remark 3.1. It is remarked that Lemma 3.2 is adapted and modified from Lemma
2.28 in [4]. Here for the sake of convenience to the readers and self-containedness of
the paper, we present its proof.
Next we introduce two definitions.
Definition 3.1. We call a harmonic function u in B a Herglotz harmonic function
with ξ ∈ C3 if
u(x) = αeix·ξ + β, x ∈ B, (3.12)
where ξ 6= 0, ξ · ξ = 0 and α, β ∈ C are two constants.
Definition 3.2. We call a function Φ ∈ H1(B) admissible, if one of the following two
conditions is fulfilled:
(i) Φ(x) = h(x) for x ∈ B, and h is a harmonic function in R3;
(ii) There exists a unit vector d ∈ S2 such that d · ∇Φ = 0.
The following lemma shall also be needed.
Lemma 3.3. Let (E,H) be the solution to (2.4) and (2.5). Suppose that (ǫ, µ, σ)
and J ∈ H0(div;B) satisfy (2.2) and ∇ · J = 0. Suppose further that ǫ and σ are
piecewise constants in B which satisfy (2.29) in Assumption 1. Then there holds the
following transmission condition,
ν · (ǫ(j) + iσ(j)/ω)E|+ = ν · (ǫ(j+1) + iσ(j+1)/ω)E|− on ∂Σj , (3.13)
for j = 0, 1, . . . , N . Moreover, there also holds
ν · µ0H|+ = ν · µH|− on ∂B. (3.14)
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Proof. We only prove (3.13), and (3.14) can be proved by using similar arguments.
By taking the divergence of both sides of the second equation in (2.4) and noting that
∇ · J = 0 by the assumption, we have
∇ · (ǫ+ iσ/ω)E = ∇ · J = 0 in R3. (3.15)
By taking the inner product of both sides of the second equation in (2.4) with the
gradient of a test function ψ ∈ C∞0 (R3), and integrating both sides over R3, there
holds ∫
R3
(∇×H) · ∇ψ = −iω
∫
R3
(ǫ+ iσ/ω)E · ∇ψ +
∫
R3
J · ∇ψ. (3.16)
By using the vector calculus identity and Green’s formula, the LHS of (3.16) can be
rewritten ∫
R3
(∇×H) · ∇ψ =
∫
R3
∇ · (H×∇ψ) = 0. (3.17)
Using (3.15) and Green’s formula, the RHS of (3.16) implies
− iω
∫
R3
(ǫ+ iσ/ω)E · ∇ψ +
∫
R3
J · ∇ψ
=− iω
∫
R3\Σj
(ǫ+ iσ/ω)E · ∇ψ − iω
∫
Σj
(ǫ+ iσ/ω)E · ∇ψ
=iω
∫
∂Σj
ν · (ǫ+ iσ/ω)E
∣∣∣
+
ψ − iω
∫
∂Σj
ν · (ǫ+ iσ/ω)E
∣∣∣
−
ψ.
(3.18)
Substituting (3.17) and (3.18) into (3.16), we have∫
∂Σj
ν · (ǫ+ iσ/ω)E
∣∣∣
+
ψ =
∫
∂Σj
ν · (ǫ+ iσ/ω)E
∣∣∣
−
ψ. (3.19)
Finally, since ψ is arbitrary, we thus have (3.13), which completes the proof. 
We are ready to present the first main theorem that contains the results on the
simultaneous recovery of ǫ, µ, σ and J from the knowledge of Πǫ,µ,σ,J.
Theorem 3.1. Let (ǫ1, µ1, σ1,J1) and (ǫ2, µ2, σ2,J2) be two sets of EM configurations.
Suppose ǫj > 0, µj > 0, Jj ∈ H0(div;B) which verify (2.2). Suppose further that ǫj , µj
and σj are constants in B. Let (E1,H1) and (E2,H2) be the corresponding solutions
to (2.4) and (2.5), associated with (ǫ1, µ1, σ1,J1) and (ǫ2, µ2, σ2,J2), respectively. If
Πǫ1,µ1,σ1,J1(x, ω) = Πǫ2,µ2,σ2,J2(x, ω), (x, ω) ∈ ∂B × (0, ω0), (3.20)
where ω0 is any given positive constant, then we have the following results:
(i) Set Φ := ∇ · (J1 − J2). If ∇ · Jj 6= 0 and
ν · Ej|∂B 6= 0, ν ·Hj|+∂B + ν ·Hj|+∂Bω−1 6= 0 as ω → +0, (3.21)
j = 1, 2, and γ1 = γ2, then Φ = 0 if Φ satisfies the admissibility condition
in Definition 3.2. Furthermore, if ∇ × J1 = ∇ × J2 = 0, then J1 = J2 and
µ1 = µ2.
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(ii) If ∇ · Jj = 0, and S0B[ν · Hj|−∂B] are Herglotz harmonic functions with ξj,
j = 1, 2 and
ν ·Ej |+∂Bω−1 6= 0 as ω → +0, (3.22)
j = 1, 2, then we have that J1 = J2, µ1 = µ2, σ1 = σ2 and ǫ1 = ǫ2 provided
Φ := ξ · (∇ × (J1 − J2)), where ξ · ξ1 = ξ · ξ2 = 0, satisfies the admissibility
condition in Definition 3.2.
Proof. We first prove case (i). Since ǫj , j = 1, 2 are constants in B, and ∇ · Jj 6= 0,
j = 1, 2, by using (3.20), or ν · ǫ1E1 = ν · ǫ2E2 (see (3.13) and note that γ1 = γ2) on
∂B, the first line in (3.7), (3.8), (2.28) and ǫ1 = ǫ2, we have∫
B
Nǫ1(x,y)(∇ · (J1 − J2))(y)dy = 0, x ∈ ∂B.
Using (3.11) we obtain∫
B
Γ0(x,y)(∇ · (J1 − J2))(y)dy = 0, x ∈ ∂B. (3.23)
Note that Γ0(x,y) is a harmonic function which decays at infinity (with order ‖x‖−1)
for y ∈ B and x ∈ R3 \B. We easily see∫
B
Γ0(x,y)(∇ · (J1 − J2))(y)dy = 0, x ∈ R3 \B. (3.24)
Recall the following addition formula for ‖x‖ > ‖y‖ (see [9, 17])
1
4π‖x− y‖ =
∞∑
n=0
n∑
m=−n
1
2n+ 1
Y mn (x/‖x‖)Y mn (y/‖y‖)
‖y‖n
‖x‖n+1 , (3.25)
where Y mn denotes the spherical harmonic function of degree n and order m. By
choosing x ∈ ∂BR, where BR is a sufficiently large ball such thatB ⋐ BR, and inserting
(3.25) into (3.24) and using the orthogonality of Y mn , we immediately conclude that∫
B
‖y‖nY mn (y/‖y‖)(∇ · (J1 − J2))(y)dy = 0, x ∈ ∂BR. (3.26)
Note that ‖y‖nY mn (y/‖y‖),m = −n, · · · , n, n = 0, 1, 2, · · · , yield all the homogeneous
harmonic polynomials. Hence (3.26) and the first case (i) in Definition 3.2 imply
∇ · (J1−J2) = 0; see also [16] for the relevant argument for a similar case in thermo-
and photo-acoustic tomography. For the second case (ii) in Definition 3.2, since ǫ,
µ and σ are constants in B, due to the rotational invariance of the Maxwell system
(see [6]), without loss of generality, we can assume that d = (0, 0, 1) in the case (ii),
which gives
∂x3Φ(x) = 0 where x = (xj)
3
j=1 ∈ R3.
That is, Φ is independent of x3. Following a similar argument to the proof of Theorem
2.2 in [16] by using Fourier analysis techniques, we can show that (3.26) and the second
case (ii) in Definition 3.2 also imply that ∇ · (J1 − J2) = 0. By using (3.1) one can
easily see that E1 − E2 = O(ω) in B.
If Jj ∈ H(div;B), j = 1, 2, are curl-free functions, then by using the Helmholtz
decomposition we have
Jj = ∇uj, j = 1, 2,
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which together with ∇ · (J1 − J2) = 0 and J1 = J2 = 0 on ∂B, readily implies that
J1 = J2 in B. Next, by using integration by parts, we can obtain
∇× V0B[Jj] = V0B[∇× Jj ] = 0, j = 1, 2,
which shows that the second term in (2.51) vanishes. By (2.51) we thus have
Hj = (I3 −D2V0Bµ˜j)−1∇× V0B[−i(ǫj − ǫ0)ωEj + σjEj + Jj] +O(ω2), j = 1, 2,
and hence
(I3−D2V0Bµ˜j)[Hj] = ∇×V0B[−i(ǫj − ǫ0)ωEj+σjEj+Jj]+O(ω2), j = 1, 2. (3.27)
Noting that µj, j = 1, 2, are constants in B, and by taking divergence of both sides
of (3.27), one can show that there holds
∇ ·Hj = O(ω2), j = 1, 2.
By (3.20), or ν · (µ1H1 − µ2H2) = 0 on ∂B (cf. (3.14)) and (3.27), we have from
integration by parts that
(H1 −H2)|−∂B −∇S0B[ν · (H1 −H2)|−∂B] = O(ω2). (3.28)
Using the trace formula (2.12) one thus has
(µ−11 − µ−12 )
(
1
2
I − (K0B)∗
)
[ν ·H1|+∂B] = O(ω2).
Since 1/2I − (K0B)∗ is invertible on L2(∂B) we finally obtain µ1 = µ2.
For case (ii), if ∇·Jj = 0, j = 1, 2, then by using (3.10) and noting that µj, j = 1, 2,
are constants one has ∇ · Hj = O(ω2), and then by using (3.2) and integration by
parts one further obtains
Hj = −µ˜j∇S0B[(ν ·Hj)|−∂B] + V0B[∇× Jj] +∇× V0B[σjEj] +O(ω2) in B, (3.29)
where j = 1, 2. Hence by using (3.20) and (3.12) one obtains
−i(µ˜1ξ1eix·ξ1 − µ˜2ξ2eix·ξ2) + V0B[∇× (J1 − J2)] = 0 on ∂B.
Taking the inner product with ξ on both sides of the above equation (noting that
ξ · ξj = 0, j = 1, 2), one then has
V0B[ξ · (∇× (J1 − J2))] = 0 on ∂B.
Thus by using the fact that ξ · (∇× (J1− J2)) satisfies the admissibility condition in
Definition 3.2 and similar analysis as that for (3.23), one can show that
ξ · (∇× (J1 − J2)) = 0 in B.
Therefore ∇×(J1−J2) can be denoted by ξ′g, where g ∈ L2(B)3 and ξ′ ∈ C3 satisfies( ℜξ′
ℑξ′
)
∈M(ξ),
with M(ξ) ⊂ R6 given by
M(ξ) := span
{( ℜξ
ℑξ
)
,
( ℑξ
−ℜξ
)
,
( ℜξ ×ℑξ
0
)
,
(
0
ℜξ × ℑξ
)}
.
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Moreover, ξ′g satisfies ∇g · ξ′ = 0 and thus g(x) = ξ′′ · x, ξ′′ ∈M(ξ′). To sum up, we
have
∇× (J1 − J2) = ξ′(ξ′′ · x), ξ′ ∈M(ξ), ξ′′ ∈M(ξ′).
Noting the fact that Jj = 0 on ∂B, j = 1, 2, one immediately has ξ
′(ξ′′ · x) = 0 and
hence ∇×(J1−J2) = 0, which together with the assumption that ∇·Jj = 0, j = 1, 2,
readily implies J1 = J2. By using (3.29) again, one can readily have that µ1 = µ2
and thus H1 −H2 = O(ω) in B. Define Fj in B by
Fj := ∇× V0B[µ˜jHj] + V0B[Jj ], j = 1, 2, (3.30)
then (2.52) can be reformulated as
(I3 −D2V0B γ˜j)[Ej] = iωµ0Fj +O(ω2), j = 1, 2. (3.31)
By integration by parts we then have that (noting that γ˜j, j = 1, 2 are constants in
B)
Ej +∇S0B[ν · γ˜jEj|−∂B] = iωµ0Fj +O(ω2), j = 1, 2
holds in B. Since we have already proved F1−F2 = O(ω), by taking the trace of the
above equation and using (3.20), or ν · (1+ γ˜1)E1 = ν · (1+ γ˜2)E2 on ∂B (cf. (3.13)),
we have (
I
2
− (K0B)∗
)
[ν · E1|−∂B − ν · E2|−∂B] = O(ω2), (3.32)
By virtue of the invertibility of I/2 − (K0B)∗ on L2(∂B) we immediately have from
(3.32) that
ν · E1|−∂B − ν · E2|−∂B = O(ω2).
Then using (3.13) on ∂B and the assumption that ν · Ej/ω 6= 0 as ω → +0, we have
σ1 = σ2. By using (3.29) again, one further has
H1 −H2 = O(ω2), (3.33)
and thus there holds
∇× (E1 − E2) = O(ω3). (3.34)
Since ∇ · J = 0, we have ∇ · (1 + γ˜j)Ej = 0 (note that 1 + γ˜j is constant in B) and
hence ∇· (E1−E2) = 0. Then using the transmission condition ν×Ej |+ = ν×Ej |−,
j = 1, 2, which actually implies ν × (E1 − E2)|− = 0 on ∂B, there exists u ∈ H1(B)
such that E1 −E2 = ∇u+O(ω3) and
∆u = 0, ν ×∇u = 0 on ∂B.
Hence there holds u = C(ω) and thus E1−E2 = O(ω3). Finally by using (3.13) again
one has ǫ1 = ǫ2.
The proof is complete. 
Next we present the second main theorem on the simultaneous recovery when the
medium parameters are piecewise constants (cf. Assumption 1). We first derive the
following lemma.
Lemma 3.4. Suppose µ 6= µ0 is a constant in B and σ, ǫ are piecewise constants in
B which satisfy (2.29) in Assumption 1 with σ 6= 0. Suppose further that ∇ · J = 0.
Let E be defined in (2.52), and
H(0) := (I3 −D2V0Bµ˜)−1∇× V0B[J]. (3.35)
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Then
E = (∇u+∇×Ψ)ω +O(ω2) in B, (3.36)
where Ψ satisfies ∇×∇×Ψ = iµH(0) and u is the solution to{ ∇ · σu = 0 in B,
ν · σ∇u = −iǫ0ν ·E|+ − ν · (σ∇×Ψ) on ∂B. (3.37)
Proof. Define
Φ := ∇× V0Bµ˜(I3 −D2V0Bµ˜)−1∇× V0B[J] in B,
then one has
∇× Φ =−∆V0Bµ˜(I3 −D2V0Bµ˜)−1∇× V0B[J]
+D2V0Bµ˜(I3 −D2V0Bµ˜)−1∇× V0B[J]
=µµ−10 (I3 −D2V0Bµ˜)−1∇× V0B[J]−∇× V0B[J].
(3.38)
On the other hand, one has from (2.52) that
(I3 −D2V0B γ˜)[E] = iωµ0(Φ + V0B[J]) +O(ω2) in B. (3.39)
(3.38) and (3.39) readily imply that
∇× E = iωµ(I3 −D2V0Bµ˜)−1∇× V0B[J] +O(ω2) in B, (3.40)
which in combination with the fact ∇ · J = 0 further implies that
∇ · γE = O(ω2). (3.41)
By (3.40) and (3.41), one has
∇× E = O(ω), ∇ · σE = O(ω) in R3. (3.42)
Then using (3.42) and the transmission condition (3.13) on ∂B, namely
iν · σE|− = ων · E|+ − ων · E|− = O(ω) on ∂B,
one can easily show that E = O(ω) in B. Define
E = ωE(1) +O(ω2). (3.43)
By using (3.40), (3.41) and the transmission condition (3.13) again, it is readily seen
that E(1) satisfies 

∇× E(1) = iµH(0) in B,
∇ · σE(1) = 0 in B
ν · σE(1) = −iǫ0ν · E|+ on ∂B.
(3.44)
From the proof of Lemma 2.2 one can see that (3.44) has a unique solution, and
straightforward verifications show that E(1) = ∇u+∇×Ψ is exactly the solution to
(3.44).
The proof is complete. 
Definition 3.3. Suppose µ 6= µ0 is a constant in B and σ, ǫ are piecewise constants
in B which satisfy (2.29) in Assumption 1 with N = 2 and σ 6= 0. Let (E,H) be
the corresponding solutions to (2.4) and (2.5), associated with (ǫ, µ, σ,J). Let E(1) be
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defined in (3.44) associated with (ǫ, µ, σ,J). We call (J, µ, σ) an admissible two-layer
structure, if there exists l1, l2 ∈ L20(∂Σ1), such that∫
∂Σ1
l1ν ·E(1)|+ = C1
∫
∂B
gl1ν · E(1)|−,∫
∂Σ1
l2ν ·E(1)|+ = C2
∫
∂B
gl2ν · E(1)|−,
(3.45)
where C1 6= C2 are two constants and glj = uj|∂B, with uj, j = 1, 2 solutions to

∆uj = 0 in B,
uj = −S0B(S0B)−1
[
S0Σ1(S0Σ1)−1(σ(1)1 )−1σ(2)1
(I
2
+K0Σ1
)
[lj]−D0Σ1 [lj ]
]
+ (σ
(1)
1 )
−1σ
(2)
1
(I
2
+ K0Σ1
)
[lj] +
(I
2
−K0B
)
[lj] on ∂Σ1.
(3.46)
Theorem 3.2. Let (ǫ1, µ1, σ1,J1) and (ǫ2, µ2, σ2,J2) be two sets of EM configurations.
Suppose that (ǫj, µj, σj) and Jj ∈ H0(div;B) verify (2.2), j = 1, 2. Suppose further
that µ1 = µ2 = µ
′ and ∇ · J1 = ∇ · J2 = 0 in B, where µ′ is a positive constant,
and σj, ǫj are piecewise constants in B which satisfy (2.29) in Assumption 1 with
σ1 = σ2 6= 0. Let (E1,H1) and (E2,H2) be the corresponding solutions to (2.4) and
(2.5), associated with (ǫ1, µ1, σ1,J1) and (ǫ2, µ2, σ2,J2), respectively. Suppose that
Πǫ1,µ1,σ1,J1(x, ω) = Πǫ2,µ2,σ2,J2(x, ω), (x, ω) ∈ ∂B × (0, ω0), (3.47)
where ω0 is any given positive constant. Then we have J1 = J2, provided there exists
ξ ∈ S2 such that Φ := ξ · (∇ × (J1 − J2)) satisfies the admissibility condition in
Definition 3.2. Furthermore, suppose N = 2 in (2.29), let E(1) be the solution to
(3.44). If ν · E|+ 6= 0 as ω → 0 on ∂B and (J1, µ′, σ1) is an admissible two-layer
structure, then ǫ1 = ǫ2.
Proof. By following a similar proof in the second case of Theorem 3.1, one can show
J1 = J2 and H1−H2 = O(ω) in B. By Lemma 3.4 one can expand Ej and Hj in B,
j = 1, 2, by
Ej = E
(1)ω + E
(2)
j ω
2 +O(ω3), Hj = H(0) +H(1)1 ω +O(ω2), (3.48)
where H(0) is defined in (3.35) and
E(1) = ∇u+∇×Ψ, (3.49)
where u and Ψ are defined in (3.36) and (3.37). Then one has
∇× (E1 − E2) = iωµ′(H1 −H2) = O(ω2), in B, (3.50)
and thus
∇×∇× (H1 −H2) = −iω∇× (ǫ1E1 − ǫ2E2) + σ∇× (E1 −E2) = O(ω2). (3.51)
Note that ∇×∇ = −∆+∇∇· and ∇ · (H1 −H2) = 0 in B, (3.51) implies
∆(H1 −H2) = O(ω2). (3.52)
Combining (3.52) and the facts ν×(H1−H2) = 0 and ν ·(H1−H2) = 0 on ∂B, one can
easily obtain thatH1−H2 = O(ω2). From (3.50) one thus has∇×(E1−E2) = O(ω3),
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that is, ∇× (E(2)1 − E(2)2 ) = 0 in B. Since ∇ · J = 0, there hold ∇ ·Ej = 0 in B \ Σ1
and Σ1, j = 1, 2. Next, by using the transmission condition (3.13) one has
ν · (ǫ(1)j + iσ(1)j ω−1)Ej|− = ν · ǫ0Ej|+ on ∂B,
ν · (ǫ(2)j + iσ(2)j ω−1)Ej|− = ν · (ǫ(1)j + iσ(1)j ω−1)Ej|+ on ∂Σ1,
(3.53)
Noting that σ1 = σ2, one thus has
iσ
(1)
1 ν · (E(2)1 −E(2)2 )|− = −(ǫ(1)1 − ǫ(1)2 )ν · E(1)|− on ∂B,
iσ
(1)
1 ν · (E(2)1 −E(2)2 )|+ + (ǫ(1)1 − ǫ(1)2 )ν ·E(1)|+
=iσ
(2)
1 ν · (E(2)1 −E(2)2 )|− + (ǫ(2)1 − ǫ(2)2 )ν ·E(1)|− on ∂Σ1.
(3.54)
Define E
(2)
1 − E(2)2 := ∇u˜, then u˜ has the following form
u˜ =
{
S0B[φ1] + S0Σ1 [φ2] in B \ Σ1,
S0Σ1 [φ3] in Σ1,
(3.55)
where φ1, φ2 and φ3 satisfy

(I
2
+ (K0B)∗
)
[φ1] +
∂
∂ν
S0Σ1 [φ2] = ν · (E(2)1 − E(2)2 )|− on ∂B,
∂
∂ν
S0B[φ1] +
(
− I
2
+ (K0Σ1)∗
)
[φ2] = ν · (E(2)1 − E(2)2 )|+ on ∂Σ1,(I
2
+ (K0Σ1)∗
)
[φ3] = ν · (E(2)1 − E(2)2 )|− on ∂Σ1,
(3.56)
and {
S0B[φ1] + S0Σ1 [φ2] = 0 on ∂B,
S0B[φ1] + S0Σ1 [φ2] = S0Σ1 [φ3] on ∂Σ1.
(3.57)
For notational convenience, we define
f1 := ν · (E(2)1 −E(2)2 ), e1 := (ǫ(1)1 − ǫ(1)2 )ν · E(1)|−, on ∂B,
f2 := ν · (E(2)1 −E(2)2 )|+, e2 := (ǫ(1)1 − ǫ(1)2 )ν · E(1)|+, on ∂Σ1,
f3 := ν · (E(2)1 −E(2)2 )|−, e3 := (ǫ(2)1 − ǫ(2)2 )ν · E(1)|−, on ∂Σ1.
(3.58)
Let H = L2(∂B) × L2(∂Σ1) and the Neumann-Poincare´-type operator K∗ : H → H
be
K
∗ :=
[ −(K0B)∗ − ∂∂νS0Σ1
∂
∂ν
S0B (K0Σ1)∗
]
(3.59)
It is shown in [2] that the L2-adjoint of K∗, namely K, is given by
K :=
[ −K0B D0Σ1−D0B K0Σ1
]
, (3.60)
where D0Σ1 and D0B are the double layer potential operators defined on ∂Σ1 and ∂B,
respectively. Then the first two equations in (3.56) can be rewritten in the form(
− 1
2
I+K∗
)
[p] = f , (3.61)
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where p := (φ1, φ2)
T , f := (−f1, f2)T , and I is the identity operator on H. Define
S :=
[ S0B S0Σ1S0B S0Σ1
]
, (3.62)
then there holds the Caldero´n’s identity SK∗ = KS (see [2]). By applying S on both
sides of (3.61) and using the Caldero´n’s identity, one thus has(
− 1
2
I+K
)
S[p] = S[f ]. (3.63)
Similarly, by applying S0Σ1 on both sides of the third equation in (3.56) one has(I
2
+K0Σ1
)
S0Σ1 [φ3] = S0Σ1 [f3]. (3.64)
By (3.57), one additionally has
S[p] = (0,S0Σ1[φ3])T . (3.65)
Combing (3.63)-(3.65) and (3.54), one can derive that
S
−1
(
− 1
2
I+K
)
S[p] = (σ
(1)
1 )
−1σ
(2)
1 q+ (iσ
(1)
1 )
−1e, (3.66)
where q = (0, (S0Σ1)−1
(
I
2
+ K0Σ1
)
S0Σ1 [φ3])T , and e = (e1, e3 − e2)T .
Suppose l ∈ L20(∂Σ1), and define m := (σ(1)1 )−1σ(2)1 (S0Σ1)−1
(
I
2
+K0Σ1
)
[l]. Let g, h ∈
L2(∂B) be the solution to

−
(I
2
+K0B
)
[g]− S0B[h] = S0Σ1 [m]−D0Σ1 [l] on ∂B,
−D0B[g]− S0B[h] = S0Σ1 [m] +
(I
2
−K0Σ1
)
[l] on ∂Σ1.
(3.67)
We remark that g and h are uniquely solvable. In fact, from the first equation in
(3.67), we have
h = −(S0B)−1[h1]− (S0B)−1
(I
2
+K0B
)
[g]. (3.68)
where h1 := S0Σ1 [m]−D0Σ1 [l] on ∂B. By substituting (3.68) into the second equation
in (3.67), one has(
−D0B + S0B(S0B)−1
(I
2
+K0B
))
[g] = h2 on ∂Σ1, (3.69)
where
h2 := S0Σ1 [m] +
(I
2
−K0Σ1
)
[l]− S0B(S0B)−1[h1] on ∂Σ1.
Note that the left side of (3.69) can be extended uniquely to a harmonic function in
B. By taking the trace on ∂B and using the jump formula one thus has
g = uc|∂B on ∂B, (3.70)
where uc is a harmonic function in B and uc = h2 on ∂Σ1. From (3.67), one can
derive that
S
−1
(
− 1
2
I+K
) [
g
l
]
=
[
h
m
]
. (3.71)
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Hence by taking the inner product inH on both sides of (3.66) with (g, l)T , one finally
obtains ∫
∂Σ1
mS0Σ1 [φ3] =(σ(1)1 )−1σ(2)1
∫
∂Σ1
(S0Σ1)−1
(I
2
+K0Σ1
)
S0Σ1 [φ3]l
+ (iσ
(1)
1 )
−1
(∫
∂B
ge1 +
∫
∂Σ1
l(e3 − e2)
)
.
(3.72)
By the definition of m, we thus have∫
∂B
ge1 +
∫
∂Σ1
l(e3 − e2) = 0, (3.73)
or equivalently
(ǫ
(1)
1 − ǫ(1)2 )
(∫
∂B
gν · E(1)|− −
∫
∂Σ1
lν ·E(1)|+
)
+ (ǫ
(2)
1 − ǫ(2)2 )
∫
∂Σ1
lν ·E(1)|− = 0.
(3.74)
Define t1 := (ǫ
(1)
1 − ǫ(1)2 ) and t2 := (ǫ(2)1 − ǫ(2)2 ). Since (J1, µ′, σ1) is an admissible two
layer structure, by (3.45) in Definition 3.3, one immediately has
t1(C1 − 1)
∫
∂Σ1
l1ν · E(1)|+ + t2
∫
∂Σ1
l1ν · E(1)|− = 0,
t1(C2 − 1)
∫
∂Σ1
l2ν · E(1)|+ + t2
∫
∂Σ1
l2ν · E(1)|− = 0.
(3.75)
Finally, by using the relation σ
(1)
1 ν ·E(1)|+ = σ(2)1 ν ·E(1)|− on ∂Σ1, one can easily find
that the equations (3.75) with respect to t1 and t2 have unique solutions t1 = 0 and
t2 = 0.
The proof is complete. 
Remark 3.2. In Theorem 3.2, we show that if the source satisfies the admissibility
condition and the EM medium parameters are piecewise constants, then the source
term can be uniquely recovered by the boundary EM measurement. In the case
that the EM inhomogeneity is of a two-layer structure and satisfies the admissibility
condition (3.45), then the EM medium parameters can also be recovered. We would
like to remark the argument in the proof of Theorem 3.2 can be extended to deriving
a similar unique recovery result for a general N -layer piecewise constant medium. In
fact, by constructing N − 1 equations similar to (3.61) and then by some tedious
computations, one should be able to derive a similar equation to (3.74). In such a
case, one shall need to impose some similar assumptions to Definition 3.3 on the EM
configuration. The expression of those assumptions are too lengthy and hence we
only present the result for the two-layer case. On the other hand, it is emphasized
that we believe that the condition (3.45) is a generic one and this can be verified in
a particular case within the spherical geometry.
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