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Сформулирована задача многомерной оптимизации и предложено ее решение, базирующееся на генетиче-
ском алгоритме. Рассмотрены основные достоинства и недостатки данного подхода.
Введение
Одной из задач многомерной оптимизации
является задача о рюкзаке [1]. Цель многомерной
задачи о рюкзаке состоит в том, чтобы увели-
чить сумму значений элементов, которые долж-
ны быть выбраны из некоторого заданного набо-
ра, с учетом ограничений по нескольким ресур-
сам. Эта проблема широко изучалась на протя-
жении многих десятилетий. В основном задачу
можно сформулировать следующим образом [2]:







wijxj ≤ ci, (2)
i = 1, . . . ,m; xjε {0, 1} ; j = 1, . . . , n;
pj > 0; wij ≥ 0; ci ≥ 0.
Для корректной постановки опишем условные
обозначения:
1. n – количество объектов;
2. m – количество ранцев;
3. wij - потребление ресурса i для объекта j;
4. ci – вместимость i-го ранца;
5. pj - прибыль;
6. xj - переменная решения.
Многомерная задача о рюкзаке является
частным случаем классической задачи о рюкза-
ке 0-1 и имеет более одного ограничения. Клас-
сическая задача о рюкзаке состоит в том, что-
бы выбрать подмножество из бесконечного на-
бора предметов, что повышает линейную функ-
цию выбранных предметов в зависимости от од-
ного ограничения неравенства. Многомерная за-
дача о рюкзаке является особенно сложной про-
блемой целочисленного программирования, по-
скольку матрица ограничений, состоящая из wij ,
является плотной. С другой стороны, для много-
мерной задачи о рюкзаке есть реальное решение
при xj = 0; j = 1, . . . , n, тогда как найти реаль-
ное решение может быть так же сложно, как най-
ти оптимальное решение в общем целочисленном
программировании [3].
I. Генетический алгоритм
Генетические алгоритмы, которые находят
применение в биоинформатике, вычислительной
науке, экономике, химии, производстве, матема-
тике, физике и других областях, являются алго-
ритмами поиска, основанными на естественном
отборе и генетике. Эти алгоритмы принадлежат
к большему классу эволюционных алгоритмов,
которые генерируют решения для задач оптими-
зации с использованием методов, основанных на
естественной эволюции: наследование, мутация,
отбор и кроссовер. Можно сказать, что у самых
сильных особей в популяции будет больше шан-
сов передать свои гены следующему поколению.
В генетическом алгоритме популяция воз-
можных решений проблемы оптимизации разви-
вается в сторону лучших решений. Каждое воз-
можное решение имеет набор свойств, которые
могут быть видоизменены. Традиционно реше-
ния представляются в двоичном виде (0, 1), но
возможны и другие кодировки.
Эволюция обычно начинается с популяции
случайно сгенерированных индивидов и проис-
ходит поколениями. В каждом поколении оце-
нивается пригодность каждого индивида в попу-
ляции, более подходящие индивиды стохастиче-
ски выбираются из текущей популяции, и геном
каждого индивида модифицируется для форми-
рования новой популяции. Новая популяция за-
тем используется в следующей итерации алго-
ритма. Обычно алгоритм завершается, когда бы-
ло произведено максимальное количество поко-
лений или достигнут удовлетворительный уро-
вень пригодности популяции [4]. Многие слож-
ные проблемы оптимизации могут быть решены
или преобразованы с помощью последовательно-
сти подзадач, например, с помощью методов ре-
шения задач о рюкзаке [5].
Воспроизведение включает следующие спо-
собы:
– Чистое воспроизведение – особь копируется
непосредственно в следующее поколение;
– Кроссовер – выбраны две особи, их гены в
какой-то момент пересекаются, поскольку
первая часть новой особи происходит от од-
ного родителя, а последняя часть – от дру-
гого;
166
– Мутация – индивидуум выбран, и один бит
изменен.
II. Общее описание работы алгоритма
Генетический алгоритм состоит из следую-
щих шагов [6–11]:
1. Каждое из m-ограничений обрабатывается
отдельно, и его оптимальное решение нахо-
дится методом динамического программи-
рования. Найдены общие частоты появле-
ния, которые находятся в векторах реше-
ния, затем они отсортированы в порядке
убывания, и получена индексная последо-
вательность I;
2. Первые n-элементов начальной совокупно-
сти устанавливаются таким образом, что
элемент, относящийся к текущему индек-
су, берется до тех пор, пока он не пре-
вышает вместимость рюкзака, начиная с
i-го элемента последовательности индекса
I (1 < m < i) на каждом шагу;
3. Каждое из m-ограниченйи обрабатывает-
ся отдельно, и вычисляются значения:
pj/wij , (1 ≤ i ≤ m). Расслабленные реше-
ния каждого ограничения найдены, затем
получается индексная последовательность
J путем сортировки частот ввода решения
каждого элемента в порядке убывания;
4. Другие n-элементов начальной совокупно-
сти устанавливаются таким образом, что
элемент, относящийся к текущему индексу,
берется до тех пор, пока он не превышает
вместимость рюкзака, начиная с j-го эле-
мента последовательности J (1 ≤ j ≤ n);
5. Коэффициенты целевой функции pj сорти-
руются в порядке убывания, и получается
индексная последовательность K;
6. Каждый индивид, состоящий из 2n-
элементов, пересекается со всеми осталь-
ными индивидами. Если есть элемент, ко-
торый можно взять для сгенерированного
индивида, элемент, относящийся к текуще-
му индексу, берется до тех пор, пока он
не превышает вместимость рюкзака, начи-
ная с первого элемента последовательности
индекса K (1 ≤ k ≤ n). Индивид, имеющий
максимальное значение целевой функции в
популяции, назначается в качестве записи;
7. Предыдущий шаг повторяется до тех пор,
пока номер итерации не станет n;
8. Запись записана, и алгоритм заканчивает-
ся.
Заключение
Многомерная проблема задач о рюкзаке
возникает в различных приложениях, таких как
погрузка груза, упаковка в контейнеры, финан-
совый менеджмент, для решения задачи состав-
ления расписания пар преподавателей, причем
в данную задачу можно внести еще дополни-
тельные переменные, такие как часы занятости
преподавателей другими видами деятельности, а
также часы занятости студентов (в случае посе-
щения ими занятий в других организациях) [12].
Рассмотренный алгоритм дает оптимальные ре-
шения для всех случаев. В отличие от техни-
ки классического генетического алгоритма, на-
чальная популяция не генерируется случайным
образом в этом алгоритме через шаги 1–4. Та-
ким образом, пространство решения сканируется
намного эффективнее. Кроме того, вместимость
рюкзака влияет на время работы [13–16].
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