Abstract. Using the notion of S ξ -strictly singular operator introduced by Androulakis, Dodos, Sirotkin and Troitsky, we define an ordinal index on the subspace of strictly singular operators between two separable Banach spaces. In our main result, we provide a sufficient condition implying that this index is bounded by ω1. In particular, we apply this result to study operators on totally incomparable spaces, hereditarily indecomposable spaces and spaces with few operators.
Introduction
Dating all the way back to Banach's book [11] ordinal indices have been used in Banach space theory to study and measure the complexity of structures present in separable Banach spaces. Presently, the two most famous examples are the Szlenk and Bourgain indexes [12, 19] (see [17] for a excellent exposition of both). More recently, the Schreier families (S ξ ) ξ<ω 1 (introduced in [1] ) have been used to index subclasses of classes of separable Banach spaces and classes of operators between separable Banach spaces [2, 3] .
In a typical example, we consider a class of separable Banach spaces (or subspace of operators) A all sharing some property (P ). For each 1 ≤ ξ < ω 1 , we then define a subclass A ξ as those spaces in A having some stronger property (P ξ ) (whose definition may involve the Schreier family S ξ ). The goal is to retrieve more information about property (P ) by showing that for every X ∈ A there is an 1 ≤ ξ < ω 1 such that X ∈ A ξ .
For Banach spaces X and Y a bounded linear operator T : X → Y is called strictly singular if the restriction of T to any infinite dimensional subspace is not an isomorphism. Let L(X, Y ), K(X, Y ) and SS(X, Y ) denote the spaces of bounded linear operators, compact operators and strictly singular operators respectively. In [3] , for each 1 ≤ ξ < ω 1 , they define a subset of SS(X, Y ) which they call the S ξ -strictly singular operators, denote this set SS ξ (X, Y ). They prove that SS ξ (X, Y ) ⊂ SS ζ (X, Y ) for ξ < ζ and that for X and Y are separable, every strictly singular operator is S ξ -strictly singular for some 1 ≤ ξ < ω 1 . In other words, for X and Y separable, In this paper we use this definition to introduce the following ordinal index on SS(X, Y ): Let X and Y be separable Banach spaces. Define,
Notice that i(SS(X, Y )) < ω 1 if and only if SS ξ (X, Y ) = SS(X, Y ) for some 1 ≤ ξ < ω 1 . As our main result (Theorem 3.4), we provide a simple descriptive set theoretic condition on the space SS(X, Y ) implying that this index is bounded. One consequence of this theorem is that if X and Y are totally incomparable (i.e. no subspace of X is isomorphic to a subspace of Y ) then there is a ξ < ω 1 such that SS ξ (X, Y ) = SS(X, Y ). We use this theorem to obtain results relating 1991 Mathematics Subject Classification. Primary: 46B28, Secondary: 03E15.
to operators on hereditarily indecomposable Banach spaces, spaces with 'few operators. ' We also show that for Pelczynski's universal space U [18] , i(SS(U )) = ω 1 .
Let us note that this index differs from the Bourgain index in the sense that it is measuring the 'richness' of the space SS(X, Y ) and not necessarily the embeddability of X into Y or the isomorphic comparability of their subspaces. To illustrate this, recall that ℓ 2 is isomorphic to all of its infinite dimensional subspace and yet i(SS(ℓ 2 )) = 1 since K(ℓ 2 ) = SS(ℓ 2 ).
In an effort to make this paper accessible to those not familiar with techniques in descriptive set theory we have included, in Section 2, a review of basic definitions in this area that we need to prove our main result. For readers interested in seeing many other applications of descriptive set theoretic methods to Banach space theory, we warmly recommend the paper of Argyros and Dodos [5] , the handbook article [6] and the recent remarkable work of Dodos [13] . For the most part, our notation and terminology is standard and can be found in [15, 16] .
2. Schreier families, Polish spaces and well-founded trees 2.1. Schreier Families. We begin by recalling the definition of the Schreier families introduced by Alspach and Argyros in [1] .
If A and B are two finite subsets of N, write A ≤ B if max A ≤ min B. For n ∈ N and A ⊂ N, n ≤ A if {n} ≤ min A. By convention, let ∅ < A and A < ∅ for all finite subsets A of N. For any ordinal number 0 ≤ ξ < ω 1 , the Schreier familiy S ξ is collection of finite subsets of N defined by the following transfinite recursive process:
Let, S 0 = {{n} : n ∈ N}} ∪ {∅}. Assuming ξ is a successor ordinal and S ζ has been defined for ζ + 1 = ξ let,
For each n ∈ N and ξ < ω 1 , let S ξ ([n, ∞)) = {F ∈ S ξ : n ≤ F }. If ξ < ω 1 is a limit ordinal and S ζ has been defined for all ζ < ξ fix an increasing sequence (ξ n ) ∞ n=1 such that lim n→∞ ξ n = ξ and define,
2.2. Trees on N. Each Schreier family is an example of a tree on N. A tree on N is a collection of finite sequences of N closed under the partial order of initial segment inclusion. Let N <N denote the collection of all finite sequences of N. Let T r denote the set of all trees on N and 2 N <N be the set of all functions from N <N to the two point space. T r is identified with a subset of 2 N <N through T → χ T (where χ T is the characteristic function on T ). It is easily seen that {χ T : T ∈ T r} is closed in 2 N <N when 2 N <N is endowed with the product of discrete topologies. T ∈ T r is called wellfounded if there does not exist a infinite sequence of natural numbers (ℓ i ) ∞ i=1 such that (ℓ i ) n i=1 ∈ T r for every n ∈ N. Let WF denote the subset of T r consisting of all well-founded trees.
We now define the order of a tree. Let ≺ be the partial order of (strict) end-extension. For every T ∈ T r let T ′ = {s ∈ T : there exists t ∈ T with s ≺ t}.
Observe that T ′ ∈ T r. By transfinite recursion, for every T ∈ T r we define (T (ξ) ) ξ<ω 1 as follows:
whenever λ is a limit ordinal. T ∈ WF if and only if the sequence (T (ξ) ) ξ<ω 1 is eventually empty. For every T ∈ WF the order of T , denoted o(T ), is defined to be the least countable ordinal ξ such that T (ξ) = ∅. For each 1 ≤ ξ < ω 1 , S ξ ⊂ WF . The next proposition computes the height of the trees o(S ξ ).
2.3. Polish spaces, Borel and analytic subsets. The main objects of study in descriptive set theory are separable metrizable spaces or Polish spaces. The canonical example of a Polish space is the so-called Baire space N N equipped with the product of discrete topologies. The Borel subsets of a Polish spaces are those sets obtained by taking countable intersections, unions and complements of the open sets. Given a space P and its topology T, denote by B(T) the Borel subsets generated by T. A subset A of a Polish space P is analytic if it is the continuous image of the Baire space and coanalytic if it is the complement of such a set. We collect two useful facts about these sets are in the following remark.
Remark 2.2. Let (A n ) n be countable collection of analytic subsets of a Polish space P .
(1) ∩ n A n and ∪ n A n are both analytic.
(2) A set is Borel if and only if it is both analytic and coanalytic.
A function between Polish spaces is Borel if the inverse image of any Borel subset is Borel. The next proposition characterizes of the definition of analytic. This characterization will be used repeatedly throughout this paper. Theorem 2.5. Let P be a Polish space with the topology T and S ∈ B(T). There exists a finer Polish topology U on P such that,
(1) S is clopen in U; (2) B(T) = B(U). Moreover, S with the relative topology of U is a Polish space.
Let X and Y be separable Banach spaces. The following topological spaces are Polish spaces in the topologies of coordinatewise and pointwise convergence respectively, [15] for details regarding B(L(X, Y )). The topology of pointwise convergence on B(L(X, Y )) is called the strong-operator topology.
For any Banach space X, let B X denote the set of all normalized basic sequences in X. For k ∈ N, let B k X be the subset of B X with basis constant less that k.
Invoking Proposition 2.5, we know that B X is a Polish space whose Borel sets coincide with the relative Borel subsets of a X N .
Let X be a separable Banach space. Let F (X) denote the set of all closed subsets of X and Subs(X) denote the subset of all closed infinite dimensional subspaces of X. Let F (X) be endowed with the σ-algebra Σ generated by
where U ranges over all non-empty open subsets of X. (F (X), Σ) is called the Effros-Borel space of X. It is well-known that there is a Polish topology T on F (X) such that B(T) = Σ. Since Subs(X) ∈ B(T) it may be regarded as a Polish space it is own right.
Finally, we will be using the following consequence of the famous Kuratowski-Ryll-Nardzewski selection theorem (see [15, Theorem 12.13] 
Main Results
In our first proposition, we give an upper bound on the complexity B(SS(X, Y )) :
in the strong operator topology. As we will observe later, for certain classes of Banach spaces this bound is sharp and for others it can be reduced. 
The fact that there is a existential quantifier over a Borel set (Subs(X)) and the remaining quantifiers are over countable sets indicates that B(L(X, Y )) \ B(SS(X, Y )) is a analytic set. However, for the convenience of readers not familiar with descriptive set theory, we give a more detailed argument. Let,
Invoking Remark 2.2 and Proposition 2.3, it suffices to show that B n is Borel for each n ∈ N.
. By the continuity of the norm and the Borelness of the map d ℓ , the map H ℓ is Borel. Since B n = ∩ ∞ ℓ=1 H −1 ℓ [1/n, ∞) is Borel, the claim follows.
The following remark gives an simple characterization of strict singularity in terms of the behavior of the operator on finitely supported vectors of normalized basic sequences and, in turn, motivates the definition S ξ -strictly singular. For (x n ) n ∈ B X and A ⊂ N , let [x n ] n∈A denote the closed linear span of the vectors (x n ) n∈A .
Remark 3.2. T ∈ SS(X,
) n ∈ B X there is a finite subset F of N and a vector x ∈ [x n ] n∈F \ {0} such that T x < ε x .
From this characterization it is natural to define a subset of the strictly singular operators in the following way: Let A be any collection of finite subsets N. By replacing the condition 'there is a finite subset F of N' in the above remark with 'F ∈ A' we arrive at a new class of operators which is appropriate referred to as A-strictly singular. By definition, every A-strictly singular is strictly singular. It is in this way that the S ξ -strictly singular operators are defined. Definition 3.3. Let 1 ≤ ξ < ω 1 . T ∈ L(X, Y ) is S ξ -strictly singular, written T ∈ SS ξ (X, Y ), if and only if for every ε > 0 and (x n ) n ∈ B X there is a F ∈ S ξ and a vector x ∈ [x n ] n∈F \ {0} such that T x < ε x .
We refer the reader to [3] for a detailed account of the many interesting properities of these operators. The next result is the main result of this paper. The proof follows the outline of the proof of Theorem 6.5(ii) in [3] . The main difference is the incorporation of the Polish space B (L(X, Y ) ). 
Proof. It suffices to show that B(SS ξ (X, Y )) = B(SS(X, Y )).
For each, R ∈ B(SS(X, Y )), m ∈ N and (x n ) ∈ B X , define a tree on N in the following way:
where Q <N denotes the set of all finite sequences of rationals. It is easy to see that T (R, m, (x n ) n ) is a tree on N.
Let us see that T (R, m, (x n ) n ) ∈ WF . Supposing not, we find an infinite sequence (
This implies that R|
is an isomorphism, contradicting the fact that R ∈ B(SS(X, Y )). We wish to show that the following collection of well founded trees is analytic as a subset of T r:
Assume for the moment that A is analytic. From Theorem 2.4 we can find an ξ < ω 1 such that sup{o(T ) : T ∈ A} < ξ. We claim that B(SS ξ (X, Y )) = B(SS(X, Y )). Suppose, for the sake of contradiction, that there exists R ∈ B(SS(X, Y )) \ B (SS ξ (X, Y ) ). By the definition of B(SS ξ (X, Y )), there exists (x n ) ∈ B X and m ∈ N such that for all F ∈ S ξ and for all (a i ) ∈ Q <N ,
This means that S ξ ⊂ T (R, m, (x n )). Applying Proposition 2.1 yields the following contradiction,
Therefore, if suffices to prove that A is analytic. A is the countable union of the following sets: For each m ∈ N let,
Invoking Remark 2.2(1), it suffices to show that A m is analytic for each m ∈ N. By Proposition 2.3 we are tasked with finding a Polish space P and a Borel map ϕ m : P → T r such that ϕ m (P ) = A. Our Polish space will be B(SS(X, Y )) × B X and our map is the following:
Since B X is a Borel subset of X N and we have assumed B (SS(X, Y ) ) is a Borel subset of B (L(X, Y ) ) the space B(SS(X, Y )) × B X is a Polish space whose Borel subsets coincide with the relative Borel subsets of B(L(X, Y )) × X N (see Proposition 2.5).
The final step is to show that ϕ m is a Borel map. It suffices to show that that the inverse image of a basic open neighborhood of T r is a Borel subset of B(SS(X, Y )) × B X . The basic open neighborhoods of T r take the form U F = {T ∈ T r : F ∈ T } where F is a fixed finite subset of N. Fix F and observe that, 
4.2.
Hereditarily Indecomposable Spaces. The second example to illustrate our theorem concerns the class of hereditarily indecomposable Banach spaces. A Banach space X is hereditarily indecomposable (HI) if for any two infinite dimensional subspaces X and Y and ε > 0 there is a x ∈ S X and y ∈ S Y such that x − y < ε (S X denotes the set of all norm-one vectors in X). For more information regarding these important spaces we refer the reader to the works [8, 10, 14] . The next proposition shows that whenever the space of strictly singular operators between two separable Banach spaces can be characterized in a specific way, the complexity of B(SS(X, Y )) reduces from coanalytic to Borel. Proof. Combining Proposition 3.1 and Remark 2.2 (2) it suffices to show that B (SS(X, Y ) ) is analytic. By Proposition 2.6 there is a sequence of Borel maps (d ℓ ) ∞ ℓ=1 from Subs(X) to X such that for each Y ∈ Subs(X), ( 
Let π 1 be the projection of B(L(X, Y )) × Subs(X) onto B(L(X, Y )). By assumption we can observe that,
Therefore showing A n is Borel proves our claim. Since this follows from arguments similar to those found in the proof of Proposition 3.1 and we omit the proof.
We will show that every strictly singular operator originating from a separable HI space X and having a separable range space Y satisfies the assumptions of Proposition 4.1. Therefore, in this case, i(SS(X, Y ) < ω 1 . This result should be compared to [3, Theorem 6.13].
Lemma 4.2. Let X be an HI space and Y be any Banach space. Then T ∈ SS(X, Y ) if and only if for all ε > 0 there is an infinite dimensional subspace Z of X such that T | Z < ε.
Proof. The forward implication follows from a well-known characterization of strictly singular operators [16, page 76] .
The reverse implication follows an argument found in [8] . Assume without loss of generality that T = 1. Find ε > 0 and an infinite dimensional subspace W of X such that T w > ε for all w ∈ S W . Now find an infinite dimensional subspace Z such that T z < ε/2 for all z ∈ S Z . For w ∈ S W and z ∈ S Z we have,
Therefore, X is not HI; the claim follows.
4.3. Spaces admitting few operators. A Banach space X is said to admit few operators if every operator T on X takes the form T = λI + S where λ is a scalar and S is a strictly singular operator on X. The first examples of spaces admitting few operators were all HI spaces, however, it has since been shown that such spaces need not be HI. In particular, there are constructions of spaces exhibiting rich unconditional structure and admitting few operators simultaneously [7, 9] . The following proposition together with Theorem 4.1, shows that if X admits few operators then i(SS(X)) < ω 1 .
Proposition 4.3. Suppose X is separable and admits few operators. Then T ∈ SS(X) if and only if for all ε > 0 there is an infinite dimensional subspace Z of X such that T | Z < ε.
Proof. As in the proof of Proposition 4.2, the forward direction is automatic. For the reverse direction, we proceed by contradiction. Let T ∈ L(X) \ SS(X) satisfy the assumption. Find a scalar λ and a S ∈ SS(X) such that T = λI + S. By assumption, there is an infinite dimensional subspace Z of X such that (λI + S)| Z < |λ|/4. Since S is strictly singular, there is an infinite dimensional subspace W of Z such that S| W < |λ|/2. Let w ∈ S W and observe that,
This contradiction, proves the claim.
4.4.
A universal space producing an unbounded index. As our final demonstration of Theorem 3.4, we show that i(SS(U )) = ω 1 ; where U is Pe lczyński's universal space [18] . From Theorem 3.4, this will imply that B(SS(U )) is a coanalytic non-Borel subset of B(L(U )). In [3, Example 2.7] they exhibit a collection of spaces (T ξ ) ξ<ω 1 such that T ωξ ⊂ T ξ (as vector spaces) and for which the identity i ξ : T ωξ → T ξ satisfies i ξ ∈ SS ωξ (T ωξ , T ξ )\SS ξ (T ωξ , T ξ ). Let P ξ be the projection from U onto T ξ (assume, for simplicity, that T ξ ⊂ U ). Then i ξ •P ξ ∈ SS(U )\SS ξ (U ). This problem was communicated to the author by S. Argyros. We conjecture that it has a positive answer.
It would be desirable to have a general scheme, perhaps determined by intrinsic properties of the spaces, that could either show how to reduce the complexity of the space B(SS(X, Y )) or exhibit a sequence of operators with properties similar to those in Subsecton 4.4.
