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Общая хараrrеристика работы 
Актуальность темы. Создание вычислительных машии и связанное с этим уско­
ренное развJПИе математических теорий, в том числе математической кибернетики и дис­
кретной математики позволило ставить и решать на ЭВМ новые задачи, до недавнего 
времени находившиеся исключительно в компетенции человека. Одной из таких фунда­
ментальных задач является рассматриваемая в настоящей работе задача распознавания 
образов. В общем виде эта задача может бьпь сформулирована следующим образом: не­
обходимо оmести преды1влеННЬIЙ объект, определяемый некоторой совокупностью своих 
признаков, к одному из нескольких непересекающихся классов-<>бразов. В том или ином 
виде данная задача решается человеком практически во всех сферах его деятельности. 
Задача сильной отделимости имеет большое значение теоретического и приклад­
ного характера в распознавании образов, вкточающем задачи дискриминации, классифи­
кации и др. Хорошо известен итерационный метод решения задачи сильной отделимости, 
использующий операцию проектирования. Однахо на практике применение этого метода 
сущеС111епно ограничивается тем, что далеко не всегда удается построить конструктив­
ную формулу Д11я вычисления проекции точки на выпуклое множество. Позтому целесо­
образно замеЮIТЬ операцию проектирования последовательностью фейеровских отобра­
жений. 
Алгоритмы разделения выпуклых многогранников на базе фе!iеровских отображе­
ний обладают тем преимуществом по сравнению с другими известными методами, что 
они применимы к нестационарным задачам, то есть к задачам, в которых исходные дан­
ные могут меняться в процессе решения задачи. Примерами таких нестационарных задач 
являются, например, задача о портфеле ценных бумаг, задача о спам-фильтре и задачи 
классификации в метеорологии. 
При решении практических задач распознавания образов часто встречаются задачи 
с большим количеством переменных и ограничени!i. Подобные задачи при решении тре­
буют значительных вычислительных мощностей. В связи с этим возникает необходи­
мость разработки параллельного алторитма разделения выпуклых многогранников с по­
мощью фейеровских отображений, допускающего эффективную реализацшо на много­
процессорных системах с массовым параллелизмом. 
В соответствие с этим актуально!i является задача разработхи, анализа и реализа­
ции на ЭВМ масштабируемых методов и алгоритмов решения задачи сильной отделимо­
сти двух выпуклых непересекающихся многогранников на базе фейеровских отображе­
ний. 
Цель и задачи нсследо11ани11. Цель данной работы состояла в разработке итера­
ционных методов и алгоритмов решения нестационарных задач сильной отделимости 
двух выпуклых непересекающихся многогранников, допускающих эффективное распа­
раллеливание на многопроцессорных системах с массовым параллелизмом. Для достиже­
ния этой цели необходимо было решить следующие задачи: 
1. Описать общий подход к решению задачи сильной отделимости двух выпуклых 
многогранников на основе последовательных проектирований. 
2. На базе данного подхода разработать масштабируемый метод решения задачи 
сильной отделимости с использованием фе!iеровских отображений Д11Я построения 
псевдопроехций, обобщающих операцию проектирования, и исследовать устойчи­
вость этого метода. 
З. Разработать алгоритм построения псевдопроекции, допускающий эффективное 
распараллеливание на многопроцессорных системах с массовым параллелизмом, и 
исследовать его схоцимость. 
з 
4. Спроектировать и реалюовать программный комrшекс дпя решения задачи силь­
но!! отделимости, использующий разработанные методы и алгоритмы. Провести 
вычислительные эксперименты дпя анализа эффективности предложенного 
подхода. 
Методы исследования. Исследования, проводимые в настоящей диссертационной 
работе, опираются на теорию феltеровских отображений академика И.И. Еремина и тео­
рию нестационарных процессов, развитую И.И. Ереминым и Вл.Д. Мазуровым. Для по­
строения алгоритмов и доказательства теорем таюке использовался математический ап­
парат, в основе которого лежат теория множеств, теория алгоритмов, линейнWI алгебра, 
теория линейных неравенств и теория распознавания образов. 
Научнu новизна работы закточается в следующем: 
1. Предложен новый итерационный метод решения задачи сильно!! отделимости 
двух выпуuых многогранников, базируюIЦИЙСll на делении вектора на подвекто­
ры, и допускающий эффективную реализацию на многопроцессорных многоядер­
ных вычислительных системах с массовым паралпелнзмом. 
2. На основе предпоженного метода разработан новый параллельный алгоритм, для 
которого доказаны теоремы сходимости и устоltчивости, обосновывающие воз­
можность эффективного применения этого алгоритма для решения нестационар­
ных задач сильно!! отделимости на базе фейеровских отображений. 
3. Впервые выполнена реализация разработанного алгоритма решения задачи силь­
ной отделимости двух выпуклых многогранников в виде программного комплекса 
для многопроцессорных систем на основе ста~щарта MPI-2, и проведены вычисли­
тельные экспериме•rrы, подтверждающие эффективность предложенных подходов. 
Теоретическая ценность работы состоит в том, что в ней дано формальное опи-
сание масштабируемого метода решения задачи сильно!! отделимости, для которого дока­
заны сходимость и устойчивость. 
Практическа11 ценность работы заключается в том, что предложенньIЙ метод 
реализован в виде программного комплекса для супер-ЭВМ, позволяющего эффективно 
решать нестационарные задачи сильно11 отделимости в различных предметных областях. 
Апробация работы. Основные положения диссертационной работы, разработан­
ные методы, алгоритмы и результаты вычислительных экспериментов докладывались ав­
тором на следующих международных и всероссийских научнь!Х конференциях: 
на Международно11 конференции «Алгоритмический анализ неустойчивых задач)) 
(1-6 сентября 2008 г" г. Екатеринбург); 
на Международно11 научной конференции «Параллельные вычислительные техно­
логии (ПаВТ'2010)» (29 марта-2 апреля 2010 г., г. Уфа); 
на XVIll Международно11 конференции «Математика. Экономика. Образование)) 
(25 мая - 1 нюня 2010 г., г. Новороссийск); 
на Международно11 научноlt конференции «Научный сервис в сети Интернет: су­
перкомпьютерные центры и задачю> (20--25 сентября 2010 г., г. Новороссийск); 
на XIV Всероссийской конференции "Математическое программирование и при­
ложения" (28 февраля - 4 марта 2011 г., г. Екатеринбург); 
на Международноlt научной конференции «Научный сервис в сети Интернет: эк­
зафлопсное будущее>~ (19-24 сентябр11 2011 г" г. Новороссийск); 
на Междунаро~'1!1t)''t~ кm1iropgщwrп~rra~CJП.Ныe вычислительные техно­
логии (ПаВГ20Щ~~ (2~30 М4р'l'\'l~ОД:Г~~к). 
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Публикации. По теме диссертации опубпиковано 10 печатных работ, причем ра­
боты [1-4] опубликованы в журналах, вюпоченные ВАК в перечень журналов, в которых 
должны бьrrь опубликованы основные результаты днсс~::ртаций на соискание ученой сте­
пени доктора и кандидата наук. Получено 3 свидетельства Роспатенrа об официальной 
регистрации программ для ЭВМ. В совместных работах научному руководителю 
И.М. Соколинской принадлежит постановка задачи, А.В. Ершовой принадлежит все по­
лучеННЬ1е результаты. 
Струкrура и объем работы. диссертация состоит из введения, четырех глав, за­
юпочения и библиографии. Объем диссертации составл.чет 97 страшщ, объем библиогра­
фии - 92 наименования. 
Содержание работы 
Во введении приводитс11 обоснование актуальности темы, формулируются цели 
работы, ее новизна и прахтическа11 значимостъ; привошrrСJ1 обзор работ по тематике ис­
следования и кратко излаrаетс11 содержание диссертации. 
В первоА главе, «Распознавание образов 11 феАеровские отображеии11», дается 
классификация основных задач распозиаваню1, к которым O'ПfOCIПCJI задача сильной от­
делимости. ПривоД11ТС11 базовые теоремы, касающиеся задачи отделимости непересекаю­
щихся многогранников. Рассматриваютс11 основные положения теории фейеровских ото­
бражеииlt и процессов, яаrr11Ющихс11 обобщением операции проектирова,нюr. 
Определение 1. Пусть ipe{R" -+R"}. Оrображение rp называется 
М-фейеровским, если 
ip(y)=y, VyeM; l1p(x)-yl<!x-J'i, VyeM, Vx~M. 
Последовательность { xt} с R", { xt} r. М = l2J называется М-ijlейеровской, если 
lxt+1-.Yf<~xt-y\J, Vk, VyeM. 
Тип 1 (однозначное фейеровское отображение). Пусть в R" задана конечна11 сис­
тема линейных неравенств 
Ах~Ь: l;(x)=(a;,x)-b1 ~о. J=l, ... ,m. (1) 
где а1 ,о О для любого j. Определим z; (х) = max{l;(x},o}. j = 1, ... ,т. 
Тоrда фейеровское отображение nеf)В()го типа имеет вид: 
_ " z;(x) ф(х)-х-~a1..t1 fa;ll' а, (2) 
ДJIЯ тобой системы положительных коэффициентов {а1 >0}. j=l, ... ,m, таких, что 
f a; = 1 и коэффициентов релаксации О< А;< 2. 
/=1 
Тип 2 (многозначное фейеровское отображение) Сконструируем фейеровское 
отображение второzо типа следующим образом: 
maxt;(x) 
\V(х)=х-Л (;) · 2 а,., ~a,J 
(3) 
где f, -тобой из индексов, на котором достигаетс11 maxt;(x), 0< А< 2 - коэффициент (J) 
релахсации. 
В завершение главы 1 даетс11 аналитический обзор известных методов решения за­
дачи сильной отделимости. 
5 
Во втopolli rлаве, «Метод псевдопроекцнl», строиrся новый масuпабируемый 
метод решени11 задачи сильной отдС/IИМОС'ПI дn11 двух вLIПухлых непересекающихся мно­
гоrранников, задаваемых системами линейных неравенств. 
Пусть даны два выпуклых непересекающихся многогранника Мс R" и 
N с R". заданные системами пинеЙllЫХ неравенств: 
М={х 1 Ax~b}oteJ; 
N ={:с 1 Bx~d} oteJ; (4) 
MnN=eJ. 
Задача сильной отделимости - это задача нахождения сло11 наибольшей толщины 
(7t-слоя). разделяющего М и N . Сильная отделимость, по существу. эквивалеНП1а задаче 
отыскания расстояния между М и N в смысле метрики 
p(M,N)=miп{llx-yl 1 ХЕМ, yEN}. (5) 
Если х Е М и у Е N являются аrg-rочками задачи (5), ro есть р(М, N) = lx - .У\1. 
то слоем наибольшей толщины, разделяющим множества М и N, является 
Р :== {х 1 х Е Р,. п Р,}, где Р,. и Р1 - полупространства, задаваемые линейными 
неравенствами 
(х-.Х,х-у):.:;;о и (у-.У.Х-.У)~о. 
Таким образом, в краткой форме задачу сильной отделимости можно записать так: 
{х,.У} Е Argmiп{lx-yl 1 ХЕ М, у Е N}. (6) 
Задача сильной отделимости может быть решена с помощью известиого метода 
последовательного проектирования. на основе кoroporo можно посчюить итерационный 
алгоритм на базе операции проектирования. Однако, если Ми N - произвольные много­
гранники, ro этот алгоритм не может быть признан зффективным, так как не известен 
универсальный конструкrивный метод построения проекции точки на многоrранник. Си­
туацюо можно исправить, если вместо операции проекntрова.ния использовать фейеров­
ские оrображения. 
Пусть задано однозначное отображение rp Е F.w. Под степенью 1р'(х) отображения 
rp(x) будем понимать его последовательное применение s раз, то есть 
tp'(x) =tp ... tp(x) . 
............... 
Под фейеровским процессом, порождаемым однозначным фейеровским отображе­
нием rp при произвольном начальном приближении х0 Е IR" , будем понимать последова­
тельность {1р'(х0 )};:,. Известно, что, в случае, когда однозначное М-фейеровское отобра­
жение rp яВJiяется непрерывным, фейеровский процесс сходится к точке, принадлежащей 
множеству М: 
(1р'(х0 )};:;, -+ХЕ М. 
Для сходящегося фейеровского процесса при произвольном начальном приближе­
нии .т, введем следующее обозначение 
limip'(x,,) = .Х. 
·-Это означает, что д1111 любого вещественного t: >О существует целое неотрицательное 
число s такое, что Д/IЯ всех s > s имеем ах. -XI < Е • 
б 
Определение 2. Пусть задано однозначное непрерывное отображение rp Е F м . Под 
rр-проектирование.м (псевдопроектирование.м) точки х Е R" на множество М будем по­
нимать отображение 7r:', : IR" -). М, задаваемое соотношением 
7rft (.%) = lim q;>' (х) . , __
Точку 7r.:'t(x) будем называть псевдопроекчшй точки х на множество М. 
Пусть в контексте задачи сильной отделимости (6) заданы два однозначных 
непрерывных фейеровских отображения: rp Е Fм, 1р Е Fн. Используи операции rp- и 
ljl-проехтирования. можно построить следующий алгоритм 'lf, решающий задачу сильной 
отделимости с использованием фейеровских отображений. Пусть задано произвольное 
начальное приближение w0 Е JR" . Зафиксируем положительное веществеююе число Е:. 
АлгорlПМ 'lf состоит из следующих шагов: 
Шаг О. k:=O. 
Шаг \. х •• 1 :=1l"м ( w•). 
Шаг2. Yt+J :=7rн(w.). 
Шаг 3 w . х •• 1 + Yt+1 
. ••• . 2 . 
Шаг 4. k :=k+ l. 
Шаг 5. Если rnin Шх •• , -x.11,llY •• , -у,11} ;:>:.с, перейти на шаг \. 
Шаг 6. Стоп. 
При реализации итерационных алгоритмов в виде программ дlIJl ЭВМ большое 
значение имеют вопросы устойчивости. Особенно важно это для нестационарных задач. 
Пусть задана система линейных неравенств в пространстве IR": 
Ах-5.Ь. (7) 
Пусть у= [ А.Ь] - W1формационный вектор. задающий все параметры системы (7), 
у Е R'w••. Обозначим через М, многогранник решений системы (7), определяемой ин­
формационным вектором у . Имеем м" с R". Справедлива следующая лемма. 
Лемма 1. Пусть у Е IR~'•'" - информациоirnый вектор, задающий устойчиво совме­
стную систему неравенств 
Ах-5.Ь. 
Тогда существуе7 некоторая окрестность V точки у, такая, что любая точка у Е ~· также 
определяет устойчиво совместную систему неравенств 
Ах-5.Ь, 
где .У=[ Л,ь]. 
Определение 3. Пусть задано отображение q;>: а-<+•• х R" ~ IR" двух аргументов 
у Е IR~···· и х Е R". Обозначим через q;>Y отображение из IR" в IR", которое получается 
из q;> , путем фиксации аргумента у. Отображение rp ЯВЛJIС7СЯ устойчиво фейеровским 
относительно точки у Е IR'-·"', если q;i1 Е F..,, и существует окрестность i-· с IR~·- точки 
у такая, что для любого у Е ~· имеем q;>i е Fм, . 
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Теорема 1. Пусть отображение 1Р: IR-+• х R" ---+ R" двух аргумеmов у е IR."+" и 
х е JR" явл11ется непрерывным по х и у . Пусть система Ах :S Ь, определ.11емая информа­
ционным вектором у, является устойчиво совмес-mой и ip1 е Fw, . Тогда отображение qJ 
являете• устоiiчиво феiiеровским относительно точхи ji е R'"-. Доказательство теоре­
мы 1 опирается на лемму \. 
Алгоритм 'N оkАЗывается эффеJСТИВным для задач небольшой размерности. OднlUID 
для больших задач ( п > 500 ) время работы данного алгоритма может составтrrь СО11fИ 
часов. В св113и с этим в диссертац1юнноlt работе был разработан новый масштабируемый 
алгоритм 6 построения псевдопроекции ТОЧЮJ на многогранник с использованием 
фейеровских отображениR, ICD'mpыlt допуск.ает эффе1СТНВное распараллеливание на 
большом J<DЛичестве процессоров в системах с распределенной ПВМJПЬЮ. В основе 
масштабируемого алгоритма построения псевдопроеlСЦllИ на многогранник лежит метод 
разбиения пространства на подпространства. Дrni каждого подпространства организуется 
независимый феltеровскиR процесс. Через каждые s шагов результ~rгьr, полученные на 
подпространствах, соединяются в один вехтор, mторый и является очередным 
приближением. Если расстояние между соседними приближениями меньше заданного 
положительного числа &, то полученный вектор принимается в качестве псевдопроекции. 
В противном случае вычисления продошквютс.я. 
Для произвольного линейного подпространства JIDcJR" через я.(х) обозначим 
ортогональную проекцию хе IR" на линейное подпространство Р. Везде далее линейное 
подпространство будем называть просто подпространством. Через p(Jl',x) := miпlp-xl 
роР 
будем обозначать расстояние от ТОЧJСИ х до подпространства Р. Пусть линеltное 
многообразие L получветсt из 1Р сдвигом на некхrrорый вектор = : IL = JP + = . Через яL ( х) 
обозначим ортогональную проекцию х е IR" на линейное многообразие L : 
яL(х)=пАх)+z. 
Алгоритм 6. Пусть задано однозначное непрерывное M-фeltepoвcrroe 
отображение qJ е {R" ---+ R"}, М- выпукло и замкнуто. Зададим разбиение пространства 
R" в прямую сумму ортогональных подпространств: R" = Р. Е9 ... Е9 JP,., Р, l. Р1 при ; "'1' j. 
Для каждого подпространства 1Р, (i = l, ... ,r) построим линейное многообразие L, 
следующим образом. Пусть .XeArgminp(IP,,x). Положим z1 =11"~(x')eP,1. Здесь P,.i 
~w ~ 
обозначает ортогональное дополнение к подпространству Р, . Построим линейное 
многообразие L, путем сдвига подпространства Р, на вектор z : 
L,=P;+z'. (8) 
Для каждого i е {\, ... ,r} определим отображение tp, е {R"---+ IL;}: . 
(9) 
Зафиксируем некоторое натуральное число s и положительное вещественное число & . 
Положим х., = О е IR" . 
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1 1 1 f•-1 f• f••I 
х~-1 -~-"ft~., -:::1 
Алгор!ПМ б состоит ю следующих шагов: 
ШаrО. k:=O. 
Шаг l. х,., := °i:(tJJ;1 (11"1., (.x,))-z'). 
;=1 
Шаг 2. k:= k+ l. 
Шаr 3. Если J.x,.1 -.x,~ ~& & dм(.х,.,)~ Е, переА-m на шаг l. 
Шаг4. Стоп. 
1'1 
На шаrе 3 алгор1ПМа вычисляется фуmщия неtlЯЗкu d.11 , которая определяет степень бли­
зости точки .х •• , к многоrраннmсу М. 
dм(.х) = f mвх{(а,,.х)-ь,,о} 
, .. 
Работа алrор1ПМа б для размерности п = 2 и s = 2 схематично юображена на 
Рис. l. Натуральное число s 11вляется важным параметром алгоритма б, влИJ1Ющем на 
его масштабируемость. Увеличение s ведет к росту ресурса параJU1елизма. заложенного в 
алrор1ПМе б. Однако. при выборе слиппсом большого значения для параметра s после-
довательность точек {х,}, порождаемых алгоритмом б на mare 1, может не попасп. на 
многогранник. В этом случае выход из итерационного процесса произойдет ю-за невы­
полнения условия 11.х,. 1 -х,11 ~ Е, входящего в криrериА завершения. Если это произошло, 
необходимо уменьшить значение s и повторить вычислительный процесс. 
Для того чтобы алгор!ПМ б был корреК"ПIЫМ, необходимо и достаточно, чтобы 
последовательность точек {.xt}, порождаемых алгоритмом б на шаге l, сходилась. Сле­
дующая теорема показывает, что каждое отображение 'Р; е {L, -.. L,}, стро11щееся в алго­
ритме б, являетс11 феАеровским О'Пlосиrельно множества L, r.M. 
Теорема 2. Пусть задано замхнуrое миожесrво Мс IR" и однозначное 
М-феАеровское отображение rp е {R" ---+ Rн}. Пусть Р - некоторое собственное линейное 
подпространство в пространстве IR", Т= pl - ортогональное дополнение к подпростран-
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ству 1Р. Пусть х Е Arg 1]1~ p(IP. х). Представим х в виде суммы ортогональных векторов 
ИЗ подпространств 11' и Т: х=к.(х)+11""(Х). Обозначим Z=1Z"т(X)E1r. Построим ли­
нейное многообразие IL пуrем сдвига подпространства JP" на вектор z : IL = 11' + z. Опре­
делим отображение q\_ Е {L ~ L} следующим образом: 
fPL(x)=кL(IP(кL(x))). (10) 
Положим 
МL=П...пМ. (11) 
Тогда отображение 'PL является ML -фейеровским. 
Справедлива следующая лемма. 
Лемма 2. Пусть {.tk} - последовательность точек, порождаемых алгоритмом 6 на 
шаге 1: 
xt•• :== i:( 1р,' (.tt )-z' ); k =О, 1, ... 
i=I 
В условиях алгоритма 6 определим Mr.. =L, пМ (i= l, ... ,r). Положим 
х;, = J'Z"L. (Хо) • .i.+t = tp, (Х,) · 
Тогда 
tp,'(x,)=x;tt••>' VkEZ,0 • 
Корректность алгоритма 6 обеспечивается следующей теоремой сходимости. 
Теорема 3. Пусть {xk} - последовательность точек, порождаемых алгоритмом 6 
на шаге 1: 
х"1 := i:(fP.' (xt )-z' ); k = 0,1, .... 
i=I 
Тогда {х. };:'0 ~ х Е R". 
Доказательство теоремы 3 опирается на теорему 2 и лемму 2. 
Треть11 глава, ((Параллельные алгоритмы решения задачи слиьиой отделимо­
стю>, посвящена вопросам паралле.лизации алгоритма "lf решения задачи сильной отдели­
мости. Приводится описание параллельного алгоритма Simple вычисления псевдопроек­
ции, основанного на распараллеливании независимых итераций цикла. Для алгоритма 
Simple строится информационный граф, показывающий, что не существует эффективной 
реализации этого алгоритма на многопроцессорных системах с распределенной памятью. 
Далее приводится описание оригинального параллельного алгоритма Block вычисления 
псевдопроекции, основанного на разбиении пространства на подпространства, в каждом 
из которых вычисляется независимый фейеровский процесс. а результат получается пу­
тем объединения координат предельных точек подпространств. 
Сконструируем М-фейеровское отображение следующим образом. Представим 
систему линейных неравенств, задающих многогранник М, в следующем виде: 
Axsb: (а,,х)-ь, sO, j=\, ... ,m, 
где а1 "' О для любого j. Тогда отображение вида 
" mах{(а,,х)-ь,,о} 
tp(x)=x- L:a,A.1 2 ·а, 
1=• ~а1 11 
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(12) 
будет однозначным непрерывным М-фейеровским отображением дпя любой системы по­
ложительных козффициепrов {а,> о}, j = 1, ... ,т, таких, что fa, = 1 и коэффициентов 
j•I 
релаксации О< А.1 < 2. Применим к (12) техmпсу разбиения на подпростране111а. Пусть п -
размерность простраnства задачи (6). Пусть задано г Е N: ,. s п. Дл" простоты мы будем 
считать. что г всегда кратно п: п = г · 1. Пусть задан ортонормированный базис про­
странства IR" : 
(13) 
Определим 
II': = Lin( { e1+{•-l)I' ..• , е, •<•-l)I}) 
дл" i = \, ... , г . Очевидно, что II': ..L IP, при i "# j, и Р1 Е1Э ... Е1Э IP, = JR" . Пусть 
х' eArgminp(P,,x). Положим z' =я_. (х') еР,1 (i = 1, ... ,г). 
z.d( r; 
Дли i = 1, ..• ,г определим отображення т, Е {IR" ~ JR'} следующим образом. Пусть 
х Е !R", (х,, .. . , х.) - координаты вектора х в ортонормированном базисе ( 13 ). Тогда 
т,(х) = (x1+{1-1)1•····x,.l•-1J1) · (14) 
Обозначим т;: II': ~ JR' - ограничение т, на подпространство IP'1 с JR". Произволь­
ный х ell': будет иметь в базисе (13) координаты х =(О, ... ,O,x,+{•-l)I•" ..• х,.1,_ 1 )1 ,0, ... ,0). Со­
поставл"я это с ( 14 ), видим, что отображение т; "ВЛJ!ется взаимно~днозначным и дпя не­
го существует обратное отображение т;-1 • В контексте формул (8) и ( 12) определим 
1Р, Е {R" ~ П:..,} следующим образом: 
--[ ~r max{(r,(a,),r,(x))+(a,.Z')-ь,,o} JJ 12',(х)=т, 1 т,(х)- L..J а;Л, I! 12 ·т,(а,) . (15) 
J""I Qj\J 
Выполнение условий алгоритма S обеспечиваете" следующей теоремой. 
Теорема 4. Отображения rp, (i = 1, ... ,г), определхемые формулой (15). удовлетво­
ряют тождеству (9). 
В заюоочение дается оценка временной сложности алгоритма Block, показываю­
щая, что параллельный алгоритм Block позвоЛJ1ет получить максимальное (теоретическое) 
ускорение в г раз, где r - количество подпространств, на которые разбиваете" исходное 
пространство. 
В четвертой главе, «Программный комплекс и вычислительные эксперимен­
ты», описывается структура программного комплекса, реализующего методы и алгорит­
мы, предложенные в диссертационной работе. Данный программный комплекс может 
бьrrь использован на кластерных вычислительных системах для решения задач сильной 
отделимости большой размерности в условиях быстро изменяющихс" исходных данных. 
Программный комплекс включает в себ" следующие программы: 
Программа Random генерации случайных многогранников; 
Программа Sequence, реализующая последовательный алгоритм; 
Программа, реализующая параллельный алгоритм Simple; 
Программа, реализующая параллельный алгоритм Вlock. 
Исходные тексть1 программ свободно доступны в Интернет по адресу 
http://life.susu.ru/discr/. 
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Программа Random реализует специальный aлropirrм, rснерирующий случайным 
образом дае системы mmейных неравенств, :щцающих два ВЫП)'IСЛЫХ нспересехвющихся 
многогр81П1ика произвольноА размерности. Эта программа моJIССТ быть использована дJlll. 
автоматическоА генерации задач произвольной размеряоспt Д11J1 теспtрования различных 
алгоритмов решения задачи сильной отделнмОС'111. 
Программа Sequence, реализует последовательную версию алгоритма '/i. При этом 
для построения псевдопроехции точки на многогранник могут использоваться феАеров­
схие отображения двух типов. 1-А тип вычисляется по формуле (2), 2-й тип - по форму­
ле (3). Номер типа отображения яаляется параметром программы, задаваемым при ее за­
пуске. 
Программа Simpie реализует простой параллельный алгоритм. В качестве техноло­
гии параллельного программирования была использована библиотека MPI. Параллельный 
алгоритм Simple использует хорошо известную технику распараллсливВНИJ1 независимых 
итераций цикла, вычисляющего сумму в формуле (2). Махсимальная степень параллелиз­
ма в этом случае равна m. Подобный алгоритм может поnзывll'IЪ хорошее ускорение на 
многопроцессорных системах с общей памятью. Однако в многопроцессорных системах с 
распределенноА памятью пересылка данных может привести к болыш1м накладным рас­
ходам. 
Программа Вiock реализует параллельный алгоритм. Параллельная структура про­
граммы организована по иерархическому принципу. Во главе иерархии стоит процесс­
«мастер», координирующий работу остальных процессов по выполнению алгоритма '/i. 
Процессу «мастер» подчиняются два независимых процесса-<<бригадира>1. Первый про­
цесс-<<бригадир» вычисляет функцию Pi_Phi_M. Второй процесс-<<бригадир11 вычисляет 
функцию Pi_Psi_N. Каждому процессу-«бриrадир}'ll подчинено по r независимых про­
цессов-«рабочих11. «Бриnщир» делит полученный от «мастера» вепор на подвехторы и 
передает их «рабочим». Каждый «рабочий» выполняет s феl!еровсхих итераций в своем 
подпространстве и передает полученный подвепор <<бриnщиру», который объединяет 
подвекторы, пришедшие от различных «рабочих», в единый вепор. «Бригадир» проверя­
ет критерий завершения trrерационного процесса. Если он не выполнен, то «брИЛЩ)!р» 
снова делит вектор на подвеln"Оры и передает их «рабочим». Если критерий завершения 
имеет место, то полученный вектор принимается в качестве приблИJ1:ения псевдопроек­
ции на многогранник и передается «мастеру». «Мастер11, получив обе псевдопроекцнн от 
«бригадиров», считает очередную среднюю точку и проверяет Д11J1 нее 1Сритерий заверше­
ния. Если он не выполнен, то мастер передает среднюю точку каждому из «бригадироВ11 
для продолжения вычислений. 
Все указанные· процессы оформляются ках процессы МРI, которые мoryr запус­
каться на любом количестве процессоров (процессорных ядер), не превосходящем 
(2r+3). В предельном случае, когда каждое подпространство имеет размерность 1, име­
ем r = п . Т.с. махсимаnьная масштвбируемость алгоритма равняется (2п + 3) процессо­
ров, где п - размерность задачи. 
Важным параметром реализации 1111ЛJ1еТСЯ ICllJПIЧecтao независимых итераций s , 
выполняемых процессом-<<рабочию>. УаС11ИЧИВая s. можно повьппап. ВЬIЧИсmпельную 
нагрузку на те процессоры" на которых вьmOJПlllIOТCll процессы-<q>вбочие1>. Это позволяет 
оптимизиров~m. затраты на пересытсу сообщений между <q>абочимю1 и «бриnщнрами11. 
На вычислительном кластере «СКИФ-Урал11 были проведены вычислительные 
эксперимеН1ЪJ на случаАных задачах Random и модельных масштабируемых задачах 
Model-n (Рис. 2). Для модельных задач можно легко аналитически вычислить точное зна­
чение толщины максимального раздсnяющего слоя. Они хорошо подход~rг для проверки 
корректноС'n! влгоритма, исследования его масшrабируемости, и дают хорошую всзмож­
ность дли подбора оптимвльных значений параметров алгор~а. 
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Многогранник М Многогранник N 
х1 - 2х, S О х1 - 2х, S 20000 
х, - 2х. S О х, - 2.х" S 20000 
х, + 2х2 S 20000 х, + 2.х, s 40000 
х, + 2х. s 20000 х1 + 2.х" s 40000 
-х, s о -х, s -20000 
-x,sO -x,sO 
Итерации алгоритма 3' для задачи Mode/-3. 
-х. so -х" SO 
Рве. 2. Модельная задача Model-n. 
С помощью программы Sequence была исследована последовательная реализация 
алгоритма 'li для фейеровских отображений двух типов на модельных задачах Model-n 
(Рис. З и Рис. 4) и случайных задачах Random (Рис. 5, Рис. 6). Первый ТИТТ вычислялся по 
формуле (2), второй - по формуле (3). Эксперименты показали, что тип используемого 
фейеровскоrо отображепия может существенно влиять на скорость работы алгоритма. 
Далее бьш исследован последовательный алгоритм Simple. На основе проведенных 
экспериме\П'Ов (Рис. 7) можно сделаТh вывод, что алгоритм Simple может эффективно ра­
ботать только на небольшом (до 16) количестве процессорных ядер. 
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Рве. 3. Зависимость количества итерациR от 
размернос111 п для Model-n. 
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Рве. 5. Зависимость количества итераций от 
размерности п для Rлndom. 
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Рис. 4. Зависимость времени решения задачи 
Mode/-n от размерности п. 
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Рве. 6. Зависимость времени решения задач 
Random от размерное111 п. 
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Р•с. 7. Ускорение алгориNа Simple для задачи 
Model-n. 
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Р•с. 8. Ускорение ДЛJ1 задачи Model-n. 
Также в вычислительных зкспериментах бьm исследован параллельный алгоритм 
Block, разработанный в рамхах настоящего диссертационного исследования. Были иссле­
дованы различ11ые параметры алгоритма Block и даны реком:е~щации по выбору их значе­
ний. Проведе110 исследование ускорение параллельного алгоритма В/осk (Рис. 8). Ускоре­
ние вь1Числ11Лось по формуле а = t Р / t,.., где t64 - время, затрачеююе на решение задачи 
Model-n на 64 процессорных ядрах, t, - время, затраченное на решение этой же задачи 
на р процессорных ядрах. Эксперименты проводились ДЛJ1 трех размерностей: п = 1024, 
п = 1536 и п = 2048, при фиксированном s = 10000 и r = р. Для каждой размерности 
варьировалось количество процессорных ядер, используеМЬIХ ДllЯ решеНИJ1 задачи. Во 
всех трех случаях наблюдалось ускорение, близкое к линейному, вплоть до 512 процес­
сорных ядер. Далее рост ускорения замедл1111ся. ОдиаJСо при больших размерностях «заго­
ризонталивание» кривой ускорения происходило позже. 
В заключении суммируются основные результаты диссертационной рабоп.1, вы­
носимые на защиту, приводятся данные о публикациях и апробациях автора по теме дис­
сертации, и рассматриваются направленИJ1 дальнейших исследований. 
Основные результаты диссертационной работы 
На защиту вьmосятся следующие новые научные результап.1. 
1. Разработан новый масштабируемый метод решения нестационарных задач СЮIЪ­
ной отделимости большой размерности. Для предложенного метода доказана тео­
рема устойчивости. 
2. Разработан параллельный итерационный алгоритм нахожденИJ1 псевдопроекции 
точки на выпуклый многогранник, позвоruпощий зффективно решап. задачи силь­
ной отделимости на многопроцессорных системах с массовым параллелизмом. Для 
предложенного алгоритма доказана теорема сходимости. 
3. Разработан и реализован программный комплекс для решенИJ1 нестационарных за­
дач сильной отделимости большой размерности на многопроцессорНЪIХ системах с 
массовым параллелизмом, на базе которого проведены вычислительные экспери­
менты на модельных и случайных задачах, подтверждающие эффективносп. пред­
ложенных подходов. 
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