ABSTRACT Authorship attribution aims at identifying the original author of an anonymous text from a given set of candidate authors and has a wide range of applications. The main challenge in authorship attribution problem is that the real-world applications tend to have hundreds of authors, while each author may have a small number of text samples, e.g., 5-10 texts/author. As a result, building a predictive model that can accurately identify the author of an anonymous text is a challenging task. In fact, existing authorship attribution solutions based on long text focus on application scenarios, where the number of candidate authors is limited to 50. These solutions generally report a significant performance reduction as the number of authors increases. To overcome this challenge, we propose a novel data representation model that captures stylistic variations within each document, which transforms the problem of authorship attribution into a similarity search problem. Based on this data representation model, we also propose a similarity query processing technique that can effectively handle outliers. We assess the accuracy of our proposed method against the state-of-the-art authorship attribution methods using real-world data sets extracted from Project Gutenberg. Our data set contains 3000 novels from 500 authors. Experimental results from this paper show that our method significantly outperforms all competitors. Specifically, as for the closed-set and open-set authorship attribution problems, our method have achieved higher than 95% accuracy.
I. INTRODUCTION
Authorship attribution aims at identifying the original author of an anonymous text from a set of candidate authors [1] . The authorship attribution task can be performed by comparing an anonymous text with the labeled writing samples of the candidate authors and can be formally defined as follows [2] .
Definition 1 (Authorship Attribution): Given an anonymous text x, a set of candidate authors Y , and their writing samples X , identify the most likely author of x in Y by analyzing the writing samples in X and comparing them with x.
In the past few years, the applications of the authorship attribution task have increased in many areas including intelligence agencies work, such as, linking the intercepted messages to known enemies or terrorists [3] , [4] ; criminal law, where the main task is to identify the authors of ransome notes and harrasing letters [5] ; and the plagiarism detection area where researchers identify whether the work submitted by a student was written by someone else [1] . An application of authorship attribution can also be found in the area of digital humanities, where issues of interest include authentication of disputed literary text. A renowned representative case of authorship attribution applications is Federalist Papers [6] . In this investigation, 12 anonymous/disputed essays were stylistically compared and analyzed against the true writing samples of James Madison and Alexander Hamilton. Nowadays, due to the increasing availability of large text repositories on the Internet, the problem of managing them is becoming more important and attracting more attention by researchers. For example, categorizing long text documents by their authors has been receiving increasing research attentions in web information management [7] , information retrieval [8] , and statistical natural language processing [9] .
Authorship attribution problems can be categorized by the size of each text sample. For example, short-text authorship attribution (ST-AA) problems generally involves text samples of 600 words or less [10] - [12] , which are commonly found in online social media applications [5] , [10] - [12] . On the other hand, long-text authorship attribution (LT-AA) problems generally involves text samples containing thousands of words [2] , [13] - [17] , which are commonly found in digital publication and data mining applications [2] , [7] , [9] . This investigation is focused on LT-AA problems.
Over the past two decades, LT-AA problems have been extensively investigated by researchers in several areas such as cyber forensic, natural language processing and information retrieval. These investigations have reported a high authorship attribution accuracy (over 95%) using several kinds of style markers such as structural, syntactic, idiosyncratic and lexical ones [17] - [20] . However, applying stylometry to our large-scale LT-AA problem is a non-trivial task due to the following challenges.
• Number of Candidate Authors: Previous LT-AA investigations have reported a drastic drop in the performance as the number of candidate authors increases [2] , [13] - [19] . Specifically, in most previous LT-AA studies reporting an accuracy of 90% or over, the number of candidate authors of the given anonymous document are limited to 50.
• Length Variations among Writing Samples: A variation in the document length affects the accuracy of LT-AA authorship identification [14] , [21] , [22] .
A. PRELIMINARY CONFERENCE VERSION
In our previous investigation [1] , we introduced an efficient solution to identify candidate authors using locality sensitive hashing (LSH). Specifically, we represented each document in the corpus as a set of points in a multidimensional space where each dimension corresponds to a stylometric feature. Identifying the authorship of an anonymous document Q was performed by (i) finding stylistically similar documents with respect to Q using a set-similarity measure; and (ii) applying the probabilistic k nearest neighbor (PkNN) classifier on identified stylistically similar documents to determine the most likely author. Using a corpus of 2386 novels from 136 authors, we showed that the set representation approach allowed us to handle a large number of candidate authors at a reasonable accuracy level. For us to be able to handle a large dataset, we applied the PkNN technique [23] . The PkNN classifier is an instancebased learning technique and the main advantages of applying this classification technique are as follows. First, little or no training is required. Second, the learning model can make use of a complex target function. Third, there is no information loss through generalization [24] . By using the stated document representation model which represents a document in the form of a set with the PkNN classification technique, we effectively transformed the authorship attribution into a set similarity problem. This allowed us to use different set similarity functions including those which has the outlier handling techniques associated with them, such as modified Hausdorff distance, which in turn enabled us to handle a large number of candidate authors in comparison to any existing authorship attribution technique.
B. PROPOSED WORK
In this investigation, we propose the following improvements to our previously proposed solution [1] . We call our new improvement the Stylometric Set Similarity (S3) framework.
1) Author Identification: In our previous investigation, we had focused on candidate identification, i.e., generating a small subset of candidate authors for further analysis, rather than identifying the most likely author directly. In this investigation, we focus on improving the accuracy of authorship identification as well. 2) Long Documents: The previously proposed set comparison model allowed us to effectively compare documents with different lengths. However, we found a drastic accuracy drop when the query document is long (i.e., containing more than 120,000 words). In order to address this problem, we propose a new stylometric data representation model which organizes each document into a collection of sets, where each set has the same size. 3) Entropy Ranking: The new set of sets model effectively allows us to make multiple probabilistic predictions using multiple sets corresponding to the same document. The entropy of each prediction is calculated in order to identify those with a high prediction certainty. The final prediction result is the average of low-entropy predictions. We call this method entropy ranking. 4) Open-set Author Identification: Authorship attribution problem has two main types, namely (i) closed-set authorship attribution; and (ii) open-set authorship attribution [12] . Most existing LT-AA studies are focused on closed-set authorship attribution [2] , [13] - [19] . The closed-set authorship attribution problem assumes that the original author of an anonymous document is also included in the candidate authors set. On the other hand, the open-set authorship attribution considers the possibility that none of the candidate author is the true author of the anonymous document [10] , [20] . In such a case when the true author of anonymous document is not included in the candidate author set, an accurate solution should not attribute the anonymous document to any of the candidate author. In this investigation, we also show that our new set of sets model supports open-set authorship identification cases as well. These modifications result in a more complete framework, a greater versatility, and an improved accuracy in comparison with our existing solution [1] . Moreover, we performed detailed experimental studies using a real-world corpus with documents written by 500 different authors to show the scalability and accuracy of our proposed method. We also introduce a comparative classification [25] method based on Convolutional Neural Network (CNN) and comparative methods based on classifical machine learning algorithms into our experimental studies. Our new contributions in this paper are as follows:
• A new stylometric data representation model that can handle (i) longer documents; and (ii) a larger number of authors in comparison to the previously proposed model [1] .
• An entropy ranking method which allows us to effectively make use of multiple probabilistic predictions corresponding to the same query document.
• An extension of the newly proposed solution to support open-set authorship identification.
• An expanded experimental study which includes an enlarged corpus and accuracy comparison between proposed technique and the best existing method.
The rest of the paper is structured as follows. Section II provides the literature review. The proposed solution design decisions are given in Section III. Section IV illustrates the proposed solution. Section V reports the findings obtained from our experiments. Section VI presents our concluding remarks and future works.
II. LITERATURE REVIEW A. STYLOMETRY
Stylometry is the statistical technique that can be used to analyze the variations among the literary styles of different authors [26] . This technique has been applied to several linguistic analysis applications including author verification, author profiling, author identification and plagiarism detection.
1) STYLOMETRIC ANALYSIS TASKS
Stylometric analysis tasks are categorized into two main types, namely, authorship attribution and writing style similarity detection [17] . Each of these tasks is performed in two steps. In the first step, the stylometric features are extracted from the corpus. The second step is concerned with analyzing the feature vectors created from the first step.
The objective of authorship attribution is to compare a disputed document among labeled writing samples in order to determine the authorship of the document [2] . A renowned representative case of authorship attribution applications is Federalist Papers [6] . In this investigation, 12 anonymous/disputed essays were stylistically compared and analyzed against the true writing samples of James Madison and Alexander Hamilton. Since, the writing samples are labeled with the author names, this problem can be modeled as a supervised learning one.
The main objective of the writing style similarity detection task is to compare the query document against anonymous text samples in order to analyze the degree of similarity [17] . For example, in an anonymous online forum, one may wish to find out the number of authors by grouping comments with a similar writing style [17] . Writing style similarity detection task is an unsupervised learning problem since no class information (author labels) is available beforehand.
2) STYLOMETRIC FEATURES
Stylometric features are writing style markers that can be used to effectively discriminate the literary works of authors. Many stylometric features have been used in existing studies including syntactic, structural, idiosyncratic and lexical features:
• Syntactic features include part-of-speech n-grams [20] , function words [6] .
• Structural features are based on the organization of text, i.e., the average length of a sentence or a paragraph in terms of word count [26] .
• The examples of the Idiosyncratic features include misspellings, grammatical mistakes and other usage anomalies.
• Lexical features include character and word-based statistical measures of lexical variations. For instance, word and character lengths, vocabulary richness [18] .
3) STYLOMETRIC ANALYSIS METHODS
Stylometric analysis methods are categorized into two types, namely, supervised and unsupervised. The supervised stylometric analysis methods require class labels of text samples for classification, while unsupervised methods classify unknown object with no prior information of classes (candidate authors). Supervised methods used for stylometric analysis include neural networks, support vector machines, decision trees, radial basis function networks and nearest neighbor classification [4] , [20] . The well-known unsupervised methods used for stylometric analysis include cluster analysis and principal component analysis (PCA). The ability of PCA method to reduce dimensionality across large number of features makes it suitable for stylometric analysis with large stylometric feature sets [20] . In this investigation, we first extract 56 stylometric features from the training data points. We then perform feature selection to remove redundant features and reduce the overall storage cost.
After performing feature selection analysis on 56 stylometric features, the new feature subspace consists of 40 features which can be categorized into the following types: (i) lexical; (ii) syntactic; and (iii) structural. Specifically, we use 16 lexical features, 22 syntactic features and 2 structural features as shown in Table 8 .
4) DEEP LEARNING FOR TEXT CLASSIFICATION
In this subsection, we highlight recent developments in deep learning techniques. Recently, deep learning techniques have been extensively used to solve text classification problems. Specifically, the character-level convolutional networks report promising classification results [27] , [28] . Convolutional neural networks are trained from raw character inputs. They learn the words, phrases, paragraphs from characters of the given text. However, this method require large number of 50032 VOLUME 6, 2018 samples to show promising results. The traditional features e.g., term frequency inverse document frequency (tf-idf) and n-grams show promising results when the dataset have thousands of samples. A recent development shows that with little tuning of hyper parameters and static vectors can achieve excellent results [25] .
5) AUTHORSHIP ATTRIBUTION PROBLEMS
As mentioned earlier in the introduction section, this investigation focuses on long-text authorship attribution. In order to provide a broader overview of different types of authorship attribution problems, we include a discussion on short-text authorship attribution (ST-AA) studies [10] - [12] with a large candidate author sets.
Over the past decade, considerable research attention has been dedicated to ST-AA problems which generally involve thousands of candidate authors. ST-AA techniques can be applied in several areas such as (i) social media forensics: identifying the author of a controversial post made by virtual identities on social media [10] ; and (ii) criminal law, where the main task is to identify the authors of ransome notes and harrasing letters [5] . Generally, ST-AA studies use hundreds or thousands of features (i.e., 250,000 features) and the length of the text samples is smaller than 600 words. For example, Koppel et al. [12] applied their proposed technique on a corpus consisting of blog posts from 10,000 authors where the length of the test-samples is 500 words and the number of features is 250,000. Moreover, most ST-AA studies involving thousands of candidate authors [3] , [11] , [12] . For example, Narayanan et al. [3] used a corpus of blog posts from a set of 100,000 candidate authors.
Unlike ST-AA applications, the applications of LT-AA can be found in the digital publications area, where the applications of interest include authentication of disputed literary text and plagiarism detection in a student thesis [2] . Due to the availability of large text repositories on the Internet, the problem of managing them becomes more important. For example, categorizing long text documents by their authors has been receiving increasing research attentions in the areas of web information management [7] , information retrieval [8] , and statistical natural language processing [9] .
In addition to differences in the application domains, LT-AA also differs from ST-AA in terms of the applicable stylometric features. Specifically, there are stylometric features which are applicable to LT-AA problems only. For example, vocabulary richness features used in several LT-AA problems are unstable when used with text samples shorter than 1000 words [29] - [31] .
To the best of our knowledge, most previous studies on long-text authorship attribution (LT-AA) have used small candidate author sets in comparison to our investigation [2] , [13] - [19] .
Furthermore, these studies have also reported a significant drop in the accuracy of authorship attribution as the number of candidate authors increases. In addition, most LT-AA studies predict a query sample in terms of correct/incorrect classified [2] , [13] - [16] . However, this is not the case with ST-AA studies reporting good precision (80% or more) [3] , [12] . They allow the classifier to omit some predictions and the omitted predictions do not contribute to the overall accuracy calculations.
B. SIMILARITY SEARCH IN A MULTIDIMENSIONAL SPACE
Since our proposed solution involves the identification of stylistically similar documents using a multidimensional feature space, we briefly describe similarity search techniques in multidimensional space in the following subsections.
1) TEXTUAL SIMILARITY
Finding textual similarity can be considered as the problem of finding nearest neighbors (NNs) in a multidimensional space [32] . A naive solution, which compares each paragraph in the query document with those in the corpus, may incur prohibitive costs [33] . A more reasonable solution uses a data structure called the inverted index [32] to speed up the similarity lookup process.
A more scalable approach is that we can apply locality sensitive hashing (LSH) to retrieve similar paragraphs through a set of hash lookup operations. Using a technique called the min-wise independent permutations LSH (MinHash) scheme [34] , each paragraph is represented as L hash codes computed by L different hash functions. The similarity between two paragraphs is estimated as a ratio of the number of hash code collisions and the number L of hash codes.
Comparison to Our Work: In this investigation, we represent each document as a collection of points sets in a multidimensional space. However, rather than representing each point as a Boolean vector (where each dimension corresponds to a word token), each point in our set representation is a real-valued vector where each dimension corresponds to a stylometric feature. We now discuss similarity search techniques used for a real-valued vector space.
2) INDEXING AND SIMILARITY SEARCH TECHNIQUES FOR A REAL-VALUED VECTOR SPACE.
The principle of locality sensitive hashing (LSH) was designed to perform approximate similarity search queries in multidimensional spaces [35] . Later, Datar et al. [36] defined an LSH function based on the p-stable distribution. They proposed the E2LSH technique to support approximate nearest neighbor (ANN) query processing. Specifically, E2LSH identifies ANN candidates as points colliding with the query point at least once. These candidates are then ranked to identify the ANN. Gan et al. [37] proposed collision counting LSH (C2LSH) technique. They have shown that the C2LSH is more suitable for range search in comparison to the E2LSH technique due to the reason that it uses the collision frequency to compute the similarity of two points in multidimensional Euclidean space [37] .
Comparison to Our Work: In this investigation, we apply C2LSH technique to identify the similar data points in a multidimensional space. Specifically, we apply the C2LSH range VOLUME 6, 2018 query to formulate a candidate fragment pruning method to reduce the number of stylistically similar fragments we need to consider, which in turn reduces the computational cost of our solution as shown in Section IV-C.
3) SET SIMILARITY DETECTION AND OUTLIER HANDLING TECHNIQUES
Hausdorff distance measure has been extensively used to calculate distance between two point sets in a real-valued vector space. The standard form of the well-known Hausdorff distance (SHD) can be defined as
where h(A, B) is given by max a∈A min b∈B d(a, b) and d (a, b) represents the distance between two points a and b. According to definition of this set distance measure, two sets A and B are considered similar if and only if for every element of set A, there is at least one element in set B in proximity, and vice versa [1] . Note that h(A, B) is not a metric distance function. This is due to the fact that, it neither holds symmetry property nor satisfies the identity of indiscernible principle. However, in this paper, we use the term distance to refer to this type of functions for conciseness. It is argued by researchers that a single outlier data point can significantly change the value of SHD [38] , [39] . In order to handle the outlier sensitivity problem associated with SHD, researchers have proposed two variants of this distance measure, namely, (i) ''modified Hausdorff distance (MHD)'' [38] ; and (ii) ''partial Hausdorff distance (PHD)'' [39] . As for MHD, the effect of outlier is averaged out over the minimum distances of the entire set, i.e.,
Dubuisson et al. [38] also proposed an MHD generalization in which only the top K % of the minimum distances are included in the calculation. They have shown that the MHD is effective at managing the effect of outliers in image data with noise. Huttenlocher et al. [39] applied a slightly different approach to deal with noise. They proposed a variant called partial Hausdorff distance (PHD) which treats the top K % distances as outliers and completely excludes them from computation.
The differences between Hausdorff distance variants are summarized in Figure 1 . Consider two point sets A and B. As for SHD, h(A, B) can be obtained by identifying the data point a in A that maximizes the minimum distance, i.e., the one at the top of the ranking. As for MHD, h m,50 (A, B) can be obtained by identifying the top 50% distance values and then computing the average of these distances. As for PHD, h 75 p,50 (A, B) can be obtained by identifying the distance values between the 50 th percentile and 75 th percentile and computing the average of these distances.
Since, in this investigation, we represent each document as a collection of point sets where each point set is a realvalued vector in multidimensional space, the set distance measures, SHD, MHD and PHD, are directly relevant to the way in which we identify stylistically similar fragments. In our experimental studies, we compare the discussed outlier management methods in the context of stylometric analysis for query processing.
C. SUMMARY
This section summarizes the main differences and advantages of our technique in comparison to the existing techniques as follows.
• The main distinction of our proposed Stylometric Set Similarity (S3) method lies in the way in which we represent each document as a collection of point sets in a multidimensional space. The proposed set representation has the following advantages.
-First, it captures a stylistic variation within one document since each prediction is made based on multiple data points rather than just one data point. -Second, this representation allows us to use the set similarity measure called the Hausdorff distance and its associated outlier handling technique to identify stylistically similar documents.
• Unlike most existing authorship attribution studies, we partition this task into two parts, namely, (i) candidate generation; and (ii) author identification. The candidate generation part for which our solution generates a small subset of candidate author is performed by a set similarity search which in turn increases the accuracy of author identification part as shown in the section V.
III. SOLUTION DESIGN DECISIONS
Let us now consider the solution design decision of the Stylometric Set Similarity (S3) framework. We start by decomposing the authorship identification problem into two parts, candidate identification and author identification. For the candidate identification part, we generate a small subset of candidate authors from the set of all possible authors in the corpus. For the author identification part, we perform a further analysis on document samples of the candidate authors in order to identify the most likely one.
In our previous investigation [1] , each document is represented as one single set of points. However, we have found that this representation format results in a drastic decrease in accuracy as the query document length increases.
In this investigation, we address this drawback by introducing another hierarchical level called the document fragment. Specifically, we represent each document of the corpus as a collection of fragments. We then further partition each fragment into chunks where the size of each chunk is 1,500 tokens. 1 Similar to the representation format in our previous work [1] , we extract 56 features from each chunk (all the 56 stylometric features are described in Appendix A) and represent it as a 56-dimensional vector. Therefore, each document fragment (Fragment) corresponds to a set of points in a vector space, while each document corresponds to a collection of point sets.
Based on the stated set representation, we formulate the candidate generation problem as a set similarity problem which can be defined as follows. For a query document Q, we decompose the given Q into a collection of fragments. The size of each fragment is fixed in terms of number of points in a 56 dimensional vector space. We then use Q to perform set similarity search in order to find stylistically similar fragments (SSFs) from the corpus. The SSFs authors are identified as candidate authors.
The SSFs are identified based on the set distances from the query fragment Q. In particular, we considered three set distance measures, namely, PHD, MHD and SHD. We use a set distance function (PHD, MHD or SHD) to identify the topk SSFs that have the minimum distances with respect to the query fragment Q, where the value of k represents the desired number of candidate SSFs.
Note that, with this representation format, each fragment Q of the query document Q initiates an independent set similarity query. As a result, the number of candidate sets we need to consider is the same as the number of query fragments.
IV. PROPOSED SOLUTION
An overview of the proposed solution is provided in Figure 2 . Our system consists of two components: preprocessing and runtime query processing. The preprocessing component is responsible for extracting, transforming, and loading the corpus onto the storage. The runtime query processing component is responsible for identifying candidate authors and performing authorship analysis based on the candidate authors identified, in order to find the most likely author.
A. PREPROCESSING
The preprocessing component of our solution aims at transforming the text documents into an easy to query format. In our previous investigation [1] , we have shown that the set representation model enables us to capture stylistic variations within the same document and allows us to compare documents with different lengths. However, we found a drastic accuracy drop when the query document is long (containing more than 120,000 words). In order to address this problem, 1 sequences of characters separated by white spaces we propose a new document representation model by introducing another hierarchical level, called document fragments (Fragment), into our existing representation model.
1) DOCUMENT PARTITIONING
As shown in Figure 2 , the first preprocessing step is to partition the documents. The document partitioning procedures are shown in Figure 3 . We partition each document of the corpus into a collection of fragments. We then further partition each fragment into chunks where the size of each chunk is 1,500 tokens.
2) FEATURE EXTRACTION
For each chunk, we extract 56 features and represent it as a 56-dimensional vector. Descriptions of these features are given in Appendix A. Consequently, each document in the corpus corresponds to a set of fragments, while each fragment of the document in turn corresponds to a set of points in a vector space. Hence, a long document results in a large number of point sets.
Note that, we use the concept of tokens to partition a document into equal-sized chunks only. After completing document partitioning, we calculate the stylometric features from each chunk. For example, '(word', 'word,' 'word.)' are considered as 3 tokens. However, when VOLUME 6, 2018 calculating word-based feature values these punctuations are removed from each token. For example, the number of distinct words in this case is 1, i.e., 'word'. On the other hand, the punctuations in each token count towards punctuationbased features. For example, the frequency of commas in this case is 2.
3) FEATURE ANALYSIS
As mentioned earlier that for each chunk, we extract 56 features. Later on, we perform feature selection using the recursive feature elimination (RFE) method developed by Guyon et al. [40] to remove redundant features and reduce the storage cost. The dimensionality reduction process consists of two main steps. The first step is concerned with subspace selection. The second step is concerned with subspace evaluation. We note that, the subspace selection step is completely unsupervised. That is, in order to identify a high variance subspace, we use the training data points only. We used this method to construct subspaces with the following numbers of dimensions: 35, 40, 45, and 50. In the evaluation step, we assess the performance of these subspaces. Specifically, in order to assess the performance of each subspace, we apply 10-fold nested cross-validation technique on the training data points and labels only. We found that the stylometric feature subspace containing 40 dimensions resulted in the best accuracy.
4) LSH INDEX CONSTRUCTION
For promoting query processing efficiency, we adopt the principle of locality sensitive hashing to organize data points into hash buckets where nearby data points have a greater collision probability (i.e., the probability of being assigned to the same bucket) than farther ones. In particular, we use a collision counting variant called C2LSH [37] where the distance between the two points can be estimated using the number of collisions.
Using C2LSH, all data points representing the documents are organized into L hash tables. For each hash table, we calculate the bucket ID bn of each data point using the following expression,
where o denotes the vector of a data object o ∈ R d and a denotes a d-dimensional vector randomly chosen from a standard normal distribution, ω denotes width of the bucket and b * is uniformly drawn from [0, ω].
5) PARAMETER SETTING
In order to improve the query efficiency by reducing the LSH lookups, we use the compound hash functions in this paper just as in the way we did in our previous work [41] . We apply the same approach to determine the LSH parameters which can be illustrated as follows. First of all, we need to specify the value of bucket width ω, query range r and approximation ratio c. Next we compute p 1 = p(r), p 2 = p(cr) using the following equation:
where
2 . In order to reduce the number of hash tables L by maximizing the value of p K 1 − p K 2 , we determine the value of K as follows [41] :
Note that the K value is set to 1 in the original definition of C2LSH [37] . After computing K , we can determine the values of L and α, where α denotes the collision threshold percentage. Given the false negative rate σ and false positive rate θ, we can determine the value of α as follows:
where z = , and we can determine the value L as follows.
After determining the values of L and α, wet set the collision threshold T at α * L. The final parameters used in our experiments are listed in Section V-A.
B. RUNTIME QUERY PROCESSING: SET SIMILARITY SEARCH IN MULTIDIMENSIONAL VECTOR SPACE
Given a query document Q, we transform Q into a collection of fragments as described in Section IV-A. At this point, each fragment is represented as a point set. We compare each query fragment Q against all the fragments in the corpus to retrieve the top-k SSFs for further authorship analysis (explained in Section IV-D).
Since each query fragment Q is represented as a point set in a multidimensional space, we transform the problem of finding stylistically similar fragments into a set similarity search problem. In the next subsection, we will discuss how such an operation can be done efficiently.
C. SET SIMILARITY QUERY PROCESSING
As discussed in Section II-B.3, we consider the standard Hausdorff distance (SHD) and its variants as set similarity measures. In our previous investigation [1] , we proposed a document pruning technique to reduce the computational cost of our solution. In this subsection we extend our previously proposed document pruning technique to support our newly proposed stylometric document representation model explained in Section IV-A and we call it fragment pruning technique. Specifically, our fragment pruning technique exploits the MaxMin nature [42] of the SHD. By exploiting this nature of SHD, we can avoid computing Hausdorff distance of every fragment in the corpus concerning a Q. In particular, we set the distance range threshold r for every query point q in Q to identify the candidate fragments. We then separate the identified candidate fragments in two groups. The first group contains only those candidate fragments that have a Hausdorff distance value less than or equal to r (i.e., h(Q, Fragment) ≤ r). The second group contains rest of the candidate fragments. As for the top-k stylistically similar fragments (SSFs), as long as the size of the first group of candidate fragments is larger than k value, we ignore the second group of candidate fragments. Besides that, we also generalize this fragment pruning concept to other variants of SHD known as PHD and MHD. In addition to this, we demonstrate that the task of retrieving data points closer to query point q can be accelerated greatly by using C2LSH. Besides that, we provide C2LSH error analysis for the identification of fragments in proximity to query fragment Q.
1) DISTANCE THRESHOLD-BASED FRAGMENT PRUNING TECHNIQUES FOR TOP-K SSFS PROCESSING
Fragment pruning techniques aims at reducing the quantity of fragments for which we need to evaluate the set distance with respect to the query fragment Q. As mentioned earlier, these fragment pruning techniques use a distance range threshold r to exploit MinMax nature of the standard Hausdorff distance (SHD) and its variants. Figure 4 illustrates how we can avoid computing SHD to every fragment from the query fragment Q by identifying those data points in a fragment which are close to every query point q in Q. Suppose that each query fragment contains 4 data points. As can be seen from Figure 4 , it is guaranteed that the distance h(Q, Fragment 1 ) is smaller than r. This is due to the reason that, for every q in Q, there is at least one data point from Fragment 1 within r. On the other hand, for Fragment 2 , Fragment 3 , and Fragment 4 , we can see that at least one data point is missing from one of the query ranges. Consequently, the SHD between query fragment Q and Fragment 2 , Fragment 3 , Fragment 4 must be greater than r (i.e., [(h(Q, Fragment 2 ) < r, h(Q, Fragment 3 ) < r, and h(Q, Fragment 4 < r)]). Suppose that we want to retrieve the top-1 stylistically similar fragment (SSF) with respect to query fragment Q, we can directly return the Fragment 1 Figure 4 .
as a top-1 SSF and safely discard Fragment 2 , Fragment 3 , and Fragment 4 without computing their actual distances with respect to Q.
Let us demonstrate how we can generalize the SHD based fragment pruning concept to other variants of SHD, namely, MHD and PHD. The MHD and PHD computation process is similar to SHD computation process. Specifically, the MHD and PHD set distance values from Q to any fragment F can be calculated by sorting the minimum distances min p∈Fragment d(q, p) for each query point q in Q. However, unlike SHD calculation process, MHD value is obtained by computing the average of maximum distances. Thus, the lower bound calculation of h m (Q, Fragment) involves considering the lower bounds of all query points rather than just one.
We provide an example of Hausdorff distance computation and lower bound calculation in Table 1 . This example is based on the range query process explained in Figure 4 . The MHD h m,50 shown in Table 1 is computed as the average of the 50% of the distances, such as, h m,50 (Q, Fragment 1 ) is 3+2 2 which is equal to 2.5 units. When one or more of the top-50% distances is a lower bound rather than an exact distance, the result from the calculation is a lower bound. For example, we can guarantee only that h m,50 (Q, Fragment 2 ) is at least 3.5 units. We can also apply this principle to PHD. As shown in Table 1 Fragment 1 ) is 2, which is the second highest distance. As for the lower bound calculation, the same method that we had derived from MHD also applies here. In this case, we can see that the lower bounds of Fragment 3 and Fragment 4 are both 4.
As for the identification of top-k SSFs, we use the concept of best first search to generate the candidate fragments result set in an incremental fashion [43] . Specifically, we first create a priority queue and populate it with the fragments. Each fragment is then ranked according to the distance lower bound. At each iteration, we retrieve the entry from the top of the priority queue. If the entry is an exact distance, we include the entry in the result set. Otherwise, we compute the exact distance and insert the entry back into the priority queue. The process terminates when the result set contains k entries. VOLUME 6, 2018 FIGURE 5. Set-level error analysis for LSH.
2) LOCALITY SENSITIVE HASHING (LSH) ERROR ANALYSIS
LSH is a popular approximation technique for solving similarity search problem in multidimensional spaces [35] . In order to identify the stylistically similar data points in a multidimensional space, we adopted C2LSH [37] proposed by Gan et al. They also provided an error analysis which can be used to accurately predict the recall rate in the process of range queries using C2LSH.
In this investigation, we extend the error analysis of C2LSH scheme [37] for the individual query points in order to support set distance measures (MHD, PHD and SHD). Since, our extended error analysis provided in this subsection is applicable to MHD, PHD and SHD measures, we refer to all these measures using a common term ''Hausdorff distance''.
Our error analysis is based on the false negative rate (FNR) which can be defined as follows. A fragment F is considered a false negative if and only if the Hausdorff distance value between this fragment F and the query fragment Q is less than the range r (h(Q, F) ≤ r) but it is not identified as a near neighbor of Q. Aforesaid set-level false negatives originate due to the existence of false positives and false negatives at the point level.
Let us now evaluate the probability of a fragment F being a false negative if the Hausdorff distance value between this F and the query fragment Q is less than the range r (h(Q, F) ≤ r). In order to evaluate that, we consider a single query point q in Q. Let N i represent the number of data points in a fragment F that fall within the range r regarding a query point q in Q; and let N o represent the number of data points from a fragment F that fall out of the range r. A query point q can misjudge a Fragment F as a point set which has a minimum distance greater than the range r if and only if the following two conditions are met. (i) All N i data points within r must be false negatives; and (ii) all N o data points out of the r are true positives. Let σ and θ denote the point-level FNR and point-level FPR respectively. The probability that the aforementioned two conditions are met can be calculate as
Now we consider the case of standard Hausdorff distance (SHD), which is the worst case scenario. Recall that, as for the SHD based fragments pruning rule for similarity search, we removed a fragment F if none of its data point appeared in the candidate result set of any q in Q. For a Q, a fragment F is considered a set-level false negative if and only if at least one q in Q fulfills the aforementioned conditions. Hence, the set-level FNR can be calculated as follows.
Set-level FNR
In order to determine the values of σ and θ, we can use the following equation where δ denotes the desired set-level FNR bound.
Next, we used the parameter setting methodology given in Section IV-A for experiments. Since SHD is worst case, the stated error analysis applies to other variants of SHD as well including MHD and PHD.
D. AUTHOR IDENTIFICATION
For each query fragment Q in query document Q, the set similarity search module of our framework generates a set of SSFs. As can be seen in Figure 2 , we perform an analysis on each set of SSF. The result from this step is an array of SSF-based authorship predictions. We then combine these SSF-based authorship predictions to one single prediction for the entire Q.
In this subsection, we describe using the PkNN classifier [23] for the SSF analysis step. For the aggregation step, we propose ranking the SSF-based predictions according to the entropy in order to separate certain predictions from the less certain ones. The motivation for using PkNN includes (i) little or no model training requirement in order to perform the classification task and its ability to use the complex target functions [24] ; (ii) there's no information loss through generalization [24] ; (iii) it enable us to add new data at runtime and its ability to learn from a small set of samples [44] ; (iv) due to its non-parametric nature, the a priori knowledge relating to probability distribution is not required for this learning method [45] ; and applying the PkNN model on our document representation model (set representation) help us to transform the authorship attribution problem into a set similarity problem. As a result, we can use several set distance measures including those which have outlier handling techniques associated with them such as modified Hausdorff distance. Therefore, it enable us to handle large number of candidate authors in comparison to existing studies.
a: SSF-BASED ANALYSIS
The main advantage of using the PkNN method is that no further model training is required. Specifically, we can construct a probabilistic prediction by just analyzing the distances of the retrieved SSFs.
A straightforward way of generating a probabilistic prediction using the kNN method is to count the frequency of each class and normalize the counts by K . The resulting prediction is a probability mass function PMF over all classes that appear in the kNN set (i.e., SSFs in our case). Formally, we can express the (PMF) calculated by this frequency-based method as follows:
The main problem of the stated frequency-based method is that the probability associated with a class is proportional to the frequency. As a result, classes with small frequencies result in negligible probabilities [23] . To mitigate this problem, an exponential function is applied to soften the distribution. Another problem associated with the frequencybased method is that the distance of each candidate sample is ignored resulting in the need for a large K value in order to obtain reliable statistics. This problem is addressed by weighting the contribution of each sample in the kNN set using its distance [23] . By applying the exponential function β and weight function α, the resulting expression is as follows:
The high value of β (i.e., close to 100) results in a spiky distribution over classes. On the other hand, the low value of β uniforms the probability distribution over the classes. For the weight function α, the larger the distance from the query fragment, the less weight the fragment has. We performed several experiments to set the values of β and α parameters to get the desired accuracy.
b: PREDICTION AGGREGATION
Regardless of the learning method used in the previous step, each prediction is expressed as a PMF over a set of candidate authors. The next step is to combine all SSF-based authorship predictions to produce one single prediction for the entire query document Q.
A straightforward method is to compute the average of all SSF-based predictions. However, all SSF-based predictions are not equally useful, e.g., highly uncertain ones. Including such predictions in the final result may damage the overall accuracy.
In this step, we use entropy as the measure to identify certain predictions. Specifically, we rank all SSF-based PMFs according to the entropy and use the most certain κ%. The final prediction corresponds to the average PMFs of these selected predictions. This process is illustrated in Table 2 with the help of an example. For each PMF, we compute the entropy as shown in the third column and identify the top κ% most certain predictions (small entropy values). Assume that κ = 50. In this example, the top κ% most certain predictions belong to Q 2 and Q 3 as highlighted in the table. The final prediction of the entire document is computed as the average PMFs of these selected most certain κ% predictions, which is [D : 0.60, E : 0.25, F : 0.15] in this case.
V. PERFORMANCE EVALUATION
This section reports the findings from our experimental studies including efficiency studies and accuracy studies. As for the efficiency studies part, we provide comparison between our LSH-based fragment pruning technique illustrated in Section IV-C and the baseline technique which uses only the fragment pruning method. As for the accuracy study part, we compare the proposed method against the improved variation of the existing state-of-the-art authorship attribution method, AAIWE, which can handle a large candidate author set (i.e., 10,000 candidate authors) [12] . The description of the competitor (AAIW) and its improved variation AAIWE is given in the Appendix B. In addition to this, we compare our solution against classical machine learning algorithms that have been extensively used to perform the authorship attribution task, such as, support vector machines (SVM) [13] , [16] , [46] - [48] , multinomial naive bayes (MNB) [49] - [51] , as well as, the state-of-the-art deep learning technique for text classification, e.g., convolutional neural networks (CNN) [25] , [52] , [53] (cf. Section V-E).
A. EXPERIMENTAL SETUP 1) CORPUS
We extract the corpus from the online book archive, Project Gutenberg. 2 Our corpus consists of 3,000 novels from 500 authors. All these fiction novels were written in the period 1897 to 1904. Specifically, we sampled 500 authors who had written more than 2 documents. For each author, we obtained a maximum of 7 documents to keep the corpus size to a manageable level while maintaining authorship variety. We note that, the number of documents and number of authors in our corpus is significantly larger than any previous long-text authorship attribution (LT-AA) study [2] , [13] - [16] . For example, recently published studies in top venues such as [2] , [13] - [16] involve less than 20 authors and fewer than 170 documents. In comparison to our previous work [1] , we increase the number of authors in our corpus from 136 to 500 authors, i.e., a 268% increase. However, the number of documents is increased slightly from 2,386 to 3,000. As a result, the average number of documents per class is reduced from 17.5 to 6 documents, thus making the classification task more difficult.
In addition to the challenge arising due to the large number of authors in the corpus, there is a significant variation among the document lengths i.e., 16,500 to 1,861,500 tokens. As stated earlier, each document is partitioned into fragments, where each fragment is represented by a set of 40 vectors and each vector is calculated from 1,500 tokens. As a result, the number φ of fragments is varied between 1 and 25 fragments.
2) EVALUATION MEASURES
We evaluated the efficiency of proposed method (S3) based on the following two measures.
(i) Execution time: The total execution time of the entire authorship attribution task. (ii) Set distance calculations: The number of SSFs processed by the best-first search algorithm. Measures for accuracy assessments are described as follows.
(i) Candidate generation accuracy (CA): For the candidate generation accuracy, we assumed that our method was used to generate a small subset of candidate authors. Therefore, a prediction was considered correct if and only if at least one fragment of the true author is identified as a top-k SSF. 
3) PARAMETER AND ENVIRONMENT SETTINGS
Experiments based on our proposed solution were performed on a server with the following specification: 96GB main memory, Intel(R) Xeon(R) CPUE5-2620 v2 @ 2.10GHz dual-processor. All algorithms were implemented in Python. Our parameter setting contained two steps. First, we specified the set-level false negative rate (FNR) δ to 0.05, and then specified the point-level FNR σ to 0.05 and the point-level FPR θ to 0.3 based on the analysis in Section IV-C.2. After we obtained the values of σ and θ , the LSH parameters were determined by using the method illustrated in Section IV-A which can be summarized as follows.
• Specify the value of bucket width ω, query range r and approximation ratio c.
• Calculate the collision probabilities p 1 and p 2 (Equation 2).
• Determine the values of L (Equation 5) and K (Equation 3), where L denotes the number of compound hash functions and K denotes the number of projections in each compound hash function.
• Compute the collision threshold percentage α (Equation 4) and set the collision threshold T to α * L. The values of these parameters are given in Table 3 . For PHD and MHD percentage ranges, we set them to [50%,75%] and (50%,100%] respectively (See Figure 1. ) Although not shown here, we have tested different percentage values and ranges and those stated ones resulted in the best performance. As for the fragment size, we tested different fragment sizes. We found that the fragment size of 40 points resulted in the best performance. We also determined the best performing values for top-k and κ. They are 10 and 50% respectively.
4) EVALUATION STRATEGY
The 250 test (query) documents were from 50 different authors and each of the 50 authors had the same number of documents, i.e., 5. The 250 query documents are also organized into the following 5 different size categories: XS, S, M, L, and XL. Each author had one document in each category. The rest of the documents (2,750 of them) in the corpus were the training samples. The number of training samples for each author ranged between 4 and 6. The number of test samples per author was set at 5. Note that, the test and training samples of the same author did not come from the same novel. That is, when a novel was used for testing, it was used purely for testing.
B. EFFICIENCY STUDIES
In this phase of the investigation, we aim at evaluating the efficiency of our proposed technique using the two cost evaluation measures illustrated earlier. We compare the efficiency of our LSH-based fragment pruning technique illustrated in Section IV-C against the baseline technique which uses only the fragment pruning method illustrated in Section IV-C.1. The experimental results corresponding to the efficiency studies' are provided in Table 4 . Each reported measurement shown in Table 4 is the average computed from 50 query documents Q with the size between 1 to 4 fragments. As can be seen, both methods had obtained a significant degree of candidate pruning. That is, almost 57% of the fragments in the corpus were considered for the case of SHD and less than 1% for all cases of MHD and PHD. The significant difference between the set distance calculation costs of SHD and two variants of Hausdorff distance, namely, MHD and PHD is due to the fact that the MHD and PHD candidate fragments were ranked according the lower bound. This allowed us to use the best-first search to control the order in which these candidates are considered. For SHD, on the other hand, the candidate fragments had no order so we needed to compute the SHD for each of them one by one. As for the execution time, Table 4 shows that, our LSH-based pruning method has provided approximately 5 times speedup as compared to the baseline. We also note that, as for our pruning techniques, the execution time of SHD is consistently lower than MHD and PHD. This is due to the fact that the top-k processing in case of MHD and PHD makes use of a best-first search technique on the set of candidate fragments and involve the process of lower bound calculations. Alternatively, as for SHD we could safely discard the candidate fragments which are out-ofrange without a search algorithm or lower bound calculations. As can be seen that the baseline methods had significantly outperformed by our LSH-based fragment pruning methods, in the interest of brevity, we exclude their experimental results from rest of the studies.
1) EFFICIENCY: EFFECT OF VARYING THE SIZE OF QUERY SET Q
In this subsection, we report the experimental results regarding the effect of the query set size on efficiency of our system. In order to show that the proposed solution can effectively handle the query documents of different lengths, we sample the query documents such that we can organize them according to the number of fragments, i.e., |Q|. In particular, we organize the query documents Q into five groups based on their sizes |Q|: [1, 5) , [5, 10) , [10, 15) , [15, 20) and [20, 25) . Figure 6 (a) shows the effect of |Q| on the efficiency cost measures. We can see that the distance calculation cost increases as the query size |Q| increases. This is because, an increase in the document length results in a greater number of query fragments to process. Figure 6(b) shows that the results in terms of the execution time conforms with the other cost measure.
2) EFFICIENCY: EFFECT OF VARYING THE NUMBER K OF CANDIDATE FRAGMENTS
Consider now the effect of k value on the efficiency measures. Figure 7(a) shows that varying the value of k has trivial effect on the set distance calculation cost of SHD. This is because, for SHD, we need to consider all candidates whose set distances are guaranteed to be less than r. On the other hand, for MHD and PHD, identifying the top-k involves a best-first search. A greater value of k results in a greater number of best-first search iterations. Figure 7(b) shows that the query execution time results conform with those of the set distance calculation cost. That is, as k increases, the query execution time also increases for MHD and PHD, while k has no effect on the query execution time of SHD.
C. ACCURACY: PROPOSED METHOD
Let us now assess the accuracy of the proposed method (S3). As mentioned earlier, each query document Q is decomposed into fragments where each fragment is represented as a points set Q. For each Q, we retrieve top-k SSFs. Each set of topk SSF results in one probabilistic prediction expressed as a PMF. The final prediction for the query document Q is produced by combining multiple PMFs into one. In this step, we use the entropy as the measure to identify certain predictions. Specifically, we rank all SSF-based PMFs according to the entropy and use the most certain κ%. The final prediction of the query document Q is produced as the average PMFs of these selected predictions with the least entropy. Table 5 illustrates the effects of the Hausdorff distance variants on accuracy. Each result is reported as the average accuracy computed from 250 query documents. Table 5 shows that the Hausdorff variants had no effect on the candidate generation accuracy, which meant that all Hausdorff distance variations had successfully included the actual authors in the respective candidate sets. Hence, we omit the candidate generation accuracy results from the remaining subsections. We can see that, with a fragment accuracy of 95.38% and with the peak performance of 100% for the document accuracy, MHD outperformed the other Hausdorff variants. Hence, we also VOLUME 6, 2018 omit their results from remaining subsections. Recall that, the final prediction of a query document Q is produced as the average PMFs of most certain κ% predictions with least entropy. For the results shown in Table 5 , the value of κ% is set to its default value which is 50%. However, in case of using all the fragment predictions of a query document Q (i.e., κ = 100%), our method shows the document accuracy level of 95.20%.
1) ACCURACY: THE NUMBER OF AUTHORS
In this study, we use 5 datasets with different numbers of authors. Specifically, we varied the number of candidate authors from 100 to 500. Figure 8(a) shows that increasing number of authors negatively affect the fragment accuracy and the proposed technique (S3) significantly outperforms the improved variation of existing state-of-the-art competitive technique (AAIWE). As for the document accuracy, Figure 8 (b) shows that S3 is still the best performer and obtains the perfect accuracy in all cases.
2) ACCURACY: EFFECT OF VARYING THE SIZE OF QUERY SET |Q|
Similar to Section V-B.1, in this study, we also organize the query documents Q into five groups according to their sizes |Q|: [1, 5) , [5, 10) , [10, 15) , [15, 20) and [20, 25) . Figure 9 (a) shows that, unlike our previously proposed method in [1] , |Q| has no significant effect on the accuracy of S3. As for the improved variation of existing state-of-the-art competitive method (AAIWE), decreasing the size of Q negatively effects the accuracy and this finding conforms with results reported by state-of-the-art competitive technique (AAIW) [12] . 
3) ACCURACY: EFFECT OF THE CHUNK SIZE
In this study, we vary the chunk size as 750, 1000, 1250, 1500 and 1750 tokens. As shown in Table 6 increasing chunk size positively affects the accuracy. However, chunk size of 1750 tokens shows only a marginal performance improvement over the chunk size of 1500 tokens. Besides that, the proposed method S3 significantly outperforms the improved variation of existing state-of-the-art competitive method AAIWE (Table 6 ).
D. OPEN-SET AUTHORSHIP ATTRIBUTION
The main purpose of this investigation was to devise a reliable predictive method for solving closed-set authorship attribution problems. In this study, we show how we can extend the proposed method to solve open-set authorship attribution problems. In order to conduct an open-set study, we constructed a new corpus where each author had 3 documents and there were 1500 documents. As a result, there were 500 candidate authors. There were 500 query documents where 250 of them were from the authors in the candidate set and the other 250 query documents are from non-candidate authors. All query documents were from different authors. Recall that each query fragment Q in the query document Q corresponded to one probabilistic prediction, and the overall prediction for Q was an aggregation over the fragment predictions. In the open-set study, all fragment predictions were used to compute the average PMF for Q. The query document is deemed to be written by the most likely author iff the author had a probability larger than a predefined cutoff value. Otherwise, the prediction was considered ''uncertain'' and the document was classified as written by a non-candidate author. Based on this definition, consider now the following two cases.
• Outside Author. When the query document is written by a non-candidate, a prediction is considered correct iff no author in the prediction has a probability greater than the probability cutoff value.
• Inside Author. When the query document is written by an author in the candidate set, in that case a prediction is considered correct iff (i) the most likely author is the correct author; and (ii) its probability value is greater than the predefined cutoff. Figure 10 displays experimental results from outside and inside author cases.
• Figure 10 (a) shows that as the cutoff value increases from 50% to 90% the accuracy of identifying that the query document is written by a non-candidate author increases for both methods. This is because, as the cutoff value increases, it becomes more difficult for any author to clear the cutoff in each prediction making it easier for each prediction to be considered uncertain.
• Figure 10 (b) shows that as the cutoff value increases the accuracy of identifying the author inside the candidate set decreases. This is because, since it is becoming more difficult for the most likely author to clear the probability cutoff, predictions with the correct author are more likely to be mistakenly treated as uncertain. The experimental results also show that the proposed solution (S3) performs in most cases better than the competitor, AAIWE. We can also see that the probability cutoff value of 0.8 provides a good trade-off between the outside inside accuracy and inside author accuracy.
E. ACCURACY: COMPARISON (REDUCED CANDIDATE SET)
In this study, we compare the author identification accuracy of the following competitors which have been extensively used to perform authorship attribution task and other related text classification problems [13] , [16] , [25] , [46] - [53] . • The support vector machine (SVM) classifier using two different input types counter vector (SVM-C) and
TF-IDF (SVM-T).
• The multinomial naive Bayes (MNB) classifier using two different input types counter vector (MNB-C) and
TF-IDF (MNB-T).
• The convolutional neural networks (CNN) technique for text classification.
Detailed descriptions of these competitive solutions are given in Appendix B. Note that the total number of authors in our corpus is 500 and none of the aforementioned competitive method is capable of handling the number of authors (classes) in this order of magnitude. In order to compare the performance of the proposed solution against these competitors, we first use our proposed stylometric set similarity (S3) technique to identify 5 candidates and then use each of these competitors to make an authorship prediction. In particular, each competitor is used in the authorship analysis part of our framework to identify the author from a small subset of candidate authors obtained using the top-k SSFs as shown in Figure 2 .
Recall that one query document Q may contain multiple fragments where each query fragment Q results in one top-k SSF set. An authorship analysis with a competitive learning model is conducted as follows: (i) identify the candidate authors using the top-k SSFs; (ii) obtain all documents written by the identified authors; (iii) extract feature vectors from the documents as required by the competitive learning model; (iv) train the model; (v) use the model to make an SSF-based probabilistic prediction.
We tested 50 query documents Q in order to compare the performance of our solution against competitors classification methods. The average class size is 294 samples, where each sample corresponds to a chunk of 1,500 tokens. The number of candidate authors is set to 5. This is done by ranking the authors returned from the prediction aggregation step according to the probability using our PMF aggregation method described in Section IV-D. The top is selected if the number of returned authors is greater than . Otherwise, all returned authors are used as candidates. Since our method always returns the true author as the most likely author, the top author set is guaranteed to include the correct author for any value greater than or equal to 1.
As can be seen in Table 7 , SVM-T is the best performer. However, unlike the proposed method, none of the techniques VOLUME 6, 2018 has the perfect query accuracy despite the fact that the size of candidate author set is significantly reduced from 500 to 5 authors. We hypothesize that the performance gap between these competitors and our method is caused by the number of samples given to train these competitive models is insufficient. This hypothesis is verified in Section Appendix C.
VI. CONCLUSION
Long-text authorship attribution (LT-AA) has been extensively studied over the past two decades by researchers in the areas of cyber forensic, web management, natural language processing and information retrieval. However, existing LT-AA studies have generally been limited to (i) text samples with similar lengths; and (ii) a small number of candidate authors. In this investigation, we have proposed a scalable solution to overcome these limitations by modeling this problem as a set similarity problem.
The main distinction of our proposed Stylometric Set Similarity (S3) method lies in the way in which we represent each document as a collection of point sets. The proposed set representation has the following advantages. First, it captures a stylistic variation within one document since each prediction is made based on multiple data points rather than just one data point. Second, this representation allows us to use the set similarity measure called the Hausdorff distance and its associated outlier handling technique to identify stylistically similar documents.
Our proposed solution (S3) has been evaluated using several real world datasets retrieved from Project Gutenberg. We have also compared our solution with existing state-of-theart authorship attribution techniques. Our extensive experimental studies have shown that our method has outperformed existing state-of-the-art techniques.
One future research direction is to reduce the number of tokens required to make a reliable prediction. This can be done by applying a sliding window technique so that more text chunks can be generated from the same number of tokens or switching to a more reliable set distance to reduce the number of chunks per fragment.
APPENDIX A STYLOMETRIC FEATURES
Our stylometric feature set is shown in Table 8 . For Features 5 to 12, N denotes the total number of words and V denotes the number of distinct words. For Features 6 and 9, V i denotes the frequency of words that occur i times. These topic-independent stylometric features [6] , [18] , [20] , [54] , [55] , can be categorized into the following types: (i) lexical; (ii) syntactic; and (iii) structural.
APPENDIX B DESCRIPTIONS OF COMPETITIVE METHODS

A. AAIW AND ITS IMPROVED VARIATION (AAIWE)
We compare the performance of our proposed method, S3, against the state-of-the-art existing authorship attribution method that can handle a large candidate author set (i.e., 10,000 authors) called AAIW [12] . AAIW represents each text sample as a vector containing the respective frequencies of each space-free character 4-gram. It uses the cosine similarity as a proximity measure and returns the author whose known writing sample is more similar to the test sample. For each test sample, 100 predictions are made using different subsets of features randomly selected from a set of 2.5 × 10 5 features. Each candidate author is assigned a score which is calculated as the proportion of the number of times that candidate author is the top match. The author obtaining the maximum overall score is considered the most likely author. In addition to the making an authorship prediction, AAIW also allows the attribution to omit a prediction. Specifically, a threshold value of 0.90 is chosen to exclude predictions in which the mostly likely author scores less than 0.90. Such predictions are labeled as ''Don't Know'' and are excluded from the accuracy assessment. Since AAIW uses the k nearest neighbor (kNN) classifier, the method is also applicable to the probabilistic kNN (PkNN) method. In this investigation, we have also shown that we can apply the prediction aggregation method discussed in Section IV-D to improve the accuracy of AAIW. Specifically, we apply the PkNN weighting function (Eq. 9) to the cosine similarity search results for each test sample. We then apply the entropy-ranking prediction aggregation method illustrated in Table 2 . We call this improvement AAIW-Entropy, which is abbreviated to AAIWE for conciseness. We conducted an experimental study using the same corpus as the main experiment to compare AAIWE to its original version AAIW. The results presented in Table 9 show that AAIWE outperforms the baseline technique AAIW. As a result, AAIWE is used as our competitor in the experimental studies (Section V).
B. SUPPORT VECTOR MACHINES (SVM)
The machine learning method, SVM, has been applied to a wide variety of text categorization problems including authorship attribution [13] , [16] , [46] - [48] . In this investigation, SVM is used with two different input types: count vectors and TF-IDF, and call these two variations SVM-C and SVM-T, respectively. In our experimental studies, we used the Scikitlearn machine learning library to implement the two SVM solutions. The parameters used construct our SVM classifiers are given in Table 10 .
C. MULTINOMIAL NAIVE BAYES (MNB)
The multinomial Naive Bayes (MNB) classifier has also reported competitive results for authorship attribution and text classification problems [49] - [51] , [56] . Similar to the SVM method, we apply the MNB method to two different input types: count vectors and TF-IDF, and call these two variations MNB-C and MNB-T, respectively. In our experimental studies, we used the Scikit-learn machine learning library to implement the two MNB solutions. The parameters used to construct our MNB classifiers are given in Table 10 .
D. CONVOLUTIONAL NEURAL NETWORKS (CNN)
CNN have been extensively used to solve text classification and authorship attribution problems [25] , [52] , [53] . Convolutional neural networks are trained from raw character inputs. They learn the words, phrases, paragraphs from characters of the given text. However, this method require large number of samples to show promising results. The traditional features e.g., n-grams, term frequency inverse document frequency (tf-idf) show promising results when the dataset have thousands of samples. A recent development shows that with little tuning of hyper parameters and static vectors can achieve excellent results [25] .
In this investigation, we adapted a state-of-the-art CNN architecture proposed by Kim [25] . The learning model uses word n-gram features as input for a CNN, which is in turn connected to a fully connected neural network with 3 layers. Given the constraint of corpus size, we decided to use a pretrained word embedding technique [57] to convert each input word into a multidimensional vector. The characteristics of our adapted CNN architecture are displayed in Table 11 .
APPENDIX C ACCURACY STUDIES: LARGE NUMBER OF SAMPLES
We verify the hypothesis given in the experimental studies (Section V-E) regarding the insufficient number of samples. In order to obtain a larger number of samples for this study, VOLUME 6, 2018 we identify a set of 5 authors with at least 3,200 samples each. We conduct two studies: (i) the effect of the number of authors; (ii) the effect of the number of samples. Each accuracy value reported is the result from a 4-fold cross validation. That is, 75% of the sample set is used for training.
A. THE EFFECT OF THE NUMBER OF SAMPLES
We vary the number of samples from 320 to 3,200 samples while keeping the number of candidate authors to the default value of 5. Table 12 shows that for all methods, the number of samples has a positive correlation with the accuracy. The CNN method has the most drastic accuracy increase, i.e., from 68.12 to 88.39, which is similar to the results reported by Kim [25] . This result conforms with our hypothesis regarding the insufficient number of samples discussed in Section V-E. Table 13 shows a drastic accuracy drop for the CNN method as is increases from 2 to 5, while fixing the number of samples to 3,200 samples. For all classical ML methods, the varying from 1 to 5 has little or no effect on the accuracy. 
B. THE EFFECT OF THE NUMBER OF AUTHORS
