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RESUMO
Um dos problemas da modelagem de uma RBFNN - Radial Basis Neural Network, Rede Neural
de Base Radial, consiste em determinar os pesos da camada de saı´da, geralmente represen-
tados por uma matriz retangular. Uma abordagem que tem ganho alguma notoriedade recente-
mente na resoluc¸a˜o desse problema e´ a criac¸a˜o de modelos hı´bridos baseados na combinac¸a˜o
de Meta-heurı´sticas, que sa˜o modelos gerais para soluc¸a˜o de problemas de otimizac¸a˜o, como
alternativa ao me´todo tradicional de realizar a pseudo-inversa˜o da matriz com os valores de
ativac¸a˜o da camada intermedia´ria. Nesta pesquisa, duas destas Meta-heurı´sticas, Algoritmos
Gene´ticos e Nuvem de Partı´culas (Particle Swarm Optmization) sa˜o implementadas a fim de
comparar seus desempenhos com o me´todo tradicional e tambe´m e´ proposta a mudanc¸a da
representac¸a˜o dos indivı´duos de uma populac¸a˜o, em Algoritmos Gene´ticos, com a conse-
quente adaptac¸a˜o operadores para algoritmos gene´ticos contı´nuos em que os indivı´duos sa˜o
matrizes, como e´ o caso do problema de calcular a matriz de pesos de uma RBFNN. Ale´m
disso, essas te´cnicas tambe´m sa˜o comparadas com a FDLF - Func¸a˜o Discriminante Linear de
Fisher na classificac¸a˜o de padro˜es. Para fins de validac¸a˜o da hipo´tese levantada, foi realizado
um experimento com seis bancos de dados e os resultados mostraram que as abordagens
mais eficientes foram o treinamento tradicional das RBFNN e a FDLF, ja´ a modificac¸a˜o pro-
posta se mostrou ta˜o consistente quanto o Algoritmo Gene´tico tradicional no que diz respeito
a` eficieˆncia ao encontrar soluc¸o˜es.
Palavras-chave: Redes Neurais de Base Radial, Algoritmos Gene´ticos, Nuvem de Partı´culas,
Sistemas Hı´bridos.
ABSTRACT
One of the issues of modeling a RBFNN - Radial Basis Neural Network is to determine the
weights matrix of the output layer, wich is generally represented by a rectangular matrix. One
of the existing approaches that has gained some notoriety recently in solving this problem is
to create hybrid models based on a combination of Metaheuristcs, which are general models
for solving optimization problems, as an alternative to the traditional method of performing the
pseduoinversion the hidden layer activation values matrix. In this research two of these Me-
taheuristcs, Genetic Algorithms (GA) and Particle Swarm Optmization (PSO) are implemented
in order to compare their performance with the traditional method and also a new kind repre-
sentation of individuals in a population for genetic algorithms is proposed. This caused the
adaptation of the continuous genetic operators in genetic algorithms with matricial individuals,
specially for calculating the weights matrix of a RBFNN. Also a comparison of all these techni-
ques with the LDFF - Linear Discriminant Fisher Function For is provided. Trying to validating
the research hypothesis an experiment was designed using six diffrerent databases and results
shows that the traditional training method of RBFNN and the Fisher LDF was more effective
than the others techniques. The new proposed GA individuals representation was equally con-
sistent with the traditional GA in finding solutions.
Key-words: Radial Basis Function Neural Networks, Genetic Algorithms, Particle Swarm Opti-
mization, Hybrid Systems.
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1 INTRODUC¸A˜O
Ha´ tempos os cientistas tentam desenvolver me´todos para prever valores em problemas
de classificac¸a˜o para uma melhor tomada de decisa˜o em cena´rios de incerteza. Uma gama de
me´todos matema´ticos e estatı´sticos ja´ foi desenvolvida e, por este motivo, busca-se melhorar
cada vez mais os me´todos ja´ existentes bem como o desenvolvimento de novos me´todos
que reduzam o custo computacional, oferec¸am melhores resultados no que diz respeito ao
desempenho do modelo ou ambos.
Todos os me´todos existentes ja´ oferecem muitas opc¸o˜es quanto a` velocidade e qualidade
da previsa˜o ou classificac¸a˜o. A tarefa mais difı´cil, que todo pesquisador anseia, e´ desenvolver
um me´todo que consiga elevada acura´cia o mais ra´pido possı´vel, dada a necessidade de rapi-
dez na era on-line em que a sociedade se encontra. Por “elevada acura´cia” entende-se o me-
nor erro possı´vel, num problema de previsa˜o, e o maior percentual possı´vel de classificac¸o˜es
corretas, para o caso de um problema de classificac¸a˜o.
A ide´ia de criar um grupo de modelos matema´ticos que simule os neuroˆnios humanos e´
considerada, por muitos cientistas, brilhante e extremamente u´til para os responsa´veis pela
tomada de decisa˜o nas mais diversas a´reas do conhecimento. Tais modelos sa˜o as Redes
Neurais Artificiais. Segundo Haykin (2001), uma rede neural e´ uma ma´quina de processa-
mento paralelo que pode transformar conhecimento experimental em informac¸o˜es utiliza´veis
na pra´tica, por exemplo, no auxı´lio a` tomada de decisa˜o.
O subgrupo de modelos de Redes Neurais Artificiais mais difundido na literatura e´ aquele
das baseadas no tipo de arquitetura feed-forward (alimentada adiante) ao qual pertencem, por
exemplo, o Perceptron e as Redes Neurais de Base Radial, sendo a primeira, mais conhecida
e difundida entre os cientistas da a´rea e a u´ltima um dos focos deste trabalho.
Uma Meta-heurı´stica e´ um Me´todo Heurı´stico para resolver, de forma gene´rica, proble-
mas de Pesquisa Operacional, normalmente da a´rea de Otimizac¸a˜o Combinato´ria, Reconhe-
cimento de Padro˜es ou Previsa˜o de Se´ries Temporais. Entretanto, tambe´m e´ possı´vel utilizar
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uma Meta-heurı´stica para Problemas de Otimizac¸a˜o de Func¸o˜es.
Geralmente, as Meta-heurı´sticas sa˜o inspiradas em outras cieˆncias, como e´ o caso das
pro´prias Redes Neurais Artificiais, dos Algoritmos Gene´ticos, Simulated Annealing, Coloˆnia
de Formigas, Nuvem de Partı´culas, entre outros, formando assim um sistema com regras
matema´ticas inspiradas em sistemas, a priori, na˜o matema´ticos .
Como ocorre com outras te´cnicas matema´ticas e estatı´sticas, e´ possı´vel a formac¸a˜o de
Sistemas Hı´bridos baseados em Meta-heurı´sticas, combinando as estrate´gias de duas ou
mais dessas te´cnicas. Ademais, este campo de estudo tem ganho alguma notoriedade re-
centemente, como e´ possı´vel observar pela quantidade de trabalhos publicados sobre este
tema (Sec¸a˜o 2.6). Existem tambe´m me´todos estatı´sticos para a classificac¸a˜o de padro˜es,
sendo que o mais conhecido e´ a FDLF - Func¸a˜o Discriminante Linear de Fisher, descrita no
Capı´tulo 2.
Um dos principais problemas a ser resolvido na modelagem de uma Rede Neural de Base
Radial e´ o ca´lculo da matriz de pesos da camada intemedia´ria, que e´ a u´nica camada presente
numa rede desse tipo ale´m da camada de saı´da.
1.1 OBJETIVOS
A pesquisa de Mota et al. (2012) compara dois me´todos de treinamento de uma RBFNN,
um e´ considerado tradicional, que se baseia na pseudo-inversa˜o de uma matriz retangular e o
outro utiliza Algoritmos Gene´ticos, convertendo esta matriz em indivı´duos de uma populac¸a˜o
gene´tica, buscando encontrar a matriz o´tima (ou quase-o´tima) atrave´s de selec¸a˜o natural e
operadores gene´ticos, mais especificamente os propostos por Michalewicz, Logan e Swami-
nathan (1994).
Nesse contexto, os principais objetivos deste trabalho sa˜o:
• propor uma nova maneira de representac¸a˜o dos indivı´duos em Algoritmos Gene´ticos,
para o caso em que as soluc¸o˜es do problema sa˜o matrizes ao inve´s de vetores;
• propor uma extensa˜o dos operadores de Michalewicz, Logan e Swaminathan (1994)
para esse novo modo de representac¸a˜o representac¸a˜o;
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• comparar o desempenho de seis abordagens para a classificac¸a˜o de padro˜es em seis
bancos de dados disponı´veis na web que atenderam os crite´rios de aplicac¸a˜o dos me´to-
dos, sendo:
– a Func¸a˜o Discriminante Linear de Fisher;
– o treinamento de uma RBFNN tradicional (pseudo-inversa˜o);
– duas abordagens de treinamento de uma RBFNN baseadas em Algoritmos Gene´-
ticos, sendo que a primeira e´ um Algoritmo Gene´tico Tradicional utilizando os ope-
radores de Michalewicz, Logan e Swaminathan (1994) e a segunda e´ a adaptac¸a˜o
proposta neste trabalho;
– duas abordagens de treinamento de uma RBFNN utilizando a Metaheurı´stica “Nu-
vem de Partı´culas”, sendo uma abordagem com cada uma de suas duas variantes
mais conhecidas: gbest e lbest.
1.2 CONTRIBUIC¸O˜ES
As contribuic¸o˜es deste trabalho sa˜o:
• Uma verificac¸a˜o empı´rica da eficieˆncia de duas te´cnicas de Inteligeˆncia Computacional
para o treinamento de uma RBFNN e uma te´cnica estatı´stica para fins de classificac¸a˜o
de padro˜es;
• Uma nova maneira de representar e “enxergar” os indivı´duos de uma populac¸a˜o gene´tica
e, consequentemente, a extensa˜o dos operadores propostos por Michalewicz, Logan e
Swaminathan (1994);
1.3 ESTRUTURA DO TRABALHO
Para que os objetivos elencados possam ser alcanc¸ados e a hipo´tese principal possa
ser verificada, preceitos ba´sicos sobre Inteligeˆncia Computacional, Redes Neurais de Base
Radial, Func¸a˜o Discriminante Linear de Fisher, Algoritmos Gene´ticos e Nuvem de Partı´culas
sa˜o apresentados e uma verificac¸a˜o experimental e´ realizada. Todas estas etapas do trabalho
esta˜o divididas em capı´tulos, da seguinte maneira:
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• No Capı´tulo 2, sa˜o apresentados, de maneira breve, os principais sistemas da Inte-
ligeˆncia Computacional (IC), afim de indicar sua classificac¸a˜o como a´rea de conheci-
mento, explicitar as te´cnicas que a compo˜em e discutir como estas te´cnicas podem ser
utilizadas de maneira isoladas ou com a criac¸a˜o de sistemas hı´bridos. Tambe´m esta˜o
contemplados os conceitos relativos a`s Redes Neurais de Base Radial, destacando suas
caracterı´sticas e estrate´gias de modelagem e treinamento e conceitos essenciais sobre
a Func¸a˜o Discriminante Linear de Fisher (FDLF), ambas no contexto de classificac¸a˜o de
padro˜es e os conceitos relacionados a`s duas Meta-heurı´sticas de Busca Baseadas em
Populac¸a˜o citadas anteriormente: Algoritmos Gene´ticos e Nuvem de Partı´culas;
• O Capı´tulo 3, trata das estrate´gias utilizadas para criar uma Meta-heurı´stica Hı´brida ba-
seada em Redes Neurais de Base Radial e Algoritmos Gene´ticos e Nuvem de Partı´culas,
sa˜o apresentados detalhes sobre o experimento realizado
• O Capı´tulo 4 traz a ana´lise estatı´stica dos resultados obtidos e apresenta uma discussa˜o
acerca desses resultados;
• Finalmente, o Capı´tulo 5 traz as concluso˜es da pesquisa e sugesto˜es para trabalhos
futuros.
2 REVISA˜O DE LITERATURA
Para Engelbrecht (2007), “um grande impulso no desenvolvimento de novos algoritmos e´
a crescente complexidade dos problemas que surgem a cada dia”. Assim como enxerga-se
problemas mais complexos a cada dia, numa velocidade quase equivalente os cientistas sa˜o
capazes de desenvolver me´todos para resolver tais problemas. Esse desenvolvimento, por
vezes, ocorre com o desenvolvimento de algoritmos, uma vez que o advento do computador
tem como um de seus objetivos auxiliar em tarefas complexas para que antes eram realizadas
manualmente.
Uma das vertentes na busca pela automatizac¸a˜o de tarefas complexas e´ a criac¸a˜o de
me´todos e sistemas baseados na inteligeˆncia natural e biolo´gica que Engelbrecht (2007) deno-
mina como “Sistemas Inteligentes”. Basicamente existem quatro grandes grupos de sistemas
inteligentes: Redes Neurais Artificiais, Computac¸a˜o Evoluciona´ria, Inteligeˆncia do Enxame e
Sistemas Difusos. Vale salientar que juntamente com Lo´gica; Sistemas Especialistas; Ra-
ciocı´nio Baseado em Casos e Dedutivo; e Ma´quinas de Sistemas de Aprendizagem Simbo´lica,
os Sistemas Inteligentes pertencem ao campo de estudo denominado Inteligeˆncia Artificial
(IA).
Os quatro sistemas mais conhecidos baseados em Inteligeˆncia Computacional (IC) sa˜o:
As Redes Neurais Artificiais (RNAs), a Computac¸a˜o Evoluciona´ria (CE), a Inteligeˆncia do En-
xame (IE) e os Sistemas Difusos (SD). Tais sistemas podem ser utilizados como u´nica aborda-
gem a um problema, dependendo de suas caracterı´sticas, ou podem ainda serem combinados
formando sistemas hı´bridos.
A Figura 1 ilustra esta ideia de relacionamento desses quatro modelos por meio de se-
tas, podendo haver relac¸o˜es entre seus mecanismos internos. Tambe´m e´ possı´vel visuali-
zar a indicac¸a˜o da interac¸a˜o dos quatro grupos de sistemas com os Me´todos Estatı´sticos
que, essencialmente, sa˜o utilizados para tratamento dos dados e validac¸a˜o de testes, por
isso a diferenciac¸a˜o com linhas pontilhadas, embora haja me´todos estatı´sticos tanto para a
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Classificac¸a˜o de Padro˜es quanto para a previsa˜o de Se´ries Temporais.
RNAs CE
IESD
Me´todos
Estat´ısticos
FIGURA 1: Sistemas Baseados em IC
Os quatro grupos de sistemas aqui mencionados sa˜o inspirados na Biologia. As RNAs sa˜o
baseadas no sistema neurolo´gico humano, os modelos de CE, por sua vez sa˜o inspirados da
Teoria da Evoluc¸a˜o, a IE e´ baseada em organismos que vivem em coloˆnias ou enxames, como
o pro´prio nome sugere e os SD teˆm suas origens em como os organismos interagem com o
ambiente em que vivem.
2.1 REDES NEURAIS ARTIFICIAIS
Segundo Engelbrecht (2007), o ce´rebro humano e´ um computador complexo, paralelo e
na˜o linear que tem a habilidade de aprender, memorizar e generalizar a partir de exemplos. E´
capaz de realizar tarefas como o reconhecimento de padro˜es, o controle motor e a percepc¸a˜o
em muito menos tempo do que qualquer computador.
Para Silva, Spatti e Flauzino (2010), os cientistas possuem o sonho antigo de construir um
mecanismo autoˆnomo, que seja dotado de inteligeˆncia. Possivelmente a principal motivac¸a˜o
para este anseio seja a complexidade do funcionamento do ce´rebro humano, sua capacidade
de processamento, adaptac¸a˜o, entre outras habilidades.
As Redes Neurais Artificiais (RNAs) sa˜o, portanto, um grupo de modelos matema´ticos/com-
putacionais inspirados no funcionamento do sistema neurolo´gico humano, como e´ possı´vel ver
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em Silva, Spatti e Flauzino (2010) e Engelbrecht (2007). Para Haykin (2001), uma Rede Neu-
ral (RN) se assemelha ao ce´rebro em dois aspectos: possui um processo de aprendizagem
a partir do ambiente em que esta´ inserida e o conhecimento adquirido fica armazenado nas
conexo˜es entre os neuroˆnios.
Para Silva, Spatti e Flauzino (2010), Haykin (2001) e Fausett (1994), as principais carac-
terı´sticas bene´ficas das RNAs sa˜o:
• capacidade de absorver a na˜o linearidade nos dados de entrada;
• capacidade de mapeamento de entrada-saı´da;
• adaptabilidade a` modificac¸o˜es do meio ambiente;
• resposta a` evideˆncias;
• contextualizac¸a˜o natural da informac¸a˜o por meio da interac¸a˜o entre neuroˆnios;
• toleraˆncia a falhas, para o caso de implementac¸a˜o em hardware;
• possibilidade de implementac¸a˜o em larga escala;
• uniformidade de representac¸a˜o e;
• analogia neurolo´gica.
A estrutura de um neuroˆnio biolo´gico esta´ apresentada na Figura 2 e a de um neuroˆnio arti-
ficial na Figura 3. A unidade ba´sica de nosso ce´rebro apresenta uma regia˜o onde informac¸o˜es
sa˜o processadas (corpo celular), algumas entradas (dendritos) e uma saı´da (axoˆnio). Os im-
pulsos ele´tricos recebidos nos dendritos sa˜o processados e o resultado deste processamento
e´ colocado no axoˆnio.
FIGURA 2: Representac¸a˜o do Neuroˆnio Biolo´gico
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FIGURA 3: Representac¸a˜o do Neuroˆnio Artificial
Na Figura 3, os valores denotados por xi sa˜o informac¸o˜es provenientes do ambiente ex-
terno denominadas no´s de entrada. Se compararmos com o neuroˆnio biolo´gico da Figura 2,
a conexa˜o entre os vetores xi e os pesos wi·, i= 1, . . . ,n, e´ realizada pela sinapse que termina
por conectar o ambiente externo ao neuroˆnio, por meio de seus dentritos, os quais sa˜o res-
ponsa´veis por receber os sinais de entrada dos neuroˆnios. As sinapses sa˜o uma regia˜o de
contato muito pro´ximo entre os dentritos e outras ce´lulas, inclusive outros neuroˆnios.
Os dentritos conduzem os sinais de entrada para o corpo celular, que no neuroˆnio artificial
e´ representado pela soma e func¸a˜o de ativac¸a˜o, fazendo o papel do nu´cleo de processamento
do neuroˆnio. O valor representado por y· e´ a saı´da (resultado), que acusa o nı´vel de ativac¸a˜o
de um neuroˆnio artificial. No neuroˆnio biolo´gico, essa func¸a˜o e´ desempenhada pelo axoˆnio. A
ligac¸a˜o entre o terminal axional de um neuroˆnio e os dentritos de outro neuroˆnio e´ feita tambe´m
pela sinapse.
No neuroˆnio artificial as sinapses recebem multiplicadores (pesos) que podem ser ini-
bito´rios (negativos) ou excitato´rios (positivos). No esquema representado na Figura 3, os pe-
sos w· e b· representam esses pesos, sendo que os pesos b· sa˜o adicionados a` rede apenas
para aumentar seus graus de liberdade, causando um relaxamento no modelo matema´tico, o
valor de suas entradas e´ sempre “1”, por este ser o elemento neutro da multiplicac¸a˜o.
Com relac¸a˜o a` aplicabilidade das RNAs, vale salientar que e´ possı´vel modelar problemas
de a´reas como Cieˆncias Exatas, Sociais, Humanas, entre outras a´reas via Redes Neurais. As
principais tarefas associadas a uma RNA sa˜o a classificac¸a˜o, o agrupamento de padro˜es e a
previsa˜o de Se´ries Temporais.
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Entretanto, como e´ possı´vel ver em Siqueira, Scheer e Steiner (2005), o roteamento de
veı´culos e a designac¸a˜o tambe´m sa˜o problemas passı´veis de resoluc¸a˜o por uma abordagem
via RNAs. Mais exemplos de aplicac¸o˜es podem ser encontrados em Silva, Spatti e Flauzino
(2010), Engelbrecht (2007), Haykin (2001) e Fausett (1994).
Os cinco grupos de RNAs mais citados na literatura sa˜o:
• RNAs de camada u´nica como, por exemplo, a Rede de Hopfield;
• de camada mu´ltipla como o Perceptron de Mu´ltiplas Camadas (MLP);
• redes de Elman e a de Jordan que trabalham com a ideia de recorreˆncia;
• Mapas Auto-organiza´veis, sendo a mais conhecida a rede de Kohonen e;
• redes alimentadas adiante combinadas com mapas auto-organiza´veis como, por exem-
plo, as Redes Neurais de Base Radial (RBFNN).
As Redes Neurais de Base Radial ou Radial Basis Function Neural Networks (RBFNNs),
que sa˜o o foco dessa pesquisa, suas caracterı´sticas, me´todos para definic¸a˜o de seus paraˆme-
tros e seus me´todos tradicionais de treinamento esta˜o descritos a seguir.
2.1.1 Redes Neurais de Base Radial
Uma Rede Neural de Base Radial (RBFNN) e´ do tipo alimentada adiante e possui ape-
nas duas camadas, sendo uma a intermedia´ria e a u´ltima a camada de saı´da. Na camada
intermedia´ria as func¸o˜es de ativac¸a˜o dos neuroˆnios sa˜o ditas func¸o˜es de base radial. A se-
guir, sera˜o apresentadas as principais caracterı´sticas das RBFNNs, mas antes vejamos alguns
conceitos preliminares.
Func¸o˜es de Base Radial e a Interpolac¸a˜o Exata
Uma RBF - Radial Base Function (Func¸a˜o de Base Radial) e´ definida por Haykin (2001)
como qualquer func¸a˜o que satisfac¸a a Equac¸a˜o 2.1. Dizemos que uma func¸a˜o e´ de base
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radial quando seus valores funcionais sa˜o iguais aos valores funcionais das normas de seus
argumentos.
f (x) = f (‖x‖) (2.1)
Em outras palavras, uma func¸a˜o e´ de base radial quando seu valor funcional depende ape-
nas da distaˆncia de seu argumento a` origem. Algumas dessas func¸o˜es, comumente utilizadas,
sa˜o apresentadas nas equac¸o˜es 2.2–2.4.
f (x) = e−βx
2
,para β > 0 (gaussiana) (2.2)
f (x) =
√
x2+β 2,para β > 0 (multiquadra´tica) (2.3)
f (x) = xk,para k = 1,3, . . . (spline poliarmoˆnica) (2.4)
De acordo com Powell (1988), a abordagem que busca aproximar func¸o˜es por meio de
combinac¸o˜es lineares de func¸o˜es de base radial consiste em introduzir um conjunto com n =
1, · · · ,N func¸o˜es base centradas num ponto xn, uma para cada observac¸a˜o amostral, tomando
a forma φ(‖x− xn‖) em que φ( . ) e´ uma RBF. Enta˜o, cada func¸a˜o base depende apenas da
distaˆncia (‖x− xn‖) e a aproximac¸a˜o toma a forma definida pela Equac¸a˜o 2.5,
h(xn) =
N
∑
n=1
wn ·φ(‖x− xn‖), (2.5)
em que wn sa˜o os pesos da combinac¸a˜o linear. Considerando esta abordagem para resolver o
problema de interpolac¸a˜o exata na Equac¸a˜o 2.6, em que t(xn) sa˜o os valores alvo e h(xn) sa˜o
os resultados do modelo de interpolac¸a˜o temos,
h(xn) = t(xn). (2.6)
Combinando as Equac¸o˜es 2.5 e 2.6, temos
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N
∑
n=1
wn ·φ(‖x− xn‖) = t, (2.7)
que podemos representar matricialmente por,
φ ·w= t, (2.8)
em que t = (t1, t2, . . . , tn), w = (w1,w2, . . . ,wn) e φ e´ uma matriz quadrada. A soluc¸a˜o formal
para 2.8 e´ dada na Equac¸a˜o 2.9 e para func¸o˜es multiquadra´ticas, multiquadra´ticas inversas e
gaussianas, respectivamente, a matriz φ e´ invertı´vel.
w= φ−1 · t (2.9)
Redes Neurais de Base Radial e sua Arquitetura
O processo de aprendizagem desta rede tem suas bases na teoria da Programac¸a˜o Na˜o
Linear. A arquitetura de uma RBFNN e´ composta por apenas duas camadas ale´m dos no´s de
entrada. Tem-se uma camada escondida, que possui func¸o˜es de base radial como func¸o˜es
de ativac¸a˜o, e uma camada de saı´da, que possui func¸o˜es lineares como ativac¸a˜o. A Figura 4
ilustra este tipo de rede.
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FIGURA 4: Representac¸a˜o da arquitetura de uma RBFNN
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Cada neuroˆnio da camada escondida possui um vetor associado, chamado de centro do
neuroˆnio, o qual define o centro do campo receptivo daquele neuroˆnio. Geralmente tais vetores
sa˜o armazenados numa matriz C, chamada de matriz de centros dos neuroˆnios. Estes vetores
exercem alguma influeˆncia sobre o desempenho da rede. A seguir, alguns me´todos sera˜o
brevemente apresentados.
Paraˆmetros de uma RBFNN
Nesta sec¸a˜o sera˜o apresentadas algumas das estrate´gias mais utilizadas para a determi-
nac¸a˜o dos paraˆmetros de uma RBFNN que sa˜o, essencialmente treˆs: os Centros do campo
receptivo dos neuroˆnios, o grau de abertura do raio da Func¸a˜o de Base Radial e a Matriz de
Pesos Sina´pticos entre a camada intermedia´ria e a de saı´da.
Selec¸a˜o dos Centros dos Neuroˆnios
A tarefa de selecionar os centros (ou vetores centro´ides) dos neuroˆnios e´, essencialmente,
um problema de agrupamento de padro˜es. Ha´ algumas estrate´gias cla´ssicas descritas em
Haykin (2001) e uma breve discussa˜o sobre estas estrate´gias e´ apresentada a seguir.
Centros Fixados Aleatoriamente
Esta e´ a maneira mais simples e menos custosa computacionalmente de selecionar os
centros. Embora seja simples, e´ considerada por Haykin (2001) como a abordagem “mais
sensata”, pois a cada experimento uma parte diferente da matriz de observac¸o˜es e´ utilizada
e, por este motivo, a matriz de centros passa a conter uma boa representac¸a˜o do espac¸o de
entrada. O me´todo consiste em escolher uma das seguintes opc¸o˜es:
(a) tomar valores aleato´rios de um intervalo dado, sendo que a escolha deste intervalo,
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certamente, influencia o desempenho do algoritmo;
(b) escolher aleatoriamente, dentre os valores observados, os centros, podendo obter boas
representac¸o˜es do conjunto de treinamento no que diz respeito aos pontos “medianos”,
dependendo das caracterı´sticas do problema e, consequentemente, da distribuic¸a˜o dos
dados.
A limitac¸a˜o deste me´todo reside na necessidade de um conjunto de treinamento grande
para que um desempenho satisfato´rio seja alcanc¸ado. O padra˜o mais usado e´ aquele que uti-
liza 60% para treinamento, 20% para validac¸a˜o e 20% para teste. Uma mudanc¸a nesse padra˜o
deve ser feita de maneira cuidadosa, pois o modelo pode perder capacidade de generalizac¸a˜o.
Selec¸a˜o Auto-organizada de Centros
Descrito em Haykin (2001) e tambe´m em Silva, Spatti e Flauzino (2010), este me´todo de
selec¸a˜o de centros consiste em aplicar a ideia ba´sica do algoritmo SOM - Self Organizing Map
(Mapa Auto-organiza´vel), proposto por Kohonen (1998) e descrito na Figura 5.
1. Gerar valores randoˆmicos (distintos), ou escolher
aleatoriamente, dentre os valores observados, os
centros iniciais;
2. Na n-e´sima iterac¸a˜o, tomar uma amostra do
conjunto de treinamento;
3. Para cada vetor de entrada, encontrar o centro que possui
menor distaˆncia euclidiana ou, equivalentemente, o centro
com o qual o vetor de entrada produz o maior produto interno;
4. Para o centro vencedor, atualizar sua localizac¸a˜o segundo
a regra:
c(novo) = c(anterior)+η(x− c)
em que η ∈ (0,1) e´ uma taxa de aprendizagem, x e´ o vetor
de entrada e c e´ o centro vencedor;
5. Voltar ao Passo 2 ate´ que na˜o haja modificac¸o˜es significativas na
matriz de centros.
FIGURA 5: Selec¸a˜o auto-organizada de centros
A diferenc¸a deste algoritmo para o algoritmo SOM cla´ssico e´ justamente a auseˆncia de um
“mapa” de neuroˆnios, ou seja, nenhuma vizinhanc¸a e´ sequer considerada na atualizac¸a˜o dos
neuroˆnios. Isso equivale a dizer que e´ um algoritmo SOM com o princı´pio Winner Takes All
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(O Vencedor Leva Tudo) pois somente o neuroˆnio vencedor e´ atualizado. Uma descric¸a˜o do
princı´pio Winner Takes All, aplicado ao problema de designac¸a˜o usando uma rede recorrente,
pode ser encontrado em Siqueira, Scheer e Steiner (2005).
Selec¸a˜o Supervisionada de Centros
Esta e´ a forma mais gene´rica de se realizar a selec¸a˜o de centros. A ideia e´ ajustar os
neuroˆnios na matriz de centros considerando aprendizagem por correc¸a˜o de erro e, desse
modo, a RBFNN se assemelha ao Perceptron cla´ssico. Um candidato natural para resolver
este problema e´ o algoritmo conhecido como descida do gradiente, que e´ utilizado para mini-
mizar uma func¸a˜o de custo/erro.
Grau de de Abertura do Raio do Campo Receptivo
O raio de abertura do campo receptivo de uma RBF e´ o paraˆmetro que define a capacidade
que a func¸a˜o tem de agrupar padro˜es. Vale ressaltar que ao contra´rio do Perceptron, o qual
separa os padro˜es por meio da construc¸a˜o de hiperplanos, uma RBFNN classifica os padro˜es
por meio de regio˜es hiperelipsoidais.
(a) Perceptron Multicamadas (b) Rede Neural de Base Radial
FIGURA 6: Separac¸a˜o de padro˜es do Perceptron e RBFNN
E´ possı´vel observar na Figura 6 que esta estrate´gia de agrupamento pode ser mais efici-
ente do que a construc¸a˜o dos hiperplanos. Segundo Haykin (2001), o campo receptivo de uma
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RBF e´ dado por uma matriz de covariaˆncia Σ e e´ possı´vel identificar treˆs diferentes cena´rios
de sua influeˆncia sobre a forma, tamanho e orientac¸a˜o do campo receptivo:
1. Σ = σ2 · I , onde I e´ a matriz identidade e σ2 e´ uma variaˆncia comum. Neste caso, o
campo receptivo e´ uma hiperesfera;
2. Σ = diag(σ21 ,σ22 , . . . ,σ2p), quando forem considerados p exemplos para o treinamento.
Neste caso, o campo receptivo consiste numa hiper-elipse com a extensa˜o dos j-e´simos
eixos determinados por σ j, com j = 1, . . . , p;
3. Σ e´ uma matriz na˜o-diagonal. Nesse caso, como Σ e´ uma matriz definida positiva, por
ser uma matriz de covariaˆncias, pode ser decomposta em:
Σ= QTΛQ
em que Λ e´ uma matriz diagonal e Q e´ uma matriz ortonormal de rotac¸a˜o. Neste caso, a
matriz Λ determina a forma e o tamanho do campo receptivo enquanto Q determina sua
orientac¸a˜o.
Vale salientar que o tamanho do raio de abertura influencia diretamente no tamanho do
campo receptivo de um neuroˆnio. O ideal e´ que o raio de abertura na˜o cause sobreposic¸a˜o
nem disjunc¸a˜o excessiva dos campos receptivos, pois em ambos os casos a rede pode ter
dificuldades em classificar padro˜es que esta˜o perto dos limites dos campos receptivos.
Segundo Braga e Ludermir (2007), va´rias heurı´sticas vem sendo propostas para a definic¸a˜o
do raio de abertura das RBFNNs. Uma delas define cada σ j como sendo a me´dia das
distaˆncias euclidianas entre cada centro e seu vizinho (centro) mais pro´ximo, ou seja, se con-
siderarmos p neuroˆnios na camada intermedia´ria, consequentemente com p centros, sendo d
a distaˆncia euclidiana, os valores de σ j sa˜o dados pela Equac¸a˜o 2.10.
σ j = min(di 6= j(ci,c j)) para i= 1, . . . , p e j = 1, . . . , p. (2.10)
Outra heurı´stica, encontrada em Silva, Spatti e Flauzino (2010) e Braga e Ludermir (2007),
considerando n exemplos de treinamento e p neuroˆnios na camada intermedia´ria, atribui a
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cada σ j a me´dia das distaˆncias dos N ≤ n vetores de entrada mais pro´ximos ao centro c j do
que aos outros centros. A equac¸a˜o 2.11 representa esta heurı´stica.
σ j =
1
N
N
∑
i=1
d(xi,c j) para j = 1, . . . , p,. (2.11)
em que xi e´ um dos vetores de entrada mais pro´ximos de c j e d e´ a distaˆncia euclidiana. Esta
u´ltima heurı´stica mostrou um desempenho adequado em Mota et al. (2012), no sentido de
proporcionar percentuais de acerto na classificac¸a˜o acima de 80%.
Ca´lculo da Matriz de Pesos
Seja X ⊂ Rm×n a matriz de observac¸o˜es contendo n observac¸o˜es e m varia´veis:
X =

x11 . . . x1n
...
. . .
...
xm1 . . . xmn

O valor de ativac¸a˜o do s-e´simo neuroˆnio da camada escondida depende da distaˆncia eu-
clidiana quadra´tica entre a entrada xi e o centro c j, onde c j ∈C e´ o centro do m-e´simo neuroˆnio.
Enta˜o, de acordo com a abordagem cla´ssica, treinar uma RBFNN e´, de fato, calcular a matriz
de pesos,
w=

w10 w11 . . . w1s
w20 w21 . . . w2s
...
. . .
...
...
wp0 wp1 . . . wps

de maneira a ajustar aos alvos t cada y, como podemos ver na Equac¸a˜o 2.12,
yr = w0rφ0r+
s
∑
k=1
wkrφ
(||xi−C||) . (2.12)
Resolver o problema da Equac¸a˜o 2.12 e´ equivalente a resolver a Equac¸a˜o 2.8. A u´nica
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diferenc¸a e´ a forma de φ , que em 2.12 e´ retangular. Ou seja, treinar uma RBFNN e´ equivalente
a resolver um sistema na˜o linear retangular contendo func¸o˜es de base radial.
Entretanto, existem, pelo menos, mais duas abordagens: uma baseada em correc¸a˜o de
erro, que pode ser encontrada em Silva, Spatti e Flauzino (2010) e a outra, na qual esta
pesquisa esta´ focada, que e´ a utilizac¸a˜o de Meta-heurı´sticas de busca para o ca´lculo dos
pesos, produzindo um sistema hı´brido, como por exemplo em Mota et al. (2012). A criac¸a˜o
de Metodologias Hı´bridas com RBFNNs e Meta-heurı´sticas de busca baseadas em populac¸a˜o
esta´ descrita no Capı´tulo 3.
2.1.2 O Projeto de uma RBFNN
Uma vez que sua arquitetura e´ pre´-definida, sendo uma rede alimentada adiante, projetar
uma RBFNN consiste em definir os seguintes aspectos:
• Separac¸a˜o e Tratamento dos Dados: separar os exemplos que sera˜o utilizados no
treinamento, validac¸a˜o (caso haja) e testes da RBFNN, bem como realizar um tratamento
estatı´stico de dados visando identificar padro˜es que possam atrapalhar o desempenho
da rede por serem muito atı´picos, quando comparados com o restante dos padro˜es;
• Topologia: consiste em definir a quantidade de neuroˆnios na camada intermedia´ria e
da camada de saı´da;
• Func¸a˜o de Ativac¸a˜o da Camada Intermedia´ria: novamente, como a func¸a˜o de ativac¸a˜o
da camada de saı´da tambe´m e´ pre´-definida, como sendo a linear pura, existe apenas a
necessidade de escolher a func¸a˜o de ativac¸a˜o de cada neuroˆnio na camada escondida;
• Selec¸a˜o dos Centros: escolher o me´todo de selec¸a˜o dos centros que melhor defina
suas localizac¸o˜es;
• Raio de Abertura: escolher o me´todo para definir a amplitude do campo receptivo de
cada neuroˆnio na camada intermedia´ria e;
• Ca´lculo da Matriz de Pesos: escolher o me´todo para o ca´lculo da matriz de pesos entre
a camada intermedia´ria e a camada de saı´da;
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Separac¸a˜o e Tratamento dos Dados
Ha´ dois processos de separac¸a˜o dos exemplos para treinamento, teste e validac¸a˜o co-
nhecidos como hold-out e validac¸a˜o cruzada passı´veis de aplicac¸a˜o a`s RBFNNs. Ambos os
procedimentos utilizam-se de sorteios aleato´rios para definir quais exemplos pertencem a cada
grupo, sendo que seus tamanhos sa˜o pre´-definidos.
Hold-out
O hold-out, em problemas de classificac¸a˜o, consiste em dividir os exemplos amostrais
em treˆs grupos: treinamento, validac¸a˜o e testes. Na maioria das pesquisas os percentuais
encontrados para cada conjunto sa˜o 60–20–20, respectivamente, sendo o padra˜o 70–15–15
uma segunda opc¸a˜o adequada. Nesta abordagem, a Rede Neural em questa˜o e´ treinada
enquanto o percentual de acerto no conjunto de validac¸a˜o estiver aumentando, uma vez que
este e´ utilizado como auxiliar na medida de capacidade de generalizac¸a˜o da rede.
A segunda abordagem do hold-out, aplica´vel em problemas de previsa˜o em Se´ries Tempo-
rais (ST), consiste em dividir os exemplos amostrais em dois grupos: treinamento e testes. No
caso das ST, os exemplos sa˜o ordenados de acordo com sua disposic¸a˜o no tempo, ou seja,
a escolha aleato´ria de quais exemplos pertencera˜o a cada grupo na˜o se aplica a esse caso.
Os percentuais mais encontrados na literatura para treinamento e teste sa˜o 90–10, respecti-
vamente.
Validac¸a˜o Cruzada
A Validac¸a˜o Cruzada consiste em dividir os exemplos amostrais em k grupos de mesmo
tamanho (ou aproximadamente iguais), sorteando aleatoriamente exemplos para integrar os
grupos, e para executar os seguintes procedimentos:
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1. Sortear um dos k grupos de mesmo tamanho (ainda na˜o sorteado) e definı´-lo como
conjunto de testes;
2. treinar a rede com os k−1 grupos restantes;
3. verificar a capacidade de generalizac¸a˜o da rede no conjunto de testes;
4. Voltar ao passo um ate´ que todos os grupos tenham figurado como conjunto de testes.
Nesse procedimento, o percentual de acerto da rede que mede sua capacidade de gene-
ralizac¸a˜o e´ a me´dia aritme´tica simples dos percentuais de acerto em todos os conjuntos de
testes.
Func¸a˜o de Ativac¸a˜o
A escolha da func¸a˜o de ativac¸a˜o na camada escondida de uma RBFNN na˜o possui um
me´todo especı´fico. De forma empı´rica, faz-se necessa´ria a realizac¸a˜o de testes iniciais para
verificar qual func¸a˜o apresenta melhor ajuste aos dados. A func¸a˜o mais utilizada na literatura
e´ a Gaussiana, dada na Equac¸a˜o 2.2. Vale ressaltar que os neuroˆnios da camada escondida
podem utilizar func¸o˜es de ativac¸a˜o distintas.
Selec¸a˜o dos Centros
A selec¸a˜o dos centros (ou centro´ides) consiste em definir quais vetores sera˜o os centros
do campo receptivo de cada neuroˆnio na camada escondida. Em geral, qualquer algoritmo de
agrupamento executara´ bem esta tarefa, uma vez que a selec¸a˜o de centro´ides e´ um problema
cla´ssico de k-medianas.
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Raio de Abertura
O raio de abertura da func¸a˜o de ativac¸a˜o delimita a amplitude do campo receptivo do
neuroˆnio em questa˜o. Novamente na˜o ha´ apenas um me´todo para a realizac¸a˜o dessa tarefa
nem relac¸a˜o conhecida a priori entre a distribuic¸a˜o dos dados e a escolha do me´todo, podendo
ser um dos descritos anteriormente.
E´ necessa´rio que sejam realizados alguns testes preliminares para verificar qual me´todo
mostra tendeˆncia em produzir melhores resultados. Pode haver melhores resultados com
me´todos diferentes, em conjuntos de dados de uma mesma a´rea de estudo.
Matriz de Pesos
Na abordagem cla´ssica das RBFNNs, o ca´lculo da matriz de pesos, que e´ o treinamento
da rede em si, consiste em pseudo-inverter a matriz com os valores de ativac¸a˜o dos neuroˆnios
da camada intermedia´ria.
Estrate´gias para a Definic¸a˜o da Topologia
Conforme mencionado anteriormente, o treinamento de uma RBFNN consiste na pseudo-
inversa˜o da matriz com os valores de ativac¸a˜o dos neuroˆnios da camada escondida e a
definic¸a˜o de sua topologia utiliza a mesma ideia principal do treinamento de uma Rede Neural.
Na maioria dos trabalhos encontrados na literatura o procedimento adotado e´ o seguinte:
executa-se um processo iterativo, aumentando a quantidade de neuroˆnios enquanto o de-
sempenho do conjunto de validac¸a˜o estiver melhorando. O “treinamento” deve ser abortado
quando houver uma determinada quantidade de decre´scimos no desempenho do conjunto de
validac¸a˜o. Esses decre´scimos sa˜o chamados de “falhas de validac¸a˜o”. Adota-se, enta˜o, como
capacidade de generalizac¸a˜o da rede, o percentual de acertos no conjunto de testes corres-
pondente a` iterac¸a˜o em que foi encontrado o melhor resultado no conjunto de validac¸a˜o.
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2.2 COMPUTAC¸A˜O EVOLUCIONA´RIA
A princı´pio, a Matema´tica e a Biologia sa˜o duas Cieˆncias com sistematizac¸o˜es e abor-
dagens diferentes com um u´nico objetivo em comum, aparentemente, de fazer parte de uma
gama de conhecimentos necessa´rios a` compreensa˜o do Universo. Entretanto, o surgimento
de problemas mais especı´ficos e complexos fez surgir uma parceria sistematizada incialmente
por Holland (1975) entre a Teoria da Evoluc¸a˜o, proposta por Charles Darwin e a A´lgebra Li-
near, posteriormente a Informa´tica veio fazer parte deste grupo, fornecendo ferramentas para
a implementac¸a˜o destes modelos.
A Computac¸a˜o Evoluciona´ria (CE) tem como princı´pio ba´sico modelar a evoluc¸a˜o natural.
Para que isso seja possı´vel, segundo Rutkowski (2008) e Engelbrecht (2007), e´ necessa´rio le-
var em considerac¸a˜o os principais conceitos de sobreviveˆncia: adaptac¸a˜o e aptida˜o. Para isso,
os indivı´duos melhores adaptados ao meio sobrevivem e teˆm chance de passar os co´digos
gene´ticos que garantiram sua sobreviveˆncia aos seus descendentes e os menos adaptados
teˆm maior probabilidade de morrer e perder esta chance, como afirmam Holland (1975) e
Goldberg (1989).
Essencialmente, a CE consiste em modelar uma populac¸a˜o de indivı´duos e fazer com que
esta populac¸a˜o se reproduza por meio de cruzamentos, gerando descendeˆncia, e evolua por
meio de mutac¸a˜o, sendo levados em considerac¸a˜o os princı´pios de selec¸a˜o natural. Existem
diferentes classes de algoritmos ja´ desenvolvidos, em Engelbrecht (2007) esta˜o listados os
principais deles:
• Algoritmos Gene´ticos (AG): Teˆm como principal objetivo modelar a evoluc¸a˜o gene´tica;
• Programac¸a˜o Gene´tica: Sa˜o baseados em AG, mas os indivı´duos sa˜o programas com-
putacionais, em vez de vetores, e tais programas sa˜o representados em a´rvores;
• Programac¸a˜o Evoluciona´ria: e´ uma derivac¸a˜o da simulac¸a˜o de comportamento adap-
tativo na evoluc¸a˜o, tambe´m chamado de Evoluc¸a˜o Fenotı´pica;
• Estrate´gias Evoluciona´rias: orientam-se pela modelagem dos paraˆmetros que contro-
lam a variac¸a˜o na evoluc¸a˜o;
• Evoluc¸a˜o Diferencial: difere dos AGs apenas no mecanismo utilizado para a reproduc¸a˜o;
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• Evoluc¸a˜o Cultural: modela a evoluc¸a˜o da cultura de uma populac¸a˜o e como como esta
cultura influencia a evoluc¸a˜o gene´tica e fenotı´pica dos indivı´duos;
• Co-evoluc¸a˜o: nesta abordagem, inicialmente sa˜o gerados indivı´duos “burros” que coo-
peram ou competem entre si, com o objetivo de adquirir as caracterı´sticas necessa´rias
para sobreviver.
Segundo Engelbrecht (2007), a CE tem sido utilizada com sucesso em va´rios problemas
do mundo real, tais como: Minerac¸a˜o de Dados, Otimizac¸a˜o Combinato´ria, Diagno´stico de
Falhas, Classificac¸a˜o e Agrupamento de Padro˜es, Quadro de Hora´rios e Previsa˜o de Se´ries
Temporais.
2.2.1 Algoritmos Gene´ticos
Os Algoritmos Gene´ticos (AG) fazem parte de uma suba´rea da Inteligeˆncia Computaci-
onal (IC) conhecida como Computac¸a˜o Evoluciona´ria (CE), juntamente com outras te´cnicas,
tais como: a Programac¸a˜o Gene´tica (PG), Programac¸a˜o Evoluciona´ria e Evoluc¸a˜o Diferencial.
Nesta sec¸a˜o os conceitos principais sobre os algoritmos gene´ticos sa˜o apresentados, bem
como as principais caracterı´sticas e operadores dos AG contı´nuos, que fazem parte do foco
deste trabalho.
Princı´pios Fundamentais
Os Algoritmos Gene´ticos (AG) conforme descrito em Goldberg (1989) e Holland (1975)
sa˜o, basicamente, um conjunto de algoritmos baseados nos princı´pios de biologia evolutiva
enunciados por Charles Darwin em seu livro intitulado A Evoluc¸a˜o das Espe´cies. Em sua
abordagem cla´ssica, os AGs utilizam strings vetoriais como candidatos a` soluc¸a˜o de um pro-
blema de otimizac¸a˜o.
Os princı´pios considerados na elaborac¸a˜o de um AG sa˜o a selec¸a˜o natural, hereditarie-
dade, mutac¸a˜o e a recombinac¸a˜o (crossover ). Quando sa˜o traduzidos para a linguagem ma-
tema´tica, tais princı´pios se transformam em operadores gene´ticos de cruzamento e mutac¸a˜o,
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ja´ a selec¸a˜o natural se transforma numa regra de decisa˜o. A Figura 7 apresenta o algoritmo
gene´tico ba´sico, em sua forma gene´rica e resume seu funcionamento.
Seja g= 0 o contador de gerac¸o˜es;
Criar e inicializar uma populac¸a˜o de tamanho pre´-definido;
Enquanto nenhum crite´rio de parada for satisfeito fac¸a;
Avalie o fitness (aptida˜o) de cada indivı´duo da populac¸a˜o;
Selecione os indivı´duos;
Realize a reproduc¸a˜o para gerar descendeˆncia;
Selecione a nova populac¸a˜o;
Avance para a nova gerac¸a˜o, ou seja, g= g+1;
Fim Enquanto
FIGURA 7: Algoritmo Gene´tico Original
Vale ressaltar que, inicialmente, a base nume´rica bina´ria (representac¸a˜o bina´ria) foi con-
siderada para implementac¸a˜o e aplicac¸a˜o dos Algoritmos Gene´ticos na literatura. Contudo,
hoje e´ bastante comum encontrarmos aplicac¸o˜es em que a base nume´rica decimal e´ utilizada,
podendo utilizar valores inteiros e/ou reais (Algoritmos Gene´ticos Contı´nuos).
A escolha da base decimal em vez da base bina´ria se justifica pela maior proximidade
entre soluc¸o˜es ligeiramente diferentes, uma vez que, na base bina´ria, uma pequena variac¸a˜o
no vetor de resposta pode ocasionar uma mudanc¸a radical na direc¸a˜o de busca, podendo
ocasionar perdas maiores na func¸a˜o objetivo do que na base decimal.
Os componentes da configurac¸a˜o de um AG sa˜o:
1. uma func¸a˜o de aptida˜o;
2. uma populac¸a˜o inicial de tamanho predefinido;
3. um operador de selec¸a˜o de pares para a reproduc¸a˜o;
4. os operadores de reproduc¸a˜o;
5. crite´rios de medida de convergeˆncia, ou crite´rios de parada.
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Func¸a˜o de Aptida˜o (Fitness)
Segundo Goldberg (1989) e Engelbrecht (2007), a Func¸a˜o de Fitness (FF) (aptida˜o) e´,
possivelmente, o componente mais importante de um Algoritmo Evoluciona´rio (AE), conse-
quentemente, de um AG. Uma FF tem como principal tarefa mapear a representac¸a˜o de um
cromossomo (indivı´duo), a um valor escalar, geralmente real, ou seja:
F : CI → R (2.13)
onde F e´ a FF e C representa o cromossomo I-dimensional.
Considerando o fato de que cada indivı´duo representa uma potencial soluc¸a˜o o´tima, de
acordo com crite´rios pre´-definidos, para o problema, uma FF tem, como consequeˆncia de sua
func¸a˜o primordial, quantificar o qua˜o bom um indivı´duo e´, o qua˜o perto a soluc¸a˜o esta´ do o´timo.
A maioria dos operadores gene´ticos fazem uso da FF como crite´rios internos de operac¸a˜o.
Uma FF deve ser um bom modelo matema´tico do problema, isto e´, deve refletir todos
os crite´rios para ser otimizada e, inclusive, deve levar em considerac¸a˜o as restric¸o˜es do pro-
blema, conforme afirmam Goldberg (1989) e Engelbrecht (2007). A inclusa˜o das restric¸o˜es
numa FF pode ser feita por meio de penalizac¸o˜es. Vale observar que as restric¸o˜es podem ser
incorporadas em outras etapas do AG, como nos operadores de cruzamento e mutac¸a˜o.
Populac¸a˜o Inicial
Uma populac¸a˜o inicial, de tamanho pre´-definido, equivale a gerar soluc¸o˜es para o pro-
blema em questa˜o. Geralmente, esta etapa consiste em gerar aleatoriamente vetores (in-
divı´duos) que estejam no espac¸o de soluc¸o˜es. Para garantir a diversidade gene´tica e repre-
sentatividade do espac¸o de busca, a priori, a u´nica restric¸a˜o nesta operac¸a˜o e´ a de que os
indivı´duos sejam distintos.
Segundo Engelbrecht (2007), se houver informac¸o˜es disponı´veis sobre quais caracterı´sticas
sa˜o deseja´veis nos elementos da populac¸a˜o inicial e´ possı´vel criar heurı´sticas que levem isso
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em considerac¸a˜o. Entretanto, e´ necessa´rio ponderar que esta estrate´gia pode levar a` con-
vergeˆncia prematura e a um o´timo local, uma vez que indivı´duos que poderiam contribuir
para melhoria da populac¸a˜o, por diversidade gene´tica, podem na˜o ser selecionados para a
populac¸a˜o inicial.
Com relac¸a˜o ao tamanho da populac¸a˜o inicial, na˜o existe um consenso do que pode ser
considerada uma populac¸a˜o inicial “grande” ou “pequena”. Entretanto, quase um unı´ssono
na literatura e´ a afirmac¸a˜o de que uma populac¸a˜o inicial pequena, embora diminua o tempo
computacional de execuc¸a˜o do algoritmo, pode requerer mais gerac¸o˜es para convergir e levar
a um o´timo local, enquanto que uma populac¸a˜o inicial grande requer menos iterac¸o˜es para
convergir e teˆm mais chances de chegar ao o´timo global.
E´ claro que a falta de diversidade em populac¸o˜es iniciais pequenas pode ser amenizada
aumentando-se a taxa de mutac¸a˜o, mas na˜o ha´ garantias de que esta estrate´gia resolva seu
problema de miopia, ou seja, o tropec¸o em o´timos locais.
Operadores de Selec¸a˜o
Segundo Holland (1975) e Engelbrecht (2007), os Operadores de Selec¸a˜o (OS) para a
reproduc¸a˜o teˆm a func¸a˜o de garantir que os melhores indivı´duos de uma populac¸a˜o sejam
destacados. Alguns dos OS a serem considerados sa˜o: Selec¸a˜o Randoˆmica, Selec¸a˜o Propor-
cional, Selec¸a˜o via Torneio, Selec¸a˜o Baseada em Ranqueamento e Elitismo, os quais esta˜o
descritos a seguir:
• Selec¸a˜o Randoˆmica: na qual os indivı´duos sa˜o selecionados sem crite´rio algum. In-
divı´duos bons e ruins teˆm a mesma chance de passar seu co´digo gene´tico a`s gerac¸o˜es
futuras;
• Selec¸a˜o Proporcional: a chance de um indivı´duo ser selecionado para se reproduzir e´
proporcional a seu fitness e expresso em probabilidade, de acordo com a Equac¸a˜o 2.14,
Prob(C) =
F(C)
∑Nn=1F(C)
(2.14)
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em que Prob(C) representa a probabilidade de um indivı´duo ser selecionado e F(C) e´ o
fitness de cada um dos N indivı´duos da populac¸a˜o;
• Selec¸a˜o via Torneio: Nesta modalidade, k<N indivı´duos sa˜o pre´-selecionados aleatori-
amente e apenas o indivı´duo que possui o melhor fitness e´ escolhido para se reproduzir;
• Selec¸a˜o Baseada em Ranqueamento: Este tipo de selec¸a˜o usa a ordenac¸a˜o em ran-
king do fitness para determinar a probabilidade de selec¸a˜o de um indivı´duo. Isso quer
dizer que a selec¸a˜o de um indivı´duo, por este me´todo de selec¸a˜o, independe do valor
real do fitness. Essa estrate´gia garante que nenhum indivı´duo da populac¸a˜o, na˜o im-
portando a magnitude de sua aptida˜o, dominara´ o processo no sentido de sempre ser
escolhido para gerar descendentes.
• Elitismo: O Elitismo e´ um operador de selec¸a˜o que se preocupa em definir quais
indivı´duos sobrevivera˜o para a pro´xima gerac¸a˜o (sem sofrer mutac¸a˜o), selecionando
assim os possı´veis indivı´duos que podera˜o, eventualmente, gerar descendeˆncia duas
gerac¸o˜es a` frente da atual. A selec¸a˜o pode ser baseada nos melhores fitness ou qual-
quer um dos crite´rios mencionados anteriormente.
Operadores de Reproduc¸a˜o
Existem, essencialmente dois operadores de reproduc¸a˜o a serem considerados: crossing-
over ou crossover (cruzamento) e mutac¸a˜o. Aqui um indivı´duo e´ considerado melhor adaptado
ou “bom” se o valor de seu fitness for adequado. Por outro lado e´ considerado “ruim” se o valor
de seu fitness for inadequado.
O objetivo principal dos operadores de reproduc¸a˜o e´ gerar descendentes, de indivı´duos
previamente selecionados, utilizando-se os operadores gene´ticos citados anteriormente.
O objetivo dos operadores de cruzamento e´ a combinac¸a˜o de materiais gene´ticos ja´ exis-
tentes a fim de obter novos indivı´duos que sejam compostos pelas melhores caracterı´sticas de
seus geradores, formando assim um indivı´duo bem adaptado, isto e´, com um valor adequado
de fitness. Segundo Engelbrecht (2007), pode-se escolher a substituic¸a˜o dos geradores (pais)
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por sua descendeˆncia (filhos), caso os fitness dos pais sejam menos adequados do que dos
filhos.
A mutac¸a˜o e´ o processo de modificar randomicamente os valores dos genes nos in-
divı´duos. O principal objetivo desse grupo de operadores gene´ticos e´ o de introduzir mate-
rial gene´tico novo na populac¸a˜o, com o intuito especı´fico de aumentar o espac¸o de busca por
soluc¸o˜es. Segundo Holland (1975) e Engelbrecht (2007) a mutac¸a˜o de uma populac¸a˜o geral-
mente ocorre a uma baixa probabilidade (0,01–0,1) para tentar evitar que indivı´duos melhores
adaptados percam as caracterı´sticas que os tornam bons.
Crite´rios de Parada
Diversos crite´rios de parada para um algoritmo com essas caracterı´sticas podem ser apli-
cados:
• quando o fitness do melhor indivı´duo alcanc¸ar determinado valor;
• quando houver uma certa quantidade de indivı´duos iguais (ou muito parecidos) na po-
pulac¸a˜o;
• quando atingir uma certa quantidade de gerac¸o˜es (iterac¸o˜es);
• quando o melhor indivı´duo na˜o for superado apo´s uma certa quantidade de gerac¸o˜es.
Entre algumas aplicac¸o˜es de AG, pode-se citar o trabalho de Wang e Kong (2011) que
utilizaram como crite´rio de parada o evento do melhor indivı´duo na˜o ser superado apo´s uma
quantidade de gerac¸o˜es. Mais especificamente, o crite´rio de parada escolhido foi o de pa-
rar o algoritmo apo´s o melhor indivı´duo na˜o ser superado mais de 0,1% em 5000 gerac¸o˜es.
Tambe´m, Hoffmann, Medina e Wolisz (2011) utilizaram o crite´rio da quantidade de gerac¸o˜es,
assumindo que o algoritmo convergiu apo´s 5000 gerac¸o˜es.
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Algoritmos Gene´ticos Contı´nuos e Operadores de Michalewicz
Conforme mencionado anteriormente, ja´ existem inu´meras abordagens via AG que utili-
zam valores contı´nuos, os denominados Algoritmos Gene´ticos Contı´nuos. Para maiores escla-
recimentos sobre os operadores cla´ssicos desenvolvidos para AG bina´rio/discreto, e´ possı´vel
consultar Holland (1975) e Goldberg (1989).
Uma das pesquisas que utiliza a representac¸a˜o real foi realizada por Michalewicz, Logan
e Swaminathan (1994) que sistematizou treˆs operadores de cruzamento (Crossover ) e quatro
operadores de mutac¸a˜o, descritos a seguir.
Crossover Simples
Dados dois indivı´duos, o crossover simples consiste em sortear aleatoriamente um ponto
de cruzamento e, a partir daquele ponto, ocorre a troca de genes entre os pais. A Figura 8
ilustra a ideia do ponto de cruzamento e a mistura gene´tica que acontece entre os pais para
gerar os filhos.
1,5 9,2 31,2 6,8
0,8 7,4 1,3 5,7
1,5 9,2 31,2
6,80,8 7,4 1,3
5,7
Pais Filhos
FIGURA 8: Cruzamento gene´tico de um ponto
Crossover Aritme´tico
Dados dois indivı´duos p1 e p2 para o cruzamento, o crossover aritme´tico consiste em gerar
os elementos,
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c1 = β p1+(1−β )p2 e c2 = β p2+(1−β )p1 com β ∼U(0,1). (2.15)
Vale ressaltar que este operador na˜o ultrapassa os intervalos (p1, p2).
Crossover Heurı´stico
Dados dois indivı´duos p1 e p2 para o cruzamento, tal que a aptida˜o de p1 e´ menos ade-
quada do que a de p2, este operador e´ a extrapolac¸a˜o linear entre os geradores,
c= p1+β (p2− p1) onde β ∼U(0,1). (2.16)
Mutac¸a˜o Uniforme
Dado um indivı´duo p, com S = {1, . . . ,s} genes, este operador sorteia um gene j ∈ S e o
substitui por um nu´mero aleato´rio oriundo de uma distribuic¸a˜o uniforme, ou seja,
ci =
 U(ai,bi), se i= jpi, caso contra´rio. (2.17)
Os valores ai e bi representam os limites do intervalo permitido para o indivı´duo p em sua
i-e´sima componente, caso haja alguma restric¸a˜o de factibilidade ou simplesmente de intervalo
de busca.
Mutac¸a˜o de Limite
Dado um indivı´duo p, com S = {1, . . . ,s} genes, este operador substitui um gene j ∈ S por
um dos limites do intervalo factı´vel [ai,bi], caso haja alguma restric¸a˜o de factibilidade ou apenas
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intervalo de busca, onde r ∼U(0,1),
ci =

ai, se r < 0,5 e i= j
bi, se r > 0,5 e i= j
pi, caso contra´rio .
Mutac¸a˜o Na˜o-uniforme Simples e Mu´ltipla
Dado um indivı´duo p, com S = {1, . . . ,s} genes, este operador substitui um gene j ∈ S por
um nu´mero extraı´do de uma distribuic¸a˜o na˜o-uniforme,
pi =

pi+(bi− pi) f (G), se r1 < 0,5 e i= j
pi− (pi−ai) f (G), se r1 ≥ 0,5 e i= j
pi, caso contra´rio .
com,
f (G) =
[
r2
(
1− G
Gmax
)]b
,
sendo G a gerac¸a˜o atual, Gmax o nu´mero ma´ximo de gerac¸o˜es e r1,r2 ∼U(0,1). Ale´m disso,
os valores ai e bi sa˜o os limites do intervalo factı´vel. A aplicac¸a˜o da mutac¸a˜o na˜o-uniforme em
todos os genes deste indivı´duo e´ chamada de mutac¸a˜o na˜o-uniforme mu´ltipla.
2.3 INTELIGEˆNCIA DO ENXAME
A Inteligeˆncia do Enxame (IE) e´ uma a´rea de estudo que tem suas origens nas coloˆnias,
tambe´m chamados de enxames, de seres vivos. Sa˜o va´rios os seres vivos que se beneficiam
da vida em sociedade, alguns destes inspiraram algoritmos de otimizac¸a˜o. Os exemplos mais
encontrados na literatura sa˜o: pa´ssaros, abelhas e formigas.
Segundo Abraham, Guo e Liu (2006), a te´cnica conhecida como Particle Swarm Optimi-
zation (PSO), traduzida para o portugueˆs como “Nuvem de Partı´culas”, tem sua inspirac¸a˜o
no estudo do comportamento de pequenos grupos (blocks) de pa´ssaros e e´ um me´todo de
otimizac¸a˜o global.
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A PSO e´ um me´todo de busca baseado em populac¸a˜o no qual os indivı´duos (partı´culas)
sa˜o agrupadas num enxame (nuvem). Cada partı´cula representa um candidato a` soluc¸a˜o do
problema, em geral um vetor. Num sistema baseado em PSO, cada partı´cula se movimenta
no espac¸o de busca, atualiza sua posic¸a˜o, de acordo com sua pro´pria experieˆncia e, tambe´m,
levando em considerac¸a˜o a experieˆncia do grupo.
Assim como em outros me´todos, a medida de otimalidade de uma soluc¸a˜o e´ baseada
numa func¸a˜o de aptida˜o (fitness) do indivı´duo, podendo variar sua medida deseja´vel de acordo
com o significado de tal func¸a˜o para o problema em questa˜o. Ainda segundo Engelbrecht
(2007), as aplicac¸o˜es da PSO incluem agrupamento, como em Marini e Walczak (2011) e Lin
e Tzeng (2010), otimizac¸a˜o de estruturas mecaˆnicas, ver Omkar et al. (2009) e Li et al. (2007)
e, consequentemente, a soluc¸a˜o de sistemas lineares.
Outra coloˆnia que encontramos na natureza e´ a de formigas. A maneira como esses inse-
tos encontram o menor caminho ate´ uma fonte de comida por meio do depo´sito de feromoˆnios,
como uma trilha deixada aos indivı´duos da coloˆnia, inspirou o algoritmo de otimizac¸a˜o conhe-
cido como Ant Colony Optimization (ACO) ou “Coloˆnia de Formigas”.
Segundo Engelbrecht (2007), a aplicac¸a˜o primordial do algoritmo ACO e´ a determina-
c¸a˜o da rota mais curta, entretanto, ha´ outras aplicac¸o˜es tais como: roteirizac¸a˜o de veı´culos,
Lee et al. (2010) e Yu, Yang e Yao (2009), problemas de quadro hora´rio e colorac¸a˜o de ima-
gens, a classificac¸a˜o de padro˜es, como podemos ver em Villwock, Steiner e Siqueira (2011) e
aplicac¸a˜o em minerac¸a˜o de dados oriundos da Internet como e´ possı´vel observar em Abraham,
Guo e Liu (2006).
Em suma, a Inteligeˆncia do Enxame e´ um campo de estudo ainda jovem e emergente,
como ponderam Bonabeau, Corne e Poli (2010). Ademais, segundo Engelbrecht (2007), ha´
muito potencial nesta a´rea da IA e as aplicac¸o˜es iniciais, a` sua e´poca de publicac¸a˜o, se mos-
traram promissoras.
2.3.1 Nuvem de Partı´culas
O algoritmo PSO - Particle Swarm Optimization, ou “Nuvem de Partı´culas” e´ um algoritmo
de busca baseado em populac¸a˜o que simula o comportamento social de pa´ssaros num bando.
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Segundo Kennedy e Eberhart (1995), o intuito inicial do algoritmo foi o de “simular graficamente
a graciosa e imprevisı´vel coreografia de um bando de pa´ssaros” e segundo Engelbrecht (2007),
a te´cnica PSO se transformou numa te´cnica de otimizac¸a˜o considerada simples e eficiente.
No PSO os indivı´duos da populac¸a˜o, tambe´m chamados de partı´culas, “voam” pelo hiper-
espac¸o de busca, sendo que sua posic¸a˜o representa uma soluc¸a˜o. As mudanc¸as de posic¸a˜o
das partı´culas no espac¸o de busca sa˜o baseadas na tendeˆncia comportamental psicossocial
de indivı´duos de imitar o sucesso de outros indivı´duos. Isso significa que as mudanc¸as de uma
partı´cula na nuvem e´ influenciada pela experieˆncia ou conhecimento de seus vizinhos.
Para Engelbrecht (2007), o PSO e´ um tipo de algoritmo cooperativo simbio´tico e isso
ocasiona o fenoˆmeno de que as partı´culas estocasticamente retornam a regio˜es de “sucesso”
alcanc¸adas anteriormente por causa dessa influeˆncia dos vizinhos (comportamento social).
Princı´pios Fundamentais
Segundo Engelbrecht (2007), a caracterı´stica que guia o PSO e´ a interac¸a˜o social entre
as partı´culas. Os indivı´duos do bando aprendem dos mais pro´ximos e, enta˜o, se movem
para posic¸o˜es mais pro´ximas aos seus melhores vizinhos. Kennedy (1999) descreve algumas
topologias usadas em PSO para a interac¸a˜o das partı´culas com seus vizinhos:
• Topologia Estrela: cada partı´cula pode se comunicar com todas as outras, formando
uma rede social totalmente conectada, como e´ possı´vel ver na Figura 9(a). Uma con-
sequeˆncia dessa conectividade total e´ que todas as partı´culas tentara˜o imitar a melhor
do enxame. Esta topologia foi utilizada na primeira versa˜o do algoritmo PSO, conhecido
como gbest ;
• Topologia Anel: cada partı´cula se comunica com seus n vizinhos imediatos, no caso de
n= 2, tem-se o caso da Figura 9(b). Uma consequeˆncia dessa topologia e´ a de que cada
partı´cula tenta se mover para perto do seu melhor vizinho. Esta versa˜o de topologia e´
utilizada na versa˜o do algoritmo PSO conhecida como lbest ;
• Topologia Roda: nesta estrutura os indivı´duos numa vizinhanc¸a sa˜o isolados dos in-
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divı´duos numa outra vizinhanc¸a e entre si. Apenas um indivı´duo da vizinhanc¸a serve
como ponto focal, o qual compara as posic¸o˜es de todas as partı´culas a ele conectadas
e ajusta sua posic¸a˜o em direc¸a˜o a melhor delas, esta topologia esta´ mostrada na Figura
9(c);
• Topologia Piraˆmide: estrutura social que tem forma de arame tri-dimensional, aparen-
temente sem uma padronizac¸a˜o especı´fica, como e´ possı´vel ver na Figura 9(d);
(a) Estrela (b) Anel (c) Roda
(d) Piraˆmide (e) Grupos (f) Von Neumann
FIGURA 9: Topologias para o Algoritmo PSO
• Topologia com Quatro Grupos: nesta estrutura, quatro grupos sa˜o formados com duas
conexo˜es entre os grupos. As partı´culas dentro de um grupo sa˜o conectadas a cinco
vizinhos (Figura 9(e));
• Topologia de Von Neumann: nesta estrutura social as partı´culas sa˜o conectadas em
forma de grade tri-dimensional (Figura 9(f)).
Vale observar que, em geral, o tipo de vizinhanc¸a e´ determinado com base no ı´ndice
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nume´rico designado a uma partı´cula e na˜o em medidas geome´tricas, como por exemplo, a
posic¸a˜o ou a distaˆncia euclidiana. Embora desencorajada pelo aumento exponencial do custo
computacional, alguns pesquisadores propuseram vizinhanc¸as baseadas em distaˆncia euclidi-
ana, como e´ o caso de Suganthan (1999).
Modelos de Algoritmos
Um enxame consiste num conjunto de partı´culas no qual cada partı´cula representa uma
soluc¸a˜o em potencial. Isso significa dizer que as partı´culas “voam” pelo hiperespac¸o de
soluc¸o˜es no qual a posic¸a˜o de cada partı´cula muda de acordo com sua experieˆncia e de
seus vizinhos.
Seja xi(t) a posic¸a˜o da partı´cula Pi no hiperespac¸o no tempo t−1. Enta˜o, a posic¸a˜o de Pi
e´ alterada adicionando-se uma velocidade vi(t) a` sua atual posic¸a˜o, ou seja,
xi(t) = xi(t−1)+ vi(t). (2.18)
O vetor de velocidade guia o processo de otimizac¸a˜o e resume a informac¸a˜o social trocada
ate´ o momento. Em Engelbrecht (2007), Kennedy e Eberhart (1995) e Abraham, Guo e Liu
(2006) e´ possı´vel encontrar os dois algoritmos a seguir, os quais diferem apenas na amplitude
da informac¸a˜o social trocada entre as partı´culas. Vale notar que estes algoritmos resumem os
algoritmos PSO cla´ssicos.
Melhor Global
No algoritmo para essa versa˜o, mostrado na Figura 10, cada indivı´duo compara sua
posic¸a˜o atual com a melhor posic¸a˜o encontrada dentre todas as partı´culas do enxame (xgbest).
Isso quer dizer que a estrutura social e´ a conhecida como “estrela”. Ale´m disso, as partı´culas
tambe´m usam informac¸o˜es sobre a melhor posic¸a˜o ja´ ocupada por elas mesmas (xpbest).
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Vale salientar que o termo
(
xpbesti− xi(t)
)
e´ conhecido como Componente Cognitivo e, por
sua vez, o termo
(
xgbesti− xi(t)
)
e´ conhecido como Componente Social, ambos referentes a`
modificac¸a˜o da posic¸a˜o da partı´cula.
Os coeficientes ρ1 e ρ2 sa˜o definidos como ρ1 = r1c1 j e ρ2 = r2c2, com r1,r2 uniformes, ou
seja, r1,r2∼U (0,1), e c1, c2 sendo constantes de acelerac¸a˜o positiva. Kennedy (1998) estudou
os efeitos de ρ1 e ρ2 na trajeto´ria das partı´culas e afirmou que se c1+ c2 > 4, a velocidade e a
posic¸a˜o das partı´culas explodem em direc¸a˜o ao infinito.
1. Inicialize o enxame com partı´culas de posic¸o˜es aleato´rias xt e fac¸a t = 0;
2. Avalie o desempenho F de cada partı´cula com relac¸a˜o a` func¸a˜o
objetivo utilizando sua posic¸a˜o atual xt ;
3. Compare o desempenho de cada indivı´duo com seu melhor desempenho
pbest ate´ o momento:
se F(xt)< pbesti enta˜o
pbesti = F(xt)
xpbesti = xi(t);
4. Compare o desempenho de cada indivı´duo com o melhor desempenho
entre todas as partı´culas ate´ o momento:
se F(xt)< gbesti enta˜o
gbesti = F(xt)
xgbesti = xi(t);
5. Mude o vetor de velocidade para cada partı´cula usando:
vi(t) = vi(t−1)+ρ1 ·
(
xpbesti− xi(t)
)
+ρ2 ·
(
xgbesti− xi(t)
)
6. Mova cada partı´cula para uma nova posic¸a˜o:
xi(t) = xi(t−1)+ vi(t) e t = t+1
7. Volte ao Passo 2 ate´ que ocorra convergeˆncia.
FIGURA 10: Algoritmo gbest - melhor indivı´duo
Melhor Local
Nessa versa˜o, mostrada na Figura 11, cada indivı´duo compara sua posic¸a˜o atual com a
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melhor posic¸a˜o encontrada dentre seus vizinhos. Obrigatoriamente, a topologia utilizada aqui
e´ a de grupos (Clusters). Ale´m disso, as partı´culas tambe´m usam informac¸o˜es sobre a melhor
posic¸a˜o ja´ ocupada por elas mesmas.
1. Inicialize o enxame com partı´culas de posic¸o˜es aleato´rias xt e fac¸a t = 0;
2. Avalie o desempenho F de cada partı´cula com relac¸a˜o a` func¸a˜o
objetivo utilizando sua posic¸a˜o atual xt ;
3. Compare o desempenho de cada indivı´duo com seu melhor desempenho
pbest ate´ o momento:
se F(xt)< pbesti enta˜o
pbesti = F(xt)
xpbesti = xi(t);
4. Compare o desempenho de cada indivı´duo com o melhor desempenho
entre seus vizinhos ate´ o momento:
se F(xt)< lbesti enta˜o
lbesti = F(xt)
xlbesti = xi(t);
5. Mude o vetor de velocidade para cada partı´cula usando:
vi(t) = vi(t−1)+ρ1 ·
(
xpbesti− xi(t)
)
+ρ2 · (xlbesti− xi(t))
6. Mova cada partı´cula para uma nova posic¸a˜o:
xi(t) = xi(t−1)+ vi(t) e t = t+1
7. Volte ao Passo 2 ate´ que ocorra convergeˆncia.
FIGURA 11: Algoritmo lbest - melhor indivı´duo local
Vale salientar que o algoritmo lbest e´ mais lento no quesito convergeˆncia do que o melhor
global, entretanto, segundo Engelbrecht (2007), pode levar a soluc¸o˜es melhores, pois faz uma
busca mais abrangente no hiperespac¸o de soluc¸o˜es. Os coeficientes ρ1 e ρ2 teˆm as mesmas
caracterı´sticas do algoritmo gbest.
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Paraˆmetros de um PSO
De acordo com Engelbrecht (2007), sa˜o seis os paraˆmetros a serem definidos num algo-
ritmo PSO, a saber: a dimensa˜o do problema, quantidade de indivı´duos, limite superior de ρ,
limite superior para a velocidade vi(t), tamanho da vizinhanc¸a e o peso de ine´rcia φ . Uma vez
que a influeˆncia de ρ sobre a posic¸a˜o e a velocidade das partı´culas ja´ foi discutida, os outros
paraˆmetros do PSO sa˜o discutidos a seguir:
• Velocidade Ma´xima (vmax): O objetivo de se colocar um limite na velocidade das partı´culas
e´ o de evitar que estas se movam muito rapidamente de uma regia˜o a` outra do hiperespac¸o.
Entretanto, Clerc e Kennedy (2002) mostraram que vmax e´ desnecessa´ria se,
vi(t) = κ ·
(
vi(t−1)+ρ1 ·
(
xpbesti− xi(t)
)
+ρ2 ·
(
xgbesti− xi(t)
))
onde
κ = 1− 1
ρ
+
√
|ρ2−4ρ|
2
com ρ = ρ1+ρ2 > 4 e κ como de “coeficiente de constric¸a˜o”.
• Tamanho da Vizinhanc¸a: Aqui, Engelbrecht (2007) faz apenas uma ponderac¸a˜o com
relac¸a˜o ao tamanho da vizinhanc¸a e a velocidade da convergeˆncia. Quanto menor for
a vizinhanc¸a, ocasionando aumento na quantidade de vizinhanc¸as, menos suscetı´vel a`
mı´nimos locais o PSO se torna. Entretanto, se houver uma quantidade demasiada de
vizinhanc¸as a convergeˆncia se torna lenta. Por esse motivo so´ e´ possı´vel definir este
paraˆmetro empiricamente;
• Peso de Ine´rcia: Melhores desempenhos podem ser alcanc¸ados aplicando-se um coe-
ficiente (peso) de ine´rcia φ a` velocidade imediatamente anterior conforme a equac¸a˜o,
vi(t) = φ · vi(t−1)+ρ1 ·
(
xpbesti− xi(t)
)
+ρ2 ·
(
xgbesti− xi(t)
)
.
Pesos de ine´rcia grandes fazem com que o algoritmo PSO explore mais o hiperespac¸o
de soluc¸o˜es do que pesos de ine´rica pequenos. Geralmente, na literatura, inicia-se o
PSO com um peso de ine´rcia grande (pro´ximo de “1”) que decresce ao longo do tempo
ate´ chegar pro´ximo de “0”, ou seja, φ ∈ (0, 1).
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Convergeˆncia e Crite´rios de Parada
Com relac¸a˜o a` convergeˆncia, os dois paraˆmetros mais influentes que direcionam o com-
portamento do algoritmo PSO sa˜o o peso de ine´rcia φ e as constantes de acelerac¸a˜o c1 e c2.
O trabalho de Berg (2002) mostrou que, para garantir a convergeˆncia, nos casos em que na˜o
e´ pre´-fixado um limite para a velocidade, a seguinte relac¸a˜o deve ser satisfeita,
φ > 0,5 · (c1+ c2)−1 (2.19)
com φ 5 1. Vale notar que o PSO exibe um comportamento cı´clico ou divergente caso a
Equac¸a˜o 2.19 na˜o seja satisfeita.
De acordo com Engelbrecht (2007), ha´ quatro crite´rios de parada comumente encontrados
na literatura para um PSO:
1. quando o algoritmo atingir um certo nu´mero de iterac¸o˜es realizadas;
2. quando a func¸a˜o objetivo for avaliada um certo nu´mero de vezes e/ou;
3. quando as mudanc¸as na velocidade comec¸arem a se aproximar de zero;
4. quando a partı´cula com valor mais adequado na func¸a˜o objetivo na˜o for superada por
uma certa quantidade de iterac¸o˜es.
E´ pra´tica a utilizac¸a˜o de mais de um destes crite´rios empregados no algoritmo. Os que
mais aparecem na literatura sa˜o “quantidade de iterac¸o˜es” e “quantidade de avaliac¸o˜es da
func¸a˜o objetivo”, por na˜o dependerem de caracterı´sticas do problema para serem alcanc¸ados.
2.4 SISTEMAS DIFUSOS
A lo´gica booleana se baseia na premissa de que elementos pertenc¸am ou na˜o a um con-
junto. Por exemplo, uma pessoa pode ou na˜o pertencer ao conjunto daqueles que assistem
jornal a` noite, assim como outra pessoa pode pertencer ou na˜o ao conjunto dos torcedores de
um time de futebol qualquer.
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Entretanto, de acordo com Engelbrecht (2007), a raza˜o humana sempre inclui um grau
de incerteza em suas afirmac¸o˜es. Por exemplo, os seres humanos, sa˜o capazes de entender
a frase “Alguns estudantes de matema´tica sa˜o capazes de resolver problemas em diversas
a´reas”.
A questa˜o que surge e´: como um computador poderia representar e entender essa afir-
mac¸a˜o?
Os Sistemas Difusos (SD), compostos por conjuntos difusos e lo´gica difusa, permitem
trazer uma representac¸a˜o bastante completa desse tipo de sentenc¸a. Num conjunto difuso,
um elemento tem um grau de probabilidade de pertencer a um conjunto, fazendo com que
a incerteza inerente a afirmac¸o˜es como essa sejam levadas em conta em sua forma de
representac¸a˜o.
Isso quer dizer que, basicamente, a lo´gica difusa tem uma sistematizac¸a˜o similar a` lo´gica
booleana, com a principal diferenc¸a na maneira como as relac¸o˜es de pertineˆncia sa˜o enca-
radas. A decisa˜o da pertineˆncia ou na˜o de um elemento a um conjunto deixa de ser bina´ria
para ser probabilı´stica. Os SD tambe´m sa˜o aplica´veis em Sistemas de Controle, Transmissa˜o
e Sistemas de Freios em automo´veis, Controle de Tra´fego, entre outros.
2.5 ME´TODOS ESTATI´STICOS
Esta sec¸a˜o apresenta, de maneira breve, os conceitos relacionados aos me´todos es-
tatı´sticos utilizados ao longo da pesquisa. Como a abordagem estatı´stica na˜o e´ o foco da
pesquisa, maiores esclarecimentos sobre os fundamentos dos me´todos em questa˜o podem
ser encontrados nas bibliografias indicadas.
2.5.1 Func¸a˜o Discriminante Linear de Fisher
Em 1936, Fisher apud Mingoti (2005) introduziu a ideia de se construir func¸o˜es discrimi-
nantes entre duas e va´rias populac¸o˜es a partir de combinac¸o˜es lineares das varia´veis originais,
algo bastante similar ao que e´ feito em Ana´lise de Componentes Principais e Ana´lise Fatorial.
Este me´todo, segundo Johnson e Wichern (2002) e Mingoti (2005), na˜o precisa da supo-
sic¸a˜o de que as diversas populac¸o˜es sejam normais, entretanto, assume-se que as matrizes
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de covariaˆncias populacionais Σ das g populac¸o˜es com p varia´veis aleato´rias (cada) sa˜o, no
mı´nimo, aproximadamente iguais, ou seja,
Σ1 = Σ2 = . . .= Σg = Σ.
Desse modo, se X¯ for o vetor de me´dias das g populac¸o˜es e B a matriz de variac¸a˜o entre
grupos populacionais, tal que
Bp×p =
g
∑
i=1
(
X¯ i− X¯)(X¯ i− X¯)′ , (2.20)
enta˜o, a combinac¸a˜o linear Y =C
′
X¯ tem esperanc¸a dada por
E (Y ) =C
′ ·E (X¯) =C′X¯ i
para i= 1,2, . . . ,g, e variaˆncia dada por,
σ2Y =V
(
C
′
X¯
)
=C
′
V (X¯)C =C
′
ΣC
para todas as populac¸o˜es. Assim, o valor esperado para a me´dia univariada,
E (Y ) = µi =C
′
µi
se altera quando a populac¸a˜o da qual X¯ e´ selecionada e´ outra. Tem-se enta˜o uma me´dia
global dada por,
µ¯ =
1
g
g
∑
i=1
µi
e consequentemente a raza˜o entre a soma dos quadrados das distaˆncias das populac¸o˜es para
a me´dia global de Y e a variaˆncia de Y , que denotaremos por Π e´ dada por,
Π=
g
∑
i=1
(µi− µ¯)
σ2Y
ou seja,
52
Π=
C
′
BC
C′ΣC
(2.21)
que e´ uma generalizac¸a˜o para o caso de duas populac¸o˜es.
Esta raza˜o mede a variabilidade entre os grupos de valores Y em relac¸a˜o a` variabilidade
comum entre os grupos. A fim de maximizar a raza˜o na Equac¸a˜o 2.21, escalona-se C de
maneira que C
′ΣC = 1.
Ale´m de B como variaˆncia entre grupos, podemos definir uma estimativa da variaˆncia Σ
com base na variaˆncia amostral dentro dos grupos dada por,
Wp×p =
g
∑
i=1
ni
∑
k=1
(
Xik− X¯ i
)(
Xik− X¯ i
)′ (2.22)
e, consequentemente, a Equac¸a˜o 2.21, torna-se,
Π=
C
′
BC
C′WC
. (2.23)
Sejam λˆ1, . . . , λˆs os s = min(g−1, p) autovalores na˜o negativos de W−1B j e eˆ1, . . . , eˆs seus
correspondentes autovetores escalonados de maneira que eˆ′Sajustadoeˆ= 1. Enta˜o, o vetor de
coeficientes que maximiza a raza˜o dada na Equac¸a˜o 2.23 e´ dado por C = eˆ. A combinac¸a˜o
linear C
′
1X = eˆ
′
1X e´ enta˜o chamada de primeira discriminante da amostra. A escolha C2 = eˆ2
gera a segunda discriminante da amostra, e assim sucessivamente para as k≤ s discriminantes
amostrais.
Apo´s a construc¸a˜o das func¸o˜es discriminantes, para cada elemento (vetor) amostral X j,
existira´ um vetor com seus escores nessas func¸o˜es, ou seja,
Yˆ
′
j =
[
eˆ
′
1X
jeˆ
′
2X
j . . . eˆ
′
sX
j
]
.
O mesmo vale para os vetores de me´dia observados para cada populac¸a˜o, isto e´,
ˆ¯Y
′
j =
[
eˆ
′
1X¯ jeˆ
′
2X¯ j . . . eˆ
′
sX¯ j
]
com j = 1,2,3, . . . ,g. Calcula-se enta˜o a distaˆncia euclidiana entre os vetores Yˆj e ˆ¯Yj, para todo
j = 1,2,3, . . . ,g, sendo o correspondente elemento amostral j classificado na populac¸a˜o cuja
distaˆncia for menor.
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Uma pra´tica bastante comum ao aplicar a FDLF e´ utilizar apenas a primeira func¸a˜o dis-
criminante canoˆnica, por ser a de maior poder de separac¸a˜o entre as populac¸o˜es. Entretanto,
de acordo com Johnson e Wichern (2002), a utilizac¸a˜o das func¸o˜es “mais importantes”, isto
e´, aquelas associadas a autovalores significativamente maiores do que zero, pode levar a
melhores resultados, pois essa estrate´gia leva a uma melhor aproximac¸a˜o de W e B.
2.5.2 Ana´lise de Variaˆncia Multivariada
Frequentemente, as me´dias de mais de duas populac¸o˜es precisam ser comparadas para
fins teo´ricos ou pra´ticos. Considerando g amostras aleato´rias coletadas de g populac¸o˜es,
comumente sa˜o arranjadas como
Populac¸a˜o 1: X11, X12, . . . , X1n1
Populac¸a˜o 2: X21, X22, . . . , X2n2
...
...
Populac¸a˜o g: Xg1, Xg2, . . . , Xgng
a Ana´lise de Variaˆncia Multivariada, ou simplesmente MANOVA (Multivariate Analysis of Vari-
ance), e´ utilizada para verificar se existe ou na˜o diferenc¸a estatisticamente significativa entre
os vetores me´dios das g populac¸o˜es, considerando-se um nı´vel de significaˆncia α.
Ao aplicar a MANOVA, supo˜e-se que:
1. as amostras aleato´rias provenientes das g populac¸o˜es sa˜o independentes estatistica-
mente;
2. que existe homocedasticidade entre as populac¸o˜es, ou seja, que a matriz de covariaˆncias
Σ e´ a mesma (ou aproximadamente a mesma) para todas as populac¸o˜es e;
3. cada populac¸a˜o, isoladamente, e´ normal multivariada.
Entretanto, segundo Johnson e Wichern (2002) “a condic¸a˜o 3 pode ser relaxada ’apelando’
ao teorema central do limite quando as amostras aleato´rias sa˜o grandes”. Em geral, uma
amostra com, pelo menos, 30 observac¸o˜es em cada grupo e´ suficiente.
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Ainda segundo Johnson e Wichern (2002), o modelo MANOVA para a comparac¸a˜o de
me´dias de g populac¸o˜es e´ dado por,
Xl j = µ+ τl+ el j, j = 1, . . . ,nl e l = 1, . . . ,g (2.24)
onde el j ∼ Np (0,Σ), µ e´ uma me´dia geral e τ representa o efeito do l-e´simo tratamento com
g
∑
l=1
nlτl = 0.
Os passos para a aplicac¸a˜o do modelo MANOVA, de acordo com Krzanowski (1988) e
Johnson e Wichern (2002), onde e´ possı´vel encontrar mais detalhes sobre o fundamento do
me´todo, sa˜o:
1. Enunciar as hipo´teses:
H0: µ1 = µ2 = . . .µg (hipo´tese nula)
H1: pelo menos uma das me´dias e´ diferente das demais (hipo´tese alternativa).
2. Construir a tabela MANOVA, conforme a Tabela 1, abaixo:
TABELA 1: Tabela Manova
Fonte de Matriz de Somas de Quadrados Graus de
Variac¸a˜o e Produtos Cruzados Liberdade
Tratamento B=
g
∑
l=1
nt (x¯l− x¯)(x¯l− x¯)′ g−1
Resı´duo (Erro) W =
g
∑
l=1
nt
nl
∑
j=1
(
xl j− x¯l
)(
xl j− x¯l
)′ g∑
l=1
nt−g
Total B+W =
g
∑
l=1
nt
nl
∑
j=1
(
xl j− x¯
)(
xl j− x¯
)′ g∑
l=1
nt−1
3. Calcular a estatı´stica do teste,
Λ∗ =
|W |
|B+W |
onde Λ∗ e´ conhecido como Laˆmbda de Wilks e e´ equivalente ao teste F da Ana´lise
de Varia˜ncia Multivariada. Ainda xl j e´ a j-e´sima observac¸a˜o da l-e´sima amostra (trata-
mento), x¯l e´ a me´dia da l-e´sima amostra (tratamento) e x¯ e´ a me´dia global (todas as
amostras).
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Em alguns casos especı´ficos, a distribuic¸a˜o de Λ∗ pode ser determinada de acordo com
a Tabela 2, para grandes amostras e outros casos, a Equac¸a˜o 2.25 fornece a distribuic¸a˜o
amostral.
TABELA 2: Distribuic¸a˜o do Laˆmbda de Wilks
# Varia´veis # Grupos Distribuic¸a˜o amostral
p= 1 g≥ 2
(
∑nt−g
g−1
)(
1−Λ∗
Λ∗
)
∼ Fg−1,∑nt−g
p= 2 g≥ 2
(
∑nt−g−1
g−1
)(
1−√Λ∗√
Λ∗
)
∼ F2(g−1),2(∑nt−g−1)
p≥ 1 g= 2
(
∑nt− p−1
p
)(
1−Λ∗
Λ∗
)
∼ Fp,∑nt−p−1
p≥ 1 g= 3
(
∑nt− p−2
p
)(
1−√Λ∗√
Λ∗
)
∼ F2p,2(∑nt−p−2)
−
(
n−1− p+g
2
)
· lnΛ∗ ∼ χ2p(g−1). (2.25)
Finalmente, com base na relac¸a˜o descrita na Equac¸a˜o 2.25, rejeita-se H0 se
−
(
n−1− p+g
2
)
· lnΛ∗ > χ2p(g−1)(α).
em que α e´ o nı´vel de significaˆncia do teste.
2.5.3 Teste de Mann-Whitney
O Teste de Mann-Whitney e´ um teste na˜o parame´trico que tem como finalidade testar se
duas amostras independentes, de tamanhos n1 e n2, proveˆm ou na˜o de populac¸o˜es ideˆnticas.
Segundo Marques (2004), esse teste somente deve ser utilizado quando as amostras forem
independentes e os dados envolvidos forem de, pelo menos, nı´vel ordinal de mensurac¸a˜o.
Segundo Fonseca (1996), este me´todo e´ uma interessante alternativa ao teste parame´trico
(teste t) para igualdade entre duas me´dias, pois na˜o e´ necessa´rio fazer qualquer suposic¸a˜o
sobre as distribuic¸o˜es populacionais e suas variaˆncias.
Os passos para aplicac¸a˜o desse teste, como e´ possı´vel ver tambe´m em Fonseca (1996) e
Marques (2004) sa˜o:
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1. Enunciar as hipo´teses:
H0 : as duas amostras proveˆm de populac¸o˜es ideˆnticas
H1 : as duas amostras proveˆm de populac¸o˜es diferentes.
2. Fixar o nı´vel de significaˆncia α.
Executar os seguintes procedimentos:
(a) combinar as duas amostras e coloca´-las em ordem crescente;
(b) denominar por n1 o menor tamanho de amostra;
(c) atribuir posto “1” ao menor valor nume´rico. Em caso de empate, atribui-se o posto
me´dio.
3. Determinar o valor de
U = n1n2+
n1(n1+1)
2
−R1
onde R1 e´ a soma dos postos atribuı´dos a` amostra de tamanho n1.
4. Calcular a estatı´stica,
z=
U− n1n22√
n1n2(n1+n2+1)
12
.
5. Decisa˜o:
Se −z α
2
≤ z≤ z α
2
, na˜o se pode rejeitar H0
Caso contra´rio, rejeita-se H0, com risco α de que na˜o haja diferenc¸a entre os grupos.
2.5.4 Coeficiente Kappa de Cohen
De acordo com Carletta (1996), o coeficiente kappa (κ) mede o grau concordaˆncia real
entre a classificac¸a˜o fornecida por um classificador e a classificac¸a˜o real corrigido pelo grau
concordaˆncia esperada. De acordo com Carletta (1996) e Sim e Wright (2005), essa con-
cordaˆncia e´ dada pela equac¸a˜o,
κ =
P(A)−P(E)
1−P(E) (2.26)
onde P(A) e´ a proporc¸a˜o observada de vezes em que a classificac¸a˜o fornecida e a classificac¸a˜o
esperada concordam e P(E) e´ a proporc¸a˜o de concordaˆncias esperadas.
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O coeficiente kappa tambe´m possui relac¸a˜o com a chamada “matriz de confusa˜o” de um
classificador, a qual apresenta as tendeˆncias de acerto e erro do classificador em questa˜o de
acordo com as classes, levando em considerac¸a˜o a classificac¸a˜o sugerida pelo classificador e
a real, conforme a Tabela 3.
TABELA 3: Tı´pica Matriz de Confusa˜o de um Classificador (2 classes)
Classe
Real
Classe Predita
1 2
1
Verd.
Classe
1
Falso
Classe
2
2
Falso
Classe
1
Verd.
Classe
2
Um me´todo pra´tico para o ca´lculo de κ pode ser encontrado em Figueiredo e Vieira (2007):
dada uma matriz de confusa˜o, como a da Tabela 3, e´ possı´vel obter kappa pela expressa˜o,
κ =
n
c
∑
i=1
xii−
c
∑
i=1
xi+x+i
n2−
c
∑
i=1
xi+x+i
(2.27)
onde c e´ a quantidade de classes, xii e´ o valor na linha i e coluna i da matriz de confusa˜o, xi+
e´ a soma da linha i, x+i e´ a soma da coluna i e n e´ a quantidade de elementos da matriz de
confusa˜o.
2.6 TRABALHOS RELACIONADOS
Os pesquisadores Li e Ling (2011) aplicaram a ideia de obter os pesos da camada inter-
media´ria numa RBFNN - Radial Basis Function Neural Network, Rede Neural de Base Radial,
para desenvolver um modelo de controle preditivo generalizado numa unidade geradora de
energia que possuı´a, na e´poca da pesquisa, duas varia´veis de entrada e duas varia´veis de
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saı´da. O experimento realizado consiste na comparac¸a˜o do desempenho do algoritmo pro-
posto (chamado de GA-RBF em alusa˜o aos Algoritmos Gene´ticos e a` RBFNN) com o desem-
penho de um Perceptron de Mu´ltiplas Camadas com a utilizac¸a˜o do algoritmo de treinamento
de retro-propagac¸a˜o do erro. A te´cnica proposta apresentou um erro quadra´tico me´dio da
ordem de 10−5, enquanto o Perceptron testado apresentou um erro de aproximadamente 10−1.
O trabalho de Changbing e Wei (2010) aplicou uma RBFNN com treinamento via AG na
previsa˜o de risco num ambiente aqua´tico. Os testes mostraram que o modelo proposto apre-
sentou um desempenho superior ao “modelo cinza”, que utiliza uma equac¸a˜o diferencial de
primeira ordem para estimar valores com base em dados histo´ricos.
Ja´ Ming, Bin e Zhong (2010) aplicaram basicamente a mesma ideia na predic¸a˜o do fluxo
numa rede. Os resultados do experimento realizado, no qual o fluxo de uma rede com 40
pontos foi predito, mostrou que o erro relativo na predic¸a˜o de uma RBFNN com o treinamento
via pseudo-inversa˜o (tradicional) foi de 0,0247 enquanto que a RBFNN com treinamento via
AG conseguiu errar apenas 0,0177, uma reduc¸a˜o de quase 30% no erro.
A pesquisa de Kurban e Besdok (2009) comparou quatro algoritmos para o treinamento
de uma RBFNN: Coloˆnia de Abelhas, Algoritmos Gene´ticos, Filtro de Kalman e Descida do
Gradiente. Nos treˆs bancos de dados testados disponı´veis em Frank e Asuncion (2010) e
no banco de dados da aplicac¸a˜o proposta pelos autores o algoritmo “Coloˆnia de Abelhas”
apresentou um desempenho levemente superior ao AG, ambos apresentando uma acura´cia
acima de 90% de acerto no conjunto de testes nos bancos de dados em Frank e Asuncion
(2010) e acima de 70% no banco de dados da aplicac¸a˜o em sensores.
Uma abordagem bastante abrangente, em relac¸a˜o ao que normalmente se faz para trei-
nar uma rede neural utilizando os Algoritmos Gene´ticos, pode ser encontrada em Zhangang,
Yanbo e Cheng (2007), pois nesta pesquisa todos os paraˆmetros da RBFNN sa˜o converti-
dos em indivı´duos (vetores) para que se aplique a sequeˆncia de AG e, posteriormente, ao
fim de cada gerac¸a˜o, ordenadamente, os componentes deste indivı´duo sa˜o designados a
cada paraˆmetro da RBFNN tomando elementos do vetor de acordo com a quantidade de
informac¸o˜es necessa´rias a cada paraˆmetro. O trabalho e´ relacionado a` previsa˜o da se´rie
temporal de carga ele´trica numa cidade e o maior erro absoluto no conjunto de testes foi de
3,05%.
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Um pouco mais conservadora e´ a pesquisa de Jareanpon et al. (2004) em que o u´nico
paraˆmetro da RBFNN calculado via AG foi o raio de abertura da func¸a˜o gaussiana utilizada
para calcular os valores de ativac¸a˜o dos neuroˆnios da camada intermedia´ria numa RBFNN. A
cada mudanc¸a no modelo uma populac¸a˜o inicial era criada e, posteriormente, a sequeˆncia de
passos caracterı´sticos de um AG foram aplicados em bancos de dados relacionados a nı´veis
de precipitac¸a˜o pluviome´trica do departamento de Meteorologia da Tailaˆndia, mais especifica-
mente em 13 cidades, e os valores da soma quadra´tica dos erros na predic¸a˜o, em todos os
casos, ficaram abaixo de 0,1, sendo o menor deles 1,02 ·10−21 e o maior deles 7,67 ·10−2.
3 MATERIAL E ME´TODO
3.1 MATERIAL
3.1.1 Bancos de Dados Utilizados nos Experimentos
Foram utilizados os seguintes bancos de dados para a realizac¸a˜o do experimento deline-
ado a fim de avaliar os me´todos: Cancer (cancer), Contraceptive Method Choice (cmc), Car
Evaluation (careval), Hepatitis (hepatitis), Iris (iris), e Page Blocks Classification (pageblocks).
Todos estes bancos de dados podem ser encontrados em Frank e Asuncion (2010).
Vale ressaltar que a tarefa associada a todos estes conjuntos e´ a classificac¸a˜o de padro˜es.
A Tabela 4 traz uma descric¸a˜o dos bancos de dados (conjuntos) em questa˜o, as informac¸o˜es
sobre as varia´veis e seus significados em cada banco de dados tambe´m podem ser encontra-
das em Frank e Asuncion (2010).
TABELA 4: Caracterı´sticas dos bancos de dados
Banco de Dados Varia´veis Classes Quantidade de Observac¸o˜es
cancer 9 2 699
cmc 9 3 1473
careval 6 4 1728
hepatitis 19 2 155
iris 4 3 150
pageblocks 10 5 5473
Na Tabela 4 e´ possı´vel visualizar a quantidade de varia´veis em cada banco de dados
bem como a quantidade de classes existentes. Ale´m disso, tambe´m e´ possı´vel visualizar a
quantidade de observac¸o˜es.
3.1.2 Hardware e Software Utilizados
O computador utilizado para a realizac¸a˜o do experimento descrito a seguir possui a se-
guinte configurac¸a˜o: Processador Intel Core i7 2.2 gigahertz, 8 gigabytes de memo´ria ram e
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um disco rı´gido de 1 terabyte. O Sistema Operacional instalado na ma´quina e´ o Ubuntu Linux
12.10 e a versa˜o do MATLAB R© instalada e´ a R2011b.
3.2 ME´TODO
3.2.1 MH de Busca Baseadas em Populac¸a˜o no Treinamento das RBFNNs
O objetivo desta sec¸a˜o e´ mostrar como realizar o treinamento de uma RBFNN utilizando
as duas te´cnicas de IC apresentadas no Capı´tulo 2. Em outras palavras, sera˜o apresentadas
duas metodologias hı´bridas: uma composta por RBFNN e AG e a outra composta por RBFNN
e PSO.
Metodologia Hı´brida RBFNN-AG
A sigla RBFNN-AG significa aqui uma metodologia hı´brida composta por uma Rede Neural
de Base Radial e Algoritmos Gene´ticos para calcular um ou mais de seus paraˆmetros. Existem,
pelo menos, treˆs diferentes estrate´gias de modelagem que podem ser encontradas na literatura
no que diz respeito ao “nı´vel de hibridez” entre a combinac¸a˜o entre uma RBFNN e um AG,
como e´ possı´vel observar no Capı´tulo 1.
Tendo em vista que ha´ treˆs paraˆmetros a serem definidos via algoritmos especı´ficos numa
RBFNN: a matriz de centros, o vetor de raios de abertura das func¸o˜es de ativac¸a˜o da camada
escondida (vetor de spreads) e a matriz de pesos da camada escondida, e´ possı´vel, portanto,
sistematizar treˆs nı´veis de hibridez da metodologia RBFNN-AG. Dentro de cada nı´vel ha´ outras
subdiviso˜es que sera˜o apresentadas a seguir.
RBFNN-AG-I
Como a pro´pria classificac¸a˜o sugere, uma metodologia RBFNN-AG-I consiste em utilizar
os AG para obter um dos treˆs paraˆmetros via algoritmos especı´ficos.
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Dos treˆs paraˆmetros, o u´nico na forma vetorial e´ o vetor de raios de abertura (spreads) e,
neste caso, nenhuma adaptac¸a˜o na forma como o AG recebe as informac¸o˜es e´ necessa´ria.
Basta adotar um procedimento padra˜o de aplicac¸a˜o de Algoritmos Gene´ticos a um problema
vetorial.
No caso da matriz de centros C e/ou a matriz de pesos W ,
C =

c11 c12 . . . c1n
c21 c22 . . . c2n
...
. . .
...
...
cp1 cp2 . . . cpn

w=

w10 w11 . . . w1s
w20 w21 . . . w2s
...
. . .
...
...
wp0 wp1 . . . wps

ha´ duas estrate´gias bastante distintas:
. . .
. . .
...
. . .
...
...
. . . . . . . . .
p · s elementos︸ ︷︷ ︸
(a) Matriz de pesos
. . .
. . ....
. . .
...
...
. . . . . . . . .
n · p elementos︸ ︷︷ ︸
(b) Matriz de centros
. . .
. . .
...
. . .
...
...
pop-01 pop-02 pop-s
vetores de
tamanho p
(c) Matriz de centros
. . .
. . .
...
. . .
...
...
pop-01 pop-02 pop-p
vetores de
tamanho n
(d) Matriz de centros
FIGURA 12: Configurac¸a˜o de indivı´duos para RBFNN-AG
• Populac¸a˜o Gene´tica U´nica: Uma vez que, normalmente, um AG assume uma func¸a˜o
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do tipo Rn → R como FF, e´ necessa´rio um algoritmo que transforme as matrizes Wp×s
e Cn×p em vetores de ordem p · s e n · p, respectivamente, conforme ilustram as Figuras
12(a) e 12(b). Isso equivale a transformar dois problemas Rn×p → R e Rp×s → R em
R(n·p)→ R e R(p·s)→ R, respectivamente.
• Mu´ltiplas Populac¸o˜es Gene´ticas: Aqui, em vez de transformar a matriz num vetor, a
ideia e´ trabalhar com s colunas representando populac¸o˜es contendo vetores com ordem
igual ao nu´mero de linhas da matriz, como e´ possı´vel visualizar nas Figuras 12(c) e
12(d). Em ambos os casos, as populac¸o˜es podem compartilhar valores dos paraˆmetros
ou ter estes valores independentes.
RBFNN-AG-II
Seguindo a sistematizac¸a˜o, um algoritmo RBFNN-AG-II possui nı´vel dois de hibridez, ou
seja, utiliza o algoritmo AG para calcular dois dos treˆs paraˆmetros mencionados no inı´cio desta
Sec¸a˜o, podendo combinar:
• ca´lculo da matriz de centros (C) e ca´lculo do vetor de spreads (S);
• ca´lculo do vetor de spreads (S) e ca´lculo da matriz de pesos (W ) e;
• ca´lculo da matriz de centros (C) e da matriz de pesos (W ).
Geralmente, independentemente da combinac¸a˜o escolhida, os valores dos paraˆmetros do
algoritmo gene´tico sa˜o independentes em relac¸a˜o a um paraˆmetro e outro da RBFNN. Isso
quer dizer que os valores dos paraˆmetros utilizados, por exemplo, para calcular a matriz (W ),
em geral, na˜o sa˜o os mesmos utilizados para calcular a matriz (C) e o mesmo vale para as
outras combinac¸o˜es.
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RBFNN-AG-III
Finalmente, uma RBFNN-AG-III utiliza um AG para calcular os seus treˆs principais paraˆ-
metros, mencionados no inı´cio desta Sec¸a˜o. Geralmente tambe´m sa˜o utilizados AGs distintos
(com paraˆmetros distintos) para cada problema (ca´lculo de paraˆmetro) da RBFNN.
Definic¸a˜o da Func¸a˜o de Fitness
Independentemente da estrate´gia de modelagem escolhida e do grau de hibridez do mo-
delo adotado, o objetivo e´ obter os paraˆmetros de maneira a fazer com que a RBFNN em
questa˜o consiga obter o maior percentual de classificac¸o˜es corretas possı´vel.
Isso quer dizer que pode-se ter treˆs tipos de problema no que diz respeito ao domı´nio e
imagem da Func¸a˜o de Fitness:
1. no caso da RBFNN-AG-I, pode-se ter:
(a) Rp×n→ R, caso o paraˆmetro calculado seja a matriz de centros;
(b) Rp→ R, caso seja o vetor de spreads ou;
(c) Rp×s→ R, caso o paraˆmetro seja a matriz de pesos.
2. no caso da RBFNN-AG-II, pode-se ter:
(a) Rp×n → R, caso o paraˆmetro calculado seja a matriz de centros e Rp → R, caso
seja o vetor de spreads;
(b) Rp×n→ R, caso o paraˆmetro calculado seja a matriz de centros e Rp×s→ R, caso
o paraˆmetro seja a matriz de pesos ou;
(c) Rp→ R, caso seja o vetor de spreads e Rp×s→ R, caso o paraˆmetro seja a matriz
de pesos.
3. no caso da RBFNN-AG-III, tem-se os domı´nios dos treˆs itens mencionados anterior-
mente e imagens reais, ou seja, Rp×n→ R, Rp→ R e Rp×s→ R.
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Selec¸a˜o para a Reproduc¸a˜o
Conforme ja´ exposto anteriormente, na˜o existe apenas um me´todo de selec¸a˜o para definir
quais indivı´duos da populac¸a˜o geram descendeˆncia. Isso quer dizer que sa˜o necessa´rios
alguns testes preliminares a fim de verificar qual dos me´todos apresentados na Sec¸a˜o 2.2.1
mostra o melhor desempenho.
Operadores Contı´nuos de Reproduc¸a˜o
Uma das pesquisas que utiliza a representac¸a˜o real foi realizada por Michalewicz, Logan
e Swaminathan (1994) que sistematizou treˆs operadores de cruzamento (Crossover ) e quatro
operadores de mutac¸a˜o, sendo esses: Crossover Simples, Crossover Aritme´tico, Crossover
Heurı´stico, Mutac¸a˜o Uniforme, Mutac¸a˜o de Limite, Mutac¸a˜o Na˜o Uniforme (simples e mu´ltipla).
Todos esses operadores foram utilizados nessa pesquisa e suas descric¸o˜es podem ser encon-
trados na Sec¸a˜o 2.2.1.
Crite´rios de Parada
O(s) crite´rio(s) de parada pode(m) ser um ou mais entre os apresentados na Sec¸a˜o 2.2.1.
A escolha pelos crite´rios “quantidade ma´xima de gerac¸o˜es” e “melhor indivı´duo na˜o ser supe-
rado por uma certa quantidade de gerac¸o˜es” sa˜o amplamente utilizados em trabalhos encon-
trados na literatura, pois sa˜o os u´nicos que garantem, de fato, que o algoritmo pare em algum
momento.
Os crite´rios “o melhor indivı´duo alcanc¸ar determinado valor” e “uma certa quantidade de
indivı´duos serem geneticamente iguais” na˜o possuem garantia de convergeˆncia. Por esse mo-
tivo figuram como “coadjuvantes” na equipe de crite´rios responsa´veis por evitar que o algoritmo
entre num loop e na˜o consiga sair.
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Metodologia RBFNN-PSO
A sigla RBFNN-PSO significa aqui uma metodologia hı´brida composta por uma Rede Neu-
ral de Base Radial e Particle Swarm Optimization (Nuvem de Partı´culas) para calcular um ou
mais de seus paraˆmetros. Assim como no caso dos AG, existem, pelo menos, treˆs diferentes
estrate´gias de modelagem que podem ser encontradas na literatura no que diz respeito ao
“nı´vel de hibridez” entre a combinac¸a˜o entre uma RBFNN e um PSO.
Como no caso dos AGs, e´ possı´vel, portanto, sistematizar treˆs nı´veis de hibridez da me-
todologia RBFNN-AG. Dentro de cada nı´vel ha´ outras subdiviso˜es que sera˜o apresentadas a
seguir.
RBFNN-PSO-I
Assim como no caso da metodologia RBFNN-AG, a indicac¸a˜o “I” significa que apenas um
dos paraˆmetros - Matriz de Centros, Vetor de Spreads ou Matriz de pesos - sera´ calculado
utilizando-se um dos modelos de algoritmo PSO.
A similaridade nas caracterı´sticas de aplicac¸a˜o das duas te´cnicas continua no que diz
respeito a` preparac¸a˜o dos indivı´duos para a aplicac¸a˜o do algoritmo em si. Novamente, no
caso do Vetor de Spreads na˜o se faz necessa´ria qualquer preparac¸a˜o e, no caso da Matriz
de Centros (C) e da Matriz de pesos (W ) sa˜o necessa´rias as adaptac¸o˜es nas Figuras 12(b) e
12(a), para o caso de uma u´nica populac¸a˜o, ou aquelas contidas nas Figuras 12(d) e 12(c),
para o caso de mu´ltiplas populac¸o˜es.
RBFNN-PSO-II
Seguindo a ideia da metodologia RBFNN-AG-II, a RBFNN-PSO-II consiste em calcular
dois dos treˆs paraˆmetros de uma RBFNN utilizando um PSO, podendo combinar, dois a dois:
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• ca´lculo da matriz de centros (C) e ca´lculo do vetor de spreads (S);
• ca´lculo do vetor de spreads (S) e ca´lculo da matriz de pesos (W ) e;
• ca´lculo da matriz de centros (C) e da matriz de pesos (W ).
Nessa abordagem, em geral, as instaˆncias do algoritmo na˜o compartilham valores dos
paraˆmetros. Trabalha-se com enxames independentes, seguindo a mesma ideia da aborda-
gem via AG.
RBFNN-PSO-III
Finalmente, uma RBFNN-PSO-III utiliza um PSO para calcular os seus treˆs principais pa-
raˆmetros, mencionados no inı´cio desta Sec¸a˜o. Sa˜o utilizados PSOs com paraˆmetros distintos
para cada ca´lculo de paraˆmetro da RBFNN, assim como se faz na abordagem via AG.
Func¸a˜o Objetivo
Seja qual for o grau de hibridez do modelo adotado o objetivo e´ obter os paraˆmetros de ma-
neira a fazer com que a RBFNN em questa˜o consiga obter o maior percentual de classificac¸o˜es
corretas possı´vel.
Isso quer dizer que, assim como na abordagem via AG, pode-se ter treˆs tipos de problema
no que diz respeito ao domı´nio e imagem da Func¸a˜o Objetivo. Os treˆs tipos de problema
sa˜o aqueles mencionados anteriormente, diferindo apenas no termo “Func¸a˜o Objetivo” em
substituic¸a˜o a “Func¸a˜o de Fitness”.
Modelos de Algoritmo
Os dois modelos de algoritmo que resumem o funcionamento do PSO sa˜o:
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• gbest da Sec¸a˜o 2.3.1, que leva em considerac¸a˜o informac¸o˜es de todas as partı´culas do
enxame, incluindo a partı´cula em ana´lise, para buscar melhores soluc¸o˜es e;
• lbest da Sec¸a˜o 2.3.1, que leva em considerac¸a˜o informac¸o˜es da partı´cula em ana´lise e
de suas vizinhas do grupo ao qual ela pertence para buscar melhores soluc¸o˜es.
Vale salientar que modificac¸o˜es nos dois algoritmos ja´ foram feitas por alguns pesqui-
sadores. Pore´m, estes dois algoritmos citados sa˜o suficientes para entender a esseˆncia do
funcionamento de um PSO.
Crite´rios de Parada
Foram utilizados dois dos treˆs crite´rios de parada mencionados na Sec¸a˜o 2.3.1: quanti-
dade de iterac¸o˜es, quantidade de iterac¸o˜es sem melhorias.
3.2.2 Adaptac¸a˜o Proposta
Uma Nova Maneira de Enxergar Indivı´duos
Em geral, em AG, um indivı´duo e´ visto como um vetor de informac¸o˜es gene´ticas, como
uma “tira” que coloca genes lado a lado, como e´ possı´vel ver na Figura 13. Entretanto, nem
sempre o problema que necessita ser resolvido tem resposta na forma vetorial, como, por
exemplo, e´ o caso do ca´lculo da matriz de pesos de uma RBFNN.
1,5 9,2 31,2 6,8 0,8 7,4 1,3 5,7
FIGURA 13: Representac¸a˜o de um indivı´duo em AG tradicional
Isso quer dizer que para resolver um problema matricial via AG, seria necessa´rio que
as soluc¸o˜es fossem transformadas em vetores para que os operadores gene´ticos pudessem
ser aplicados e, posteriormente, transformados em matrizes para ca´lculo do fitness a cada
iterac¸a˜o.
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Esta tese avalia a hipo´tese de criar uma extensa˜o dos operadores propostos por Micha-
lewicz, Logan e Swaminathan (1994), para o caso em que os indivı´duos sa˜o matrizes em
substituic¸a˜o aos vetores, como em geral acontece no caso da utilizac¸a˜o dos AGs para o ca´lculo
da matriz de pesos da camada intermedia´ria das RBFNNs. Nos trabalhos existentes na litera-
tura, como por exemplo em Mota et al. (2012) a sistematizac¸a˜o utilizada e´ a de transformar a
matriz de pesos num vetor contendo todos os elementos das matrizes.
Como consequeˆncia da adaptac¸a˜o de operadores para indivı´duos matriciais, a proposta
deste trabalho consiste tambe´m em mudar a forma que se configura um indivı´duo em AG,
trazendo vantagens de implementac¸a˜o, seccionando um indivı´duo na˜o em genes, mas em
cadeias gene´ticas, como ilustra a Figura 14. Dessa forma, cada linha/coluna representa uma
cadeia gene´tica responsa´vel por uma caracterı´stica do indivı´duo.
1,5
9,2
31,2
6,8
1,99
14,2
10,2
6,8
10,5
19,2
1,2
16,8
...
FIGURA 14: Representac¸a˜o de um indivı´duo em AG matricial
A ideia que rege essa estruturac¸a˜o e´ a de que as caracterı´sticas num indivı´duo, em geral,
sa˜o formadas por cadeias de genes, como o pro´prio AG tradicional sugere, entretanto, nesta
proposta, estas cadeias na˜o mais podem ser “quebradas” por um operador gene´tico como,
teoricamente, pode acontecer com os operadores existentes.
Uma das justificativas para a manutenc¸a˜o das cadeias gene´ticas e´ a de que a quebra des-
tas pode ocasionar a perda de uma caracterı´stica deseja´vel, no que diz respeito a` adequac¸a˜o
da aptida˜o aos aos objetivos do problema, que esteja presente num indivı´duo, fazendo com
que a populac¸a˜o tenha que evoluir por mais gerac¸o˜es para adquirir aquela caracterı´stica no-
vamente, por meio de seus operadores gene´ticos, havendo ainda a possibilidade de isso na˜o
acontecer. Inclusive, e´ possı´vel que a populac¸a˜o deixe de alcanc¸ar a otimalidade (ou quase
otimalidade) por causa da perda dessa caracterı´stica.
Outra raza˜o para se considerar essa possibilidade e´ a de que os novos operadores traba-
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lham com os indivı´duos ja´ na forma matricial, evitando que seja necessa´ria qualquer subrotina
que fac¸a essa transic¸a˜o a cada iterac¸a˜o, trazendo vantagens de implementac¸a˜o, no que diz
respeito a` quantidade de processos necessa´rios para realizac¸a˜o da tarefa, mesmo nos casos
em que a quantidade o tempo e´ estatisticamente equivalente a` implementac¸a˜o tradicional.
Adaptac¸a˜o dos Operadores
Crossover Aritme´tico Matricial
Este operador e´ uma extensa˜o pura do caso vetorial, na˜o apresentando modificac¸a˜o al-
guma, ale´m da extensa˜o do espac¸o vetorial para o espac¸o matricial e, consequentemente, a
forma de visualizac¸a˜o de um indivı´duo numa populac¸a˜o gene´tica.
Consiste em, dados dois indivı´duos p1 e p2, gerar os elementos,
c1 = β p1+(1−β ) p2 e c2 = β p2+(1−β ) p1 com β ∼U(0,1).
Por exemplo, tomando dois indivı´duos matriciais,
p1 =
 1,5 3,5
3,9 4,7
 e p2 =
 5,5 7,1
8,3 1,8
 ,
fazendo β = 0,7, gera-se a descendeˆncia,
c1 =
 2,7 4,6
5,2 3,8
 e c2 =
 4,3 6,0
7,0 2,7
 .
Vale ressaltar novamente que este operador na˜o extrapola os valores contidos em p1 e p2,
tendo em vista que a combinac¸a˜o linear gerada e´ sempre convexa, considerando-se os pesos
β e 1−β .
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Crossover Heurı´stico Matricial
Do mesmo modo que o Crossover Aritme´tico, este operador tambe´m e´ uma extensa˜o pura
de sua versa˜o vetorial, apresentando apenas uma modificac¸a˜o efetiva de seu significado e,
consequentemente, de sua representac¸a˜o.
Este operador consiste em, considerando problemas de minimizac¸a˜o, dados dois indivı´duos
p1 e p2, tal que a aptida˜o de p1 ≤ p2 gerar o indivı´duo,
c= p2+β (p2− p1) com β ∼U(0,1).
Aproveitando os indivı´duos p1 e p2 do exemplo anterior e fazendo β = 0,7, este operador
geraria o descendente
c=
 8,3 9,6
11,4 −0,2

Crossovers de um Ponto Matricial
Cruzamento Total Horizontal (CTH)
Este operador supo˜e que as as cadeias gene´ticas que definem as caracterı´sticas de um
indivı´duo esta˜o dispostas em vetores-coluna. Sendo assim, sorteia-se uma coluna como ponto
de cruzamento e, a partir desta, as cadeias gene´ticas entre os pais sa˜o trocadas, como ilustra
a Figura 15.
Em outras palavras, dados p1 e p2 de dimenso˜es m×n, sorteia-se um valor inteiro r ∈ (1,n)
e a partir da r-e´sima coluna (cadeia gene´tica) ocorre a troca entre os geradores, invertendo as
posic¸o˜es em cada filho gerado.
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p1
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f1
f2
FIGURA 15: Operador CTH
Cruzamento Total Vertical (CTV)
Este operador supo˜e que as cadeias gene´ticas que definem as caracterı´sticas de um in-
divı´duo esta˜o dispostas em vetores-linha. Sendo assim, sorteia-se uma linha como ponto de
cruzamento e, a partir desta, as cadeias gene´ticas entre os pais sa˜o trocadas, como ilustra a
Figura 16.
1,5
9,2
1,99
14,2
10,5
19,2
11,5
7,2
9,5
44,8
-1,5
1,2
Ponto de Cruzamento
p1 p2
f1 f2
8,7 84,829,2 9,7 8,442,1
1,5 1,9910,5 11,5 9,5-1,5
7,2 44,81,2
9,7 8,442,1
9,2 14,219,2
8,7 84,829,2
FIGURA 16: Operador CTV
De maneira similar ao operador Total Horizontal, dados p1 e p2 de dimenso˜es m× n,
sorteia-se um inteiro r ∈ (1,m) e a partir da r-e´sima linha (cadeia gene´tica) ocorre a troca
entre os geradores, tambe´m invertendo as posic¸o˜es em cada filho gerado.
73
Cruzamento Parcial Horizontal (CPH)
Este operador e´ um caso particular do operador Total Horizontal e tambe´m supo˜e que
as as cadeias gene´ticas que definem as caracterı´sticas de um indivı´duo esta˜o dispostas em
vetores-coluna. Entretanto, este operador troca apenas partes de cadeias gene´ticas e na˜o
cadeias gene´ticas completas. Sendo assim, sorteia-se uma coluna e uma linha da matriz
como ponto de cruzamento e, a partir destas, as partes de cadeias gene´ticas entre os pais
sa˜o trocadas, como ilustra a Figura 17.
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FIGURA 17: Operador CPH
Neste operador, dados p1 e p2 de dimenso˜es m× n, sorteia-se dois valores inteiros r1 ∈
(1,m) e r2 ∈ (1,n) e abaixo da r1-e´sima linha e a` esquerda da r2-e´sima coluna (cadeia gene´tica)
ocorre a troca entre os geradores.
Cruzamento Parcial Vertical (CPV)
Este operador e´ um caso particular do operador Total Vertical e tambe´m supo˜e que as as
cadeias gene´ticas que definem as caracterı´sticas de um indivı´duo esta˜o dispostas em vetores-
linha.
Entretanto, este operador troca apenas partes de cadeias gene´ticas e na˜o cadeias gene´ticas
completas, assim como acontece no Parcial Horizontal. Sendo assim, sorteia-se uma coluna
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FIGURA 18: Operador CPV
e uma linha da matriz como ponto de cruzamento e, a partir destas, as partes de cadeias
gene´ticas entre os pais sa˜o trocadas, como ilustra a Figura 18.
Neste operador, dados p1 e p2 de dimenso˜es m× n, sorteia-se dois valores inteiros r1 ∈
(1,m) e r2 ∈ (1,n) e na r1-e´sima linha e ao lado da r2-e´sima coluna (cadeia gene´tica) ocorre a
troca entre os geradores.
Mutac¸a˜o de Limite
Este operador consiste em, de maneira ana´loga ao caso vetorial, dado um indivı´duo p de
dimenso˜es m×n, sorteia-se dois valores inteiros r1 ∈ (1,m) e r2 ∈ (1,n), fazendo,
p(r1,r2) = r,
em que r ∈ {a,b}, sendo a e b os limites do intervalo factı´vel ou do espac¸o de busca para r.
Desse modo, por exemplo, se a=−6 e b= 6 e o indivı´duo em questa˜o for
p=
 0,3 2,6
1,4 −0,2

e o sorteio (r1,r2) = (1;2) e r = b, teremos,
p∗ =
 0,3 6
1,4 −0,2
 .
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Mutac¸a˜o Uniforme
Este operador tambe´m e´ apenas uma extensa˜o do caso vetorial para o caso matricial,
uma vez que a mutac¸a˜o e´ realizada em cada gene. Desse modo, dado um indivı´duo p de
dimenso˜es m×n, sorteia-se dois valores inteiros r1 ∈ (1,m) e r2 ∈ (1,n), fazendo,
p(r1,r2) = r,
em que r ∼U(a,b), sendo a e b os limites do intervalo factı´vel ou do espac¸o de busca para r.
Em geral, mesmo que, teoricamente, na˜o existam a e b, costuma-se fixar, empiricamente, um
intervalo para nortear a busca do AG. Desse modo, por exemplo, se
p=
 8,3 9,6
11,4 −0,2

e o sorteio (r1,r2) = (1;2) e num intervalo contendo r = 12,35, teremos,
p∗ =
 8,3 12,35
11,4 −0,2
 .
Mutac¸a˜o Na˜o-uniforme Simples e Mu´ltipla
Este operador consiste em, tambe´m de maneira ana´loga ao caso vetorial, dado um in-
divı´duo p de dimenso˜es m×n, sortear dois valores inteiros r1 ∈ (1,m) e r2 ∈ (1,n), fazendo,
p(r1,r2) =
 p(r1,r2)+(b− p(r1,r2)) f (G), se r < 0,5p(r1,r2)− (p(r1,r2)−a) f (G) , caso contra´rio,
com,
f (G) =
[
s
(
1− G
Gmax
)]b
,
em que r,s ∼U(0,1), sendo a e b os limites do intervalo factı´vel ou do espac¸o de busca para
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r, G a gerac¸a˜o atual e Gmax o nu´mero ma´ximo de gerac¸o˜es. Desse modo, por exemplo, se
a=−6 e b= 6 , o indivı´duo em questa˜o for
p=
 0,3 2,6
1,4 −0,2

e o sorteio (r1,r2) = (1;2), r = 0,7, s= 0,8, G= 50 e Gmax = 1000, teremos,
p∗ =
 0,3 0,9
1,4 −0,2
 .
A Mutac¸a˜o Na˜o-uniforme mu´ltipla consiste em aplicar uma mutac¸a˜o Na˜o-uniforme em mais
de um gene do indivı´duo, podendo ser, inclusive, em todos os seus genes.
3.2.3 Implementac¸a˜o Computacional
A Implementac¸a˜o Computacional foi realizada com a criac¸a˜o de func¸o˜es 1, compostas
por algoritmos que executam as te´cnicas envolvidas, e outras rotinas computacionais para a
execuc¸a˜o de um experimento, sendo que tanto as func¸o˜es quanto as rotinas do experimento
em questa˜o foram desenvolvidos em linguagem MATLAB R©.
O experimento realizado tem dois objetivos: realizar uma comparac¸a˜o simples da acura´cia
entre as seis te´cnicas mencionadas no Capı´tulo 1, levando em conta apenas o percentual de
classificac¸o˜es corretas, e uma outra comparac¸a˜o mais detalhada, levando em conta tambe´m
o tempo computacional e quantidade de iterac¸o˜es da classificac¸a˜o de padro˜es via RBFNN
treinada com AG tradicional e com a adaptac¸a˜o proposta deste trabalho.
Configurac¸o˜es da FDLF
Foi implementada a FDLF - Func¸a˜o Discriminante Linear de Fisher em linguagem MATLAB
R©, para a classificac¸a˜o de padro˜es, na qual e´ possı´vel escolher entre duas configurac¸o˜es no
que diz respeito aos percentuais de exemplos escolhidos para treinamento e testes no banco
1rotinas computacionais
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de dados a ser classificado.
Numa das configurac¸o˜es, o algoritmo utiliza 80% dos exemplos para treinamento e 20%
para testes e, na segunda opc¸a˜o, utiliza 60% para treinamento, enta˜o, dos 40% restantes,
metade dos exemplos sa˜o descartados aleatoriamente e os restantes sa˜o utilizados para o
conjunto de testes.
O algoritmo implementado leva em considerac¸a˜o todas as func¸o˜es canoˆnicas de Fisher
que possuam autovalores associados significativamente maiores do que zero (maiores que
10−5) para realizar a classificac¸a˜o, pois segundo Johnson e Wichern (2002), este e´ um crite´rio
que pode levar a melhores soluc¸o˜es.
Configurac¸o˜es da RBFNN
Foi implementada uma RBFNN na qual e´ possı´vel escolher a quantidade de neuroˆnios da
camada intermedia´ria, um me´todo de ca´lculo da matriz de pesos da camada intermedia´ria,
dentre os cinco implementados, a saber:
• Me´todo da Pseudo-inversa˜o: que consiste em calcular a pseudo-inversa da matriz
com os valores de ativac¸a˜o dos neuroˆnios da camada intermedia´ria, conforme descrito
na Sec¸a˜o 2.1.1, para fins de sistematizac¸a˜o da apresentac¸a˜o, este me´todo sera´ referen-
ciado como pinv ;
• PSO (Melhor Global): que consiste em utilizar o algoritmo descrito na Sec¸a˜o 2.3.1,
criando a metodologia hı´brida descrita na Sec¸a˜o 3.2.1, este me´todo sera´ referenciado
como psogbest ;
• PSO (Melhor Local): de maneira similar ao item anterior, apenas com a mudanc¸a do
me´todo, esta abordagem consiste em utilizar o algoritmo descrito tambe´m na Sec¸a˜o
2.3.1, criando a metodologia hı´brida descrita na Sec¸a˜o 3.2.1, este me´todo sera´ referen-
ciado como psolbest ;
• AG Tradicional: que consiste em utilizar o algoritmo descrito na Sec¸a˜o 2.2.1, com os
operadores de Michalewicz, Logan e Swaminathan (1994), descrito na Sec¸a˜o 2.2.1 cri-
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ando a metodologia hı´brida descrita na Sec¸a˜o 3.2.1, este me´todo sera´ referenciado
como agrbf ou;
• AG Modificado: que consiste em utilizar o algoritmo descrito na Sec¸a˜o 2.2.1, com os
operadores gene´ticos descritos na Sec¸a˜o 3.2, criando a metodologia hı´brida descrita
na Sec¸a˜o 3.2.1, com a diferenc¸a de na˜o precisar de uma subrotina para converter os
indivı´duos matriciais em vetores, este me´todo sera´ referenciado como agrbf mod.
Na RBFNN implementada, ha´ uma rotina que separa o banco de dados a ser classifi-
cado em conjuntos de treinamento, validac¸a˜o e testes, nas proporc¸o˜es mais encontradas na
literatura, ou seja, de 60%–20%–20% dos exemplos do banco de dados, respectivamente.
Vale salientar que o conjunto de validac¸a˜o serve apenas para orientar o treinamento da
rede neural no sentido de avaliar sua capacidade de generalizac¸a˜o durante o treinamento. A
u´nica informac¸a˜o do conjunto de validac¸a˜o utilizada no treinamento e´ o percentual de classifi-
cac¸o˜es corretas realizadas pela rede neste conjunto, para fins de avaliac¸a˜o de um dos crite´rios
de parada.
A estrate´gia comumente adotada e´ a seguinte: enquanto o percentual de classificac¸o˜es
corretas no conjunto de validac¸a˜o estiver aumentando a rede deve continuar seu treinamento,
apo´s haver quedas consecutivas e´ recomendado parar o treinamento e escolher a melhor
configurac¸a˜o encontrada ate´ enta˜o.
Ja´ do conjunto de testes, que mede o desempenho efetivamente alcanc¸ado, nenhuma
informac¸a˜o e´ utilizada durante o treinamento da rede em questa˜o. Este conjunto serve so-
mente para a avaliac¸a˜o final da te´cnica aplicada e informa uma probabilidade de acerto do
modelo construı´do.
A func¸a˜o de ativac¸a˜o em todos os neuroˆnios da camada intermedia´ria e´ a Gaussiana,
descrita na Sec¸a˜o 2.1.1 com raios de abertura (spreads) definidos sempre pelo procedimento
heurı´stico descrito na Sec¸a˜o 2.1.1. O me´todo de selec¸a˜o dos centros dos neuroˆnios da ca-
mada intermedia´ria e´ a Selec¸a˜o Auto-organizada de Centros, descrito na Sec¸a˜o 2.1.1, com
taxa de aprendizagem η = 0,3 em todos os casos.
De acordo com a literatura, como por exemplo e´ possı´vel encontrar em Silva, Spatti e
Flauzino (2010) e Haykin (2001), um dos paraˆmetros mais importantes para uma rede neural,
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inclusive as RBFNN e´ a quantidade de neuroˆnios em suas camadas, no caso especı´fico desta
pesquisa, a quantidade de neuroˆnios da camada intermedia´ria. O limite aqui estabelecido para
o experimento descrito a seguir sera´ o de testar de dois a 20 neuroˆnios, com incremento de
dois, ou seja, dez arquiteturas diferentes de RBFNN.
Configurac¸a˜o das Te´cnicas Utilizadas no Treinamento da RBFNN
Configurac¸a˜o do AG
A configurac¸a˜o de um AG tambe´m na˜o possui um me´todo consolidado, variando de acordo
com cada aplicac¸a˜o. Por esse motivo, faz-se necessa´ria a realizac¸a˜o de alguns testes iniciais
para que se possa observar a influeˆncia de cada paraˆmetro no desempenho do algoritmo.
Nesta pesquisa, a variante de AG utilizada, tanto em agrbf quanto em agrbf mod, foi
aquela conhecida como steady state, numa traduc¸a˜o livre “regime constante”, que tem como
principal caracterı´stica eliminar os indivı´duos com pior adequac¸a˜o do fitness ao problema em
cada gerac¸a˜o t, mantendo a populac¸a˜o com o tamanho constante, na˜o fazendo distinc¸a˜o se
os indivı´duos em questa˜o pertencem a` gerac¸a˜o t ou se fariam parte da descendeˆncia para a
gerac¸a˜o t+1.
Foram considerados treˆs tamanhos de populac¸a˜o, TamPop = {150,500,1000}, no experi-
mento, com a intec¸a˜o de cobrir um tamanho de populac¸a˜o que possa ser considerado “pe-
queno”, um “me´dio” e um “grande”.
Com relac¸a˜o a` selec¸a˜o de indivı´duos para gerar descendeˆncia (reproduc¸a˜o) e selec¸a˜o dos
indivı´duos para sofrerem mutac¸a˜o, em ambos os casos, nenhuma heurı´stica que levasse em
considerac¸a˜o o fitness foi utilizada. Os indivı´duos sa˜o sorteados aleatoriamente dentre aque-
les presentes na populac¸a˜o. A cada gerac¸a˜o, tanto do AG cla´ssico quanto da modificac¸a˜o
proposta, caso ocorra cruzamento, apenas 20% da populac¸a˜o e´ sorteada para gerar des-
cendeˆncia e, dos filhos gerados, apenas a metade destes sa˜o sorteados para sofrer mutac¸a˜o.
Com relac¸a˜o aos operadores de cruzamento e mutac¸a˜o, para agrbf foram utilizados aque-
les descritos na Sec¸a˜o 2.2.1 e para agrbf mod foram aqueles descritos na Sec¸a˜o 3.2. Em
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ambos os casos, para os operadores que possuem restric¸a˜o no intervalo dos nu´meros gera-
dos, ou seja,a Mutac¸a˜o Uniforme, a Mutac¸a˜o de Limite e Mutac¸a˜o Na˜o-uniforme (simples e
mu´ltipla), tendo em vista que o melhor desempenho foi obtido gerando-se nu´meros aleato´rios
normalmente distribuı´dos com me´dia zero e desvio-padra˜o um, o intervalo adotado em todas
as situac¸o˜es foi [−6,6], por conter 99,9997% dos dados de uma distribuic¸a˜o normal N ∼ (0,1).
Para a probabilidade de ocorreˆncia de cruzamento (pc) foram considerados cinco pos-
sibilidades, fazendo pc = {0,5;0,55;0,6;0,65;0,7}. Ja´ para a probabilidade de ocorreˆncia de
mutac¸a˜o (pm), foram considerados apenas treˆs possibilidades, fazendo pm= {0,01;0,05;0,1}.
Esses valores foram considerados tanto para agrbf quanto para agrbf mod.
A quantidade ma´xima de gerac¸o˜es (iterac¸o˜es) foi de 2000, sendo este um dos crite´rios de
parada. O segundo crite´rio de parada foi: ao atingir mais de 30 gerac¸o˜es sem diminuic¸a˜o no
erro atual, o programa exibe a melhor resposta encontrada ate´ o momento.
Configurac¸a˜o do PSO
Alguns dos paraˆmetros que compo˜em a configurac¸a˜o de psogbest e psolbest sa˜o comuns
a`queles escolhidos para agrbf e agrbf mod, a saber:
• as possibilidades consideradas para o tamanho do enxame (TamEnx) sa˜o as mesmas
daquelas consideradas para TamPop, ou seja, tem-se os seguintes valores TamEnx =
{150,500,1000};
• os dois crite´rios de parada: “quantidade ma´xima de iterac¸o˜es” e “quantidade de iterac¸o˜es
sem melhorias” tambe´m sa˜o 2000 e 30, respectivamente;
• o intervalo para gerac¸a˜o do enxame tambe´m e´ [−6,6], com base empı´rica.
O u´ltimo paraˆmetro em comum entre psogbest e psolbest e´ o peso de ine´rcia φ , que e´
atualizado de acordo com,
φ = 0,9Iter (3.1)
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em que Iter e´ a iterac¸a˜o atual.
Finalmente, para psolbest, foram consideradas cinco possibilidades de tamanho de vizi-
nhanc¸a das atualizac¸o˜es (TamViz), fazendo TamViz = {1,2,3,4,5}. Vale ressaltar que, nessa
pesquisa, foi considerada a vizinhanc¸a baseada em ı´ndices, por ser mais ra´pida e a mais
utilizada na literatura, conforme afirma Engelbrecht (2007).
3.2.4 Descric¸a˜o do Experimento
Antes da realizac¸a˜o do experimento propriamente dito, aplicou-se a Ana´lise de Variaˆncia
Multivariada (MANOVA) a fim de verificar se havia diferenc¸a entre as me´dias dos grupos em
cada banco de dados, para realizac¸a˜o do experimento em questa˜o, foram utilizados apenas
os bancos de dados nos quais havia essa diferenc¸a, buscando garantir a fidedignidade dos
resultados encontrados na classificac¸a˜o.
Foi criada uma rotina para a execuc¸a˜o do experimento, conforme e´ possı´vel visualizar na
Figura 19. Sa˜o obtidos os valores das varia´veis de interesse, a saber: PCC - Percentual de
Classificac¸o˜es Corretas do conjunto de testes, TE - Tempo de Execuc¸a˜o do algoritmo e QI -
Quantidade de Iterac¸o˜es, sendo que esta u´ltima na˜o foi medida no treinamento da RBFNN via
me´todo da pseudo-inversa˜o nem na FDL de Fisher, pois ambos na˜o sa˜o processos iterativos.
Uma observac¸a˜o a ser feita e´ que a cada rodada, em todas as te´cnicas, os padro˜es que
fariam parte dos conjuntos de treinamento, validac¸a˜o (quando aplica´vel) e teste foram sempre
sorteados aleatoriamente. Essa medida teve como objetivo garantir que na˜o fosse utilizado
sempre o mesmo conjunto para treinamento.
Apo´s a realizac¸a˜o do experimento, verificou-se o melhor resultado obtido em cada te´cnica
para cada um dos seis bancos de dados, a fim de verificar qual te´cnica foi capaz de realizar
melhor a tarefa de classificac¸a˜o em cada caso.
Enta˜o, para o treinamento da RBFNN via AG tradicional e com a adaptac¸a˜o proposta,
foram calculados a me´dia e o desvio-padra˜o, de cada varia´vel de interesse, para cada terna
(banco de dados, te´cnica, configurac¸a˜o) e considerou-se como melhor configurac¸a˜o aquela
que apresentou a maior me´dia da varia´vel PCC.
Posteriormente, para cada banco de dados, considerando-se as melhores configurac¸o˜es
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ALGORITMO: ROTINA DO EXPERIMENTO
Para (cada banco de dados)
Para (cada te´cnica)
Para (cada configurac¸a˜o)
rodadas = 0
Enquanto (rodadas < 40)
Aplicar a te´cnica e obter
PCC - Percentual de Classificac¸o˜es Corretas do conjunto de testes
TE - Tempo de Execuc¸a˜o
QI - Quantidade de Iterac¸o˜es (quando aplica´vel)
rodadas = rodadas + 1
fim Enquanto
fim Para
fim Para
fim Para
FIGURA 19: Algoritmo do experimento
de cada uma das duas te´cnicas, realizou-se um teste de Mann-Whitney, ao nı´vel de 95% de
confianc¸a, para verificar se houve diferenc¸a significativa entre as me´dias de PCC, TE e QI,
qual foi a maior me´dia, no caso do PCC, e a menor me´dia, nos casos de TE e QI.
4 RESULTADOS E DISCUSSA˜O
4.1 ANA´LISE DE VARIAˆNCIA MULTIVARIADA
Conforme mencionado na Sec¸a˜o 3.2.4, antes da realizac¸a˜o do experimento foi realizada
a Ana´lise de Variaˆncia Multivariada (MANOVA) a fim de verificar se havia diferenc¸a significa
entre as me´dias dos grupos em cada banco de dados testado. Os resultados desse teste
econtram-se na Tabela 5.
TABELA 5: Resultados da Aplicac¸a˜o da MANOVA
Banco de Dados Valores p
cancer < 10−263
cmc < 10−17
careval < 10−3
hepatitis < 10−9
iris < 10−6
pageblocks < 10−199
Observando os valores p da Tabela 5 e´ possı´vel afirmar que, para os seis bancos de
dados considerados no experimento, existe diferenc¸a significativa entre as me´dias dos grupos,
ao nı´vel de 5% de significaˆncia.
4.2 ANA´LISE DA MELHOR CONFIGURAC¸A˜O ISOLADAMENTE
A Tabela 6 traz a melhor configurac¸a˜o encontrada, isoladamente, para cada te´cnica du-
rante o experimento:
• fisher : ha´ apenas duas configurac¸o˜es possı´veis: [0,6;0,20;0,20] significa que foram uti-
lizados 60% dos exemplos no treinamento, 20% foram descartados (aleatoriamente) e
os 20% restantes foram utilizados para o teste, ja´ [0,8;0,20] significa que 80% foram
utilizados para treinamento e 20% para testes.
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• pinv : o u´nico paraˆmetro variado no experimento foi a quantidade de neuroˆnios na ca-
mada intermedia´ria, resultando em 10 configurac¸o˜es possı´veis. Portanto, [20], por exem-
plo, significa que, para aquele banco de dados, a melhor configurac¸a˜o foi com 20 neuroˆ-
nios na camada escondida;
• psogbest : houve variac¸a˜o da quantidade de neuroˆnios na camada intermedia´ria e do
tamanho do enxame, resultando em 30 configurac¸o˜es possı´veis. Desse modo, [2;150],
por exemplo, e´ uma configurac¸a˜o com dois neuroˆnios na camada intermedia´ria e 150
partı´culas no enxame;
TABELA 6: Melhores configurac¸o˜es das te´cnicas
Banco de Dados Te´cnica Melhor Configurac¸a˜o PCC κ
cancer
fisher [0,6;0,20;0,20] 99% 0,95
pinv [14] 98% 0,95
psogbest [4;1000] 99% 0,95
psolbest [6;1000;4] 99% 0,95
agrbf [14;150;0,50;0,10] 100% 0,95
agrbf mod [2;500;0,70;0,05] 100% 0,95
cmc
fisher [0,8;0,20] 49% 0,96
pinv [14] 45% 0,97
psogbest [2;150] 51% 0,96
psolbest [12;1000;2] 54% 0,96
agrbf [14;150;0,70;0,05] 50% 0,96
agrbf mod [20;1000;0,50;0,10] 49% 0,96
careval
fisher [0,6;0,20;0,20] 74% 0,93
pinv [16] 81% 0,94
psogbest [14;150] 74% 0,96
psolbest [8;150;2] 73% 0,96
agrbf [12;1000;0,70;0,05] 76% 0,95
agrbf mod [8;1000;0,70;0,10] 79% 0,95
hepatitis
fisher [0,8;0,20] 77% 0,88
pinv [14] 93% 0,89
psogbest [18;500] 97% 0,89
psolbest [6;150;3] 97% 0,89
agrbf [2;150;0,50;0,05] 93% 0,89
agrbf mod [4;150;0,60;0,10] 97% 0,89
iris
fisher [0,6;0,20;0,20] 97% 0,18
pinv [8] 100% 0,17
psogbest [4;1000] 97% 0,21
psolbest [2;500;2] 97% 0,21
agrbf [2;1000;0,50;0,05] 100% 0,19
agrbf mod [2;150;0,60;0,05] 100% 0,19
Continua...
85
Continuac¸a˜o...
Banco de Dados Te´cnica Melhor Configurac¸a˜o PCC κ
pageblocks
fisher [0,6;0,20;0,20] 81% 0,98
pinv [16] 92% 0,98
psogbest [2;500] 91% 0,98
psolbest [12;1000;3] 93% 0,98
agrbf [18;1000;0,60;0,10] 92% 0,98
agrbf mod [10;150;0,70;0,10] 93% 0,98
• psolbest : houve variac¸a˜o da quantidade de neuroˆnios na camada intermedia´ria, tama-
nho do enxame e do tamanho da vizinhanc¸a considerada para a atualizac¸a˜o da ve-
locidade, resultando em 150 configurac¸o˜es possı´veis. Desse modo, o vetor [2;150;2],
por exemplo, e´ uma configurac¸a˜o com dois neuroˆnios na camada intermedia´ria, 150
partı´culas no enxame e tamanho de vizinhanc¸a igual a dois;
• agrbf e agrbf mod : no caso das duas abordagens via AG, foram variados quatro paraˆme-
tros: quantidade de neuroˆnios na camada intermedia´ria, tamanho da populac¸a˜o inicial,
probabilidade de ocorreˆncia dos operadores de cruzamento e de mutac¸a˜o, totalizando
450 configurac¸o˜es possı´veis em cada uma das duas te´cnicas. Enta˜o, [2;150;0,65;0,01],
por exemplo, e´ uma configurac¸a˜o com dois neuroˆnios na camada escondida, populac¸a˜o
inicial de 150 indivı´duos, probabilidade de cruzamento igual a 0,65 e mutac¸a˜o igual a
0,01.
E´ possı´vel visualizar na Tabela 6 que as melhores configurac¸o˜es na˜o seguiram uma ten-
deˆncia entre os seis bancos de dados testados, em nenhuma das te´cnicas testadas, no que
diz respeito aos valores dos paraˆmetros que constituem cada configurac¸a˜o.
Isso ressalta duas caracterı´sticas comuns aos me´todos para a classificac¸a˜o de padro˜es,
sejam eles estatı´sticos ou matema´ticos: a sensibilidade e adaptabilidade a`s caracterı´sticas de
cada problema, no caso especı´fico dessa pesquisa, cada banco de dados.
A Tabela 6 apresenta o melhor PCC para cada te´cnica e banco de dados e te´cnica tes-
tados. Nota-se que houve uma variac¸a˜o significativa na acura´cia (PCC) de todas as te´cnicas
testadas, havendo casos em que nenhuma te´cnica alcanc¸ou 60% de classificac¸o˜es corretas
no conjunto de testes, como e´ o caso de cmc, e casos em que todas as te´cnicas classificaram
mais de 80% do conjunto de testes corretamente, como, por exemplo, e´ o caso dos bancos de
dados cancer e iris.
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Embora tenham sido testadas variadas configurac¸o˜es, e´ comum essa variac¸a˜o acontecer,
uma vez que os bancos de dados em questa˜o possuem alguma diversidade de complexidades
na realizac¸a˜o da classificac¸a˜o de padro˜es, isto e´, cada problema tem especificidades inerentes
a` a´rea a que este pertence e um experimento com os limites estabelecidos nessa pesquisa,
na˜o foram suficientes para gerar resultados que possam ser considerados passı´veis de imple-
mentac¸a˜o comercial.
Para o banco de dados cancer, todos os me´todos avaliados: fisher, pinv, psogbest, psol-
best, agrbf e agrbf mod apresentaram valores considerados excelentes pela literatura, tanto
para o PCC quanto para o ı´ndice kappa (κ), este valendo exatamente 0,95 em todos os casos
e aquele no intervalo 98–100%.
No banco de dados cmc, apesar deste apresentar diferenc¸a estatisticamente significa-
tiva entre as me´dias dos grupos, na˜o houve um desempenho tradicionalmente considerado
aceita´vel pela literatura no que diz respeito ao PCC. O ı´ndice κ, que foi excelente em todos os
casos, variou no intervalo 0,96–0,97 e o PCC no intervalo 49–54%.
Para careval, todos os me´todos avaliados apresentaram valores acima de 70% para o
PCC, o qual variou no intervalo 98–100%. Ja´ o ı´ndice kappa (κ), apresentou valores pro´ximos
de um, variando no intervalo 0,93–0,96.
Em hepatitis, todos os me´todos avaliados, exceto fisher, apresentaram valores acima de
90% para o PCC. Com relac¸a˜o ao ı´ndice kappa (κ), todos apresentaram valores pro´ximos a
0,9.
Ja´ em iris, a exemplo do banco de dados cancer, todos os me´todos avaliados: fisher, pinv,
psogbest, psolbest, agrbf e agrbf mod apresentaram valores considerados excelentes pela
literatura, no que diz respeito ao PCC. Entretanto, no que concerne ao ı´ndice kappa (κ), os
valores obtidos variaram no intervalo 0,17–0,21, valores considerados baixos pela maioria dos
pesquisadores.
Finalmente, para pageblocks, com excec¸a˜o novamente de fisher, todas as te´cnicas testa-
das apresentaram um PCC maior do que 90%. Um fato a se mencionar e´ o de que o valor de
kappa foi exatamente o mesmo em todos os casos: 0,98. Esse valor de kappa e´ considerado
excelente pela literatura.
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4.3 COMPARAC¸A˜O ENTRE AGRBF E AGRBF MOD
A partir do experimento realizado, calculou-se a me´dia e o desvio-padra˜o das varia´veis de
interesse, PCC, TE e QI considerando 40 rodadas para agrbf e agrbf mod a fim de realizar
uma comparac¸a˜o estatı´stica dessas varia´veis de interesse.
A Tabela 7 mostra as melhores configurac¸o˜es para agrbf e agrbf mod considerando-se
a me´dia das 40 rodadas. As configurac¸o˜es aqui apresentadas podem ser diferentes daque-
las encontradas na Tabela 6, pois levam em considerac¸a˜o a me´dia em substituic¸a˜o a` melhor
configurac¸a˜o obtida isoladamente.
TABELA 7: Melhores configurac¸o˜es para agrbf e agrbf mod
Banco de Dados Te´cnica Melhor Configurac¸a˜o
cancer
agrbf [14;500;0,70;0,05]
agrbf mod [4;150;0,60;0,10]
cmc
agrbf [14;150;0,60;0,05]
agrbf mod [8;500;0,60;0,10]
careval
agrbf [6;500;0,60;0,10]
agrbf mod [16;500;0,70;0,10]
hepatitis
agrbf [6;500;0,70;0,05]
agrbf mod [16;150;0,60;0,10]
iris
agrbf [6;500;0,60;0,05]
agrbf mod [4;500;0,70;0,10]
pageblocks
agrbf [4;150;0,70;0,05]
agrbf mod [6;500;0,60;0,10]
Os valores-me´dios e o desvio padra˜o para PCC, TE e QI esta˜o apresentados na Tabela
8, onde tambe´m e´ possı´vel encontrar o valor p do teste de Mann-Whitney para as mesmas
treˆs varia´veis de interesse numa terna. Isso quer dizer que, por exemplo, (0,04; 10−7; 0,02)
significa que os valores p do teste para PCC, TE e QI sa˜o, respectivamente 0,04, 10−7 e 0,02.
Vale lembrar que o nı´vel de significaˆncia do teste e´ de 5%.
TABELA 8: PCC Me´dio, TE Me´dio e QI Me´dio por Banco de Dados
Banco de Dados Te´cnica PCC (%) TE (s) QI Valores p
x¯ s x¯ s x¯ s
cancer
agrbf 95,7 1,4 11,7 2,4 63,7 12,1
(0,65; 10−7; 0,00)
agrbf mod 95,5 1,5 3,2 0,5 52,1 8,2
Continua...
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Continuac¸a˜o...
Banco de Dados Te´cnica PCC (%) TE (s) QI Valores p
x¯ s x¯ s x¯ s
cmc
agrbf 37,1 7,5 12,5 1,6 60 4,9
(0,19; 10−3; 10−5)
agrbf mod 39,6 7,4 15,1 2,3 51,5 7,7
careval
agrbf 70,9 1,9 13,6 3 63,3 11,8
(0,04; 10−7; 0,02)
agrbf mod 72,9 3,2 30,6 8,1 76,1 12,2
hepatitis
agrbf 78,9 7,7 4,1 0,3 32 0
(0,78; 10−7; 0,00)
agrbf mod 79,7 4,9 1,5 0,2 33 2
iris
agrbf 70,8 25,3 10,6 2,7 75,7 19,3
(0,29; 10−3; 0,27)
agrbf mod 79,7 22,9 15,7 3,9 69,3 17,3
pageblocks
agrbf 89,9 1,1 14,8 1,7 81,9 6,7
(0,45; 10−7; 0,03)
agrbf mod 90,3 0,8 76,4 10,5 89,2 11,6
Para cancer, na˜o houve diferenc¸a entre as me´dias de PCC, pois p = 0,65. Entretanto,
para as outras duas varia´veis de interesse, e´ possı´vel afirmar que, ao nı´vel de 5% de signi-
ficaˆncia, houve diferenc¸a entre agrbf e agrbf mod, sendo que este apresentou menor tempo
de execuc¸a˜o e menor quantidade de iterac¸o˜es nesse banco de dados.
No caso de cmc, o PCC me´dio ficou abaixo dos 60% para ambos agrbf e agrbf mod, na˜o
havendo diferenc¸a entre as me´dias do PCC. O TE me´dio foi menor em agrbf e a me´dia de QI
foi menor para agrbf mod.
Para o banco de dados careval, embora agrbf mod tenha apresentado ambos TE e QI
maiores (piores) do que agrbf, apresentou um PCC me´dio superior a` implementac¸a˜o tradicional
do treinamento de uma RBFNN via AG, considerando-se o nı´vel de significaˆncia.
Em hepatitis, na˜o houve diferenc¸a significativa para a varia´vel PCC me´dio, pois p = 0,78,
mas, no que diz respeito ao TE me´dio e QI me´dio, ambos apresentaram diferenc¸a significativa,
p= 10−7 e p= 0,00, sendo o menor TE me´dio obtido com agrbf mod e o menor QI me´dio com
agrbf. Uma observac¸a˜o a se fazer e´ a de que o desvio-padra˜o de QI para agrbf, considerando-
se as 40 rodadas do experimento, foi zero.
Para iris, na˜o houve diferenc¸a para o PCC me´dio nem QI me´dio de agrbf e agrbf mod,
tendo em vista os valores p. Entretanto, para o TE me´dio, a te´cnica agrbf apresentou a menor
me´dia, considerando a significaˆncia do teste.
Finalmente, para pageblocks, houve diferenc¸a estatisticamente significativa apenas no TE
me´dio, sendo que agrbf apresentou um valor que pode ser considerado ate´ mesmo visual-
mente menor do que agrbf mod, e o teste estatı´stico ratifica essa primeira impressa˜o visual.
5 CONSIDERAC¸O˜ES FINAIS
5.1 CONCLUSO˜ES
Nesta pesquisa, foram testadas seis abordagens para o problema da classificac¸a˜o de
padro˜es. Uma abordagem estatı´stica, representada pela Func¸a˜o Discriminante Linear de
Fisher e cinco abordagens via RBFNN, que se distinguem pelo me´todo de ca´lculo da matriz
de pesos da camada intermedia´ria, das quais cinco ja´ existiam na literatura, aqui denomi-
nadas: pinv, que e´ a tradicionalmente utilizada, psogbest e psolbest baseadas no algoritmo
PSO, agrbf e agrbf mod, ambas baseadas em AG, sendo que esta u´ltima foi a proposta nesse
trabalho.
Para avaliar as te´cnicas elencadas anteriormente, foram utilizados seis bancos de da-
dos do reposito´rio de dados para aprendizado de ma´quina da UCI Machine Learning Dataset
(Banco de dados para Aprendizado de Ma´quina da UCI) Frank e Asuncion (2010).
Treinar uma RBFNN consiste basicamente em definir: o posicionamento dos centros dos
neuroˆnios, o grau de abertura do raio das func¸o˜es gaussianas de ativac¸a˜o e a matriz de pesos
entre a camada escondida e a camada de saı´da. Ainda um paraˆmetro que e´ obtido empirica-
mente, mas na˜o e´ menos importante, e´ a quantidade de neuroˆnios na camada escondida.
A aplicac¸a˜o da Ana´lise de Variaˆncia Multivariada (MANOVA) foi relevante para a pesquisa,
pois garantiu a possibilidade da realizac¸a˜o da classificac¸a˜o de padro˜es nos bancos de da-
dos considerados. E´ uma “garantia” estatı´stica de as me´dias dos grupos eram diferentes e,
consequentemente, os grupos eram separa´veis.
Analisando a melhor configurac¸a˜o isoladamente, faz-se necessa´rio elencar:
• cancer: todas as te´cnicas testadas apresentaram percentuais de classificac¸a˜o acima
de 95% e coeficientes kappa iguais a 0,95, significando que a qualidade do poder de
classificac¸a˜o apresentado pelas te´cnicas e´ estatisticamente consistente. Mais especifi-
camente no caso das duas implementac¸o˜es do treinamento da RBFNN via AG, o per-
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centual de classificac¸a˜o foi de 100%, o que pode ser considerado um o´timo global nessa
tarefa, sendo possı´vel ainda que haja outros o´timos globais;
• cmc: apesar de todas as te´cnicas aplicadas em cmc terem apresentado valores de
kappa acima de 0,95 em todos os casos, o percentual de classificac¸o˜es corretas na˜o
excedeu 60% em nenhum caso, sendo o maior deles na implementac¸a˜o do treinamento
de uma RBFNN via PSO com o algoritmo lbest, que alcanc¸ou 54% de classificac¸o˜es
corretas;
• careval: todas as te´cnicas testadas apresentaram percentuais de classificac¸a˜o acima
de 70% e coeficientes kappa acima de 0,9, significando que a qualidade do poder de
classificac¸a˜o apresentado pelas te´cnicas e´ estatisticamente consistente, apesar do PCC
na˜o ter ultrapassado os 80% em nenhum caso;
• hepatitis: todas as te´cnicas testadas, exceto fisher, apresentaram percentuais de classi-
ficac¸a˜o acima de 90% e coeficientes kappa pro´ximos a 0,9, significando que a qualidade
do poder de classificac¸a˜o apresentado pelas te´cnicas e´ estatisticamente consistente;
• iris: todas as te´cnicas testadas apresentaram percentuais de classificac¸a˜o acima de
90% e coeficientes kappa abaixo de 0,2, significando que a qualidade do poder de
classificac¸a˜o apresentado pelas te´cnicas e´ estatisticamente inconsistente. Um fato noto´-
rio, uma vez que em treˆs casos houve um acerto de 100% na classificac¸a˜o dos padro˜es;
• pageblocks: todas as te´cnicas testadas apresentaram percentuais de classificac¸a˜o
acima de 90% e coeficientes kappa iguais a 0,98, significando que a qualidade do poder
de classificac¸a˜o apresentado pelas te´cnicas e´ estatisticamente consistente, apesar do
PCC na˜o ter ultrapassado os 80% em nenhum caso.
Com base nessas evideˆncias, e´ possı´vel concluir que, no que diz respeito a` ana´lise da
melhor configurac¸a˜o isolada encontrada, com excec¸a˜o do banco de dados cmc, em todos os
outro cinco bancos de dados testados houve percentuais de classificac¸a˜o corretas dentro do
que e´ considerado satisfato´rio pela literatura com todas as te´cnicas. Contudo, no banco de
dados iris os valores de kappa apresentados na˜o foram satisfato´rios e, por esse motivo, faz-se
necessa´ria uma investigac¸a˜o do motivo da ocorreˆncia desse fenoˆmeno.
No que concerne a` comparac¸a˜o entre agrbf e agrbf mod, e´ preciso mencionar que:
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• cancer: na˜o houve diferenc¸a estatisticamente significativa na me´dia do PCC, pore´m o
TE me´dio e o QI me´dio de agrbf mod foram menores do que o de agrbf ;
• cmc: na˜o houve diferenc¸a estatisticamente significativa na me´dia do PCC, que foi baixo
com ambas as te´cnicas, pore´m o TE me´dio de agrbf foi menor do que o apresentado
por agrbf mod e o QI me´dio de agrbf mod foi menor do que o de agrbf ;
• careval: houve diferenc¸a estatisticamente significativa na me´dia do PCC, sendo que a
me´dia apresentada por agrbf mod foi maior do que a de agrbf ;
• hepatitis: na˜o houve diferenc¸a estatisticamente significativa na me´dia do PCC, pore´m o
TE me´dio de agrbf mod foi menor do que o de agrbf ;
• iris: na˜o houve diferenc¸a estatisticamente significativa na me´dia do PCC, pore´m o
TE me´dio de agrbf foi menor do que o apresentado por agrbf mod e o QI me´dio de
agrbf mod foi menor do que o de agrbf ;
• pageblocks: na˜o houve diferenc¸a estatisticamente significativa na me´dia do PCC, pore´m
o TE me´dio e o QI me´dio de agrbf foram menores do que o de agrbf mod.
Com base nessas evideˆncias, e´ possı´vel concluir que a adaptac¸a˜o proposta foi capaz de
gerar me´dias do PCC estatisticamente equivalentes ou maiores em relac¸a˜o ao treinamento de
uma RBFNN via AG tradicional em todos os conjuntos testados.
A hipo´tese de que a proposta poderia fazer com que a quantidade de iterac¸o˜es fosse me-
nor no treinamento de uma RBFNN via AG ocorreu em metade dos bancos de dados testados,
entretanto, ainda na˜o e´ possı´vel afirmar que essa reduc¸a˜o va´ ocorrer na maioria dos casos
nem que essa reduc¸a˜o esteja atrelada a` reduc¸a˜o no tempo de execuc¸a˜o do algoritmo.
Estas duas ana´lises, em conjunto, configuram uma evideˆncia empı´rica de que o treina-
mento de uma RBFNN utilizando como mecanismo de ca´lculo da matriz de pesos uma Meta-
heurı´stica de busca baseada em populac¸a˜o (PSO e AG) sa˜o uma alternativa via´vel para a
classificac¸a˜o de padro˜es e, tambe´m, a adaptac¸a˜o proposta, por ter se mostrado capaz de
gerar resultados ta˜o satisfato´rios quanto as configurac¸o˜es ja´ existentes, e´ uma alternativa con-
sidera´vel.
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5.2 SUGESTO˜ES PARA TRABALHOS FUTUROS
A seguir sa˜o apresentadas algumas sugesto˜es para trabalhos futuros que complementa-
riam as ideias expostas nessa pesquisa ou que podem vir a melhorar os resultados obtidos
pelas te´cnicas apresentadas:
• aplicar outras variantes dos AG no treinamento das RBFNN, levando em considera-
c¸a˜o melhorias realizadas na selec¸a˜o para a reproduc¸a˜o, selec¸a˜o da nova populac¸a˜o
ou novos operadores;
• aplicar outras variantes do algoritmo PSO no treinamento das RBFNN, levando em
considerac¸a˜o melhorias na atualizac¸a˜o da velocidade e a criac¸a˜o de grupos de partı´culas;
• implementar o ca´lculo da matriz de pesos de uma RBFNN via evoluc¸a˜o diferencial, a fim
de avaliar o desempenho dessa te´cnica para esta tarefa;
• criar outras metodologias hı´bridas, como a combinac¸a˜o de preditores a fim de avaliar
seus desempenhos nos bancos de dados utilizados nessa pesquisa e em outros bancos
de dados.
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