Simulation studies have indicated that standard error formulae for estimates calculated from capture-recapture data are not reliable in practice, particularly when it comes to using them for deriving confidence limits for true population parameter values. It is therefore worth investigating alternative ways for obtaining confidence limits. One possibility is Tukey's jackknife method and in this note an experiment is described where this involved using the jackknife in conjunction with Jolly's equations for analysing capture-recapture data. It appears that a modified version of the jackknife is capable of producing valid confidence intervals and should therefore be of some value to ecologists.
INTRODUCTION
If a series of samples are taken from an animal population over a period of time, with captured animals being marked and released, then a record can be kept of the captures and recaptures of all the individuals that are captured at least once. This capture-recapture data can then be used to estimate various parameters of the sampled population. A number of methods are available for the calculation of the estimates and in many cases formulae are available for standard errors. Unfortunately, however, simulation studies have indicated that the standard error formulae are not a great deal of use in practice and, in particular, these formulae cannot be relied upon for the production of valid confidence intervals for true population parameter values (Manly, 1971 ; R o f f, 1973).
In view of the doubtful value of conventional methods for calculating standard errors it was decided to investigate the use of Tukey's (1958) jackknife technique with capture-recapture data. When Tukey proposed this technique he conjectured that it would be useful for establishing approximate confidence intervals for a wide range of situations and since 1958 this has been confirmed by numerous theoretical and numerical studies (Gray & Shucany, 1972; Miller, 1974; Bissell& Ferguson, 1975) . The results discussed in the present note suggest that the usefulness of the jackknife extends to capture-recapture data.
Eventually it is intended to study the use of the jackknife in conjunction with a number of methods for analysing capture-recapture data. This note reports the results of a first experiment in this direction, involving using the jackknife together with Jolly's (1965) equations for estimation.
THE JACKKNIFE
The jackknife involves dividing sample data into n comparable sized subsamples, at random if necessary. The first subsample is then removed and an unknown parameter of interest, O say, is estimated using A the remaining data. This provides the first »partial estimate«, The first subsample is then replaced, the second subsample is removed, and 
Tukey showed that this jackknife estimator will often have less bias where k is the appropriate percentage point of the t distribution. A generalization of Tukey's jackknife that is discussed by G r a y & Schucany (1972) involves allowing the R value of equation (1) to be any positive value and they showed that the statistic
can be expected to approximately follow a t distribution with n-1 degrees of freedom providing that certain fairly general conditions are met (Gray & Schucany, 1972 , p. 154). In particular they investigated the use of an R value of the form (n-l) p / n p , where p is positive, and showed that this will remove bias of order n" p from the estimator For the experiment described in this note three forms of the jackknife were used. These were Tukey's jackknife (equation (4) The n subsamples needed for jackknife estimation can therefore be obtained by assigning each capture or recapture to one of the subsamples using a random process that gives each subsample the same chance of being chosen. Random numbers are convenient for this purpose. Then any one of the subsamples could have occurred by sampling the animal population with 1/nth of the sampling intensity that was actually used.
THE EXPERIMENT
A 3X2X2X2X5 factorial design was used for the simulation experiment on the application of the jackknife. The five factors involved were as follows:
N: Population size at three levels (approximately 50, 200 and 1000 animals«).
S: Daily survival probability at two levels (0.5 and 0.9). P: Sampling intensity at two levels (low and high, as discussed below). G: Two populations were generated for five »days« each, for each combination of the factor levels N, S and P.
R: Each population was independently samples five times where each sampling involved taking one sample per »day« for the five »days« that the population was generated. Thus 120 sets of capture-recapture data were obtained with each set covering a five »day« period. Details of the methods of simulation will be found elsewhere (Manly, 1970 (Manly, , 1971 ). High and low sampling intensities were achieved by varying the probability of capturing »animals« in samples. It was necessary to treat the three population sizes differently in this respect and the probabilities of capture shown in the following table were applied. Each set of capture-recapture data was used to estimate the population size on day 3 (N 3 ), the proportion of animals surviving from day 2 to day 3 ($ 2 ), the number of animals entering the population during day 2 (B 2 ), and also log(N s ) and log(0 2 ). Jolly's (1965) equations with the bias corrections suggested by Seber (1973, p. 204) were the basis for estimation. The logarithmic transformations of N 3 and $> 2 were tried because pilot simulations indicated that these transformations would be useful for jackknife estimates. Since estimates of B 2 were sometimes negative the logarithmic transformation could not be used with this parameter.
Jackknife estimates were calculated using R values of (n-l)/n, (n-l) 2 /n 2 , and 0. In all cases 30 subsamples were used. The estimates were converted to H values using equation (8) since the usefulness of jackknifing in dependent upon the distribution of these H values. In the next section of this note Hj will denote the H value for the jackknife with R=(n-l)/n {i.e. T u k e y's jackknife), H 2 will denote the H value for the jackknife with i? = (n-l) 2 /n 2 , and H 0 will denote the H value for the jackknife with R -0 (where the jackknife estimate is the conventional estimate).
The jackknife method failed completed for two of the 120 data sets because the Z values for Jolly's (1965) equations were zero. However it seems fair to regard this as primarily a failure of Jolly's equations since when this occurs the estimate of population size is simply the number of animals captured. At any rate the two data sets involved were not included for the analysis of results as described in the next section.
RESULTS
Analysis of Variance (ANOVA) was used to analyse the distributions that were obtained for H values and a summary of result is shown in Table 1 . With 30 subsamples standard jackknife theory suggests that the H values might approximately follow standard normal distributions but this is clearly not true since all of the variances are much smaller than unity and many of the means are significantly different from zero. This is disappointing but the situation is not as bad as it might have been since the ANOVA's do at least indicate that the means of the H-values are on the whole not strongly affected by the factors that were examined in the experiment. Furthermore, ANOVA's on the logarithms of variance estimates provide no evidence to suggest that variances are not constant for all combinations of factor levels. It therefore does at least appear that the distributions of the H values are stable.
It is interesting to note that the Hj values have rather larger variances than the H 2 values which in turn have somewhat larger variances than the H 0 values. Presumably the random choice of subsamples is responsible for this phenomena since it introduces a source of variation which does not affect H 0 and affects Hj more than H 2 .
The variances of less than unity for the H values can be explained by a negative correlation between pseudo-values (Gray & Schucany, 1972, p. 165) and .corrections can be made to the jackknife procedures to take it into account. Thus Table 1 suggests that confidence limits for population sizes can best be obtained by assuming that the H 2 values for estimates of the logarithm of the size follow a normal distribution with mean zero and standard deviation 0.6 and on this basis the confidence limits can be used where G 2 (log N) is the jackknife estimate with R = (n -l) 2 /n 2 and k is the appropriate percentage point for the standard normal distribution. These confidence limits for log N can obviously be »uncoded« to give limits for the population size N. Clearly these limits will be realistic providing that H 2 /0.6 approximately follows a standard normal distribution and the results of the sampling experiment suggest that this is the case, as shown by Figure 1 . Table 1 also suggests that confidence limits for log & {and hence <£) are best based upon the assumption that the H 2 values for log <E> are normally distributed with mean zero and standard deviation 0.6. These confidence limits will be of the form A G 2 <log <?) ± 0.6 k Sj/Vn (10) and they will be realistic providing that H 2 /0.6 follows a standard normal distribution. Figure 2 shows that the experimental results support this conclusion.
Unfortunately all of the H values for B 2 estimates have means significantly different from zero. However confidence limits can be calculated to take this into account. Thus if it is assumed that H 0 is normally distributed with mean -0.1 and standard deviation 0.52 then confidence limits for a true number of births will be of the form In practice there will be little error involved in ignoring the non-zero mean of H 0 and simply using the limits instead. Figure 3 shows the observed distribution of values of H n /0.52 for the experimental estimates of B 2 and there is a clear indication of the slightly negative mean.
CONCLUSIONS
The reasonableness of the confidence limits given by equation (9) to (12) is confirmed by examining the results obtained from a large number of simulations that were carried out before the sampling experiment that has been described in this note was designed. They should be superior to confidence limits calculated using Jolly's (1965) variance formulae. There are however two reservations that need to be born in mind when using the jackknife. Firstly, it cannot be relied upon when Jolly's equations produce trivial estimates from a full set of capture-recapture data because one or more of the Z u Rj and m* values are zero (Jolly, 1965, equations (22) and (23). Secondly, there is the question of the validity of extrapolating the experimental results to populations of more than 1000 animals. Finally, it is perhaps worth noting that the conclusions from the sampling experiment only strictly apply when 30 subsamples are used for jackknife estimation. However some simulations that will not be reported in detail suggest that the number of subsamples used does not make a great deal of difference to the properties of jackknife estimators providing that there are more than about 20.
