In this paper, we address the inverse problem, or the statistical machine learning problem, in Markov random fields with a non-parametric pair-wise energy function with continuous variables. The inverse problem is formulated by maximum likelihood estimation. The exact treatment of maximum likelihood estimation is intractable because of two problems: (1) it includes the evaluation of the partition function and (2) it is formulated in the form of functional optimization. We avoid Problem (1) by using Bethe approximation. Bethe approximation is an approximation technique equivalent to the loopy belief propagation. Problem (2) can be solved by using orthonormal function expansion. Orthonormal function expansion can reduce a functional optimization problem to a function optimization problem. Our method can provide an analytic form of the solution of the inverse problem within the framework of Bethe approximation.
I. INTRODUCTION
Boltzmann machine learning, which is known as the inverse Ising problem in statistical mechanics, is one of the important problems in the statistical machine learning field and has a long history. Suppose that we have sample points, i.e., data points, stochastically generated from an unknown distribution (referred to as a generative model). The task of statistical machine learning is to specify the unknown distribution using only the sample points. In standard Boltzmann machine learning, we assume that the generative model that generates data points is an Ising model, and prepare an Ising model (referred to as the learning model) with controllable parameters, e.g., external fields and exchange interactions. The Boltzmann machine learning is achieved by optimizing the values of the controllable parameters in the learning model through maximum likelihood estimation.
Unfortunately, we cannot perform Boltzmann machine learning exactly because of the computational cost. Therefore, many approximations for Boltzmann machine learning have been proposed. In particular, approximations based on mean-field methods have been developed in the field of statistical mechanics [1] : mean-field approximation [2] , Bethe approximation [3] [4] [5] [6] [7] [8] [9] [10] , Plefka expansion [11, 12] , and so on. In many of these methods, we can obtain the solution to the maximum likelihood estimation analytically. However, they are applicable to only an Ising-type learning model, that is, the variables in the model are binary and the energy function of the model is a quadratic form of the variables.
We proposed a method for a more general situation that uses Bethe approximation and orthonormal function expansion [13] . Using the method, we can solve the inverse problem with general pair-wise Markov random fields and obtain the solution analytically. However, this method cannot be applied to Markov random fields with continuous variables.
In this paper, we propose a method for solving the inverse problem in general pair-wise Markov random fields with continuous variables, which is an extension of our previous method [13] . The proposed method can give us the analytical solution of the inverse problem. This is the main contribution of this paper. In this paper, we refer to a pair-wise Markov random field with continuous variables as a continuous Markov random field (CMRF).
The remainder of this paper is organized as follows. In Sec. II, we explain loopy belief propagation (LBP) in a CMRF. LBP is equivalent to Bethe approximation [14, 15] . We formulate the inverse problem in a CMRF in Sec. III, as well as its Bethe approximation. Our method is shown in Sec. IV. In this section, we derive the solution to the inverse problem using the Bethe approximation shown in Sec. III. Since the solution is obtained in the form of infinite series, it cannot be implemented as it is. We describe a means of implementing our method and show the results of numerical experiments in Sec. V. We conclude the paper with some remarks in Sec. VI.
II. FORMALISM OF LOOPY BELIEF PROPAGATION IN CONTINUOUS MARKOV RANDOM FIELD
Consider an undirected graph G(V, E), where V = {1, 2, . . . , n} is the set of nodes and E is the set of undirected links. We denote the link between nodes i and j by {i, j}. Because the links have no direction, {i, j} and {j, i} indicate the same link. On the undirected graph, we define the non-parametrized pair-wise energy function
w {i,j} (x {i,j} ), (1) where θ i (x i ) is the energy on node i, w {i,j} (x {i,j} ) is the energy on link {i, j}, and x {i,j} = x {j,i} = {x i , x j }. We regard w {i,j} (x {i,j} ) as the same function as w {j,i} (x {i,j} ). With the energy function, we define the CMRF as
where x = {x i ∈ X | i ∈ V } represents the continuous random variables over the continuous space X , and Z is the partition function defined as
where X n f (x)dx denotes the multiple integration over whole variables, X · · · X f (x)dx 1 · · · dx n , and X denotes the integral over X . θ i (x i ) and w {i,j} (x {i,j} ) are arbitrary functions of the assigned variables. Given the CMRF, it is difficult to evaluate its marginal distributions because of the existence of intractable multiple integration. LBP is one of the most effective methods for approximately evaluating marginal distributions and is the same as Bethe approximation in statistical mechanics. LBP can be obtained from the minimum condition of the variational Bethe free energy of the CMRF in Eq. (2) . We denote the marginal distribution over x i by b i (x i ) and that over x i and x j , which are neighboring pair of nodes, by ξ {i,j} (x {i,j} ). These marginal distributions are sometimes called beliefs in the context of LBP. We regard ξ {j,i} (x {i,j} ) as the same belief as ξ {i,j} (x {i,j} ). In the context of the cluster variation method [14, 16] , the variational Bethe free energy of the CMRF is expressed as
where ∂ i = {j | {i, j} ∈ E} is the set of nodes connected to node i. The variational Bethe free energy is regarded as the functional with respect to b = {b i (x i ) | i ∈ V } and ξ = {ξ {i,j} (x {i,j} ) | {i, j} ∈ E}. The beliefs, that minimize the variational Bethe free energy, are regarded as the Bethe approximation of the corresponding marginal distributions. From the extremal condition of the variational Bethe free energy under the normalizing constraints,
and the marginalizing constraints,
we obtain the message-passing equation (MPE)
where the constant Z i→j is frequently set to
to normalize the messages. The distribution π i\j (x i ) is defined as
The quantity m i→j (x j ) is the normalized message (or the effective field) from node i to node j, which is nonnegative and originates from the Lagrange multipliers appearing in the conditional minimization of the variational Bethe free energy. The two different messages, m i→j (x j ) and m j→i (x i ), are defined on link {i, j}. The beliefs (the approximate marginal distributions) are computed from the messages as
In principle, by solving the MPE in Eq. (7), we can compute the one-and two-variable marginal distributions using Eqs. (10) and (11) . However, finding the functional forms of the messages is not straightforward, because the messages are continuous functions over X , and therefore, the MPE we have to solve is an integral equation. Some methods that are based mainly on a stochastic method have been developed for approximately solving the MPE [17] [18] [19] .
III. INVERSE PROBLEM IN CONTINUOUS MARKOV RANDOM FIELD
In this section, we consider the inverse problem, in other words, the machine learning problem, for the CMRF in Eq. (2). The inverse problem for the CMRF can be solved by maximum likelihood estimation. Given
. . , N }, we define the log-likelihood functional as
where θ and w are the set of functions θ i (x i ) and w {i,j} (x {i,j} ) respectively in the exponent in Eq. (2). The goal of the maximum likelihood estimation is to find the functions θ and w that maximize the log-likelihood functional. Eq. (12) can be rewritten as
However, the maximization problem of the log-likelihood functional is intractable because of the existence of the partition function.
To avoid evaluating the intractable partition function, we approximate the log-likelihood functional using LBP, i.e., Bethe approximation. The Bethe approximation of the log-likelihood functional in Eq. (13) can be expressed by using the variational Bethe free energy shown in Eq. (3) as
We refer to this as the Bethe log-likelihood functional.
The main purpose of this study was to maximize the Bethe log-likelihood functional with respect to the functions θ and w. The solution obtained by maximizing Eq. (14), of course coincides to that obtained by the true maximum likelihood estimation when the CMRF has a tree structure, because Bethe approximation is exact in tree systems. However, the maximization of the Bethe log-likelihood functional is not straightforward for the following reasons. The variations of the functional with respect to θ and w are
where b i (x i ) and ξ {i,j} (x {i,j} ) are the beliefs minimizing the variational Bethe free energy, in other words, the solution to the LBP presented in the previous section. This variation means that we have to find θ and w that satisfy the relations
for any test functions f (x i ) and g(x i , x j ). Thus, if we could obtain the solution of the LBP, by using a method that has already proposed [17] [18] [19] , the solution to the maximization of the Bethe log-likelihood functional is not immediately obtained.
IV. PROPOSED METHOD
In this section, we propose a method to solve the maximization problem of the Bethe log-likelihood function in Eq. (14) in terms of orthonormal function expansion. Via orthonormal function expansion, we can reduce the functional maximization problem in the previous section to a tractable function maximization problem. The basic idea of our method is similar to that presented in our previous paper [13] .
A. Orthonormal Function System
Before deriving our method, we introduce an orthonormal function system {φ s (x) | s = 0, 1, 2, . . .} over X satisfying
where δ s,t is the Kronecker delta function. By using the orthonormal function system, function f (x) over X is expanded as
where the expanding coefficients are given by
The orthonormal function expansion in Eq. (18) plays an important role in our method. In the following, we assume that X is the finite space, X = [α, β], and that φ 0 (x) is constant over X , i.e.,
From Eqs. (17) and (20), we have
Examples of this orthonormal function are described in Appendix A. We use Eqs. (17), (20) , and (21) frequently throughout the paper. The orthonormal function expansion introduced in this section plays a central role in our proposed method described in the following. However, a similar idea can be useful for solving the LBP in Sec. II. Indeed, a method for solving the LBP was proposed by using orthonormal function expansion [19] .
B. Variational Bethe Free Energy with Orthonormal Function Expansion
First, we rewrite the CMRF in Eq. (2) by expanding θ and w. By using the orthonormal function expansion in Eq. (18), the functions θ and w can be expanded as follows.
where, from Eq. (19), the expanding coefficients are
It is noteworthy that, from the symmetric property of
{j,i} is satisfied. In Eqs. (22) and (23)
where
The constant C 0 in Eq. (26) originates from the constants in Eqs. (22) and (23). Therefore, using the new energy function, the CMRF in Eq. (2) can be rewritten as
This rewriting makes the CMRF the parametric model,
{i,j} | {i, j} ∈ E, s ≥ 1, t ≥ 1}. In Eq. (28), the constant in Eq. (26) is neglected, because it is irrelevant to the distribution. Now, we introduce the orthonormal function expansions of the beliefs in the variational Bethe free energy, as follows.
From Eq. (19), the expanding coefficients are
The beliefs must satisfy the normalizing constraints in Eq. (4) and the marginalizing constraints in Eqs. (5) and (6) . From Eqs. (4), (20), (31), and (32), we have
From Eqs. (5), (6), (20), (31), and (32), we obtain
From the above equations, the beliefs in Eqs. (29) and (30) can be expressed as
where c = {c
From Eqs. (27), (33), and (34), in the same way as in Eq. (3), we formulate the variational Bethe free energy for the CMRF in Eq. (28) as
For specific θ and w, this variational Bethe free energy is not the functional, but the function of c and d. The variational Bethe free energy in Eq. (35) coincides with that in Eq. (3), except for the irrelevant constant neglected in Eq. (28), i.e.,
As mentioned above, the beliefs in Eqs. (33) and (34) satisfy the normalization constraints and the marginal constraints for any c and d, so that we can minimize F (c, d) with no constraint. At the minimum point of F (c, d), c and d satisfy
Eqs. {i,j} , respectively. In the derivation of these equations, we used Eq. (21).
C. Maximization of the Bethe Log-likelihood Function
By using the new energy function in Eqs. (27) and the variational Bethe free energy in Eq. (35), the Bethe log-likelihood functional in Eq. (14) is represented as
This is the function with respect to H and J and we refer to this function as the Bethe log-likelihood function. Thus, the functional optimization problem of the maximum likelihood estimation is reduced to the function optimization problem. The Bethe log-likelihood function is equivalent to the Bethe log-likelihood functional in Eq. (14), because, from Eqs. (26) and (36),
Therefore, the maximization of the the Bethe loglikelihood function with respect to H and J is equivalent to the maximization of the Bethe log-likelihood functional with respect to θ and w. At the maximum point of the Bethe log-likelihood function, we have equations for the expanding coefficients in Eqs. (33) and (34) aŝ
) is the sample average over data points D. Coefficientsĉ (40) and (41) into Eqs. (37) and (38), we can obtain the solution,Ĥ andĴ , to the maximization of the Bethe log-likelihood function in Eq. (39), and then, identify the energy function Ψ † (x |Ĥ,Ĵ ). It should be noted that the solution obtained by our method satisfies Eqs. (15) and (16), which is easily confirmed as follows. A test function f (x) is expanded as in Eq. (18) . Therefore, the left side of Eq. (15) 
On the other side, the right hand side of Eq. (15) is
where we use Eq. (33). From these equations and Eq. (40), the solution obtained by our method satisfying Eq. (15) is confirmed. Similarly, we can verify the equality in Eq. (16) . By using the method described above, within the framework of Bethe approximation we can identify the functional form of the energy function through the use of the given N data points, and then obtain the resulting CMRF asP
Unfortunately, one cannot computationally treat the infinite series in Eqs. (37) and (38). Thus, in practice, we truncate the infinite series and approximate them by a finite series obtained by the truncation. The details of this approximation are described in Sec. V A. The proposed method includes the integration procedures (cf. Eqs. (37) and (38)). The following rewriting allows us to identify the functional form of Ψ † (x |Ĥ,Ĵ ) without the integration procedures. We now consider the energy function defined by
This energy function satisfies the relation
where C 1 is the constant unrelated to x (see Appendix B). From the relation and Eq. (42), we obtain the CMRF determined by the Bethe approximation of the MLE aŝ
and obtain the energy function in the form of Eq. (43).
V. IMPLEMENTATION A. Approximation for Implementation
The beliefs,b i (x i ) andξ ij (x i , x j ), are expressed by an infinite series, as shown in Eqs. (33) and (34). Because an infinite series is not implementable, we approximate them by the truncation up to a finite order:
and
where the positive integer K controls the order of the approximation. In the limit of K → ∞,b
{i,j} (x {i,j} ) coincide withb i (x i ) andξ {i,j} (x {i,j} ), respectively. The approximate beliefs in Eqs. (46) and (47) are normalized for any K > 0.
Because of the above truncating approximation, the non-negativity of the beliefs may not be retained. Thus, to preserve the positivity of the beliefs, we have to make a further approximation to them. For a small positive value ε, we define distributions
and regard the cut-off distribution as the approximation ofb
In a similar manner, we approximateξ
By using Eqs. (48) and (49) instead ofb i (x i ) and ξ ij (x i , x j ), the CMRF in Eq. (45) is approximated bŷ
is the approximation of Eq. (43). Constant C 2 , which originates from the denominators of Eqs. (48) and (49), is negligible in Eq. (50). The procedure of our method is summarized as follows. First, given D we computeĉ andd in Eqs. (40) and (41). Then, usingĉ andd, we computeb If one wants to obtain coefficientsĤ andĴ, one can approximately obtain them by using Eqs. (37) and (38) together withb
B. Numerical Experiment
Let us consider CMRF P gen (x) ∝ exp(−Ψ gen (x)) on an undirected graph G(V, E) with n = 9, where the energy function is defined as
Suppose that the CMRF is the generative model lying behind the data points in our numerical experiments. We generate N data points, D, from the generative model by the Markov chain Monte Carlo method, and then solve the inverse problem by the method proposed in the previous section using D. In the following experiments, we supposed that the CMRF used in solving the inverse problem has the same graph structure as the generative CMRF and we used Eq. (A3) as the orthonormal function system in our method.
In the first experiment, we supposed that the generative CMRF is defined on a 1D chain graph. Because Bethe approximation gives exact solutions in systems with no loops, our method described in Sec. IV C provides the true solution to the maximum likelihood estimation for the true log-likelihood in Eq. (12) . Given D, we computedP K (x) in Eq. (50) for a certain K > 0 and ε = 0.0001 by following the procedure described in Sec. V A. Fig. 1 shows the log-likelihood defined bỹ
against various K. In the computation ofl K , we approximately evaluated the partition function inP K (x) by the Monte Carlo integration:
where y (m) is the m-th sampled point drawn from the unique distribution over X and M = 20000. Note that let P K (x (µ) ) be the unique distribution,P K (x (µ) ) = 1, when K = 0 in this experiment. The log-likelihood represents the fitness of the solution,P K (x), to D. A solution that gives a higher value ofl K fits the data set better.l K increases with the increase in the value of K, as shown in Fig. 1 . This is because a larger value of K increases the number of controllable parameters and increases the flexibility of the model. A more flexible model fits the data set better. In the plot in Fig. 1 and the following plots, since the error bars (the standard deviations) are too small to be visible, we do not show them. Is the solution with larger K always better? The answer is no in general. The important purpose of the inverse problem is to reconstruct the generative model using the given data set. It is known that an over-fit to the data set frequently degrades the quality of the reconstruction, because a finite size data set includes noise.
We measure the quality of the reconstruction, referred to as the generalization error, by the Kullback-Leibler divergence (KLD) defined as
The solution that gives a smaller value of K K constitutes a better reconstruction of the generative model. shows the KLD for various values of K. The KLDs are approximately evaluated by a certain Monte Carlo integration method. In the perspective of the generalization error, the optimal value of K is K = 2 when N = 1000 and K = 4 when N = 10000.
In practice, we cannot compute K K , because the generative model is unknown. The Akaike information criterion (AIC) is one of the most useful criteria of the generalization error [20] . The AIC is defined as
wherel K is the log-likelihood defined in Eq. (53) and
is the number of controllable parameters. In the context of the AIC, the model that minimizes the AIC is the best in the perspective of the generalization error. Fig. 3 shows the AIC for various K. We confirm that the AIC is minimized at K = 2 when N = 1000 and at K = 4 when N = 10000 and that these are consistent with the results in Fig. 2 .
In the next experiment, we supposed the generative CMRF, P gen (x), is defined on a 3 × 3 square grid graph, and performed the same numerical experiments as those described above. The log-likelihood, the KLD, and the AIC are shown in Figs. 4-6, respectively. We observe the results similar to those of the first experiment.
VI. CONCLUSION
In this paper, we proposed a method for the inverse problem in the CMRF with the non-parametrized pairwise energy function shown in Eq. (1) that uses LBP and orthonormal function expansion. As shown in Sec. IV C, our method can provide the analytic solution to the inverse problem in the form of an infinite series. Since one cannot treat the infinite series computationally, we proposed further approximations, the truncation approximation in Eqs. we observed that the optimal value of truncation order K could be found by the AIC. However, our method still has a strong limitation, that is, the sample space of the variables is a finite space, X = [α, β]. This limitation was required to impose the normalization constraints and the marginal constraints on the beliefs in Eqs. (29) and (30) for any c and d, and this property is quite important for our derivation. Thus, the extension to the case where X is an infinite space may require an approach different from that used in the current study. The extension of our method to such a case will be addressed in our future works. 
