The most well-known conventional speech enhancement algorithms introduce unwanted artifact noise and speech distortion to the enhanced signal. Reducing the effects of such issues require more robust linear and non-linear estimators. This paper proposes new optimum linear and non-linear Laplacian distribution-based estimators. The proposed estimators are derived based on a minimum mean squared error (MMSE) sense to minimize the distortion in different conditions of the underlying speech. Thus, artifact noise is reduced without compromising the noise reduction process. The analytical solutions of the Laplacian distribution-based estimators, linear bilateral Laplacian gain estimator (LBLG), and nonlinear bilateral Laplacian gain estimator (NBLG), are presented. The proposed estimators are implemented in three steps. First, the observation signal is decorrelated through a real transform domain to obtain its transform coefficients. Second, the proposed estimators are applied to estimate the clean speech signal from the noisy signal in the decorrelated domain. Finally, the inverse of the real transform is applied to obtain the original speech signal in the time domain. Two conditions in these estimators account for interference events between the speech signal and noise coefficients in the decorrelated domain. Moreover, a mathematical aspect of mean square error of LBLG is evaluated, which presents a significant improvement over other methods. Furthermore, a comprehensive description of the whole variations of the LBLG and NBLG gains characteristics is presented. A comparative evaluation is performed with effective quality metrics, segmental signal-to-noise ratio and perceptual evaluation of speech quality, to demonstrate the advantage and effectiveness of the proposed estimators. The performance of the proposed estimators outperformed other methods, which are the traditional MMSE approach, perceptually motivated Bayesian estimator, dual gain Wiener estimator, and dual MMSE estimator in terms of different objective measurements.
I. INTRODUCTION
Speech enhancement algorithm (SEA) is crucial in various application areas, where it enhances noisy signals that are degraded by additive noise to improve human perception [1] . Speech enhancement aims to improve intelligibility of speech, improve the quality of voice communication, solve the problem of noise pollution, and reduce listener fatigue. Speech enhancement mainly aims to restore clean speech signals from observed signals that are corrupted by several types of noises [2] , [3] . In different speech processing trends, the substantial issue of single-channel SEA is to estimate an original signal from its microphone observations [4] , [5] . Their importance is increased by their numerous real-life applications in hearing aids, speech recognition, speech coding [6] - [8] , and cochlear implants [9] . Many algorithms have been developed to enhance speech and improve the overall system performance [2] , [10] - [13] . In single-channel SEA, there is no independent knowledge source helps suppress noise from the observed speech signal [14] . In other words, speech and noise are in the same channel; therefore, noise estimation is performed during speech pauses [15] .
There are multiple types of SEA classification. Basic classification is based on processing domains which are time and transform domains [16] . In the time domain, operations are performed directly on the speech signal. Therefore, the information is observed and extracted from the waveform time samples without signal transformation [17] , [18] . On the other hand, the transform domain allows the viewing of signals in different domains and provides a massive shift of its powerful capability to analyze signal components [19] . Therefore, removing noise in the transform domain is easier than time domain [20] , [21] . This is according to the fact that the noise energy can be easily distinguished and removed from speech energy [20] . Different discrete transforms have been used in SEAs, such as discrete Fourier transform (DFT) [12] , [22] , wavelet transform [23] , discrete cosine transform (DCT) [20] , discrete Krawtchouk transform (DKT), and discrete Tchebichef transform (DTT) [24] . The other significant classification is the arrangement of SEAs into three main classes of algorithms [25] : spectral subtractive [11] , statistical model [12] , [22] , and subspace [3] , [26] . Each class can be implemented using specific transforms. Fig.1 demonstrates the common classes of SEAs based on the processing domain.
The most common transform used for SEA is the DFT [16] . For example, Ephraim and Malah utilized the major importance of the short-time spectral amplitude (STSA) of DFT of the speech signal to identify the estimated clean speech signal in the MMSE sense [12] .They extended their work with a log spectral amplitude estimator [27] through a perceptuallymotivated cost function to minimize the MSE. The modeling of speech and noise spectral coefficients in these works were statically independent Gaussian random variables. In [28] , an analytical solution in the DFT domain is performed by Martin for the MMSE-STSA estimator based on the assumption that the clean speech of DFT components has Gamma distribution, whereas the DFT components of noise have Laplacian or Gaussian distribution. Modeling noise by Laplacian distribution decreases unwanted fluctuations in the enhanced speech signal compared with Gaussian distribution. A recent statistical speech prior is presented in [6] , [22] , and [29] , where Laplacian distribution was used to present DFT coefficients. Chen and Loizou in [22] proposed an analytical solution of optimal magnitude spectrum estimation in the MMSE sense. Moreover, speech presence uncertainty was employed, and the results proved that the algorithm regenerates the clean signal with less residual noise. Furthermore, recent studies have used other transforms for speech enhancement, such as DCT [20] , [30] , DKT, DTT [24] , and wavelet transform [31] . These transforms are well-known by their high energy compaction ability and good spectral resolution, which achieve good and effective performance in the noise removal process [20] , [32] . For instance, DTT has a significant energy compaction attribute as DCT [33] . The real component of this transform is mathematically easy to calculate and perform because the phase components of the transform are determined by the sign of the transform coefficients. Therefore, the phase correction of the speech signal is not necessary and the consequences are less severe [20] , [34] . A new type of real transform-based SEA was used for the first time by Jassim et al. in [24] . This method involved removing noise from degraded signals through a multiplicative filter that uses DKT and DTT domains. For some conditions, DTT-based estimators yielded better results than some specific methods.
An innovative method termed as low-distortion speech enhancement in DCT domain has been proposed by Soon and Koh in [13] . This approach considered the two interference cases of speech and noise coefficients. A multiplicative dual gain Wiener (DGW) and subtractive filters were suggested. A linear estimation of the original signal was then obtained in the constructive and destructive events based on the MMSE sense. In [32] , Hasan and Hasan proposed the dual-MMSE (DMMSE), which is a non-linear estimator in the DCT domain based on the assumption of non-Gaussian prior. The same approach was performed as in [13] , but the key difference is based on the assumption that the joint density function of clean and noisy signals are non-Gaussian for the two states. However, the sum of these two probability density functions (PDFs) is Gaussian. Therefore, the resulted MMSE estimator is a parametric gain function. Both of the works in [13] and [32] were dependent on the assumption that speech and noise were modeled as Gaussian prior, which is infrequently used recently. These methods work best specifically for white noise.
The PDFs of speech signal spectrums and noise are assumed to be Gaussian in most of the mentioned studies and in [35] and [36] . It is noteworthy that if both PDFs of speech and noise are Gaussian in the real transform, the result spectral gain becomes Wiener filter gain, as proven by Chehrehsa and Moir [7] and Wolfe and Godsil [37] . Numerous recent techniques have adopted super-Gaussian functions to model speech and noise signals [22] , [28] , [38] . This is because the PDFs of super-Gaussian distributions have longer tails and spikier peaks, which make them more appropriate to represent a speech signal. Moreover, Gaussian assumption is asymptotically valid only when the duration frames size is longer than the span correlation of the signal under consideration [6] , [34] . This assumption may hold for noise components but not for speech components, which are typically estimated using relatively short (20-30 ms) duration windows [6] , [39] .Various recent SEAs have reinforced this theory and proven that the distribution components of the speech signal in decorrelated domains likely correspond to super-Gaussian prior [40] , [41] .
In general, Gamma and Laplacian PDFs are used to model speech signal coefficients, whereas noise is assumed to be Gaussian prior. The selection of speech PDF type depends on a comparison process between the histogram of the speech transform coefficients that is taken from a large database and the non-Gaussian distribution [28] . Various methods have used super-Gaussian in their work, such as in [6] , [22] , [28] , [34] , [42] , and [43] . Although SEA metrics were improved, computational complexity and speech quality has not reached the optimal point. Most of these algorithms utilize an attenuation filter in their signal estimation to reverse the additive process [13] . However, this fact is not true at all times because there are two cases of interference between the signal and noise, as suggested in [13] and [32] . That is, the addition of the two amplitude signals may be greater or less than the original speech signal given that the speech signal and noise exist in the same transform components. Therefore, an attenuation filter is appropriate in the case of increasing amplitude, whereas an amplifying filter is required for reducing amplitude [13] . Thus, the current study proposes a new and accurate low-distortion estimator that accounts for constructive and destructive events. The estimator is based on the advantages of Laplacian prior for modeling speech and noise signals in real transform to enhance the processed speech signal with less speech distortion and residual noise.
The structure of this paper is as follows: section II presents the basic algorithms and analytical solutions with the derivation of the proposed linear and non-linear estimators. Section III presents the characteristics of the new two estimators and a discussion about their properties. Section IVestablishes a substantial comparison with other algorithms to achieve the performance evaluation. Finally, Section V presents the conclusion.
II. BASIC ALGORITHMS OF THE PROPOSED ESTIMATORS
This study proposes new sets of linear and non-linear estimators, which can be applied to effectively extract clean signals from noisy signals. This section derives the analytical solution of the two proposed estimators, followed by an explanation of each estimator. Each estimator has two gains, and each gain deals with its own condition. Therefore, each estimator has bilateral gains: one for the constructive case and one for the destructive case.
A. PROPOSED MMSE ESTIMATORS
This paper proposes two types of MMSE estimators -linear and non-linear estimators-based on Laplacian distribution and as explained in the following subsections
1) PROPOSED LINEAR BILATERAL LAPLACIAN GAIN ESTIMATOR (LBLG)
The first type of the proposed estimator obtains the enhanced signal by mathematically optimizing the dissolvable MSE. It has two linear gain functions: one for the constructive event to attenuate noisy signals and the other for the destructive event to amplify noisy signals. The definition of the two events is explained in detail. Moreover, the derivation steps for each gain function are explained as follows.
For the additive model of noise, x(n) and d(n) are the discrete-time speech signal and the additive noise signal, respectively. The noisy speech signal is expressed as y(n), such that
y(n) is then transformed into the transform domain by applying DCT. X l (k), Y l (k), and D l (k) are the transform coefficients that represent speech signal, noisy speech, and noise, respectively. Thus, (1) can be written as
where k represents the frequency bin index, and l represents the frame index number. The linear relation that combines the noisy signal and the estimated signal is signified asX
where G l (k) is the multiplicative filter gain for the kth frequency index, andX l (k) is the estimated speech signal.
The objective is to obtain an optimal estimator coefficient of G l (k) that minimizes the MSE between the estimated speech signalX l (k) and original signal X l (k). The MSE expression is given below.
Where E[.] is defined as the expectation operator. The MSE is linear, as mentioned in (3). The wellknown expression of the linear MSE equation is as follows [32] 
By differentiating and minimizing (5) with respect to the gain function then equating to zero, the general gain formula is obtained.
By assuming that the random variables X l (k) and D l (k) are independent and have zero mean for Gaussian modeling, the
Thus, the estimation of the original speech signal is as follows [13] , [32] 
which is the well-known Wiener filter equation. ξ l (k) is the a prior signal-to-noise ratio (SNR) [44] , which is given by
where λ X ,l (k) represents the variance of the speech signal and λ N ,l (k) is the variance of the noise. In the LBLG estimator, Laplacian prior is used as a new model for speech and noise signals. Two types of gain functions are derived to obtain the possibilities of the twocondition occurrence, one for the constructive event and the other for the destructive event. The speech components distribution are assumed to be Laplacian prior as defined below [22] 
where b x is the Laplacian speech factor (a scalar parameter). Likewise, noise assumption model based on Laplacian prior is
It must be mentioned that both speech and noise signals are independent and have zero mean. Moreover, the term E[X l (k)D l (k)] of the two events for the proposed estimator does not equal zero (see appendix A). However, it has two values for each mutually exclusive event. The definition formula of these two events is as follows.
where
For convenience, the symbol (k)is written as a subscript, and the symbol l is omitted because the work is on the up-todate frame.
By solving (6) for the two conditions in (11) and (12), the mathematical formulas of the linear gain multiplicative estimators are expressed as
Where G L+ and G L− are the LBLG estimator gains for constructive and destructive interferences, respectively. In addition to these two types of gains, determining the parameter that controls the event probability of each condition is needed [32] . This polarity estimator parameter is denoted by f k and is calculated from the sign estimator algorithm [13] . Therefore, the final mathematical formula of the LBLG estimator isX
2) PROPOSED NON-LINEAR BILATERAL LAPLACIAN GAIN (NBLG) ESTIMATOR
The models of the speech and noise signals in this estimator are assumed to be Laplacian distribution based on the nonlinear MMSE sense. The basic principle is to find a non-linear estimation of the interest factors (clean signal coefficients) based on a given set of parameters (noisy signal coefficients). A linear relationship in LBLG is between the estimated signal and the noisy signal. However, the NBLG estimator needs information about the speech and noise coefficients distribution [39] . The notion of the mathematical derivation of the NBLG estimator follows the procedure in [32] to obtain the estimated speech signalX k as follows.
As mentioned before, there are two state of events E + and E − . Therefore, the generalized form of the NBLG estimator is calculated based on these events as [X k |Y k , E + ] and [X k |Y k , E − ], respectively. After that, the final estimated signal formula is as follows [45] :
The random process Y k consists of a pair of mutually exclusive conditions [32] . Therefore, the mathematical formulas of VOLUME 5, 2017 the constructive interference are
and for destructive interference are
where x k and y k are the instance samples of the random processes X k and Y k . The conditional probability given in (18) and (19) are converted into other forms using their joint PDF to calculate the integral. Moreover, the probability of Y k must be defined for the two conditions [46] as
and
After that we get an expression for the NBLG estimator in constructive eventX NBLG
and the positive gain function for the constructive event is
whereX NBLG
On the other hand, the general expression for the NBLG estimator in destructive eventX NBLG N − is expressed in (24) , as shown at the bottom of the next page, (see derivation in Appendix C) and the negative gain function in the destructive event is shown in (25) , at the bottom of the next page, wherê
Finally, the final mathematical formula of NLBG can be written asX
The workflow of the proposed estimators is presented in Fig.2 .
Commonly, for the two proposed estimators, the events that are to happen (constructive or destructive) must be known to determine which gain filter must be applied (positive or negative gain). Therefore, the sign difference must be known. Thus, we must distinguish if the noisy signal coefficient has a bigger or smaller amplitude than the original signal to perform the attenuation or amplification filtering process.
III. CHARACTERISTICS OF LBLG AND NBLG

A. MATHEMATICAL ASPECT OF MSE FOR LBLG
MSE assesses the performance of the proposed estimatorX k with respect to the anonymous parameter X k . It represents an expectation operation, which can be obtained from the following mathematical procedure.
The term E[X k N k ] is zero based on assumption that speech and noise signals are zero mean Gaussian prior and they are independent of each other [16] , [45] . The former equation is minimized by deriving it with respect to the gain and equating to zero. This leads to the Wiener filter (7) that is mentioned previously [13] , [16] . According to that Wiener filter, MES is [16] 
However, the term E[X k N k ] of LBLG is not equal to zero, as shown in (11) and (12) . Therefore, the formula of MSE-LBLG is G k has two cases; therefore, the probability of occurrence for each case in a normal situation is equally possible [16] . Thus, e LBLG k will be as (30) , as shown at the bottom of this page.
The increase or decrease in the percentage value of MSE between the Wiener gain and LBLG is calculated to present the extent of change between the two values. The general formula to calculate the percentage of MSE changing is given by
This equation is plotted as a function of ξ k in Fig.3 to demonstrate the percentage of improvement between the two estimators. There is no improvement when ξ k = 0, whereas δ e gradually increases when ξ k increases in both sides.
VOLUME 5, 2017 The improvement in the proposed estimator reaches almost 25% at ξ k = ±30 dB. In [16] , the δ e value was done based on the fact that the distribution is Gaussian. Whereas, in [32] , it has been proved that the distribution of the clean and noise signals in the conditional cases, constructive and destructive for [16] is not a joint Gaussian density function. Fig.4 shows the PDF of the noisy signal based on Laplacian prior in the two events. Fig.4(a) represents the constructive event probability p(Y k , E + ) and Fig.4(b) represents the destructive event probability p(Y k , E − ) as represented in (20) and (21), respectively.
In Fig.4(a) , the PDF of the constructive case (E + ) shows that the probability of noisy signal to be zero is zero. In Fig.4(b) ,the PDF of the destructive event (E − ) demonstrates that the noisy signal is highly likely to be zero. This explanation is true because, for constructive events, the speech signal and noise have the same sign. Thus, their sum cannot be zero. While, for the destructive case, the two signals have opposite signs. Thus, the probability of their sum to be zero is high. However, the aggregate of the two PDFs in Fig.4(a) and Fig.4(b) gives the Laplacian distribution.
B. GAIN CHARACTERISTICS OF LBLG AND NBLG ESTIMATORS FOR CONSTRUCTIVE CASE, E+
The gain curves over the multiple values of ξ k and γ k are plotted with respect to (23) and (13) to clearly describe the whole variations of LBLG and NBLG gain characteristics. In Fig.5 , the gain curves against ξ k for the different values of γ k are plotted. Other algorithm gain curves are also plotted in the same graph for comparison. These algorithms are well-known methods: the conventional Wiener filter, DGW method [13] , [16] , and dual-MMSE [32] .
In Fig.5(a) , 5(b), 5(c), and 5(d), the value of γ k = −10, −5, 5, and 10 dB, respectively. The Wiener, DGW, and LBLG plots are independent of γ k and have the same shape in the four plots because their mathematical formulas are expressed as a function of ξ k only. When ξ k > 0, the LBLG provides more attenuation than the Wiener filter and a little less than the DGW. For ξ k = 0, all gains provide a value of 0.5. When ξ k < 0, the LBLG provides less attenuation than the Wiener filter for all values of γ k . Generally, the attenuation gain curves decrease gradually as ξ k decreases, and the signal distortion is kept in an appropriate value. The attenuation for NLBG is less than other methods, as shown in Fig.5 (a) and 5(b) and near to the dual-MMSE. The attenuation changes slowly as ξ k and γ k increases, as in Fig.5(c) and 5(d) . For all cases of γ k , NBLG provides less attenuation than the dual-MMSE in an appropriate manner for ξ k > 0 and vice versa for ξ k < 0, and is suitable for SEA because less attenuation is needed when SNR increased.
For all subfigures in Fig.5 , when γ k increases, the gain of NLBL minimally increases, which improves the enhanced signals. Moreover, it converges more speedily than the dual-MMSE to Wiener gain given that the value of γ k converges to infinity. All gain values for all cases of the two proposed estimators have an attenuation filtering gain and they are significant for the constructive event. The gain functions in This positively affects estimator performance from the signal distortion trend. NBLG gain values tend to be toward Wiener gain gradually as ξ k and γ k increase. This property explains that attenuation increases gradually when ξ k is small, as in Fig.6 (a) and 6(b). Attenuation decreases gradually when ξ k is high, as shown in Fig.6 (c) and 6(d). This property matches the constructive property.
C. GAIN CHARACTERISTICS OF LBLG AND NBLG ESTIMATOR FOR DESTRUCTIVE CASE, E−
The gain functions in Fig.7 are plotted against γ k for different values of ξ k based on (25) and (14) . In Fig.7 and LBLG. The LBLG value in all figures is in the middle between Wiener and DGW, which provides applicable filtering operation. This property improves the performance of the LBLG estimator. The amplitude coefficients of the observed signal decrease as in destructive events. Thus, an appropriate amplification gain is needed to obtain the enhanced signal. For instance, when ξ k = −5 dB, its ratio becomes 0.316. This means that the ratio between the signal power and the noise power is less than one. Therefore, considerable noise corrupts the clean signal and the noisy signal requires amplification. The sign in the destructive events is negative because X l (k)D l (k) < 0. Thus, the observed signal requires amplification more than attenuation, and the gain value must be greater than 1 with a reasonable value.
This property distinguishes the proposed estimators from others that used Laplacian distribution. For NBLG, the gain function changes depending on the variation of ξ k . When ξ k is greater than zero, the NBLG value converges to 1. When ξ k is less than zero, the NBLG value converges to 0. To clarify this situation in detail, NBLG is plotted as a function of ξ k for different values of γ k as shown in Fig.8 . In Fig.8 (a), 8(b), 8(c), and 8(d) , the value of γ k = −10, −5, 5, and 10 dB, respectively. Thus, the LBLG gain function covers different regions as follows. For ξ k < 0,the gain in a region is negative and serves as the case of reverse in polarity [32] . When ξ k increases, the gain provides an attenuation process to the noisy signal to reduce the error between the clean and estimated signals. In the region when ξ k > 0 and gain greater than 1, the estimator provides an amplification process with a reasonable rate. For NLBG, the value of the gain moves gradually toward 1 when γ k increases.
This property indicates the good performance of the proposed estimators because the weak spectral components of speech signal are preserved in higher values of γ k .
That is, for a low value of γ k and a high enough value as in Fig.8 (a) and 8(b) , the value of the gain appropriately filters the degraded signal with less speech distortion and residual noise. For a high value of γ k , the gain tends to be the unit step formula, as shown in Fig.8 (c) and 8(d) . Moreover, the spectral components of the noisy signal are high when γ k is as high as in Fig.8 (c) and 8(d) . Therefore, the estimator has to decide if this high component is because of the signal or the noise based on the destructive event. Thus, the decision depends on ξ k . If ξ k > 0, the clean signal is strong, and the estimator gives unity gain. If ξ k < 0, the noise is strong and gives zero gain to perform a cancelation process.
IV. PERFORMANCE EVALUATION OF LBLG AND NBLG ESTIMATORS
In this study, the proposed estimators were tested using 64 speech files, corresponding to 64 different speakers (32 males and 32 females), randomly chosen from the well-known TIMIT database [47] with a sampling frequency of 16 KHz. The original speech signals were corrupted by different types of noise which are speech-shaped noise [25] , white noise, F-16, and pink noise taken from NOISEX92 [48] . The noise level was adjusted in that a wide range of input SNR (i.e., −10 dB, −5 dB, 0 dB, 5 dB, and 10 dB)was employed to test the performance of the proposed estimators in various conditions. Each speech signal was divided into frames with a length of 25 ms for each frame. The standard Hamming window with 75% overlap was used for the framing process. The noisy signal is then transformed to the DCT domain to perform the enhancement process. For the combination of the enhanced speech signals, the overlapping and adding method was employed. A sign estimator algorithm [13] is used for evaluating the value of f k parameter. Moreover, the decision-directed approach [12] was implemented to compute the estimated ξ k with a = 0.98 as followŝ
where l represents the frame number index. Furthermore, a noise tracking algorithm presented in [49] , which is a biascompensated MMSE-based method, was used to estimate the power density function of noise for each frame. The perceptual evaluation of speech quality (PESQ) [50] and segmental signal-to-noise ratio (segSNR) [39] speech quality measures were used to compute the quality scores of the enhanced speech. These measurements are normally used in state-of-the-art studies and have significant relations with the subjective quality measurements [51] . PESQ is an objective measurement and international standard that estimates the subjective mean opinion score (MOS) from the original and degraded signals. The PESQ score is mapped to an MOS-like scale in the range of −0.5 to 4.5 [6] , [52] .On the other hand, the SNR of the test noisy signal for each frame is computed. The average is taken for all frames to obtain the averaged segSNR, which is the second objective measure. A typical limit value for segSNR is from 35 dB to −10 dB [53] .This limitation in values avoids the negative value in this measure during the silence period. It is computed via the general equation [22] segSNR = 10 l l−1 k=0 log 10
where N is the frame length in samples. For comparison, an evaluation is performed between the proposed algorithms and some existing algorithms to assess the performance of the proposed estimators. To compare the performance of the proposed estimators to that of the traditional algorithms, noise was removed from speech using the traditional MMSE approach [27] , perceptually motivated Bayesian estimator (PMBE) [54] , DGW [13] , and Dual-MMSE [32] as in the following tables. Table 1 lists the segSNR for the averaged 64 files that are used for testing. LBLG and NBLG estimators outperform other algorithms and consistently give superior results in the high and low levels of SNR for the various types of noise. Moreover, significant improvement is obtained practically with increasing SNR level and this improvement exceeds almost all algorithms for all SNR levels. For instance, pink noise has higher segSNR values for all SNR levels except for SNR = 10 dB, where DGW has a little bit improvement equal to 0.03 than the proposed algorithm. Table 2 illustrate that the LBLG and NBLG estimators have higher values of PESQ measurement than other estimators in most cases. Moreover, these proposals consistently yield superior results in different SNR levels. For instance, for white noise and for all SNR level values, the proposed estimators outperformed the other mentioned methods and provided a higher PESQ values. However, PMBE algorithm showed some comparable results with the proposed estimators based on the different conditions of SNR levels and noise type. Moreover, it can be seen that non-linear estimator shows better performance than linear estimator in approximately all presented conditions for the two measures.
The proposed estimators show the capability of Laplacian assumption in speech enhancement because they yield less residual noise and less speech distortion, as proven in these tables. Because of contradictory conditions affect life situations and various types of real life noise with different levels, different SEAs with different capabilities are required. Therefore, this study proposed two estimators that can handle many different conditions, as proven in the evaluation section. Further investigations can be made by using the entire TIMIT database to allow a wide variety of speakers and speech contents (words and phenemes) to be evaluated for the proposed algorithm.
V. CONCLUSION
This study proposed new LBLG and NBLG estimators. This study focuses on using low-distortion approach based on Laplacian prior for speech and noise distribution in the DCT domain. Unlike other speech enhancement approaches, this study considered the low-distortion mode that minimizes distortion in different conditions of the underlying speech signal during the enhancement process without compromising noise reduction. This is employed by considering the type of interferences between clean signal and noise signal transformed components. Few algorithms deal with this approach. Moreover, the proposed estimators deal with the issue of polarity reversal that occurs when the noise components are stronger than signal components. Analogous to former studies, which utilized DGW and Dual-MMSE estimators, the proposed estimators are formulated. However, the fundamental difference is the use of Laplacian prior for modeling clean and noise signals that enhance noisy signals. The analytical solutions of the MMSE for linear and non-linear estimators are derived, and the proposed estimators properties are presented. The mathematical formulation has a more acceptable and reasonable numerical complexity than other estimators. The outcomes of the proposed estimators present their effectiveness and capabilities in reducing unwanted noise in terms of segSNR and PESQ measurements. Moreover, the proposed estimators have an exemplary performance because the residual noise and the speech signal distortion are less than the other methods. The simulation results of different noisy conditions show that the proposed work more effectively reduces corrupting noise in degraded signals compared with various state-of-the-art methods. Future work will be towards calculating an optimum value for the polarity estimator factor in practical cases of bilateral gain, as well as examine other types of super-Gaussian priors.
APPENDIX A LBLG ESTIMATOR DERIVATION
In this appendix we derive some of the LBLG estimator equations for constructive and destructive events. By simplifying (5), the result will be
Then, by differentiating and minimizing (A.1) with respect to the gain function G k then equating to zero, the general gain formula is obtained as in (6) . For constructive case, the Laplacian prior is assumed for speech and noise signals as in (9) and (10), therefore the expectation value of these signals must be calculated as follows:
Similarly,
Then after substituting (A.2) and (A.3) in (6), the expression of the cross term E [|X k | |D k |], we get (11) and (12) for the constructive and destructive cases, respectively.
APPENDIX B NBLG ESTIMATOR DERIVATION FOR CONSTRUCTIVE CASE
After substituting (20) and (21) in (18) and (19), respectively, the result will be
Where the joint PDF between x k and y k are as follows [32] , [46] :
where m k is sgn(X k ) and sgn( (1), the randomness of Y k is contributed by X k and D k . Therefore, the joint PDF between the X k and Y k is generally expressed as
Now, by substituting (B.5) in the numerator of (B.1), the numerator integral formula is
By substituting (B.5) in the denominator of (B.1), the result is
To evaluate positive Y k and negative Y k , (B.1) must be solved separately. Therefore, (B.1) can be VOLUME 5, 2017 formulated as
Where G p1 and G p2 are the positive gains for Y k ≥ 0 and Y k < 0 for constructive event, respectively. G p1 and G p2 are embedded internally in the integral and are extracted alone. The NBLG gain estimator formula of the constructive event can be written as
After the substitution of (B.6) and (B.7) in (B.8), the results are partitioned into
The integral solution of (B.10) is defined as
The integral solution of (B.11) is 
Therefore, the general form of the constructive function estimator can be written aŝ
After convertingX NBLG N + in term of ξ k and γ k , the result iŝ
is the posteriori SNR.
APPENDIX C NBLG ESTIMATOR DERIVATION FOR DESTRUCTIVE CASE
The organization steps of the destructive event are as follows. The numerator integral formula is
For the denominator,
After substitution, the result will be
where G n1 and G n2 are the negative gains for Y k ≥ 0 and Y k < 0 for the destructive event, respectively. G n1 and G n2 are embedded internally in the integral and then extracted individually. The NBLG gain estimator formula of the destructive event can be written as (G N − = G n1 ) for Y k ≥ 0 and (G N − = G n2 ) for Y k < 0. The results of these integrations are as follows. The final equation of destructive estimator is as follows.
(C.10)
The general form of the negative gain function estimator in the destructive event in terms of prior and posteriori SNR is (C.11), as shown at the top of this page, and the gain in the destructive event is (C.12), as shown at the top of this page. 
