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THE STRUCTURE OF LOGARITHMICALLY AVERAGED
CORRELATIONS OF MULTIPLICATIVE FUNCTIONS, WITH
APPLICATIONS TO THE CHOWLA AND ELLIOTT CONJECTURES
TERENCE TAO AND JONI TERA¨VA¨INEN
Abstract. Let g0, . . . , gk : N → D be 1-bounded multiplicative functions, and let
h0, . . . , hk ∈ Z be shifts. We consider correlation sequences f : N→ Z of the form
f (a) ≔ l˜im
m→∞
1
logωm
∑
xm/ωm≤n≤xm
g0(n + ah0) . . .gk(n + ahk)
n
where 1 ≤ ωm ≤ xm are numbers going to infinity as m → ∞, and l˜im is a generalised
limit functional extending the usual limit functional. We show a structural theorem for
these sequences, namely that these sequences f are the uniform limit of periodic se-
quences fi. Furthermore, if the multiplicative function g0 . . . gk “weakly pretends” to
be a Dirichlet character χ, the periodic functions fi can be chosen to be χ-isotypic in
the sense that fi(ab) = fi(a)χ(b) whenever b is coprime to the periods of fi and χ, while
if g0 . . .gk does not weakly pretend to be any Dirichlet character, then f must vanish
identically. As a consequence, we obtain several new cases of the logarithmically aver-
aged Elliott conjecture, including the logarithmically averaged Chowla conjecture for
odd order correlations. We give a number of applications of these special cases, includ-
ing the conjectured logarithmic density of all sign patterns of the Liouville function of
length up to three, and of the Mo¨bius function of length up to four.
1. Introduction
This paper is concerned with the structure of multiple correlations between bounded
multiplicative functions. Before we present our results in full generality, however, we
first focus on the special case of correlations of the Liouville function, which have at-
tracted particular attention in the literature.
1.1. The Liouville function and the Chowla conjecture. Let λ : N → {−1,+1} de-
note the Liouville1 function, thus λ(n) is equal to +1 when n is the product of an even
number of primes, and −1 otherwise. The Chowla conjecture [4] asserts that for any
k ≥ 0 and any distinct integers h0, . . . , hk, we have
lim
x→∞
1
x
∑
n≤x
λ(n + h0) . . . λ(n + hk) = 0, (1)
1For definitions of all the standard arithmetic functions used in this paper, see Section 2.
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where we adopt the convention that λ(n) = 0 when n ≤ 0. Using the averaging notation
En∈A f (n) ≔
1
|A|
∑
n∈A
f (n), (2)
where |A| denotes the cardinality of a finite non-empty set A, we can also rewrite (1) as
lim
x→∞
En≤xλ(n + h0) . . . λ(n + hk) = 0.
It is a well known observation of Landau that the k = 0 case of the Chowla conjecture
is equivalent to the prime number theorem. However, for k ≥ 1 the conjecture remains
open, and it is not even known if the limit in (1) exists. For instance, regarding the
limiting behavior of En≤xλ(n)λ(n + 1), the best lower bound currently is
lim inf
x→∞
En≤xλ(n)λ(n + 1) ≥ −1 +
1
3
due to Harman, Pintz, and Wolke [23], and the best upper bound is
lim sup
x→∞
En≤xλ(n)λ(n + 1) ≤ 1 − c
for some explicit constant c > 0, from the breakthrough work of Matoma¨ki and Radzi-
wiłł [32].
While the Chowla conjecture would be expected to get more difficult as k increases,
the case of even k (that is, an odd number of factors in (1)) is slightly more tractable in
some respects. For instance, when k is even it is no longer necessary to require that the
shifts h0, . . . , hk all be distinct, as it is not possible for the product of the linear factors to
form a perfect square of a polynomial. In [7], Elliott provided an elementary argument
to show that
lim sup
x→∞
|En≤xλ(n)λ(n + 1)λ(n + 2)| ≤ 1 −
1
21
and in [3, Corollary 1] it was shown (among other things) that
lim sup
x→∞
|En≤xλ(n)λ(n + 1) . . . λ(n + 2k)| ≤ 1 −
1
3(k + 1)
for any k ≥ 1.
In recent years, progress has been made on various averaged forms of Chowla’s con-
jecture. For instance, in [33] Matoma¨ki, Radziwiłł and Tao established a version of
Chowla’s conjecture where one performs some averaging in the h0, . . . , hk parameters.
In this paper, we consider instead an averaged form in which the unweighted averages
(2) are replaced by logarithmic averages
E
log
a∈A
f (a) ≔
∑
a∈A
f (a)
a∑
a∈A
1
a
.
The logarithmically averaged Chowla conjecture then asserts that for any k ≥ 0 and any
distinct integers h0, . . . , hk, one has
lim
x→∞
E
log
n≤xλ(n + h0) . . . λ(n + hk) = 0, (3)
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or equivalently
lim
x→∞
1
log x
∑
n≤x
λ(n + h0) . . . λ(n + hk) = 0.
A simple summation by parts argument shows that for any choice of k, h0, . . . , hk, the
ordinary Chowla conjecture (1) implies its logarithmically averaged counterpart (3);
however there does not seem to be any easy way to reverse this implication2; see how-
ever [43].
In [40], by introducing the entropy decrement argument and combining it with the
aforementioned work of Matoma¨ki and Radziwiłł [32], the first author established the
logarithmically averaged Chowla conjecture in the k = 1 case (i.e., for two-point cor-
relations). In [41], a variant of the method was used to show that the logarithmically
averaged Chowla conjecture was also equivalent to the logarithmically averaged form
of the Sarnak conjecture [39]. It was shown by Frantzikinakis [11] that this conjecture
was also equivalent to the ergodicity of a certain family of dynamical systems which we
will also encounter in this paper. We mention that very recently Frantzikinakis and Host
[14] proved the logarithmic Sarnak conjecture for all zero entropy topological dynami-
cal systems that are uniquely ergodic.
It was also shown in [41] that the logarithmic Chowla conjecture is equivalent to
the local Gowers uniformity of the Liouville function over almost all short intervals
(Conjecture 1.6 of that paper). It is only known that the Liouville function is Gowers
uniform over long intervals (by [20], [21]), as opposed to short ones, and even the
case of local U2-uniformity of the Liouville function is a difficult open problem (also
mentioned in [40, Section 4]). The case of localU1-uniformity over almost all very short
intervals is already theMatoma¨ki-Radziwiłł theorem [32] for the Liouville function. We
manage to bypass these questions, and make no progress on them here, as we will only
be working with odd order correlations of the Liouville function.
For any sign pattern ε = (ε0, . . . , εk) ∈ {−1,+1}
k, let Aε denote the set of natural
numbers n such that λ(n + h) = εh for h = 0, . . . , k. It is not difficult to show that if the
Chowla conjecture holds for any number of shifts up to k, then all of the sets Aε have
natural density 1
2k
, similarly, if the logarithmic Chowla conjecture holds for any number
of shifts up to k, then all the sets Aε have logarithmic density
1
2k
. In particular, either
conjecture would imply that Aε was infinite. In [24], Hildebrand showed that for any
k ≤ 2 and any sign pattern ε ∈ {−1,+1}k, the set Aε was infinite; in [34] Matoma¨ki,
Radziwiłł and Tao showed under the same hypotheses that Aε in fact had positive lower
density, and in [29] Klurman and Mangerel showed that the upper logarithmic density
of such sets was at least 1/28.
2For instance, as mentioned previously, for k = 0 the Chowla conjecture is equivalent to the prime
number theorem, whereas the logarithmically averaged case for k = 0 can be proven by a short elementary
argument that avoids use of the prime number theorem. Also, if one replaces λ(n) by the completely
multiplicative function nit for some non-zero real t, one can easily check that E
log
n≤xn
it goes to zero as
x → ∞, but En≤xn
it does not.
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As a consequence of the main results of this paper, we will be able to make further
progress on the logarithmically averaged Chowla conjecture, and on the size of the sets
Aε. We summarise (slightly simplified versions of) these applications as follows:
Theorem 1.1 (New results towards the logarithmically averaged Chowla conjecture).
We have:
(i) (Odd order cases of the Chowla conjecture) For any even k ≥ 0 (which corre-
sponds to an odd number of shifts), and any integers h0, . . . , hk (not necessarily
distinct), the logarithmically averaged Chowla conjecture (3) holds.
(ii) (Liouville sign patterns of length three) If ε ∈ {−1,+1}3, and Aε is as above,
then
lim
x→∞
E
log
n≤x1Aε =
1
8
.
(ii) (Liouville sign patterns of length four) If ε ∈ {−1,+1}4, and Aε is as above, then
lim
x→∞
E
log
n≤x1Aε ≥
1
32
.
In particular, Aε is infinite, thus all sixteen sign patterns of length four occur
infinitely often in the Liouville function.
1.2. More general multiplicative functions. The results in Theorem 1.1 will be de-
duced frommore general results concerning correlations of boundedmultiplicative func-
tions. Define a 1-bounded multiplicative function to be a function g : N → D from the
natural numbers N to the disk D ≔ {z ∈ C : |z| ≤ 1} such that g(nm) = g(n)g(m)
whenever n,m are coprime. Thus for instance λ is a 1-bounded multiplicative function.
The limiting correlations
lim
x→∞
En≤xg0(n + h0) . . . gk(n + hk) (4)
for 1-boundedmultiplicative functions g0, . . . , gk and distinct shifts h0, . . . , hk ∈ Z (defin-
ing g0, . . . , gk arbitrarily on non-positive integers) for some k ≥ 0 have been extensively
studied. A well-known conjecture of Elliott [7], [8] asserts that the limit (4) exists
and is equal to zero unless each of the g j pretends to be a twisted Dirichlet character
n 7→ χ j(n)n
it j in the sense that
∑
p
1 − Re(g j(p)χ j(p)p
it j )
p
< ∞ (5)
for all j = 0, . . . , k. Specialising to the case when g0 = · · · = gk = λ recovers the Chowla
conjecture (1).
The Elliott conjecture is known to hold for k = 0 thanks to the work of Hala´sz [22].
For k ≥ 1, it was observed in [33] that this conjecture fails on a technicality; however
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one can repair the conjecture by replacing (5) with the stronger assumption3
lim inf
X→∞
inf
|t|≤X
∑
p≤X
1 − Re(g j(p)χ j(p)pit)
p
< ∞ (6)
for all j = 0, . . . , k. It was shown in [33] that this repaired version of the Elliott con-
jecture holds if one is allowed to perform a non-trivial amount of averaging in the
shifts h0, . . . , hk; we refer the reader to that paper for a precise statement. The result in
[33] was generalised to averages over independent polynomials in several variables by
Frantzikinakis in [10]. The papers [12], [35] in turn established two-dimensional vari-
ants of Elliott’s conjecture. We also mention the recent paper of Klurman [27] which
gives an explicit formula for the limit (4) in the “pretentious” case that (5) holds for all
j = 0, . . . , k.
A logarithmically averaged version the Elliott conjecture was considered by the first
author in [40]. In that paper, an “entropy decrement” argument was used to show that
we have the logarithmically averaged two-point Elliott conjecture
lim
m→∞
E
log
xm/ωm≤n≤xm
g0(n + h0)g1(n + h1) = 0,
or equivalently
lim
m→∞
1
logωm
∑
xm/ωm≤n≤xm
g0(n + h0)g1(n + h1)
n
= 0
for any h0 , h1 and any sequences of numbers 1 ≤ ωm ≤ xm that both go to infinity as
m → ∞, unless there exist Dirichlet characters χ0, χ1 such that (6) holds for j = 0, 1.
One technical difficulty in analysing these correlations is that it is not currently known
whether the above limits exist. To get around this problem, we shall (as in [34])
work with generalised limit functionals4 l˜imm→∞ : ℓ
∞(N) → C, which by definition
are bounded linear functionals (of operator norm one) on the space ℓ∞(N) of bounded
sequences which extend the limit functional limm→∞ : c0(N) ⊕ C → C on conver-
gent sequences. As is well known, the Hahn-Banach theorem may be used to (non-
constructively) demonstrate that generalised limit functionals exist. Furthermore, it is
not hard to see that if a bounded sequence xm has the property that all of its generalised
limits l˜imm→∞ xm are equal to α, then it converges to α in the ordinary limit.
3In the case where the functions g j are allowed to depend on the length x of the average, one should
strengthen assumption (6) a bit further. However, we will not consider this variant of the conjecture here.
4As special cases of generalised limit functionals, one could consider Banach limits, which also enjoy
the shift-invariance property l˜imm→∞ am+1 = l˜imm→∞ am, and ultrafilter limits, which enjoy the homo-
morphism property l˜imm→∞ ambm = l˜imm→∞ am l˜imm→∞ bm. However it is not possible to satisfy both
properties simultaneously for arbitrary sequences, and we will not use either of these properties in our
arguments, so will work at the level of arbitrary generalised limit functionals. The reader may wish to
simply assume for a first reading that all (ordinary) limits of the sequences studied here converge, in
which case one could replace these generalised limit functions by their ordinary counterparts.
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Given 1-bounded multiplicative functions g0, . . . , gk : N → D, shifts h0, . . . , hk ∈ Z,
sequences of real numbers 1 ≤ ωm ≤ xm going to infinity, and a generalised limit
functional l˜im, one may form the correlation sequence f : Z→ D by the formula
f (a) ≔ l˜im
m→∞
E
log
xm/ωm≤n≤xm
g0(n + ah0) . . . gk(n + ahk) (7)
for all integers a. The logarithmically averaged (and corrected) version of the Elliott
conjecture then asserts that when the h0, . . . , hk are distinct, f (a) vanishes for all non-
zero a unless there exist Dirichlet characters χ0, . . . , χk such that (6) holds for all j =
0, . . . , k; this is currently known to hold for k = 0, 1.
We do not settle this conjecture completely here. However, we are able to obtain
the following structural information on the correlation sequence f . We say that a mul-
tiplicative function g : N → D weakly pretends to be another multiplicative function
h : N→ D if one has
lim
x→∞
E
log
p≤x
(
1 − Re(g(p)h(p))
)
= 0
or equivalently ∑
p≤x
1 − Re(g(p)h(p))
p
= o(log log x)
as x → ∞.
We can now state our main theorem, which we prove in Section 6.
Theorem 1.2 (Structure of correlation sequences). Let k ≥ 0, and let h0, . . . , hk be
integers and g0, . . . , gk : N → D any 1-bounded multiplicative functions. Let 1 ≤ ωm ≤
xm, l˜im and f : N→ D be as above.
(i) f is the uniform limit of periodic functions fi.
(ii) If the product g0 . . . gk does not weakly pretend to be χ for any Dirichlet charac-
ter χ, then f vanishes identically.
(iii) If instead the product g0 . . . gk weakly pretends to be a Dirichlet character χ,
then the periodic functions fi from part (i) can be chosen to be χ-isotypic in the
sense that one has the identity fi(ab) = fi(a)χ(b) whenever a is an integer and b
is an integer coprime to the periods of fi and χ.
Remark 1.3. Note that we do not require h0, . . . , hk to be distinct in the main theorem.
However, in the proof we may assume them to be distinct, since if hi = h j for some i and
j, we may replace gi(n + hi)g j(n + h j) with gig j(n + hi).
Remark 1.4. A simple special case of Theorem 1.2 arises when the g0, . . . , gk are
all Dirichlet characters of a common period q. In this case f (a) = En∈Z/qZg0(n +
ah0) . . . gk(n+ahk), and by using the substitution n = bn
′ we obtain the isotopy property
f (ab) = f (a)χ(b) whenever b is coprime to q, where χ ≔ g0 . . . gk. Note that the period
of χ may in fact be much smaller than q, however we would still only expect the isotopy
property for b coprime to q in general.
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Naturally, part (i) of the theorem can be restated in the form that for any ε > 0 there
is a periodic function fε : Z→ C such that supa | f (a) − fε(a)| ≤ ε.
Among other things, (iii) implies that f has the same parity as χ, in the sense that
f (−a) = χ(−1) f (a) for all integers a.
Remark 1.5. Theorem 1.2 can be generalised to cover more general correlation se-
quences of the form
f (a) ≔ l˜im
m→∞
E
log
xm/ωm≤n≤xm
g0(q1n + ah0) . . . gk(qkn + ahk)
for fixed q1, . . . , qk; see Appendix A.
We have the following reformulation of part (ii) of Theorem 1.2 that avoids all men-
tion of generalised limits:
Corollary 1.6 (A weak form of the logarithmically averaged Elliott conjecture). Let
k ≥ 0, and let g0, . . . , gk : N → D be 1-bounded multiplicative functions, such that the
product g0 . . . gk does not weakly pretend to be any Dirichlet character χ. Then for any
integers h0, . . . , hk and any sequences of reals 1 ≤ ωm ≤ xm that go to infinity, one has
lim
m→∞
E
log
xm/ωm≤n≤xm
g0(n + h0) . . . gk(n + hk) = 0.
In particular, the limit on the left-hand side exists. Thus for instance one has∑
n≤x
g0(n + h0) . . . gk(n + hk)
n
= o(log x)
as x → ∞.
Remark 1.7. The hypothesis here neither implies nor is implied by the condition arising
in the (repaired) Elliott conjecture, namely the failure of (6) for some j. For instance,
consider the case when g j(n) = n
it j for some real numbers t0, . . . , tk. The (repaired)
Elliott conjecture makes no prediction as to the asymptotic behaviour of the averages
E
log
xm/ωm≤n≤xm
g0(n+h0) . . . gk(n+hk) in this case, since (6) clearly holds for all j. However,
using the asymptotic g j(n+h j) = (1+o(1))n
it j we see that these averages will go to zero
if
∑k
j=0 t j , 0, or equivalently if g0 . . . gk does not weakly pretend to be any Dirichlet
character. This is consistent with Corollary 1.6 (or with Theorem 1.2).
Specialising Theorem 1.2 to the Mo¨bius and Liouville functions, we conclude
Corollary 1.8. Let k ≥ 0, and let c0, . . . , ck be non-zero integers such that c0 + · · · + ck
is odd. Then for any distinct integers h0, . . . , hk and any sequences of reals 1 ≤ ωm ≤ xm
that go to infinity, one has
lim
m→∞
E
log
xm/ωm≤n≤xm
µc0(n + h0) . . . µ
ck(n + hk) = 0
and
lim
m→∞
E
log
xm/ωm≤n≤xm
λc0(n + h0) . . . λ
ck(n + hk) = 0.
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From Corollary 1.8, we obtain the logarithmically averaged Chowla conjecture
E
log
xm/ωm≤n≤xm
λ(n + h0) . . . λ(n + hk) = o(1)
as m → ∞ for all even values k = 0, 2, 4, . . . of k (that is, for an odd number of shifts).
More generally, by Remark 1.5, we have
E
log
xm/ωm≤n≤xm
λ(q0n + h0) . . . λ(qkn + hk) = o(1) (8)
for any q0, . . . , qk ≥ 1 and h0, . . . , hk ∈ Z, if k is even (that is, if there is an odd number
of shifts). This particular consequence of our main theorem can be proven by a more
direct and shorter argument, avoiding the use of ergodic theory; we recently gave such
a simpler proof in [42]. Specialising to the case ωm = xm = m, we recover Theorem
1.1(i).
Remark 1.9. Because the number of factors in (8) is odd, we do not need to impose
the non-degeneracy conditions qih j − q jhi , 0. It is conjectured that (8) holds for odd
k as well, assuming this non-degeneracy condition. From the Ka´tai-Bourgain-Sarnak-
Ziegler criterion [26, 2] (see also [37, 6]) one can show that if the claim (8) holds for
2k − 1, then it holds for k; we omit the details. This suggests that the case of even k
(which is what is proven in this paper) is easier than the case of odd k.
Among other things, Corollary 1.8 (together with the results of [40]) gives the con-
jectured logarithmic density of sign patterns for the Liouville and Mo¨bius functions of
length up to three and four respectively:
Corollary 1.10. Let 1 ≤ ωm ≤ xm be sequences of reals that go to infinity.
(i) (Liouville sign patterns of length three) If k = 0, 1, 2, ε0, . . . , εk ∈ {−1, 1}, and A
is the set of natural numbers n such that λ(n + j) = ε j for j = 0, . . . , k, then
lim
m→∞
E
log
xm/ωm≤n≤xm
1A(n) =
1
2k+1
.
In particular (specialising to the case xm = ωm = m), we obtain Theorem 1.1(ii).
(ii) (Mo¨bius sign patterns of length four) If k = 0, 1, 2, 3, ε0, . . . , εk ∈ {−1, 0, 1}, and
A is the set of natural numbers n such that µ(n + j) = ε j for j = 0, . . . , k, then
lim
m→∞
E
log
xm/ωm≤n≤xm
1A(n)
=
1
2r
· lim
x→∞
1
x
|{n ≤ x : n + j squarefree for 0 ≤ j ≤ k iff ε j , 0}|
= C(ε0, . . . , εk),
where C(ε0, . . . , εk) is an explicitly computable constant, and r is the number of
0 ≤ j ≤ k for which ε j , 0.
We prove this result in Section 7. This improves upon the results in [40], which
handled the cases k = 0, 1, the results in [34], which showed that all Liouville sign
patterns of length up to three and Mo¨bius sign patterns of length up to two occur with
positive density, and the results in [29], which among other things gave the explicit
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lower bound of 1/28 for the logarithmic upper density of length three sign patterns of
the Liouville function. Because the logarithmically averaged Chowla conjecture is now
known for k = 0, 1, 2, one can also establish that all Liouville sign patterns of length four
occur with positive lower density, and more precisely one also obtains Theorem 1.1(iii);
this observation is due to Will Sawin (private communication) and also independently
Kaisa Matoma¨ki (private communication), and we present it in Section 7.
Remark 1.11. In [34], the Mo¨bius function was more difficult to handle than the Liou-
ville function, resulting in the need to study shorter sign patterns for the former than in
the latter. Here, the reverse seems to be true; but this is only because of the trivial fact
that for any four consecutive numbers n, n+1, n+2, n+3, one of them must be divisible
by four and thus be a zero of the Mo¨bius function. In particular, our proof of Corollary
1.10(ii) breaks down when one replaces n, n + 1, n + 2, n + 3 by non-consecutive num-
bers n + h0, n + h1, n + h2, n + h3 (unless they occupy distinct residue classes modulo
4), whereas our proof of Corollary 1.10(i) can be easily adapted to the sign patterns of
non-consecutive numbers n + h0, h + h1, n + h2.
Remark 1.12. Arguing as in the proof of [34, Corollary 2.8] (see also [24], [32]), we
conclude that the length five sign patterns ++++−, −−−−+, −++++, and +−−−−
each occur for the Liouville function with positive lower logarithmic density. Arguing
as in [34, Proposition 2.9], we see that for any k ≥ 4, the number s(k) of length k sign
patterns that occur for the Liouville function with positive upper logarithmic density
satisfies s(k + 1) > s(k), but also from Theorem 1.1(i) it follows that s(k) is even (since
the patterns (εi)0≤i≤k−1 and (−εi)0≤i≤k−1 can be computed to have the same logarithmic
density), and thus s(k) ≥ 2k+8 for k ≥ 4. This improves slightly over the bound of k+5
from [34]. In [14, Theorem 1.2], it was shown that s(k) grows faster than linearly with
k.
In Section 7 we will also establish the expected logarithmic density for arbitrarily
long sign patterns for the number Ω(n) of prime factors relative to coprime moduli.
More precisely, we show the following.
Corollary 1.13. Let 1 ≤ ωm ≤ xm be sequences of reals that go to infinity. Let h0, . . . , hk
be integers, and let q0, . . . , qk be pairwise coprime natural numbers. Then for any ε j ∈
Z/q jZ for j = 0, . . . , k, one has
lim
m→∞
E
log
xm/ωm≤n≤xm
1A(n) =
1
q0 . . . qk
,
where A is the set of natural numbers n such that Ω(n + h j) = ε j (q j) for j = 0, . . . , k,
where Ω(n) denotes the number of prime factors of n (counting multiplicity). Similarly
if one replaces Ω(n) by ω(n), the number of prime factors of n not counting multiplicity.
Note that the Chowla conjecture would follow if one could remove the hypothesis
that the q0, . . . , qk be coprime (and if we now insist on h0, . . . , hk being distinct).
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Finally, we have the following equidistribution results for “linearly independent” ad-
ditive functions:
Corollary 1.14. Let f0, . . . , fk : N → R/Z be additive functions (thus f j(nm) = f j(n) +
f j(m) whenever j = 0, . . . , k and n,m are coprime). Assume the following “linear inde-
pendence” property: for any integer coefficients a0, . . . , ak ∈ Z, not all zero one has
lim sup
x→∞
E
log
p≤x‖a0 f0(p) + · · · + ak fk(p)‖R/Z > 0, (9)
where ‖θ‖R/Z denotes the distance from θ to the nearest integer. Then, for any integers
h0, . . . , hk, the vectors ( f0(n + h0), . . . , fk(n + hk)) are asymptotically logarithmically
equidistributed (mod 1) in the following sense: for any sequences 1 ≤ ωm ≤ xm that
go to infinity, and any arcs I0, . . . , Ik ⊂ R/Z, we have
lim
m→∞
E
log
xm/ωm≤n≤xm
1I0( f0(n + h0)) . . . 1Ik( fk(n + hk)) = |I0| . . . |Ik|
where |I| denotes the Lebesgue measure of I. Furthermore, if I0, . . . , Ik are non-empty,
then the set
{n ∈ N : f0(n + h0) ∈ I0, . . . , fk(n + hk) ∈ Ik}
has positive lower density.
In particular, we see that for any any positive integer k and any real numbers α1, . . . , αk
that are linearly independent overQ, the vectors (α1Ω(n), . . . , αkΩ(n+k−1)) are asymp-
totically logarithmically equidistributed (mod 1). Furthermore, if we rewrite the state-
ment of the above theorem in terms of multiplicative functions g j(n) = e
2πi f j(n), then
the case k = 1 is connected with [28, Conjecture 3.3] about equidistribution of shifts
of multiplicative functions. However, Theorem 1.14 does not completely resolve that
conjecture, since we have a stronger non-pretentiousness assumption.
Again, the result will be established in Section 7. When k = 0, we see that if we had
∑
p
‖a0 f0(p)‖R/Z
p
< ∞
for some non-zero a0, then byWirsing’s theorem [45] we would see that either e(a0 f0(n))
or e(2a0 f0(n)) has non-zero mean value, meaning that f0 cannot be asymptotically
equidistributed (mod 1) in the ordinary sense. However, one would not expect the
condition (9) to be necessary for k > 0. If one wished to work with ordinary averages in
Corollary 1.14 rather than logarithmically averaged ones, one would need to modify (9)
to also rule out the possibility of a0 f0 + · · · + ak fk pretending to behave like a function
of the form n 7→ t log n for some non-zero t since such functions are not equidistributed
if one does not perform logarithmic averaging.
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1.3. Proof ideas. We now briefly discuss the methods of proof of Theorem 1.2. The
idea is to control the sequence f (a) in two rather different ways.
The first way to control f (a) (carried out in Section 3 and in the beginning of Sec-
tion 6) starts with dilating the summation variable n appearing in the correlation (7) by
primes p in some dyadic range 2r ≤ p < 2r+1 and then averaging over such primes using
the multiplicativity of the functions g j; this idea was also used in [40]. Here it is crucial
that the average in the definition of f (a) is a logarithmic one, with ωm going to infinity.
Denoting G(n) ≔ g0(n) . . . gk(n) (and assuming for simplicity that the functions g j take
values on the boundary of the unit disk), one then ends up with
f (a) = E2r≤p<2r+1G(p) l˜im
m→∞
E
log
xm/ωm≤n≤xm
g0(n + aph0) . . . gk(n + aphk)p1p|n + or→∞(1).
(10)
The factor p1p|n on the right-hand side is problematic, but has average value 1 over n.
By using the entropy decrement argument developed in [40], we can replace p1p|n with 1
in (10) for “many” values of r. The original entropy decrement argument gave infinitely
many values of r for which the above works, but we need to prove a refined version
of the argument that shows that the set of suitable r contains almost all numbers with
respect to logarithmic density. Thus we arrive at the formula
f (a) = l˜im
m→∞
E2m≤p<2m+1G(p) f (ap) (11)
that is in some sense a functional equation for f (with l˜im some suitable generalised
limit functional). In fact, by working more carefully, we can even obtain the stronger
claim
l˜im
m→∞
E2m≤p<2m+1 |G(p) f (ap) − f (a)| = 0; (12)
see Theorem 3.6 for a precise statement (very recently, a similar identity was utilised in
[14]). We remark that analysing quantities related to multiplicative functions via ”ap-
proximate functional equations” is also utilised in Elliott’s book [9]. There, though, the
results are mainly about mean values of multiplicative functions.
It will be convenient (following a suggestion of Maksym Radziwiłł) to iterate formula
(11) to obtain
f (a) = l˜im
m1→∞
l˜im
m2→∞
E2m1≤p1<2m1+1E2m2≤p2<2m2+1G(p1)G(p2) f (ap1p2), (13)
the advantage being that the right-hand side resembles a bilinear sum.
The other approach to analyzing f proceeds via ergodic theory (see Sections 3 and
4). By the Furstenberg correspondence principle, we may find a probability space (X, µ)
together with a measure-preserving invertible map T : X → X such that
f (a) =
∫
X
G0(T
ah0 x) . . .Gk(T
ahk x) dµ(x) (14)
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for some bounded measurable functions G0, . . . ,Gk : X → D, whose precise form does
not concern us. Making use of a recent result of Leibman [30] on multiple correlations,
(14) can be written as f1(a) + f2(a), where f1 is a nilsequence and f2 is a sequence that
goes to zero in uniform density (see Section 4 for definitions). Similarly as in the recent
work of Le [30], we see that the sequence f2 goes to zero in uniform density also along
the primes, implying that it is negligible in (13), so the right-hand side of that formula
becomes a bilinear sum of the nilsequence f1.
Using the theory of nilsequences (see Section 5), we can write any nilsequence f1
up to any specified small error ε > 0 as a linear combination of a periodic sequence f0
(depending on ε) and several “irrational” nilsequences. For irrational nilsequences, we
can show that their bilinear averages tend to zero, so we end up with
f (a) = l˜im
m1→∞
l˜im
m2→∞
E2m1≤p1<2m1+1E2m2≤p2<2m2+1G(p1)G(p2) f0(ap1p2) + O(ε), (15)
which already shows part (i) of the main theorem, namely that f is the uniform limit
of periodic sequences. (These arguments are in the spirit of the structural theory of
bounded multiplicative functions from [13], which among other things indicates that
bounded multiplicative functions can only resemble nilsequences if they are essentially
periodic.)
For part (ii) of the main theorem, we use the conclusion of part (i), which together
with (11) gives
f0(an) = l˜im
m→∞
E2m≤p<2m+1G(p) f0(apn) + O(ε)
for some periodic function f0 that approximates f up to error ε. Multiplying both sides
by an arbitrary Dirichlet character χ(n), averaging over n and using the fact thatG(n)χ(n)
does not weakly pretend to be 1, we see that En≤x f0(an)χ(n) ≪ ε. This shows that the
function n 7→ f (an) is orthogonal to all Dirichlet characters, but the only almost pe-
riodic function with this property is the identically zero function, giving the desired
conclusion. The proof of part (iii) is quite similar to that of part (ii), but uses the infor-
mation that G(n)χ′(n) does not weakly pretend to be 1 for any character χ′ arising from
a different primitive character than χ.
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2. Notation
Unless otherwise specified, all sums, averages, and products over p (or similar sym-
bols such as p1, p2, etc.) will be understood to be over primes.
We use e : R/Z → C to denote the standard character e(x) ≔ e2πix. If q is a natural
number and a, b are integers, we use a (q) ∈ Z/qZ to denote the residue class of a
modulo q, and (by abuse of notation) a = b (q) to denote claim that a and b have the
same residue class modulo q. We write a|q if a divides q, thus a = b (q) if and only if
q|a − b. We observe that these definitions continue to make sense if a, b take values in
the profinite integers Zˆ (the inverse limit of the Z/qZ) rather than the integers Z.
For technical reasons (having to do with our use of the nilcharacters introduced in
[21]) we will need to deal with vector-valued sequences f : Z → Cm in addition to
scalar sequences f : Z→ C. We endow Cm with the usual Hilbert space norm
‖(z1, . . . , zm)‖Cm ≔
√
|z1|2 + · · · + |zm|2
and also recall that the tensor product z ⊗ w ∈ Cmn of two vectors z = (z1, . . . , zm) ∈ C
m,
w = (w1, . . . ,wn) ∈ C
n is defined by
z ⊗ w = (z1w1, . . . , zmw1, . . . , z1wn, . . . , zmwn)
thus for instance ‖z ⊗ w‖Cmn = ‖z‖Cm‖w‖Cn .
Given a statement S , we use 1S to denote the indicator of S , equal to 1 when S is true
and 0 when S is false. Given a set E, we use 1E to denote its indicator function, thus
1E(n) = 1n∈E.
We use the asymptotic notation X ≪ Y , Y ≫ X, or X = O(Y) to denote the estimate
|X| ≤ CY for some implied constant C, which is absolute unless otherwise specified.
If there is an asymptotic parameter x going to infinity, we use X = o(Y) to denote the
estimate |X| ≤ c(x)Y where c(x) goes to zero as x goes to infinity (holding all other
quantities not depending on x fixed).
We will need to use probabilistic notation at various junctures of the paper. Random
variables (which are assumed to have some common probability space Ω as their com-
mon sample space) will be denoted in boldface to distinguish them from deterministic
objects, e.g. we will be considering random functions g j : Z→ D that are distinct from
(but related to) their deterministic counterparts g j : N → D. We use P(E) to denote the
probability of an event E, and EX to denote the expectation of a real or complex random
variable X. Further, we will need the Shannon entropy
H(X) :=
∑
X∈X
P(X = X) log
1
P(X = X)
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of a random variable X having a finite range X, with the convention that 0 log 1
0
= 0.
For two random variables X,Y with finite ranges X and Y, we have the more general
joint entropy
H(X,Y) :=
∑
X∈X
∑
Y∈Y
P(X = X,Y = Y) log
1
P(X = X,Y = Y)
and the conditional entropy
H(X|Y) = H(X,Y) −H(Y).
Lastly, we will make use of the concept of conditional mutual information
I(X : Y|Z) := H(X|Z) −H(X|Y,Z)
of three random variables X,Y,Z.
We will use the following standard arithmetic functions:
• the number Ω(n) of prime factors of n (counting multiplicity);
• the number ω(n) of prime factors of n (not counting multiplicity);
• the Liouville function λ(n) = (−1)Ω(n);
• the Mo¨bius function µ(n), defined to equal (−1)ω(n) when n is squarefree, and 0
otherwise;
• the von Mangoldt function Λ(n), defined to equal log p when n is a power p j of
a prime p for some j ≥ 1, and zero otherwise; and
• the Euler totient function φ(n), defined as the number of invertible elements of
Z/nZ.
3. The Furstenberg correspondence principle and the entropy decrement argument
Let the notation and hypotheses be as in Theorem 1.2. By translating the h j (which is
easily seen to not affect the generalised limit functionals) we may assume without loss
of generality that the h j are all positive; in particular
h0, . . . , hk ∈ {1, . . . ,H} (16)
for some natural number H, which we now fix.
In [34], generalised limit functionals were used to interpret correlations such as f
in the language of finitely additive probability theory. In fact, thanks to tools such as
the Riesz representation theorem and the Kolomogorov extension theorem, one can5
interpret these correlations using the language of countably additive probability theory:
5Strictly speaking, one does not need the full strength of Proposition 3.1 for the applications in this
paper; one could instead establish Corollary 3.2 below by adapting the proof of [11, Proposition 2.1], and
one could run the entropy argument non-asymptotically (as in [40]) without appeal to the correspondence
principle, picking up some additional small error terms as a consequence. We leave the details of this
alternate argument to the interested reader.
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Proposition 3.1 (Furstenberg correspondence principle, probabilistic form). Let the
notation and hypotheses be as in Theorem 1.2. Then there exists random functions
g0, . . . , gk : Z → D and a random profinite
6 integer n ∈ Zˆ, all defined on a common
probability space Ω, such that
EF((gi(h))0≤i≤k,−N≤h≤N , n (q)) = l˜im
m→∞
E
log
xm/ωm≤n≤xm
F
(
(gi(n + h))0≤i≤k,−N≤h≤N , n (q)
)
(17)
for any natural numbers N, q and any continuous function F : D(k+1)(2N+1) × Z/qZ→ R.
Furthermore, the random variables g0, . . . , gk : Z → D and n ∈ Zˆ are a stationary
process, by which we mean that for any natural number N, the joint distribution of
(gi(n + h))0≤i≤k,−N≤h≤N ∈ D
(k+1)(2N+1) and n + n does not depend on n as n ranges across
the integers.
Proof. Observe that for any natural numbers N, q and continuous F : D(k+1)(2N+1) ×
Z/qZ→ R, the quantity
l˜im
m→∞
E
log
xm/ωm≤n≤xm
F
(
(gi(n + h))0≤i≤k,−N≤h≤N), n (q)
)
is unchanged if one replaces n by n + 1 in the summand. This shows that any random
variables g0, . . . , gk, n obeying (17) will also obey the identity
EF
(
(gi(h))0≤i≤k,−N≤h≤N , n (q)
)
= EF
(
(gi(h + 1))0≤i≤k,−N≤h≤N , n + 1 (q)
)
for any continuous function F : D(k+1)(2N+1) → R, which implies that the g0, . . . , gk, n are
a stationary process. It thus suffices to construct random variables g0, . . . , gk, n obeying
(17) for all N, q. By the Kolmogorov extension theorem, it suffices to show that for each
fixed choice of N and q, there exist random variables obeying (17) for those values of
N and q. But this easily follows from the Riesz representation theorem, since for fixed
choices of N and q the right-hand side of (17) is clearly a positive linear functional on the
space of continuous functions F on the compact Hausdorff spaceD(k+1)(2N+1)×Z/qZ. 
As a corollary of the countably additive probability theory interpretation, we can also
interpret the correlation sequence f (a) in the language of ergodic theory:
Corollary 3.2 (Furstenberg correspondence principle, ergodic theory form). Let the no-
tation and hypotheses be as in Theorem 1.2. There exists a probability space (X, µ)
together with a measure-preserving invertible shift T : X → X, and measurable func-
tions G0, . . . ,Gk : X → D, such that
f (a) =
∫
X
G0(T
ah0 x) . . .Gk(T
ahk x) dµ(x)
for all integers a.
We remark that this result is essentially the same as that in [11, Proposition 2.1].
6The profinite integers Zˆ are defined as the inverse limit of the cyclic groups Z/qZ, with the weakest
topology that makes the reduction maps n 7→ n (q) continuous. This is a compact abelian group and thus
has a well defined probability Haar measure.
16 TERENCE TAO AND JONI TERA¨VA¨INEN
Proof. Let X = (DZ)k+1 be the space of all tuples (g0, . . . , gk) of functions gi : Z →
D, equipped with the product topology and σ-algebra. The distribution of the tuple
(g0, . . . , gk) provided by the previous theorem is then a probability measure µ on X. As
this tuple is a stationary process, X is invariant with respect to the shift map T that maps
any tuple (g0, . . . , gk) to (g0(· + 1), . . . , gk(· + 1)). Applying (17) with q = 1 and F of the
form
F((gi,h)0≤i≤k;−N≤h≤N ) ≔
k∏
j=0
g j,h j
for a sufficiently large N, we obtain the claim. 
Remark 3.3. Such measure-preserving systems associated to multiplicative functions
were also studied recently in [11], focusing in particular in the Liouville case g0 =
· · · = gk = λ; the use of generalised limit functionals was avoided in that paper by
assuming that all classical limits involved converge, but the analysis carries over to
the generalised limit functional setting without difficulty. A key technical point is that
the measure-preserving system provided by the Furstenberg correspondence principle
is not known to be ergodic; indeed, in [11] it was shown (in the Liouville case) that
ergodicity is in fact equivalent to the full logarithmically averaged Chowla conjecture.
See also [14] for some further analysis of these systems.
In the next section we use Corollary 3.2, together with the ergodic-theory results of
Bergelson-Host-Kra [1], Leibman [31], and Le [30], to approximate f by nilsequences.
Let G : N → D denote the multiplicative function G ≔ g0 . . . gk. In this section
we will use the entropy decrement argument from [40] to show that the approximate
identity
f (ap) ≈ f (a)G(p) (18)
holds in some sense for “most” integers a and primes p.
Fix a, and let p be a prime. From (7), we have
f (a)G(p) = l˜im
m→∞
1
logωm
∑
xm/ωm≤n≤xm
g0(p)g0(n + ah0) . . . gk(p)gk(n + ahk)
n
.
Frommultiplicativity, we can write g j(p)g j(n+ah j) as g j(pn+aph j) unless n = −ah j (p).
The latter case contributes O
(
1
p
)
to the above generalised limit functional for each j.
Thus we have
f (a)G(p) = l˜im
m→∞
1
logωm
∑
xm/ωm≤n≤xm
g0(pn + aph0) . . . gk(pn + aphk)
n
+ O
(
1
p
)
where we henceforth allow implied constants in the asymptotic notation to depend on
k. If we now make pn rather than n the variable of summation, we conclude that
f (a)G(p) = l˜im
m→∞
1
logωm
∑
pxm/ωm≤n≤pxm
g0(n + aph0) . . . gk(n + aphk)p1p|n
n
+ O
(
1
p
)
.
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We can adjust the range of n from pxm/ωm ≤ n ≤ pxm to xm/ωm ≤ n ≤ xm without
affecting the generalised limit functional, since ωm goes to infinity. Thus
f (a)G(p) = l˜im
m→∞
1
logωm
∑
xm/ωm≤n≤xm
g0(n + aph0) . . . gk(n + aphk)p1p|n
n
+ O
(
1
p
)
.
Comparing this with (7) (with a replaced by ap), we conclude that
f (a)G(p) − f (ap)
= l˜im
m→∞
1
logωm
∑
xm/ωm≤n≤xm
g0(n + aph0) . . . gk(n + aphk)(p1p|n − 1)
n
+ O
(
1
p
)
,
and hence by Proposition 3.1 we have the formula
f (a)G(p) − f (ap) = Eg0(aph0) . . . gk(aphk)(p1p|n − 1) + O
(
1
p
)
.
If we define cp to be the signum of f (a)G(p) − f (ap), then |cp| ≤ 1 for all p, and we
have
| f (a)G(p) − f (ap)| = Ecpg0(aph0) . . . gk(aphk)(p1p|n − 1) + O
(
1
p
)
.
In order to apply the entropy decrement argument introduced in [40] it is convenient to
discretise the random functions g j, so that they only take finitely many values. Fix a
small parameter ε > 0. Let g j,ε(n) be the random variable formed by rounding g j(n) to
the nearest Gaussian integer multiple of ε (breaking ties using (say) the lexicographical
ordering on the Gaussian integers), then by the triangle inequality we have
| f (a)G(p) − f (ap)| = Ecpg0,ε(aph0) . . . gk,ε(aphk)(p1p|n − 1) + O(ε)
if p is sufficiently large depending on ε. By stationarity, we then also have
| f (a)G(p) − f (ap)| = Ecpg0,ε(l + aph0)) . . . gk,ε(l + aphk)(p1n=−l (p) − 1) + O(ε)
for all integers l. Averaging over a dyadic range 2m ≤ p < 2m+1 and 1 ≤ l ≤ 2m, we
conclude that
E2m≤p<2m+1 | f (a)G(p) − f (ap)| = EFm(Xm,Ym) + O(ε) (19)
for m sufficiently large depending on ε, where
(i) Xm ∈ D
(k+1)2m+2H′ is the random variable
Xm ≔
(
g j,ε(l)
)
0≤ j≤k;1≤l≤2m+2H′
(20)
with H′ ≔ (1 + |a|)H and H is as in (16);
(ii) Ym ∈
∏
2m≤p<2m+1 Z/pZ is the random variable
Ym ≔ (n (p))2m≤p<2m+1 ;
and
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(iii) Fm : D
(k+1)2m+2H′ ×
∏
2m≤p<2m+1 Z/pZ→ C is the function
Fm((g j,l)0≤ j≤k;1≤l≤2m+2H′ , (np)2m≤p<2m+1)
≔ E1≤l≤2mE2m≤p<2m+1cpg0,l+aph0 . . . gk,l+aphk(p1np=−l (p) − 1).
From (17) and the Chinese remainder theorem, we see that the Ym are uniformly
distributed in
∏
2m≤p<2m+1 Z/pZ, and are jointly independent in m. However, they may
correlate with theXm. We ignore this issue for the moment by introducing a new random
variable Um = (up)2m≤p<2m+1 , drawn uniformly at random from
∏
2m≤p<2m+1 Z/pZ. For any
deterministic vector
Xm =
(
g j,l
)
0≤ j≤k;1≤l≤2m+2H′
∈ D(k+1)2
m+2H′ ,
we can expand
Fm(Xm,Um) = E2m≤p<2m+1Zp
where Zp is the random variable
Zp ≔ E1≤l≤2mcpg0,l+ph0 . . . gk,l+phk(p1up=−l (p) − 1).
The random variables Zp are clearly jointly independent in p. Since up is uniformly
distributed in Z/pZ, we also see that each random variableZp has mean zero. One easily
verifies from the triangle inequality that Zp is bounded in magnitude by O(1). Applying
Hoeffding’s inequality [25], together with the prime number theorem, we conclude the
concentration of measure estimate
P(|Fm(Xm,Um)| ≥ ε) ≪ exp(−cε
22m/m) (21)
for some absolute constant c > 0.
To pass from Fm(Xm,Um) back to Fm(Xm,Ym), we use the following information-
theoretic inequality (cf. [40, Lemma 3.3]). For the basic definitions and properties of
information-theoretic quantities such as Shannon entropy and mutual information that
we will need, see [40, §3] and Section 2.
Lemma 3.4. Let Y be a random variable taking values in a finite non-empty setY, and
let U be a uniform random variable taking values in the same set. Then for any subset
E of Y, one has
P(Y ∈ E) ≤
H(U) −H(Y) + log 2
log 1
P(U∈E)
,
where the Shannon entropy H(·) is defined in Section 2.
Proof. We evaluate the conditional entropy H(Y|1Y∈E) in two different ways. On one
hand, we have
H(Y|1Y∈E) = H(Y, 1Y∈E) −H(1Y∈E)
= H(Y) −H(1Y∈E)
≥ H(Y) − log 2
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thanks to Jensen’s inequality. On the other hand, by a further application of Jensen’s
inequality one has
H(Y|1Y∈E) = P(Y ∈ E)H(Y|Y ∈ E) + P(Y < E)H(Y|Y < E)
≤ P(Y ∈ E) log |E| + (1 − P(Y ∈ E)) log |Y|
= log |Y| − P(Y ∈ E) log
|Y|
|E|
= H(U) − P(Y ∈ E) log
1
P(U ∈ E)
.
Combining the two bounds, we obtain the claim. 
Taking U = Um and E = {Y : |Fm(Xm, Y)| ≥ ε} in this lemma and recalling (21), we
conclude that for m sufficiently large depending on a, ε, one has
P(|Fm(Xm,Y)| ≥ ε) ≪ ε (22)
whenever Y is a random variable taking values in
∏
2m≤p<2m+1 Z/pZ which has suffi-
ciently high entropy in the sense that
H(Um) −H(Y)≪ ε
32
m
m
.
To use this, let m0 be a sufficiently large natural number depending on a, ε. For
m ≥ m0, let Y<m denote the random variable (Ym′)m0≤m′<m. By (17) and the Chinese
remainder theorem, the Ym are uniformly distributed in
∏
2m≤p<2m+1 Z/pZ and are jointly
independent in m. In particular we have the conditional entropy identity
H(Ym|Y<m = Y<m) = H(Um) (23)
for any value Y<m in the range of Y<m. Now suppose for the moment that we have for
the conditional mutual information (defined in Section 2) the bound
I(Xm : Ym|Y<m) ≤ ε
42
m
m
, (24)
which roughly speaking asserts some weak conditional independence between the ran-
dom variables Xm and Ym relative to Y<m. We compute
I(Xm : Ym|Y<m) = I(Ym : Xm|Y<m) = H(Ym|Y<m) −H(Ym|Xm,Y<m)
=
∑
Xm,Y<m
P(Xm = Xm,Y<m = Y<m)(H(Ym|Y<m = Y<m) −H(Ym|Xm = Xm,Y<m = Y<m)),
where Xm, Y<m vary over the ranges of Xm,Y<m respectively. Thus by Markov’s inequal-
ity, we see that with probability 1 − O(ε), the pair (Xm,Y<m) attains a value (Xm, Y<m)
such that
H(Ym|Y<m = Y<m) −H(Ym|Xm = Xm,Y<m = Y<m)≪ ε
32
m
m
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and thus by (22) and (23) (applied to Y<m after conditioning to the event Xm = Xm) we
have the conditional probability bound
P(|Fm(Xm,Ym)| ≥ ε|Xm = Xm,Y<m = Y<m) ≪ ε.
Multiplying by P(Xm = Xm,Y<m = Y<m) and summing in Xm, Y<m, we conclude that
EFm(Xm,Ym) ≪ ε
whenever m ≥ m0 is such that (24) holds. Combining this with (19), we conclude that
E2m≤p<2m+1 | f (a)G(p) − f (ap)| ≪ ε
whenever m ≥ m0 is such that (24) holds.
Call a setN of natural numbers log-small if∑
m∈N :m≤x
1
m
= ox→∞(log x)
as x → ∞, and log-large otherwise. We say that an assertion P(m) holds for log-almost
all m if it holds for m outside of a log-small set. We then have
Proposition 3.5 (Entropy decrement argument). The bound (24) holds for log-almost
all m ≥ m0.
Proof. For m ≥ m0, consider the quantity
H(Xm+1|Y<m+1).
One can split Xm+1 as the concatenation of Xm and X
′
m, where
X′m ≔
(
g j,ε(a(l + 2
m+2H))
)
0≤ j≤k;1≤l≤2m+2H
is a translated version of Xm. Thus by the Shannon entropy inequalities we have
H(Xm+1|Y<m+1) ≤ H(Xm|Y<m+1) +H(X
′
m|Y<m+1).
By stationarity (and the fact that translating n does not affect the σ-algebra generated
by Y<m+1) we have
H(X′m|Y<m+1) = H(Xm|Y<m+1)
and thus
H(Xm+1|Y<m+1) ≤ 2H(Xm|Y<m+1).
Since Y<m+1 is the concatenation of Y<m and Ym, we have the identity
H(Xm|Y<m+1) = H(Xm|Y<m) − I(Xm : Ym|Y<m)
and hence
H(Xm+1|Y<m+1)
2m+1
≤
H(Xm|Y<m)
2m
−
I(Xm : Ym|Y<m)
2m
.
Telescoping this, and using the non-negativity of conditional entropy, we see that∑
m≥m0
I(Xm : Ym|Y<m)
2m
< ∞
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and hence ∑
m≥m0:I(Xm:Ym |Y<m)≥ε42m/m
1
m
< ∞
and the claim follows. 
Combining this proposition with the previous analysis, we have established the fol-
lowing precise version of (18):
Theorem 3.6 (Approximate G-isotopy). Let the notation and hypotheses be as in The-
orem 1.2. For any integer a and ε > 0, one has
E2m≤p<2m+1 | f (a)G(p) − f (ap)| ≪ ε
for log-almost all natural numbers m, where G ≔ g0 . . . gk.
Remark 3.7. The above arguments in fact give a slightly stronger claim, namely the set
M of exceptional m is not just log-small, but obeys the more precise estimate∑
m∈M
1
m
≪ ε−4 log
1
ε
where the implied constant can depend on a, k,H. This can lead to a slight strengthening
of Theorem 1.2, in which the notion of one multiplicative function weakly pretending to
be another is strengthened in a somewhat complicated fashion, but we will not attempt
to make this explicit here.
4. Nilsequence theory
To proceed further, we will invoke some deep ergodic theory results on recurrence
sequences to obtain additional control on the sequence f . More precisely, we will show
that f behaves like a nilsequence, which turns out to be incompatible with the approxi-
mate isotopy property of f from Theorem 3.6, unless f behaves like a periodic sequence
(cf. the structural theory of multiplicative functions in [13]). We start by defining nilse-
quences.
Definition 4.1 (Nilsequence). Let d ≥ 1 be a natural number. A filtered group G =
(G,G•) of degree ≤ d is a group G, together with a sequence G• = (Gi)
∞
i=0 of nested
subgroups
G = G0 ⊃ G1 ⊃ . . .
with Gd+1 = {id}, and [Gi,G j] ⊂ Gi+ j for all i, j ≥ 0. By a polynomial sequence adapted
to a filtered group, we mean a map g : Z → G such that ∂hi . . . ∂hig(n) ∈ Gi for all
i ≥ 0, n ∈ Z, and h1, . . . , hi ∈ Z, where ∂hg(n) ≔ g(n + h)g(n)
−1. A filtered nilmanifold
G/Γ = (G/Γ,G,G•) of degree ≤ d is a filtered connected, simply connected nilpotent
Lie group (G,G•) of degree s (with all subgroups Gi also connected, simply connected
nilpotent Lie groups), together with a quotient G/Γ of G by a lattice Γ (that is to say, a
discrete and cocompact subgroup) of G, such that Γi ≔ Γ ∩ Gi is a lattice of Gi for all
i ≥ 0.
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A (vector-valued) basic nilsequence of degree ≤ d is a function f : Z→ Cm for some
m ≥ 1 of the form f (n) ≔ F(g(n)), where G/Γ is a filtered nilmanifold of degree d,
g is a polynomial sequence adapted to the corresponding filtered group (G,G•), and
F : G → Cm is a smooth continuous function which is Γ-automorphic in the sense that
F(gγ) = F(g) for all g ∈ G and γ ∈ Γ. A nilsequence of degree ≤ d is a uniform limit of
basic nilsequences of degree ≤ d. If m = 1, we say that the nilsequence is scalar-valued.
Example 4.2. If P1, . . . , Pk : Z → R/Z are a finite number of polynomials of de-
gree at most d, and F : (R/Z)k → Cm is a smooth function, then the sequence n 7→
F(P1(n), . . . , Pk(n)) is a basic nilsequence of degree ≤ d, which is scalar-valued if m =
1. In particular, for any real numbers α0, . . . , αd ∈ R, the sequence n 7→ e(αdn
d
+· · ·+α0)
is a scalar-valued basic nilsequence of degree ≤ d. If P1, P2, · · · : Z → R/Z are an in-
finite sequence of polynomials of degree at most d, and c1, c2, . . . are an absolutely
summable sequence of elements of Cm, then
∑∞
j=1 c je(P j(n)) is a nilsequence of degree
≤ d.
There are more exotic examples of nilsequences that arise from “bracket polynomi-
als” rather than genuine polynomials. For instance, if F : (R/Z)2 → Cm is a smooth
function that vanishes in a neighbourhood of the axis {(x, 0) : x ∈ R/Z}, and α, β are
real numbers, then the sequence
n 7→ F({αn}βn mod 1, αn mod 1)
is a basic nilsequence of degree ≤ 2, where {} denotes the fractional part function; the
vanishing of F near the axis is needed to be able to smoothly represent the Heisenberg
nilmanifold

1 R R
0 1 R
0 0 1
 /

1 Z Z
0 1 Z
0 0 1
 by a single coordinate chart that avoids the singu-
larities of the fractional part function {αn}. See [21, §6] for details of this construction.
Remark 4.3. The original definition of a nilsequence in [1] assumed F was merely
continuous rather than smooth, and used linear sequences n 7→ gng0 rather than poly-
nomial sequences. However, the extra imposition of smoothness is fairly harmless since
the Stone-Weierstrass theorem ensures that any continuous automorphic F can be uni-
formly approximated by smooth automorphic F, and also polynomial orbits can always
be lifted to linear orbits in a larger nilmanifold (see [21, Appendix C]).
The way nilsequences will enter into our analysis is via multiple recurrence se-
quences, and in particular from the following result:
Theorem 4.4. Let (X, µ) be a probability space, and let T : X → X be a measure-
preserving action on this space. Let G0, . . . ,Gk ∈ L
∞(X), and let h0, . . . , hk be integers
for some k ≥ 0. Then we have a decomposition∫
X
G0(T
h0nx) . . .Gk(T
hknx) dµ(x) = f1(n) + f2(n)
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for all n ∈ Z, where f1 : Z → C is a nilsequence of degree ≤ D for some D, and
f2 : Z→ C is a sequence that goes to zero in uniform density, in the sense that
lim
N→∞
sup
M
EM≤n<M+N | f2(n)| = 0 (25)
Proof. By concatenating functions G j with a common value of h j, we may assume that
the h j are all distinct.
For the first claim, see [31, Theorem 5.2] (which in fact handled the more general
situation of polynomial shifts); the case when X was ergodic and hi = i was previously
obtained in [1, Theorem 1.9]. It is likely that the analysis in [31] allows us to take D = k,
but we will not need this bound here. 
For our application, it will be important to localise the zero density claim (25) to
multiples of primes:
Proposition 4.5. If f2 is the function arising in Theorem 4.4, then
lim
x→∞
Ep≤x| f2(ap)| = 0
for any fixed nonzero integer a.
We remark that results of this type were recently obtained by Le [30].
Proof. We allow all implied constants to depend on a, k,G0, . . . ,Gk, f1, f2. Note that as
all nilsequences are bounded, f2 must also be bounded, thus f2(n) = O(1) for all n.
Let ε > 0 be arbitrary, let w be a sufficiently large quantity depending on ε, a, k, let
δ > 0 be sufficiently small depending on w, ε, a, k, and assume that x is sufficiently large
depending on δ,w, ε, a, k. It will suffice to show that
Ex/2≤p≤x | f2(ap)| ≪ ε.
Dividing into residue classes moduloW ≔
∏
p≤w p, it suffices to show that
Ex/2≤p≤x:p=b (W)| f2(ap)| ≪ ε
for every b coprime toW. In terms of the von Mangoldt function, it will suffice to show
that
Ex/2≤n≤x:n=b (W)| f2(an)|
φ(W)
W
Λ(n) ≪ ε,
or equivalently that
Ex/2W≤n≤x/W | f2(a(Wn + b))|Λb,W(n) ≪ ε,
where Λb,W(n) ≔
φ(W)
W
Λ(Wn + b). We can write the left-hand side as
Ex/2W≤n≤x/W f2(a(Wn + b))g(n)Λb,W(n)
for some sequence g : Z → D. Using the dense model theorem [18, Proposition 10.3]
(see also [17, Proposition 8.1], [44, Theorem 7.1], [16, Theorem 4.8], [38, Theorem
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1.1], [5, Theorem 5.1]) to the real and imaginary parts of gΛb,W , together with the pseu-
dorandom7 majorant ν constructed in [17, Proposition 9.1] (see also [5, Proposition
8.1]), we can split
gΛb,W(n) = g1(n) + g2(n) + g3(n)
for x/2W ≤ n ≤ x/W, where g1 is bounded pointwise byO(1), g2 obeys the ℓ
1 smallness
bound
Ex/2W≤n≤x/W |g2(n)| ≪ ε, (26)
and g3(n) is bounded by O(ν(n) + 1) (so in particular Ex/2W≤n≤x/W |g3(n)| ≪ 1) and obeys
the Gowers uniformity bound
E−x/W≤n,h1 ,...,hk+1≤x/W
∏
ω∈{0,1}k+1
g3(n + ω1h1 + · · · + ωkhk) ≪ δ (27)
where we extend g3 by zero to the integers. From Theorem 4.4 we have
Ex/2W≤n≤x/W f2(a(Wn + b))g1(n) ≪ aWE ax
2
≤n≤2ax| f2(n)| ≪ ε
if x is large enough. From (26) we have
Ex/2W≤n≤x/W f2(a(Wn + b))g2(n) ≪ ε
and so it will suffice to show that
Ex/2W≤n≤x/W f2(a(Wn + b))g3(n) ≪ ε.
The sequence n 7→ f1(a(Wn + b)) can be approximated to accuracy ε by a basic nilse-
quence, whose underlying nilmanifold and smooth automorphic function F does not
depend onW or b. We apply [18, Proposition 11.2], which decomposes the nilsequence
into a part with bounded dual Gowers Uk+1-norm and uniformly bounded error. Since
g3 has Gowers U
k+1-norm bounded by≪ δ2
−k−1
, we conclude that
Ex/2W≤n≤x/W f1(a(Wn + b))g3(n) ≪ ε
if δ is small enough, so by the triangle inequality it suffices to show that
Ex/2W≤n≤x/W
∫
X
G0(T
h0a(Wn+b)x) . . .Gk(T
hka(Wn+b)x) dµ(x)g3(n) ≪ ε.
Exchanging the places of integration and summation and applying the Cauchy-Schwarz
inequality, it is enough to show that∫
X
∣∣∣Ex/2W≤n≤x/W g3(n)G0(T h0a(Wn+b)x) . . .Gk(T hka(Wn+b)x)∣∣∣2 dµ(x) ≪ ε,
and this follows from8 [15, Lemma 3] and (27) if δ is small enough. 
7Strictly speaking, in [17] it was assumed that w was a function of x that went to infinity as x → ∞,
but this hypothesis is compatible with our selection of parameters, since we assume x to be sufficiently
large depending on w.
8Strictly speaking, the statement of [15, Lemma 3] is only directly applicable when h0, . . . , hk are in
arithmetic progression, but the proof of that lemma easily extends to cover arbitrary (distinct) choices of
h0, . . . , hk.
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Combining this theorem with Corollary 3.2, we conclude
Corollary 4.6. Let the notation and hypotheses be as in Theorem 1.2. Then we may
decompose f = f1 + f2, where f1 : Z → C is a nilsequence of degree ≤ D, and
f2 : Z→ C is a sequence such that
lim
x→∞
Ep≤x| f2(ap)| = 0
for any fixed nonzero integer a.
5. Nilcharacters and their symbols
In order to use Corollary 4.6, it will be convenient to (approximately) decompose
nilsequences into linear combinations of a special type of basic nilsequence known as a
nilcharacter. This concept, introduced in [21], generalises the concept of a polynomial
phase n 7→ e(αdn
d
+· · ·+α1n+α0). We also define the notion of a symbol of a nilcharacter,
which is based on a similar definition9 in [21], and which informally captures the “top
order” behaviour of a nilcharacter (such as the top coefficient αd of the above polynomial
phase, up to integer or rational shifts). Unfortunately, due to topological obstructions,
we will need to permit nilcharacters to be vector-valued rather than scalar-valued, in
order to prevent these nilcharacters from vanishing at one or more points which will
cause a number of technical complications (for instance in properly defining the notion
of a symbol of a nilcharacter); see [21, §6].
We review the relevant definitions.
Definition 5.1 (Nilcharacters). A nilcharacter of degree d is a basic nilsequence10 χ(n) =
F(g(n)Γ) as above, such that ‖F(x)‖Cm = 1 for all x ∈ G/Γ (using the usual Hilbert space
norm on Cm), and such that there exists a continuous homomorphism η : Gd → R that
maps Γd to the integers, such that
F(gdx) = e(η(gd))F(x) (28)
for all gd ∈ Gd and x ∈ G/Γ.
Definition 5.2 (Symbols). Two nilcharacters χ : Z→ Cm, χ′ : Z→ Cm
′
of degree d are
said to be d-equivalent if the function χ⊗ χ′ : Z→ Cm×m
′
is equal to a basic nilsequence
of degree ≤ d − 1 (with the convention that the only nilsequences of degree 0 are the
constants). This is an equivalence relation; see11 [21, Lemma E.7]. The equivalence
class [χ]Symbd(Z) of a degree d nilcharacters up to d-equivalence will be called a symbol
9The notion of symbol in [21] was adapted to a hyperfinite interval or box, rather than to the integers,
due to the need to perform a “single-scale” analysis in that paper rather than the “asymptotic” analysis
considered here. Nevertheless, the two notions of symbol are closely analogous.
10We will use χ to denote nilcharacters, to distinguish slightly from the symbol χ used in this paper to
denote Dirichlet characters.
11Strictly speaking, the results in [21, Appendix E] involve nilcharacters over the nonstandard integers
∗Z rather than the standard integers Z, but the arguments carry over without difficulty to the standard
setting.
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of order d, and the space of such equivalence classes will be denoted Symbd(Z). The
operation of tensor product gives rise to an abelian group structure on Symbd(Z), given
by the group law
[χ]Symbd(Z) + [χ
′]Symbd(Z) ≔ [χ ⊗ χ
′]Symbd(Z),
negation law
−[χ]Symbd(Z) ≔ [χ]Symbd(Z),
and identity element
0 ≔ [1]Symbd(Z);
see [21, Lemma E.8] for a verification that this indeed gives the structure of an abelian
group. In particular we have
[qχ]Symbd(Z) = [χ
⊗q]Symbd(Z)
for any natural number q, where χ⊗q denotes the tensor product of q copies of χ.
Example 5.3. If α0, . . . , αd are real numbers, then the polynomial phase sequence n 7→
e(αdn
d
+· · ·+α0) is a nilcharacter of degree d; it is equivalent to the identity nilcharacter
1 if and only if αd is an integer (if d = 1) or rational (if d > 1). Thus we see that
Symbd(Z) contains a copy of R/Z (if d = 1) or R/Q (if d > 1) as a subgroup. When
d = 1, the polynomial sequence g(n) must take the form g(n) = gn
1
g0 for some g1 ∈ G1,
and from (28) we conclude that all degree 1 nilcharacters take the form χ(n) = ce(αn)
for some unit vector c ∈ Cm and real number α. Two nilcharacters ce(αn), c′e(α′n)
are easily seen to be equivalent if and only if α, α′ differ by an integer. As such, we
see that Symb1(Z) is in fact isomorphic to R/Z. In contrast, in the higher degree case
d > 1 there are many more symbols than the ones coming from polynomial phases. A
near-example of this is given by the “piecewise smooth degree 2 nilcharacter” n 7→
e({αn}βn), where α, β are real numbers and {·} denotes the fractional part function.
This is not quite a degree 2 nilcharacter, because the relevant function F (defined on
a Heisenberg nilmanifold) is only piecewise smooth, rather than smooth; however by
using a suitable partition of unity it can be modified into a genuine degree 2 nilcharacter
(which is now vector-valued rather than scalar-valued), which has a different symbol
from any quadratic phase n 7→ e(α2n
2
+ α1n + α0) if α, β are irrational. See [21, §6] for
further discussion of this example and of symbols in general.
For future reference, it will be important to note that symbols behave well under
dilations by natural numbers q ≥ 1, in that
[χ(q·)]Symbd(Z) = q
d[χ]Symbd(Z); (29)
see [21, Lemma E.8(v)].
The relevance of the symbol notion for us will come through the following equidis-
tribution result:
Proposition 5.4 (Equidistribution). Let d ≥ 1, and let χ be a degree d nilcharacter with
non-trivial symbol: [χ]Symbd(Z) , 0. Then limx→∞ En≤xχ(n) = 0.
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Proof. This is a variant of [21, Lemma E.11]. For d = 1, the claim is clear from
Fourier analysis, so suppose d > 1. Write χ(n) = F(g(n)) for a smooth Γ-automorphic
F : G → Cm and a polynomial sequence g : Z → G. By [19, Corollary 1.12], we may
factor
g(n) = ǫg′(n)γ(n),
where ǫ ∈ G is constant in n, γ is rational in the sense that there exists a natural number
r such that γ(n)r ∈ Γ for all n ∈ Z, and g′ takes values in a filtered subgroup G′ of G
(with all subgroupsG′i being connected, simply connected Lie groups), such thatG
′
i ∩ Γ
is a lattice in G′
i
for all i, and g′ is totally equidistributed in the sense that
lim
x→∞
En≤xF
′(g′(qn + a)) =
∫
G′/Γ′
F′ dµ
whenever Γ′ is a subgroup of G′ commensurate with G′ ∩ Γ, q is a natural number, a
is an integer, and F′ : G′ → Cm is a smooth Γ′-automorphic function, where µ denotes
the Haar measure on G′/Γ′. As γ is rational, it is periodic with some period q. On each
arithmetic progression {qn + a : n ∈ Z}, γ(n) ∈ γ(a)Γ, so by the Γ-automorphic nature
of F, it suffices to show that
lim
x→∞
En≤xF(ǫg
′(qn + a)γ(a)) = 0
for each a.
Suppose for contradiction that this fails for some a. The function g 7→ F(ǫgγ(a)) is
Γ
′-automorphic, where Γ′ ≔ G′ ∩ γ(a)Γγ(a)−1. As Γ′ is commensurate with G′ ∩ Γ, we
conclude that there is an a for which∫
G′/Γ′
F(ǫgγ(a))dµ(g) , 0.
On the other hand, for any h in the central groupG′
d
, we have from translation invariance
of the Haar measure that∫
G′/Γ′
F(ǫgγ(a))dµ(g) =
∫
G′/Γ′
F(hǫgγ(a))dµ(g).
Applying (28), we conclude that η must annihilate the central groupG′
d
. Quotienting by
G′
d
, we conclude that n 7→ F(ǫg′(qn+a)γ(a)) is a nilsequence of degree at most d−1 for
every a; since the indicator functions of arithmetic progressions are also nilsequences of
degree at most d − 1 when d ≥ 2, we conclude that χ is equal to a nilsequence of degree
at most d − 1 and thus has vanishing symbol, giving the desired contradiction. 
We have already seen that Symbd(Z) is isomorphic to R/Z when d = 1. In higher de-
gree d ≥ 2, the symbol space is more complicated. However, we do have the following
important property. Call a nilcharacter χ of degree d irrational if one has q[χ]Symbd(Z) , 0
for all natural numbers q. For instance, if α is a real number, the degree 1 nilcharacter
n 7→ e(αn) is irrational if and only if α is irrational. For higher degrees, we have
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Lemma 5.5. If d ≥ 2, then a nilcharacter χ : Z → Cm of degree d is irrational if and
only if [χ]Symbd(Z) , 0. In other words, Symb
d(Z) is torsion-free.
In fact, we can modify the arguments of [21, Appendix E] to establish the stronger
claim that Symbd(Z) is a vector space over Q, but we will not need to use this fact here.
Proof. Suppose we have q[χ]Symbd(Z) = 0 for some natural number q and nilcharacter χ
of degree d ≥ 2, then by (29) we have [χ(q·)]Symbd(Z) = 0. Thus one has a representation
χ(qn) = F(g(n)Γ)
for all natural numbers n and some basic nilsequence F(g(n)Γ) of degree ≤ d − 1. Since
χ has magnitude one, we may ensure that F does also. By (the proof of) [21, Lemma
E.8(vi)], we can write g(n) = g′(qn) for another polynomial sequence g′. Trivially, the
χ1(n) := χ(qn) satisfies tr(χ1(n) ⊗ χ1(n)) = m, so we conclude that
trEn≤xχ(n) ⊗ F(g′(n)Γ)1q|n =
m
q
+ o(1)
as x → ∞. By the Cauchy-Schwarz inequality, we have |tr(z)| ≤ m
1
2 ‖z‖Cm×m for any
z ∈ Cm×m, so by Fourier analysis we have
lim sup
x→∞
‖En≤xχ(n) ⊗ F(g′(n)Γ)e(an/q)‖Cm×m > 0
for some integer a. By Proposition 5.4 in the contrapositive, we conclude that
[χ ⊗ F(g′(·)Γ)e(a · /q)]Symbd(Z) = 0;
but F(g′(·)Γ)e(a · /q) is a basic nilsequence of degree ≤ d − 1 and thus has vanishing
symbol. The claim follows. 
Using this lemma, one can decompose nilsequences into irrational nilcharacters plus
a periodic sequence:
Proposition 5.6. Let f : Z→ C be a degree ≤ d nilsequence. Then f can be expressed
as the uniform limit of finite sums of the form
f0 +
d∑
i=1
Ji∑
j=1
ci, jχi, j
where f0 : Z→ C is periodic, J1, . . . , Jd are non-negative integers, and for each 1 ≤ i ≤
d and 1 ≤ j ≤ Ji, χi, j : Z→ C
mi, j is a degree i irrational nilcharacter, and ci, j : C
mi, j → C
is a linear functional.
Proof. We may assume inductively that either d = 1, or d > 1 and the claim has already
been proven for d−1. By a limiting argument, we may assume without loss of generality
that f is a basic nilsequence f (n) = F(g(n)). The function F : G → C descends to the
quotient G/Γd, on which the compact abelian group Gd/Γd acts. By Fourier expansion,
we may approximate F uniformly by a finite linear combination of smooth functions,
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each of which obeys (28) for some character η; thus without loss of generality we may
assume that F obeys (28). We may also rescale so that |F | < 1 pointwise.
One can view G/Γd as a fibre bundle over the quotient nilmanifoldG/Gd, with fibres
isomorphic to Gd/Γd. By a smooth partition of unity, one can write 1 = ψ
2
1 + · · · + ψ
2
k
on G/Gd, where each ψi : G/Gd → R is smooth and supported on an open subset Ui of
G/Gd that is so small that the fibre bundle becomes trivial; thus, if π : G/Γd → G/Gd
is the quotient map, then π−1(Ui) is smoothly isomorphic to Ui × (G/Gd). For each i,
one can use this trivialisation to construct a Γ-automorphic smooth function Fi : G → C
obeying (28) such that |Fi(x)| = |ψi(π(xΓ))| for all x ∈ G; thus |F1|
2
+ · · · + |Fk|
2
= 1. If
one then sets
χ ≔
(
F(g(n)),
√
1 − |F(g(n))|2F1(g(n)), . . . ,
√
1 − |F(g(n))|2Fk(g(n))
)
,
we see that χ is a degree d nilcharacter, and f is a linear functional applied to χ. If χ is
irrational, then we are done; if χ has vanishing symbol, then we are also done thanks to
the induction hypothesis. By Lemma 5.5 and the identification Symb1(Z) ≡ R/Z, the
only remaining case is when d = 1 and χ is equivalent to n 7→ e(an/q) for some rational
a/q, but then χ and hence f will be periodic, and we are again done. 
Irrational nilcharacters are “minor arc” in the sense that they exhibit cancellation in
bilinear sum estimates. More specifically:
Lemma 5.7. Let χ : Z→ Cm be an irrational nilcharacter, let ε > 0, let x be sufficiently
large depending on ε, and let y be sufficiently large depending on ε, χ, x. Then for any
bounded sequences an, bm = O(1), one has
‖Ep≤xEm≤yapbmχ(pm)‖Cm ≪ ε.
Proof. By expanding out, we see that∥∥∥∥∥∥∥
∑
j≤J
x j
∥∥∥∥∥∥∥
2
Cm
=
∥∥∥∥∥∥∥
∑
j≤J
∑
j′≤J
x j ⊗ x j′
∥∥∥∥∥∥∥
Cm×m
.
Hence it suffices to show that
‖Ep,p′≤xapap′Em≤yχ(pm) ⊗ χ(p
′m)‖Cm×m ≪ ε
2.
The diagonal contribution p = p′ will be acceptable for x large enough, so by the
triangle inequality it suffices to show that
‖Em≤yχ(pm) ⊗ χ(p
′m)‖Cm×m ≪ ε
2
whenever p , p′ and y is sufficiently large. But as χ is irrational, the symbol of χ(pm)⊗
χ(p′m) is non-trivial by (29), and the claim follows from Proposition 5.4. 
One can transfer this result to the primes (in the m variable):
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Lemma 5.8. Let χ : Z→ Cm be an irrational nilcharacter, let ε > 0, let x be sufficiently
large depending on ε, and let y be sufficiently large depending on ε, χ, x. Then for any
bounded sequences an, bm = O(1), one has
‖Ep1≤xEp2≤yap1bp2χ(p1p2)‖Cm ≪ ε
where the implied constants can depend on χ.
Proof. Let w be sufficiently large depending on ε; we may assume y to be sufficiently
large depending on ε, χ, x,w. Let W be the product of the primes less than w. It then
suffices to show that
‖Ep1≤xEp2≤y:p2=c (W)ap1bp2χ(p1p2)‖Cm ≪ ε
for each 1 ≤ c ≤ W coprime to W. This in turn will follow (for y large enough) from
the estimate ∥∥∥∥∥Ep≤xEm≤y/WapbWm+c Wφ(W)Λ(Wm + c)χ(p(Wm + c))
∥∥∥∥∥
Cm
≪ ε.
Using the dense model theorem12 as in the proof of Proposition 4.5, and assuming y
large enough, we can write
bWm+c
W
φ(W)
Λ(Wm + c) = b′m + b
′′
m + b
′′′
m
where b′m = O(1) is a bounded sequence, b
′′
m is a sequence with
Em≤y/W |b
′′
m| ≪ ε, (30)
and b′′′m is a sequence with
Em≤y/W |b
′′′
m | ≪ 1 (31)
and
E−y/W≤m,h1 ,...,hk+1≤y/W
∏
ω∈{0,1}k+1
b′′′m+ω1h1+···+ωkhk ≪ ε
2k+1 , (32)
where we extend b′′′m by zero to the integers.
From the previous lemma (with ε replaced by ε/W), we have
‖Ep≤xEm≤y/Wapb
′
mχ(p(Wm + c))‖Cm ≪ ε,
if y is large enough, while from (30) one has
‖Ep≤xEm≤y/Wapb
′′
mχ(p(Wm + c))‖Cm ≪ ε
and from (31), (32), and [18, Proposition 11.2] applied to (each component of) the
nilsequences n 7→ χ(p(Wn + c)) for p ≤ x one has
‖Ep≤xEm≤y/Wapb
′′′
m χ(p(Wm + c))‖Cm ≪ ε
with the implied constants depending on χ. The claim follows. 
12As with the proof of Proposition 4.5, one strictly speaking has to view w as a function of y that goes
to infinity as y→ ∞ in order to apply the dense model theorem, but this is compatible with our choice of
parameters.
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6. Proof of main theorem
We are now ready to prove Theorem 1.2. Henceforth the notation and assumptions
are as in that theorem.
We begin with treating a degenerate case, in which∑
p
1 − |g j(p)|
p
= ∞
for some 0 ≤ j ≤ k. Applying Wirsing’s theorem [45], we then have
En≤x|g j(n)| = o(1)
as x → ∞, from which it is easy to conclude from the triangle inequality that f vanishes
identically, in which case Theorem 1.2 is trivially true. Thus we may assume that∑
p
1 − |g j(p)|
p
< ∞
for all j = 0, . . . , k. Setting G ≔ g0 . . . gk as before, we thus have from the triangle
inequality that ∑
p
1 − |G(p)|
p
< ∞.
In particular, for any ε, one has |G(p)| = 1 −O(ε) for all but finitely many p. If |G(p)| =
1 − O(ε), then
| f (a)G(p) − f (ap)| = | f (a) −G(p) f (ap)| + O(ε)
for any a. Applying Theorem 3.6, we conclude that for any natural number a and ε > 0,
we have
E2m≤p<2m+1 | f (a) −G(p) f (ap)| ≪ ε
for log-almost all m. In particular, by the triangle inequality we have the approximate
reproducing formula
f (a) = E2m≤p<2m+1G(p) f (ap) + O(ε)
for log-almost all m.
Let l˜imm→∞ be a generalised limit functional with the property that l˜imm→∞ am = 0
whenever am is supported on a log-small set; such a generalised limit functional exists
by the Hahn-Banach theorem (or the ultrafilter lemma). (It will be irrelevant to the
argument whether this generalised limit functional agrees with the functional that was
used to construct f .) Applying this generalised limit functional and then sending ε to
zero, we obtain the exact reproducing formula
f (a) = l˜im
m→∞
E2m≤p<2m+1G(p) f (ap) (33)
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which we may then iterate13 to obtain
f (a) = l˜im
m1→∞
l˜im
m2→∞
E2m1≤p1<2m1+1E2m2≤p2<2m2+1G(p1)G(p2) f (ap1p2).
We use Corollary 4.6 to split f = f1 + f2. From that corollary, we see that for any a and
ε > 0 we have
E2m≤p<2m+1 | f2(ap)| ≪ ε
for log-almost all m. By the triangle inequality, we conclude that
f (a) = l˜im
m1→∞
l˜im
m2→∞
E2m1≤p1<2m1+1E2m2≤p2<2m2+1G(p1)G(p2) f1(ap1p2) + O(ε). (34)
By Proposition 5.6, we may write
f1(ap) = f0(ap) +
D∑
i=1
Ji∑
j=1
ci, jχi, j(ap) + O(ε)
where f0 is periodic, ci, j is a linear transformation, and each χi, j is an irrational nilchar-
acter of degree i. By Lemma 5.8, the contribution of the irrational nicharacters to (34)
is O(ε). We conclude that
f (a) = l˜im
m1→∞
l˜im
m2→∞
E2m1≤p1<2m1+1E2m2≤p2<2m2+1G(p1)G(p2) f0(ap1p2) + O(ε).
The double generalised limit functional here is periodic in a (with the same period as
f0). This establishes part (i) of Theorem 1.2.
To approach part (ii) of Theorem 1.2, we begin by establish some asymptotic orthog-
onality of f with Dirichlet characters.
Proposition 6.1. Suppose that χ is a Dirichlet character such that g0 . . . gk does not
weakly pretend to be χ. Then one has En≤x f (an)χ(n) = o(1) as x → ∞ for every natural
number a.
Proof. Since the function G(n) = g0(n) . . . gk(n) does not weakly pretend to be χ, one
has
E2m≤p<2m+1
(
1 − Re(G(p)χ(p))
)
≫ 1
for a log-large set of m (this can be seen by taking contrapositives and using the triangle
inequality). In particular, one can select the generalised limit functional l˜im used in the
above analysis so that
l˜im
m→∞
E2m≤p<2m+1
(
1 − Re(G(p)χ(p))
)
, 0
or equivalently
l˜im
m→∞
E2m≤p<2m+1G(p)χ(p) , 1. (35)
By Theorem 1.2(i), f lies within ε of a periodic function f0. From (33) we conclude
that
f0(an) = l˜im
m→∞
E2m≤p<2m+1G(p) f0(apn) + O(ε)
13We are indebted to Maksym Radziwiłł for suggesting this iteration.
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and thus
f0(an)χ(n) = l˜im
m→∞
E2m≤p<2m+1G(p)χ(p) f0(apn)χ(pn) + O(ε)
The function n 7→ f0(an)χ(n) is periodic and thus has a well-defined mean value α.
Since p is a large prime, the function n 7→ f0(apn)χ(pn) has the same mean value α.
Taking means (which only requires using finitely many n), we conclude that
α = l˜im
m→∞
E2m≤p<2m+1G(p)χ(p)α + O(ε)
and hence by (35) we have
α≪ ε
where the implied constant can depend on G and χ. Thus the function n 7→ f0(an)χ(n)
has mean O(ε), which implies that
En≤x f (an)χ(n) ≪ ε
for sufficiently large x. The claim follows. 
We can now prove part (ii) of Theorem 1.2. Let a be an integer, and suppose that G
does not weakly pretend to be any Dirichlet character χ. Let ε > 0. By Theorem 1.2(i),
f lies within ε of a periodic function f0 of some period q. By Proposition 6.1, we have
l˜im
m→∞
En≤2m f (an)χ(n) = 0
for every Dirichlet character χ, which by Dirichlet character expansion implies that
l˜im
m→∞
En≤2m:n=1 (q) f (an) = 0.
Approximating f by f0, we conclude that
l˜im
m→∞
En≤2m:n=1 (q) f0(an) ≪ ε.
But by the periodicity of f0, the left-hand side is f0(a). Taking limits, we obtain f (a) = 0,
as required.
A similar argument can be used to prove part (iii) of Theorem 1.2. Suppose that G
weakly pretends to be a Dirichlet character χ of some period q0, then it cannot weakly
pretend to be any other Dirichlet character that arises from a different primitive character
than χ. Again, let ε > 0, let a be an integer, and let f0 be a periodic function lying within
ε of f of some period q; by dilating the period we may assume that q is a multiple of q0.
By Proposition 6.1, we have
l˜im
m→∞
En≤2m f (an)χ
′
(n) = 0
for every Dirichlet character χ′ that arises from a different primitive character than χ.
By Dirichlet character expansion, we conclude that
l˜im
m→∞
En≤2m:n=b (q) f (an) = αχ(b)
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for any b coprime to q and some α independent of b. The left-hand side is f0(ab)+O(ε),
thus
f0(ab) = αχ(b) + O(ε)
and in particular (replacing b by 1 and then using the triangle inequality)
f0(ab) = f0(a)χ(b) + O(ε).
If we replace the periodic function f0(a) by the average f˜0(a) ≔ E1≤b≤q:(b,q)=1 f0(ab)χ(b),
then f˜0 is still periodic with period q, and f˜0 stays within O(ε) of f0 and hence of f .
Moreover, for any integer c coprime to q, we can use the change of variables b′ = bc (q)
to see that f˜0 satisfies the identity
f˜0(ac) = E1≤b≤q
(b,q)=1
f0(abc)χ(b) = E1≤b′≤q
(b′,q)=1
f0(ab
′)χ(b′)χ(c) = χ(c) f˜0(a).
This gives Theorem 1.2(iii).
7. Applications
We now prove the corollaries of the main theorem.
Proof of Corollary 1.10. Consider first part (i) of the corollary. With ε0, . . . , εk, A as in
that corollary, we can write
1A(n) =
1
2k+1
k∏
j=0
(1 + ε jλ(n + j)).
We expand out the product into a main term 1
2k+1
and error terms
∏
j∈J λ(n + j) for J a
non-empty subset of {0, . . . , k}. From Corollary 1.8, the error terms with |J| = 1, 3 are
negligible when summing over n, while from [40, Theorem 1.3] the error terms with
|J| = 2 are also negligible. The claim follows.
We turn to part (ii) of Corollary 1.10. Let J0 := { j = 0, 1, 2, 3 : ε j , 0}. If |J0| = 4,
then the set A is empty, since for any natural number n, at least one of n, n+1, n+2, n+3
must be a multiple of 4 and thus in the zero set of µ. The claim is therefore clear in this
case. Thus we may assume |J0| ≤ 3. We may expand
1A(n) =
1
2r
∏
j∈J0
(µ2(n + j) + ε jµ(n + j))
∏
j∈{0,1,2,3}\J0
(1 − µ2(n + j)).
This expands into a main term
1
2r
∏
j∈J0
µ2(n + j)
 ∏
j∈{0,1,2,3}\J0
(1 − µ2(n + j)),
and into error terms that involve products of one, two or three factors of ε jµ(n + j).
After summing over n ≤ x, the main term is what we aimed for, and by a classical sieve
theoretic computation (see [36]), it is asymptotic to an explicit limit C(ε0, . . . , εk). As
with part (i), the error terms that involve one or three factors are negligible by Corollary
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1.8, while the terms involving two factors are negligible by [40, Theorem 1.3] (using
the expansion µ2(n) =
∑
d:d2 |n µ(d)). 
Next, we establish Corollary 1.13.
Proof of Corollary 1.13. Because the q0, . . . , qk are pairwise coprime, any rational of
the form a0
q0
+ · · · + ak
qk
will be a non-integer if at least one of the a j is not divisible by q j.
In this case, we see from the prime number theorem in arithmetic progressions that the
multiplicative function
n 7→ e
((
a0
q0
+ · · · +
ak
qk
)
Ω(n)
)
cannot weakly pretend to be any Dirichlet character. Applying Corollary 1.6, we con-
clude that
lim
m→∞
E
log
xm/ωm≤n≤xm
k∏
j=0
e
(
a j
q j
Ω(n + h j)
)
= 0
whenever at least one of the a j is not divisible by q j. Of course, in the remaining case
when q j|a j for all j, the limit here is equal to one. Using the expansion
1Ω(n)=ε (q) =
1
q
q−1∑
a=0
e
(
a
q
(Ω(n) − ε)
)
,
we conclude that
lim
m→∞
E
log
xm/ωm≤n≤xm
k∏
j=0
1Ω(n+h j)=ε j (q j) =
1
q0 . . . qk
as claimed. 
We now give an argument, discovered independently by Will Sawin and by Kaisa
Matoma¨ki (and very recently also by Klurman and Mangerel [29, Lemma 5.3]), that
also gives some bounds on Liouville sign patterns of length four. The key estimate is
the following partial result towards a four-point case of the logarithmically averaged
Chowla conjecture:
Proposition 7.1. Let 1 ≤ ωm ≤ xm be sequences of reals that go to infinity, and let l˜im
be a generalised limit functional. Then the quantity
α ≔ l˜im
m→∞
E
log
xm/ωm≤n≤xm
λ(n)λ(n + 1)λ(n + 2)λ(n + 3)
lies in the interval [−1/2, 1/2].
Proof. Shifting n by n + 1, we also have
α = l˜im
m→∞
E
log
xm/ωm≤n≤xm
λ(n + 1)λ(n + 2)λ(n + 3)λ(n + 4).
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Using the inequalities ab ≥ a + b − 1,−a − b − 1 when a, b ∈ {−1,+1} applied to
a ≔ λ(n)λ(n + 1)λ(n + 2)λ(n + 3) and b ≔ λ(n + 1)λ(n + 2)λ(n + 3)λ(n + 4), and noting
that λ2 = 1, we conclude that
l˜im
m→∞
E
log
xm/ωm≤n≤xm
λ(n)λ(n + 4) ≥ 2α − 1,−2α − 1.
But by [40, Theorem 1.3], the left-hand side is zero, giving the claim. 
Corollary 7.2. For any ε = (ε0, ε1, ε2, ε3) ∈ {−1,+1}
4, the set Aε ≔ {n ∈ N : λ(n + j) =
ε j ∀ j = 0, . . . , 3} has positive lower density. In particular, all sixteen sign patterns in
{−1,+1}4 occur infinitely often in the Liouville function.
Proof. If Aǫ had zero lower density, then (by arguing as in [34]) there exist sequences
1 ≤ ωm ≤ xm going to infinity such that
lim
m→∞
E
log
xm/ωm≤n≤xm
1Aε(n) = 0.
Expanding 1Aǫ as in the proof of Corollary 1.10(i) and using Corollary 1.6, we can write
the left-hand side as
1
16
(1 + ε0ε1ε2ε3α),
where α is the quantity in Proposition 7.1 for some generalised limit functional l˜im.
This gives the desired contradiction. 
We observe that the proof of the above corollary also gives the bounds
1
16
(1 −
1
2
) ≤ l˜im
m→∞
E
log
n≤m1Aε(n) ≤
1
16
(1 +
1
2
)
for any generalised limit functional l˜im, and Theorem 1.1(iii) follows.
Lastly, we establish the corollary on equidistribution of additive functions.
Proof of Corollary 1.14. Let f0, . . . , fk, h1, . . . , hk be as in that corollary. Let g0, . . . , gk :
N→ S 1 be the multiplicative functions g j(n) ≔ e( f j(n)) = e
2πi f j(n), which take values in
the unit circle S 1 ≔ {z ∈ C : |z| = 1}. From (9) we see that for any integers a0, . . . , ak,
not all zero, we have
lim sup
x→∞
E
log
p≤x|g
a0
0
. . . g
ak
k
(p) − 1| > 0,
which by the Cauchy-Schwarz inequality implies that
lim sup
x→∞
E
log
p≤x|g
a0
0
. . . g
ak
k
(p) − 1|2 > 0,
or equivalently
lim sup
x→∞
E
log
p≤x
(
1 − Re(g
a0
0
. . . g
ak
k
(p))
)
> 0.
Thus g
a0
0
. . . g
ak
k
does not weakly pretend to be 1. In fact we may conclude that for any
Dirichlet character χ of some period q, g
a0
0
. . . g
ak
k
does not weakly pretend to be χ, for
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if it did, g
φ(q)a0
0
. . . g
φ(q)ak
k
would weakly pretend to be the principal character χφ(q), and
hence also weakly pretend to be 1. Applying Corollary 1.6, we conclude that
lim
m→∞
E
log
xm/ωm≤n≤xm
g
a0
0
(n + h0) . . . g
ak
k
(n + hk) = 0
whenever a0, . . . , ak ∈ Z are not identically zero. In particular, we see that for any
Laurent polynomials14 P0, . . . , Pk : C → C with constant coefficients c0, . . . , ck, we
have
lim
m→∞
E
log
xm/ωm≤n≤xm
P0(g0(n + h0)) . . .Pk(gk(n + hk)) = c0 . . . ck.
We observe that the space of Laurent polynomials is dense in the space of continuous
functions from S 1 to C with respect to the sup norm.15 To see this, we apply the Stone-
Weierstrass theorem to the compact Hausdorff space S 1, and use the fact that Laurent
polynomials form an algebra which is closed with respect to conjugation.
Note that for any Laurent polynomial P with constant coefficient c we have
c =
∫ 1
0
P(e(θ)) dθ.
In view of this, for any continuous functions φ0, . . . , φk : S
1 → C we have
lim
m→∞
E
log
xm/ωm≤n≤xm
φ0(g0(n + h0)) . . . φk(gk(n + hk)) =
k∏
j=0
∫ 1
0
φ j(e(θ)) dθ. (36)
Let I0, . . . , Ik be arcs in R/Z. For any ε > 0, we may find continuous functions
φ0, . . . , φk, φ˜0, . . . , φ˜k : S
1 → R≥0 with
φ j(e(θ)) ≤ 1I j(θ), φ˜ j(e(θ)) ≥ 1I j(θ)
for all 0 ≤ j ≤ k and θ ∈ R/Z, and also∫ 1
0
φ j(e(θ)) dθ ≥ |I j| − ε,
∫ 1
0
φ˜ j(e(θ)) dθ ≤ |I j| + ε.
Hence, we conclude that
k∏
j=0
(|I j| − ε) ≤ lim sup
m→∞
E
log
xm/ωm≤n≤xm
1I0( f0(n + h0)) . . . 1Ik( fk(n + hk)) ≤
k∏
j=0
(|I j| + ε).
Sending ε → 0, we obtain the first part of Corollary 1.14. The second part then follows
by repeating the proof of Corollary 7.2. 
14Laurent polynomials are functions of the form z 7→
∑N
j=−N c jz
j with c j ∈ C and N ∈ N.
15Ordinary polynomials would not be dense in this space, as is seen by considering the conjugation
function z 7→ z, which is non-analytic.
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Appendix A. Correlations with multiplicative weights
In this appendix we show how Theorem 1.2 implies the following generalisation of
itself.
Theorem A.1 (Structure of correlation sequences with multiplicative weights). Let k ≥
0, and let h0, . . . , hk be integers and g0, . . . , gk : N → D any 1-bounded multiplicative
functions. Let q1, . . . , qk ∈ N. Let 1 ≤ ωm ≤ xm be real numbers going to infinity, let l˜im
be a generalised limit, and let f : N→ D be the function
f (a) ≔ l˜im
m→∞
E
log
xm/ωm≤n≤xm
g0(q1n + ah0) . . . gk(qkn + ahk).
Then
(i) f is the uniform limit of periodic functions fi.
(ii) If the product g0 . . . gk does not weakly pretend to be χ for any Dirichlet charac-
ter χ, then f vanishes identically.
(iii) If instead the product g0 . . . gk weakly pretends to be a Dirichlet character χ,
then the periodic functions fi from part (i) can be chosen to be χ-isotypic in the
sense that one has the identity fi(ab) = fi(a)χ(b) whenever a is an integer and b
is an integer coprime to the periods of fi and χ, as well as to q1, . . . , qk.
Proof. Let q be the least common multiple of the q1, . . . , qk. For all i = 0, . . . , k, we can
write
gi(qin + ahi) = g˜i(qn + ah˜i)
where h˜i ≔
q
qi
hi and g˜i(n) ≔ gi(
n
(n,q/qi)
). Note that the g˜i are also 1-bounded multiplica-
tive functions, and g0 . . . gk weakly pretends to be χ if and only if g˜0 . . . g˜k does. Thus,
by replacing gi, qi, hi with g˜i, q, h˜i if necessary, we can assume that q1 = · · · = qk = q.
Fix q; by induction we may assume that the claim has already been proven for all
smaller values of q. If p j divides q and |gi(p
j)| < 1 for some i, j, one can express gi(p
j)
as a convex combination of two complex numbers of norm 1, and hence can express gi
as the convex combination of two 1-bounded multiplicative functions that agree with gi
at every prime power other than p j. From this we see that we can assume without loss
of generality that |gi(p
j)| = 1 for all prime powers p j dividing q.
As a ranges over the natural numbers, (a, q) ranges over the factors of q. If q1 > 1
divides q and (a, q) = q1, then by the above discussion we have |gi(q1)| = 1, and we can
write
gi(qn + ahi) = gi(q1)gi,q1(
q
q1
n +
a
q1
hi)
where gi,q1 is the 1-bounded multiplicative function
gi,q1(n) ≔ gi(q1)gi(q1n).
Applying the induction hypothesis (with q replaced by q/q1 and gi by gi,q1), we thus see
that the theorem already holds for the function a 7→ f (a)1(a,q)=q1 . Thus by linearity, it
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suffices to establish the claim for the function a 7→ f (a)1(a,q)=1. But when (a, q) = 1, we
can write
f (a) = q l˜im
m→∞
E
log
xm/ωm≤n≤xm
g0(n + ah0) . . . gk(n + ahk)1n=0 (q),
and one can then perform a multiplicative Fourier expansion
1n=0(q) =
1
φ(q)
∑
η (q)
η(a)η(n + a)
where η ranges over the Dirichlet characters of period q. Applying Theorem 1.2 (with k
replaced by k + 1, and adding the additional character η to the g0, . . . , gk), we obtain the
claim. 
References
[1] V. Bergelson, B. Host, B. Kra, Multiple recurrence and nilsequences. With an appendix by Imre
Ruzsa, Invent. Math. 160 (2005), no. 2, 261-303.
[2] J. Bourgain, P. Sarnak, T. Ziegler, Disjointness of Moebius from horocycle flows, In From Fourier
analysis and number theory to Radon transforms and geometry, volume 28 of Dev. Math., pages
67–83. Springer, New York, 2013.
[3] J. Cassaigne, S. Ferenczi, C. Mauduit, J. Rivat, A. Sa´rko¨zy, On finite pseudorandom binary se-
quences. III. The Liouville function. I, Acta Arith., 87 (1999), 367–390.
[4] S. Chowla. The Riemann hypothesis and Hilbert’s tenth problem.Mathematics and Its Applications,
Vol. 4. Gordon and Breach Science Publishers, New York-London-Paris, 1965.
[5] D. Conlon, J. Fox, Y. Zhao, The Green-Tao theorem: an exposition, EMS Surv. Math. Sci. 1 (2014),
no. 2, 249–282.
[6] H. Daboussi, H. Delange, On multiplicative arithmetical functions whose modulus does not exceed
one, J. London Math. Soc. 26 (1982), 245–264.
[7] P. D. T. A. Elliott, On the correlation of multiplicative functions, Notas Soc. Mat. Chile, 11 (1992),
1–11.
[8] P. D. T. A. Elliott, On the correlation of multiplicative and the sum of additive arithmetic functions,
Mem. Amer. Math. Soc., 112 (1994), viii+88.
[9] P. D. T. A. Elliott, Duality in Analytic Number Theory, Cambridge University Press (1997).
[10] N. Frantzikinakis, An averaged Chowla and Elliott conjecture along independent polynomials, Int.
Math. Res. Not. IMRN, (2018), 3721–3743.
[11] N. Frantzikinakis, Ergodicity of the Liouville system implies the Chowla conjecture, Discrete Anal.,
Paper No. 19 (2017), 41.
[12] N. Frantzikinakis, B. Host, Asymptotics for multilinear averages of multiplicative functions, Math.
Proc. Camb. Phil. Soc. 161 (2016), 87–101.
[13] N. Frantzikinakis, B. Host, Higher order Fourier analysis of multiplicative functions and applica-
tions, J. Amer. Math. Soc. 30 (2017), no. 1, 67–157.
[14] N. Frantzikinakis, B. Host, The logarithmic Sarnak conjecture for ergodic weights, Ann. of Math.
(2) 187 (2018), 869–931.
[15] N. Frantzikinakis, B. Host, B. Kra, Multiple recurrence and convergence for sequences related to
the prime numbers, J. Reine Angew. Math. 611 (2007), 131–144.
[16] W. T. Gowers, Decompositions, approximate structure, transference, and the Hahn-Banach theo-
rem, Bull. Lond. Math. Soc. 42 (2010), no. 4, 573–606.
[17] B. Green, T. Tao, The primes contain arbitrarily long arithmetic progressions, Ann. of Math. (2)
167 (2008), no. 2, 481–547.
40 TERENCE TAO AND JONI TERA¨VA¨INEN
[18] B. Green, T. Tao, Linear equations in primes, Ann. of Math. (2) 171 (2010), no.3, 1753–1850.
[19] B. Green, T. Tao, The quantitative behaviour of polynomial orbits on nilmanifolds, Ann. of Math.
(2) 175 (2012), no. 2, 465–540.
[20] B. Green, T. Tao, The Mo¨bius function is strongly orthogonal to nilsequences, Ann. of Math. (2),
175 (2012), no. 2, 541–566.
[21] B. Green, T. Tao, T. Ziegler, An inverse theorem for the Gowers U s+1[N]-norm, Ann. of Math. (2)
176 (2012), no. 2, 1231–1372.
[22] G. Hala´sz, On the distribution of additive and the mean values of multiplicative arithmetic functions,
Studia Sci. Math. Hungar. 6 (1971), 211–233.
[23] G. Harman, J. Pintz, D. Wolke, A note on the Mo¨bius and Liouville functions, Studia Sci. Math.
Hungar. 20 (1985), no. 1-4, 295–299.
[24] A. Hildebrand, On consecutive values of the Liouville function, Enseign. Math. (2) 32 (1986), no.
3-4, 219–226.
[25] W. Hoeffding, Probability inequalities for sums of bounded random variables, J. Amer. Statist.
Assoc. 58 (1963), 13–30.
[26] I. Ka´tai, A remark on a theorem of H. Daboussi. Acta Math. Hungar., 47 (1986), 223–225.
[27] O. Klurman, Correlations of multiplicative functions and applications, Compositio Mathematica
153 (2017), 1622–1657.
[28] O. Klurman, A. P. Mangerel, Rigidity Theorems for Multiplicative Functions, Math. Ann. 372
(2018), no. 1-2, 651–697.
[29] O. Klurman, A. P. Mangerel, Effective Asymptotic Formulae for Multilinear Averages of Multiplica-
tive Functions, preprint. arXiv:1708.03176
[30] A. Le, Nilsequences and multiple correlations along subsequences, preprint. arXiv:1708.01361
[31] A. Leibman, Nilsequences, null-sequences, and multiple correlation sequences, Ergodic The-
ory and Dynamical Systems 35 (2015), no. 1, 176–191. Corrected version available at
people.math.osu.edu/leibman.1/preprints/msqx.pdf
[32] K. Matoma¨ki, M. Radziwiłł, Multiplicative functions in short intervals, Ann. of Math. (2), 183
(2016), no. 3, 1015–1056.
[33] K. Matoma¨ki, M. Radziwiłł, T. Tao, An averaged form of Chowla’s conjecture, Algebra & Number
Theory 9 (2015), 2167–2196.
[34] K. Matoma¨ki, M. Radziwiłł, T. Tao, Sign patterns for the Liouville and Mobius functions, Forum
Math. Sigma, 4 (2016), e14, 44 pp.
[35] L. Matthiesen, Linear correlations of multiplicative functions, preprint. arXiv:1606.04482
[36] L. Mirsky, Note on an asymptotic formula connected with r-free integers, Quart. J. Math., Oxford
Ser., 18 (1947), 178–182.
[37] H. L. Montgomery, R. C. Vaughan, Exponential sums with multiplicative coefficients, Invent. Math.,
43 (1977), 69–82.
[38] O. Reingold, L. Trevisan, M. Tulsiani, S. Vadhan,New proofs of the Green-Tao-Ziegler dense model
theorem: an exposition, preprint. arXiv:0806.0381
[39] P. Sarnak, Three lectures on the Mo¨bius Function randomness and dynamics (2010), preprint.
publications.ias.edu/sarnak/paper/506
[40] T. Tao, The logarithmically averaged Chowla and Elliott conjectures for two-point correlations,
Forum Math. Pi 4 (2016), e8, 36 pp.
[41] T. Tao, Equivalence of the logarithmically averaged Chowla and Sarnak conjectures, In Number
theory—Diophantine problems, uniform distribution and applications, Springer, Cham, 2017.
[42] T. Tao and J. Tera¨va¨inen, Odd order cases of the logarithmically averaged Chowla conjecture, To
appear in J. The´or. Nombres Bordeaux.
[43] T. Tao and J. Tera¨va¨inen, The structure of correlations of multiplicative functions at almost all
scales, with applications to the Chowla and Elliott conjectures, preprint. arXiv:1809.02518.
CORRELATIONS OF MULTIPLICATIVE FUNCTIONS 41
[44] T. Tao, T. Ziegler, The primes contain arbitrarily long polynomial progressions, Acta Math. 201
(2008), no. 2, 213–305.
[45] A. Wirsing, Das asymptotische Verhalten von Summen u¨ber multiplikative Funktionen II., Acta
Math. Acad. Sci. Hung., 18 (1967), 411–467.
Department ofMathematics, UCLA, 405 Hilgard Ave, Los Angeles CA 90095, USA
E-mail address: tao@math.ucla.edu
Department ofMathematics and Statistics, University of Turku, 20014 Turku, Finland
E-mail address: joni.p.teravainen@utu.fi
