The encoder-decoder model is widely used in natural language generation tasks. However, the model sometimes suffers from repeated redundant generation, misses important phrases, and includes irrelevant entities. Toward solving these problems we propose a novel source-side token prediction module. Our method jointly estimates the probability distributions over source and target vocabularies to capture a correspondence between source and target tokens. The experiments show that the proposed model outperforms the current state-of-the-art method in the headline generation task. Additionally, we show that our method has an ability to learn a reasonable token-wise correspondence without knowing any true alignments.
Introduction
The Encoder-Decoder model with the attention mechanism (EncDec) Sutskever et al. [2014] , Cho et al. [2014] , Bahdanau et al. [2015] , Luong et al. [2015] has been an epoch-making novel development that has led to great progress being made on many natural language generation tasks, such as machine translation [Bahdanau et al., 2015] , dialog generation [Shang et al., 2015] , and headline generation [Rush et al., 2015] . Today, EncDec and its variants are widely used as a strong baseline method in these tasks.
As often discussed in the community, EncDec sometimes generates sentences with repeating phrases or completely irrelevant phrases and the reason for their generation cannot be interpreted intuitively. Moreover, EncDec also sometimes generates sentences that lack important phrases. We refer to these observations as the problem of odd generation (odd-gen) in EncDec. The following table shows typical examples of odd-gen actually generated by a typical EncDec. This paper tackles for reducing the odd-gen in the task of abstractive summarization. In machine translation literature, coverage [Tu et al., 2016 , Mi et al., 2016 and reconstruction [Tu et al., 2017] are promising extensions of EncDec to address the problem of odd-gen. However, they cannot work appropriately on abstractive summarization. This is because, as discussed in previous studies, e.g., Nallapati et al. [2016] and Suzuki and Nagata [2017] , an abstractive summarization is a lossycompression generation (lossy-gen) task whereas a machine translation is a loss-less generation (lossless-gen) task. Therefore, abstractive summarization does not hold the assumption of the
Lossy-compression Generation
We address the headline generation task introduced in Rush et al. [2015] , which is a typical lossy-gen task. The source (input) is the first sentence of a news article, and the target (output) is the headline of the article. Suppose I and J represent the numbers of tokens in the source and target. An important assumption of the headline generation (lossy-gen) task is that the relation I > J always holds, namely, the length of the target is shorter than that of the source. This implies that we need to optimally select salient concepts included in given source sentence. This selection indeed increases a difficulty of the headline generation for EncDec.
Note that it is an essentially hard problem for EncDec to learn an appropriate paraphrasing of each concept in the source, which can be a main reason for generating an irrelevant headline. In addition to this difficulty, EncDec also needs to manage the selection of concepts in the source; e.g, discarding the excessive amount of concepts from the source would cause a headline being too short, and utilizing the same concept multiple times in the source may lead a redundant headline. Figure 1 : Overview of EncDec+SPM. The module inside the dashed rectangular box represents the SPM. The SPM predicts the probability distribution over the source vocabulary q j at each time step j. After predicting all the time steps, the SPM compares the sum of the predictionsq with the sum of the source-side tokensx as an objective function src .
Encoder-Decoder Model with Attention Mechanism (EncDec)
This section briefly describes EncDec as the baseline model of our method 1 . To concisely explain EncDec, let us consider that the input of EncDec is a sequence of one-hot vectors X obtained from given source-side sentence. Let x i ∈ {0, 1} Vs represent the one-hot vector of i-th token in X, where V s represent a number of instances (tokens) in the source-side vocabulary V s . We introduce x 1:I to represent (x 1 , . . . , x I ) by a short notation, namely, X = x 1:I . Similarly, let y j ∈ {0, 1} Vt represent the one-hot vector of j-th token in the target-side sequence Y , where V t is a number of instances (tokens) in the target-side vocabulary V t . Here, we define that Y always contains two additional one-hot vectors of special tokens bos for y 0 and eos for y J+1 , respectively. Thus, Y = y 0:J+1 , whose length is always J + 2. Then, EncDec models the following conditional probability:
EncDec encodes a source one-hot vector sequence x 1:I , and generates a hidden state sequence h 1:I , where h i ∈ R H for all i, and H is the size of the hidden state. Then, the decoder with the attention mechanism computes the vector z j ∈ R H at every decoding time step j as:
We apply RNN cells to both encoder and the decoder. Then, EncDec generates a target-side token based on the probability distribution o j ∈ R Vt as:
where W o ∈ R Vt×H is a parameter matrix and b o ∈ R Vt is a bias term 2 .
1. Our model configuration follows EncDec described in Luong et al. [2015] . 2. For more detailed definitions of the encoder, decoder, and attention mechanism, see Appendices A and B, respectively.
To train EncDec, let D be a training data of headline generation that consists of source-headline sentence pairs. Let θ represent all parameters in EncDec. Then, we seek the optimal parameter setθ that minimizes the following objective function G 1 (θ) on the given training data D:
Since o j for each j is a vector representation of the probabilities of p(ŷ|y 0:j−1 , X, θ) over the target vocabulariesŷ ∈ V t , we can calculate trg as:
In the inference step, we search for the best target sequence with the trained parameters. We use a beam search to find the target sequence that maximizes the product of the conditional probabilities as described in Equation 1. Among several stopping criteria for the beam search , we adopt the widely used "shrinking beam" implemented in RNNsearch [Bahdanau et al., 2015] https://github.com/lisa-groundhog/GroundHog.
Proposed Method: Source Prediction Module (SPM)
In Section 2, we assumed that the selection of concepts in the source is an essential part for the odd-gen. Thus, our basic idea is to extend EncDec that can manage the status of utilization of the concepts during the generation. More precisely, instead of directly managing concepts since they are not well-defined, we consider to model token-wise correspondence of the source and target, including the information of source-side tokens that cannot be aligned to any target-side tokens. Figure 1 shows the overview of the proposed method, SPM. During the training process of EncDec, the decoder estimates the probability distribution over source-side vocabulary, which is q j ∈ R Vs , in addition to that of the target-side vocabulary, o j ∈ R Vt , for every time step j. Note that the decoder continues to estimate the distributions up to the source sequence length I regardless of the target sequence length J. Here, we introduce a special token pad in the target-side vocabulary, and assume that pad is repeatedly generated after finishing the generation of all target-side tokens as correct target tokens. This means that we always assume that the numbers of tokens in the source and target is the same, and thus, our method allows to put one-to-one correspondence into practice in the lossy-gen task. In this way, EncDec can directly model token-wise correspondence of sourceand target-side tokens on the decoder output layer, which includes the information of unaligned source-side tokens by aligning to pad .
Unfortunately, standard headline generation datasets have no information of true one-to-one alignments between source-and target-side tokens. Thus, we develop a novel method for train a token-wise correspondence model indirectly by an unsupervised learning manner. Specifically, we minimize a sentence-level loss instead of a token-wise alignment loss. We describe the details in the following sections.
Model Definition
In Figure 1 , the module inside the dashed line represents the SPM. First, the SPM calculates a probability distribution over the source vocabulary q j ∈ R Vs at each time step j in the decoding process by using the following equation:
where W q ∈ R Vs×H is a parameter matrix like W o in Equation 3, and b q ∈ R Vs is a bias term. As described in Section 3, EncDec calculates a probability distribution over the target vocabulary o j from z j . Therefore, EncDec with the SPM jointly estimates the probability distributions over the source and target vocabularies from the same vector z j . Next, we define Y = y 0:I as a concatenated sequence of Y and a sequence of one-hot vectors of the special token pad with the length I − (J + 1), where y J+1 is a one-hot vector of eos , and y j for each j ∈ {J + 2, . . . , I} is a one-hot vector of pad . Then, we also define Y = Y if and only if J + 1 = I. Note that the length of Y is always equal to or longer than that of Y , that is, |Y | ≥ |Y | since the headline generation always assumes I > J as described in Section 2. Figure 1 also shows an actual example of Y .
Letx andq be the sums of the all one-hot vectors in source sequence x 1:I and the all prediction of the SPM q 1:I , respectively, that is,
Note thatx is a vector representation of the occurrence (or bag-of-words representation) of each source-side vocabulary appeared in the given source sequence. Then, EncDec with the SPM models the following conditional probability:
We define p(Y |X) as follows:
which is identical to p(Y |X) in Equation 1 except substituting I for J to model the probabilities of pad that appear from j = I − (J + 1) to j = I. Then, we define p(x|Y , X) as follows:
where Z is a normalization term, and C is a hyper-parameter that controls the sensitivity of the distribution.
Training SPM
Let γ represent the parameter set of SPM. Then, we define the loss function for SPM as follows:
From Equation 10, we can derive src as
We can discard the second term of the RHS, that is log(Z), since this is independent from γ and θ. We jointly train the SPM and EncDec. Therefore, we regard the sum of SPM loss ( src ) and EncDec loss ( trg ) as an objective loss function. Formally, we train the SPM with EncDec by minimizing the following objective function G 2 :
Intuitively, our learning framework can be interpreted as the multi-task learning of two different tasks, trg and src .
Inference
It is unnecessary to compute the SPM for the purpose of evaluating decoded target sequences. Thus, we can utilize the identical procedure of beam search used in the base EncDec briefly introduced in Section 3. Similarly, it is also unnecessary to produce pad after generating eos . Thus, the actual computational cost of our method for the standard evaluation phase is exactly the same as the base EncDec.
Experiment

Dataset
The origin of the headline generation dataset used in our experiments is identical to that used in Rush et al. [2015] , namely, the dataset consists of pairs comprising the first sentence of each article and its headline from the annotated English Gigaword corpus [Napoles et al., 2012] . We slightly changed the data preparation procedure to achieve a more realistic and reasonable evaluation since the widely-used provided evaluation dataset already contains unk , which is a replacement of all low frequency words. This is because the data preprocessing script provided by the authors of Rush et al. [2015] 3 automatically converts low frequency words into unk . As a result, generating unk can be treated as correct in evaluation 4 . To penalize unk in system outputs during the evaluation, we removed unk replacement procedure from the preprocessing script. We believe this is a more realistic evaluation setting. Rush et al. [2015] defined the training, validation and test split, which contain approximately 3.8M, 200K and 400K source-headline pairs, respectively. We used the entire training split for training as in the previous studies. We randomly sampled test data and validation data from the validation split since we found that the test split contains many noisy instances. and test data consist of 8,000 and 10,000 source-headline pairs, respectively. Note that they are relatively large compared with the previously used datasets, and they do not contain unk . We also evaluated our experiments on the test data used in the previous studies. To the best of our knowledge, two test sets from the Gigaword are publicly available by Rush et al. [2015] 5 and Zhou et al. [2017] 6 . Note that both test sets contain unk . Table 1 summarizes the characteristics of each dataset used in our experiments.
Evaluation Metric
We evaluated the performance in ROUGE-1 (RG-1), ROUGE-2 (RG-2) and ROUGE-L (RG-L) 7 .
We report the F1 value as given in a previous study 8 . We computed the ROUGE scores by using the official ROUGE script (version 1.5.5).
Comparative Methods
To investigate the effectiveness of the SPM, we evaluate the performance of the EncDec with the SPM. In addition, we investigate whether the SPM improves the performance of the state-of-the-art method: EncDec+sGate. Thus, we compare the following methods on the same training setting. EncDec This is the implementation of the base model explained in Section 3. EncDec+sGate To reproduce the state-of-the-art method proposed by Zhou et al. [2017] , we combined our re-implemented selective gate (sGate) with the encoder of EncDec. EncDec+SPM We combined the SPM with the EncDec as explained in Section 4. EncDec+sGate+SPM This is the combination of the SPM with the EncDec+sGate. Table 3 : Full length ROUGE F1 evaluation results. The top row shows the results on our evaluation setting. † is the proposed model. The bottom row shows published scores reported in previous studies 9 . Note that (1) SEASS consists of essentially the same architecture as our implemented EncDec+sGate, and (2) the top row is not directly comparable to the bottom row due to the difference of the preprocessing and the vocabulary settings (see discussions in Section 5.5).
Implementation Details
We constructed the vocabulary set using Byte-Pair-Encoding 10 (BPE) [Sennrich et al., 2016 ] to handle low frequency words, as it is now a common practice in neural machine translation. The BPE merge operations are jointly learned from the source and the target. We set the number of the BPE merge operations at 5, 000. We used the same vocabulary set for both the source V s and the target V t . After applying the BPE, we found out that 0.1% of the training split contained a longer target than source. We removed such data before training. 10 . https://github.com/rsennrich/subword-nmt Table 3 summarizes results on all test data. We divide the table into two parts with a horizontal line. The top row shows the results on our training procedure, and the bottom row shows the results reported in previous studies. Note that the top row is not directly comparable to the bottom row due to the difference of the preprocessing and the vocabulary settings.
Results
The top row of Table 3 shows that EncDec+SPM outperformed both EncDec and EncDec+sGate. This result indicates that the SPM can improve the performance of EncDec. Moreover, it is noteworthy that EncDec+sGate+SPM achieved the best performance in all metrics even though EncDec+sGate consists of essentially the same architecture as the current state-of-the-art model, i.e., SEASS.
The bottom row of Table 3 shows the results of previous methods. They often achieved higher ROUGE scores than our models especially in Gigaword Test (Rush) and Gigaword Test (Zhou) . However, this does not immediately imply that our method is inferior to the previous methods. This observation is basically derived by the inconsistency of vocabulary. In detail, our training data does not contain unk because we adopted the BPE to construct vocabulary. Thus, our models suffered from unk in dataset when we conducted the evaluation on Gigaword Test (Rush) and Gigaword Test (Zhou) . Recall that, as described earlier, EncDec+sGate has the same model architecture as SEASS. Then, the similar observation can also be found in EncDec+sGate and SEASS.
Discussion
The motivation of the SPM is to prevent the odd-gen with one-to-one correspondence between the source and the target. Thus, in this section, we investigate whether the SPM reduces the odd-gen in comparison to EncDec.
Does SPM Reduce odd-gen?
For quantitative analysis, we hope to compute the statistics of generated sentences containing odd-gen. However, it is hard to detect the odd-gen correctly. Thus, we alternatively obtain a pseudo count of each type of odd-gen as follows. Repeating phrases We assume that a model causes repeating phrases if the model outputs the same token more than once. Therefore, we compute the frequency of tokens that occur more than once in the generated headlines. However, some phrases might occur more than once in the gold data. To take care of this case, we subtract the frequency of tokens in the reference headline from the above calculation result. Then, we regard the result of the subtraction as the number of repeating phrases in each generated headline. Lack of important phrases We assume the generated headline which is shorter than the gold as containing the lack of important phrase. Thus, we compute the difference of gold headline length and the generated headline length. Irrelevant phrases We consider that the improvement of ROUGE scores implies the reduction of irrelevant phrases because we believe that the ROUGE penalizes irrelevant phrases. Figure 2 shows the number of repeating phrases and lack of important phrases in Gigaword Test (Ours). This figure indicates that EncDec+SPM reduces the odd-gen in comparison to EncDec. Thus, we consider the SPM accomplished the reduction of the odd-gen. Figure 3 shows sampled headlines actually generated by EncDec and EncDec+SPM. We can clearly find that the outputs of EncDec contain the odd-gen while those of the EncDec+SPM do not. These examples also demonstrate that SPM successfully reduces odd-gen.
Visualizing SPM and Attention
We visualize the prediction of the SPM and the attention distribution to see the acquired token-wise correspondence between the source and the target. Specifically, we feed the source-target pair (X, Y ) to EncDec and EncDec+SPM, and then collect the source-side prediction (q 1 , . . . , q I ) of EncDec+SPM and the attention distribution (α 1 , . . . , α J ) of EncDec. We compute the attention distribution using the following equation: where W α ∈ R H×H is a parameter matrix, and α j [i] denotes the i-th element of α j . Here, z j ∈ R H is the decoder hidden state. For source-side prediction, we extracted the probability of each token x i ∈ X from q j , j ∈ {1, . . . , I}. Figure 4 shows an example of the heat map 11 . We used Gigaword Test (Ours) as an input. The brackets in the y-axis represents the source-side token that is aligned with target-side token. We selected the aligned tokens in the following manner: For the attention (Figure 4a) , we select the token with the largest attention value. For the SPM (Figure 4b) , we select the token with the largest probability over the whole vocabulary V s . Figure 4a indicates that most of the attention distribution is concentrated at the end of the sentence. As a result, attention provides poor token-wise correspondence between the source and the target. For example, target-side tokens "tokyo" and "end" are both aligned with the source-side sentence period. In contrast, Figure 4b shows that the SPM provides the almost discrete correspondence between the source and the target. The source sequence "tokyo stocks closed higher" is successfully aligned with the target "tokyo stocks end higher". Moreover, the SPM aligned unimportant tokens for the headline such as "straight" and "tuesday" with pad tokens. Thus, this example suggests that the SPM achieved superior token-wise correspondence to the attention. It is noteworthy that the SPM captured a one-to-one correspondence even though we trained the SPM without correct alignment information.
Related Work
In the field of neural machine translation, several methods have been proposed to solve the odd-gen. The coverage model [Mi et al., 2016 , Tu et al., 2016 of the source sequence to translate all semantic information in the source. The reconstructor [Tu et al., 2017] trains the translation model from the decoded target into the source. Moreover, Weng et al. [2017] proposed the method to predict the untranslated words from the decoder at each time step. These methods are designed to convert all contents in the source into a target language, since machine translation is a lossless-gen task. In contrast, we proposed SPM to model both paraphrasing and discarding to reduce the odd-gen in lossy-gen task.
We focused on the headline generation which is a well-known lossy-gen task. Recent studies have actively applied the EncDec to this task [Rush et al., 2015 , Chopra et al., 2016 , Nallapati et al., 2016 . In the headline generation task, Zhou et al. [2017] and Suzuki and Nagata [2017] tackled a part of the odd-gen. Zhou et al. [2017] incorporated an additional gate (sGate) into the encoder to select appropriate words from the source. Suzuki and Nagata [2017] proposed the frequency estimation module to reduce the repeating phrases. Our motivation is similar to them, but we addressed solving all types of odd-gen. In addition, we can combine these approaches with the proposed method. In fact, we reported in Section 5.5 that the SPM can improve the performance of sGate with EncDec.
Apart from the odd-gen, some studies proposed methods to improve the performance of the headline generation task. Takase et al. [2016] incorporated AMR Banarescu et al. [2013] into the encoder to use the syntactic and semantic information of the source. Nallapati et al. [2016] also encoded additional information of the source such as TF-IDF, part-of-speech tags and named entities. modeled the typical structure of a headline, such as "Who Action What" with a variational auto-encoder. These approach improved the performance of the headline generation but it is unclear whether they can reduce the odd-gen.
Conclusion
In this paper, we discussed an approach for reducing the odd-gen in lossy-gen tasks. The proposed SPM learns to predict the one-to-one correspondence of tokens in the source and the target. Experiments on the headline generation task show that the SPM improved the performance of typical EncDec, and outperformed the current state-of-the-art model. Furthermore, we demonstrated that the SPM reduced the odd-gen. In addition, SPM obtained token-wise correspondence between the source and the target without any alignment data. : Although "london" is not in the beginning of the source sentence, the SPM aligns "london" in the source and the target. On the other hand, EncDec concentrates the most of the attention in the end of the sentence. As a result, the most of the target-side tokens are aligned with the sentence period of the source sentence. α j is then used for collecting the source-side information that is relevant for predicting the target token. This is done by taking the weighted sum on the encoder hidden states:
Finally, the source-side information is mixed with the decoder hidden state to derive final hidden state z j . Concretely, the context vector c j is concatenated with z j to form vector u j ∈ R 2H . u j is then fed into a single fully-connected layer with tanh nonlinearity:
where W s ∈ R H×2H is a parameter matrix.
Appendix D. Extra Visualizations of SPM and Attention
Figures 5, 6 and 7 are the extra visualizations of SPM and attention. We created each figure with the procedure described in Section 6.2.
Appendix E. Obtained Alignments
We analyzed the source-side prediction to investigate the alignment that the SPM acquires. We randomly sampled 500 source-target pairs from Gigaword Test (Ours), and fed them to EncDec+SPM. with the token with the highest probability over the source-side probability distribution q j . 
