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INFINITE-DIMENSIONAL DIAGONALIZATION AND SEMISIMPLICITY
MIODRAG C. IOVANOV, ZACHARY MESYAN, AND MANUEL L. REYES
Abstract. We characterize the diagonalizable subalgebras of End(V ), the full ring of lin-
ear operators on a vector space V over a field, in a manner that directly generalizes the
classical theory of diagonalizable algebras of operators on a finite-dimensional vector space.
Our characterizations are formulated in terms of a natural topology (the “finite topology”)
on End(V ), which reduces to the discrete topology in the case where V is finite-dimensional.
We further investigate when two subalgebras of operators can and cannot be simultaneously
diagonalized, as well as the closure of the set of diagonalizable operators within End(V ).
Motivated by the classical link between diagonalizability and semisimplicity, we also give an
infinite-dimensional generalization of the Wedderburn-Artin theorem, providing a number
of equivalent characterizations of left pseudocompact, Jacoboson semisimple rings that par-
allel various characterizations of artinian semisimple rings. This theorem unifies a number
of related results in the literature, including the structure of linearly compact, Jacobson
semsimple rings and cosemisimple coalgebras over a field.
1. Introduction
Let V be a vector space over a field K, and let End(V ) be the algebra ofK-linear operators
on V . Given any basis B of V , an operator T ∈ End(V ) is said to be diagonalizable with
respect to B (or B-diagonalizable) if every element of B is an eigenvector for T . It is easy
to see that the set diag(B) of all B-diagonalizable operators forms a maximal commutative
subalgebra of End(V ), isomorphic to the product algebraKB =
∏
BK
∼= Kdim(V ) (for details,
see Proposition 4.5 below).
A subalgebra D ⊆ End(V ) is said to be diagonalizable if D ⊆ diag(B) for some basis B of
V ; this is evidently equivalent to the condition that, for any basis B of V , there exists a unit
u ∈ End(V ) such that uDu−1 ⊆ diag(B). Clearly every diagonalizable subalgebra of End(V )
is commutative. Our goal is to characterize which commutative subalgebras of End(V ) are
diagonalizable.
For motivation, we recall the classical result from linear algebra characterizing the diag-
onalizable operators on a finite-dimensional vector space. An individual operator is diago-
nalizable if and only if its minimal polynomial splits into linear factors over K and has no
repeated roots; in the case where K is algebraically closed, this is of course equivalent to the
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property that the minimal polynomial has no repeated roots. For subalgebras, this implies
the following.
Classical Diagonalization Theorem. Let V be a finite-dimensional vector space over a
field K, and let C be a commutative subalgebra of End(V ). The following are equivalent:
(a) C is diagonalizable;
(b) C ∼= Kn as K-algebras for some integer 1 ≤ n ≤ dim(V );
(c) C is spanned by an orthogonal set of idempotents whose sum is 1.
If K is algebraically closed, then these conditions are further equivalent to:
(d) C is a Jacobson semisimple K-algebra;
(e) C is a reduced K-algebra (i.e., has no nonzero nilpotent elements).
(The equivalence (a)⇔(b) is mentioned, for instance, in [2, VII.5.7], the equivalence
(b)⇔(c) is apparent, and the further equivalence of (b) with (d)–(e) is a straightforward
restriction of the Wedderburn-Artin structure theorem to finite-dimensional algebras over
algebraically closed fields.)
In particular, the diagonalizability of a commutative subalgebra C of End(V ) is completely
determined by the isomorphism class of C as a K-algebra. However, in the case where V is
infinite-dimensional, it is impossible to determine whether a commutative subalgebra C ⊆
End(V ) is diagonalizable from purely algebraic properties of C. Indeed, assume for simplicity
that K is an infinite field, and let V be a vector space with basis {vn | n = 1, 2, 3, . . . }. Let
T ∈ End(V ) be diagonalizable with infinitely many eigenvalues, and let S ∈ End(V ) be
the “right shift operator” S(vn) = vn+1. Then K[T ] ∼= K[S] are both isomorphic to a
polynomial algebra K[x] (as neither T nor S satisfies any polynomial relation), while K[T ]
is diagonalizable but K[S] is not (for instance, because S has no eigenvalues).
Therefore the study of diagonalizability over infinite-dimensional spaces requires us to
consider some extra structure on algebras of operators. Our approach will be to consider
a natural topology on End(V ), which is then inherited by its subalgebras. (Of course, this
is analogous to the use of functional analysis to extend results about operators on Hilbert
spaces from finite-dimensional linear algebra to the infinite-dimensional setting.) Specifically,
we consider the finite topology on the algebra End(V ), also called the function topology or
the topology of pointwise convergence. This is the topology with a basis of open sets of the
form {S ∈ End(V ) | S(xi) = T (xi), i = 1, . . . , n} for fixed x1, . . . , xn ∈ V and T ∈ End(V ).
It will be shown below (Lemma 2.2) that the closure of a commutative subalgebra of
End(V ) is again commutative; in particular, every maximal commutative subalgebra is
closed. Thus after replacing a commutative subalgebra with its closure, we may reduce
the problem of characterizing diagonalizable subalgebras of End(V ) to that of characterizing
which closed subalgebras are diagonalizable. The following major result, given in Theo-
rem 4.10, is a generalization of the Classical Diagonalization Theorem, which shows that di-
agonalizability of a closed subalgebra of End(V ) can be detected from its internal structure as
a topological algebra. We say that a commutative topologicalK-algebra is K-pseudocompact
if it is an inverse limit (in the category of topological algebras) of finite-dimensional discrete
K-algebras; see Section 3 for further details.
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Infinite-Dimensional Diagonalization Theorem. Let V be a vector space over a field
K, and let C be a closed commutative subalgebra of End(V ). The following are equivalent:
(a) C is diagonalizable;
(b) C ∼= KΩ as topological K-algebras, for some cardinal 1 ≤ Ω ≤ dim(V );
(c) C contains an orthogonal set of idempotents {Ei} whose linear span is dense in C,
such that the net of finite sums of the Ei converges to 1.
If K is algebraically closed, then these conditions are further equivalent to:
(d) C is K-pseudocompact and Jacobson semisimple;
(e) C is K-pseudocompact and topologically reduced (i.e., has no nonzero topologically
nilpotent elements).
In the classical case of a finite-dimensional vector space V over a field K, because every
diagonalizable algebra of operators is isomorphic to Kn, we see that diagonalizable algebras
are semisimple. Similarly, in the case where V is infinite-dimensional, every closed diago-
nalizable algebra of operators on V satisfies a suitable version of semisimplicity. Thus in
Theorem 3.10, our other major result, we give a version of the Wedderburn-Artin theorem
that is suitable for our context of infinite-dimensional linear algebra, with the dual purpose of
extending the classical connection above and preparing for the proof of Theorem 4.10. This
result characterizes those topological rings that are isomorphic to
∏
i EndDi(Vi) where the Vi
are arbitrary right vector spaces over division rings Di. It is presented in the context of left
pseudocompact (topological) rings (as defined by Gabriel [4]), and the section begins with a
basic account of such rings and and modules. In Theorem 3.10, among other equivalences,
we show the following.
Infinite-Dimensional Wedderburn-Artin Theorem. Let R be a topological ring. Then
the following are equivalent:
(a) As a left topological module, R is a product of simple discrete left modules;
(b) R ∼=
∏
EndDi(Vi) as topological rings, where each Vi is a right vector space over a
division ring Di and each EndDi(Vi) is given the finite topology;
(c) R is left pesudocompact and Jacobson semisimple;
(d) R is left pseudocompact and every pseudocompact left R-module is a product of dis-
crete simple modules.
This result generalizes the classical Wedderburn-Artin Theorem (which is recovered in
the case when R carries the discrete topology), and as we explain after Theorem 3.10, it
provides a unifying context for a number of other related results in the literature, including
the structure of linearly compact, Jacobson semisimple rings, and the characterization of
cosemisimple coalgebras and their dual algebras.
We now give a tour of the major ideas covered in this paper, by way of outlining each
section. As the problem of characterizing diagonalizable subalgebras of End(V ) is framed in
a purely algebraic context, we anticipate that some readers may not have much familiarity
with the topological algebra required to prove our results. Thus we feel that it is appropriate
to briefly recall some of the basic theory of topological rings and modules. Most of this review
is carried out in Section 2. Selected topics include topological sums of orthogonal collections
of idempotents, as well as topological modules that are inverse limits of discrete modules.
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Section 3 begins with a basic overview of pseudocompact and linearly compact modules
and rings, including a brief review of Gabriel duality for pseudocompact modules. After a
discussion of a suitable topological version of the Jacobson radical, we proceed to our infinite
Wedderburn-Artin theory which culminates in Theorem 3.10. The remainder of the section
consists of various applications of this theorem. This includes a symmetric version of the
Infinite-Dimensional Wedderburn-Artin Theorem, which characterizes topological rings of
the form
∏
Mni(Di), where the Di are division rings, the ni ≥ 1 are integers, and each com-
ponent matrix ring is equipped with the discrete topology. The section ends with applications
to the structure of cosemisimple coalgebras.
The structure and characterization of diagonalizable algebras of operators is addressed in
Section 4. If B is a basis of a vector space V , it is shown that the subalgebra of End(V ) of
B-diagonalizable operators is topologically isomorphic to KB, where K is discretely topol-
ogized. Through a detailed study of topological algebras of the form KX for some set X ,
we show that such “function algebras” with continuous algebra homomorphisms form a cat-
egory that is dual to the category of sets. This is applied in Theorem 4.10 to characterize
closed diagonalizable subalgebras of End(V ). We also study diagonalizable subalgebras that
are not necessarily closed and individual diagonalizable operators, still making use of the
finite topology on End(V ). We then turn our attention to the problem of simultaneous di-
agonalization of operators, showing in that if C,D ⊆ End(V ) are diagonalizable subalgebras
that centralize one another, then they are simultaneously diagonalizable. We also present
examples of sets of commuting diagonalizable operators that cannot be simultaneously diag-
onalized. Finally, we describe the closure D of the set D = D(V ) of diagonalizable operators
in End(V ). Here the order of the field of scalars plays an important role. If K is finite, we
have D = D; in the case where K is infinite, D is shown to consist of those operators T that
are diagonalizable on the torsion part of V when regarded as a K[x]-module via the action
of T .
1.A. A reader’s guide to diagonalization. While our major motivation for the present
investigation was to characterize the diagonalizable subalgebras of End(V ), we have at-
tempted to place this result in a broader context within infinite-dimensional linear algebra.
In the classical finite-dimensional case, diagonalization is connected to the structure theory
of finite-dimensional algebras and to algebras of functions (though one typically does not
think beyond polynomial functions in classical spectral theory). Our attempt to understand
infinite-dimensional diagonalization from both of these perspectives led us to incorporate
aspects of the theories of pseudocompact algebras and “function algebras.”
We anticipate that some readers may appreciate a shorter path to understanding only
the proof of the characterization of diagonalizability in Theorem 4.10; for such readers, we
provide the following outline. The definition of the finite topology on End(V ) is the most
important portion of Section 2, and the discussion around Lemmas 2.15 and 2.17 is intended
to help the reader better understand the structure of pseudocompact modules. Other re-
sults from Section 2 can mostly be referred to as needed, although readers unfamiliar with
topological algebra may benefit from a thorough reading of this section. The basic definition
of pseudocompactness should be understood from Section 3. The only results from this sec-
tion that are crucial to later diagonalizability results are Theorem 3.8 and the implication
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(e)⇒(d) from Theorem 3.10, the latter of which is established in [4, Proposition IV.12], or
through the implications (e)⇒(f)⇒(d) using [15, Theorem 29.7]. With this background,
readers can proceed to Section 4. Finally, some readers may wish to note that Theorem 4.7
is only used in Corollary 4.8 to bound the cardinality of an index set; this bound may be
achieved through a more elementary argument via topological algebra, an exercise which is
encouraged for those who are interested.
1.B. Some conventions. While diagonalizability of an operator on a vector space depends
keenly upon the field K of scalars under consideration, we will often suppress explicit refer-
ence to K in notation such as End(V ) or D(V ) (and similarly for the case of End(V ) when
V is a vector space over a division ring). This does not pose any serious risk of confusion
because we work with a single field of scalars K, with no field extensions in sight.
Unless otherwise noted, we follow the convention that all rings are associative with a
multiplicative identity, and all ring homomorphisms preserve the identity. Given a ring R,
we let J(R) denote its Jacobson radical. Further, we emphasize that a module M is a left
(respectively, right) R-module via the notation RM (respectively, MR).
2. Topological algebra in End(V )
In this section we collect some basic definitions and results from topological algebra that
will be used in later sections, beginning with a quick review of the most fundamental notions.
We expect that readers are familiar with basic point-set topology, particularly including
product topologies and convergence of nets (as in [8, Chapters 2–3], for instance).
Recall that a topological abelian group is an abelian group G equiped with a topology for
which addition and negation form continuous functions +: G × G → G and − : G → G,
where G×G is considered with the product topology.
A topological ring is a ring R equipped with a topology such that R forms a topological
abelian group with respect to its addition, and such that multiplication forms a continuous
function R × R → R. Given a topological ring R, a left topological module over R is a
topological abelian group M endowed with a left R-module structure, such that R-scalar
multiplication forms a continuous function R×M → M . Right topological modules are sim-
ilarly defined. Any subring or submodule of a topological ring or module may be considered
again as a topological ring or module in its subspace topology. The reader is referred to [15]
for further background on topological rings and modules.
All topologies that we consider in this paper will be Hausdorff. A topological abelian group
is Hausdorff if and only if the singleton {0} is closed for its topology [15, Theorem 3.4]. Note
that the quotient of a topological ring by an ideal or the quotient of a topological module by
a submodule is again a topological ring or module under the quotient topology (the finest
topology with respect to which the quotient map is continuous); if the ideal or submodule
is closed, then the induced topology on the quotient will consequently be Hausdorff.
We will also require the notion of completeness for topological rings and modules. Let
G be a Hausdorff topological abelian group, so that any net in G has at most one limit
(see [8], Theorem 3 of Chapter 2). We say that a net (gi)i∈I in G is Cauchy if, for every
open neighborhood U ⊆ G of 0, there exists N ∈ I such that, for all m,n ≥ N in the
directed set I, one has gm − gn ∈ U . We say that G is complete if every Cauchy net in
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G converges. As closed subsets contain limits of nets, a closed subgroup of a complete
topological abelian group is complete. (Note that some references such as [1, III.3] and [15,
I.7] define completeness in terms of Cauchy filters rather than Cauchy nets. However, one
can reconcile these two apparently different notions as equivalent by noting the connection
between convergence of nets and convergence of filters, as in [8, Problem 2.L(f)].)
A left topological moduleM over a topological ring R is said to be linearly topologized if it
has a neighborhood basis of 0 consisting of submodules ofM . We say that a ring R has a left
linear topology (or is left linearly topologized) if RR is a linearly topologized left R-module
(i.e., R has a neighborhood basis of 0 consisting of left ideals). Any subring or submodule of
a (left) linearly topologized ring is clearly (left) linearly topologized in the induced topology.
2.A. The finite topology. Let X be a set and Y a topological space, and let Y X denote
the set of all functions X → Y . The topology of pointwise convergence on Y X is the product
topology under the identification Y X =
∏
X Y .
If Y has the discrete topology, Y X has a base of open sets given by sets of the following
form, for any fixed finite lists of elements x1, . . . , xn ∈ X and y1, . . . , yn ∈ Y :
{f : X → Y | f(x1) = y1, . . . , f(xn) = yn}.
This is often called the finite topology on Y X ; as a product of discrete spaces, this space is
locally compact and Hausdorff.
Now let V be a right vector space over a division ring D. Then End(V ) = EndD(V ) ⊆ V
V
is a closed subset of V V (as in the proof of [3, Proposition 1.2.1]). It inherits a topology from
the finite topology on V V ; we will also refer to this as the finite topology on End(V ). Under
this topology, End(V ) is a topological ring [15, Theorem 29.1]. Alternatively, we may view
the finite topology on End(V ) as the left linear topology generated by the neighborhood base
of 0 given by the sets of the following form, where X ⊆ V is a finite-dimensional subspace:
X⊥ = {T ∈ End(V ) | T |X = 0}.
These neighborhoods of 0 coincide with the left annihilators of the form annℓ(F ) where
F ∈ End(V ) has finite rank. Furthermore, for every such left ideal I = X⊥, the left
End(V )-module End(V )/I has finite length. Indeed, one can readily verify that the map
End(V )→ HomD(X, V ) given by T 7→ T |X fits into the short exact sequence of left End(V )-
modules
0→ X⊥ → End(V )→ HomD(X, V )→ 0,
and that HomD(X, V ) ∼= V
dim(X) is a semisimple left End(V )-module of finite length.
Because the discrete abelian group V is Hausdorff and complete, so are V V and the closed
subspace End(V ). Thus we see that the topological ring End(V ) is left linearly topologized,
Hausdorff and complete.
Throughout this paper, whenever we refer to End(V ) as a topological ring or algebra,
we will always consider it to be equipped with the finite topology. Also, if the underlying
division ring D = K is a field, then we will consider V as a left K-vector space as in classical
linear algebra.
Remark 2.1. If R is any topological ring and S is a subring of R, then its closure S in R
is readily verified to be a subring of R as well. For instance, to check that S is closed under
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multiplication, let m : R × R→ R be the multiplication map. Since S is a subring we have
S × S ⊆ m−1(S), and by continuity of m we find that S × S = S × S ⊆ m−1(S), proving
that S is closed under multiplication.
2.B. Commutative closed subalgebras. The following lemma shows that in the topo-
logical algebra End(V ), commutativity behaves well under closure. It is surely known in
other settings (for part (1), see [15, Theorem 4.4]), but we include a brief argument for
completeness. For a subset X of a ring R, its commutant (often called the centralizer) is the
subring
X ′ = {r ∈ R | rx = xr for all x ∈ X}.
Lemma 2.2. Let R be a Hausdorff topological ring.
(1) The closure of any commutative subring of R is commutative.
(2) The commutant of any subset of R is closed in R.
(3) Any maximal commutative subring of R is closed.
Proof. Define a function f : R×R→ R by f(x, y) = xy−yx. Because R is a topological ring,
f is continuous (where R × R is given the product topology). By the Hausdorff property,
the singleton {0} is closed in R. It follows that f−1(0) is closed in R× R.
(1) Suppose that C ⊆ R is a commutative subring. Then C×C ⊆ R×R is contained in the
closed subset f−1(0). It follows that C × C = C × C ⊆ f−1(0), whence C is commutative.
(2) Let X ⊆ R. For each x ∈ X , define gx : R → R by gx(y) = f(x, y). Because f
is continuous, so is each gx. So X
′ =
⋂
x∈X g
−1
x (0) is an intersection of closed sets and is
therefore closed in R.
(3) If C ⊆ R is a maximal commutative subring, then C = C follows from either (1) (by
maximality) or from (2) (as maximality implies C = C ′). 
If H is a Hilbert space and B(H) is the algebra of bounded operators on H , then there
is a well-known characterization of maximal abelian ∗-subalgebras of B(H) in measure-
theoretic terms [12, Theorem 1], which can be used to describe their structure quite explicitly
(for instance, see the proof of [5, Lemma 6.7]). Lest one hope that maximal commutative
subalgebras of End(V ) should admit such a simple description, Proposition 2.3 below shows
that a full-blown classification of such subalgebras is a wild problem.
For the next few results, we restrict to vector spaces V over a field K. Suppose that A is a
subalgebra of End(V ). Then the commutant A′ ⊆ End(V ) is the set of those operators whose
action commutes with that of every element of A. That is to say, A′ is the endomorphism
ring (acting from the left) of V considered as a left A-module; in symbols, one might write
A′ = EndA(V ) ⊆ EndK(V ).
Proposition 2.3. Let V be a K-vector space and A be a K-algebra with dim(A) = dim(V ).
Then End(V ) contains a closed subalgebra (even a commutant) that is topologically iso-
morphic to A with the discrete topology. If A is commutative, then this subalgebra may
furthermore be chosen to be a maximal commutative subalgebra.
Proof. If φ : A → V is a vector space isomorphism, we can identify End(A) = EndK(A)
with EndK(V ), and we may prove everything in End(A). The left regular representation
λ : A→ End(A), where λ(a) : x 7→ ax, and the right regular representation ρ : A→ End(A),
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where ρ(a) : x 7→ xa, respectively define a homomorphism and an anti-homomorphism of
algebras. Certainly ρ and λ are injective because ρ(a) and λ(a) both send 1 7→ a; furthermore,
the intersection of the open set {T ∈ End(A) | T (1) = a} with either λ(A) or ρ(A) is the
singleton {a}. Therefore, the induced topologies from End(A) on the algebras λ(A) and
ρ(A) are both discrete, and the maps λ and ρ are continuous.
By the comments preceding this proposition, the commutants λ(A)′ and ρ(A)′ are re-
spectively the endomorphism rings of A considered as a left and right module over itself.
It is well known that these endomorphism rings are λ(A)′ = ρ(A) (that is, left A-module
endomorphisms of A are right-multiplication operators) and ρ(A)′ = λ(A); for instance,
see [9, Example 1.12]. Thus λ(A)′′ = ρ(A)′ = λ(A), and λ(A) is closed in End(V ) thanks to
Lemma 2.2(2). Consequently, λ(A) a discrete closed subalgebra of End(A).
Finally, note that in the case where A is commutative we have λ(a) = ρ(a) for all a ∈ A.
So λ(A)′ = ρ(A) = λ(A), proving that the image of A in End(V ) is a maximal commutative
subalgebra. 
The property of being a discrete subalgebra of End(V ) translates nicely into representation-
theoretic terms. First, having a subalgebra A ⊆ End(V ) is equivalent to saying that V is a
faithful A-module. Faithfulness of V is equivalent to the existence of a set {vi | i ∈ I} ⊆ V
such that, for any a ∈ A, if avi = 0 for all i then a = 0. But the existence of such a
set is further equivalent to the existence of a left A-module embedding A →֒ V I , given by
a 7→ (avi)i∈I . The next proposition shows that being a discrete subalgebra amounts the
requirement that this embedding is into a finite power of V .
Proposition 2.4. Let A ⊆ End(V ) be a subalgebra. Then A is discrete if and only if there
is a left A-module embedding of A into V n for some positive integer n.
Proof. The subalgebra A is discrete if and only if {0} is open in A, which is further equivalent
to {0} = A ∩ {T ∈ End(V ) | T (W ) = 0}, for some finite-dimensional subspace W of V .
Thus if A is discrete then there are w1, . . . , wn ∈ V such that awi = 0 (i = 1, . . . , n) implies
a = 0 for all a ∈ A, so that that the map ϕ : A → V n given by ϕ(a) = (awi)i ∈ V
n is an
injective morphism of A-modules. Conversely, assume that there is an injective A-module
homomorphism φ : A → V n, and denote φ(1) = (w1, . . . , wn). Then awi = 0 implies a = 0
for all a ∈ A thanks to injectivity of φ, which translates as above to A being a discrete
subalgebra of End(V ). 
Corollary 2.5. Let V be an infinite-dimensional K-vector space and A a K-algebra. Then
End(V ) contains a closed subalgebra that is topologically isomorphic to A with the discrete
topology if and only if dim(A) ≤ dim(V ).
Proof. Suppose that dim(A) ≤ dim(V ), and let B be any K-algebra with dim(B) = dim(V ).
Then dim(A ⊗ B) = dim(A) dim(B) = dim(B), since dim(B) = dim(V ) is infinite. So, by
Proposition 2.3, End(V ) has closed subalgebra that is topologically isomorphic to A ⊗ B
with the discrete topology, which in turn contains the closed discrete subalgebra A⊗ 1 ∼= A.
Converely, if A ⊆ End(V ) is a discrete subalgebra, then A →֒ V n with n finite by Propo-
sition 2.4. This shows that dim(A) ≤ n · dim(V ) = dim(V ) since dim(V ) is infinite. 
We use the above to illustrate a few examples of discrete maximal commutative subalgebras
of End(V ) generated by “shift operators” when V has countably infinite dimension.
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Example 2.6. Let A = K[x] be the polynomial algebra in a single indeterminate. Let V be
a K-vector space with basis {v0, v1, v2, . . . }. Then Proposition 2.3 implies that End(V ) has a
discrete maximal commutative subalgebra isomorphic to A. Under theK-linear isomorphism
A ∼= V that sends xi 7→ vi, the embedding A → End(V ) of Proposition 2.3 sends x to the
right-shift operator S ∈ End(V ), with
S(vi) = vi+1 for all i ≥ 0.
Example 2.7. Let A = K[x, x−1] be the Laurent polynomial ring over K. If V is a K-vector
space with basis {vi | i ∈ Z}, then the vector space isomorphism A ∼= V sending xi 7→ vi
gives an embedding A→ End(V ) of A onto a discrete maximal commutative subalgebra of
End(V ). One can check that the embedding provided in the proof of Proposition 2.3 sends
x ∈ A to the invertible “infinite shift” operator T ∈ End(V ), with
T (vi) = vi+1 for all i ∈ Z.
2.C. Summability of idempotents. Another topic that will play a role in diagonalizability
of subalgebras is the ability to form the “sum” of an infinite set of orthogonal idempotents.
Definition 2.8. [15, Section 10] Let G be a Hausdorff topological abelian group, and let
{gi | i ∈ I} ⊆ G. If the net of finite sums of the gi, indexed by finite subsets of I, converges
to a limit in G, then we write this limit as
∑
gi, and we say for brevity that
∑
gi exists (in
G) or that the set {gi} is summable.
Perhaps the most basic nontrivial example of a summable set of elements is as follows:
let I be a set, and consider the product space KI as a topological K-algebra. Let ei ∈ K
I
denote the idempotent whose ith coordinate is 1 and whose other coordinates are 0. Then
for any λi ∈ K, the set {λiei} is summable; in fact, it is clear that each element x ∈ K
I has
a unique expression of the form x =
∑
λiei.
Recall that there are three preorderings for idempotents in a ring R: given idempotents
e, f ∈ R, one defines
e ≤ℓ f ⇐⇒ ef = e ⇐⇒ Re ⊆ Rf
e ≤r f ⇐⇒ fe = e ⇐⇒ eR ⊆ fR
e ≤ f ⇐⇒ ef = e = fe ⇐⇒ eRe ⊆ fRf.
While the last of these is a partial ordering, the first two generally are not. (For instance,
the idempotents e = ( 1 00 0 ) and f = (
1 0
1 0 ) in M2(Q) satisfy e ≤ℓ f ≤ℓ e with e 6= f .)
Lemma 2.9. Let R be a Hausdorff topological ring with an orthogonal set of idempotents
{ei | i ∈ I} ⊆ R. Suppose that
∑
ei exists. Then
∑
ei is an idempotent that is the least
upper bound for the set {ei} in the preorderings ≤ℓ and ≤r and the partial ordering ≤.
Proof. Write e =
∑
ei. Given a finite subset J ⊆ I, write eJ =
∑
i∈J ei, so e is the limit of
the net (eJ). Because each eJ lies in the zero set of the continuous function R → R given
by x 7→ x − x2, it follows that the limit e also lies in this set. So e = e2 is idempotent.
Further, ek ≤ e for all k ∈ I (and ek ≤ℓ e, ek ≤r e) because for any finite J ⊆ I with
J ⊇ {k}, ekeJ = eJek = ek, and the continuity of the functions x 7→ ekx, x 7→ xek shows
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that the relation holds in the limit as well: eke = eek = e. Thus e is an upper bound for the
idempotents ei with respect to ≤ℓ and ≤r (and consequently, ≤).
To see that e is the least upper bound of the ei, let f ∈ R be idempotent, and suppose
that ei ≤ℓ f for all i. Then for all finite J ⊆ I, we have eJf =
∑
j∈J ejf =
∑
j∈J ej = eJ .
Thus all eJ lie in the closed subset annℓ(1−f) ⊆ R, so we also have e = lim eJ ∈ annℓ(1−f),
which translates to e ≤ℓ f . Similarly, if f = f
2 ∈ R satisfies ei ≤r f (respectively, ei ≤ f)
for all i, then e ≤r f (respectively, e ≤ f). So e is a least upper bound for the ei in all of
these (pre)orderings. 
Suppose that {Ei | i ∈ I} is an orthogonal set of idempotents in End(V ). Notice that the
sum of subspaces
∑
range(Ei) ⊆ V is direct. Indeed, if
∑
ri = 0 in V where ri ∈ range(Ei)
are almost all zero, then for every j ∈ I we have 0 = Ej(
∑
ri) = Ej(
∑
Ei(ri)) = Ej(rj) = rj
as desired. Similarly, it is straightforward to show that the following sum of subspaces in V
is direct:
(2.10)
(⊕
range(Ei)
)
⊕
(⋂
ker(Ei)
)
⊆ V.
Whether or not this direct sum is equal to the whole space V strictly controls the existence
of
∑
Ei in End(V ).
Lemma 2.11. Let R = End(V ), and let {Ei | i ∈ I} ⊆ R be an orthogonal set of idempo-
tents. The following are equivalent:
(a)
∑
Ei exists in R;
(b) V = (
⊕
range(Ei))⊕ (
⋂
ker(Ei)) (i.e., the containment (2.10) is an equality);
(c) For every v ∈ V , the set {i ∈ I | v /∈ ker(Ei)} is finite;
(d) For every finite-dimensional subspace W ⊆ V , there exists a finite subset J ⊆ I such
that (1−
∑
j∈J Ej)W ⊆
⋂
ker(Ei).
When the above conditions hold, then {Ei | i ∈ I0} is also summable for any subset I0 ⊆ I,
and
∑
i∈I Ti exists for any elements Ti ∈ EiREi.
Proof. First assume that (a) holds; we will verify (d). Let W ⊆ V be any finite-dimensional
subspace. Denote E =
∑
Ei, the limit of the finite sums of the Ei. Because {T ∈ End(V ) |
T |W = E|W} is an open neighborhood of E in End(V ), there exists a finite subset J ⊆ I
such that
∑
j∈J Ej lies in this set. Then for every i ∈ I, since Ei ≤ E gives Ei(1− E) = 0,
we conclude that Ei(1−
∑
j∈J Ej)W = Ei(1−E)W = 0.
Now assume (d) holds. To prove (c), let v ∈ V and consider the subspace W = Span(v)
of V . Then there exists a finite subset J ⊆ I such that, for EJ =
∑
j∈J Ej we have
(1−EJ )W ⊆
⋂
ker(Ei). Thus for all i ∈ I, Ei(1−EJ )(v) = 0, from which it follows that
Ei(v) = Ei
∑
j∈J
Ej(v) =
∑
j∈J
EiEj(v).
The last sum is 0 whenever i /∈ J , and so {i ∈ I | v /∈ ker(Ei)} ⊆ J is finite, as desired.
Next suppose that (c) holds; we will verify (b). Let v ∈ V , so that the set S = {i ∈ I | v /∈
ker(ei)} is finite by hypothesis. Then Eiv = 0 for all i /∈ S. With this, one can readily verify
that v = (
∑
i∈S Ei)v + (1 −
∑
i∈S Ei)v is a sum of elements in
⊕
range(Ei) and
⋂
ker(Ei),
respectively. So equality indeed holds in (2.10).
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Now assume that (b) holds, and let Ti ∈ EiREi for all i. We will prove that
∑
Ti exists
in R; this will imply that (a) holds (the particular case where all Ti = Ei). Define T ∈ R to
be the linear operator on V with kernel L =
⋂
ker(Ei) whose restriction to each Ui = Ei(V )
agrees with Ti. A basic open neighborhood of T in R has the form {S ∈ R | S|X = T |X} for
some finite set X ⊆ V . There is a finite set J ⊆ I such that X ⊆
(⊕
j∈J Uj
)
⊕L. It follows
that for any finite subset J ′ ⊆ I with J ′ ⊇ J , the operators T and
∑
i∈J ′ Ti have the same
restrictions to
(⊕
j∈J Uj
)
⊕ L ⊇ X . Thus the net of finite sums of the Ti converges to T .
Finally, to see that
∑
i∈I0
Ei exists for any I0 ⊆ I, notice that condition (c) still holds
when I is replaced with I0. 
In the proof above, the idempotent sum
∑
Ei is explicitly described as the projection of
V onto the subspace
⊕
range(Ei) with kernel equal to
⋂
ker(Ei).
Corollary 2.12. For an orthogonal set of idempotents {Ei | i ∈ I} ⊆ End(V ), the following
are equivalent:
(a) {Ei} is summable and
∑
Ei = 1 ∈ End(V );
(b)
⊕
range(Ei) = V ;
(c) For every finite-dimensional subspace W ⊆ V , there exists a finite subset J ⊆ I such
that
∑
j∈J Ej restricts to the identity on W .
Proof. This follows from a straightforward translation of conditions (a), (b), and (d) in
Lemma 2.11, realizing that if {Ei} is summable, then
∑
Ei = 1 if and only if
⋂
ker(Ei) =
{0}. 
The following example shows that an arbitrary set of orthogonal idempotents in End(V )
need not be summable.
Example 2.13. Let V be a K-vector space with countably infinite basis {v0, v1, . . . }. Con-
sider the K-algebra A generated by countably many idempotents x1, x2, · · · ∈ A subject to
the conditions xixj = 0 when i 6= j. Then A has K-basis given by {1, x1, x2, . . . }. Un-
der the isomorphism (identification) φ : A → V given by φ(1) = v0 and φ(xi) = vi for
i ≥ 1, the proof of Proposition 2.3 provides an injective homomorphism λ : A → End(V )
such that λ(A) is a closed discrete maximal commutative subalgebra of End(V ). Denote
each λ(xi) = Ei ∈ End(V ). (If we let {Eij | i, j ≥ 0} denote the infinite set of matrix
units of End(V ) with respect to the basis {vi | i ≥ 0}, then we may explicitly describe
Ei = Ei0+Eii.) One may quickly deduce from Lemma 2.11(c) (with v = v0) that
∑
Ei does
not exist in End(V ).
Lemma 2.14. Suppose that {Ei | i ∈ I} and {Fj | j ∈ J} are orthogonal sets of idempotents
in End(V ) such that E =
∑
Ei and F =
∑
Fj exist. Furthermore, suppose that all of the
Ei and Fj commute pairwise. Then the orthogonal set of idempotents {EiFj | (i, j) ∈ I × J}
is also summable, and
∑
i,j EiFj = EF .
Proof. We begin by remarking that EiFj = FjEi for all i and j implies that E and F
commute with each other and with each Ei and Fj .
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Fix a finite-dimensional subspace W ⊆ V . Then there exist finite sets I0 ⊆ I and J0 ⊆ J
such that E −
∑
i∈I0
Ei and F −
∑
j∈J0
Fj both restrict to zero on W . Then
EF −
∑
I0×J0
EiFj = EF −
(∑
I0
Ei
)
F +
(∑
I0
Ei
)
F −
(∑
I0
Ei
)(∑
J0
Fj
)
= F
(
E −
∑
I0
Ei
)
+
∑
I0
Ei
(
F −
∑
J0
Fj
)
.
The latter expression also restricts to zero on W , and since W was arbitrary, we conclude
that
∑
EiFj exists and is equal to EF . 
2.D. Topological modules. In the remainder of this section, we record some results re-
lating to topological modules that will be of use when considering pseudocompact modules.
The first is a link between open submodules and discrete modules.
Lemma 2.15. Let M be a topological module over a topological ring R, and let N be a
submodule of M . Then the following are equivalent:
(a) N is open;
(b) M/N is discrete in the quotient topology;
(c) N is the kernel of a continuous homomorphism from M to a discrete topological
R-module.
Furthermore, any open submodule of M is closed, and any submodule of M containing an
open submodule is itself open.
Proof. That (b) implies (c) follows from the fact that the canonical surjection M →M/N is
continuous when M/N is equipped with the quotient topology. To see that (c) implies (a),
simply consider a continuous module homomorphism f : M → D as in (c) and note that
N = f−1(0) where {0} is open in D. Finally, suppose (a) holds and let π : M → M/N be
the canonical surjection. For any coset x +N ∈ M/N , one has π−1(x+N) = x +N ⊆ M .
As N is open, the same is true of the translate x+N . It follows that each singleton of M/N
is open, whence it is discrete.
That any open submodule of M is closed follows, for instance, from characterization (c)
above, as the kernel of a continuous homomorphism to a Hausdorff module is closed. For the
final claim, assume that N0 ⊆ N ⊆ M are submodules where N0 is open. One may readily
verify that N is open as it is the kernel of the composite M → M/N0 → (M/N0)/(N/N0) ∼=
M/N of surjective continuous homomorphisms, where the latter two modules are discrete.

The next result characterizes modules that are inverse limits of discrete modules. We first
make some general remarks on inverse limits of topological modules. (These remarks also
apply to limits of general diagrams, but we restrict to inversely directed systems for notational
simplicity as these are the only systems we require.) Given a topological ring R, let RTMod
denote the category of left topological R-modules with continuous module homomorphisms.
Given an inversely directed system {Mj | j ∈ J} with connecting morphisms {fij : Mj →
Mi | i ≤ j in J} in RTMod, its limit can be constructed via the usual “product-equalizer”
method as in [10, V.2]:
lim
←−
Mj = {(mj) ∈
∏
Mj | fij(mj) = mi for all i ≤ j in J} ⊆
∏
Mj .
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(The same product-equalizer construction yields both the inverse limit of the Mj as R-
modules and the inverse limit as topological groups.) The topology on the inverse limit is the
initial topology with respect to the canonical morphisms gi : lim←−
Mj →Mi for all i ∈ J ; this
is the topology generated by the subbasis of sets of the form g−1i (U) for any i ∈ J and open
U ⊆ Mi. (In fact, thanks to the inverse directedness of the system Mj , the sets of the form
g−1i (U) are closed under intersection and actually form a basis for the topology: given i, j ≤ k
in J and open U ⊆Mi and V ⊆ Mj, we have g
−1
i (U) ∩ g
−1
j (V ) = g
−1
k (f
−1
ik (U) ∩ f
−1
jk (V )).)
Suppose that all of the Mj in the inverse system above are Hausdorff. Then the product
of any subset of the Mj will also be Hausdorff. Since the above presentation of the limit can
be viewed as the equalizer (i.e., kernel of the difference) of two continuous maps
∏
Mj →∏
fij
Mi (see [10, Theorem V.2.2]), and the equalizer of morphisms between Hausdorff spaces
is closed in the domain, we see that lim
←−
Mj forms a closed submodule of
∏
Mj . (See also [1,
III.7.2].)
Because the universal property of an (inverse) limit lim
←−
Mj identifies it within RTMod
uniquely up to a unique isomorphism, when a topological module L is isomorphic to such a
limit (i.e., satisfies the universal property) then we will write L = lim
←−
Mj without danger of
confusion.
Remark 2.16. Suppose that P is any property of Hausdorff topological modules that is
preserved when passing to products and closed submodules of modules satisfying P. Then
the (inverse) limit of any system of Hausdorff modules satisfying P will again have property
P (as it is a closed submodule of a product of modules satisfying P thanks to the discussion
above). In particular, this holds when P is taken to be either of the properties of being
complete or linearly topologized.
We are now ready to characterize inverse limits of discrete modules. (Note that special
cases of the following were given in [16, Theorem 3] and [15, Corollary 5.22].)
Lemma 2.17. For a left topological module M over a topological ring R, the following are
equivalent:
(a) M is Hausdorff, complete, and linearly topologized;
(b) M = lim
←−
M/N in the category RTMod, where N ranges over any neighborhood basis
U of 0 consisting of open submodules of M (and the connecting homomorphisms for
N ⊇ N ′ are the canonical surjections M/N ′ ։ (M/N ′)/(N/N ′) ∼= M/N);
(c) M is an inverse limit of discrete topological R-modules.
When M satisfies the above conditions and U is any neighborhood basis of 0 consisting of
open submodules, the topology on M is induced from the product topology of
∏
N∈U M/N via
the usual inclusion of the inverse limit.
Proof. Suppose that (a) holds and let U be a neighborhood basis of 0 consisting of open
submodules of M . To deduce (b), first note that the Hausdorff property of M ensures that
natural map φ : M →
∏
N∈U M/N is an embedding. The image of this map lies in the closed
submodule lim
←−N∈U
M/N of
∏
M/N . To see that φ is surjective, let x ∈ lim
←−N∈U
M/N be
represented by the compatible family (xN)N∈U with xN ∈ M/N for all N ∈ U . For each
N ∈ U , fix yN ∈ M such that yN + N = xN . Then it is straightforward to show from the
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compatibility condition on the xN that (yN)N∈U forms a Cauchy net, which converges to
some y ∈M by completeness. We claim that this element satisfies y+N = yN +N = xN for
all N ∈ U . Indeed, as y = lim yN , for fixed N ∈ U there exists N
′ ⊆ N such that y−yN ′ ∈ N .
But compatibility of the family (xN) = (yN + N) implies that yN ′ + N = yN + N , so that
y+N = yN ′ +N = yN +N . It follows that y has image φ(y) = (y+N)N∈U = (xN)N∈U = x,
as desired. Finally, to see that φ is a homeomorphism onto the inverse limit, it suffices to
show that upon identifying M with the inverse limit, they share a common neighborhood
basis of 0. As each of the components of the product
∏
N∈U M/N is discrete by Lemma 2.15,
the comments preceding this lemma imply that a neighborhood basis of lim
←−
M/N is given
by π−1N (0), where each πN is the projection of the product onto the corresponding factor for
N ∈ U . But under the isomorphism M ∼= lim←−
M/N , each π−1N (0) corresponds to N ∈ U ,
so the claim is proved. Moreover, this establishes the last claim about the topology on M
being induced by that of
∏
N∈U M/N .
Clearly (b) implies (c). Finally, assume that (c) holds, so that M = lim
←−
Mi is the limit
of a directed system of discrete topological modules Mi. Because the Mi are Hausdorff,
complete, and linearly topologized, we see from Remark 2.16 that the limit M = lim
←−
Mi
satisfies condition (a). 
Definition 2.18. A topological module that satisfies the equivalent conditions of the pre-
vious lemma will be called pro-discrete. A topological ring R is left pro-discrete if RR is
pro-discrete as a topological R-module, and right pro-discrete rings are similarly defined.
Further, R is said to be pro-discrete if it Hausdorff, complete, and has a neighborhood basis
of zero consisting of two-sided ideals.
Remark 2.19. As the terminology suggests, a topological ring R is left and right pro-discrete
if and only if it is pro-discrete. Clearly every pro-discrete ring is left and right pro-discrete.
Conversely, suppose that R is left and right pro-discrete, and let N be an open left ideal.
Since R is right pro-discrete, there is an open right ideal M such that M ⊆ N , and again,
by left pro-discreteness there is an open left ideal N ′ with N ′ ⊆ M . Then I = RM ⊆ N
since N is a left ideal. Now I contains RN ′ = N ′, so that I is open by Lemma 2.15. Hence,
every open neighborhood of 0 contains an open two-sided ideal I, making R pro-discrete.
In the next lemma we note that the property of pro-discreteness is inherited by closed
subrings. (A similar statement holds for topological modules, but we will not make use of
this fact.)
Lemma 2.20. Every closed subring of a (left) pro-discrete ring is (left) pro-discrete.
Proof. Suppose B a is (left) pro-discrete ring with a closed subring A ⊆ B. Then A is
certainly Hausdorff in its inherited topology, and because A is closed in the complete ring B
we find that A is also complete. Finally, any open (left) ideal I of B intersects to an open
(left) ideal I∩A of A. Because such I form a neighborhood base of zero in B, the contractions
I ∩A form a neighborhood base of zero in A. Thus A is (left) linearly topologized, showing
that it is (left) pro-discrete. 
In particular, our discussion of the finite topology above makes it clear that the topological
ring End(V ) for a right D-vector space V is left pro-discrete. Thus every closed subring of
End(V ) is left pro-discrete.
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In the case when D = K is a field, this raises an interesting question about representations
of topological algebras. Fixing an infinite-dimensional K-vector space V , to what extent can
one characterize those left pro-discrete K-algebras that can be realized as closed subalgebras
of End(V )? Corollary 2.5 characterizes exactly which discrete algebras have such a represen-
tation, purely in terms of their dimension. A topological characterization would necessarily
extend this result.
3. Infinite Wedderburn-Artin Theorem
As mentioned in the introduction, the structure theory of artinian rings plays an important
role in the theory of diagonalizability for operators on a finite-dimensional vector space
V . Every subalgebra of End(V ) is finite-dimensional and therefore artinian; diagonalizable
subalgebras are furthermore semisimple.
If V is infinite-dimensional, we have seen in Proposition 2.3 that End(V ) contains a wild
array of discrete subalgebras. But it turns out that End(V ) itself, as well as its diag-
onalizable subalgebras, satisfy a well-known condition of being “almost left artinian” (in
a topological sense) called pseudocompactness. In fact, they satisfy an even stronger “al-
most finite-dimensional” property that we shall call K-pseudocompactness. Further, both of
these algebras of interest are Jacobson semisimple, so that they satisfy a suitable infinite-
dimensional version of semisimplicity.
In this section we aim to present a Wedderburn-Artin theorem for left pseudocompact,
Jacobson semisimple rings in Theorem 3.10, which gathers some known and somewhat inde-
pendent results on topological semisimplicity along with some new ones. Using our methods,
we recover some results from [16, 17], along with the classical Wedderburn-Artin theorem
and similar types of theorems for algebras and coalgebras.
3.A. Pseudocompact and linearly compact modules and rings. Pseudocompactness
is an important property in topological algebra that expresses a particular way for a module
or ring to be “close to having finite length.” We recall the definition after giving a few
equivalent formulations of this property.
We say that a submodule N of a module M has finite colength if M/N is a module of
finite length.
Lemma 3.1. Let M be a left topological module over a topological ring R. The following are
equivalent:
(a) M is Hausdorff, complete, and has a neighborhood basis of 0 consisting of open sub-
modules of finite colength;
(b) M is pro-discrete and every open submodule of M has finite colength;
(c) M is an inverse limit in RTMod of discrete topological R-modules of finite length.
Proof. The equivalence of (a) and (c) and the implication (b)⇒(c) follow directly from
Lemma 2.17 using the basis U of open submodules of M that have finite colength. Now
assume that (a) holds; we will deduce (b). It follows from Lemma 2.17 thatM is pro-discrete.
Given any open submodule N ofM , we are given that there exists an open submodule L ⊆ N
of finite colength. It follows immediately that N has finite colength, as desired. 
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A module satisfying the equivalent conditions above is called a pseudocompact module.
A topological ring R is said to be left pseudocompact if RR is a pseudocompact topological
module. We also recall that a complete Hausdorff topological ring R which has a basis of
neighborhoods of 0 consisting of two-sided ideals I such that R/I has finite length both on
the left and on the right (i.e., R/I is a a two-sided artinian ring) is called a pseudocompact
ring.
Remark 3.2. Notice that a topological ring R is left and right pseudocompact if and only
if it is pseudocompact. The argument is identical to the one given in Remark 2.19, taking
into account that if the one-sided ideals M,N,N ′ there have finite colength, then the ideal
I has finite colength as both a left and a right ideal, making R/I an artinian ring.
The following key example is of particular interest to us.
Example 3.3. Let D be a division ring and V a right D-vector space. As shown in the
discussion of the finite topology in Section 2, the topological ring End(V ) is Hausdorff,
complete, and has a basis of open left ideals having finite colength. Thus End(V ) is left
pseudocompact.
Remark 3.4. We also observe that in the example above, if V has infinite dimension over
D, then End(V ) is not right pro-discrete and thus is not right pseudocompact. Indeed, if
End(V ) is pro-discrete, then it has a neighborhood basis of 0 consisting of two-sided ideals.
It is well known that the left socle Σ of End(V ) (the sum of all the simple left ideals of
End(V )) is equal to the ideal of finite rank operators on V (see [9, Exercise 11.8]), and that
Σ is the smallest nonzero two-sided ideal of End(V ) (see [9, Exercise 3.16]). Hence Σ ⊆ I
for every non-zero open ideal I, and since End(V ) is Hausdorff, it follows that 0 must be
open for End(V ) to be pro-discrete. Thus there is a finite-dimensional subspace W ⊆ V
with W⊥ = 0, which shows that V = W must be finite-dimensional.
Given a topological ring R, let RPC denote the full subcategory of RTModwhose objects are
the left pseudocompact topological R-modules. For the portions of our Wedderburn-Artin
theorem that mimic the structure of module categories over semisimple rings (e.g., every short
exact sequence splits), we will make use of Gabriel duality for categories of pseudocompact
modules. To this end, we recall that a Grothendieck category is an abelian category with a
generator (i.e., an object G such that, for any pair of morphisms f, g : X → Y with the same
domain and codomain, if f 6= g then there exists h : G→ X such that f ◦h 6= g ◦h) in which
all small coproducts exist, and with exact direct limits. Also, an abelian category is said to
be locally finite if every object is the (directed) colimit of its finite-length subobjects. We
recommend [14, Chapters IV–V] as a basic reference on abelian and Grothendieck categories.
Remark 3.5. By a well-known result of Gabriel, the opposite category RPC
op is Grothendieck
and locally finite for any left pseudocompact ring R. What is not so well-known is that essen-
tially the same proof of [4, The´ore´me IV.3] applies more generally to show that, for any (not
necessarily left pseudocompact) topological ring R, the category RPC is abelian and C = RPC
op
is Grothendieck and locally finite. Gabriel’s proof makes use of [4, Propositions IV.10–11],
both of which are purely module-theoretic results whose proofs do not make reference to
the base ring itself. The only small adjustment that one needs to make is in identifying a
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cogenerator for the category RPC, as follows. We claim that a family of cogenerators for RPC
is given by the discrete finite-length left R-modules. Indeed, if f, g : M → N are morphisms
in RPC with f 6= g, then there exists an element x ∈ M and an open submodule U ⊆ N
such that the composite
M
f−g
−→ N ։ N/U
sends x to a nonzero element. Because N/U is a discrete finite-length left R-module, we
conclude that such modules indeed form a cogenerating set for RPC. The isomorphism classes
of discrete finite-length R-modules form a set (as all of them are isomorphic to Rn/U for
some integer n ≥ 1 and some open submodule U ⊆ Rn), so the product of a set of such
representatives forms a cogenerator of RPC (and a generator in the dual category RPC
op).
An elementary observation that shall be used frequently below is that a simple left pseu-
docompact (or even linearly topologized and Hausdorff) module is discrete, and conversely,
every simple discrete left module is pseudocompact.
We will also make use of the notion of linear compactness. A left topological module
M over a topological ring R is said to be linearly compact if it is linearly topologized,
Hausdorff, and every family of closed cosets in M with the finite intersection property (i.e.,
the intersection of any finite subfamily is nonempty) has nonempty intersection. It is known
that every linearly compact module is also complete [15, Theorem 28.5], so linearly compact
modules are pro-discrete. Furthermore, it is known that linear compactness is preserved
when passing to products and closed submodules of linearly compact modules; see [15,
Theorems 28.5–6]. Thus by Remark 2.16 we see that linearly compact modules are closed
under (inverse) limits in the category RTMod. Furthermore, since the quotient of a linearly
compact module by a closed submodule is again linearly compact [15, Theorem 28.3], we
have the following immediate consequence of Lemma 2.17, part of which is found in [15,
Theorem 28.15].
Lemma 3.6. Let M be a left topological module over a topological ring R. The following are
equivalent:
(a) M is linearly compact;
(b) M is Hausdorff, complete, and has a neighborhood basis of 0 consisting of open sub-
modules N such that M/N is linearly compact for the discrete topology;
(c) M is pro-discrete and every open submodule N of M is such that M/N is linearly
compact for the discrete topology;
(d) M is an inverse limit in RTMod of discrete linearly compact left R-modules.
A discrete artinian module is linearly compact [15, Theorem 28.12], with the following
consequence.
Corollary 3.7. Every pseudocompact left module M over a topological ring R is linearly
compact.
Proof. By Lemma 3.1, M is an inverse limit of discrete modules of finite length. These
modules are linearly compact, whence Lemma 3.6 gives that M is linearly compact. 
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Applying this terminology directly to a topological ring R, we say that R is left linearly
compact if RR is linearly compact, right linearly compact if RR is linearly compact, and
linearly compact if it is both left and right linearly compact.
3.B. The Jacobson radical of pro-discrete rings. We note that certain results of [4]
on the Jacobson radical of pseudocompact rings generalize to the pro-discrete case. These
will also be used to derive alternate proofs of results from [16, 17] on Jacobson radicals of
prolimits of rings and Jacobson semisimple, linearly compact rings.
We will make use of a natural topological version of the Jacobson radical for a left pro-
discrete ring R: we let J0(R) denote the intersection of all of the open maximal left ideals
of R. In the case where R is (two-sided) pro-discrete, this definition is left-right symmetric.
For if I is an open ideal of R, all of the left or right ideals containing I are open and R/I is
discrete by Lemma 2.15. Thus the two radicals J and J0 coincide for R/I and there is an
open ideal JI of R such that J(R/I) = J0(R/I) = JI/I. Since every open maximal left or
right ideal contains an open ideal I, we find that the intersection of all open maximal left
ideals equals the intersection of all these JI , which also equals the intersection of all open
maximal right ideals.
The following is likely well known in some other form, but we include it for convenience:
Theorem 3.8. Let R be a pro-discrete ring.
(1) As topological rings, R = lim
←−
R/I where I ranges over the open ideals of R. The
topology on R is induced from the product topology of
∏
open I R/I via the usual in-
clusion of the inverse limit.
(2) An element of R is invertible in R if and only if it is invertible modulo I for every
open ideal I.
(3) J(R) = J0(R), and J(R) is a closed ideal. Moreover, x ∈ J(R) if and only if
x+ I ∈ J(R/I) for all open ideals I, so that under the isomorphism of (1), we have
J(R) = lim
←−open I
J(R/I).
(4) R/J(R) = lim
←−open I
R/JI , where I ⊆ JI ⊆ R is such that JI/I = J(R/I), and
R/J(R) is pro-discrete with a neighborhoods basis of 0 consisting of the ideals JI/J(R).
Proof. (1) This is a standard argument used, for example, on complete valuation rings,
profinite groups, algebras, etc. (see also [4]). It follows as in the proof of Lemma 2.17, noting
that the connecting homomorphisms in the inversely directed system of the R/I for open
ideals I are (continuous) ring homomorphisms.
(2) We need only prove the if clause. Assume y+ I ∈ R/I is invertible for all open I. Let
uI ∈ R be such that uI + I is the inverse of y + I (in R/I). If I ⊆ L are open ideals and
πI,L : R/I → R/L is the canonical surjection, then obviously πI,L(uI + I) = uL + L, since
the inverse of y + L ∈ R/L is unique. Thus we have an element (uI) ∈ lim←−I open
R/I, and
under the identification R = lim
←−
R/I this element forms an inverse to y.
(3) Obviously, J(R) ⊆ J0(R). Conversely, let x ∈ J0(R) and let a ∈ R. For each open I,
we have x+ I ∈ J(R/I) since every maximal left (or right) ideal of the discrete ring R/I is
open; hence, (1−ax)+I is invertible in R/I. By (2), 1−ax is invertible in R. Thus the ideal
J0(R) must be contained in J(R), yielding the desired equality. Because J0(R) = J(R) is an
intersection of open, hence closed, left ideals, it is closed. An argument similar to the one
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above shows that x ∈ J(R) if and only if x+ I ∈ J(R/I) for all open ideals I. In particular,
J(R) = lim
←−I open
J(R/I) follows.
(4) There is a canonical map R = lim
←−I open
R/I −→ lim
←−I open
R/JI . The kernel of this
morphism is
⋂
I open JI and this is equal to J(R) by the discussion preceding the theorem.
Consequently, the isomorphism of (4) follows. From this isomorphism we can deduce as in
the proof of Lemma 2.17 that R/J(R) is pro-discrete with the described neighborhood basis
of 0. 
We note that the above generalizes [16, Lemma 5], which describes the Jacobson radical
of a left linearly compact ring.
3.C. An infinite Wedderburn-Artin theorem. Given a closed submodule N of a topo-
logical module M , we will say that N has a closed complement if there exists a closed
submodule N ′ of M such that M = N ⊕ N ′. It is straightforward to verify that this is
equivalent to the condition that there exists a continuous idempotent endomorphism e of
M such that N = e(M). Note that if N is an open submodule of M that is a (“purely
algebraic”) direct summand of M , then any complementary submodule of N is closed; for if
M = N ⊕N ′ then M \N ′ =
⋃
x∈N\{0}(x+N
′) is a union of open cosets and thus is open in
M .
Given an object X of a Grothendieck category C, we let soc(X) denote the socle of X in
C, which is the colimit (“sum”) of all simple subobjects of X .
Lemma 3.9. Let M be a left topological module over a topological ring R. The following are
equivalent:
(a) M is a product in RTMod of simple discrete modules;
(b) M is pseudocompact and every closed submodule of M has a closed complement;
(c) M is pseudocompact and every open submodule of M has a complement.
Proof. To begin, note that any moduleM satisfying (a) is a product of pseudocompact mod-
ules and therefore is pseudocompact. Thus to prove the equivalence of the three conditions,
we may assume that M is pseudocompact throughout. As mentioned in Remark 3.5, the
category C = RPC
op is locally finite and Grothendieck. Let M ′ denote the object in C “op-
posite” to M . Noting that products in RPC are the same as in RTMod, the three conditions
on M above translate to:
(a′) M ′ is a direct sum of simple objects in C;
(b′) Every subobject of M ′ is a direct summand of M ′ in C;
(c′) Every finite-length subobject of M ′ is a direct summand of M ′ in C.
The equivlence of (a′) and (b′) follows from well known generalizations of the usual module-
theoretic argument to Grothendieck categories, as in [14, Section V.6]. Clearly (b′)⇒(c′).
Finally, assume (c′) holds; we will deduce (a′). Let L be a finite-length subobject of M ′.
Because all subobjects of L also have finite length, the hypothesis impiles that every sub-
object of L is a direct summand of M ′, including L itself, so that every subobject of L is
in fact a summand of L. Thus L = soc(L) ⊕ L′ for a subobject L′ with soc(L′) = 0. But
L′ also has finite length, so that its socle being zero means that L′ = 0. Thus L = soc(L)
is a (direct) sum of simple objects. Since C is locally finite, M ′ is the sum of all of its
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finite-length subobjects L = soc(L), and we deduce that M ′ = soc(M ′) is a (direct) sum of
simple objects. 
The lemma above raises an interesting question: to what extent is it possible to character-
ize the structure of pro-discrete left modules over a topological ring R in which every closed
submodule has a closed complement?
We now present the following infinite-dimensional version of the Wedderburn-Artin theo-
rem for left linearly topologized rings.
Theorem 3.10. Let R be a topological ring. Then the following are equivalent:
(a) R is a product in RTMod of simple discrete left modules;
(b) R is left pro-discrete and every closed left ideal of R has a closed complement;
(c) R is left pro-discrete and every open left ideal of R is a direct summand;
(d) R ∼=
∏
EndDi(Vi) as topological rings, where each Vi is a right vector space over a
division ring Di and each EndDi(Vi) is given the finite topology;
(e) R is left pesudocompact and J0(R) (equivalently, J(R)) is zero;
(f) R is left linearly compact and J0(R) (equivalently, J(R)) is zero;
(g) R is left pseudocompact and the abelian category RPC (equivalently, RPC
op) has all
short exact sequences split (i.e., the category is spectral);
(h) R is left pseudocompact and every object in RPC is a product of simple objects (equiv-
alently, every object in RPC
op is a direct sum of simple objects, i.e., RPC
op is a
semisimple category).
Proof. That (b)⇒(c) follows from the fact that every open left ideal is closed. Assuming that
either condition (a) or (c) holds, we will show that R is left pseudocompact; it will then follow
from Lemma 3.9 that (c)⇒(a)⇒(b). If R satisfies condition (a), so that R =
∏
i∈I Si for
simple discrete left modules Si, then R is a product (hence inverse limit) of discrete modules
and therefore is left pro-discrete by Lemma 2.17. Furthermore, R has a neighborhood basis
of 0 consisting of open left ideals L for which R/L is a finite direct product of the simple
Si; these are the kernels of the projections
∏
i∈I Si ։
∏
j∈J Sj for any finite subset J ⊆ I.
Thus R is pseudocompact. Similarly assume (c) holds, and let L be an open left ideal of R.
Since every left ideal containing L is also open, and consequently a direct summand, we see
that R/L is a semisimple R-module. This semisimple module R/L is finitely generated, and
therefore has finite length. By Lemma 3.1, R is left pseudocompact as claimed.
Again assume that (a) holds. We have established that R =
∏
Si is left pseudocompact
in this case, and the intersection of the open maximal left ideals corresponding to the kernel
of each canonical projection R ։ Si is zero. Thus J0(R) = 0 (which is equivalent to
J(R) = 0 by Lemma 3.8), establishing (a)⇒(e). Also (e)⇒(f) by Corollary 3.7, and (f)⇒(d)
follows from the characterization of linearly compact, Jacobson semisimple rings given in [15,
Theorem 29.7]. For (d)⇒(a), it suffices to show that any ring of the form End(V ), for VD
a vector space over a division ring, is a product of simple discrete modules. Fix a basis
{vi | i ∈ I} of V and let Ei denote the projection onto Span(vi) with kernel spanned by
{vj}j 6=i. Then End(V ) ∼=
∏
End(V )Ei ∼=
∏
i∈I V is a product of simple discrete left modules
in RTMod.
Assume that (a) holds, so that once more R is left pseudocompact; we will verify (h).
The simple objects of RPC are precisely the simple discrete modules in RTMod, which are
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all of the form R/U for an open maximal left ideal U of R, thanks to Lemma 2.15. Since we
have already shown (a)⇒(c), we see that every such U is a direct summand. Noting from [4,
Corollaire IV.1] that R is a projective object in RPC, because R ∼= R/U ⊕ U we find that
the direct summand R/U is projective in RPC. So every simple object in RPC is projective,
and dually we have that every simple object in the Grothendieck category C = RPC
op is
injective. Because C is (locally finite and therefore) locally noetherian, injectives are closed
under direct sums [14, Proposition V.4.3]. Then every simisimple object in C, being a direct
sum of simple (hence injective) objects, must be injective. Thus for every object X in C, the
socle soc(X) is injective and therefore is a direct summand of X , so that X = soc(X)⊕X ′
for some subobject X ′ of X . This X ′ cannot have any simple subobjects as it intersects
soc(X) trivially. Because C is locally finite, every nonzero object has a nonzero socle, from
which we deduce that X ′ = 0. Thus X = soc(X) is a direct sum of simple objects (dually,
every object of RPC is a product of simple objects), establishing (h). Conversely, if (h) holds
then R is an object of RPC and thus is a product of simple objects in RPC. That is to say,
R is a product of simple discrete left modules, and (a) holds.
For (h)⇒(g), note that in the Grothendieck category C = RPC
op, all objects are semisim-
ple, and therefore all short exact sequences split by essentially the same argument as in the
case of a module category [14, Section V.6]. Conversely, if (g) holds and X is an object of C,
then the monomorphism soc(X) →֒ X splits, so that X = soc(X)⊕X ′ for some subobject
X ′ of X . Just as in the previous paragraph, local finiteness of C implies that X ′ = 0. Thus
X = soc(X), so that (h) holds. 
The algebras above provide a suitable substitute for semisimple rings in the context of
topological algebra in which we find ourselves. Thus we introduce the following terminology.
Definition 3.11. A topological ring is called left pseudocompact semisimple if it satisfies
the equivalent conditions of the previous theorem.
3.D. Some applications of the Wedderburn-Artin theorem. We now present some
special cases of Theorem 3.10, some of which recover earlier results on semisimplicity in the
literature.
To begin, we note that Theorem 3.10 can be indeed considered as an infinite generalization
of the classical Wedderburn-Artin theorem. For if R is a left artinian ring, then it is left
pseudocompact when equipped with its discrete topology. So a semisimple (left) artinian ring
is left pseudocompact and Jacobson semisimple. In the decomposition R ∼=
∏
i∈I EndDi(Vi),
the topology on R is discrete if and only if I is finite and each Vi is finite-dimensional. Also,
viewing R as a product of simple discrete left R-modules, we again have that R carries the
discrete topology if and only if this set of simple modules is finite.
In the situation of a left and right pseudocompact ring R, there is a more refined version
of the structure theorem above. This will be presented after the following lemma that
extends [6, Lemma 2.5], which is the analogous statement for the case where the dual category
RPC is locally finite-dimensional over a fixed basefield. We will only need to use it in the
pseudocompact semisimple case, but we state it in full generality and include details.
Lemma 3.12. Let R be a topological ring, (Mi)i∈I be pseudocompact left modules and let
P =
∏
iMi. Assume that for every simple pseudocompact left R-module S, only finitely
22 MIODRAG C. IOVANOV, ZACHARY MESYAN, AND MANUEL L. REYES
many Mi have S as a quotient in RPC (in particular, this is true if the intersection of all
open M ⊆ P for which P/M ∼= S is of finite colength in P ). Then the coproduct of the
family (Mi)i in RPC is P , with the obvious canonical maps.
Proof. We will show that P with the canonical morphisms σi : Mi →֒ P satisfies the universal
property of the coproduct in RPC. Let Σ =
⊕
iMi denote the usual direct sum of the
family (Mi)i, forming the coproduct in the category of left R-modules. Regard Σ ⊆ P as a
submodule of the product.
Let N be a pseudocompact module with continuous maps fi : Mi → N , and let f : Σ→ N
be the unique canonical R-module map with f = fi on Mi (i.e., fσi = fi). We will first
show that f is continuous (with respect to the topology on Σ inherited from P ), then that
f extends to a continuous homomorphism P → N satisfying the desired universal property.
Because f is linear, to show that f is continuous it suffices to show that, for any open
submodule H of N , f−1(H) is open in M . We claim that Mi ⊂ f
−1(H) for all but finitely
many i. Indeed, let S be the set of simple modules that occur in the Jordan-Ho¨lder series
of N/H . These simple modules are discrete and therefore belong to RPC. If Mi is such that
Mi * f−1(H) then f−1(H) ∩Mi = f
−1
i (H) is open (by continuity of fi) and proper in Mi.
Now the composite map
Mi
fi
−→ N ։ N/H
has image isomorphic to Mi/f
−1
i (H) = Mi/(f
−1(H) ∩ Mi), making the latter a nonzero
module that embeds in N/H . Being nonzero, this finite-length module has some simple
quotients that lie in the family S. We conclude that Mi has some simple module S ∈ S as
a quotient. Because S is finite, the hypothesis on the Mi ensures that we can have at most
finitely many Mi * f−1(M), as claimed. Thus f−1(H) contains
⊕
i/∈F Mi for some finite
subset F ⊆ I, from which it readily follows that f−1(H) ⊇ Σ ∩
(∏
i∈F f
−1
i (H)×
∏
i/∈F Mi
)
.
The latter submodule is open in Σ (being the restriction of an open submodule of P ), so
that f−1(H) is open by Lemma 2.15. Hence f is continuous.
Note that every element x ∈ P of the product is the limit of the Cauchy net (xJ) in Σ
indexed by the finite subsets J ⊆ I, where xJ has the same entries as x at each index in J
and all other entries zero. (In particular, Σ is dense in P .) Because f : Σ→ N is linear and
continuous, each such Cauchy net (xJ) is mapped to a Cauchy net (f(xJ)) in N . Setting
f(x) = limJ f(xJ) to be the limit of this net, one may verify that f : P → N is R-linear
(using the fact that the assignment x 7→ (xJ) is R-linear) and continuous (see also [15,
Theorem 7.19]). This map satisfies f ◦ σi = fi for all i. Further, it is the unique continuous
homomorphism satisfying this condition: any such map restricts to f on the dense subset
Σ ⊆ P , and a continuous function P → N is uniquely determined by its restriction to a
dense subset thanks to the Hausdorff property of N . 
Theorem 3.13. Let R be a topological ring. The following assertions are equivalent:
(a) R =
∏
i∈I S
ni
i in RTMod for some pairwise non-isomorphic discrete simple left R-
modules Si and integers ni ≥ 1;
(b) R is pseudocompact and RR is a coproduct of simple objects in the category RPC;
(c) R ∼=
∏
iMni(Di) as topologial rings for some division rings Di and integers ni ≥ 1,
where each matrix ring is given the discrete topology;
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(d) R is pro-discrete and every open (respectively, closed) left ideal has a (closed) com-
plement;
(e) R is left pseudocompact semisimple and right linearly topologized;
(f) R is pseudocompact and J(R) (equivalently, J0(R)) is zero;
(g) R is linearly compact and J(R) (equivalently, J0(R)) is zero;
(h) The left-right symmetric statements of (a), (b), (d), and (e).
Proof. First note that if (c) holds, then R is a product of pseudocompact semisimple (hence
pro-discrete and linearly compact) rings. Thus (c) implies all of (d), (e), (f), and (g).
Conversely, if any one of the conditions (d)–(g) holds, then R is right linearly topologized
and by Theorem 3.10 we have R ∼=
∏
i∈I EndDi(Vi) as topological rings for some right vector
spaces Vi over divsion rings Di. In particular, each of the factors EndDi(Vi) in the product
is right linearly topologized. It follows from Remark 3.4 that each Vi has finite dimension
(say ni = dimDi(Vi)), in which case the finite topology on EndDi(Vi)
∼= Mni(Di) is discrete.
This establishes the equivalence of (c)–(g).
Next, assume that (c) holds. Let Si = D
ni
i , which is a simple discrete right R-module via
the projection πi : R։ Mni(Di). It is straightforward to show that the annihilator of RSi is
the kernel of the projection πi. As ker(πi) 6= ker(πj) for distinct i, j ∈ J , we deduce that the
Si are pairwise non-isomorphic. Then because each Mni(Di) ∼= S
ni
i as left R-modules, and
because the isomorphism in (c) is also an isomorphism in RTMod, we find that (c)⇒(a).
Next let R satisfy (a); we will deduce (b). Certainly such R is left pseudocompact semisim-
ple, and in RPC we have R =
∐
S nii is a coproduct of simple objects according to Lemma 3.12.
To see that R is right pseudocompact, let Ji ⊆ R denote the kernel of the canonical projec-
tion R ։ S nii . Each Ji is an open left ideal of finite colength, and the Ji form a basis of
open neighborhoods of zero thanks to the structure of R. It suffices to show that each Ji is
also a right ideal, for then R/Ji is a semisimple artinian ring. To this end, fix r ∈ R and
let ρ : R→ R be the continuous endomorphism defined by ρ(x) = xr. Note that each S
nj
j is
the isotypic component of R corresponding to Sj (i.e., the sum of all RPC-subobjects of R
that are isomorphic to Sj). It is clear from the construction of Ji that Ji =
∐
j 6=i S
nj
j is the
coproduct in RPC of the isotypic components of R corresponding to the simple objects Sj
with j 6= i. Since each isotypic component S
nj
j is invariant under ρ, the same is true of Ji.
It follows that Jir = ρ(Ji) ⊆ Ji, making Ji a right ideal as desired.
For (b)⇒(e), suppose R is pseudocompact and R =
∐
Lt is a coproduct of simple objects
in RPC. Certainly R is right linearly topologized. To see that it is Jacobson semisimple, let
Mt denote the open maximal left ideal that is the kernel of the projection R→ Lt. It follows
from R =
∐
Lt that
⋂
Mt = 0, so that J(R) = 0.
This establishes the equivalence of conditions (a)–(g). Finally, condition (h) is equivalent
to the rest because properties (f) and (g) are left-right symmetric. 
We note that the equivalence (b)⇔(g) above recovers [17, Theorem 1], which in turn
generalized [7, Theorem 16] using the methods of [16].
We will also briefly demonstrate that the above results can be particularized to yield
the characterization of cosemisimple coalgebras. For the definitions of coalgebras and their
comodules we refer the reader to [3, 11].
24 MIODRAG C. IOVANOV, ZACHARY MESYAN, AND MANUEL L. REYES
The following is a more refined notion of pseudocompactness for K-algebras, which is
satisfied both by the diagonalizable algebras that we consider in Section 4, as well as dual
algebras of coalgebras.
Definition 3.14. Given a topological algebra A over a field K, we say that a left topological
A-module M is K-pseudocompact if it is pseudocompact and its open submodules have
finite K-codimension. We say that A is left K-pseudocompact (or left pseudocompact as
a K-algebra) if AA is K-pseudocompact. (Right K-pseudocompact algebras are defined
similarly.) We say that A is K-pseudocompact if it pseudocompact and every open ideal of
A has finite K-codimension.
Because a module of finite length over an algebra is finite-dimensional if and only if all of
its simple composition factors are finite-dimensional, one can see that a topological algebra
A is left K-pseudocompact if and only if it is a left pseudocompact topological ring and
every simple discrete left A-module has finite K-dimension.
Note that, as in Remark 3.2, a topological K-algebra is K-pseudocompact if and only if it
is both left and right K-pseudocompact. If A is a left K-pseudocompact algebra, then every
left pseudocompact A-module is K-pseudocompact, so that APC coincides with the category
of K-pseudocompact left A-modules (with continuous module homomorphisms).
The Wedderburn-Artin theorems proved above restrict to K-pseudocompact algebras in
the following way.
Proposition 3.15. Let A be a topological K-algebra. Then the following are equivalent:
(a) A is left K-pseudocompact and Jacobson semisimple;
(b) A is K-pseudocompact and Jacobson semisimple;
(c) A ∼=
∏
i∈IMn(Di) as topological algebras, where each Di is a finite-dimensional divi-
sion algebra over K and each Mn(Di) is given the discrete topology.
Proof. Clearly we have (c)⇒(b)⇒(a). Finally, assuming (a) holds, it follows from Theo-
rem 3.10 that A ∼=
∏
i∈I EndDi(Vi) as topological algebras for some division K-algebras Di
and right Di-vector spaces Vi. Note that each Vi is a discrete simple left A-module via the
projection A ։ EndDi(Vi). If there exists i such that either Di is infinite-dimensional over
K or Vi is infinite-dimensional over Di, then the corresponding discrete simple left A-module
Vi is infinite-dimensional over K, contradicting left K-pseudocompactness of A. Thus all of
the Di are finite-dimensional K-algebras and all Vi are finite-dimensional Di-vector spaces.
Now (c) readily follows. 
As a corollary, using the duality between pseudocompact algebras and coalgebras, one can
also deduce known results in the basic theory of coalgebras, namely, the characterization of
cosemisimple coalgebras; see [3, Theorem 3.1.5].
The category of K-pseudocompact algebras (with continuous algebra homomorphisms) is
in duality with the category of coalgebras over K; we refer readers to [13] for details, but we
sketch the ideas here. Given a coalgebra C, its K-dual algebra C∗ is pseudocompact with
open ideals being those of the following form, where H is a finite-dimensional subcoalgebra
of C:
H⊥ = {φ ∈ C∗ | φ(H) = 0}.
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Conversely, if A is a K-pseudocompact algebra, then one can form its “finite dual” coalgebra
A◦ = lim
−→
(A/I)∗,
where I ranges over the open ideals of A. The assignments C 7→ C∗ and A 7→ A◦ are functors
that provide a duality between the categories of K-coalgebras (with coalgebra morphisms)
and K-pseudocompact algebras (with continuous homomorphisms) [13, Theorem 3.6].
Similarly, if M is a left comodule over a coalgebra C, then its dual M∗ naturally carries
the structure of a left C∗-module. When M∗ is equipped with the topology whose open
submodules are of the form
N⊥ = {φ ∈M∗ | φ(N) = 0}
for finite-dimensional subcomodules N ⊆ M , it becomes a K-pseudocompact left C∗-
module [3, Corollary 2.2.13]. In fact, this provides an duality between the category of
left C-comodules and the category APC for the K-pseudocompact algebra A = C
∗; see [13,
Theorem 4.3].
Corollary 3.16. Let C be a coalgebra over a field K. The following assertions are equivalent:
(a) C is a direct sum of simple left (equivalently, right) comodules, i.e., it is cosemisimple;
(b) Every left (equivalently, right) C-comodule is semisimple;
(c) Every short exact sequence of left (equivalently, right) C-comodules splits;
(d) C∗ ∼=
∏
iMni(Di) as topological algebras, for some finite-dimensional division alge-
bras Di;
(e) C is a direct sum of coalgebras of the form Mn(D)∗ (dual to the algebras Mn(D)),
with D a finite-dimensional division algebra over K.
Proof. The dual algebra A = C∗ is K-pseudocompact, and under the duality between C-
comodules and pseudocompact C∗-modules, conditions (a)–(c) above translate to the follow-
ing:
(a′) A is a product of simple pseudocompact left (equivalently, right) modules;
(b′) Every object in APC (equivalently, PCA) is a product of simple objects;
(c′) Every short exact sequence in APC (equivalently, PCA) splits.
Thus the equivalence of (a)–(d) follows from Theorem 3.10 and Proposition 3.15. Also, (e)
is the dual of (d), with Mn(D)∗ being the finite-dimensional coalgebra dual to the matrix
algebra Mn(D). 
Remark 3.17. We note that if A is a K-pseudocompact algebra, asking that every pseu-
docompact left A-module be semisimple as an object in APC is not equivalent to A being
semisimple in the above sense. This fails for set-theoretic reasons that cannot be avoided.
Translated into the dual category of comodules over C = A∗, the statement that the cat-
egory APC is semisimple would mean that every C-comodule is a direct product of simple
comodules. However, taking S to be a simple comodule, the comodule L = S(ℵ0) is not a
product of simple comodules. If it were so, it is easy to see that we would have L ∼= SΩ for
some infinite cardinal Ω. Hence, its dimension over K would be at least 2ℵ0 since Ω ≥ ℵ0.
But dimK(S
(ℵ0)) = ℵ0 since dimK(S) <∞, and this is a contradiction.
26 MIODRAG C. IOVANOV, ZACHARY MESYAN, AND MANUEL L. REYES
4. Diagonalizable algebras of operators
This final section begins with a detailed study of the structure of diagonalizable algebras
of operators. We then prove our major theorem characterizing diagonalizable subalgebras
in terms of their structure as topological algebras. At the end of the section, we investigate
the closure of the set of diagonalizable operators.
4.A. Structure of diagonalizable subalgebras. Let V be a finite-dimensional vector
space over a field K, and let T ∈ End(V ). Suppose that T is diagonalizable, so that its
minimal polynomial µ(x) = (x− λ1) · · · (x− λd) is a product of distinct linear factors. The
subalgebra K[T ] ⊆ End(V ) is then isomorphic to K[x]/(µ(x)) ∼= Kd (the latter isomorphism
following readily from the Chinese Remainder Theorem). In terms of algebraic geometry,
the induced surjective homomorphism K[x] ։ K[x]/(µ(x)) ∼= K[T ] is dual to the inclusion
of algebraic varieties {λ1, . . . , λd} →֒ A1K of the d distinct eigenvalues of T into the affine
line over K. Thus the subalgebra K[T ] can be viewed in algebro-geometric terms as being
isomorphic to the algebra of K-valued functions on a set of d points. In particular, the prime
spectrum of K[T ] is a discrete space consisting of d distinct points, so that Spec(K[T ]) ∼=
{λ1, . . . , λd}.
This is certainly not the typical picture of spectral theory presented in linear algebra
textbooks, but we will show in this section that such a view of diagonalizable algebras of
operators as algebras of functions generalizes to the infinite-dimensional case. In particular,
every diagonalizable subalgebra of End(V ) is isomorphic to an algebra KX of K-valued
functions on a (possibly infinite) set X , even as topological algebras. We work at the level
of categories and functors, to present a kind of duality between functions and underlying
sets as in the brief illustration above in terms of algebraic geometry. We refer readers to [10,
Chapter I] for the basic category theory required here. In this subsection, we shall follow
standard category-theoretic practice and view a contravariant (“arrow-reversing”) functor
F : C1 → C2 as a covariant functor F : C
op
1 → C2 out of the opposite category.
The “underlying set” of one of these function algebras can be viewed as a kind of prime
spectrum, but suitably modified to fit with the context of topological algebra in which we
work. Given a commutative topological ring A, we let Spec0(A) denote the set of open
prime ideals of A. Let TRing denote the category of topological rings with continuous ring
homomorphisms, and let cTRing denote the full subcategory of commutative topological
rings. If f : A→ B is a morphism in cTRing and p ∈ Spec0(B), then it is clear that f
−1(p) ∈
Spec0(A). In this way, the assignment A 7→ Spec0(A) forms a functor Spec0 : cTRing
op →
Set. We will show in Theorem 4.7 below that this becomes an equivalence when restricted to
a suitable full subcategory. We begin with a more detailed account of the Jacobson radical
and semisimplicity for commutative pseudocompact rings.
In the case where A above is pseudocompact, if m ∈ Spec0(A) then A/m is an artinian
integral domain and therefore is a field, so that m is maximal. Thus when A is pseudo-
compact, Spec0(A) is the set of open maximal ideals of A, and the assignment sending a
commutative psuedocompact topological ring to its set of open maximal ideals is functorial
(coinciding with Spec0).
Recall that every element of the Jacobson radical of a commutative artinian ring is nilpo-
tent; we shall show that the radical of a commutative pseudocompact ring satisfies a similar
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condition. An element x of a topological ring is topologically nilpotent if the sequence (xn)∞n=1
converges to zero. Given a commutative topological ring A, let N0(A) denote the set of all
topologically nilpotent elements of A.
Lemma 4.1. Let A be a commutative linearly topologized ring.
(1) N0(A) =
⋂
Spec0(A); consequently, N0(A) is a closed ideal of A contained in J(A).
(2) If A is pseudocompact, then N0(A) = J(A).
Proof. (1) Set N = N0(A). Let x ∈ N and p ∈ Spec0(A). Since p is an open neighborhood
of 0 and limn→∞ x
n = 0, there is an integer n ≥ 1 such that xn ∈ p. Since p is prime, this
means that x ∈ p. We conclude that N ⊆
⋂
Spec0(A). Now suppose that x ∈ A \N ; then
there is an open neighborhood I ⊆ A of 0, which we may assume is an ideal, such that set
S = {xn | n ≥ 1} is disjoint from I. By a familiar application of Zorn’s Lemma, there is an
ideal p of A with I ⊆ p (making p open) that is maximal with respect to p∩S = ∅. Since S
is a multiplicatively closed set, this p is prime by a well known argument from commutative
algebra. Thus p ∈ Spec0(A) with x /∈ p, so that x /∈
⋂
Spec0(A). Now we see that N0(A) is
closed as it is an intersection of open, hence closed, ideals.
(2) If A is pseudocompact, then Spec0(A) is the set of open maximal ideals of A, as
noted above. Thus N0(A) =
⋂
Spec0(A) = J0(A) = J(A) thanks to part (1) above and
Theorem 3.8(3). 
We say that a topological ring is topologically reduced if its only topologically nilpotent
element is zero.
Lemma 4.2. Let A be a commutative topological ring. The following are equivalent:
(a) A is pseudocompact semisimple;
(b) A is pseudocompact and topologically reduced;
(c) The open maximal ideals of A intersect to zero and form a neighborhood subbasis for
0, and A is complete;
(d) As a topological ring, A is a product of discrete fields;
(e) The canonical map A→
∏
m∈Spec0(A)
A/m is an isomorphism of topological rings.
Proof. It is clear that (e)⇒(d)⇒(c)⇒(a), and (a)⇔(b) follows from the previous lemma.
Theorem 3.10 gives (a)⇒(d), as the endomorphism ring of a vector space over a division ring
is commutative if and only if the division ring is a field and the vector space has dimension 1.
Finally, assume (d) holds; we will show (e). Suppose A ∼=
∏
i∈I Ki for some (discrete) fields
Ki, and for any j ∈ I let mj denote the kernel of the projection A ∼=
∏
Ki ։ Kj . Then
every open ideal of A must contain a finite intersection of the mi. In particular, any open
prime ideal of A contains a finite intersection of these mi and therefore (contains and) is
equal to one of the mi. So Spec0(A) = {mi | i ∈ I}, from which (e) readily follows. 
Given a (discrete) fieldK, topologicalK-algebras with continuous algebra homomorphisms
form a category TAlgK . We denote the hom-sets of this category simply by Hom(A,B).
We next concern ourselves with a study of topological K-algebras that are isomorphic to
KX . For any set X , the natural identification
KX = Set(X,K)
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can be viewed as an identification of topologicalK-algebras, where the topology on KX is the
product topology and the topology of Set(X,K) is the topology of pointwise convergence as
described in Section 2 (in both cases, K is endowed with the discrete topology). This makes
it clear that the assignment X 7→ KX is the same as (the object part of) the representable
functor Set(−, K) : Set op → TAlgK from the category of sets to the category of topological
K-algebras. Thus we shall interchange notation at the level of functors: K− = Set(−, K).
Given a set X and x ∈ X , let mx ⊆ K
X denote the open maximal ideal consisting of those
functions that vanish at x, and let evx : K
X → K denote the continuous homomorphism given
by evaluating at x, so that evx(f) = f(x) for f ∈ K
X . (These are the same as the canonical
projections when KX is viewed as a product of sets, but reinterpreted in the language
of functions in order to evoke appropriate imagery from algebraic geometry.) Clearly each
ker(evx) = mx. Further, the topology onK
X has a neighborhood basis of open ideals given by
the finite intersections of themx. In particular, each open ideal contains a finite product of the
mx, so every open prime ideal must be equal to some mx. Thus Spec0(K
X) = {mx | x ∈ X},
and we obtain a canonical bijection Spec0(K
X)
∼
−→ Hom(KX , K) given by mx 7→ evx.
Lemma 4.3. Given a field K and a topological K-algebra A, the following are equivalent:
(a) A is pseudocompact semisimple, and all of its open maximal ideals haveK-codimension
equal to 1 in A;
(b) A ∼= KX as topological algebras for some set X;
(c) The natural map A → KHom(A,K) given by f 7→ (ψ(f))ψ is an isomorphism of topo-
logical algebras;
and for such an algebra A the canonical map Hom(A,K)→ Spec0(A) given by ψ 7→ ker(ψ)
is a bijection.
If K is algebraically closed, then the above are further equivalent to:
(d) A is K-pseudocompact and Jacobson semisimple;
(e) A is K-pseudocompact and topologically reduced.
Proof. We have (c)⇒(b), and (b)⇒(a) follows by combining Lemma 4.2 with the facts that
Spec0(K
X) = {mx | x ∈ X} and K
X = (K · 1) ⊕ mx. Now assuming (a), we shall de-
rive (c). Under this hypothesis, for each m ∈ Spec0(A) we have A = (K · 1) ⊕ m, yield-
ing an isomorphism A/m ∼= K via λ + m 7→ λ. So every such m is the kernel of some
ψm ∈ Hom(A,K) (the composite A ։ A/m ∼= K), and this ψm is unique thanks to the
decomposition A = (K · 1)⊕m. Conversely, every ψ ∈ Hom(A,K) is of the form ψ = ψm for
m = ker(ψ) ∈ Spec0(A). Now let α : A→
∏
m∈Spec0
A/m be the canonical isomorphism pro-
vided by Lemma 4.2, and consider the isomorphism β :
∏
m∈Spec0(A)
A/m →
∏
ψ∈Hom(A,K)K
defined by (λm +m)m → (λm)ψm. Then the composite isomorphism in TAlgK
A
α
//
∏
m∈Spec0(A)
A/m
β
//
∏
ψ∈Hom(A,K)K
coincides with the natural map described in (c). Thus (a)⇒(c).
Finally, assume that K is algebraically closed. Note that (d)⇔(e) thanks to Lemma 4.2.
Certainly (a)⇒(d). Conversely, suppose that (d) holds. To verify (a), let m ∈ Spec0(A).
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Then m has finite codimension, making A/m a finite field extension of K. Because K is alge-
braically closed, we must have A/m ∼= K as K-algebras, meaning that m has codimension 1
as desired. 
Definition 4.4. We will refer to a topological algebra over a field K satisfying the equivalent
conditions above as a function algebra over K, or a K-function algebra.
The importance of function algebras when studying diagonalizable algebras of operators
is due to the following two facts.
Proposition 4.5. Let V be a K-vector space and let B be a basis for V . The commuta-
tive subalgebra A ⊆ End(V ) consisting of B-diagonalizable operators is a function algebra,
isomorphic as a topological K-algebra to KB. Furthermore, A is a maximal commutative
subalgebra.
Proof. For each element f ∈ KB considered as a function f : B → K, there is a corresponding
operator Tf on V defined by Tf(b) = f(b) · b. It is quite clear that this defines an algebra
isomorphism φ : KB → A by φ(f) = Tf . To see that this is a homeomorphism, we simply
note that the basic open neighborhoods of zero in KB of the form mb1 ∩ · · · ∩ mbn for
b1, . . . , bn ∈ B correspond under φ to the basic open neighborhoods of zero in A of the
form {T ∈ A | T (b1) = · · · = T (bn) = 0}.
To see that A is a maximal commutative subalgebra of End(V ), fix an element T ∈ A′ of
the commutant of A in End(V ); we will show that T ∈ A. For each b ∈ B, let Eb ∈ A denote
the projection of V onto Kb with kernel spanned by B \ {b}. Then T centralizes the Eb,
from which we deduce that the 1-dimensional subspaces Kb ⊆ V are invariant under T for
all b ∈ B. It follows that T is B-diagonalizable, which is to say that T ∈ A, as desired. 
Lemma 4.6. Every closed K-subalgebra of a K-function algebra is again a K-function
algebra.
Proof. Let B be a K-function algebra and let A ⊆ B be a closed subalgebra. We will show
that condition (a) of Lemma 4.3 passes from B to A. Because A is closed in B and B is
complete, A is also complete. Also, A is Hausdorff because B is. Now let {mi} denote the
open maximal ideals of B and set m′i = mi ∩ A. These are open ideals of A, which still
intersect to zero (since
⋂
mi = 0) and form a neighborhood subbasis of 0 in A, making A
Jacobson semisimple. Furthermore, as each mi has codimension 1 in B, the same remains
true of the m′i in A. In particular, each m
′
i is an open maximal ideal of A. To see that A is
pseudocompact, let U denote the neighborhood basis of 0 in A consisting of the intersections
of finite subfamilies of {m′i}. By the Chinese Remainder Theorem, for each U ∈ U the
ring A/U is a finite direct product of fields (hence artinian). Thus A is pseudocompact by
Lemma 3.1(a). As we have shown that A is Jacobson semisimple with every open maximal
ideal of codimension 1, we find that A is a function algebra. 
Now let Func(K) denote the category of K-function algebras with continuous K-algebra
homomorphisms. The discrete algebra K is an object of Func(K), and the kernel of each
homomorphism A→ K in Func(K) is an open maximal ideal of A, which is to say an element
of Spec0(A). Conversely, if m ∈ Spec0(A) for a K-function algebra A, then A/m
∼= K as
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topological K-algebras, giving a continuous K-algebra morphism A → K with kernel m.
Thus we have a natural isomorphism between the functors
Spec0 : Func(K)
op → Set and
Hom(−, K) : Func(K) op → Set
given (in one direction) by sending f ∈ Hom(A,K) to ker(f) ∈ Spec0(A). (Note that this
generalizes the case where A = KX discussed before Lemma 4.3.)
The formalities developed above allow us to describe K-function algebras and the mor-
phisms relating them in the following precise way.
Theorem 4.7. Let Func(K) denote the category of K-function algebras with continuous
K-algebra homomorphisms. Then the representable functors
Spec0
∼= Hom(−, K) : Func(K) op → Set
K− = Set(−, K) : Set op → Func(K)
form a contravariant equivalence between Func(K) and Set.
Proof. Given a set X , as previously described we have a bijection ηX : X
∼
−→ Hom(KX , K)
given by x 7→ evx for x ∈ X , which we argue is natural in X . Fixing a morphism φ : X → Y
in Set, we have an induced morphism φ∗ = Kφ : KY → KX in TAlgK , which precom-
poses each function in KX with φ. To describe the function Hom(φ∗, K) : Hom(KX , K)→
Hom(KY , K), fix x ∈ X and the corresponding evaluation map evx ∈ Hom(K
X , K). Then
Hom(φ∗, K)(evx) = evx ◦ φ
∗ : KX → K. Given f ∈ KX , we have
evx ◦ φ
∗(f) = evx(φ
∗(f)) = evx(f ◦ φ) = f(φ(x)) = evφ(x)(f).
So Hom(φ∗, K)(evx) = evφ(x), verifying that the diagram
X
ηX
//
φ

Hom(KX , K)
Hom(Kφ,K)

Y
ηY
// Hom(KY , K)
commutes. Thus the ηX form components of a natural isomorphism η : 1Set → Hom(K
−, K)
of endofunctors of Set.
Now suppose that A is a K-function algebra, and let εA : A → K
Hom(A,K) denote the
natural map to the product in TAlgK , given by εA(f) = (ψ(f))ψ∈Hom(A,K). This is an
isomorphism according to Lemma 4.3(c). Let g : A→ B be a morphism in Func(K). Denote
g∗ = Hom(g,K) : Hom(B,K)→ Hom(A,K), given by precomposition with g. Given f ∈ A,
we now alternately view εA(f) ∈ K
Hom(A,K) as the function εA(f) : Hom(A,K) → K given
by ψ 7→ ψ(f). So fixing ψ ∈ Hom(B,K), we have
(Kg
∗
◦ εA(f))(ψ) = (εA(f) ◦ g
∗)(ψ) = εA(f)(ψ ◦ g) = ψ(g(f)) = εB(g(f))(ψ).
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It follows that the diagram
A
εA
//
g

KHom(A,K)
KHom(g,K)

B
εB
// KHom(B,K)
commutes, making the εA into the components of a natural isomorphism ε : 1Func(K) →
KHom(−,K) of endofunctors of Func(K). This establishes the desired contravariant equivalence
between Set and Func(K). 
For us, the key application of the previous theorem is to determine the structure of an
arbitrary closed subalgebra of a K-function algebra.
Corollary 4.8. Let K be a field, I a set, and A ⊆ KI a closed K-subalgebra. Then A ∼= KJ ,
as topological K-algebras, for some set J with |J | ≤ |I|.
Proof. Lemmas 4.3 and 4.6 yield that A ∼= KSpec0(A) is a function algebra, so that the
inclusion map A →֒ KI is a monomorphism in Func(K). Thus applying Spec0 yields an
epimorphism in Set (i.e., a surjection) I ∼= Spec0(K
I) ։ Spec0(A). This implies that
| Spec0(A)| ≤ |I|. The claim follows by setting J = Spec0(A). 
Even more precisely than the above, Theorem 4.7 allows one to characterize the closed
subalgebras of KI (and their containments) in terms of equivalence relations ∼ on I (and
their refinements), as closed subalgebras of KI are dual to the surjections I ։ I/ ∼. We do
not include further details as we will not make use of this observation.
We also note that the above statement can be easily translated into a coalgebra statement
and proved this way: a quotient of the coalgebra C = K(I) has a basis of grouplike elements
(gi)i∈I and thus is isomorphic to K
(J) for some set of cardinality |J | ≤ |I|. Indeed, if
p : C → D is such a quotient, then each grouplike gi ∈ C produces a grouplike p(gi) ∈ D,
and D is spanned by these grouplike elements. Extracting a basis, we see that D ∼= K(J) as
coalgebras.
In general, the conclusion of the previous result fails for subalgebras of KI that are not
closed.
Example 4.9. Let K be an infinite field, and let (λi)i∈I be a tuple of elements in K for
which the set {λi | i ∈ I} is infinite. Then the element θ = (λi)i∈I ∈ K
I satisfies no
polynomial in K[x], since {θn : n ≥ 0} is linearly independent over K, and therefore the
subalgebra K[θ] ⊆ KI is isomorphic to K[x]. In particular, K[θ] is not isomorphic to KΩ
for any cardinal Ω, since K[θ] is an integral domain and KΩ is not (for Ω > 1).
4.B. Characterizations of diagonalizable subalgebras. We are now ready for our main
result about diagonalization of algebras of operators.
Theorem 4.10. Let K be a field, V a K-vector space, and A ⊆ End(V ) a closed subalgebra.
Then the following are equivalent:
(a) A is diagonalizable;
(b) A ∼= KΩ as topological K-algebras;
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(c) A is the closed subalgebra of End(V ) generated by a summable set of orthogonal
idempotents {Ei | i ∈ I} with
∑
Ei = 1;
and the cardinal Ω in (b) above must satisfy Ω ≤ dim(V ).
Furthermore, if K is algebraically closed, then the above are also equivalent to:
(d) A is K-pseudocompact and Jacobson semisimple.
(e) A is K-pseudocompact and topologically reduced.
Proof. Suppose that (a) holds. Let B be a basis of V such that A is B-diagonalizable, so that
A is a closed subalgebra of the algebra C of all B-diagonalizable operators. Now C ∼= KB as
topological algebras according to Proposition 4.5. It follows from Corollary 4.8 that A ∼= KΩ
as topological K-algebras for some cardinal Ω ≤ |B| = dim(V ), and (b) is established.
Suppose that (b) holds. SinceKΩ is the closure of the subalgebra generated by a summable
set of orthogonal idempotents, summing to 1 (namely, the characteristic functions on the
singletons of Ω), the same is true of A, and hence (c) holds.
Suppose that (c) holds. Let A0 = Span{Ei | i ∈ I} ⊆ End(V ), which is a commutative
subalgebra. Then A = A0 is commutative by Lemma 2.2(1). Furthermore, V =
⊕
Ei(V ),
by Corollary 2.12. Note that each Vi = Ei(V ) is a simultaneous eigenspace for A0; we claim
that these are also eigenspaces for A. Indeed, given any i ∈ I, let T ∈ A and v ∈ Vi.
By the density of A0 in A, there exists T0 ∈ A0 that belongs to the open neighborhood
{S ∈ A | T (v) = S(v)} of T in A. But since Vi is an eigenspace of T0, this means that
T (v) = T0(v) = λv for some λ ∈ K. This confirms that each Vi is a simultaneous eigenspace
for A, from which (a) follows.
Assuming that K is algebraically closed, the equivalence of (b), (d), and (e) follows from
Lemma 4.3. 
In Corollary 4.12 below, we apply the above theorem to characterize diagonalizable subal-
gebras of End(V ) that are not necessarily closed, still in terms of the restriction of the finite
topology. We make use of the following preparatory fact.
Lemma 4.11. Let B be a topological ring with a dense subring A ⊆ B. For any open ideal
I of B, the canonical map A/(A ∩ I)→ B/I is a (topological) isomorphism.
Proof. The canonical map A/(A ∩ I) → B/I given by a + (A ∩ I) 7→ a + I for a ∈ A is
certainly injective. As Lemma 2.15 implies that both factor rings have the discrete topology
(because the ideals are respectively open in A and B), it suffices to prove that this map
is surjective. To this end, fix a coset b + I ∈ B/I. Note that this coset is open as it is a
translate of the open set I, so there exists an element a ∈ A ∩ (b + I) by the density of A.
But then a+ (A ∩ I) 7→ a+ I = b+ I as desired. 
Corollary 4.12. Let V be a vector space over a field K, and let A be a subalgebra of End(V ),
considered as a topological algebra with the topology inherited from the finite topology. Then
the following are equivalent:
(a) A is diagonalizable;
(b) A ∼= KΩ as topological algebras for some cardinal Ω, which necessarily satisfies Ω ≤
dim(V );
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(c) For every open ideal I of A, there is an integer n ≥ 1 such that A/I ∼= Kn as
K-algebras.
Proof. First we show (a)⇔(b). Assuming (a), fix a basis B such that A is B-diagonalizable,
and let C denote the set of B-diagonalizable operators on V . This is a maximal commutative
subalgebra of End(V ) by Proposition 4.5, hence closed thanks to Lemma 2.2(3). Thus
A ⊆ C is also diagonalizable, and (b) (along with the bound Ω ≤ dim(V )) follows from
Theorem 4.10. Conversely, if (b) holds then A is diagonalizable by Theorem 4.10. As
A ⊆ A, we conclude that (a) holds.
Next we show (b)⇒(c). Assuming (b), let I be an open ideal of A. Because the topology
of A is induced from that of A, there is an open ideal J of A such that J ∩ A ⊆ I and
A/J ∼= Km for some integer m ≥ 1 (thanks to the structure of KΩ as a topological algebra).
Using Lemma 4.11, this means that we have a surjection Km ∼= A/J ∼= A/(J ∩ A) ։ A/I,
from which it follows that A/I ∼= Kn for some integer n ≤ m. This verifies (c).
Conversely, assume (c) holds. Note that A is pro-discrete by Lemma 2.20. Let J ⊆ A be
an open ideal. Then A/J ∼= A/(J ∩A) ∼= Kn as K-algebras thanks to Lemma 4.11 and the
hypothesis. It follows that A is K-pseudocompact, that every open maximal ideal of A has
K-codimension equal to 1 (as Kn is a field if and only if n = 1), and that every open ideal
of A is an intersection of open maximal ideals (as the intersection of the maximal ideals in
the discrete algebra A/J ∼= Kn is zero). Because A is pro-discrete, the intersection of all of
its open ideals is zero; as each of these open ideals is an intersection of open maximal ideals,
we deduce that J0(A) = 0. Now Lemma 4.3 implies that (b) holds. 
The conditions on diagonalizability of a commutative subalgebra may also be translated
into a condition for an operator T ∈ End(V ) to be diagonalizable. Condition (b) below is a
topological substitute for the characterization in the finite-dimensional case that the minimal
polynomial of an operator splits.
Proposition 4.13. Let V be a vector space over a field K, and let T ∈ End(V ). Let
σ = σ(T ) denote the spectrum of eigenvalues of T . Then the following are equivalent:
(a) T is diagonalizable;
(b) The net of finite products of the form (T−λ1) · · · (T−λn) for distinct λi ∈ σ (indexed
by the finite subsets {λ1, . . . , λn} ⊆ σ) converges to zero;
(c) For every finite-dimensional subspace W ⊆ V , there are distinct λ1, . . . , λn ∈ σ such
that the restriction of (T − λ1) . . . (T − λn) to W is zero;
(d) The closed K-subalgebra K[T ] ⊆ End(V ) generated by T is isomorphic to KΩ as a
topological K-algebra for some cardinal Ω ≤ dim(V ).
Proof. Note that T is diagonalizable if and only if the subalgebra K[T ] ⊆ End(V ) is diago-
nalizable. Thus (a)⇔(d) follows from Corollary 4.12. Note also that (b)⇔(c) because (c) is
simply a reformulation of (b) in terms of the finite topology.
For (a)⇒(b), suppose that T is B-diagonalizable for some basis B of V . To prove (b), note
that the set of open neighborhoods of End(V ) of the form
U = {S ∈ End(V ) | S(b1) = · · · = S(bn) = 0}
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for some finite subset {b1, . . . , bn} ⊆ B forms a neighborhood basis of zero (since any finite-
dimensional subspace of V is contained in the span of a sufficiently large but finite subset of
B). Given such b1, . . . , bn ∈ B, let α1, . . . , αn ∈ σ denote the (possibly repeated) eigenvalues
of T associated to the bi. Then for any finite subset X ⊆ σ containing {α1, . . . , αn}, set
S =
∏
λ∈X(T −λ). Because the factors T −λI commute with one another and each αi ∈ X ,
we have S(bi) = 0 for i = 1, . . . , n so that S ∈ U . Thus (b) is satisfied.
Now suppose that (b) holds; we verify (d). Let I ⊆ K[T ] be an open ideal. By hypothesis
there exist distinct λ1, . . . , λn ∈ σ such that, for the polynomial p(x) = (x−λ1) · · · (x−λn) ∈
K[x], we have p(T ) ∈ I. An easy application of the Chinese Remainder Theorem implies
that K[x]/(p(x)) ∼= Kn as K-algebras. Thus there is a surjection Kn ∼= K[x]/(p(x)) ։
K[T ]/(p(T )) ։ K[T ]/I of K-algebras, from which it follows that K[T ]/I ∼= Km for some
m ≤ n. Then (d) holds by Corollary 4.12. 
4.C. Simultaneously diagonalizable operators. It is well known that if two diagonal-
izable operators on a finite-dimensional vector space V commute, then they are simultane-
ously diagonalizable. An immediate corollary (taking into account the finite-dimensionality
of End(V )) is that an arbitrary commuting set of diagonalizable operators on V is simulta-
neously diagonalizable.
A carefully formulated analogue of this statement passes to the infinite-dimensional case,
but a counterexample shows that the statement does not fully generalize in the strongest
sense. We begin with the positive results. The following may be well-known in other con-
texts, as it can also be proved with an adaptation of the classical argument that two com-
muting diagonalizable operators on a finite-dimensional vector space can be simultaneously
diagonalized. We provide an alternative argument via summability of idempotents.
Theorem 4.14. Let C,D ⊆ End(V ) be diagonalizable subalgebras that centralize one an-
other. Then C and D are simultaneously diagonalizable, in the sense that the subalgebra
K[C ∪D] ⊆ End(V ) generated by both sets is diagonalizable.
Proof. Because a subalgebra of End(V ) is diagonalizable if and only if its closure is diagonal-
izable, and because K[C ∪D] ⊆ K[C ∪D], we may assume without loss of generality that
C and D are closed. In this case, by Theorem 4.10 both C and D are respectively generated
by orthogonal sets of idempotents {Ei | i ∈ I} and {Fj | j ∈ J} such that
∑
Ei = 1 =
∑
Fj .
Consider the set of pairwise products {EiFj | (i, j) ∈ I × J}. By hypothesis, the Ei and
Fj pairwise commute, so that each EiFj is again idempotent. For (i, j) 6= (m,n) we have
that EiFj is orthogonal to EmFn. Furthermore, from Lemma 2.14 we find that∑
j
EiFj = Ei for each i ∈ I,
∑
i
EiFj = Fj for each j ∈ J, and
∑
i,j
EiFj = 1.
So {EiFj} is an orthogonal set of idempotents whose sum is 1, and it follows from Theo-
rem 4.10 that the closed subalgebra A ⊆ End(V ) generated thereby is diagonalizable. But
also each Ei =
∑
j EiFj ∈ A and each Fj =
∑
iEiFj ∈ A. So C,D ⊆ A and it follows that
K[C ∪D] ⊆ A is diagonalizable. 
INFINITE-DIMENSIONAL DIAGONALIZATION AND SEMISIMPLICITY 35
Specializing to the case when one or both of the subalgebras is generated by a single
operator, we immediately have the following.
Corollary 4.15. Any finite set of commuting diagonalizable operators in End(V ) is simul-
taneously diagonalizable. If C ⊆ End(V ) and T ∈ C ′ are diagonalizable, then the subalgebra
C[T ] ⊆ End(V ) generated by C and T is diagonalizable.
Of course, an infinite set of commuting diagonalizable operators need not be simultane-
ously diagonalizable. Such a situation is provided by Example 2.13. That maximal com-
mutative subalgebra A contains orthogonal idempotents {En | n = 0, 1, 2, . . . }; these are
diagonalizable and commute. If they were simultaneously diagonalizable, then the algebra
A would be diagonalizable as it is generated by the En. Hence, we would have A ∼= K
Ω for
Ω an infinite cardinal. But A = A by Lemma 2.2(3), so A is countable-dimensional. This
yields a contradiction, because dim(KΩ) is uncountable.
Next we will present in Example 4.17 another construction of an infinite set of commuting
diagonalizable operators need not be simultaneously diagonalizable, of a somewhat more
subtle nature. For any integer n ≥ 0, we let 2n = {0, 1}n denote the set of strings of length n
in the alphabet {0, 1}. For instance, we have 20 = {∅}, 21 = {0, 1}, and 22 = {00, 01, 10, 11}.
Given i ∈ 2n and j ∈ 2p, we let ij ∈ 2n+p denote the concatenated string that consists of i
followed by j.
Lemma 4.16. Let V be a vector space over a field K with a countable basis {v1, v2, v3, . . . }.
For every integer n ≥ 0, there exist subspaces Vi ⊆ V for all i ∈ 2
n with V∅ = V satisfying
the following conditions:
(a) Span(v1, . . . , vn) ∩ Vi = 0 for every i ∈ 2
n;
(b) Vi = Vi0 ⊕ Vi1 for every i ∈ 2
n;
(c) dim(Vi) = ℵ0 for every i ∈ 2
n;
(d) There is w ∈ V such that w 6∈
⊕
j∈2n−{i} Vj, for all i ∈ 2
n.
Consequently, V =
⊕
i∈2n Vi for any n ≥ 0, and for any sequence of bits b1, b2, · · · ∈ {0, 1},
we have
⋂∞
n=1 Vb1b2...bn = {0}.
Proof. We proceed by induction. The case n = 0 is covered by simply setting V∅ = V , and
choosing w = v1.
For the inductive step, assume that we have constructed Vi for all strings i of length less
than n. Let i ∈ 2n−1; we will define Vi0 and Vi1. Since Span(v1, . . . , vn−1)∩ Vi = 0, it follows
that Span(v1, . . . , vn) ∩ Vi can be at most 1-dimensional. Let also w =
∑
i∈2n−1 wi be the
decomposition of w with respect to V =
⊕
i∈2n−1 Vi; by the inductive hypothesis, all wi are
nonzero. In order to construct Vi0 and Vi1 in such a way as to satisfy condition (d), we
distinguish two cases:
(1) Span(v1, . . . , vn)∩Vi ⊆ Span(wi). We write wi = a+b inside Vi, with a, b independent,
and we choose Vi0 and Vi1 to be (countably) infinite-dimensional subspaces of Vi which
split Vi such that a ∈ Vi0 and b ∈ Vi1 (by completing {a, b} to a basis and splitting
the basis appropriately).
(2) Span(v1, . . . , vn) ∩ Vi = Span(g) and g, wi are linearly independent. In this case,
let a, b ∈ Vi be such that {g, wi, a, b} are linearly independent. Then the set {g −
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a, wi − b, a, b} is also linearly independent, and we can choose Vi0, Vi1 be infinite-
dimensional with V = Vi0 ⊕ Vi1 and g − a, wi − b ∈ Vi0 and a, b ∈ Vi1. This shows
that wi = (wi − b) + (b) (and also g = (g − a) + (a)) has non-zero components in Vi0
and Vi1, and Span(v1, . . . , vn) ∩ Vi0 = Span(v1, . . . , vn) ∩ Vi ∩ Vi0 = Span(g) ∩ Vi0 = 0
and similarly Span(v1, . . . , vn) ∩ Vi1 = {0}.
This completes the proof by induction.
It remains to verify the final two claims of the statement. For any n ≥ 1, the direct
sum decomposition V =
⊕
i∈2n Vi follows from V∅ = V and condition (b). Finally, given
b1, b2, · · · ∈ {0, 1}, using condition (a) we get that Vb1···bn ∩ Span(v1, . . . , vn) = {0}. Since
V =
⋃∞
n=1 Span(v1, . . . , vn), we conclude that
⋂∞
n=1 Vb1b2...bn = {0}. 
Let 2∗ =
⊔∞
n=0 2
n denote the set of all words in the alphabet 2 = {0, 1}.
A version of the lemma above holds for a vector space V of arbitrarily large infinite
dimension, if we delete condition (d). This can be shown by decomposing V =
⊕
j∈dim(V ) Vj
as a direct sum of vector spaces of dimension ℵ0, constructing subspaces Wj,i ⊆ Vj for each
i ∈ 2∗ that satisfy (a)–(c), and then setting Vi =
⊕
jWj,i.
Example 4.17. Let V be a K-vector space of countably infinite dimension. Fix subspaces
Vi ⊆ V for all i ∈ 2
∗ as in Lemma 4.16. Fixing n ≥ 0 and i ∈ 2n, let Ei ∈ End(V )
be the idempotent whose range is Vi and whose kernel is Wi =
⊕
j∈2n\{i} Vj . Then the
{Ei | i ∈ 2
n} form orthogonal sets of idempotents such that 1 =
∑
i∈2n Ei. Set An =⊕
i∈2n KEi ⊆ End(V ), the commutative subalgebra generated by the idempotents indexed
by 2n. Condition (b) of Lemma 4.16 furthermore ensures that each Ei = Ei0+Ei1. Thus we
have An ⊆ An+1 for all n. Then A =
⋃
An is a commutative subalgebra of End(V ), generated
by the infinite set {Ei | i ∈ 2
n, n ≥ 0} of commuting idempotents. Being idempotent
operators, these generators are diagonalizable.
We claim that the algebra A is not diagonalizable, and so the idempotents Ei for i ∈⋃
n≥0 2
n cannot be simultaneously diagonalized. In fact, they have no common eigenvector
(i.e. V has no 1-dimensional A-submodule). Indeed, assume for contradiction that v ∈ V \{0}
is an eigenvector for all of the idempotents Ei. The eigenvalue λi of Ei corresponding to
the vector v is either 0 or 1. From 1V =
∑
i∈2n Ei we see that, for i ∈ 2
n, exactly one of
the Ei has eigenvalue 1 and the rest have eigenvalue 0; this means that v ∈ Vin for exactly
one in ∈ 2
n. Note that each in = in−1bn for some bn ∈ {0, 1}. This means that there is a
sequence b1, b2, b3, · · · ∈ {0, 1} such that v ∈
⋂∞
n=0 Vb1···bn , which contradicts the fact that the
latter intersection is zero by condition (b) of Lemma 4.16.
Finally, we claim that A is a discrete subalgebra of End(V ). Indeed, let w denote the vector
provided by Lemma 4.16(d). Let E be an idempotent such that w ∈ ker(E) and ker(E) is
finite-dimensional. Then the left ideal I = End(V )E is open. We show that I ∩ A = 0,
which will imply that 0 is open, so A is discrete. If I ∩ A 6= 0 then I ∩ An 6= 0 for some
n. Let T =
∑
i∈2n λiEi ∈ I ∩ An. If F = {i ∈ 2
n | λi 6= 0}, then F 6= 2
n since otherwise
T would be invertible. Also ker(
∑
i∈F λiEi) =
⊕
i 6∈F Vi, and since E(w) = 0, it follows that
w ∈
⊕
i 6∈F Vi. But by construction, w has non-zero components in all terms
⊕
i∈2n Vi. This
contradicts the fact that F 6= 2n, completing the argument.
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We note a few more properties of the algebra A. We remark that as A is the union of the
An which are von Neumann regular, the same property holds for A. In fact, algebraically
each An ∼= K
2
n
, and the inclusion An ⊆ An+1 corresponds to the diagonal embedding of
K2
n
into K2
n+1
= K2
n0⊔2n1 ∼= K2
n
×K2
n
(i.e., with each K → K ×K, 1 7→ (1, 1)). Now
because A is commutative and von Neumann regular, it is reduced. Being both reduced and
discrete, we see that A is also topologically reduced.
We leave open the interesting question of what is the closure of A within End(V ), especially
to what extent this depends on the particular choice of the subspaces Vi for i ∈ 2
∗. It would
also be interesting to understand to what extent the closure would change if one omitted
condition (d) from Lemma 4.16, which forced A to be discrete.
4.D. Closure of the set of diagonalizable operators. Finally, we examine the closure
of the set D(V ) of diagonalizable operators within End(V ). If T ∈ End(V ), let us denote by
H(T ) the set of all v ∈ V for which p(T )v = 0 for some nonzero polynomial p(x) ∈ K[x].
If we consider V as a K[x]-module with x acting as T , this means that H(T ) is the torsion
part of V , or equivalently, the sum of all of its finite-dimensional K[x]-submodules. We will
show that the T -invariant subspace H(T ) plays an important role in the characterization of
D(V ) in the case of vector spaces over infinite fields.
We need the following easy remark: if W is a finite-dimensional vector space over an
infinite field K with basis v0, v1, . . . , vn, then there is w ∈ W such that the linear map
L ∈ End(W ) defined by L(vi) = vi+1 for i < n and L(vn) = w is diagonalizable; we show
that in fact we can choose w =
∑n
i=0 aivi with a0, a1, . . . , an ∈ K. Indeed, for this it is
enough to show that the characteritic polynomial fL of L has all simple roots in K. But fL
has exactly the coefficients −ai, and we can choose the ai as the coefficients of the polynomial∏n
i=0(x− λi), where λi are pairwise distinct elements in K. We have the following.
Theorem 4.18. Let K be an infinite field and T ∈ End(V ). Then T ∈ D(V ) if and only if
T is diagonalizable on H(T ).
Proof. If T ∈ D(V ), then for every finite-dimensional T -invariant subspace W of H(T ), we
can find D ∈ D(V ) such that D = T on W . Since W is T -invariant, it is D-invariant, and
D is diagonalizable on W since it is on V (W is a submodule of the semisimple D-module
V ). Hence T is diagonalizable on W , and W is a (possibly trivial) sum of 1-dimensional
T -invariant subspaces. As H(T ) is the sum of all its finite-dimensional subspaces, it follows
that it is a sum of 1-dimensional T -invariant subspaces. This is to say that H(T ) is spanned
by a set of T -eigenvectors. This spanning set contains a basis of H(T ). Thus H(T ) has a
basis consisting of T -eigenvectors, and T is diagonalizable on H(T ).
Conversely, assume T is diagonalizable on H(T ). Let W ⊆ V be finite-dimensional, and
write W = (H(T ) ∩W ) ⊕ U . Consider V as a K[x]-module under the action of T . Then
M = K[x]W is finitely generated, and its torsion part is H(T ) ∩M = H(T ) ∩W . Hence,
we may find a free K[x]-module N (T -invariant subspace) such that M = (M ∩H(T ))⊕N ,
with N ∼= K[x]t. Let w1, . . . , wt be a K[x]-basis of N . Then a K-basis for N is given by
{T i(wk) | i ≥ 0, 1 ≤ k ≤ t}, and because W is finite-dimensional there exists n such that
W ⊆ (W ∩ H(T ))⊕ Span{T i(wk) | i < n, 1 ≤ k ≤ t}. Let D ∈ End(V ) be the linear map
defined as follows:
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• D equals T on H(T ) ∩W ;
• D equals T on the finite set {T i(wk) | i < n, 1 ≤ k ≤ t} and D(T
n(wk)) = uk
where uk is chosen as above such that uk ∈ Wk = Span{T
i(wk) | i ≤ n} and D is
diagonalizable on Wk;
• D equals 0 on a complement L of (H(T ) ∩W )⊕ (
⊕
Wk).
By construction we have T equal to D on W ⊆ (H(T ) ∩W ) ⊕ (
⊕
Wk). Since D is diag-
onalizable on each of the invariant subspaces H(T ) ∩ W , Wk, and L, it follows that D is
diagonalizable on V = (H(T )∩W )⊕(
⊕
Wk)⊕L. This shows that every open neighborhood
of T contains some diagonalizable D (since D = T on W ), and the proof is finished. 
The above shows that in fact the closure of the set of diagonalizable operators coincides
with the closure of the set of diagonalizable operators of finite rank on V .
We give an example below to show that the above characterization of the closure of D(V )
fails if the field K is finite. Before doing so, we will in fact show that D(V ) is closed if the
field of scalars is finite. Given a prime power q, we let Fq denote the field with q elements.
Proposition 4.19. Let V be a vector space over a finite field Fq. An operator T ∈ End(V ) is
diagonalizable if and only if it satisfies T q = T . Consequently, the set D(V ) of diagonalizable
operators is closed in End(V ).
Proof. Consider the polynomial p(x) = xq − x ∈ Fq[x]. As every element of Fq is a root of
this polynomial, the same is certainly true for any diagonalizable operator on V . Thus if
T ∈ End(V ) is diagonalizable then T q = T . Conversely, suppose that T satisfies T q = T ,
so that p(T ) = 0 in the algebra End(V ). It follows that T has a minimal polynomial µ(x)
(in the usual sense) that divides p(x) =
∏
λ∈Fq
(x− λ). Thus µ(x) splits into distinct linear
factors over Fq, and it follows from Proposition 4.13 that T is diagonalizable.
Finally, D(V ) is closed because it is the zero set of p(x) interpreted as a continuous function
p : End(V )→ End(V ). 
Example 4.20. Let V be a vector space over a finite field with basis {vi | i = 1, 2, . . . },
and consider the right shift operator S ∈ End(V ) with S(vi) = vi+1 for all i. It is clear
from Example 2.6 that H(S) = 0, so that S is diagonalizable on H(S). However, as S
is not diagonalizable (having no eigenvectors), we have S /∈ D(V ) = D(V ) thanks to the
proposition above.
References
1. Nicolas Bourbaki, Elements of mathematics. General Topology. Part 1, Hermann, Paris; Addison-Wesley
Publishing Co., Reading, Mass.-London-Don Mills, Ont., 1966.
2. , E´le´ments de mathe´matique. Alge`bre. Chapitres 4 a` 7, Lecture Notes in Mathematics, vol. 864,
Masson, Paris, 1981.
3. Sorin Da˘sca˘lescu, Constantin Na˘sta˘sescu, and S¸erban Raianu, Hopf Algebras: An Introduction, Mono-
graphs and Textbooks in Pure and Applied Mathematics, vol. 235, Marcel Dekker, Inc., New York,
2001.
4. Pierre Gabriel, Des cate´gories abe´liennes, Bull. Soc. Math. France 90 (1962), 323–448.
5. Chris Heunen, Characterizations of categories of commutative C∗-subalgebras, Comm. Math. Phys. 331
(2014), no. 1, 215–238.
6. Miodrag Cristian Iovanov, Co-Frobenius coalgebras, J. Algebra 303 (2006), no. 1, 146–153.
INFINITE-DIMENSIONAL DIAGONALIZATION AND SEMISIMPLICITY 39
7. Irving Kaplansky, Topological rings, Amer. J. Math. 69 (1947), 153–183.
8. John L. Kelley, General Topology, D. Van Nostrand Company, Inc., Toronto-New York-London, 1955.
9. T. Y. Lam, A First Course in Noncommutative Rings, second ed., Graduate Texts in Mathematics, vol.
131, Springer-Verlag, New York, 2001.
10. Saunders Mac Lane, Categories for the Working Mathematician, second ed., Graduate Texts in Mathe-
matics, vol. 5, Springer-Verlag, New York, 1998.
11. David E. Radford, Hopf Algebras, Series on Knots and Everything, vol. 49, World Scientific Publishing
Co. Pte. Ltd., Hackensack, NJ, 2012.
12. I. E. Segal, Decompositions of operator algebras. II. Multiplicity theory, Mem. Amer. Math. Soc., (1951),
no. 9.
13. Daniel Simson, Coalgebras, comodules, pseudocompact algebras and tame comodule type, Colloq. Math.
90 (2001), no. 1, 101–150.
14. Bo Stenstro¨m, Rings of Quotients: An Introduction to Methods of Ring Theory, Die Grundlehren der
Mathematischen Wissenschaften, Band 217, Springer-Verlag, New York-Heidelberg, 1975.
15. Seth Warner, Topological Rings, North-Holland Mathematics Studies, vol. 178, North-Holland Publishing
Co., Amsterdam, 1993.
16. Daniel Zelinsky, Rings with ideal nuclei, Duke Math. J. 18 (1951), 431–442.
17. , Linearly compact modules and rings, Amer. J. Math. 75 (1953), 79–90.
University of Iowa, Department of Mathematics, McLean Hall, Iowa City, IA, 52242, USA
University of Bucharest, Str. Academiei 14, Bucharest, Romania
E-mail address : yovanov@gmail.com; miodrag-iovanov@uiowa.edu
Department of Mathematics, University of Colorado, Colorado Springs, CO, 80918, USA
E-mail address : zmesyan@uccs.edu
Department of Mathematics, Bowdoin College, Brunswick, ME 04011–8486, USA
E-mail address : reyes@bowdoin.edu
