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1. Introduction
Let P be the class of functions p of the form
p(z) =
∞∑
n=0
pnzn
which are analytic in the open unit disk U = {z ∈ C : |z| < 1}. If p in P satisfies
Re{p(z)} > 0 (z ∈ U),
then we say that p is the Carathéodory function.
Let A denote the class of all functions f analytic in the open unit disk U = {z : |z| < 1} with the usual normalization
f (0) = f ′(0)− 1 = 0. A function f ∈ A is said to be starlike in U if and only if
Re
{
zf ′(z)
f (z)
}
> 0 (z ∈ U).
We denote by S∗ the subclass ofA consisting of all such functions.
Let f and F be members ofA. The function f is said to be subordinate to F if there exists a functionw analytic in U, with
w(0) = 0 and |w(z)| < 1 (z ∈ U),
such that
f (z) = F(w(z)) (z ∈ U).
We note (cf. [1,2]) that, if the function F is univalent in U, then f is subordinate to F if and only if
f (0) = F(0) and f (U) ⊂ F(U).
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Denote byQ the class of functions q that are analytic and injective on U \ E(q), where
E(q) =
{
ζ ∈ ∂U : lim
z→ζ q(z) = ∞
}
and are such that
q′(ζ ) 6= 0 (ζ ∈ ∂U \ E(q)).
Further, let the subclass ofQ for which q(0) = a be denoted byQ(a).
Various sufficient conditions for Carathéodory functions were studied by many authors (see [3–7]), which have been
used widely on the space of analytic and univalent functions in U (see [8–12]).
In the present paper, we investigate some sufficient conditions for Carathéodory functions by using Miller and Mocanu’s
lemma [1]. Moreover, we consider several applications as special cases of main results presented here.
2. Main results
To prove our main results, we need the following lemma due to Miller and Mocanu [1, p. 24].
Lemma 1. Let q ∈ Q(a) and let
p(z) = a+ anzn + · · · (n ≥ 1)
be analytic function in U with p(0) 6= a. If p is not subordinate to q, then there exist points
z0 ∈ U and ξ0 ∈ ∂U \ E(q)
for which
(i) p(z0) = q(ξ0) and
(ii) z0p′(z0) = mξ0q′(ξ0) (m ≥ n ≥ 1).
With the help of Lemma 1, we now derive the following theorem.
Theorem 1. Let
P : U→ C
with
Re{P(z)} ≥ Im{P(z)} tanα ≥ 0 (0 ≤ α < pi/2).
If p is an analytic function in U with p(0) = 1 and
Re
{
p(z)+ P(z)zp′(z)} > 1
2A
{
(cosα + 2A) sin2 α − A2 cosα} ,
where
A = Re{P(z)} cosα − Im{P(z)} sinα (0 ≤ α < pi/2; z ∈ U). (1)
then
|arg{p(z)}| < pi
2
− α (0 ≤ α < pi/2; z ∈ U).
Proof. First, let us define the functions q and h1, respectively, by putting
q(z) = eiαp(z) (q(z) 6= eiα; 0 ≤ α < pi/2; z ∈ U) (2)
and
h1(z) = e
iα + eiαz
1− z (0 ≤ α < pi/2; z ∈ U). (3)
Then we see that q and h1 are analytic in Uwith
q(0) = h1(0) = eiα ∈ C and h1(U) = {w : Re{w} > 0}.
Now we suppose that q is not subordinate to h1. Then by Lemma 1, there exist points
z0 ∈ U and ξ0 ∈ ∂U \ {1}
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such that
q(z0) = h1(ξ0) = iρ (ρ ∈ R) and z0q′(z0) = mξ0h′1(ξ0) (m ≥ 1). (4)
Here we note that
ξ0 = h−11 [q(z0)] =
q(z0)− eiα
q(z0)+ eiα
and ξ0h′1(ξ0) = −
ρ2 − 2ρ sinα + 1
2 cosα
≡ σ1. (5)
Using Eqs. (2)–(5) and letting
B = Re{P(z0)} cosα + Im{P(z0)} sinα (0 ≤ α < pi/2),
we obtain
Re
{
p(z0)+ P(z0)z0p′(z0)
} = Re {e−iαq(z0)+ P(z0)e−iαz0q′(z0)}
= Re {e−iαh1(ξ0)+ P(z0)e−iαmξ0h′1(ξ0)}
= Re {(cosα − i sinα)iρ + P(z0)(cosα − i sinα)mσ1}
= ρ sinα +mσ1 {Re{P(z0) cosα} + Im{P(z0) sinα}}
≤ ρ sinα + σ1B
= 1
2 cosα
{−ρ2B+ 2ρ sinα(cosα + B)− B}
= 1
2 cosα
g(ρ). (6)
Then, by a simple calculation, we see that the function g(ρ) in (6) takes the maximum value at ρ∗ given by
ρ∗ = sinα(cosα + B)
B
.
Hence, we have
Re
{
p(z0)+ P(z0)z0p′(z0)
} ≤ 1
2 cosα
g(ρ∗)
= 1
2B
{
(cosα + 2B) sin2 α − B2 cosα}
≤ 1
2A
{
(cosα + 2A) sin2 α − A2 cosα} ,
where A is given by (1). This evidently contradicts the assumption of Theorem 1. Therefore we obtain
Re{eiαp(z)} > 0 (0 ≤ α < pi/2; z ∈ U). (7)
Next, let us put
r(z) = e−iαp(z) (0 ≤ α < pi/2; z ∈ U) (8)
and
h2(z) = e
−iα + e−iαz
1− z (0 ≤ α < pi/2; z ∈ U). (9)
Then we see that the functions r and h2 are analytic in Uwith
r(0) = h2(0) = e−iα ∈ C and h2(U) = {w : Re{w} > 0} = h1(U).
If we suppose that r is not subordinate to h2, then by Lemma 1, there exist points
z0 ∈ U and ξ0 ∈ ∂U \ {1}
such that
r(z0) = h2(ξ0) = iρ (ρ ∈ R) and z0r ′(z0) = mξ0h′2(ξ0) (m ≥ 1). (10)
We also note that
ξ0 = h−12 [r(z0)] =
r(z0)− e−iα
r(z0)+ e−iα
and ξ0h′2(ξ0) = −
ρ2 + 2ρ sinα + 1
2 cosα
≡ σ2. (11)
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Then applying Eqs. (8)–(11), we get
Re
{
p(z0)+ P(z0)z0p′(z0)
} = Re {eiαq(z0)+ P(z0)eiαz0q′(z0)}
= Re {eiαh1(ξ0)+ P(z0)eiαmξ0h′1(ξ0)}
= Re {(cosα + i sinα)iρ + P(z0)(cosα + i sinα)mσ2}
= −ρ sinα +mσ2 {Re{P(z0)} cosα − Im{P(z0)} sinα}
≤ −ρ sinα + σ2A
= − 1
2 cosα
{
ρ2A+ 2ρ sinα(cosα + A)+ A}
≡ g(ρ)
≤ g(− sinα(cosα + A)/A).
= 1
2A
{
(cosα + 2A) sin2 α − A2 cosα} ,
where A is given by (1). This also contradicts the assumption of Theorem 1. Therefore we obtain
Re{e−iαp(z)} > 0 (0 ≤ α < pi/2; z ∈ U). (12)
Hence combining inequalities (7) and (12), we conclude that
|arg{p(z)}| < pi
2
− α (0 ≤ α < pi/2; z ∈ U).
Therefore we complete the proof of Theorem 1. 
If we take P(z) ≡ β (β > 0) in Theorem 1, the we have the following corollary.
Corollary 1. Let p be analytic function in U with p(0) = 1. If
Re
{
p(z)+ βzp′(z)} > 1
2β
{
2(1+ β) sin2 α − β2} (0 ≤ α < pi/2; β > 0; z ∈ U),
then
|arg{p(z)}| < pi
2
− α (0 ≤ α < pi/2; z ∈ U).
Remark. If we let α = 0 in Corollary 1, then we have the result obtained by Nunokawa et al. [13].
If we take P(z) ≡ 1 in Theorem 1 or β = 1 in Corollary 1, then we have the following result.
Corollary 2. Let p be analytic function in U with p(0) = 1. If
Re
{
p(z)+ zp′(z)} > 2 sin2 α − 1
2
(0 ≤ α < pi/2; z ∈ U),
then
|arg{p(z)}| < pi
2
− α (0 ≤ α < pi/2; z ∈ U).
We can list some special cases of Corollary 2 as follows.
Corollary 3. Let f ∈ A. Then
(i) Re
{
f ′(z)
}
> − 12 (z ∈ U) H⇒ Re
{
f (z)
z
}
> 0 (z ∈ U),
(ii) Re
{
f ′(z)
}
> 0 (z ∈ U) H⇒
∣∣∣arg { f (z)z }∣∣∣ < pi3 (z ∈ U),
(iii)
Re
{
zf ′(z)
f (z)
(
2+ zf
′′(z)
f ′(z)
− zf
′(z)
f (z)
)}
> −1
2
(z ∈ U)
H⇒ Re
{
zf ′(z)
f (z)
}
> 0 (z ∈ U).
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Letting
P(z) = g(z)
zg ′(z)
(f ∈ A) and α = 0,
we have the following result.
Corollary 4. Let f ∈ A and g ∈ S∗.
Re
{
f ′(z)
g ′(z)
}
> −1
2
Re
{
g(z)
zg ′(z)
}
(z ∈ U) H⇒ Re
{
f (z)
g(z)
}
> 0 (z ∈ U).
Theorem 2. Let p be nonzero analytic function in U with p(0) = 1. If
δ1(α) < Im
{
p(z)+ zp
′(z)
p(z)
}
< δ2(α) (0 ≤ α < pi/2; z ∈ U),
where
δ1(α) = −
√
2 cos2 α + 1+ sinα
cosα
and δ2(α) =
√
2 cos2 α + 1− sinα
cosα
,
then
|arg{p(z)}| < pi
2
− α (0 ≤ α < pi/2; z ∈ U).
Proof. We define the functions q and h1 by (2) and (3), respectively. If q is not subordinate to h1, then there exist points
z0 ∈ U and ξ0 ∈ ∂U \ {1}
satisfying (4). By using Eqs. (2)–(5), we have
Im
{
p(z0)+ z0p
′(z0)
p(z0)
}
= Im
{
e−iαq(z0)+ z0q
′(z0)
q(z0)
}
= Im
{
e−iαh(ξ0)+ mξ0h
′
1(ξ0)
h1(ξ0)
}
= ρ cosα − mσ1
ρ
(ρ ∈ R \ {0}).
For the case ρ > 0, since σ1 < 0 andm ≥ 1, we obtain
ρ cosα − mσ1
ρ
≥ ρ cosα − σ1
ρ
= 1
2ρ cosα
{
ρ2(2 cos2 α + 1)− 2ρ sinα + 1}
≡ g(ρ). (13)
Since the function g in (13) takes the minimum value at ρ∗ given by
ρ∗ = 1√
2 cos2 α + 1 ,
we have
ρ cosα − mσ1
ρ
≥ g(ρ∗)
=
√
2 cos2 α + 1− sinα
cosα
,
= δ2(α),
which is a contradiction to the assumption of Theorem 2.
For the case ρ < 0, we put
ρ = −ρ ′ (ρ ′ > 0).
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Then using the same method mentioned above, we obtain
ρ cosα − mσ1
ρ
≤ −ρ ′ cosα + σ1
ρ ′
= 1
2′ cosα
{
(ρ ′)2(2 cos2 α + 1)+ 2ρ ′ sinα + 1}
≡ g(ρ ′)
≤ g
(
1/
√
2 cos2 α + 1
)
= −
√
2 cos2 α + 1+ sinα
cosα
,
= δ1(α),
which also contradicts the assumption of Theorem 2. Hence we have
Re{eiαp(z)} > 0 (0 ≤ α < pi/2; z ∈ U). (14)
Next, considering the functions r and h2, respectively, defined by (8) and (9) and using a similar method as the above, we
obtain
Re{e−iαp(z)} > 0 (0 ≤ α < pi/2; z ∈ U). (15)
Therefore making use of (14) and (15), we have the conclusion of Theorem 2. 
Taking
p(z) = zf
′(z)
f (z)
(f ∈ A) and α = 0
in Theorem 2, we have the following corollary.
Corollary 5. Let f ∈ A. Then∣∣∣∣Im{1+ zf ′′(z)f ′(z)
}∣∣∣∣ < √3 (z ∈ U) H⇒ f ∈ S∗.
Theorem 3. Let p be nonzero analytic function in U with p(0) = 1. If∣∣∣∣p(z)+ zp′(z)p(z) − 1
∣∣∣∣ < 32 |p(z)| cosα (0 ≤ α < pi/2; z ∈ U),
then
|arg {p(z)}| < pi
2
− α (0 ≤ α < pi/2; z ∈ U).
Proof. Let
q(z) = e
iα
p(z)
(0 ≤ α < pi/2; z ∈ U) (16)
and let h1 be the function as in the proof of Theorem 1. If q is not subordinate to h1, then there exist points
z0 ∈ U and ξ0 ∈ ∂U \ {1}
satisfying (4). By using Eqs. (2)–(5) and (16), we have∣∣∣p(z0)+ z0p′(z0)p(z0) − 1∣∣∣
|p(z0)| =
∣∣e−iαq(z0)+ e−iαz0q′(z0)− 1∣∣
= ∣∣e−iαh1(ξ0)+ e−iαmξ0h′1(ξ0)− 1∣∣
= |(ρmσ1 sinα cosα − 1)+ i(ρ cosα −mσ1 sinα)|
= {(ρ − sinα)2 + (mσ1 − cosα)2}1/2
≥ {(ρ − sinα)2 + (|σ1| + cosα)2}1/2
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=
{
(ρ − sinα)2 +
(
(ρ − sinα)2
2 cosα
+ 3
2
cosα
)2}1/2
≥ 3
2
cosα,
which is a contradiction to the assumption of Theorem 3. Hence we have
Re
{
eiα
p(z)
}
> 0 (0 ≤ α < pi/2; z ∈ U). (17)
Next, we consider the function r defined by
r(z) = e
−iα
p(z)
(0 ≤ α < pi/2; z ∈ U)
and the function h2 defined by (9). Using a similar method as the above, we obtain
Re
{
e−iα
p(z)
}
> 0 (0 ≤ α < pi/2; z ∈ U). (18)
Therefore by virtue of (17) and (18), we have Theorem 3. 
If we take
p(z) = zf
′(z)
f (z)
and α = 0
in Theorem 3, we have the following result.
Corollary 6. Let f ∈ A with f (z)/z 6= 0 in U. Then∣∣∣∣ zf ′′(z)f ′(z)
∣∣∣∣ < 32
∣∣∣∣ zf ′(z)f (z)
∣∣∣∣ (z ∈ U) H⇒ f ∈ S∗.
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