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A time-reversal (TR) invariant topological superconductor is characterized by a Kramers pair
of Majorana zero-energy modes on boundaries and in a core of a TR invariant vortex. A vortex
defect that preserves TR symmetry has remained primarily of theoretical interest, since typically a
magnetic field, which explicitly breaks TR, needs to be applied to create vortices in superconductors.
In this work, we show that an odd-parity topological superconductor with a nematic pairing order
parameter can host a nematic vortex that preserves TR symmetry and binds a Majorana Kramers
pair. Such a nematic superconductor could be realized in metal-doped Bi2Se3, as suggested by recent
experiments. We provide an analytic solution for the zero modes in a continuous nematic vortex.
In lattice, crystalline anisotropy can pin the two-component order parameter along high-symmetry
directions. We show that a discrete nematic vortex, which forms when three nematic domains meet,
also supports a TR pair of Majorana modes. Finally, we discuss possible experiments to probe the
zero modes.
I. INTRODUCTION
Topological superconductors represent a paradigmatic
system where topological effects and many-body inter-
actions can have an interesting interplay. Topological
superconductors with broken time reversal (TR) symme-
try support Majorana zero-energy modes localized at the
boundaries1 and in the vortex cores2,3. The non-Abelian
statistics of Majorana modes may be utilized for fault-
tolerant quantum computation4. The search for Majo-
rana modes has been greatly influenced by the theoretical
proposals based on topological insulator surface states5
or Rashba wires6,7 in proximity to ordinary s-wave su-
perconductors in presence of magnetic field. Exciting
experimental progress8,9 has been made along the lines
of these proposals. When TR symmetry is preserved, the
Kramers pairs of Majorana modes have been predicted
to exist at the boundaries of some families of topologi-
cal superconductors10. TR symmetric topological super-
conductors have been theoretically proposed to be real-
ized, for example, in CuxBi2Se3
11 and in materials with
strong spin-orbit coupling in proximity to pi Josephson
junction12,13 or s±-wave superconductors14. Among the
expected exotic properties of Majorana Kramers pairs
are non-Abelian statistics15 and topological two-channel
Kondo effect16.
The Kramers pair of Majorana modes has also been
predicted to appear in TR-invariant vortex core of a
TR-invariant topological superconductor10. TR trans-
formation changes the parity of fermion number associ-
ated with the zero modes, and therefore acts as a su-
persymmetry in the vortex10. However, it remains un-
clear how a vortex defect that preserves TR symmetry
can be physically realized, because a vortex in a super-
conductor is typically induced by a magnetic field that
explicitly breaks TR symmetry. Here we propose that
a TR-symmetric vortex naturally appears in a topolog-
ical superconductor with nematic order. The nematic
superconductor has a two-component order parameter17,
which can be viewed as a planar vector. We demonstrate
analytically and numerically that a nematic vortex, such
that only the vector part of the order parameter rotates,
without U(1) phase winding, is TR symmetric and binds
a Majorana Kramers pair.
Our work is motivated by the recent experimental
studies of superconducting M -doped Bi2Se3, where the
metal element M can be Cu, Nb and Sr. Shortly af-
ter the experimental discovery of superconductivity in
CuxBi2Se3
18, Fu and Berg first proposed that a TR-
invariant topological superconductor could be realized in
this system11. Majorana surface states associated with
the topological superconductor were expected to be ob-
servable by point contact measurement19; however, scan-
ning tunneling microscopy measurements20 performed so
far have not detected them. Despite the lack of ob-
served surface states, measurements of bulk properties
have revealed compelling evidence that the supercon-
ducting state in MxBi2Se3 spontaneously breaks the lat-
tice discrete rotational symmetry and therefore is ne-
matic, and potentially topological. The main experimen-
tal evidence comes from the two-fold anisotropy of vari-
ous bulk responses to an external magnetic field, includ-
ing Knight shift21, specific heat22, upper critical field22,23
and magnetic torque24. Corresponding theories of these
bulk properties have also been developed25–28.
Our paper is organized as follows. In Sec. II, we present
the effective Hamiltonian29 for the nematic odd-parity
superconductor, and review its symmetry properties and
gap structure. In Sec. III, we study electronic states in
the continuous nematic vortex and provide an analytic
solution to the Majorana Kramers pair. The zero modes
can be understood in two different limits. In the limit
of only helical p-wave pairing, spin up (down) electrons
form px + ipy (px − ipy) Cooper pair condensates. A ne-
matic vortex thus exactly realizes a TR-symmetric vor-
tex discussed in Ref. 10, where spin up and down elec-
trons respectively experience a vortex and antivortex in
the pairing order parameters. In the other limit of only
polar p-wave pairing, the bulk of the superconductor is
gapless. Surprisingly, we find that a single vortex can
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2induce a flat band of zero energy modes. A finite heli-
cal p-wave pairing potential lifts all the zero modes to
finite energy except for one pair of Majorana modes. In
Sec. IV, we study a discrete nematic vortex, which can
be experimentally realized at the core where three ne-
matic domains meet. In agreement with the analysis of
continuous vortex, the discrete nematic vortex also binds
a Kramers pair of Majorana modes. When the out-of-
plane dispersion is included, the Majorana modes evolve
into helical modes. Finally in Sec. V, we discuss possible
ways to experimentally probe the zero modes in nematic
vortex.
II. HAMILTONIAN AND SYMMETRY
Undoped Bi2Se3 is a strong topological insulator with
both TR symmetry and inversion symmetry. Electronic
bands in Bi2Se3 are therefore doubly degenerate at each
k point. For MxBi2Se3, we assume that the chemical
potential lies in the conduction bands. When only the
conduction bands near Γ point are retained in a low-
energy theory, the superconducting state in MxBi2Se3
can be described by a one-orbital model11,29,30:
H =
1
2
∫
drΨ†rH(k)Ψr,
Ψ†r = (c
†
r↑, c
†
r↓, cr↓,−cr↑),
H(k) = H0(k)τz + ∆(k)τ+ + ∆†(k)τ−.
(1)
Here k is the three-dimensional momentum operator, and
↑ and ↓ are the pseudo-spin label of the two degenerate
states in the conduction band. τ± = (τx ± iτy)/2, and
τx,y,z are Pauli matrices in Nambu space. H0 is the ki-
netic energy arising from band structure. We assume a
parabolic dispersion: H0(k) = βk2 − µ, where µ > 0 is
the chemical potential. The nematic superconductor has
an odd-parity pairing in the two-component Eu represen-
tation of the D3d point group. The pairing potential can
be expressed as:
∆(k) = η · F (k), (2)
where both η and F represent a two-component vector.
η = (ηx, ηy) acts as the nematic order parameter. F can
be decomposed into three parts when only linear k terms
are retained29:
Fα = λ1F
(1)
α + λ2F
(2)
α + λ3F
(3)
α
F (1)α = kασz, F
(3)
α = kzσα,
F (2)x = kxσy + kyσx, F
(2)
y = kxσx − kyσy,
(3)
where α = x, y and Fx,y are the two components of F .
σx,y,z are Pauli matrices in spin space. λ1,2,3 are real
parameters that characterize the relative strength of dif-
ferent pairing terms. When η is real, F (1) and F (3) rep-
resent polar p-wave pairing, and F (2) is helical p-wave
𝑘𝑥 𝑘𝑦
𝑘𝑧
𝜼 = 𝜂𝑥  𝑥
𝑘𝑥 𝑘𝑦
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(a) (b) 
FIG. 1: Schematic gap structure (bronze color) on the Fermi
surface (blue color). (a) η = ηxxˆ. Red dashed line connects
the two nodal points. (b) η = ηyxˆ. There is a full supercon-
ductivity gap.
pairing where spin up (down) electrons respectively form
px + ipy (px − ipy) Cooper pairs.
We now elaborate on the symmetry properties when
η is spatially uniform. The pairing potential has odd
parity: ∆(−k) = −∆(k). TR symmetry is preserved
if η is real: TH(k)T−1 = H(−k), where T = −iσyK
is the TR operator and K is the complex conjugate.
The particle-hole (PH) symmetry can be expressed as:
ΞH(k)Ξ−1 = −H(−k), where Ξ = σyτyK.
The pairing potential ∆ spontaneously breaks the
three-fold rotational symmetry of Bi2Se3. Rotating η
by 2pi/3 leads to a different but energetically degener-
ate pairing potential. This is manifested by the following
identity:
∆(R3η,R3k⊥, kz) = C3∆(η,k⊥, kz)C†3, (4)
where k⊥ = (kx, ky) is the in-plane momentum. R3 is
the real-space rotation matrix for a 2pi/3 rotation around
z axis, and C3 = exp(−ipiσz/3) is the rotation matrix in
spin space.
In the D3d point group there are three mirror planes
that are located at x = 0 or its three-fold rotation coun-
terparts. A mirror symmetry (x↔ −x) is preserved if η
is perpendicular to the corresponding mirror plane x = 0:
∆(η = ηxxˆ,−kx, ky, kz)
=M∆(η = ηxxˆ, kx, ky, kz)M†,
(5)
whereM = exp(−ipiσx/2) is the mirror operator in spin
space. The superconductor has point nodes protected
by the mirror symmetry when η is along xˆ17,31,32, as we
discuss below.
As an odd-parity pairing potential, ∆ can be expressed
in terms of a vector d:
∆(k) = d(k) · σ. (6)
When η is real, the superconductivity gap is given by
|d(k)| on the Fermi surface33. We present the explicit
form of d(k) for two representative cases. In the case of
η = ηxxˆ,
d(k) = ηx(λ2ky + λ3kz, λ2kx, λ1kx). (7)
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FIG. 2: (a) Illustration of a nematic vortex. The arrows
indicate the orientation of the nematic order parameter η. φ0
describes the angle between η and the radial direction. We
set φ0 to be zero unless otherwise stated. (b) The energy
spectrum of a gapped superconductor with a nematic vortex.
The Hamiltonian is specified in (11) The calculation was per-
formed for a disk with a radius kFR = 20. To reduce compu-
tational cost, we used a large pairing potential ηkF /µ = 1 for
all numerical calculations in the paper. λ1 and λ2 are respec-
tively taken to be 1 and 0.2. Red and blue lines respectively
mark states localized near the core center and the outer edge
of the disk. There are four modes that have nearly zero en-
ergy (∼ 2 × 10−5µ) at ` = 0. Proper linear combination of
these four modes results in two states localized near the core,
and another two states near the edge.
Because of the mirror symmetry in (5), dy,z vanishes on
the mirror plane kx = 0. Since d is odd under inversion,
|d(k)| must have nodes on the mirror plane. The point
nodes are located at:
k = ±(0, λ3,−λ2)kF /
√
λ23 + λ
2
2, (8)
where kF is the Fermi wave vector
√
µ/β. Note that the
point nodes appear at non-zero kz.
In another case η = ηy yˆ,
d(k) = ηy(λ2kx,−λ2ky + λ3kz, λ1ky). (9)
It is then impossible to make all three components of d(k)
to vanish simultaneously on the Fermi surface, so the su-
perconductor is fully gapped. The gap structures for the
two different cases are schematically shown in Fig. 1. In
summary, Hamiltonian (1) describes a topological Dirac
superconductor32 with surface Majorana arcs when η is
perpendicular to one of the mirror planes, and otherwise
a fully gapped odd-parity topological superconductor11.
III. CONTINUOUS NEMATIC VORTEX
Since the nematic superconductor has a two-
component order parameter, a continuous vortex defect
along zˆ is characterized by two winding numbers (n,m):
η(r) = η(ρ)einφ(cosmφ, sinmφ), (10)
where (ρ, φ) are the polar coordinates of the in-plane po-
sition r⊥. The usual superconducting vortex has an in-
teger phase winding number n and a zero value of m.
n and m can also take half integer values: (n,m) =
(±1/2,±1/2), which correspond to half vortices3. Vor-
tices with finite n break TR symmetry. In this paper,
we focus on a TR-invariant vortex with (n,m) = (0, 1),
which we dub nematic vortex.
We study electronic states induced by the nematic vor-
tex. As kz remains a good quantum number, we start by
considering kz = 0. The dispersion of vortex states as a
function of kz will be discussed in Sec. IV. The Hamilto-
nian (1) at kz = 0 and in the presence of nematic vortex
can be expressed in polar coordinates as:
H˜ = h0τz +
[
λ1h1σz + λ2(h2σ+ + h
†
2σ−)
]
τx,
h0 ≡ βk2⊥ − µ = −β(∂2ρ +
1
ρ
∂ρ +
1
ρ2
∂2φ)− µ,
h1 ≡ (η · k + k · η)/2 = −iη(∂ρ + 1
2ρ
),
h2 ≡ −i(η+k+ + k+η+)/2
= −iηei2φ[−i(∂ρ − 1
2ρ
) +
∂φ
ρ
],
(11)
where η = |η(r)|, k± = kx ± iky and η± = ηx ± iηy.
In (11), the product between η and k is symmetrized as
they no longer commute when η has spatial variation. In
the nematic vortex, η+ and η− respectively has a vor-
tex exp(iφ) and antivortex exp(−iφ) structure. For the
TR invariant vortex that we study, η+ and η− vanish at
the same location in the vortex core. In the following
we will neglect the spatial variation in |η(r)| to simplify
calculation.
H˜ preserves both TR and PH symmetries. Therefore,
the nematic vortex described by (11) is in class DIII and
can be characterized by a Z2 invariant that signals the
presence or absence of Majorana Kramers doublet in the
vortex core34. Here the existence of the zero modes is
hinted by the limit in which h1 term is absent in (11).
In this limit, Hamiltonian (11) effectively describes a TR
symmetric superconductor in which spin up and down
electrons respectively form px + ipy and px− ipy Cooper
pairs, and the superconducting phase has a vortex (an-
tivortex) defect in the spin up (down) sector. Therefore,
there must be a Kramers pair of Majorana modes when
λ1 = 0. By explicitly solving the eigenenergy problem of
(11), we show that the zero modes are robust regardless
of the exact values of λ1,2.
Hamiltonian (11) has eigenvectors of the form:
ei`φ[eiφf1(ρ), e
−iφf2(ρ), eiφf3(ρ), e−iφf4(ρ)]T, (12)
where ` takes integer values. For numerical diagonaliza-
tion, fi(ρ) is expanded in terms of orthonormal Bessel
functions on a finite-radius disk35,36. The energy spec-
trum as a function of ` is illustrated in Fig. 2(b). The nu-
merical results indicate that a pair of zero-energy modes
with ` = 0 are localized in the vortex core. Because of
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FIG. 3: (a)-(c) The lower panels show the energy spectrum of a polar p-wave superconductor (λ1 = 1, λ2 = 0 ) described
by (15) in different geometries illustrated in the corresponding upper panel. (a) The nematic order parameter in the plane
geometry (θ = pi/2) has a vortex structure. (b) When θ is less than pi/2, Hamiltonian (15) can be viewed as defined on a
truncated cone, where the radial coordinate ρ is measured from the tip of the cone. (c) When θ approaches 0, the truncated
cone becomes a cylinder and the nematic order parameter becomes spatially uniform. Parameters R and L are kept fixed when
θ varies: kFR = 30 and kFL = 29. (d) Real space probability distribution of states that have an energy slightly above zero at
q =0, 10 and 20 in the plane geometry (θ = pi/2). The states are indicated by the blue arrows in (a).
PH and TR symmetries, they must be Majorana modes
and TR partners:
γ†↑ =
∫
dr[(eiφξ1(ρ)c
†
r↑ + e
−iφξ2(ρ)c
†
r↓) + h.c.],
γ†↓ =
∫
dr[(−eiφξ∗2(ρ)c†r↑ + e−iφξ∗1(ρ)c†r↓) + h.c.],
(13)
which satisfy the Majorana condition (γ†↑,↓ = γ↑,↓) and
form Kramers doublet under TR transformation (γ↑ →
γ↓, γ↓ → −γ↑). As shown in Appendix A,wave functions
ξ1,2 can be obtained analytically:[
ξ1, ξ2
]
=
[
i(λ2 +
√
λ21 + λ
2
2), λ1
]
ξ,
ξ(ρ) = NJ1(
√
1− (η˜kF /2µ)2kF ρ) exp(− η˜
2β
ρ),
(14)
where N represents a normalization factor and J1 is
Bessel function of the first order. In (14), λ1,2 ≥ 0 is
assumed, and η˜ is the effective total pairing strength
η
√
λ21 + λ
2
2.
We analyze (14) in two different limits. In the limit
λ1 = 0, ξ2 vanishes and γ
†
↑,↓ is the Majorana mode in
corresponding spin sector, as expected. In the other limit
λ2 = 0, the zero modes are also exponentially confined
to the vortex center. This result is surprising, since the
Hamiltonian (1) with zero λ2 describes a gapless polar
p-wave superconductor. Next we reveal another unex-
pected effect – that the polar p-wave superconductor sup-
ports not just one pair, but a flat band of zero modes lo-
calized around the nematic vortex core, despite the bulk
being gapless.
Hamiltonian (1) with kz = 0 and λ2 = 0 reduces to
H1 =
∫
dr(c†r↑, cr↓)H1
(
cr↑
c†r↓
)
,H1 = h0τz + λ1h1τx,
(15)
where h0,1 is provided in (11). We reiterate their expres-
sions below but introduce a new parameter θ that can be
used to tune the system geometry,
h0 ≡ βk2⊥ − µ = −β(∂2ρ +
1
ρ
∂ρ +
1
ρ2 sin2 θ
∂2φ)− µ,
h1 ≡ (η · k + k · η)/2 = −iη(∂ρ + 1
2ρ
).
(16)
θ = pi/2 corresponds to a flat plane geometry. When θ <
pi/2, Eq. (16) generalizes the problem on a plane to a cone
with an opening angle 2θ, as illustrated in Fig. 3. This
generalization is derived in Appendix B and is used to
shed light on relationship between the vortex core states
and edge modes in cylindrical geometry.
Similar to H˜ in (11), the operator H1 in (16) has eigen-
states of the form
exp(iqφ)[f1(ρ), f2(ρ)]
T, (17)
where q is an integer. We solve (15) and (16) in the
5following range of ρ,
R
sin θ
− L < ρ < R
sin θ
, (18)
with open boundary conditions. This specifies an annulus
in the plane when θ = pi/2 and a truncated cone with a
base radius R when θ < pi/2.
An important special case is θ → 0. In this limit, ρ→
∞, while ρ sin θ stays at a finite value R. Geometrically,
the truncated cone becomes a cylinder with a radius R
and a finite length L. Eq. (16) then describes exactly
a uniform polar p-wave superconductor on the cylinder,
as depicted in Fig. 3(c). It is known that a polar p-
wave superconductor supports a flat band of zero-energy
modes confined to edges37.
Equations (16) and (18) state that the polar p-wave
superconductor with a nematic vortex in the annular ge-
ometry can be related to a uniform one on the cylinder
via a single parameter θ. We solved the eigenvalue prob-
lem for different θ values using the ansatz (17). The
energy spectrum as a function of q is shown in Fig. 3.
The zero-energy modes with small |q| index on cylinder
(θ = 0) remain at zero as θ increases, all the way to
θ = pi/2.
Because of a PH symmetry ofH1 (τyH1 = −H1τy), the
zero modes are eigenstates of τy. Therefore the qth zero
mode localized near the inner edge can be parametrized
as:
d†q =
∫
dreiqφψq(ρ)[ic
†
r↑ + cr↓], (19)
where ψq(ρ) is the radial part of the wave function. The
degree of confinement of ψq(ρ) to the inner edge de-
pends on the index q, as illustrated in Fig. 3(d). ψq(ρ)
moves away from the inner edge as |q| increases due to
a “centrifugal force” in (16). In the annulus geometry
(θ = pi/2), the zero modes are robust when the inner
radius becomes zero (L → R). As shown in Appendix
C, an analytic solution of the wave function ψq(ρ) can
be obtained at every integer q for a disk with an infi-
nite radius. The number of zero modes becomes finite on
a finite-radius disk due to hybridization between modes
deriving from the core and the outer edge. The stability
of the flat band with respect to disorder and interactions
is an interesting topic, beyond the scope of this paper.
Previous work on related problems can be found, for ex-
ample, in Ref 38–40.
Starting from the polar phase, we can examine the
effect of the helical part of the pairing potential λ2(η ·
F (2) + F (2) · η)/2 by including it as a perturbation, and
projecting it onto the zero modes d†q. The projection
leads to the following effective low energy Hamiltonian:
H˜2 = λ2
∑
p>0
εpd
†
1+pd
†
1−p + ε
∗
pd1−pd1+p, (20)
where p = 0 term is absent because of fermion anticom-
mutation relation. Therefore, all zero modes except d†1
are lifted to finite energy when λ2 6= 0. d†1 can be decom-
posed into two Majorana modes:
γ†↑ = d
†
1 + d1, γ
†
↓ = i(d
†
1 − d1), (21)
which are exactly those presented in (13). As a summary,
the Majorana Kramers doublet γ†↑,↓ can be understood
either from the helical limit λ1 = 0 or the polar limit
λ2 = 0.
The degeneracy between γ†↑ and γ
†
↓ is protected by
TR symmetry. TR changes the fermion parity associ-
ated with fermion mode d1 and acts as: d
†
1 → −id1 and
d1 → id†1, which is a manifestation of supersymmetry. A
mass term d†1d1 is prohibited by TR symmetry. When TR
symmetry is explicitly broken, for example by a Zeeman
term of the form Zσz, generally there can be coupling
between γ†↑ and γ
†
↓ that lifts the degeneracy.
IV. DISCRETE NEMATIC VORTEX
Because Bi2Se3 only has a discrete three-fold rotational
symmetry, the nematic vector η is expected to be pinned
to one of the high symmetry directions. The Ginzburg-
Landau free energy for a uniform state is17:
F = b0(|ηx|2 + |ηy|2) + b1(|ηx|2 + |ηy|2)2
+ b2(η
2
x + η
2
y)
2 + b3[(η
∗
+η−)
3 + (η∗−η+)
3].
(22)
Here the sign of b2 distinguishes between nematic and
chiral states, which have respectively real and complex
order parameters η. We assume b2 < 0 so that a nematic
state is energetically favorable. The sixth-order terms in
F capture the crystalline anisotropy. The sign of b3 de-
termines whether η is pinned to be perpendicular or par-
allel to one of the three mirror planes, for example, along
x or y direction. Because of the lattice anisotropy, a con-
tinuous nematic vortex described by (10) is energetically
unfavorable. Nevertheless, a discrete vortex can be real-
ized around the core where three nematic domains meet,
as illustrated in Fig. 4. Indeed, a recent experiment on
the specific heat of CuxBi2Se3 under magnetic field has
indicated the existence of multiple nematic domain walls
within one sample22. Therefore, a discrete nematic vor-
tex may naturally appear due to local disorder or strain
effects.
To numerically study the discrete vortex, we regularize
the Hamiltonian (1) on a triangular lattice. Two repre-
sentative types of discrete vortex are studied. In type
I, η within each domain is parallel to a mirror plane.
The bulk of each domain is therefore fully gapped, as
illustrated in Fig. 1(b). The numerical calculation for
kz = 0 indicates that there are four zero modes. Two of
them are localized around the core center and the other
two are bound to edges[see Fig. 4(a)], which are expected
from the analysis of the continuous vortex. At finite kz,
the two zero modes localized around the core evolve into
two branches that disperse linearly with kz as shown in
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FIG. 4: (a) and (b) Type I discrete nematic vortex. (a) Real space local density of states (LDOS) corresponding to one of
the four modes at kz = 0 that have nearly zero energy (∼ 5 × 10−4µ). The three dashed lines mark the boundaries between
different nematic domains, which also coincide with the three mirror planes. The nematic order parameter is uniform within
each domain and its direction is illustrated by the arrow. (b) The red lines indicate the kz dispersion of states localized near the
core center. The shaded region illustrates the bulk excitation continuum. The blue lines show the minimum energy excitation
of a uniform state with η along y direction. Parameter values are (λ1, λ3, λ2) = (1, 1, 0.2). (c) and (d) Corresponding plots for
type II discrete nematic vortex. In (d) the blue lines show the minimum energy excitation of a uniform state with η along x
direction.
Fig. 4(b) and therefore can be identified as helical Majo-
rana modes.
In type II, η within each domain is perpendicular to
a mirror plane. The bulk of each domain in this case is
gapless, and the point nodes are at kz 6= 0, as shown in
Fig. 1(a). There are still two zero modes localized around
the core for kz = 0, at which the bulk is fully gapped. At
finite kz, the helical modes merge into the bulk excitation
continuum. The bulk excitations of the discrete vortex
structure become gapless at a finite kz (Fig. 4(d)). The
exact values of kz where the bulk excitation minimum
are located are slightly different for the domain structure
and the uniform state due to the presence of domain core
and finite size effects. As kz may not be conserved in the
presence of disorder, the zero modes in type II vortex are
not as robust as those in type I.
The energy cost of a domain wall scales linearly with
the area of the interface between two domains. This
energy cost could be remedied by studying a sample
with mesoscopic geometries41. Another possibility that
discrete vortices could be stabilized is due to Imry-Ma
scenario42, as the nematic order parameter can couple to
local disorder or strain field17.
V. DISCUSSION
The presence of the Majorana Kramers pair will lead to
an enhanced density of states (DOS) near the vortex core
at zero energy. To probe the enhanced DOS, it would be
favorable to study materials in a thin film geometry so
that the motion along z is quantized. Scanning tunneling
microscope (STM) is particularly suitable to search for
the zero modes. STM has been successfully used to detect
Majorana modes in different schemes9,43, and to identify
nematic states in the quantum Hall regime44. Within
each nematic domain of MxBi2Se3, the nematic order
parameter will lead to a two-fold anisotropy in electronic
band structure, which should be detectable in quasipar-
ticle interference pattern in STM45–47. Different nematic
domains will have different interference pattern, and thus
can also be distinguished.
In summary, a nematic vortex can be realized in odd-
parity topological superconductors. It is an unusual type
of topological defect that preserves time reversal symme-
try and binds a Kramers pair of Majorana modes. Other
interesting properties of nematic odd-parity topological
superconductors are likely to await discovery.
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Appendix A: Analytic solution to zero modes in
nematic vortex
In this appendix, we present the details of obtaining
analytic solution to Majorana zero modes. Equation (13)
is an ansatz to zero modes of Hamiltonian (11). Wave
functions ξ1,2 satisfy the following equations:
h˜0ξ1 + λ1h1ξ
∗
2 − λ2h˜2ξ∗1 = 0,
h˜0ξ
∗
2 − λ1h1ξ1 − λ2h˜2ξ2 = 0,
(A1)
where h˜0 and h˜2 are given by:
h˜0 =e
−iφh0eiφ = −β(∂2ρ +
1
ρ
∂ρ − 1
ρ2
)− µ,
h˜2 =e
−iφh2e−iφ = −η(∂ρ + 1
2ρ
).
(A2)
7It is important to note that h1 = ih˜2, which makes ana-
lytic solution possible. Equation (A1) reduces to:
h˜0ξ1 + h˜2(iλ1ξ
∗
2 − λ2ξ∗1) = 0,
h˜0ξ
∗
2 − h˜2(iλ1ξ1 + λ2ξ2) = 0.
(A3)
To proceed we make the following ansatz:(
ξ1, ξ2
)
=
(
u, v
)
ξ,
ξ = NJ1(
√
1− (ΛηkF /2µ)2kF ρ) exp(−Λη
2β
ρ),
(A4)
where u, v and Λ are parameters that need to be deter-
mined. N is just a normalization factor. Ansatz in (A4)
is proposed based on the following identity:
(h˜0 + Λh˜2)ξ = 0. (A5)
Equation (A3) then simplifies to an algebraic equation:
−Λu+ iλ1v∗ − λ2u∗ = 0,
Λv∗ + iλ1u+ λ2v = 0.
(A6)
When u and v are decomposed into their real and imagi-
nary parts, equation (A6) can be viewed as an eigenprob-
lem with Λ as the eigenvalue. There are two eigenvalues
±
√
λ21 + λ
2
2. We choose Λ =
√
λ21 + λ
2
2 so that the zero
modes are exponentially confined to the center. Given
Λ =
√
λ21 + λ
2
2, there are two solutions for (u, v):
(u1, v1) =
[
i(λ2 +
√
λ21 + λ
2
2), λ1
]
,
(u2, v2) =
(− v1, u∗1), (A7)
where λ1,2 ≥ 0 is assumed without loss of generality.
(u1, v1) leads to the solution in (14). (u2, v2) does not
give rise to an independent solution but just switches the
definition of γ†↑ and γ
†
↓.
Appendix B: Cone geometry
In this appendix, we present some mathematical prop-
erties on the cone geometry. The coordinate on a cone
is (ρ, φ), where ρ is the radial coordinate measured from
the tip of the cone, and φ is the azimuthal angle. The
gradient and Laplace operators on the cone are
∇ = ∂ρρˆ+ 1
ρ sin θ
∂φφˆ,
∇2 = ∂2ρ +
1
ρ
∂ρ +
1
ρ2 sin2 θ
∂2φ,
(B1)
where ρˆ and φˆ are respectively the unit vectors along
the radial and the azimuthal direction. θ is half of the
opening angle of the cone, as shown in Fig. 3(b). The fol-
lowing identities are used to derive the Laplace operator
from the gradient operator:
∂ρφˆ = 0, ∂φρˆ = sin θφˆ. (B2)
We now show how the Hamiltonian in (15) and (16)
are derived on the cone geometry. The kinetic energy
has a simple connection to the Laplace operator: h0 =
βk2⊥ − µ = −β∇2 − µ. The pairing order parameter η
varies in space in the following way:
η = η(cosφ0ρˆ+ sinφ0φˆ), (B3)
where φ0 is the angle between the order parameter η and
the radial direction. In the main text, we have set φ0 = 0.
h1 has the expression:
h1 = −i(η · ∇+∇ · η)/2
= −i(η cosφ0)(∂ρ + 1
2ρ
)− iη sinφ0
ρ sin θ
∂φ.
(B4)
When φ0 = 0, the nematic order parameter η is par-
allel to the radial direction, providing a confinement po-
tential. As φ0 increases, the confinement along radial di-
rection becomes weaker. In the special case of φ0 = pi/2,
the confinement is completely lost and there are no zero-
energy modes. Therefore, the presence of zero modes
in the nematic vortex of a polar p-wave superconductor
requires that φ0 is not pi/2.
Finally, the orthonormal basis functions on the trun-
cated cone are:
fq,j(ρ, φ) =
eiqφ√
2pi
×
√
2
L
sin jpiL (ρ− Rsin θ + L)√
sin θρ
, (B5)
where q and j are integer numbers. fq,j vanishes at the
two edges of the truncated cone. The energy spectrum on
the cone geometry is obtained by expanding wave func-
tions in terms of fq,j .
Appendix C: Analytic solution to the flat band of
zero modes
In this appendix, we present analytic solutions to the
flat band of zero modes in the nematic vortex of a polar p-
wave superconductor. Here we consider a disk geometry
with no hole (L = R) and an infinite radius(R → +∞).
The qth zero modes centered around the origin is pre-
sented in (19). The wave function ψq(ρ) satisfies the
following equation:
[
β(∂2ρ +
1
ρ
∂ρ− q
2
ρ2
) +µ+ λ1η(∂ρ +
1
2ρ
)
]
ψq(ρ) = 0, (C1)
which has the analytic solution
ψq(ρ) = NJq(
√
1− (λ1ηkF /2µ)2kF ρ) exp(−λ1η
2β
ρ),
(C2)
where Jq is the qth Bessel function. It is interesting to
note that there is a zero-energy solution for every integer
q on the disk with infinite radius. As |q| increases, ψq(ρ)
moves away from the origin. On a finite-radius disk, there
are also zero modes bound to the outer edge, which can
8hybridize with ψq(ρ) if the latter has a significant proba-
bility near the outer edge. Therefore, the number of zero
modes on a finite-radius disk is finite, but it increases as
R increases.
To gain a deeper insight, we revisit the problem of a
superconducting vortex with an odd winding number in
a polar p-wave superconductor48. The effective Hamilto-
nian is:
Hq = (βk
2 − µ)τz + [1
2
(κk− + k−κ)τ+ + h.c], (C3)
where κ = η exp[i(2q + 1)φ] represents the vortex with
winding number 2q + 1, where q is an integer. In polar
coordinates, we have:
1
2
(κk− + k−κ) = ηei2qφ
[− i(∂ρ + 2q + 1
2ρ
)− ∂φ
ρ
]
. (C4)
It is known that Hq supports one zero energy mode
48.
We look for zero mode of the following form:
[ieiqφ, e−iqφ]Tψq(ρ). (C5)
Here the wave function ψq(ρ) should satisfy
[
β(∂2ρ +
1
ρ
∂ρ − q
2
ρ2
) + µ+ η(∂ρ +
1
2ρ
)
]
ψq(ρ) = 0, (C6)
which shares exactly the same form as (C1). This pro-
vides another point of view on the reason why a polar p-
wave superconductor supports a flat band of zero modes
in the presence of a nematic vortex.
1 A. Y. Kitaev, Physics-Uspekhi 44, 131 (2001).
2 N. Read and D. Green, Phys. Rev. B 61, 10267 (2000).
3 D. A. Ivanov, Phys. Rev. Lett. 86, 268 (2001).
4 A. Y. Kitaev, Annals of Physics 303, 2 (2003).
5 L. Fu and C. L. Kane, Phys. Rev. Lett. 100, 096407 (2008).
6 J. D. Sau, R. M. Lutchyn, S. Tewari, and S. Das Sarma,
Phys. Rev. Lett. 104, 040502 (2010).
7 R. M. Lutchyn, J. D. Sau, and S. Das Sarma, Phys. Rev.
Lett. 105, 077001 (2010).
8 S. M. Albrecht, A. Higginbotham, M. Madsen, F. Kuem-
meth, T. S. Jespersen, J. Nyg˚ard, P. Krogstrup, and
C. Marcus, Nature 531, 206 (2016).
9 H.-H. Sun, K.-W. Zhang, L.-H. Hu, C. Li, G.-Y. Wang, H.-
Y. Ma, Z.-A. Xu, C.-L. Gao, D.-D. Guan, Y.-Y. Li, C. Liu,
D. Qian, Y. Zhou, L. Fu, S.-C. Li, F.-C. Zhang, and J.-F.
Jia, Phys. Rev. Lett. 116, 257003 (2016).
10 X.-L. Qi, T. L. Hughes, S. Raghu, and S.-C. Zhang, Phys.
Rev. Lett. 102, 187001 (2009).
11 L. Fu and E. Berg, Phys. Rev. Lett. 105, 097001 (2010).
12 A. Keselman, L. Fu, A. Stern, and E. Berg, Phys. Rev.
Lett. 111, 116402 (2013).
13 C. Schrade, A. A. Zyuzin, J. Klinovaja, and D. Loss, Phys.
Rev. Lett. 115, 237001 (2015).
14 F. Zhang, C. L. Kane, and E. J. Mele, Phys. Rev. Lett.
111, 056402 (2013).
15 X.-J. Liu, C. L. M. Wong, and K. T. Law, Phys. Rev. X
4, 021018 (2014).
16 Z.-q. Bao and F. Zhang, arXiv:1607.04303 (2016).
17 L. Fu, Phys. Rev. B 90, 100509 (2014).
18 Y. S. Hor, A. J. Williams, J. G. Checkelsky, P. Roushan,
J. Seo, Q. Xu, H. W. Zandbergen, A. Yazdani, N. P. Ong,
and R. J. Cava, Phys. Rev. Lett. 104, 057001 (2010).
19 S. Sasaki, M. Kriener, K. Segawa, K. Yada, Y. Tanaka,
M. Sato, and Y. Ando, Phys. Rev. Lett. 107, 217001
(2011).
20 N. Levy, T. Zhang, J. Ha, F. Sharifi, A. A. Talin, Y. Kuk,
and J. A. Stroscio, Phys. Rev. Lett. 110, 117001 (2013).
21 K. Matano, M. Kriener, K. Segawa, Y. Ando, and G.-q.
Zheng, Nat. Phys. 12, 852 (2016).
22 S. Yonezawa, K. Tajiri, S. Nakata, Y. Nagai, Z. Wang,
K. Segawa, Y. Ando, and Y. Maeno, Nat. Phys. 13, 123
(2017).
23 Y. Pan, A. Nikitin, G. Araizi, Y. Huang, Y. Matsushita,
T. Naka, and A. De Visser, Sci. Rep. 6, 28632 (2016).
24 T. Asaba, B. J. Lawson, C. Tinsman, L. Chen, P. Corbae,
G. Li, Y. Qiu, Y. S. Hor, L. Fu, and L. Li, Phys. Rev. X
7, 011009 (2017).
25 T. Hashimoto, K. Yada, A. Yamakage, M. Sato, and
Y. Tanaka, J. Phys. Soc. Jpn. 82, 044704 (2013).
26 Y. Nagai and Y. Ota, Phys. Rev. B 94, 134516 (2016).
27 J. W. F. Venderbos, V. Kozii, and L. Fu, Phys. Rev. B
94, 094522 (2016).
28 V. Kozii, J. W. Venderbos, and L. Fu, Sci. Adv. 2,
e1601835 (2016).
29 J. W. F. Venderbos, V. Kozii, and L. Fu, Phys. Rev. B
94, 180504 (2016).
30 S.-K. Yip, Phys. Rev. B 87, 104505 (2013).
31 F. Zhang, C. L. Kane, and E. J. Mele, Phys. Rev. Lett.
111, 056403 (2013).
32 S. A. Yang, H. Pan, and F. Zhang, Phys. Rev. Lett. 113,
046401 (2014).
33 M. Sigrist and K. Ueda, Rev. Mod. Phys. 63, 239 (1991).
34 J. C. Y. Teo and C. L. Kane, Phys. Rev. B 82, 115120
(2010).
35 F. Gygi and M. Schlu¨ter, Phys. Rev. B 43, 7609 (1991).
36 T. Kawakami and X. Hu, Phys. Rev. Lett. 115, 177001
(2015).
37 I. Martin and A. F. Morpurgo, Phys. Rev. B 85, 144505
(2012).
38 Y. Li, D. Wang, and C. Wu, New Journal of Physics 15,
085002 (2013).
39 A. C. Potter and P. A. Lee, Phys. Rev. Lett. 112, 117002
(2014).
40 Y. Baum, T. Posske, I. C. Fulga, B. Trauzettel, and
A. Stern, Phys. Rev. Lett. 114, 136801 (2015).
41 S. B. Chung, H. Bluhm, and E.-A. Kim, Phys. Rev. Lett.
99, 197002 (2007).
42 Y. Imry and S.-k. Ma, Phys. Rev. Lett. 35, 1399 (1975).
43 S. Nadj-Perge, I. K. Drozdov, J. Li, H. Chen, S. Jeon,
J. Seo, A. H. MacDonald, B. A. Bernevig, and A. Yazdani,
Science 346, 602 (2014).
44 B. E. Feldman, M. T. Randeria, A. Gyenis, F. Wu, H. Ji,
9R. Cava, A. H. MacDonald, and A. Yazdani, Science 354,
316 (2016).
45 J. S. Hofmann, R. Queiroz, and A. P. Schnyder, Phys.
Rev. B 88, 134505 (2013).
46 A. Farrell, M. Beaudry, M. Franz, and T. Pereg-Barnea,
Phys. Rev. B 91, 134510 (2015).
47 F. Lambert, A. Akbari., P. Thalmeier, and I. Eremin,
Phys. Rev. Lett. 118, 087004 (2017).
48 G. Volovik, JETP Letters 70, 609 (1999).
