Structure of 1-RSB asymptotic Gibbs measures in the diluted p-spin
  models by Panchenko, Dmitry
ar
X
iv
:1
30
8.
19
44
v1
  [
ma
th.
PR
]  
8 A
ug
 20
13
Structure of 1-RSB asymptotic Gibbs measures
in the diluted p-spin models
Dmitry Panchenko∗
Abstract
In this paper we study asymptotic Gibbs measures in the diluted p-spin models in the so
called 1-RSB case, when the overlap takes two values q∗,q∗ ∈ [0,1]. When the external field is
not present and the overlap is not equal to zero, we prove that such asymptotic Gibbs measures
are described by the Me´zard-Parisi ansatz conjectured in [8]. When the external field is present,
we prove that the overlap can not be equal to zero and all 1-RSB asymptotic Gibbs measures are
described by the Me´zard-Parisi ansatz. Finally, we give a characterization of the exceptional
case when there is no external field and the smallest overlap value q∗ = 0, although it does
not go as far as the Me´zard-Parisi ansatz. Our approach is based on the cavity computations
combined with the hierarchical exchangeability of pure states.
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1 Introduction and main result
In [8], Me´zard and Parisi studied the diluted p-spin model for p = 2 and described the structure
of the Gibbs measure in the infinite-volume limit together with the corresponding formula for the
free energy. They only formulated the 1-step replica symmetry breaking (1-RSB) solution, but their
ansatz has a natural extension to the general r-RSB case. It is expected that the same solution is
valid for other diluted models as well, for example, for the random K-sat model and, possibly, for
most mean field spin glass models. The origin of the Me´zard-Parisi ansatz was partially explained
in [13] via the hierarchical exchangeability of pure states combined with the hierarchical version
of the Aldous-Hoover representation proved in [2]. However, as was also explained in [13], some
obstacles still remain in the form of additional symmetries between pure states, expressed by saying
that ‘multi-overlaps between pure states are determined by their overlaps’. In this paper, we will
prove the 1-RSB Me´zard-Parisi ansatz for diluted p-spin models in the case when the external field
is present or when the overlap is not equal to zero. We will also show that the overlap can not be
equal to zero in the presence of the external field. In the case when there is no external field and
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the smallest overlap value is zero, our approach will give information only about ‘odd moments’
and we will not be able to recover the Me´zard-Parisi ansatz completely.
Most of our approach is rather general and can be extended to the r-RSB case, as well as to
other models, such as the random K-sat model. However, the last step in the argument uses the
special form of the p-spin model in a rather ad hoc way, and improving upon this could lead to
progress in the general r-RSB case and for other diluted models. To understand the motivation for
what we do in this paper, one should at least read the introduction in [13], even though we will
repeat all necessary definitions. In [13], we used the random K-sat model as an example to illustrate
the general approach, but the same results hold for the diluted p-spin models practically verbatim.
The only place in [13] where the specific form of the K-sat model was used was in Lemma 1,
where the self-averaging of the free energy was proved, and one can easily check that the same
proof works for the diluted p-spin model.
Consider an integer p ≥ 2, the connectivity parameter λ > 0, the inverse temperature β > 0
and the external field h ∈ R. Consider a random function
θ(σ1, . . . ,σp) = βgσ1 · · ·σp (1)
on {−1,+1}p, where g is a standard Gaussian random variable. Let (θk)k≥1 be a sequence of
independent copies of the function θ , defined in terms of independent copies (gk)k≥1 of g. Then,
using this sequence, the Hamiltonian HN(σ) of the diluted p-spin model on the space of spin
configurations ΣN = {−1,+1}N is defined by
HN(σ) = ∑
k≤pi(λN)
θk(σi1,k , . . . ,σip,k)+h ∑
1≤i≤N
σi, (2)
where pi(λN) is a Poisson random variable with the mean λN and the indices (i j,k) j,k≥1 are i.i.d.
uniform on {1, . . . ,N}. The quantity
FN =
1
N
E log ∑
σ∈ΣN
expHN(σ) (3)
is called the free energy of the model, and the probability measure on ΣN defined by
GN(σ) =
1
ZN
expHN(σ) (4)
is called the Gibbs measure, where the normalizing factor ZN is called the partition function. The
main goal in this model, as in other spin glass models, is to compute the limit of the free energy FN
in the infinite-volume limit N → ∞. In particular, any small perturbations of the Hamiltonian that
do not affect the limit of the free energy are allowed, as long as they yield some useful information
about the Gibbs measure. In this paper, we will utilize perturbations of two kinds to ensure that
in the infinite-volume limit the Gibbs measure satisfies the Ghirlanda-Guerra identities and cavity
equations. These perturbations will be reviewed in Section 2.
Before we state our main result, let us first recall the definition of asymptotic Gibbs measures
introduced in [12] and also used in [13] (see [3] for a different approach via exchangeable random
measures).
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Asymptotic Gibbs measures. Let (σ ℓ)ℓ≥1 be an i.i.d. sequence of replicas from the Gibbs measure
GN and let µN be the joint distribution of the array of all spins on all replicas (σ ℓi )1≤i≤N,ℓ≥1 under
the average product Gibbs measure EG⊗∞N ,
µN
({
σ ℓi = a
ℓ
i : 1 ≤ i ≤ N,1 ≤ ℓ≤ n
})
= EG⊗nN
({
σ ℓi = a
ℓ
i : 1 ≤ i≤ N,1 ≤ ℓ≤ n
}) (5)
for any n ≥ 1 and any aℓi ∈ {−1,+1}. We extend µN to a distribution on {−1,+1}N×N simply by
setting σ ℓi = 1 for i≥ N+1. Let M denote the set of all possible limits of (µN) over subsequences
with respect to the weak convergence of measures on the compact product space {−1,+1}N×N.
Notice that the distribution of the Hamiltonian (2) is invariant under the permutations of the
coordinates of σ . Because of this property, called the symmetry between sites, all measures in M
inherit from µN the invariance under the permutation of both spin and replica indices i and ℓ. By
the Aldous-Hoover representation [1], [6] for such distributions, for any µ ∈ M , there exists a
measurable function s : [0,1]4 →{−1,+1} such that µ is the distribution of the array
sℓi = s(w,uℓ,vi,xi,ℓ), (6)
where the random variables w,(uℓ),(vi),(xi,ℓ) are i.i.d. uniform on [0,1]. The function s is defined
uniquely for a given µ ∈M up to measure-preserving transformations (Theorem 2.1 in [7]), so we
can identify the distribution µ of array (sℓi ) with s. Since s takes values in {−1,+1}, the distribution
µ can be encoded by the function
σ(w,u,v) = Ex s(w,u,v,x), (7)
where Ex is the expectation in x only. The last coordinate xi,ℓ in (6) is independent for all pairs
(i, ℓ), so it plays the role of ‘flipping a coin’ with the expected value σ(w,uℓ,vi). Therefore, given
the function (7), we can redefine s by
s(w,uℓ,vi,xi,ℓ) = 2I
(
xi,ℓ ≤
1+σ(w,uℓ,vi)
2
)
−1 (8)
without affecting the distribution of the array (sℓi ).
We can also view the function σ in (7) in a more geometric way as a random measure on
the space of functions, as follows. Let du and dv denote the Lebesgue measure on [0,1] and let us
define a (random) probability measure
G = Gw = du◦
(
u → σ(w,u, ·)
)−1 (9)
on the space of functions of v ∈ [0,1],
H = L2
(
[0,1],dv
)
∩
{
‖σ‖∞ ≤ 1
}
, (10)
equipped with the topology of L2([0,1],dv). We will denote by σ 1 · σ 2 the scalar product in
L2([0,1],dv) and by ‖σ‖ the corresponding L2 norm. The random measure G in (9) is called
an asymptotic Gibbs measure. The whole process of generating spins can be broken into several
steps:
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(i) generate the Gibbs measure G = Gw using the uniform random variable w;
(ii) consider an i.i.d. sequence σ ℓ = σ(w,uℓ, ·) of replicas from G, which are functions in H;
(iii) plug in i.i.d. uniform random variables (vi)i≥1 to obtain the array σ ℓ(vi) = σ(w,uℓ,vi);
(iv) finally, use this array to generate spins as in (8).
The Me´zard-Parisi ansatz in [8] predicts that all asymptotic Gibbs measures (possibly, under a
small perturbation of the Hamiltonian) have a very special structure. We will not repeat here what
this structure is expected to be in general (see [13] for details) and will only describe it in the so
called 1-RSB case considered in [8].
The 1-RSB Me´zard-Parisi ansatz. Suppose that an asymptotic Gibbs measure G is such that,
with probability one over the choice of this random measure, the scalar product σ 1 ·σ 2 (also called
the overlap) of points σ 1 and σ 2 in the support of G can take one of the two non-random values
q∗ < q∗. In fact, this just means that the self-overlap is always σ 1 ·σ 1 = q∗, so that the measure G
is supported on the sphere ‖σ‖2 = q∗, and the overlap of two different points is σ 1 ·σ 2 = q∗. Of
course, this also means that the measure G is purely atomic,
G(σα) =Vα for α ∈ N, (11)
and we will assume that the atoms, which are called the pure states, are always enumerated in the
decreasing order of their weights, V1 > V2 > .. . > Vα > .. .. For simplicity of notation, we will
keep the dependence of the function σα and the weights Vα on w implicit. Notice that in order to
describe the distributions of all spins generated in steps (i) – (iv) above, in the 1-RSB case we need
to describe the joint distribution of the weights (Vα)α∈N and the array (σα(vi))α,i∈N. The 1-RSB
Me´zard-Parisi ansatz predicts the following.
(a) The weights (Vα)α∈N and the array (σα(vi))α,i∈N are independent.
(b) The weights (Vα)α∈N have the Poisson-Dirichlet distribution PD(ζ ) for some ζ ∈ (0,1).
(c) There exists a function f : [0,1]3 → [−1,1] such that
(
σα(vi)
)
α,i∈N
d
=
( f (ω,ω i,ω iα))α,i∈N, (12)
where all ω,ω i,ω iα are i.i.d. random variables with the uniform distribution on [0,1].
Let us discuss these properties in more detail. First of all, when we sample replicas (σ ℓ) from the
Gibbs measure G, we sample them from the list of pure states (σα)α∈N in H according to weights
(Vα)α∈N, which have the Poisson-Dirichlet distribution PD(ζ ). We remind that if (xα)α∈N is the
decreasing enumeration of a Poisson process on (0,∞) with the mean measure ζ x−1−ζ dx for some
ζ ∈ (0,1) then the distribution of the sequence
Vα =
xα
∑α≥1 xα
(13)
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is called the Poisson-Dirichlet distribution PD(ζ ). It is well known (see e.g. Section 2.2 in [11])
that the parameter
ζ = 1−E ∑
α≥1
V 2α = E ∑
α 6=β
VαVβ
represents the probability that two pure states sampled according to (Vα) will be different. Then,
independently from the weights of the pure states, we generate the array (σα(vi))α,i∈N as in (12).
The random variable σα(vi) is called the magnetization of the ith spin inside the pure state α
and, for a fixed ω , the function f (ω, · , ·) in (12) represents the functional order parameter of
the Me´zard-Parisi ansatz. Conditionally on this auxiliary randomness ω , the spin magnetizations
are generated independently over i ≥ 1 and, for each i, are generated in a completely symmetric
exchangeable fashion over the pure states α ≥ 1. For example, (12) implies that the multi-overlaps
∫
σα1(v) · · ·σαn(v)dv
of pure states α1, . . . ,αn (not necessarily all different) are equal in distribution to
Ei f (ω,ω i,ω iα1) · · · f (ω,ω i,ω iαn),
where Ei denotes the expectation in the random variables ω i,(ω iα)α≥1. Obviously, this quantity
depends only on the values
I(αℓ = αℓ′) = I(σαℓ ·σαℓ′ = q
∗) for 1 ≤ ℓ, ℓ′ ≤ n
determined by the overlaps between pure states, so, in other words, multi-overlaps are determined
by the overlaps.
We will prove the 1-RSB Me´zard-Parisi ansatz under a small perturbation of the Hamiltonian
(2). In the next section, we will define a slightly modified Hamiltonian
HpertN (σ) = HN(σ)+h
pert
N (σ) (14)
for some small perturbation hpertN (σ) that does not affect the limit of the free energy and, from
now on, consider asymptotic Gibbs measures corresponding to this perturbed Hamiltonian. The
perturbation will force the asymptotic Gibbs measures to satisfy several properties sufficient to
prove the following.
Theorem 1 If h = 0 then any 1-RSB asymptotic Gibbs measure such that q∗ 6= 0 satisfies the
Me´zard-Parisi ansatz. If h 6= 0 then q∗ 6= 0 and any 1-RSB asymptotic Gibbs measure satisfies the
Me´zard-Parisi ansatz.
In the next section, we will also complement Theorem 1 and explain what happens when h = 0
and q∗ = 0. We should also mention that, in general, Theorem 1 by itself does not say anything
about the free energy. However, if h 6= 0 and one could show that, in some region of parameters
(λ ,β ), all asymptotic Gibbs measures are 1-RSB then one could also recover the Me´zard-Parisi
1-RSB formula for the free energy when p≥ 2 is even, using [4, 9]. For the case h = 0, it would be
sufficient to show that for all small enough h 6= 0, all asymptotic Gibbs measures are 1-RSB. Then
one could also recover the formula for the free energy by letting h go to zero.
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In the next section, we will describe two kinds of perturbation of the Hamiltonian and the
corresponding properties they ensure—some consequences of the Ghirlanda-Guerra identities and
the cavity equations. In Section 3, we will rewrite the cavity equations specifically for the 1-RSB
case and in Section 4, using the properties of the Poisson-Dirichlet distribution of the pure state
weights, we will deduce a variant of the cavity equations for the pure states. In Section 5, we will
prove the key consequence of the cavity equations, and in Section 6 we will use it to prove Theorem
1 in the case when h = 0. In Section 7, we will study the case when q∗ = 0, and in Section 8 we
will prove Theorem 1 in the case when h 6= 0.
2 Properties of Gibbs measures via perturbations
The perturbation term hpertN (σ) in (14) will consist of two parts,
hpertN (σ) = h
1
N(σ)+h2N(σ). (15)
Each part will be responsible for a certain property of the asymptotic Gibbs measures.
Perturbation of the first kind. For each ℓ≥ 1, let us consider the process gN,ℓ(σ) on {−1,+1}N
given by
gN,ℓ(σ) =
1
Nℓ/2 ∑1≤i1,...,iℓ≤N gi1,...,iℓσi1 . . .σiℓ, (16)
where (gi1,...,iℓ) are i.i.d. standard Gaussian random variables, and define
h1N(σ) = sN ∑
ℓ≥1
2−ℓxNℓ gN,ℓ(σ), (17)
where sN = Nγ for any γ ∈ (1/4,1/2) and parameters xNℓ ∈ [0,3] for all ℓ≥ 1. In Section 2 in [13]
it was explained that this perturbation does not affect the limit of the free energy and, for some
choice of parameters xN = (xNℓ )ℓ≥1, all asymptotic Gibbs measures satisfy the Ghirlanda-Guerra
identities [5]. We will not repeat the definition of the Ghirlanda-Guerra identities here and will only
mention their main consequences proved in Theorem 1 in [13] (more precisely, the consequences
of the invariance principle discovered in [10] that follows from the Ghirlanda-Guerra identities).
Namely, Theorem 1 and the discussion right after the Corollary 1 in [13] imply that any 1-RSB
asymptotic Gibbs measure satisfies the properties (a) and (b) in the 1-RSB Me´zard-Parisi ansatz
and property (c) is replaced with
(c)′ There exists a function f : [0,1]4 → [−1,1] such that
(
σα(vi)
)
α,i∈N
d
=
( f (ω,ωα ,ω i,ω iα))α,i∈N, (18)
where all ω,ωα ,ω i,ω iα are i.i.d. random variables with the uniform distribution on [0,1].
This means that our main goal now is to show that we can replace f on the right hand side of
(18) by a function that does not depend on ωα , proving the representation (12) that encodes a
much simpler and much more symmetric structure than (18). As we already mentioned above, in
the case when q∗ = 0, we will not be able to prove Theorem 1 and, instead, give the following
characterization.
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Theorem 2 For almost all (ω,ωα ,ω i), the conditional distribution of f (ω,ωα ,ω i,ω iα) in (18)
given (ω,ωα ,ω i) is symmetric if and only if q∗ = 0.
Both Theorem 1 and Theorem 2 will be deduced from (18) and the cavity equations that can be
proved with the help of the following perturbation.
Perturbation of the second kind. Consider a sequence (cN) such that cN ↑∞ and |cN+1−cN |→ 0.
Consider an i.i.d. sequence of indices (i j,k,ℓ) j,k,ℓ≥1 with the uniform distribution on {1, . . . ,N}, let
pi(cN) be a Poisson random variable with the mean cN , (piℓ(λ p))ℓ≥1 be i.i.d. Poisson with the mean
λ p, and (θℓ,k)ℓ,k≥1 are i.i.d. copies of the function (1). We define the second perturbation term by
h2N(σ) = ∑
ℓ≤pi(cN)
logAvexp
(
∑
k≤piℓ(λ p)
θℓ,k(σi1,k,ℓ, . . . ,σip−1,k,ℓ,ε)+hε
)
, (19)
where Av denotes the average over ε ∈{−1,+1}. Notice that the condition |cN+1−cN |→ 0 implies
that cN/N → 0 and, therefore, this perturbation also does not affect the limit of the free energy. The
perturbation (19) was introduced in [12] in order to prove the cavity equations for the spins. In a
few words, the main idea behind this perturbation is that it represents the affect on the Hamiltonian
of adding pi(cN) spins to the system and treating them as cavity coordinates. This adds some
stability to the Gibbs measure when we consider a finite number of additional coordinates as cavity
coordinates (they are lost inside the big crowd of pi(cN) cavity coordinates, so to speak) and this
stability allows one to prove the following cavity equations.
We will need to pick various sets of different spin coordinates in the array (sℓi ) in (6), and
it is inconvenient to enumerate them using one index i ≥ 1. Instead, we will use multi-indices
I = (i1, . . . , in) for n ≥ 1 and i1, . . . , in ≥ 1 and consider
sℓI = s(w,uℓ,vI,xI,ℓ), (20)
where all the coordinates are uniform on [0,1] and independent over different sets of indices. For
convenience, below we will separate averaging with respect to random variables that are indexed
by different replica indices ℓ, and for this purpose we will use the notation
sI = s(w,u,vI,xI). (21)
Now, take arbitrary integers n,m,q ≥ 1 such that n ≤ m. The index q will represent the number
of replicas selected, m will be the total number of spin coordinates and n will be the number of
cavity coordinates. For each replica index ℓ ≤ q we consider an arbitrary subset of coordinates
Cℓ ⊆ {1, . . . ,m} and split them into cavity and non-cavity coordinates,
C1ℓ =Cℓ∩{1, . . . ,n}, C2ℓ =Cℓ∩{n+1, . . . ,m}. (22)
The following quantities represent the cavity fields for i ≥ 1,
Ai(ε) = ∑
k≤pii(λ p)
θi,k(s1,i,k, . . . ,sp−1,i,k,ε)+hε, (23)
where ε ∈ {−1,+1}, (pii(λ p))i≥1 are i.i.d. Poisson random variables with the mean λ p, and
(θi,k)k,i≥1 are i.i.d. copies of the function (1). Let E′ denote the expectation in u and the random
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variables xI for all multi-indices I, and Av denote the uniform average over (εi)i≥1 in {−1,+1}N.
Define
Uℓ = E′Av ∏
i∈C1ℓ
εi ∏
i∈C2ℓ
si exp ∑
i≤n
Ai(εi) and V = E′Avexp ∑
i≤n
Ai(εi). (24)
Then Theorem 1 in [12] states that, for any asymptotic Gibbs measure, we have
E∏
ℓ≤q
E
′ ∏
i∈Cℓ
si = E∏
ℓ≤q
Uℓ
V
. (25)
The left hand side can be written using replicas as E∏ℓ≤q ∏i∈Cℓ sℓi , so it represent an arbitrary joint
moment of spins in the array (6). The right hand side expresses what happens to this joint moment
in the infinite-volume limit when we treat the first n spins as cavity coordinates. We will utilize
these cavity equations to show that the function f in (18) can be replaced by a function in (12) that
does not depend on the coordinate ωα .
Let us remark that the proof of the cavity equations in [12] was given only in the case when
h = 0, but it is identical in the case when h 6= 0. Simply, the cavity field has one additional term
hε . Also, the perturbations (17) and (19) were considered in [13] and [12] separately and not at
the same time as we do here. However, it is not difficult to see by inspecting the proofs there that
these two perturbations do not interfere with each other and we can obtain all the corresponding
consequences for the asymptotic Gibbs measures at the same time, i.e. (a), (b), (c)′ and (25). For
example, since the perturbation (17) is of a smaller order, its affect on the cavity fields will be
negligible and can be ignored in the proof of the cavity equations (25). On the other hand, since the
perturbation (19) is also of a smaller order, it does not affect the self-averaging of the free energy,
which was the main reason behind the Ghirlanda-Guerra identities.
3 Rewriting the cavity equations
In this section, we will rewrite the cavity equations (25) in the 1-RSB case using the discrete nature
of the Gibbs measure in (11) and the representation of spin magnetizations inside the pure states
stated in (18). This is nothing but a straightforward reformulation in a couple of steps. In the first
step, it will be convenient to extend the definition of the function θ in (1) from {−1,+1}p to
[−1,1]p as follows. Since the product σ1 · · ·σp in (1) takes only two values ±1, we can write
expθ(σ1, . . . ,σp) = ch(βg)(1+ th(βg)σ1 · · ·σp). (26)
In a moment, we will be averaging expθ over the coordinates σ1, . . . ,σp independently of each
other, so the resulting average will be of the same form with σi taking values in [−1,1]. We will
again represent this average as expθ with θ now defined by
θ(σ1, . . . ,σp) = log
(
ch(βg)(1+ th(βg)σ1 · · ·σp)
)
. (27)
Of course, on the set {−1,+1}p this definition coincides with (1).
Let us write E′ = EuEx, where Eu denote the expectation in u and Ex denotes the expectations
in the random variables xI for all multi-indices I. Recalling (7) and (21), we can write
s¯I := ExsI = σ(w,u,vI). (28)
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If, similarly to (23), we denote
¯Ai(ε) = ∑
k≤pii(λ p)
θi,k(s¯1,i,k, . . . , s¯p−1,i,k,ε)+hε (29)
then, using (26) and (27), we can write
Ex exp ∑
i≤n
Ai(ε) = exp ∑
i≤n
¯Ai(ε). (30)
Therefore, if similarly to (24) we define
¯Uℓ = EuAv ∏
i∈C1ℓ
εi ∏
i∈C2ℓ
s¯i exp ∑
i≤n
¯Ai(εi) and ¯V = EuAvexp ∑
i≤n
¯Ai(εi) (31)
then the cavity equations (25) can be rewritten as
E∏
ℓ≤q
Eu ∏
i∈Cℓ
s¯i = E∏
ℓ≤q
¯Uℓ
¯V
. (32)
Simply, we averaged out the random variables xI . Next, let us denote
¯Ai = logAvexp ¯Ai(ε) and ξi = Avε exp
¯Ai(ε)
Avexp ¯Ai(ε)
=
Avε exp ¯Ai(ε)
exp ¯Ai
. (33)
Then, (31) can be rewritten as
¯Uℓ = Eu ∏
i∈C1ℓ
ξi ∏
i∈C2ℓ
s¯i exp ∑
i≤n
¯Ai and ¯V = Eu exp ∑
i≤n
¯Ai. (34)
Finally, comparing the definition of the measure G in (9) with the fact that in the 1-RSB case the
measure G is discrete as in (11), the expectation Eu in u corresponds to averaging over the points
σα in the support of G with the weights Vα . We will use this observation simultaneously with the
property (18). Therefore, if we now define
sαI = f (ω,ωα ,ω I,ω Iα), (35)
Aαi (ε) = ∑
k≤pii(λ p)
θi,k(sα1,i,k, . . . ,sαp−1,i,k,ε)+hε, (36)
Aαi = logAvexpAαi (ε), (37)
ξ αi = Avε expA
α
i (ε)
AvexpAαi (ε)
=
Avε expAαi (ε)
expAαi
, (38)
and let Aα = ∑i≤n Aαi then (31) can be redefined by (using equality in distribution (18))
¯Uℓ = ∑
α≥1
Vα ∏
i∈C1ℓ
ξ αi ∏
i∈C2ℓ
sαi expAα and ¯V = ∑
α≥1
Vα expAα . (39)
Moreover, if we denote
V ′α =
Vα expAα
¯V
=
Vα expAα
∑α≥1Vα expAα
(40)
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then the cavity equations (32) take form
E∏
ℓ≤q
∑
α≥1
Vα ∏
i∈Cℓ
sαi = E∏
ℓ≤q
∑
α≥1
V ′α ∏
i∈C1ℓ
ξ αi ∏
i∈C2ℓ
sαi . (41)
We can also write this as
E ∑
α1,...,αq
Vα1 · · ·Vαq ∏
ℓ≤q
∏
i∈Cℓ
s
αℓ
i = E ∑
α1,...,αq
V ′α1 · · ·V
′
αq ∏
ℓ≤q
∏
i∈C1ℓ
ξ αℓi ∏
i∈C2ℓ
s
αℓ
i . (42)
In the next section, we will use this form of the cavity equations to obtain a different form directly
for the pure states that does not involve averaging over the pure states.
4 Cavity equations for the pure states
Let F be the σ -algebra generated by the random variables gi,k (the Gaussian coefficients of the
functions θi,k), pii(λ p),ω,ω I for various indices, excluding only the random variables ωα and ω Iα
that are indexed by α . Conditionally on F , let ( ˜ξ αi )i≤n be random vectors independent over α ≥ 1
with the distribution of (ξ αi )i≤n in (38) under the change of density
Rα :=
expζ Aα
Eα expζ Aα , (43)
where Eα denotes the expectation in the random variables ωα and ω Iα . Notice that this distribution
does not depend on α so, conditionally of F , ( ˜ξ αi )i≤n are i.i.d. for α ≥ 1. We will prove the
following.
Theorem 3 The equality in distribution holds (not conditionally on F ),
(
˜ξ αi
)
i≤n,α∈N
d
=
(
sαi
)
i≤n,α∈N. (44)
Proof. We begin by noticing that the property (18) implies that the overlap of two pure states
Rα,β := σα ·σβ =
∫ 1
0
σα(v)σβ (v)dv
d
= Ei f (ω,ωα ,ω i,ω iα) f (ω,ωβ ,ω i,ω iβ ), (45)
where Ei denotes the expectation in the random variables that depend on the spin index i. By the
1-RSB assumption, Rα,β = q∗ for α 6= β and Rα,β = q∗ for α = β . If we recall the definition (35),
this implies that
Rα,β = Ei sαi s
β
i = q∗ I(α 6= β )+q∗ I(α = β ). (46)
In the cavity equations (42), let us now make a special choice of the sets C2ℓ . For each pair (ℓ, ℓ′)
of replica indices such that 1 ≤ ℓ < ℓ′ ≤ q, take any integer nℓ,ℓ′ ≥ 0 and consider a set Cℓ,ℓ′ ⊆
{n+1, . . . ,m} of cardinality |Cℓ,ℓ′| = nℓ,ℓ′ . Let all these sets be disjoint, which can be achieved by
taking m = n+∑1≤ℓ<ℓ′≤q nℓ,ℓ′. For each ℓ≤ q, let
C2ℓ =
(⋃
ℓ′>ℓ
Cℓ,ℓ′
)⋃(⋃
ℓ′<ℓ
Cℓ′,ℓ
)
.
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Then a given spin index i ∈ {n+ 1, . . . ,m} appears in exactly two sets, say, C2ℓ and C2ℓ′ , and the
expectation of (42) in ω i,ω iαℓ ,ω iαℓ′ will produce a factor Ei s
αℓ
i s
αℓ′
i = Rαℓ,αℓ′ . For each pair (ℓ, ℓ
′),
there will be exactly nℓ,ℓ′ such factors, so averaging in (42) in the random variables ω i,ω iαℓ,ω iαℓ′
for all i ∈ {n+1, . . . ,m} will result in
E ∑
α1,...,αq
Vα1 · · ·Vαq ∏
ℓ<ℓ′
R
nℓ,ℓ′
αℓ,αℓ′ ∏
ℓ≤q
∏
i∈C1ℓ
s
αℓ
i = E ∑
α1,...,αq
V ′α1 · · ·V
′
αq ∏
ℓ<ℓ′
R
nℓ,ℓ′
αℓ,αℓ′ ∏
ℓ≤q
∏
i∈C1ℓ
ξ αℓi . (47)
Approximating by polynomials, we can replace ∏ℓ<ℓ′ R
nℓ,ℓ′
αℓ,αℓ′
by an indicator of the set
C =
{
(α1, . . . ,αq) | Rαℓ,αℓ′ = qℓ,ℓ′ for all 1 ≤ ℓ < ℓ
′ ≤ q
} (48)
for any choice of constraints qℓ,ℓ′ taking values q∗ or q∗. In fact, since the overlaps take only two
values, we can write this indicator as a finite linear combination of monomials with nℓ,ℓ′ taking
values 0 or 1. We can also write the set C as
C =
{
(α1, . . . ,αq) | αℓ = αℓ′ if and only if qℓ,ℓ′ = q∗
}
. (49)
Therefore, (47) implies
∑
(α1,...,αq)∈C
EVα1 · · ·Vαq ∏
ℓ≤q
∏
i∈C1ℓ
s
αℓ
i = ∑
(α1,...,αq)∈C
EV ′α1 · · ·V
′
αq ∏
ℓ≤q
∏
i∈C1ℓ
ξ αℓi . (50)
Using the property (a) of the Me`rard-Parisi ansatz, which as we mentioned is the consequence of
the perturbation of the first kind, we can rewrite the left hand side as
∑
(α1,...,αq)∈C
EVα1 · · ·Vαq E∏
ℓ≤q
∏
i∈C1ℓ
s
αℓ
i .
Moreover, it is obvious from the definition of the array sαi in (35) that the second expectation does
not depend on (α1, . . . ,αq) ∈C.
On the other hand, on the right hand side of (50) both V ′α and ξ αi depend on the same random
variables through the function Aαi (ε). However, the fact that by the property (b) of the Me´zard-
Parisi ansatz the sequence of weights (Vα) has the Poisson-Dirichlet distribution PD(ζ ) allows
us to overcome this obstacle as follows. We will consider the random variables V ′α and ξ αi as
functions of ωα and ω Iα for various multi-indices I, conditionally on the σ -algebra F defined
above the equation (43). Notice that, conditionally of F , the random pairs (Aα ,(ξ αi )i≤n) are i.i.d.
over α ≥ 1. Let ρ : N→ N be the map that rearranges the weights V ′α in (40) in the decreasing
order,
V ′ρ(1) >V
′
ρ(2) > .. . >V
′
ρ(α) > .. . .
Then Theorem 2.6 in [11] implies that
(
V ′ρ(α),
(ξ ρ(α)i )i≤n
)
α≥1
d
=
(
Vα ,
(
˜ξ αi
)
i≤n
)
α≥1
, (51)
where the two sequences on the right hand side over α ≥ 1 are independent, the sequence (Vα)α≥1
has the Poisson-Dirichlet distribution PD(ζ ), the random vectors ( ˜ξ αi )i≤n are i.i.d. over α ≥ 1
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and have the distribution of (ξ αi )i≤n under the change of density (43). Since the distribution of
the weights, PD(ζ ), does not depend on the condition, the two sequences are also independent
unconditionally. Together with the fact that ρ is a bijection (this is a consequence of Theorem 2.6
in [11] and is explained below equation (2.24) in [11]) and (ρ(α1), . . . ,ρ(αq)) ∈C if and only if
(α1, . . . ,αq) ∈C, the equation (51) implies that the right hand side of (50) can be written as
∑
(α1,...,αq)∈C
EV ′α1 · · ·V
′
αq ∏
ℓ≤q
∏
i∈C1ℓ
ξ αℓi = ∑
(ρ(α1),...,ρ(αq))∈C
EV ′ρ(α1) · · ·V
′
ρ(αq) ∏
ℓ≤q
∏
i∈C1ℓ
ξ ρ(αℓ)i
= ∑
(α1,...,αq)∈C
EVα1 · · ·Vαq ∏
ℓ≤q
∏
i∈C1ℓ
˜ξ αℓi = ∑
(α1,...,αq)∈C
EVα1 · · ·Vαq E∏
ℓ≤q
∏
i∈C1ℓ
˜ξ αℓi .
This proves that
∑
(α1,...,αq)∈C
EVα1 · · ·Vαq E∏
ℓ≤q
∏
i∈C1ℓ
s
αℓ
i = ∑
(α1,...,αq)∈C
EVα1 · · ·Vαq E∏
ℓ≤q
∏
i∈C1ℓ
˜ξ αℓi .
Again, the second expectation in the sum on the right does not depend on (α1, . . . ,αq) ∈ C and,
since the choice of the constraints in the definition of C was arbitrary, this proves that
E∏
ℓ≤q
∏
i∈C1ℓ
s
αℓ
i = E∏
ℓ≤q
∏
i∈C1ℓ
˜ξ αℓi (52)
for any α1, . . . ,αq ∈ N. Clearly, one can express any joint moment of the elements in these two
arrays by choosing q ≥ 1 large enough and choosing α1, . . . ,αq and the sets C1ℓ properly, so the
proof is complete. ⊓⊔
5 A consequence of the cavity equations
If we recall that Eα denotes the conditional expectation given the σ -algebra F (i.e. in the random
variables ωα and ω Iα) then, using replicas and (46), we can write for α,β ,γ,δ ∈ N all different,
E
(
Eαs
α
1 s
α
2 −Eαs
α
1 Eαs
α
2
)2
= Esα1 s
α
2 s
β
1 s
β
2 −2Es
α
1 s
α
2 s
β
1 s
γ
2 +Es
α
1 s
β
1 s
γ
2s
δ
2
= R2α,β −2Rα,β Rα,γ +Rα,β Rγ ,δ = (q∗)2−2(q∗)2 +(q∗)2 = 0. (53)
By Theorem 3, this implies that
0 = E ˜ξ α1 ˜ξ α2 ˜ξ β1 ˜ξ β2 −2E ˜ξ α1 ˜ξ α2 ˜ξ β1 ˜ξ γ2 +E ˜ξ α1 ˜ξ β1 ˜ξ γ2 ˜ξ δ2 = E
(
Eα
˜ξ α1 ˜ξ α2 −Eα ˜ξ α1 Eα ˜ξ α2
)2
and, therefore, Eα ˜ξ α1 ˜ξ α2 =Eα ˜ξ α1 Eα ˜ξ α2 almost surely. If we recall that, conditionally on F , ( ˜ξ αi )i≤n
have the distribution of (ξ αi )i≤n under the change of density (43), we can rewrite this as
Eαξ α1 ξ α2 Rα = Eαξ α1 Rα Eαξ α2 Rα (54)
almost surely. Since this equation involves only two spin coordinates i = 1,2, we can take n = 2 in
the definition of Rα as well, so that (recall (37))
expζ Aα = expζ Aα1 expζ Aα2 .
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Let us denote by Eα,i the expectation in the random variables ω j,i,kα for j ≤ p− 1 and k ≥ 1 that
appear in the definition of Aαi (ε) in (36). Let us define
Bαi =
1
ζ logEα,i expζ A
α
i , (55)
Qα = expζ (B
α
1 +B
α
2 )
Eα expζ (Bα1 +Bα2 )
, (56)
ηαi = Eα,iξ αi expζ (Aαi −Bαi ). (57)
Then it is easy to see that (54) can be rewritten as
Eαηα1 ηα2 Qα = Eαηα1 Qα Eαηα2 Qα (58)
almost surely. Since we already averaged the random variables ω Iα , here the expectation Eα is in
ωα only. We will now use this to prove the main result of this section.
Theorem 4 The random variables ηαi do not depend on ωα .
Here and below, when we say that a function (or random variable) does not depend on a certain
coordinate, this means that the function is equal to the average over that coordinate almost surely.
Before we start the proof, let us make some simple preliminary observations. Both sides of (58)
depend on the random variables gi,k, pii(λ p),ω,ω j,i,k that generate the σ -algebra F . The Poisson
random variables pi1(λ p) and pi2(λ p) can take any value n ∈ N at the same time with positive
probability and, since (58) holds almost surely, we can fix pi1(λ p) = pi2(λ p) = n in (58) for any
n ∈ N. Next, by the definition of the function θ , both sides of (58) are continuous functions of the
variables gi,k for k ≤ n. This implies that we can set gk,1 = gk,2 = gk, and the equality (58) will
hold for all values of gk, almost surely over ω and ω j,i,k for j ≤ p− 1 and k ≤ n. Finally, let us
fix any ω such that (58) holds for almost all ω j,i,k for j ≤ p− 1 and k ≤ n. Thus, from now on
pi1(λ p) = pi2(λ p) = n, gk,1 = gk,2 = gk for k ≤ n and ω are all fixed. For simplicity of notation, let
us temporarily denote ui = (ω j,i,k) j≤p−1,k≤n for i = 1,2. Then
ηαi = ϕ(ui,ωα) and Qα = ψ(u1,u2,ωα)
for some functions ϕ and ψ and (58) can be written as
Eαϕ(u1,ωα)ϕ(u2,ωα)ψ(u1,u2,ωα) = ∏
i=1,2
Eαϕ(ui,ωα)ψ(u1,u2,ωα) (59)
for almost all u1,u2. To prove Theorem 4, we need to show that ϕ(u,ωα) does not depend on ωα .
Proof of Theorem 4. If for fixed pi1(λ p) = pi2(λ p) = n and gk,1 = gk,2 = gk for k ≤ n we denote
C = β ∑k≤n |gk| then, by the definition of the function θ , we can bound Aαi (ε) in (36) from above
and below by −C ≤ Aαi (ε)≤C. This implies that
e−4C ≤ Qα = ψ(u1,u2,ωα)≤ e4C. (60)
Of course, |ϕ| ≤ 1. Suppose that for some ε > 0, there exists a set U ⊆ [0,1](p−1)n of positive
Lebesgue measure such that the variance Varωα (ϕ(u,ωα))≥ ε for u ∈U. Given δ > 0, let (Sℓ)ℓ≥1
be a partition of L1([0,1],dx) such that diam(Sℓ)≤ δ for all ℓ. Let
Uℓ =
{
u ∈ [0,1](p−1)n | ϕ(u, ·) ∈ Sℓ
}
.
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For some ℓ, the Lebesgue measure of U ∩Uℓ will be positive, so for some u1,u2 ∈U ,
Eα |ϕ(u1,ωα)−ϕ(u2,ωα)| ≤ δ . (61)
The equations (60) and (61) imply that
∣∣Eαϕ(u1,ωα)ψ(u1,u2,ωα)−Eαϕ(u2,ωα)ψ(u1,u2,ωα)∣∣≤ e4Cδ
and, similarly,
∣∣Eαϕ(u1,ωα)ϕ(u2,ωα)ψ(u1,u2,ωα)−Eαϕ(u1,ωα)2ψ(u1,u2,ωα)∣∣≤ e4Cδ .
Since |ϕ| ≤ 1 and Eαψ = 1, the first inequality implies that
∣∣∣ ∏
i=1,2
Eαϕ(ui,ωα)ψ(u1,u2,ωα)−
(
Eαϕ(u1,ωα)ψ(u1,u2,ωα)
)2∣∣∣≤ e4Cδ ,
which, together with the second inequality and (59), implies
Eαϕ(u1,ωα)2ψ(u1,u2,ωα)−
(
Eαϕ(u1,ωα)ψ(u1,u2,ωα)
)2
≤ 2e4Cδ .
The left hand side is a variance with the density ψ and can be written using replicas as
1
2
∫∫ (
ϕ(u1,x)−ϕ(u1,y)
)2ψ(u1,u2,x)ψ(u1,u2,y)dxdy.
By (60) and the fact that u1 ∈U , we can bound this from below by
1
2
e−8C
∫∫ (
ϕ(u1,x)−ϕ(u1,y)
)2 dxdy = e−8CVarωα (ϕ(u1,ωα))≥ e−8Cε.
Comparing lower and upper bounds, e−8Cε ≤ e4Cδ , we arrive at contradiction, since δ > 0 was
arbitrary. Therefore, Varωα (ϕ(u,ωα)) = 0 for almost all u and this finishes the proof. ⊓⊔
6 Proof of Theorem 1 when h = 0
We begin with one basic observation. For integer m ≥ 1, let us define
f (m)(w,u,v) =
∫ 1
0
f (w,u,v,x)m dx. (62)
The equation (45) implies that
∫ 1
0
f (1)(w,u1,v) f (1)(w,u2,v)dv = q∗ (63)
for almost all w,u1,u2 ∈ [0,1], which in turn implies the following.
Lemma 1 The function f (1)(w,u,v) does not depend on the second coordinate u.
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Proof. By (63), for almost all w ∈ [0,1], the measure
du◦
(
u → f (1)(w,u, ·))−1
on L2([0,1],dv) (or H in (10)) is such that, for any two points σ 1,σ 2 in its support, we have
σ 1 ·σ 2 = q∗. Clearly, this can happen only if the measure is concentrated on one point and this
finishes the proof. ⊓⊔
For simplicity of notation, we will sometimes omit the coordinate u but still use the same notation
for the function. For example, we will write f (1)(w,v) and notice that, by Lemma 1 and (63),
∫ 1
0
f (1)(w,v)2 dv = q∗ (64)
for almost all w ∈ [0,1]. This implies another observation, which requires no proof.
Lemma 2 If q∗ 6= 0 then, for almost all (w,u) ∈ [0,1]2, the functions f (1)(w,u, ·) = f (1)(w, ·) and
f (m)(w,u, ·) for even m ≥ 2 are not identically zero.
In Theorem 4 we proved that ηαi does not depend on ωα and, tracing all the definitions back to
(36), ηαi can be written as
ηαi =
Eα,iAvε expAαi (ε)(AvexpAαi (ε))ζ−1
Eα,i(AvexpAαi (ε))ζ
. (65)
Since ε ∈ {−1,+1}, we can write
exphε = ch(h)
(
1+ th(h)ε
)
.
Therefore, by (27) and (36),
expAαi (ε) = ch(h) ∏
k≤pii(λ p)
ch(βgi,k)
(
1+ th(βgi,k)sα1,i,k · · ·sαp−1,i,kε
)(
1+ th(h)ε
)
.
Obviously, ch(h) and all the factors ch(βgi,k) will cancel out in (65) so we can omit them. Let us
now fix pii(λ p) = n. Since α and i are now fixed, for simplicity of notation, let us denote
tk = th(βgi,k) and s(k) = sα1,i,k · · ·sαp−1,i,k (66)
and for the remainder of the paper redefine
expAαi (ε) = ∏
k≤n
(
1+ tk s(k)ε
)(
1+ th(h)ε
)
. (67)
As in the discussion in the paragraph below Theorem 4, since pii(λ p) is discrete and ηαi is a
continuous function of tk = th(βgi,k), we can say that ηαi does not depend on ωα in the sense
that it is equal to its expectation Eα in ωα for all n ≥ 1, for almost all ωα , for almost all ui =
(ω j,i,k) j≤p−1,k≤n and for all tk ∈ (−1,1) for k ≤ n. In particular, we will use that, for all n ≥ 1, all
partial derivatives of ηαi in (tk)k≤n do not depend on ωα .
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In the remainder of this section we will consider the more difficult case when h = 0. If we
take n = 3 then from (67) we obtain
X := AvexpAαi (ε) = 1+ t1t2s(1)s(2)+ t1t3s(1)s(3)+ t2t3s(2)s(3),
Y := Avε expAαi (ε) = t1s(1)+ t2s(2)+ t3s(3)+ t1t2t3s(1)s(2)s(3). (68)
We will fix t3 to be any non-zero value, for example, t3 = 1/2 and, for any m ≥ 1, consider
∂ mηαi
∂ t1∂ tm−12
∣∣∣
t1=t2=0
=
∂ m
∂ t1∂ tm−12
Eα,iY Xζ−1
Eα,iXζ
∣∣∣
t1=t2=0
, (69)
∂ mηαi
∂ tm2
∣∣∣
t1=t2=0
=
∂ m
∂ tm2
Eα,iY Xζ−1
Eα,iXζ
∣∣∣
t1=t2=0
. (70)
We will prove the following.
Lemma 3 The derivative (69) is given by a linear combination of Eα,is(1)sm−1(2) sm+1(3) with some
non-zero coefficient and various products of factors of the type
Eα,is
m1
(1)s
m2
(2)s
m3
(3) (71)
with integer powers m1,m2,m3 ≤ m. The derivative (70) is given by a linear combination of
Eα,is
m
(2)s
m+1
(3) with some non-zero coefficient and various products of factors of the type (71) with
integer powers m1,m2,m3 ≤ m.
Proof. We will only prove the first claim concerning the derivative (69), since the proof of the
second claim is similar. First of all, notice that when we apply a derivative to the denominator, this
results in some power of the denominator and we get another factor equal to the derivative of the
Eα,iXζ . Since X |t1=t2=0 = 1, in the end all denominators will just be equal to one. When we take a
derivative of some power of X , we end up with another power of X times one of the factors
∂X
∂ t1
= t2s(1)s(2)+ t3s(1)s(3),
∂X
∂ t2
= t1s(1)s(2)+ t3s(2)s(3). (72)
Further non-trivial derivatives of such factors can only give us
∂ 2X
∂ t1∂ t2
= s(1)s(2).
On the other hand, if these factors are not differentiated, in the end they become
∂X
∂ t1
∣∣∣
t1=t2=0
= t3s(1)s(3),
∂X
∂ t2
∣∣∣
t1=t2=0
= t3s(2)s(3).
Non-trivial derivatives of Y will include Y |t1=t2=0 = t3s(3) and
∂Y
∂ t1
∣∣∣
t1=t2=0
= s(1),
∂Y
∂ t2
∣∣∣
t1=t2=0
= s(2) and
∂ 2Y
∂ t1∂ t2
∣∣∣
t1=t2=0
= t3s(1)s(2)s(3). (73)
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All together, this makes it clear that the derivative (69) will be given by a sum of various products
of factors of the type Eα,ism1(1)s
m2
(2)s
m3
(3).
The main observation we will need is the answer to the following question: what is the largest
power among m1,m2 and m3 that we can possibly achieve? Let us first present one candidate for
the answer. In (69), let us not touch the denominator, let us not differentiate the factor Y , and apply
all derivatives to the factor Xζ−1. In the end, the factor Y will give Y |t1=t2=0 = t3s(3). Also, every
time we differentiate the power of X and get one of the factors in (72), let us not differentiate these
factors and continue differentiating only the powers of X . We will end up with the term (up to a
non-zero constant)
1
Eα,iXζ
Eα,i
(
Y Xζ−1−m ∂X∂ t1
(∂X
∂ t2
)m−1)∣∣∣
t1=t2=0
= tm+13 Eα,is(1)s
m−1
(2) s
m+1
(3) . (74)
Notice that we get one power of s(3) from the factor Y and each time we differentiate a power of
X , we gain one power of s(3). It remains to understand why there is no other way to obtain the
power m+1 for one of the factors. The key point is that, for a = ζ or a = ζ −1 and any k ≥ 1, the
derivatives
∂ kXa
∂ t1∂ tk−12
∣∣∣
t1=t2=0
and ∂
kXa
∂ tk2
∣∣∣
t1=t2=0
can not produce a power higher than sk(1) or s
k
(2) or s
k
(3). This can be proved formally by considering
the Taylor series for (1+ x)a around x = 0 with
x = t1t2s(1)s(2)+ t1t3s(1)s(3)+ t2t3s(2)s(3).
There are two ways to get a term with t1tk−12 ,
t1t2s(1)s(2)
(
t2t3s(2)s(3)
)k−1
or t1t3s(1)s(3)
(
t2t3s(2)s(3)
)k−1
, (75)
and there is only one way to get a term with tk2 and without t1, (t2t3s(2)s(3))k. In both cases, the
highest power is k. Let us now consider various cases. If k = m, we are computing the derivative
∂ m/∂ t1∂ tm−12 , so the terms (75) will give us (up to constants)
s(1)s
m
(2)s
m−1
(3) or s(1)s
m−1
(2) s
m
(3).
If we apply this derivative to Xζ−1, with another factor s(3) coming from Y |t1=t2=0, we will get
s(1)s
m
(2)s
m
(3) or s(1)s
m−1
(2) s
m+1
(3) .
Of course, the second term is the one we got in (74). Now, let us consider other possibilities that do
not involve differentiating the denominator. If we waste one or two derivatives on Y as in (73), all
the factors still have power one, and now we are left with at most k = m−1 derivatives to apply to
Xζ−1. We know that the highest power we can achieve is k = m−1, and it is not enough to reach
m+1. Finally, if we apply some derivative to the denominator, the best we can do is to apply all
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derivatives to the factor Xζ . In this case, again, we can only attain the highest power equal to m
and this proves the first claim. For the second claim, the proof is almost the same using
1
Eα,iXζ
Eα,i
(
Y Xζ−1−m
(∂X
∂ t2
)m)∣∣∣
t1=t2=0
= tm+13 Eα,is
m
(2)s
m+1
(3) (76)
instead of (74). This finishes the proof. ⊓⊔
Let us recall the function f (m)(w,u,v) defined in (62) and consider a function
g(m)
(
w,u,(v j) j≤p−1
)
:= ∏
j≤p−1
f (m)(w,u,v j). (77)
We will now show that Lemma 3 implies the following.
Lemma 4 For all m≥ 1, the function g(m) defined in (77) does not depend on u and, therefore, we
can write it as g(m)
(
w,(v j) j≤p−1
)
.
Proof. For better agreement with the notation in Lemma 3, we will be proving that g(m+1) does
not depend on u for m ≥ 0. By Lemma 1, we know this for m = 0. For m = 1, the derivative (69)
will be a linear combination of Eα,is(1)s
2
(3) and other terms consisting of products of factors in (71)
with powers mk equal to 0 or 1.
Since the expectation Eα,i is in the random variables ω j,i,kα and these random variables are
independent in different factors s(k), we get
Eα,is
m1
(1)s
m2
(2)s
m3
(3) = Eα,is
m1
(1)Eα,is
m2
(2)Eα,is
m3
(3).
Furthermore, for the same reason
Eα,is(k) = Eα,is
α
1,i,k · · ·Eα,is
α
p−1,i,k.
Finally, by (62) and Lemma 1,
Eα,is
α
j,i,k = Eα,i f (ω,ωα ,ω j,i,k,ω j,i,kα ) = f (1)(ω,ωα ,ω j,i,k) = f (1)(ω,ω j,i,k)
almost surely, so it does not depend on ωα . This proves that all the factors (71) with powers mk
equal to 0 or 1 do not depend on ωα and, since the derivative (69) also does not depend on ωα ,
Eα,is(1)s
2
(3) = Eα,is(1)Eα,is
2
(3) = Eα,is
2
(3) ∏
j≤p−1
f (1)(ω,ω j,i,1) (78)
does not depend on ωα . When q∗ = 0, by (64), the right hand side in (78) is equal to zero almost
surely and we get no information. When q∗ 6= 0, by Lemma 2, for almost all ω , we can find
(ω j,i,1) j≤p−1 such that the last product on the right hand side of (78) is not zero and, since it does
not depend on ωα , we proved that
Eα,is
2
(3) = ∏
j≤p−1
f (2)(ω,ωα ,ω j,i,3) (79)
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does not depend on ωα . In other words, the function (77) for m = 2 does not depend on u.
Suppose that we proved that the function g(ℓ) does not depend on u for ℓ ≤ m. To make the
induction step, we will use the first statement of Lemma 3 for odd m, and the second statement for
even m. In both cases, by the induction assumption, each factor in (71),
Eα,is
m1
(1)s
m2
(2)s
m3
(3) = ∏
k≤3
Eα,is
mk
(k) = ∏
k≤3
∏
j≤p−1
Eα,i(s
α
j,i,k)
mk = ∏
k≤3
∏
j≤p−1
f (mk)(ω,ωα ,ω j,i,k),
does not depend on ωα , because all mk ≤ m. Since the derivatives (69) and (70) do not depend on
ωα , Lemma 3 implies that
Eα,is(1)s
m−1
(2) s
m+1
(3) and Eα,is
m
(2)s
m+1
(3)
do not depend on ωα .
When m is odd, we use that Eα,is(1)s
m−1
(2) s
m+1
(3) , which by the induction assumption is equal to
∏
j≤p−1
f (1)(ω,ωα ,ω j,i,1) ∏
j≤p−1
f (m−1)(ω,ωα ,ω j,i,2) ∏
j≤p−1
f (m+1)(ω,ωα ,ω j,i,3)
= g(1)
(
ω,(ω j,i,1) j≤p−1
)
g(m−1)
(
ω,(ω j,i,2) j≤p−1
) ∏
j≤p−1
f (m+1)(ω,ωα ,ω j,i,3),
does not depend on ωα . Because m−1 is even in this case, by Lemma 2, for almost all ω we can
find (ω j,i,1) j≤p−1 and (ω j,i,2) j≤p−1 such that the first two factors are not zero, and this implies that
Eα,is
m+1
(3) = ∏
j≤p−1
f (m+1)(ω,ωα ,ω j,i,3) (80)
does not depend on ωα . This completes the induction step when m is odd.
When m is even, we use that Eα,ism(2)s
m+1
(3) , which by the induction assumption is equal to
∏
j≤p−1
f (m)(ω,ωα ,ω j,i,2) ∏
j≤p−1
f (m+1)(ω,ωα ,ω j,i,3)
= g(m)
(
ω,(ω j,i,2) j≤p−1
) ∏
j≤p−1
f (m+1)(ω,ωα ,ω j,i,3),
does not depend on ωα . Because m is even, by Lemma 2, for almost all ω we can find (ω j,i,2) j≤p−1
such that the first factor is not zero, and this again implies that
Eα,is
m+1
(3) = ∏
j≤p−1
f (m+1)(ω,ωα ,ω j,i,3) (81)
does not depend on ωα . This finishes the proof. ⊓⊔
We are now ready to prove the first claim of Theorem 1.
Proof of Theorem 1 (The case h = 0). Let us consider functions Tj : [0,1]→ [0,1] for j ≤ p−1
such that (Tj(ω)) j≤p−1 are i.i.d. uniform on [0,1] when ω is uniform on [0,1]. Consider a function
g : [0,1]4 → [−1,1] given by
g(w,u,v,x) = ∏
j≤p−1
f (w,u,Tj(v),Tj(x)). (82)
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Then, for any m ≥ 1,
g(m)(w,u,v) :=
∫
g(w,u,v,x)m dx = ∏
j≤p−1
∫
f (w,u,Tj(v),x)m dx = ∏
j≤p−1
f (m)(w,u,Tj(v)).
Since we showed in Lemma 4 that the right hand side does not depend on u, if we consider the
conditional distribution of g(w,u,v,x) given (w,u,v),
P(w,u,v; [−∞,y]) =
∣∣{x ∣∣ g(w,u,v,x)≤ y}∣∣ (83)
then this distribution function does not depend on u and we can write it as P(w,v; [−∞,y]). If we
consider its quantile transform
h(w,v,x) = inf
{
y
∣∣ x ≤ P(w,v; [−∞,y])}
then, for all m ≥ 1, we have
∫ 1
0
g(w,u,v,x)m dx =
∫ 1
0
h(w,v,x)m dx
almost surely. By comparing the joint moments, this implies that
(
g(ω,ωα ,ω I,ω Iα)
)
α∈N,I∈I
d
=
(
h(ω,ω I,ω Iα)
)
α∈N,i∈I (84)
for any countable set of multi-indices I . On the other hand, if we take I = (i,k), then
g
(
ω,ωα ,ω
i,k,ω i,kα
)
= ∏
j≤p−1
f (ω,ωα ,Tj(ω i,k),Tj(ω i,kα ))
can be viewed, by the definition of the functions (Tj) j≤p−1, as another representation for
zαi,k := ∏
j≤p−1
sαj,i,k = ∏
j≤p−1
f (ω,ωα ,ω j,i,k,ω j,i,kα ).
More specifically, the equation (84) implies that
(
zαi,k
)
α,i,k∈N
d
=
(
h(ω,ω i,k,ω i,kα )
)
α,i,k∈N. (85)
Since the cavity fields Aαi (ε) in (36) can be written as
Aαi (ε) = ∑
k≤pii(λ p)
βgi,k ∏
j≤p−1
sαj,i,k ε +hε = ∑
k≤pii(λ p)
βgi,kzαi,k ε +hε,
we can now redefine them in the cavity equations by directly setting
zαi,k = h(ω,ω
i,k,ω i,kα )
instead of defining the factors sαj,i,k in (35) separately. Since Aαi (ε) now does not depend on ωα ,
the change of density in (43) can be rewritten as Rα = ∏i≤n Rαi , where
Rαi :=
expζ Aαi
Eα,i expζ Aαi (86)
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and where Eα,i denotes the expectation in the random variables (ω i,kα )k≥1. Notice that both random
variables ξ αi in (38) and Rαi are now functions of
ω, Ui :=
(
pii(λ p),(gi,k)k≥1,(ω i,k)k≥1
)
and Uαi := (ω
i,k
α )k≥1.
The random variables Ui are i.i.d. for i ≥ 1, and the random variables Uαi are i.i.d. for α, i ≥ 1.
Therefore, since the change of density Rα decouples as in (86), conditionally on the σ -algebra F
generated by the random variables ω and (Ui)i≥1, the distribution of each ˜ξ αi in Theorem 3 is now
simply the distribution of ξ αi under the change of density Rαi . Moreover, conditionally on F , the
random variables ˜ξ αi are independent and can be generated in distribution as ˜ξ αi = F(ω,Ui,ω iα)
for some function F . We can also generate Ui as a function of ω i uniform on [0,1] and, therefore, in
distribution, ˜ξ αi = f (ω,ω i,ω iα) for some function f . By Theorem 3 and (18), this precisely gives
the representation (12), so the proof if finished. ⊓⊔
7 Proof of Theorem 2
We will now prove Theorem 2. First, suppose that q∗ = 0. Then, similarly to (53), we can write
E
(
Eαs
α
1 s
α
2
)2
= Esα1 s
α
2 s
β
1 s
β
2 = R
2
α,β = (q∗)2 = 0. (87)
By Theorem 3, this implies that
0 = E ˜ξ α1 ˜ξ α2 ˜ξ β1 ˜ξ β2 = E
(
Eα
˜ξ α1 ˜ξ α2
)2
and, therefore, Eα ˜ξ α1 ˜ξ α2 = 0 almost surely. In the notation (57), this can be rewritten as
Eαηα1 ηα2 Qα = 0 (88)
almost surely. As in the proof of Theorem 4, this implies that ηαi = 0 almost surely or, equivalently,
Eα,iAvε expAαi (ε)(AvexpAαi (ε))ζ−1 = 0 (89)
almost surely. Recalling the notation (66) and (67), if we now take n = 2 then we get
Eα,i
(
t1s(1)+ t2s(2)
)(
1+ t1t2s(1)s(2)
)ζ−1
= 0
almost surely. Using the Taylor series for (1+ x)ζ−1, we see that the monomial tm+11 tm2 appears
with the factor
Eα,is
m+1
(1) s
m
(2) = ∏
j≤p−1
f (m+1)(ω,ωα ,ω j,i,1) ∏
j≤p−1
f (m)(ω,ωα ,ω j,i,2), (90)
which then must be equal to zero almost surely. Similarly to (45), we can write
0 6= q∗ = Rα,α = Ei f (ω,ωα ,ω i,ω iα)2 = Ei f (2)(ω,ωα ,ω i). (91)
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This implies that for almost all ω,ωα the function f (2)(ω,ωα , ·) is not identically zero which, of
course, implies that f (m)(ω,ωα , ·) is not identically zero for all even m ≥ 2. Therefore, for even
m, we can find (ω j,i,2) j≤p−1 such that the second product in (90) is not zero, so
∏
j≤p−1
f (m+1)(ω,ωα ,ω j,i,1) = 0
almost surely. Clearly, this implies that f (m+1)(w,u,v) = 0 almost surely for all even m, which
means that the conditional distribution of f (w,u,v,x) given (w,u,v),
P(w,u,v; [−∞,y]) =
∣∣{x ∣∣ f (w,u,v,x)≤ y}∣∣, (92)
is symmetric.
Now, suppose that the distribution in (92) is symmetric for almost all (w,u,v). Since, for any
n ≥ 1,
Av ∏
k≤n
(
1+ tk(−s(k))ε
)
= Av ∏
k≤n
(
1+ tks(k)ε
)
,
Avε ∏
k≤n
(
1+ tk(−s(k))ε
)
= −Avε ∏
k≤n
(
1+ tks(k)ε
)
,
the symmetry of the distributionP(w,u,v; [−∞,y]) implies (89) and, thus, (88). In turn, (88) implies
(87), so q∗ = 0. ⊓⊔
8 Proof of Theorem 1, the case h 6= 0
For simplicity of notation, we will denote c = th(h) ∈ (−1,1)\{0}. If we take n = 1 in (67) then
AvexpAαi (ε) = 1+ ct1s(1) and Avε expAαi (ε) = c+ t1s(1). (93)
Now, using that both
c−1ηαi =
Eα,i(1+ c−1t1s(1))(1+ ct1s(1))ζ−1
Eα,i(1+ ct1s(1))ζ
and 1 =
Eα,i(1+ ct1s(1))(1+ ct1s(1))ζ−1
Eα,i(1+ ct1s(1))ζ
do not depend on ωα , we get that
1− c−1ηαi
c− c−1
=
Eα,it1s(1)(1+ ct1s(1))ζ−1
Eα,i(1+ ct1s(1))ζ
(94)
does not depend on ωα . As in the proof of the case h = 0 (only much easier) one can show that,
for m ≥ 1, the derivative ∂ m/∂ tm1 of the right hand side at t1 = 0 will be a linear combination of
Eα,is
m
(1) and various products of factors Eα,is
m1
(1) for m1 < m. By induction on m, this implies that
Eα,is
m
(1) = ∏
j≤p−1
f (m)(ω,ωα ,ω j,i,1) = g(m)
(
ω,ωα ,(ω
j,i,1) j≤p−1
)
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does not depend on ωα and the validity of the Me´zard-Parisi ansatz follows as in the proof of the
case h = 0.
If q∗ = 0 then we proved in Section 7 that ηαi = 0 almost surely, so (94) implies
1
c− c−1
=
Eα,it1s(1)(1+ ct1s(1))ζ−1
Eα,i(1+ ct1s(1))ζ
(95)
almost surely. Now, notice that when q∗ = 0, by Lemma 1 and (64),
Eα,is(1) = ∏
j≤p−1
f (1)(ω,ωα ,ω j,i,1) = ∏
j≤p−1
f (1)(ω,ω j,i,1) = 0 (96)
almost surely. Therefore, the second derivative of the right hand side of (95) at t1 = 0 will be equal
to (ζ − 1)cEα,is2(1), since other terms will be equal to zero. Since the derivative of the left hand
side of (95) is zero, we get
Eα,is
2
(1) = ∏
j≤p−1
f (2)(ω,ωα ,ω j,i,1) = 0 (97)
almost surely, which contradicts (91). Therefore, q∗ can not be equal to zero in the presence of the
external field, which finishes the proof of Theorem 1. ⊓⊔
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