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“We are drowning in information, while starving for wisdom. The world henceforth will
be run by synthesizers, people able to put together the right information at the right time,
think critically about it, and make important choices wisely.”
Edward O. Wilson
Abstract
Experts predict the number of devices connected to Internet of Things networks in
2020 will reach 50 billion, being used in numerous industries. In this Thesis we focus
on the aerospace scenario and investigate how and where this technology might be
applied to airport mobility and security. We initiate the discussion by presenting the
concept of Internet of Aerospace Things, IoAT, its main premises and the importance
of connectivity in the aerospace domain, which form the basis of the objective of our
system.
An airport terminal is an environment where different individuals and companies with
diverse interests coincide, and the weak connectivity present between these parties leads
to a lack of communication that often creates inefficiencies such as unnecessary waits
or poor distribution of resources. We focus our study on the passengers, discussing
possible solutions for reducing their traverse time. To accomplish that, we propose
providing them with information regarding the people density at different points of the
terminal based on tracking technologies.
Next, we select RFID as the concept for our system and study the applicability of this
technology for tracking passengers inside an airport terminal. Then, we identify a set
of key decisions, such as the physical limits of the system or the specific technology
to be deployed, in order to study the different possible architectures. To that end,
we develop a simulation model incorporating the most important parts of the system,
including: An airport model based on Chicago O’Hare International Airport, a passenger
trajectory model, a link budget model, a coverage model, a reader placement algorithm,
a communication protocol and the limitations of the available RFID technology.
Based on the developed model, we present the architecture tradespace for our system
and analyze the best architectures based on the metrics space. We evaluate the influence
and impact each decision has on the tradespace, providing further insights on the system
performance and cost. Then, we choose the best architectures and present extended
simulation results, showing that our system helps to increase the information on the
airport passenger density, thus allowing passengers to take efficient decisions as well as
helping the airport authority with security control.
Resum
Els experts prediuen que el nombre de dispositius connectats a xarxes d’Internet of
Things al 2020 arribara` als cinquanta mil milions, estant presents a nombroses industries.
En aquest Treball ens centrem en el context aeroespacial i investiguem com i on aquesta
tecnologia pot ser aplicada en la mobilitat i seguretat a un aeroport. Comencem la
discussio´ presentant el concepte d’Internet of Aerospace Things, IoAT, les seves premisses
me´s caracter´ıstiques i la importa`ncia de la connectivitat en l’a`mbit aeroespacial, el qual
forma la base de l’objectiu del nostre sistema.
Una terminal d’aeroport e´s un medi on diferents individuals i companyies amb interes-
sos diversos coincideixen, i la connectivitat de`bil que es presenta entre aquestes parts
condueix a una falta de comunicacio´ que crea ineficie`ncies, com esperes innecessa`ries o
una distribucio´ pobra dels recursos. Centrem el nostre estudi en els passatgers, argu-
mentant les solucions possibles per a reduir el seu temps de travessia. Per aconseguir-ho,
proposem proporcionar-los informacio´ respecte la densitat de persones a diferents punts
de la terminal basant-nos en tecnologies de seguiment.
Llavors, escollim RFID com el concepte del nostre sistema i estudiem l’aplicabilitat
d’aquesta tecnologia per al seguiment de passatgers dintre una terminal d’aeroport.
Despre´s, identifiquem un conjunt de decisions clau, com els l´ımits f´ısics del nostre sistema
o la tecnologia espec´ıfica a ser instal·lada, per tal d’estudiar les diferents arquitectures
possibles. Amb aquest fi, desenvolupem un model de simulacio´ incorporant les parts me´s
importants del sistema, incloent: un model d’aeroport basat en l’aeroport de Chicago
O’Hare International, un model per a les trajecto`ries dels passatgers, un model de balanc¸
d’enllac¸, un model de cobertura, un algorisme de col·locacio´ de lectors, un protocol de
comunicacio´ i les limitacions de la tecnologia RFID disponible.
Basant-nos en el model desenvolupat, presentem el tradespace de les arquitectures del
nostre sistema i analitzem quines so´n les millors arquitectures a partir de l’espai de
me`triques. Avaluem la influe`ncia i impacte que cada decisio´ te´ al tradespace, propor-
cionant me´s idees sobre el rendiment i el cost del sistema. Llavors, escollim les millors
arquitectures i presentem resultats ampliats de la simulacio´, demostrant que el nostre
sistema ajuda a incrementar la informacio´ sobre la densitat de passatgers a l’aeroport,
permetent que els passatgers prenguin decisions eficients alhora que ajuda en la gestio´
de la seguretat a l’autoritat aeroportua`ria.
Resumen
Los expertos predicen que el nu´mero de dispositivos conectados a redes de Internet of
Things en el 2020 llegara´ a los cincuenta mil millones, estando presentes en numerosas
industrias. En este Trabajo nos centramos en el contexto aeroespacial e investigamos
co´mo i do´nde esta tecnolog´ıa puede ser aplicada en la movilidad y seguridad en un
aeropuerto. Empezamos la discusio´n presentando el concepto de Internet of Aerospace
Things, IoAT, sus premisas ma´s caracter´ısticas y la importancia de la conectividad en
el a´mbito aeroespacial, el cual forma la base del objetivo de nuestro sistema.
Una terminal de aeropuerto es un medio donde diferentes individuales y empresas con
intereses diversos coinciden, y la conectividad de´bil que se presenta entre estas partes
conduce a una falta de comunicacio´n que crea ineficiencias, como esperas innecesarias
o una distribucio´n pobre de los recursos. Centramos nuestro estudio en los pasajeros,
argumentando las soluciones posibles para reducir su tiempo de traves´ıa. Para con-
seguirlo, proponemos proporcionarlos informacio´n respecto a la densidad de personas en
diferentes puntos de la terminal basa´ndonos en tecnolog´ıas de seguimiento.
Luego, elegimos RFID como concepto de nuestro sistema y estudiamos la aplicabilidad
de esta tecnolog´ıa para el seguimiento de pasajeros dentro de una terminal de aerop-
uerto. Despue´s, identificamos un conjunto de decisiones clave, como los l´ımites f´ısicos
de nuestro sistema o la tecnolog´ıa espec´ıfica a ser instalada, con tal de estudiar las
diferentes arquitecturas posibles. Con este fin, desarrollamos un modelo de simulacio´n
incorporando las partes ma´s importantes del sistema, incluyendo: un modelo de aerop-
uerto basado en el aeropuerto de Chicago O’Hare International, un modelo para las
trayectorias de los pasajeros, un modelos de balance de enlace, un modelo de cobertura,
un algoritmo de colocacio´n de lectores, un protocolo de comunicacio´n y las limitaciones
de la tecnolog´ıa RFID disponible.
Basa´ndonos en el modelo desarrollado, presentamos el tradespace de las arquitecturas de
nuestro sistema y analizamos cua´les son las mejores arquitecturas a partir del espacio
de me´tricas. Evaluamos la influencia e impacto que cada decisio´n tiene en el tradespace,
proporcionando ma´s ideas sobre el rendimiento y el coste del sistema. Luego, elegimos las
mejores arquitecturas y presentamos resultados ampliados de la simulacio´n, demostrando
que nuestro sistema ayuda a incrementar la informacio´n sobre la densidad de pasajeros
en el aeropuerto, permitiendo que los pasajeros puedan tomar decisiones eficientes a la
vez que ayuda en la gestio´n de la seguridad a la autoridad aeroportuaria.
Acknowledgements
First, I would like to sincerely thank Prof. Edward Crawley and Dr. Bruce Cameron for
the invaluable guidance and support provided during my stay at MIT. Together, they
have introduced me to System Architecture and made me discover a new way of tackling
engineering problems. Ed, Bruce, I specially appreciate the trust you have deposited in
me since minute zero and all the advice received regarding my professional and personal
endeavors. It truly has been an honor to work with you.
I am deeply grateful to Dr. Marc Sa´nchez for all the counseling he has provided me since
I arrived to MIT, even after he earned his PhD and was not obliged to do so. Marc,
thanks for helping me get through the most critical parts of this research and sharing
your experience with me. I would also like to thank all the academics and professionals
with whom I have had chance to discuss my work with during these months. Specially, I
would like to mention Dr. Rahul Bhattacharyya, for his useful inputs on RFID, as well
as Prof. Vincent Chan and Arman Rezaee, for their help during the development of the
model.
One of the key factors that has motivated me during my stay has been the great envi-
ronment at 33-409. I´n˜igo, Markus, Nikko, Axel, Aleix, Anne, Johannes, Matt, George,
you all have been a source of inspiration and made routine easier to endure. I wish
you all succeed in your future projects. I want to thank I´n˜igo particularly for all the
programming tips and laughter doses provided.
I do not want to miss the chance to thank Prof. Eduard Alarco´n, my Thesis advisor at
TelecomBCN, and and Prof. Miguel A´ngel Barja, director of CFIS, for helping me fulfill
my dream of studying at MIT. Once I was in Boston, my dear friends Miguel, Marc,
Carlos, Francesc, Marta and Reus made me feel like home and have continued to do so
until the last day. I really hope to see you achieving your goals in the coming years.
Spain@MIT, you have rocked too!
This Thesis marks the end of my undergraduate studies in Barcelona. I would like to
thank all the incredible people I have met during these years at Penyafort, TelecomBCN,
CFIS and ETSEIB. Specially, a huge shout-out to Aitor and O´scar for selflessly helping
me during the hardest parts of my courses and for being people to look up to.
Last but not least, I want to thank the tremendous support received from my family and
friends in Mallorca during all these years. Big thanks to my parents, Ana and Simo´n,
for encouraging me to work hard and aim high. Also, thanks to my grandparents,
godparents, aunts, uncles, cousins and the rest of my family for cheering me up through
phone and video calls. Finally, I am grateful to my closest friends —you know who you
are—, specially Albert, Mati and Tomeu, for showing me that 6000 kilometers mean
nothing when it comes to friendship.
vi
Contents
Abstract iii
Resum iv
Resumen v
Acknowledgements vi
List of Figures x
List of Tables xii
Abbreviations xiv
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 General Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4.1 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4.2 The Role of the Architect . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Specific Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.6 Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 System Architecture 11
2.1 Solution-Neutral Function . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Selected Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 RFID Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Physical Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1.1 Near Field vs. Far Field . . . . . . . . . . . . . . . . . . . 21
2.3.1.2 Downlink and Uplink Communication . . . . . . . . . . . 24
2.3.1.3 Multipath Propagation . . . . . . . . . . . . . . . . . . . 25
2.3.2 Data Link Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.3 Regulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Architectural Decisions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.1 Functional Decisions . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.2 Formal Decisions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.3 Morphological Matrix . . . . . . . . . . . . . . . . . . . . . . . . . 38
vii
Contents viii
3 Model Description 41
3.1 Diagram of the Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.1 Terminal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.2 Passengers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2.2.1 Terminal Granularity . . . . . . . . . . . . . . . . . . . . 47
3.2.2.2 Passenger Trajectories . . . . . . . . . . . . . . . . . . . . 47
3.2.2.3 Temporal Modeling . . . . . . . . . . . . . . . . . . . . . 51
3.3 RFID Communications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3.1 Link Budget . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.2 Coverage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3.3 Reader Placement . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.4 Communication Protocol . . . . . . . . . . . . . . . . . . . . . . . 64
3.3.4.1 Mathematical Preliminaries . . . . . . . . . . . . . . . . . 64
3.3.4.2 Model Implementation . . . . . . . . . . . . . . . . . . . 66
3.4 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4.1 Cost Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4.1.1 Cost of the Operation . . . . . . . . . . . . . . . . . . . . 70
3.4.1.2 Cost of the Technology . . . . . . . . . . . . . . . . . . . 72
3.4.1.3 Cost of the Installation . . . . . . . . . . . . . . . . . . . 73
3.4.1.4 Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.4.2 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4 Results 76
4.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2 Baseline Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.1 Non-Dominated Architectures . . . . . . . . . . . . . . . . . . . . . 78
4.2.2 Impact of the Architectural Decisions . . . . . . . . . . . . . . . . 79
4.2.3 Coverage Metric vs. Tracking Metric . . . . . . . . . . . . . . . . . 83
4.3 Sensitivity Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.1 Robustness Against the Calendar . . . . . . . . . . . . . . . . . . . 84
4.3.2 Changing the Reader Placement Heuristic . . . . . . . . . . . . . . 85
4.3.3 Extending the Distance Between Readers . . . . . . . . . . . . . . 87
4.4 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5 Conclusions 92
5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2 Main Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
A Principles of System Architecture 96
B System Architecture Definitions 99
C Object-Process Methodology: Building Blocks and Links 101
Contents ix
D RFID Products Datasheets 105
D.1 RFID Readers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
D.2 RFID Antennas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
D.3 RFID Tags . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
D.4 Tag Integrated Circuits . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
E Five Basic Airport Passenger Building Configurations 108
E.1 Finger Piers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
E.2 Satellites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
E.3 Midfield Concourses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
E.4 Linear Buildings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
E.5 Transporters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
F Non-Dominated Architectures 112
F.1 Baseline Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
F.2 Change in the Reader Placement Heuristic . . . . . . . . . . . . . . . . . . 113
F.3 Distance Between Readers Decision Extended . . . . . . . . . . . . . . . . 114
Bibliography 115
List of Figures
1.1 Generic representation of form and function in OPM. . . . . . . . . . . . . 7
1.2 Representation of form and function for the fin system in OPM. . . . . . . 7
2.1 Set of possible formulations of the solution-neutral functional intent in
OPM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Solution-neutral function and solution-specific concepts options for the
“connectivity” system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Selected concept for the “connectivity” system. . . . . . . . . . . . . . . . 18
2.4 General building blocks of RFID [1]. . . . . . . . . . . . . . . . . . . . . . 21
2.5 Near Field communication using inductive coupling [2]. . . . . . . . . . . 22
2.6 Far Field communication via backscattering [2]. . . . . . . . . . . . . . . . 23
2.7 Graph of the magnetic field strength H in the transition from near to far
field at a frequency of 13.56 MHz [3]. . . . . . . . . . . . . . . . . . . . . . 23
2.8 Channel basics: Comparison of path loss models [4]. . . . . . . . . . . . . 26
2.9 Graphical examples of the efficiency of the S-ALOHA protocol. . . . . . . 28
2.10 General trajectory followed by departing passengers inside an airport ter-
minal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.11 General trajectory followed by arriving passengers inside an airport ter-
minal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.12 General trajectory followed by connecting passengers, once on outbound,
inside an airport terminal. . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.13 RF Radiation Plots fora single ALR-A0501 antenna. . . . . . . . . . . . . 34
3.1 Diagram of the model showing how the different parts interact with each
other to obtain the final metrics. . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Real map of the Terminal 3 at Chicago O’Hare International Airport
(level 2) [5]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Model of the Terminal 3 at Chicago O’Hare International Airport. . . . . 46
3.4 Departing passenger’s trajectory before (left) and after (right) resizing
and interpolation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5 Arriving passenger’s trajectory before (left) and after (right) resizing and
interpolation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6 Arrival diagrams for early-morning and afternoon departures [6]. . . . . . 52
3.7 Cumulative passenger arrival time curve for the departing case. . . . . . . 53
3.8 Cumulative passenger arrival time curve for the arriving case. . . . . . . . 54
3.9 ALR-A0501 antenna radiation plot. . . . . . . . . . . . . . . . . . . . . . . 59
3.10 Two antennas radiation plot. . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.11 Three antennas radiation plot. . . . . . . . . . . . . . . . . . . . . . . . . 59
3.12 Four antennas radiation plot. . . . . . . . . . . . . . . . . . . . . . . . . . 60
x
List of Figures xi
3.13 Illustrative example of a simple placement of readers within the modeled
terminal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.14 Examples of different horizontal distances between readers. . . . . . . . . 62
3.15 Tag identification viewed as a Markov chain. . . . . . . . . . . . . . . . . 65
3.16 Architecture tradespace just considering the Number of ALOHA cycles
decision. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1 Architectural Tradespace for the baseline case. . . . . . . . . . . . . . . . 77
4.2 Architectural Tradespace and Pareto Front for the baseline case. . . . . . 78
4.3 Impact of the Departing Final Tracking Point decision on the Architec-
tural Tradespace for the baseline case. . . . . . . . . . . . . . . . . . . . . 79
4.4 Impact of the Horizontal Distance Between Readers decision on the Ar-
chitectural Tradespace for the baseline case. . . . . . . . . . . . . . . . . . 80
4.5 Impact of the interaction between Tracking Departing Passengers and
Tracking Arriving Passengers decisions on the Architectural tradespace
for the baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.6 Impact of the Departing Initial Tracking Point decision on the Architec-
tural Tradespace for the baseline case. . . . . . . . . . . . . . . . . . . . . 82
4.7 Impact of the Antennas Per Reader decision on the Architectural Tradespace
for the baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.8 Architectural Tradespace for the baseline case using the Tracking Metric. 83
4.9 Architectural Tradespace for the weekend case. . . . . . . . . . . . . . . . 84
4.10 Percentage of change in the coverage metric between the baseline case
and the “august” case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.11 Architectural Tradespace when changing the reader placement heuristic. . 86
4.12 Percentage of change in the cost and coverage metrics between the baseline
case and the ”new heuristic” case. . . . . . . . . . . . . . . . . . . . . . . 86
4.13 Architectural Tradespace for the extended Horizontal Distance Between
Readers decision. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.14 Impact of the Departing Final Tracking Point decision on the Architec-
tural Tradespace for the extended Horizontal Distance Between Readers
decision. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.15 Impact on the Architectural Tradespace of the extended Horizontal Dis-
tance Between Readers decision. . . . . . . . . . . . . . . . . . . . . . . . . 88
4.16 Maximum Coverage Metric against the Number of Readers for each of
the levels of the extended Horizontal Distance Between Readers decision. . 89
D.1 Different RFID reader models offered. . . . . . . . . . . . . . . . . . . . . 105
D.2 Different antenna models offered. . . . . . . . . . . . . . . . . . . . . . . . 106
D.3 Different RFID tag models offered. . . . . . . . . . . . . . . . . . . . . . . 107
D.4 Differences between the main integrated circuits available for tags. . . . . 107
E.1 Finger Pier configuration, inspired by Barcelona El Prat Airport. . . . . . 109
E.2 Satellites configuration, inspired by New York Newark Airport. . . . . . . 109
E.3 Midfield configuration, based on Denver International Airport. . . . . . . 110
E.4 Linear configuration, based on Munich International Airport. . . . . . . . 111
E.5 Transporters configuration, based on Washington-Dulles Airport. . . . . . 111
List of Tables
1.1 Main features of the Tracking Passenger’s Luggage IoT application. . . . 3
1.2 Main features of the Optimizing Airport Inspections IoT application. . . . 4
1.3 Main features of the Automatic Dependent Surveillance - Broadcast con-
nectivity application. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Main features of the Personalized Treatment IoT application. . . . . . . . 4
1.5 Main features of the Connected Turbulence connectivity application. . . . 5
2.1 Formulations of the solution-neutral functional intent considering the
needs of the passenger. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Formulations of the solution-neutral functional intent considering the
needs of the businesses and advertisement companies. . . . . . . . . . . . 13
2.3 Formulations of the solution-neutral functional intent considering the
needs of the airport authority. . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Formulation of the specific function and form defining the concept of the
“connectivity” system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 Set of functional decisions for the RFID system. . . . . . . . . . . . . . . 33
2.6 Safe distance for different antenna configurations [7]. . . . . . . . . . . . . 36
2.7 Cycle duration given a fixed number of slots [8]. . . . . . . . . . . . . . . . 37
2.8 Set of formal decisions for the RFID system. . . . . . . . . . . . . . . . . 38
2.9 Morphological Matrix containing the decisions chosen for the RFID system. 38
2.10 Constraints for the RFID system. . . . . . . . . . . . . . . . . . . . . . . . 39
2.11 Relation of each architectural decision with the section in which it will be
addressed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1 Redefinition of the Decision Departing Initial Tracking Point. . . . . . . . 43
3.2 Redefinition of AITP and AFTP decisions. . . . . . . . . . . . . . . . . . 45
3.3 Refined Morphological Matrix containing the decisions chosen for the
RFID system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4 Maximum reading distances for each tag IC and wireless propagation model. 57
3.5 Redefinition of the Antennas per Reader decision. . . . . . . . . . . . . . . 60
3.6 Coverage ranges for each tag IC given a number of connected antennas. . 61
3.7 Refinement of the morphological matrix after finishing the model of the
system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.8 Pricing of an RFID tag depending on its integrated circuit and its inlay. . 72
3.9 Definitive morphological matrix. . . . . . . . . . . . . . . . . . . . . . . . 74
4.1 Recommendations for each of the architectural decisions modeled. . . . . 90
4.2 Recommendations for all the architectural decisions considered in the be-
ginning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
xii
List of Tables xiii
F.1 List of non-dominated architectures for the baseline case. . . . . . . . . . 112
F.2 List of non-dominated architectures for heuristic change case. . . . . . . . 113
F.3 List of non-dominated architectures for the extended HDBR decision case. 114
Abbreviations
ADS-B Automatic Dependent Surveillance - Broadcast
AFSA Advanced Framed Slotted ALOHA
AFTP Arriving Final Tracking Point, Decision
AITP Arriving Initial Tracking Point, Decision
APP Antenna Placement Problem
APR Antennas Per Reader, Decision
ASK Amplitude-Shift Keying
BSFA Basic Framed Slotted ALOHA
C1G2 Class-1 Generation-2
CDMA Code Division Multiple Access
CIR Channel Impulse Response
CV Computer Vision
DFSA Dynamic Framed Slotted ALOHA
DFTP Departing Final Tracking Point, Decision
DITP Departing Initial Tracking Point, Decision
DSM Design Structure Matrix
DSS Decision Support System
EDFSA Enhanced Dynamic Framed Slotted ALOHA
EIRP Equivalent Isotropically Radiated Power
EM Electromagnetic
EPC Electronic Product Code
FCC Federal Communications Commission
HF High Frequency
IC Integrated Circuit
IoAT Internet of Aerospace Things
IoT Internet of Things
ISM Industrial, Scientific and Medical
ISO International Standards Organization
LAN Local Area Network
LF Low Frequency
xiv
Abbreviations xv
LIDAR Light Detection And Ranging
LOS Line Of Sight
MAC Media Access Control
NOAC Number Of ALOHA Cycles, Decision
OCR Optical Character Recognition
OPM Object-Process Methodology
ORD Chicago O’Hare International Airport
OSI Open Systems Interconnection
PL Path Loss
RADAR Radio Detection And Ranging
RFID Radio Frequency IDentification
RPH Reader Placement Heuristic, Decision
RX Receiver
S-ALOHA Slotted ALOHA
SUP Suspected Unapproved Part
TAP Tracking Arriving Passengers, Decision
TCP Tracking Connecting Passengers, Decision
TDMA Time Division Multiple Access
TDP Tracking Departing Passengers, Decision
TT Tag Technology, Decision
TX Transmitter
UHF Ultra High Frequency
WSN Wireless Sensor Network
Chapter 1
Introduction
The purpose of this chapter is to define the main guidelines of this Thesis, starting
with a short introduction about connectivity, Internet of Things and its applicability to
the aerospace domain, thus presenting what is known as Internet of Aerospace Things
(IoAT). Then, baseline examples of IoAT projects are discussed, emphasizing those still
in development. We choose one of the topics presented, which focuses on connectivity
inside airports and how it can benefit the multiple stakeholders involved. Finally, we
develop the main objectives of this Thesis, which combines the concepts of System
Architecture with the selected project, and disclose its structure.
1.1 Motivation
One of the key elements in the progress of science and technology in the last decades has
been the Internet, a global network that links people from all over the world and allows
quasi-instantaneous transmission of information. From researchers sharing important
pieces of code through online platforms, to global leaders arranging multiple-party video
calls to discuss key decisions, connectivity has proved to be one of the most valuable assets
of mankind, allowing large-scale exchange of information in terms of distance, quantity
and quality.
During this century, the constant improvements in the technology for storing (Kryder’s
Law [9]), processing (Moore’s Law [10]) and transmitting (Nielsen’s Law [11]) data have
led to the creation of new connectivity concepts, one of them being Internet of Things
(IoT) [12]. IoT aims to create data networks clustering not only computers or mobile
devices but also objects whose main function is not being connected, such as means of
transportation or small appliances.
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2In the words of experts, IoT is the creation of a digital replica of a physical object,
providing wireless sensors to capture its instrumental nature and therefore provide a
digital connection to that object. Combining these wireless sensor networks (WSN) with
RFID devices, addressing schemes, data storage and data analysis tools [13], numerous
industries have benefited from this powerful technology, such as [14][15]
• Smart cities. Traffic control, parking optimization...
• Health-care. Assisted living solutions, personalized health-care...
• Environmental monitoring. WSN in endangered areas, civil protection...
• Product management. Supply chain control, good tracking, warehousing optimiza-
tion...
• Security. Identification systems enhancement, large-scale surveillance...
In all these industries, the arise of IoT projects have changed how important issues are
controlled and potential risks prevented, by introducing a real-time feedback and control
loop.
There is one industry in particular in which connectivity is crucial for the correct func-
tioning of its services and, at the same time, is one of the most limited in terms of
connectivity: The aeronautics industry. Recently, the efforts in the modernization of
this industry and combination of the new IoT technologies with the current aircraft
and airport infrastructures have led to the creation of the Internet of Aerospace Things
(IoAT) concept.
Due to the fatal consequences technical errors may lead to during flights, all aircrafts
are already immensely connected internally, presenting wide networks of sensors and
transceivers, duplicated in some cases [16]. However, connectivity is mostly limited
to the aircraft itself and basic communications between pilots and ground stations.
IoAT aims to boost the level of connectivity between all parties involved in the aviation
activities, thus creating a new and broad network to increase the amount of information
shared among all nodes.
Given the gap between the development of the IoT technologies in the different indus-
tries, we realize the necessity of leveraging IoAT in order to extend the connectivity
benefits to the entire aviation environment. In aviation, a good design is important
to avoid future problems, so we recognize the benefits regarding IoAT from a System
Architecture point of view would suppose and decide to analyze this topic accordingly.
31.2 General Objectives
With the aim to “connect aviation”, first we have to understand the current state and
developments of the IoAT network. Given the intricacy of this large network and the
amount of applications and projects in the aerospace industry that arise from the in-
troduction of IoT technologies, we must focus on a determined application or smaller
network in order to make meaningful contributions.
Still, the complexity of the problem demands caution in the proposal and analysis of
solutions. Therefore, we opt for applying System Architecture methodology and trans-
late our problem of leveraging IoAT into the determination of the best architecture for
a connected system within the IoAT concept.
Accordingly, the main objectives of this Thesis are the study of the connectivity in the
aerospace domain, the conceiving of an IoAT system and the application of System
Architecture principles to come up with the best architecture possible for the mentioned
system.
1.3 Background
The space of possible application that lie in the IoAT domain is broad and a few of
these applications have already been implemented or are in way to be so. In order to
be able to focus on a specific problem, it is important to first examine these existing
projects and analyze its goals and the way they are defined, so we do not have to start
our approach from scratch.
From all the interesting applications that have been envisioned, we have selected five
that present different types of increased or enhanced connectivity, shown from Table 1.1
to Table 1.5.
Tracking Passengers’ Luggage
Description RFID tags are attached to checked luggage at airports in order to
optimize the transport and classification operations.
Main goals The system intends to reduce the number of delayed baggages at air-
ports and provide passengers with means to know the status of their
luggage during their journey.
Status Major airlines have showed interested in the technology and some of
them such as Delta are currently using the technology in regular flights
[17].
Connectivity Present between passengers, airport luggage transporters and luggage
itself.
Table 1.1: Main features of the Tracking Passenger’s Luggage IoT application.
4Optimizing Airport Inspections
Description This idea consists in the attachment of RFID tags and sensors to the
different airplane parts to identify emergent issues during flights.
Main goals The system communicates detailed information of the status of the
affected pieces prior to landing and stores a database of the history of
modifications the part has undergone, to provide robustness against
the suspected unapproved parts (SUP) problem [15].
Status Boeing has recently launched a software tool called Airplane Health
Management [18] that focuses on helping in the optimization of solving
incidences that occur during flight with the help of RFID. On the other
hand, GE is already implementing the parts database, aiming at the
complete tracking of the parts since its manufacture [19].
Connectivity Present between aircrafts and airport technicians.
Table 1.2: Main features of the Optimizing Airport Inspections IoT application.
Automatic Dependent Surveillance - Broadcast (ADS-B)
Description ADS-B is a technology in which an aircraft determines its position
via satellite navigation and periodically broadcasts it, enabling to be
tracked.
Main goals It intends to provide data infrastructure for inexpensive and accurate
flight tracking. The information is received by air traffic control ground
stations as well as nearby aircraft, ensuring all agents have the same
information.
Status Aireon is a private company that has partnered with Iridium Commu-
nications to provide ADS-B tracking to foster new methods for aircraft
location [20]. The first satellites were launched in the beginning of
2017.
Connectivity Present between aircrafts, satellites and ground stations.
Table 1.3: Main features of the Automatic Dependent Surveillance - Broadcast con-
nectivity application.
Personalized Treatment
Description System for taking account of the complete passenger’s experience dur-
ing the whole journey, specially focusing on unsatisfactory events in
order to offer personalized treatment in posterior flights.
Main goals The main objective of this system is creating a tracking tool of the pas-
senger’s experience and make each passenger feel more valuable. The
important information would be shared with all the agents responsible
at each step of the passenger’s journey.
Status Delta proposed a software tool called Guest Service Tool to provide
flight attendants with information regarding high-value costumers in
order to offer personalized treatment [21].
Connectivity Present between passengers and airlines.
Table 1.4: Main features of the Personalized Treatment IoT application.
One of the most remarkable aspects of these IoAT projects is how they establish differ-
ent types of connections within all the agents present in the aeronautics environment.
Unfortunately, we can not base our study on more than a project, so we have to decide
where we want to focus this research and which kind of connectivity we want to create.
We inspire ourselves in the project described in Table 1.4, which aims to improve the
5Connected Turbulence
Description Creating a large sensor network in which each aircraft acts as a mobile
node, by providing constant information on turbulence events.
Main goals This system focuses on having complete control of the status and lo-
cation of turbulence areas, in order to avoid the operational costs and
passenger discomfort that may originate due to turbulence.
Status The Weather Company has proposed a product named Total Turbu-
lence which aims precisely at this system’s goals [22].
Connectivity Present between aircrafts and flight control stations.
Table 1.5: Main features of the Connected Turbulence connectivity application.
passenger’s experience during a flight by providing the flight crew with tools to get
feedback from all passengers, specially the high-value ones. However, we realize that once
the flight crew has information on the passengers, there is little they can do to improve
it, given each passenger has an assigned seat and a specific flight benefits purchased
beforehand. In other words, although the system does increase the connectivity, it fails
to substantially benefit from it.
Instead, we propose changing the context of the system and focus on the passengers’
experience before the flight, i.e., their time at the airport. Therefore, we also focus on
how we can improve the passengers’ experience but regarding an environment where they
have more flexibility. In this case, the connectivity is present between passengers and
the entire airport agents, being the airport authority, the security control responsible,
or the airport’s businesses workers. From now on, we will have this goal in mind and try
to come up with a system that fulfills it, using the concepts and principles from System
Architecture.
1.4 Literature Review
One of the most important elements in this Thesis is System Architecture, its method-
ology and its principles. In this section we intend to present the key notions of System
Architecture and the guidelines that define the role of the system architect. A full list
of the System Architecture principles and extended definition of its main concepts can
be found in Appendix A and Appendix B, respectively.
1.4.1 System Architecture
System Architecture conforms the basis of a practice that aims at designing and an-
alyzing the architecture of systems, specially in their early stages of development, by
identifying and making key decisions that capture the most of the system’s performance
6and cost. Although it is a remarkably interdisciplinary methodology, System Architec-
ture has proved to be specifically useful in aerospace and civil engineering [23], domains
in which systems present a strong and high level of complexity. System Architecture is
a way of understanding, designing and managing complex systems [24].
System Architecture is intimately related to system thinking, which is not thinking
systematically but a different thinking approach based on the understanding of the
question or problem explicitly as a system. We use Crawley et al. definition of a system,
being “a set of entities and their relationships, whose functionality is greater than the
sum of the individual entities” [25].
Every system presents attributes of form and function, and it exists framed in a certain
context [25]
• The form of a system represents its structure and its physical embodiment, what
the system is.
• The function of a system is the action or set of actions for which a system exists,
what the system does.
• The context of the system is what surrounds it, the entities or systems that are
outside of it.
Function is executed by form and it emerges from the union of the formal entities of
the system. While function is closely related to the system’s performance, the system’s
form will determine its cost.
The function of a system can be also understood as a process-operand relation executed
by the system. When the system performs its function, there is a pattern of transforma-
tion, known as process, in a certain property of an object, known as operand. To better
comprehend this definitions we use an analytical representation of form and function
known as Object-Process Methodology (OPM) [26][27], a set of graphic elements such
as blocks or links conceived by Professor Dov Dori. Following this methodology, in Fig-
ure 1.1 we show the basic definition of form and function concepts in OPM. A further
and detailed description of the basic OPM tools can be found in Appendix C.
As an example, let’s apply System Architecture in thermodynamics and analyze the form
and function of a basic dissipating fin. The form of the the fin would be the fin itself,
i.e., the metallic, heat-conductor object that is attached to the surface of the object
we are interested in cooling. On the other hand, the function of the system would be
“dissipating heat”, in which “dissipating” is the process and “heat” the operand. The
OPM representation of this example is shown in Figure 1.2.
7Figure 1.1: Generic repre-
sentation of form and func-
tion in OPM.
Figure 1.2: Representation
of form and function for the
fin system in OPM.
Once we have presented the basics of system thinking, we are ready to focus on System
Architecture and its methodology. System Architecture is defined as “the embodiment
of concept, the allocation of physical/informational function to the elements of form, and
the definition of relationships among the elements and with the surrounding context”
[25].
1.4.2 The Role of the Architect
The concept of a system is ”a product or system vision, idea, notion, or mental image
that maps function to form. It is a scheme for the system and how it works. It embodies
a sense of how the system will function and an abstraction of the system form” [25].
The system architect is the responsible of applying the definitions that derive from
system thinking to the system in question and make the transition from concept to
architecture. The architecture is defined as an abstract description of the entities of
a system and the relationships between those entities. Both concept and architecture
contain mappings of function to form. Having a concept in mind helps in the path to
the obtaining of the architecture.
Although it is usual to analyze the architecture of existing or envisioned systems [28],
in some cases system architects have neither the concept nor the architecture, and need
to come up with the former as a starting point. By analyzing which are the main goals
and the needs of the stakeholders involved in the project, the system architect has to
propose a solution-neutral function for the system that leads to the selected concept.
8According to the Principle of the Solution-Neutral Function [25], the system architect
has to avoid being driven by poor system specification or past experience that contain
any clues about the system, its form or its function. Instead, a hierarchy of solution-
neutral statements should be used to reach the concept of the system.
Sometimes, the space of possible architectures is extensive and it is difficult to analyze
and synthesize all possible architectures exhaustively. Instead, the architect has to define
a concept without providing too much detail and define the plausible architectures that
follow this concept as a set of separated architectural decisions [29][30].
At this point the architect utilizes Decision Support Systems (DSS) [31] to assist in the
decision making process. These systems are described by four main tasks or “layers”
[25]:
• The representing layer includes methods and tools for representing the problem
for the human decision maker and encoding the problem for computation. In this
layer the architect makes use of tools such as Morphological Matrices [32].
• The structuring layer involves reasoning about the structure of the decision prob-
lem itself. Design Structure Matrices (DSM) [33] are used to capture the coupling
between the different decisions.
• The simulating layer is used to determine which combinations of decisions will
satisfy logical constraints and calculate the metrics. There is a wide variety of tools
that can be used at this point, from simple equations to discrete-event simulation.
• The viewing layer presents, in a human-understandable format, decision support
information derived from the structuring and simulating layers. Architectural
tradespaces, in which the different architectures are compared in terms of perfor-
mance and cost, are one of the most typical formats [34].
Ideally, after this four step process, the architect is able to determine which architecture
will serve best to the goals of the project. However, it is possible different architectures
are meet these goals —the non-dominated architectures— and further criteria need to
be applied.
91.5 Specific Objectives
In section 1.3 we proposed the definition of a system that increases the connectivity of
passengers with the rest of the agents inside an airport terminal, regarding the prob-
lem from a System Architecture point of view. After the literature review on System
Architecture in section 1.4, we realize we have to conceive an architecture from scratch.
Therefore, the first objective of this Thesis will be the definition of an actual concept
that fulfills our goal defined by the stakeholders’ needs. To that end, we intend to use
the principle of the Solution-Neutral Function.
Following from the concept, we will need to define the architecture as a set of separated
individual decisions and therefore an important task will be the construction of the
mentioned set. To that end, identifying the elements of form and function —system
thinking— will be key to capture the most of the system’s performance and cost.
Once we have defined a set of architectural decisions, the four main tasks of DSS will
be required to continue with the process. At this point, we will be motivated to use
the representing, structuring, simulating and viewing layers to agree upon a specific
architecture or group of architectures.
The final goal of this Thesis is to study the viability of the best architectures and discuss
the translation of the System Architecture analysis to a real implementation.
1.6 Thesis Overview
Including this introductory chapter, the Thesis is divided in five chapters. In chapter 2
we analyze the problem from the System Architecture point of view, starting from a
general goal and narrowing the space of solutions to the RFID specific concept, providing
a comprehensive theoretical overview of the technology in order to develop a set of
architectural decisions.
Subsequently, chapter 3 covers in detail the simulation model that is developed with
purpose of evaluating the different architectures that result from the analysis in the
previous chapter. We not only present the distinctness in the modeling of the different
architectures but also their shared context and a pair of metrics in order to extract
valuable results.
Then, these results are thoroughly discussed in chapter 4 with graphical support from
the construction of the architecture tradespace. Also, we carry out further analyses with
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variation in the input set as well as provide insights on non-architectural but meaningful
information.
Finally, chapter 5 concludes this Thesis with a summary of the key contributions and a
brief discussion on the future work that follows this research.
Chapter 2
System Architecture
At this point we have an objective to fulfill and an environment in which the connectivity
system will have to operate. In this kind of situations, one may tend to base all ideas
and possible solutions on previous experiences or similar problems, thus leading the
architect to a narrower set of potential options. It is not possible to understand all of
system architecture from a reverse engineering perspective. The goal of this chapter is
to analyze the problem with the tools and principles of System Architecture. Therefore,
we will now shift to an approach of ”forward engineering”, in order to introduce two
important ideas: The solution-neutral function (section 2.1) and the concept (section 2.2)
of our system.
In section 2.3 we will present a study on RFID technology from the ISO’s OSI model [35]
point of view in order to analyze the formal and functional domains of this technology
and determine the necessary levels of complexity and abstraction in our system. Based
on this study, in section 2.4 we will obtain a set of separate architectural decisions
that will lead to the creation of a simulation model to test each one of the feasible
architectures.
2.1 Solution-Neutral Function
In order to define the concept for our system we first must identify the functional intent
expressed as solution-neutral function. We use intent to designate goals for a system.
To better understand the goals of the system we will focus on the functional intent
derived from the primary need of the primary beneficiary. According to the procedure
for deriving a solution-neutral statement of a functional intent in [25], we have to consider
the following steps:
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• Consider the beneficiary.
• Identify the need of the beneficiary we are trying to fill.
• Identify the solution-neutral operand that, if acted upon, will yield the desired
benefit.
• Identify the attribute of the solution-neutral operand that, if changed, will yield
the desired benefit.
• Perhaps identify other relevant attributes of the solution-neutral operand that are
important to the statement and fulfillment of the goal.
• Define the solution-neutral process that changes the benefit-related attribute.
• Perhaps identify relevant attributes of the solution-neutral process.
In [6] the perspective of the passengers, the airlines, the owners, businesses, and the
government when designing an airport terminal is discussed. Each of these stakeholders
has its preferences and needs —more than a single one in some cases— and that occurs
when introducing a new system inside the airport environment too. Therefore, it is
necessary to define a primary beneficiary and focus the development of the solution on
it. As the main users of airports’ transportation services, we consider the passengers as
the primary beneficiaries of our system.
Travellers are mainly interested in having a fast transportation from the origin airport
to their respective destinations, and that includes the mandatory steps they have to
follow before getting on the plane, such as baggage check-in or security controls. But we
can also consider that passengers want this transportation to be as secure as possible,
introducing a second need. With this in mind, in Table 2.1 we have the following two
possible formulations of the solution-neutral functional intent.
Question Fast Transportation Security
Beneficiary? People People
Need? “Save time” “Travel securely”
Solution-neutral operand? Passenger Passenger
Benefit-related attribute? Transit/Traverse Time Level of security
Solution-neutral process? Reducing Increasing
Attributes of process? Optimally, fairly and non-disruptively Equally
Table 2.1: Formulations of the solution-neutral functional intent considering the needs
of the passenger.
Other formulations, such as fulfilling the needs of the businesses or advertisement com-
panies as in Table 2.2 or prioritizing the airport authority as in Table 2.3, can also be
considered.
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Question Businesses Advertisement Companies
Beneficiary? People People
Need? “Earn money” “Reach people”
Solution-neutral operand? Business Advertisement Company
Benefit-related attribute? Revenue Amount of Market Opportunities
Solution-neutral process? Increasing Increasing
Table 2.2: Formulations of the solution-neutral functional intent considering the needs
of the businesses and advertisement companies.
Question Airport Authority
Beneficiary? People
Need? “Guarantee security”
Solution-neutral operand? Airport Authority
Benefit-related attribute? Security Control and Management
Solution-neutral process? Increasing
Table 2.3: Formulations of the solution-neutral functional intent considering the needs
of the airport authority.
Once we have answered the different questions for each of the cases we have considered
what we have is a solution-neutral framing of the desired function of the system for each
of these cases. Each of these set of answers can be summarized with its desired function
represented in OPM (see Appendix C), as in Figure 2.1.
Figure 2.1: Set of possible formulations of the solution-neutral functional intent in
OPM.
This diagram contains just a part of all the possible needs of all the stakeholders involved.
In order to continue with the selection of the concept we have to set a priority ordering
between stakeholders so we can select our solution-neutral function. Our goal is to come
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up with a system from which the solution-neutral function emerges while satisfying as
many of the stakeholders’ needs as possible (Principle of Balance, Appendix A).
We will select the solution-neutral function accordingly to the Principle of Value and
Architecture (Appendix A), focusing on the stakeholder that perceives the greatest value
from an increase of connectivity inside the terminal. Considering value is benefit at cost,
we choose reducing passengers’ transfer/traverse time as the solution-neutral function.
This way, from now on, we will prioritize passengers’ fast transportation need when
developing the concept of our system. Then, as far as possible, we will try to fulfill the
security needs of both the passengers and the airport authority.
2.2 Selected Concept
The intellectual distance from the solution-neutral function to the architecture of the
system is a large gap to jump. In order to help, we create an intellectual construct
known as concept. Concept is not a product/system attribute but a notional mapping
between two attributes: Form and function (see Appendix B) [25]. In this section we
have to manage to go from the solution-neutral function to a solution-specific concept.
It is key to understand that there is not a unique solution-specific concept but a group
of them.
Our solution-neutral function is reducing passengers’ transfer/traverse time inside an
airport. This is the time the passenger takes from getting to one place of the terminal to
another location, such as going through the security control or going from the shopping
area to the designated gate. In these displacements, passengers encounter with unwanted
obstacles that may increase their transfer time. These obstacles can be avoidable, if there
are multiple routes, or unavoidable, such as waiting queues. We look for concepts that
cut down the impact of the obstacles in the transfer time, either reducing the time spent
dealing with them or proposing alternative routes for avoiding them. This way, potential
concepts could focus on queue optimization, resource location, or even route suggestion.
Let’s start by considering the current resources or locations of an airport terminal,
i.e. check-in counters, security points, coffee shops, stores... Increasing the number
of resources would also increase the number of passengers served simultaneously and
therefore reduce the waiting time in queue. Given the typical distribution of arriving-by-
land passengers in airports suggests considering a Poisson model [6], this time reduction
is reflected in the expression for the waiting time in a M/M/c queue [36]
Tw =
C(c, λ/µ)
cµ− λ (2.1)
15
where Tw, C(c, λ/µ), c, λ, and µ stand for the expected waiting time, the erlang-C
function, the number of servers, the arrival rate, and the server rate, respectively. Hav-
ing the number of servers in the denominator makes it have an inversely proportional
relationship with the expected waiting time.
Measures such as opening more checkpoints —check-in counters, security points...— or
hiring more workers would be specializations of the increasing checkpoints concepts. We
can see these measures implemented in Brussels airport’s new Connector Building [37] or
Austin airport’s new South Terminal [38]. For instance, in the case of Brussels, the new
building includes a central platform for access and security screening as well as border
control for travellers departing Pier A. This considerably increases the efficiency of the
screening process. Moreover, the building offers plenty of space for a commercial area.
The increase in the number of checkpoints or locations inside an airport has to be ac-
companied by a change in the physical space of the terminal. Sometimes this change
is not possible and therefore concepts dealing with the improvement of the current in-
frastructure have to be considered. In this second line of concepts lie projects such as
UK’s attempts on implementing e-borders [39]. The project consisted in the creation of
a database storing all travellers information in order to accelerate the border procedu-
ral checking and easily detect criminals. Due to disagreements between the interested
parties the project was cancelled.
The concepts we have introduced so far focus on specific locations and suggest manage-
ment of the terminal resources from the airport authority point of view. Although these
measures have an impact on the passengers’ transfer time they do not contemplate the
complete displacement of a passenger inside an airport but just a part of it (just the
security control, just the baggage check-in...). Imagine the case a passenger waiting at
the designated gate wanted something to eat, where should that passenger go in order
to satisfy his/her needs without spending too much time?
Note “too much time” is not a defined quantity, as each passenger has a personal feeling
towards the time spent. We should therefore come up with a concept that allowed the
passenger bypass avoidable waits independently of the type of the displacement and the
passenger itself. Again, as valuing time presents depends on the person who values,
we have to think of something that provides the passengers all the necessary tools to
value the time, and then let them decide. This suggests gathering data of the current
state of the airport at the moment of the passenger’s decision on which route to take.
This data would not only contain the physical location of the place/s where a passenger
can satisfy his/her needs, but also measurements of time based on other passengers’
behaviours and previous displacements. Then, the passenger could decide freely which
route to take based on suggestions on the shortest-time routes.
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The information could be provided to the passenger through an app as they do in Miami
International airport [40], or could be displayed in interactive panels as the interactive
maps in Boston Logan airport [41]. Providing the spatial information of the terminal is
easy, however, gathering the data from the temporal state —passenger density, queue
timing...— of the terminal requires more complexity. This can not be done without
tracking the passengers inside the terminal.
If the system acquired accurate data of the passengers’ trajectories, it could provide valu-
able and precise information on waiting times and new trajectory durations throughout
all the terminal. If we combine this temporal information with the spatial information of
the airport —airport map, businesses’ location...— we can provide not only passive data
but also active data in the form of route or location suggestions that will reduce pas-
sengers’ transfer time. Therefore, we introduce tracking passengers as a solution-specific
concept for the solution-neutral function of reducing passengers’ transfer/traverse time.
Tracking a person would be the function of our system, we still need to figure out the
formal part —which we are about to do—. There exist several technologies that allow
the tracking of people. The first possibility we consider is RF tracking by using RFID,
providing each passenger with a tag —active or passive— and track them with RFID
readers to study their trajectory, as in [42][43].
Another tracking method is light tracking, which takes the form of a LIDAR. Following
this concept, in [44] a system using laser for tracking people inside a museum is discussed.
LIDAR is not a popular method for tracking people but for detecting them, as showed in
[45]. A close technology to LIDAR is RADAR, which lies in the radio tracking concepts,
and is also used for tracking people in open spaces [46].
The tracking concepts presented so far do not contemplate that people nowadays carry a
device able to connect to networks wherever they go: The mobile phone. WiFi Tracking
is not something new, in Brussels airport detection systems via WiFi and Bluetooth
connections are already implemented [47]. But WiFi tracking is not limited to the use of
mobile phones, in [48] alternative WiFi devices are attached to workers in a construction
site.
In the era of Artificial Intelligence, computers are now able to “see” and detect objects
and persons in images, what is known as Computer Vision. Therefore we can contem-
plate CV or image tracking as a tracking concept. In [49] a system to track multiple
occluding people using cameras is presented. In addition to the occlusion, the cameras
have to be able to successfully track in the dense dynamic environment that an airport
is. This has not been studied but for specific scenarios in small areas [50].
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We have examined a wide variety of solution-specific concepts that would serve to our
need. All these concepts are summarized and presented in OPM in Figure 2.2. Now it
is time to make a decision and choose our final concept in order to proceed with the
creation of our system.
Figure 2.2: Solution-neutral function and solution-specific concepts options for the
“connectivity” system.
First, we focus on the Passenger tracking concepts, as the other concepts do not involve
connectivity. From the five different tracking concepts we can observe three of them
not only are able to detect and track, but also allow identification. In section 2.1 we
introduced the priority ordering between the needs of the stakeholders, and stated that
we would also consider security as a need as long as we fulfilled the fast transportation
goals. These three concepts, RFID Tag, WiFi Device and CV, are able to track persons
and also identify them, a useful tool for the airport security.
Then, we can observe CV presents a clear disadvantage in front of RFID and WiFi, as
the latter two are robust to the physical look of the passengers and do not need a direct
path of vision with them. CV could be useful at specific locations such as the security
checkpoint [51], but it is non-viable for monitoring an entire terminal.
Between the two final options, WiFi and RFID, we choose RFID as the solution-specific
concept for our system. This decision is motivated by the non-dependability on each
passenger’s mobile phone in order to perform the tracking operations. Providing an
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RFID tag to each passenger ensures the correct tracking of each individual, avoiding
problems such as the disconnection or lack of mobile phones.
In Figure 2.3, the selected concept in OPM is shown, differentiating both its formal and
functional domains (see Appendix B). We can appreciate the tracking function for the
RFID case needs two devices, an RFID tag for each passenger and several RFID readers
located across the terminal.
Figure 2.3: Selected concept for the “connectivity” system.
The formulation of the specific function and form defining the concept of our system can
be found in Table 2.4, which answers the basic questions for defining a concept described
in [25].
Question Connectivity System
Specific operand? Passenger
Benefit-related attribute? Transit/Traverse Time
Specific process? Tracking
Attribute of process? Reliably
Generic concept form? Tracker
Specific form? RFID Tag
Attributes of form? Passive/Active
Table 2.4: Formulation of the specific function and form defining the concept of the
“connectivity” system.
RFID was created as an automatic identification procedure, with the purpose of provid-
ing what are called RFID tags to inanimate objects where identification was necessary.
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Given its broad potential, RFID became popular in numerous industries such as retail
[52], supply chain [53] or logistics [54]. Then, the extension of RFID identification to
RFID tracking, by increasing the number of RFID readers, was natural.
RFID systems are a big component of IoT, as they are usually connected to bigger
networks, that allow the remote access to the status and monitoring of tagged objects.
Combining both the capacity of information gathering and the “connectivity” of RFID
systems we have a powerful tool to ease the controlling, accessibility, and operations of
numerous industries.
The increase in the number of readers allows not only tracking [55] but also other func-
tions such as localization [56][57], where one is interested in the exact coordinates of a
tagged object rather than an approximate location. The environment created for the
tracking and localizing functions is called a Dense RFID Reader Environment, which
presents specific restrictions regarding the positioning of the antennas. These are dis-
cussed in [7][58]. An airport terminal using RFID to track passengers fits perfectly in
the Dense RFID Reader Environment description.
In literature, one can find studies on RFID systems used for tracking inside airports.
In [59] an RFID-based tracking system for airport security is presented, focusing on
the software and hardware architecture of the Tag-Reader communication. It also con-
templates how the different tag technologies affect the communication and assesses its
operation under real airport conditions (at Athens International Airport). The research
proved it is feasible to use RFID cells in airports to detect RFID tags in the far-field
range.
In [60] the applicability and advantages of using an RFID system for tracking passengers
inside an airport are discussed. It presents the merging between the airport context and
the RFID technology, without going deep into any technical detail.
Finally, in [61] an RFID model designed to be used in airports for security and efficiency
is presented. It contemplates a cellular network of passive RFID receivers and far-field
active RFID tags. It also focuses on the communication problems that may arise such
as non line-of-sight conditions or multipath.
In industry, one tech company called Optag tried to accomplish our task some years ago
[62][63] but unfortunately failed shortly after. Also, in Manchester airport, a similar
failing project was proposed at the same time [64]. One reason of this failure in building
a solid system might be the lack of research in tracking with RFID that had been done
by the time companies realized its broad potential.
From this short literature review we can draw the following conclusions:
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• In Academia, there is not much work done in tracking with RFID inside airports.
• In industry, the projects aiming to do so have failed.
• The RFID technology is applicable to the airport environment.
• Most of the research conducted focuses on a single reader.
• For the airport case, there is no research on the dense RFID reader environment.
Given this list of conclusions, in this Thesis we will focus on the implementation of
the RFID technology for tracking inside an airport terminal, taking advantage of the
previous research on single-reader applications, considering the dense RFID reader en-
vironment, and developing the study from a System Architecture point of view. Our
next goal is to come up with a set of decisions that capture the essence of the problem
and develop a model to study the different architectures.
2.3 RFID Technology
At this point, in order to develop a set of decisions that define our system, it is necessary
to study and examine how RFID works and the available RFID technology.
RFID, standing for Radio Frequency IDentification, is one of the automatic identification
procedures (Barcode, OCR, Biometrics...) based on the use of electromagnetic waves
for the power supply and data-exchange with a data-carrying device [3].
As introduced in previous sections, RFID systems consist of RFID readers and RFID
tags. Tags are attached to objects, allowing wireless communication with the readers,
which are able to detect the presence of the tags from short to relatively long ranges.
This simple mechanism is what makes RFID so popular in numerous applications.
There exist two types of tags: Active and passive. The former contains a radio transceiver
and its own power source, while the latter lacks a battery and therefore its data exchange
method consists on electromagnetic challenge-and-response coupling. Due to the inter-
nal battery, active tags are more expensive and therefore not suitable for large-scale
deployment, such as in our airport environment. If each passenger needs a tag, the best
option is to use passive RFID tags, as they are relatively inexpensive and affordable
against a high demand.
A passive RFID tag has three parts: An antenna, a semiconductor integrated circuit
coupled to the antenna, and some sort of encapsulation. The powering of the tag and
the communication is responsibility of the RFID reader [65].
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In the following subsections we will focus on the communication model of the passive
RFID tag with the RFID reader. To do so, we will analyze it considering ISO’s OSI
model [35], specifically paying attention to the Physical and Data Link layers, the first
and second layers of the OSI model, respectively.
2.3.1 Physical Layer
In a communication system, the physical layer grants the access to the physical medium,
with the settlement and maintenance of physical connections —e.g., antennas, circuits—
between the communicating agents from the mechanical, electrical and functional point
of view [66].
From this point of view, RFID system can be decomposed into three simple parts:
Reader, tag, and a wireless channel, as in Figure 2.4. Transmitter (TX) and receiver
(RX) in Figure 2.4 represent the front end of the reader, as readers also have processing
and powering units.
Figure 2.4: General building blocks of RFID [1].
In the first stage of the communication process, the TX is responsible for the EM coupling
with the tag. Once the tag has been reached and therefore power-supplied, the tag
responds and transfers its ID (the tag’s chip coordinates this process), which is received
by the reader’s RX. During the whole process, the encapsulation protects the antenna
and chip from environmental conditions or reagents and keeps the tag’s integrity [65].
2.3.1.1 Near Field vs. Far Field
Magnetic induction and EM wave capture are the two different RFID design approaches
that exist for transferring power from the reader to the tag. Both take advantage of the
EM properties associated with an RF antenna — the near field and the far field [65].
The Near Field system is based on inductive coupling between the tag’s antenna and
the reader’s antenna due to the reactive energy circulating around both. This mecha-
nism obeys Faraday’s principle of magnetic induction (Figure 2.5). A magnetic field is
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generated around the coil of a reader produced by a current flowing through it. As a
consequence, the tag’s coil reacts to the magnetic field and generates a small current.
Then, the effective communication between a reader and a tag is enabled through a
mechanism called load modulation [2]. The physical size of the near field RFID tag
antenna has little dependence on the frequency used, it is basically a coil [67].
Figure 2.5: Near Field communication using inductive coupling [2].
In the near field coupling, the most used frequencies lie in the LF and HF bands, being
128 kHz and 13.56 MHz respectively. This is due to the fact that the boundary between
near field and far field regions has an inversely proportional relationship with the carrier
frequency of the communication, it is approximately equal to c/2pif , where c is the
speed of light [68]. Therefore, low carrier frequencies predominate in this type of RFID
communication. A notorious feature of near field systems is the power drop, which has
a rate of 1/r6, where r is the distance between a reader and a tag. Another downside is
the low bandwidth and, hence, the low data rate [2].
On the other hand, far field systems are based on the free space propagation of EM
plane waves. The communication process involves the use of a technique known as
backscattering, which consists in the reflection of part of the incident energy on the
tag’s antenna due to an impedance mismatch between the antenna and the load circuit.
The variation in the impedance is what creates the differences in the amount of reflected
energy, allowing an effective communication. Figure 2.6 illustrates the mechanism [2].
In this case, the size of the antenna depends on the carrier frequency, as the antenna of
the tag is usually a dipole that is half a wavelength long. The relationship is inversely
proportional [67].
Regarding the power drop in the far field case, the attenuation is perceived accordingly
with a factor of 1/r2, which is smaller than the near field case (see Figure 2.7). The
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Figure 2.6: Far Field communication via backscattering [2].
range achieved by this type of communications lie in the interval 5-20 m, which can be
considered as long-range RFID communication. On the other hand, the carrier frequency
is higher than in the near field case, as far field tags commonly operate in the 860-960
MHz UHF band, and reaching the 2.45 GHz Microwave band in some cases [2].
Figure 2.7: Graph of the magnetic field strength H in the transition from near to far
field at a frequency of 13.56 MHz [3].
In the near-field case, the interest lies in using low frequencies, as the boundary between
near-field and far-field shows at greater distances thus systems can rely entirely on
magnetic coupling. As an example, for the near-field frequency values given earlier —
128 kHz and 13.56 MHz—, the boundary is located at 370 and 3.5 meters from the
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reader, respectively. On the other hand, in far-field communication, the closer the
boundary is to the reader, the impact proportional to 1/r6 is smaller, making far-field
RFID applications have a strong interest in using high frequencies. For the 900 MHz
and 2.45 GHz cases, the boundary is located at 5 and 2 centimeters from the reader,
respectively.
Given the inverse relationship between the tag’s antenna’s size and the carrier frequency,
operating at higher frequencies involves having small antennas, which turn into low fab-
rication and assembly costs. Then, the current advances in silicon technology combined
with the innovative circuit designs have reduced the power consumption of the far field
passive tags to only a few microwatts [2].
Considering all the exposed, our system will make use of the far field approach, as
proposing a near field communication is non-viable if we want to track all passengers
at a reasonable frequency. Our intent will be providing each passenger with a passive,
far field RFID tag and the detection —and therefore tracking— will occur when the
passenger is in the range of an RFID reader. Then, the terminal will have multiple
RFID readers spread.
2.3.1.2 Downlink and Uplink Communication
Regarding the wireless channel we already know two communication links establish
through it: A downlink communication in which the reader transmits a modulated RF
signal to the tag, and an uplink communication in which the tag’s IC varies the input
impedance and responds modulating the signal using a mechanism called backscatter-
ing. Modulation type often used in RFID is amplitude shift keying (ASK). In ASK
modulation, different digital data is transmitted by varying the amplitude of the carrier
wave [69].
For the downlink communication, the equation expressing the power Prt received by the
tag is [70]
Prt = PtrGtr PLgrtχτ (2.2)
Where PtrGtr is the reader transmitted EIRP, grt is the gain of the tag’s receiver antenna,
χ is the polarization matching coefficient, and τ is the impedance match between the
antenna and the RFID chip. PL represents Path Loss, which strongly depends on
propagation environment. If we considered a Free Space Propagation Model, Path Loss
would be expressed as [71]
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PL =
(
λ
4pid
)2
(2.3)
Where λ is the signal’s wavelength, and d is the distance between the reader and the
tag. As airports are enclosed spaces, we could also consider the Indoor Large Scale
Propagation Model, in which the equation for Path Loss is [71]
PL(d) = PL(d0) + 10n log
(
d
d0
)
+Xσ(dB) (2.4)
Where d0 is an arbitrary reference distance —usually 1m—, PL(d0) is the free space
path loss for distance d0, n is the path loss exponent, and Xσ is zero mean Gaussian
random variable with variance σ2dB in dB. Environmental factors such as obstruction,
multipath, tag orientation or displacing objects between TX and RX can affect the signal
propagation. To model this random nature of indoor propagation the variable Xσ, called
shadow fading, is included [71].
On the other hand, regarding the uplink communication, the power Prr of the backscat-
tered signal modulated by the tag and received by the reader can be calculated as [70]
Prr = PtrGtrGtt(PL)
2∆σ (2.5)
Where Gtt is the gain of the tag’s transmitting antenna and ∆σ is the differential radar
cross-section of the tag. This quantity can also be defined as (grtΓgrr), being grt, Γ, and
grt, the gain of the tag’s receiving antenna, the reflection coefficient of the tag, and the
gain of the reader’s receiver antenna, respectively. In [70] is showed that the limitation of
the system is focused on the downlink communication, as the power sensitivity threshold
of the tag is more restrictive than the one of the reader.
2.3.1.3 Multipath Propagation
When a TX and a RX communicate through a wireless channel, there is a key property
that characterizes this channel and its time-variant channel impulse response (CIR):
Multipath propagation. This type of propagation causes the creation of countless paths
that define the CIR. On the other hand, each path presents its own specific physical
phenomena such as free space loss, reflection/transmission, diffraction at large objects,
scattering at small objects and waveguiding. [4]
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As shown in Figure 2.8, the effects multipath propagation and the channel have on the
received power are divided into three categories. The average attenuation, already in-
troduced in subsubsection 2.3.1.2, is generated mostly by propagation loss and presents
certain deviations known as fading. These are caused either by large objects between the
communicating agents (shadowing/large-scale fading; changes slowly) or dur to inter-
ference provoked by the interaction between paths (small-scale fading; very localized).
[4]
Figure 2.8: Channel basics: Comparison of path loss models [4].
In the case of RFID inside an airport, there is little chance we will have large-scale fading
and therefore small-scale fading will be the most present effect in the signal apart from
path loss. For narrowband systems, there are different channel models for small-scale
fadings, such as Rayleigh or Nakagami [72]. However, the most suitable model for UHF
RFID in closed spaces with temporal variations due to people has been shown to be the
Rician model [73][74].
2.3.2 Data Link Layer
The purpose of the Data Link Layer is to provide the functional and procedural means
to transfer data between network entities and to detect and possibly correct errors which
may occur in the Physical Layer [66].
In this layer is where the Media Access Control (MAC) protocols are defined. In situa-
tions where multiple agents try to communicate with a specific base station, the MAC
protocols conform a set of guides and rules aimed to control the communication process
for avoiding collisions when possible. These protocols are essential in situations like
multiple people making mobile phone calls through the same cellular station or multiple
RFID tags trying to reach the same RFID reader.
Specifically, for the case of RFID, the most used protocol is Slotted ALOHA, S-ALOHA.
S-ALOHA is a time-based random access protocol in which the RFID reader provides a
27
communication time frame divided in a specific number of identical slots, N . Then the
reader broadcasts a message to all tags in range, indicating the number of slots provided,
the duration of each slot and requesting the ID of each tag. After receiving the message,
the tags respond with their IDs, each tag randomly selecting one of the time slots to
communicate.
S-ALOHA is similar to another famous time-based MAC protocol, the TDMA, but
unlike in TDMA, the slot assignement is random, whereas in TDMA the base station
assigns the slots in a deterministic fashion. This difference is due to the fact that RFID
readers a priori do not know the amount of tags in range. Then, both protocols make
use of the same frequencies for the communication process [75]. As introduced in the
previous section, the carrier frequecy lies in the UHF band.
The result of the communication process is a received frame each slot either empty, filled
with one tag’s ID, or corrupted data caused by two or more tags trying to communicate
at the same time (they randomly choose the same slot). Therefore, a reader may need
more than one ID request in order to correctly identify all tags in range. In each of these
cycles, once a tag is identified it is ignored until the complete set of cycles is finished.
When starting a new set, the memory of the reader will be “erased” and all tags will
need to fill a slot alone again in order to be identified.
The efficiency of the S-ALOHA strongly depends on the number of slots provided N
and the number of tags in range n. As an example we introduce Figure 2.9, where the
first frame represents the empty frame the reader provides. The second frame relates
to a situation in which a few of the slots and filled with one ID —green— and the rest
are received empty. This situation corresponds to the case in which N >> n. The third
frame relates to a situation where N ≈ n and most of the slots are filled with one ID,
although we can observe empty slots and collisions —red— too. Finally, in the fourth
frame collisions dominate, indicating a situation in which N << n and suggesting an
increase in the frame size.
Finally, in the Data Link layer, other operations such as the error control and correction
are also carried out. The whole network is simple: Multiple devices trying to communi-
cate with a single node through individual links. This makes us focus our attention on
the two layers just presented, as other layers such as the Network Layer or the Transport
Layer do not play a significant role in this system. However, they do require attention if
we analyze the whole airport network system, where the RFID subsystems become the
leaves of a bigger network. We do not deepen on this topic in this Thesis.
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Figure 2.9: Graphical examples of the efficiency of the S-ALOHA protocol.
2.3.3 Regulations
It is well-known every device with the ability to transmit information can not do so freely,
as it has to respect some regulations regarding frequency bands or power transmission.
And RFID is no exception. Every RFID system has to follow a set of rules or protocols,
which vary depending on the geographical area of the planet.
As in several research studies on RFID [76][77], we will focus this Thesis on EPC Class-1
Generation-2 protocols. C1G2 is defined in both the physical and the data link layer,
defining standards for several of the RFID communication parts such as the ASK mod-
ulation or the S-ALOHA protocol. However, given our system fits in the category of
Dense RFID Reader Environment, we are interested in the regulations of the physical
layer, as the interference between multiple RFID readers is controlled by protocols in
this layer.
C1G2 standard defines RFID communication within the range of 860 MHz to 960MHz,
corresponding to UHF. Specifically, given this study is based in North America, we have
to consider the standards defined by FCC too. FFC defines the RFID communication
to 50 channels of 500 kHz each, all lying in the 902-928 MHz ISM band. FCC also limits
the channel occupancy to 400 ms, thus making the RFID readers constantly change
their carrier frequency following a mechanism known as frequency hopping. In order to
avoid frequency interference the readers must ”listen before talk”, by interrogating the
channel for 5 ms in order to ensure no other reader is trying to access the same channel.
Once a reader has checked a channel is empty, it can begin the tag ID request.
Regarding power restrictions, in North America the maximum transmit power by an
RFID reader is 1 W. The transmitting antenna of the RFID reader is limited to a
maximum gain of 6 dBi, giving a maximum total radiated power of 4 W EIRP.
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2.4 Architectural Decisions
We have reviewed how RFID works and which are the main factors that affect the
performance of RFID communication it is time to come up with a set of interconnected
decisions that capture the essence of the problem and form the different architectures.
These decisions are an intermediate system, between the different needs and the final
architecture [25].
We will divide the decisions in functional and formal decisions, the former dealing with
the functional part of the system, i.e., tracking passengers inside an airport; while the
latter focusing on the form of the system, which is the RFID technology per se.
2.4.1 Functional Decisions
The functional decisions or decisions in the functional domain are related with form of the
solution-specific concept of the system, which is tracking passengers. In section 2.2 we
saw that in “tracking passengers”, “tracking” is the specific process while “passengers”
is the specific operand. We have to work on these in order to develop the functional
decisions.
If we look at the process, “tracking”, we realize we are in front of a binary process, as
either you track someone or not. There is no middle point between tracking someone
or not, it is just necessary detecting two times a person in order to have a track of that
person. In fact, airports are currently tracking passengers if we follow this definition,
as passengers are already being detected or identified at specific points in the terminal.
These points or locations are the check-in counters, the security point, the passport
control or the gates. So, we have a simple and discrete track of passengers already. The
process is completely defined.
Let’s focus on the operand then. One thing we have not discussed yet is the fact
that there are different types of passengers that travel in different directions inside
the terminal. We are talking about the passengers that depart from the airport and the
passengers that arrive to the airport. The first question arises: Do we want to track both
types of passengers? Furthermore, there is a third type of passengers, the connecting
passengers, which we have to decide whether we want to track them or not. We have
reached the first set of decisions:
• Decision 1: Do we track departing passengers?
• Decision 2: Do we track arriving passengers?
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• Decision 3: Do we track connecting passengers?
All three decisions have just two options, either tracking them or not. Note that deciding
tracking a type of passengers increases the information we have on the airport, which
will be related to the performance, but also increases the cost, as more tags must be
provided.
So far, we know we want can decide to track up to three types of passengers displacing
inside the same physical space. If they move through the same space, the difference must
be due to how they move in this space. Indeed, all three types of passengers perform
different types of general trajectories inside an airport, as the goals are different.
Figure 2.10 shows the general trajectory of a departing passenger, which starts at the
parking or drop-off area and ends —hopefully— inside a plane. If the passenger takes an
international flight a passport control is required. We can observe that in this process
the passenger is identified four times, having a simple tracking system with four data
points, not enough for our goal.
Figure 2.10: General trajectory followed by departing passengers inside an airport
terminal.
The same diagram for the arriving passengers is shown in Figure 2.11, in which pas-
sengers start inside the plane and finish at the parking or drop-off area. In this case,
however, the passengers circulate through a new location, the baggage claim area, and
are not identified at any point in their displacement.
Finally, Figure 2.12 shows the general trajectory for the connecting passengers, which
can be understood as a mixture of the previous two, as passengers start and finish
inside a plane. This time the number of identifications is reduced to two if the flight
is international or one if it is not, therefore currently the tracking is not ensured for
connecting passengers.
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Figure 2.11: General trajectory followed by arriving passengers inside an airport
terminal.
Figure 2.12: General trajectory followed by connecting passengers, once on outbound,
inside an airport terminal.
After presenting the three general trajectories we realize departing and connecting pas-
sengers share the same physical space while arriving passengers have trajectories that
pass through different locations. This means that if we want to track both departing
and arriving passengers we have to cover more surface with readers than the case of
tracking departing and connecting passengers at the same time. If we wanted to avoid
spending this extra money in tracking the arriving passengers we could decide to stop
the tracking before reaching the baggage claim area. This arises two new questions:
Where should the tracking begin? And where should the tracking end?
Again, as the departing and arriving passengers do not share the same space completely,
we could design a pair of decisions for each case and consider two tracking directions.
As a reminder, the connecting passengers share the physical space completely with the
departing passengers, and therefore would not be necessary to specify a pair of decisions
for this type of passengers. Therefore, the next set of decisions is:
• Decision 4: Which is the initial tracking point for departing passengers?
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• Decision 5: Which is the final tracking point for departing passengers?
• Decision 6: Which is the initial tracking point for arriving passengers?
• Decision 7: Which is the final tracking point for arriving passengers?
In order to select the options for each decision we have to take a look at the general
trajectories for each type of passengers again. Regarding the departing case we have
seven different locations the passenger goes through. Out of these seven we discard the
recreation area, as it is a very wide area compared to others, and the passport control,
given not all passengers go through it. So, we have five potential locations where we
could start the tracking and/or finish it. Furthermore, we can realize there is no much
sense in tracking passengers from the gates to the planes, as once a passenger enters the
gate he/she can not follow any trajectory but the only one possible and has no other
choice than waiting at the queue.
So, considering we can not start and finish the tracking at the same location, and
therefore the gate can not be the start location for decision 4 and the parking/drop-off
area can not be the finishing location for decision 5, the options for these decisions are:
• Options for Decision 4: Parking/Drop-off Area, Check-in Counter, Security
Point and “None”.
• Options for Decision 5: Check-in Counter, Security Point, Gate and “None”.
Note we introduce “None” for completion and accordance to decision 1, as there is no
sense in determining tracking start and end points if we decide not to track in the first
place.
Following the same procedure, we can develop the options for decisions 6 and 7, related
to the arriving passengers:
• Options for Decision 6: Baggage Claim Area, Gate and “None”.
• Options for Decision 7: Parking/Drop-off Area, Baggage Claim Area and
“None”.
Considering we have already developed seven decisions, we will focus on the formal do-
main, as we do not want to come up with too many decisions and increase the variability
substantially. In Table 2.5 we summarize the decisions in the functional domain.
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Architectural
Decision
Option 1 Option 2 Option 3 Option 4
Tracking Departing
Passengers (TDP)
Yes No
Tracking Arriving
Passengers (TAP)
Yes No
Tracking Connect-
ing Passengers
(TCP)
Yes No
Departing Initial
Tracking Point
(DITP)
Parking/Drop-off
Area
Check-in Counter Security Point None
Departing Final
Tracking Point
(DFTP)
Check-in Counter Security Point Gate None
Arriving Initial
Tracking Point
(AITP)
Baggage Claim
Area
Gate None
Arriving Final
Tracking Point
(AFTP
Parking/Drop-off
Area
Baggage Claim Area None
Table 2.5: Set of functional decisions for the RFID system.
2.4.2 Formal Decisions
The formal decisions or decisions in the domain of form are related with the form of the
solution-specific concept, which are an RFID tag and an RFID reader. The performance
of an RFID system is notably dependant to the technology used. In [59] is showed how
by just changing the tag used, the range of the communication is affected. Our goal in
this section is define a set of decisions that remove this technology-dependency as much
as possible.
In [76] is showed how the performance is substantially affected by changes in the param-
eters of the physical layer. Therefore, we will focus the decisions on this layer as much
as possible.
In order to define the decisions it is necessary to examine the available technology
and check to which extent we are flexible when purchasing parts of an RFID system.
Advised by experts on RFID we decide to focus on an RFID supplier’s products [78]
(see Appendix D).
We start by discussing the RFID readers available (see section D.1). The readers contain
the processing unit that handles all the information received by the tags, but do not
include the TX and RX antennas, they have be acquired separately. The supplier also
offers TX-and-RX-integrated antennas that connect through coaxial cables to the readers
(see section D.2). A reader can be connected to up to four antennas, each providing a
34
new area of coverage but increasing the cost. This trade-off can be translated into a new
decision:
• Decision 8: How many antennas should we connect to the readers?
In literature we can find several figures of typical antenna gain diagrams [79][80][81] and
the antennas in the supplier’s catalog are no different. This type of UHF antennas are
usually directional, i.e., they do not cover a perfectly circular area around them but a
big lobe area in front of them and a tiny lobe area behind them. In Figure 2.13 the
radiation plots of one of the antennas considered are displayed.
Figure 2.13: RF Radiation Plots fora single ALR-A0501 antenna.
What a radiation plot presents is the gain in every possible direction an antenna radiates.
In subsection 2.3.3 the restrictions on the maximum power transmitted allowed were
presented. Considering now the radiation plot, we know that the maximum power
allowed, which in North America is 4 W, must be transmitted in the direction of the
maximum antenna gain. This way, we make sure we do not exceed and fail to fulfill the
standards.
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In order to achieve omnidirectionality we must connect more than one antenna to the
reader, therefore the options for decision 8 turn to be obvious:
• Options for Decision 8: 2 antennas, 3 antennas and 4 antennas.
In subsubsection 2.3.1.2 we introduced how the communication in an RFID system was
limited by the downlink communication, therefore a key treat of our system is the power
sensitivity of the tag. The power sensitivity indicates the minimum power a tag can
detect in order to correctly communicate back. Given the antenna do not radiate the
same power in all directions, if a tag is located in a direction forming a big angle with
the direction of the maximum, it will have more chances of not being reached by the
reader.
Therefore, the next step is examining the tag catalog of the supplier, which can be found
in section D.3. According to Figure D.3, each tag can be described by two categories:
The application it serves and the type of integrated circuit (IC) it has. In this case,
we can not choose the application of the tag, as it is a restriction of the system (e.g.,
we could not select tags designed for pharma/healthcare). On the other hand, one of
the things in which the integrated circuits differentiate from each other is precisely the
power sensitivity (see section D.4). This introduces us to our next decision, which has
three clear options:
• Decision 9: Which IC should the tags contain?
• Options for Decision 9: Higgs-3, Higgs-4 and Higgs-EC.
At this point the reader may ask why we do not cover the entire terminal with a great
number of readers or just the sufficient number to reach each possible position, so we
can forget about omnidirectionalities and integrated circuits. Unfortunately, apart from
being a solution that substantially increases the cost, again we are limited by the regu-
lations presented in subsection 2.3.3. In North America, only fifty 500 kHz channels are
available for RFID communication, and in [7] we learn there are minimum distances the
antennas have to keep in order to avoid interchannel or intrachannel interference.
Although this distances vary with the technology we can have a grasp of its order and
why we can not place a lot of antennas, and therefore readers, in the same area. This
arises a question which easily turns into a decision:
• Decision 10: Which heuristic should we follow to place the readers?
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Channel Antenna of Default Configuration
Adjacency Front (m) Side (m) Back (m)
0 1400 350 210
1 180 45 30
2 130 25 15
3 95 20 10
Table 2.6: Safe distance for different antenna configurations [7].
It is not trivial to develop a good set of options for this question. In the next chapter
we will discuss the procedure for obtaining them. For now, for completion, we introduce
them as numbered heuristics. So:
• Options for Decision 10: Heuristic 1, Heuristic 2, Heuristic 3 and Heuristic 4.
With the three formal decisions presented we have removed a great part of the technology-
dependency of our problem. All of the three decisions have their impact on the physical
layer of the RFID communication. In subsection 2.3.2 we viewed how the S-ALOHA
protocol, lying on the data link layer, had also impact in the communication process, as
the guarantor of a correct multiple access.
It was introduced how an ID request from the reader worked and how it usually did
not get all tags at once, as the reader might fail in providing the sufficient amount of
slots, provoking collisions in some of these slots. This is solved by carrying out more
request cycles until the reader considers it has reached all the tags in range with a certain
confidence (remember the reader never knows with total certainty the total amount of
tags). One may think about providing an very large number of slots in order to avoid
collisions. The truth is increasing the number of slots also increases the time elapsed
during a request cycle. Imagine a passenger crossing a reader’s coverage area while it
has just started reading tag IDs from a very large frame. This passenger may get out of
the range before the reader can start another cycle, thus missing a passenger. So it is
better to perform more than one short cycle rather than just a long big cycle. But, how
many cycles should a reader perform before starting another set of cycles?
• Decision 11: How many cycles should a reader perform before starting a new set?
Ideally, we would want to select a number of cycles that made sure no passenger is missed.
Unfortunately, the randomness of the problem makes there is always a probability of
missing passengers. In order to come up with an appropriate number of cycles let’s
study the average human walking behaviour.
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We will consider the airport as an environment where most of the passengers walk as
if they were walking on the streets, as most passengers arrive to the airport with extra
time and do not need to rush. The average adult human walking speed lies around 1.5
m/s [82][83]. Given the examples presented in [59], we would like to aim to a range
radius of 10 meters. By doing some easy math we get the average walker would take
around 13 seconds to cross a cover area by its diameter.
In [8] the average cycle duration given a fixed number of slots is discussed and we present
it in Table 2.7. There, N refers to the number of slots provided, tN is the duration of
a single cycle given a fixed number of slots, σ is the typical deviation in milliseconds
for different cycle trials and tN/tN−1 is the ratio between cycle durations of different
number of slots.
N slots 1 4 8 16 32 64 128 256
tN (ms) 56 71 90 128 207 364 676 1304
σ 4.96 2.19 2.26 3.80 4.79 4.82 5.05 4.36
tN/tN−1 - 1.3 1.3 1.4 1.6 1.8 1.9 1.9
Table 2.7: Cycle duration given a fixed number of slots [8].
This measurements are closely related to the technology used, but again, we can get
a grasp about the order of the duration of the cycles. It is fair to assume we will not
have as many people as 256 in an approximately ten meter radius circular area, specially
considering large flows of people occasionally reach 2 people per square meter [84]. So,
it is highly likely that all cycles last less than a second.
If we set the duration limit of a complete set of request cycles to five seconds, we will
have enough time to —hopefully— detect a passenger twice while he/she is in range.
Assuming a second out of those five is spent performing extra operations (information
processing, cycle preparation...), a reader could fit up to four cycles in that time for the
worst-case scenario. So, given that and the fact that one cycle is not usually enough
—considering the reader provides a reasonable number of slots—, the options we will
analyze are:
• Options for decision 11: 2 cycles, 3 cycles and 4 cycles.
This last decisions closes the set of formal decisions we will consider for our system.
They are summarized in Table 2.8.
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Architectural
Decision
Option 1 Option 2 Option 3 Option 4
Antennas per
Reader (APR)
2 3 4
Tag Technology
(TT)
Higgs-3 Higgs-4 Higgs-EC
Reader Placement
Heuristic (RPH)
Heuristic 1 Heuristic 2 Heuristic 3 Heuristic 4
Number of ALOHA
Cycles (NOAC)
2 3 4
Table 2.8: Set of formal decisions for the RFID system.
2.4.3 Morphological Matrix
The eleven architectural decisions we have come up with are the subset of design de-
cisions that are most impactful. We organize them in a structure called morphological
matrix, as showed in Table 2.9. The combination of these decisions will lead to different
architectures that are fundamentally different from each other.
Architectural
Decision
Option 1 Option 2 Option 3 Option 4
Tracking Departing
Passengers (TDP)
Yes No
Tracking Arriving
Passengers (TAP)
Yes No
Tracking Connect-
ing Passengers
(TCP)
Yes No
Departing Initial
Tracking Point
(DITP)
Parking/Drop-off
Area
Check-in Counter Security Point None
Departing Final
Tracking Point
(DFTP)
Check-in Counter Security Point Gate None
Arriving Initial
Tracking Point
(AITP)
Baggage Claim
Area
Gate None
Arriving Final
Tracking Point
(AFTP
Parking/Drop-off
Area
Baggage Claim Area None
Antennas per
Reader (APR)
2 3 4
Tag Technology
(TT)
Higgs-3 Higgs-4 Higgs-EC
Reader Placement
Heuristic (RPH)
Heuristic 1 Heuristic 2 Heuristic 3 Heuristic 4
Number of ALOHA
Cycles (NOAC)
2 3 4
Table 2.9: Morphological Matrix containing the decisions chosen for the RFID system.
39
One could think that combinatorics tells us there will be 124,416 different architectures
to compare. Although the math is correct, in reality this number is not that big, given
there exists a set of constraints or restrictions that make some of these architectures
unfeasible to carry out. As an example, if we decide not to track departing passengers,
there is no logic in installing readers at the check-in counters, therefore making unfeasible
all architectures with option 2 for decision 1 and option 2 for decision 4. All these
constraints can be found summarized in Table 2.10.
Id Name Scope Equation
a Tracking TDP, TAP (TDP != No) || (TAP != No)
b TDPconstraint1 TDP, DITP, DFTP (TDP == No && DITP == None &&
DFTP == None) || (TDP == Yes)
c TDPconstraint2 TDP, DITP, DFTP (TDP == Yes && DITP != None &&
DFTP != None) || (TDP == No)
d TAPconstraint1 TAP, AITP, AFTP (TAP == No && AITP == None &&
AFTP == None) || (TAP == Yes)
e TAPconstraint2 TAP, AITP, AFTP (TAP == Yes && AITP != None &&
AFTP != None) || (TAP == No)
f DTPconstraint1 TDP, DITP, DFTP (DITP != DFTP) || (TDP == No)
g DTPconstraint2 DITP, DFTP (DITP == Security Point &&
DFTP == Gate) || (DITP != Security Point)
h ATPconstraint1 TAP, AITP, AFTP (AITP != AFTP) || (TAP == No)
i ATPconstraint2 AITP, AFTP (AITP == Baggage Claim Area &&
AFTP == Parking/Drop-off Area) ||
(AITP != Baggage Claim Area)
j DFTP+AITP DFTP, AITP (DFTP == Gate && AITP == Gate) ||
(DFTP != Gate)
Table 2.10: Constraints for the RFID system.
With the morphological matrix defined, we have reached the end of this chapter. Our
next goal is to develop a simulation model in order to evaluate all feasible architectures
and compare them in performance and cost. Also, system architecting is an iterative
process, meaning we will need to constantly review our set of decisions and constraints
developed during this chapter and, in some cases, redefine them. To ease the compre-
hension of the refinement process, Table 2.11 shows each architectural decision and the
section of the following chapter in which it will be addressed and, if necessary, refined.
40
Architectural Decision Section
Tracking Departing Passengers (TDP) subsection 3.2.2
Tracking Arriving Passengers (TAP) subsection 3.2.2
Tracking Connecting Passengers (TCP) subsection 3.2.2
Departing Initial Tracking Point (DITP) subsection 3.2.1
Departing Final Tracking Point (DFTP) subsection 3.2.1
Arriving Initial Tracking Point (AITP) subsection 3.2.1
Arriving Final Tracking Point (AFTP subsection 3.2.1
Antennas per Reader (APR) subsection 3.3.2
Tag Technology (TT) subsection 3.4.1
Reader Placement Heuristic (RPH) subsection 3.3.3
Number of ALOHA Cycles (NOAC) subsection 3.3.4
Table 2.11: Relation of each architectural decision with the section in which it will
be addressed.
Chapter 3
Model Description
After defining the different architectural decisions and determining which is the set of
feasible architectures based on restrictions imposed by the problem, it is time to evaluate
each of these architectures. Regarding the Four Main Tasks of Decision Support Systems
in [25], the goal of this chapter is to focus on the simulating layer and present the
simulation program developed to evaluate the different architectures.
The chapter is organized as to introduce the different parts of the code in a structured
way. To that end, section 3.2 is devoted to the airport environment, i.e., how the
program models the physical space of the terminal and the different passengers walking
through it. In section 3.3, how to simulate the communication process between readers
and tags is discussed, focusing on the impact each decision has in the program. Finally,
in section 3.4 the metrics used to evaluate the different architectures will be presented.
3.1 Diagram of the Model
To help understanding how the model works and how the different parts that will be
presented in this chapter relate to each other, in Figure 3.1 a diagram of it is presented.
In blue, the different inputs of the whole model are showed, being the flight schedule
(presented in section 4.1), the airport map and the architectural decisions. This chapter
will introduce first the Airport and Passenger models in subsection 3.2.1 and subsec-
tion 3.2.2, respectively. Then, in section 3.3, the Coverage, Reader, Tag and ALOHA
models will be explained in detail. Finally, the result of the simulations or the architec-
tures’ metrics, will be introduced in section 3.4.
Note that the Passenger and Airport models only are called once during the entire
simulation, as all the architectures share the results of both models, as they represent
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Figure 3.1: Diagram of the model showing how the different parts interact with each
other to obtain the final metrics.
the context of the system. Instead, all the models dealing with the RFID part are called
exactly once per architecture, and form the basis for the performance and cost metrics.
3.2 Environment
The first essential step of the model is the creation of the system’s context, which is the
airport terminal itself. This means simulating not only the physical space of the terminal
with a reasonable level of detail but also the movement of the passengers through it.
Terminal simulators have already been developed in literature with the aim of providing
insightful information for facility design [85] or optimizing passenger flow [86]. In our
case, we want to simulate the airport and then simulate an RFID communication system
on top of it, thus differing from the usual goals of airport simulators.
Note this is the part of the model that all architectures share, as no decision involves
changing any feature of the airport. Therefore, the environment modelling will not be
as critical as the RFID modelling, which will vary between the different architectures.
However, it is important to model the terminal and the passengers appropriately in order
the results of the RFID simulation to be valuable.
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3.2.1 Terminal
The airport constitutes the physical space, i.e., the form, of the context of our system
and the task of this section is to model this physical space with the necessary level of
detail. To begin with, we will focus just on the airport passenger buildings, as neither
the plane runways nor other locations such as the car rental area will be populated with
RFID readers. Considering our exclusive focus on the building and in order to generalize
the architectures as much as possible, we redefine the fourth decision, regarding to the
Departing Initial Tracking Point, DITP. Instead of considering the parking or drop-off
area as an option we will change it for just the entrances of the building. This change
is reflected in Table 3.1.
DITP Option 1 Option 2 Option 3 Option 4
Redefinition Entrance Check-in Counter Security Point None
Table 3.1: Redefinition of the Decision Departing Initial Tracking Point.
The passenger building is a 3D environment, but the passengers walk across 2D planes
in most cases. In few situations such as in elevators —closed environment— or on
mechanical stairs the passengers vary their altitude. As this situations suppose a small
part of the passengers’ trajectories we will model the airport as a flat surface, following
the same concept of other airport simulators [87].
As stated in [6], “Designers of airport passenger buildings face a fundamental problem:
They need both to concentrate and spread them out”. Given designing an airport
is not an easy task we opt for focusing on the five basic airport passenger building
configurations, also from [6]. These configurations are:
• Finger piers
• Satellites, with or without finger piers
• Midfield, either linear or X-shaped
• Linear, with only one side devoted to aircraft
• Transporters
In Appendix E each of the configurations is described with further detail. The first two
configurations present a major level of complexity whereas the others are much simpler.
Motivated by this fact, and the difficulty of designing the interiors of the buildings from
scratch, we decide to model a real airport, in 2D, whose configuration lies in either the
Finger pier or Satellites categories.
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Based on the previous reasoning, and motivated by the amount of data available from
the airport, we choose to model the Terminal 3 at Chicago O’Hare International Airport
(ORD). O’Hare airport is one of the busiest airports in the world, as it serves as a hub
connecting several destinations between the east and the west of America. The airport
serves an average of 2,400 flights per day and it is divided in 4 terminals and 9 concourses
[88].
Four of the nine concourses are located in Terminal 3, which hosts domestic flights
from several well-known airlines. Observing Figure 3.2 we can appreciate the clear
resemblance of the terminal with the Finger Pier model, as the building shows long,
narrow walkways extending from the central core and aircraft gates spread across them.
Each of the fingers corresponds to a concourse of the terminal. From left to right, G, H,
K and L, respectively.
Figure 3.2: Real map of the Terminal 3 at Chicago O’Hare International Airport
(level 2) [5].
Furthermore, the terminal has three different levels: In level B1 we can find the parking
area, level 1 hosts the baggage claim area and in level 2 all gates and check-in counters
are located. Levels B1 and 1 do not have fingers and passengers can only walk through
the central core, thus having less floor surface. Given the baggage claim area is located
in a relatively small space, with no presence of cafe´s, restaurants and other businesses
such as those that fill level 1, it narrows the space of trajectories to those that arrive
at level 1 and go to the exit of the terminal, with possible stops at the conveyor belt
and/or the restrooms. This difference in the richness and variety of trajectories between
different levels makes us focus solely on level 2.
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This change makes us reconsider the morphological matrix again, as now the option of
installing RFID at the baggage claim area has been discarded. So, we have to redefine
the decisions regarding the arriving passenger’s initial and final tracking points. The
redefinition —or specialization— of these decisions is showed in Table 3.2, where now
we do not consider placing readers between the baggage claim area and the exit.
Architectural Decision Option 1 Option 2 Option 3 Option 4
Arriving Initial Tracking
Point (AITP)
Gate None
Arriving Final Tracking
Point (AFTP
Baggage Claim
Area
None
Table 3.2: Redefinition of AITP and AFTP decisions.
Note now this pair of decisions is redundant with the tracking arriving passengers de-
cision, as it also can be viewed as a binary yes/no decision. Therefore, we remove the
AITP and AFTP decisions from the morphological matrix.
To model the layout of level 2 as a flat surface we view the map as a discrete domain
composed by tiles, and assign each of these tiles a different number depending on its
nature. So, we define the terminal T as
T = (tij) ∈ Rm×n (3.1)
The chosen values for m and n will be discussed in the next section. The different tiles
are labeled depending on whether they are walking areas, obstacles or the outside of the
terminal. Therefore, specifically, we will consider that
tij ∈
{
0,
1
2
, 1
}
(3.2)
where 0, 1/2 and 1 correspond to the outside area, the obstacles and the walking area,
respectively. In addition, the different locations lk —forming a set L— of the terminal
T that are part of passengers trajectories, i.e., entrances, check-in counters, security
points, gates and exits, are modeled as a tuple
lk = (ik , jk , ck) (3.3)
where ik and jk are the coordinates of the location’s tile in T and c is its class, i.e.,
the type of location among the listed in the previous paragraph. A location occupies
exactly one tile. In Figure 3.3 the terminal 3 of O’Hare airport is presented following the
modeling described in this section. Regarding the terminal T , black areas, with tij = 0,
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correspond to the outside of the terminal; white areas, in which tij = 1, represent the
walking areas; and finally gray areas, with tij = 1/2, model the obstacles in the terminal.
These obstacles may be closed spaces, such as shops or restaurants; or restricted walking
areas, such as the security control areas.
Figure 3.3: Model of the Terminal 3 at Chicago O’Hare International Airport.
On the other hand, colored dots in Figure 3.3 represent the position of each of the
locations lk. Thirteen Red dots represent the different entrances, check-in counters are
showed as twenty-eight blue dots, ten green dots relate to where the various security
control points are located, seventy-eight yellow dots represent the gates of the terminal
and finally a single purple dot models the exit of the terminal for the arriving passengers,
which in reality would lead them to level 1. As Terminal 3 only serves domestic flights
we do not include a passport control area.
Note the fingers of the terminal are displayed as horizontal lines instead of diagonals,
the true design of the airport. Again, given no airport feature is involved in the mor-
phological matrix, we opt for simplifying the design in order to ease the creation of
the simulation model. However, we do not change the relative positioning of obstacles
within the fingers, although we cluster them in bigger gray areas also for simplicity. The
terminal and the remaining parts of the model to be presented in the following sections
are developed using Python coding language.
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3.2.2 Passengers
In this section we introduce how we model the passengers that depart from or arrive to
terminal T , the behaviour of their trajectories and their inclusion within a time frame.
3.2.2.1 Terminal Granularity
We first focus on the physical space of the terminal and how the passengers move through
it. In order to start discussing how to model the different trajectories inside the airport,
it is essential to determine the granularity of the terminal T , i.e., provide numerical
values to the variables m and n introduced in the previous section.
There is a tradeoff between the size of the tiles and the amount of computational re-
sources required to carry out the simulation. If we chose a small tile size —and therefore
large values for m and n— the simulation would be computationally expensive whereas
a large tile size would ease the computing but would not provide an accurate level of
detail to the terminal.
In subsection 2.4.2 we stated our objective of achieving a range of 10 meters approxi-
mately and we have to set tiles’ size accordingly to this. Therefore, a size larger than
1 meter would not be suitable for the case, as we would not be providing the necessary
level of detail. On the other hand, setting 10 centimeters as the size of each tile would
not only provide too much detail but also increase the computing substantially.
Given we have to model passengers walking, a good way to make all the calculations
simple is to make the tile size equal the human average stride length. This way, a
passenger moving from one tile to an adjacent one would be interpreted as this passenger
actually making a step. From literature, we learn the average stride length is 0.76 meters
[89]. So, taking into account the real dimensions of O’Hare’s Terminal 3 and adding some
margins for aesthetics we choose
m = 600 n = 725
Therefore, we end having a terminal of 435,000 tiles which represents the entire terminal
surface.
3.2.2.2 Passenger Trajectories
Inspired by the work in [90], we model trajectories as a succession of different locations.
For instance, departing passengers first get inside the terminal, may head to the check-in
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counter, then walk towards the security point and finally reach the corresponding gate.
They may deviate during their trajectories but they will not visit a specific location lk
before reaching all previous locations showed in Figure 2.10.
Formally, a passenger’s l trajectory PTl is defined as set of steps slk
PTl = (sl1, sl2, · · · , slK) (3.4)
Where each step slk is defined by its coordinates
slk = (ilk , jlk) (3.5)
While reaching each of the locations, passengers are only able to walk through walk
areas, and can not cross obstacles or move outside of the terminal. It is also obvious
that if a passenger’s step slk has specific coordinates (i, j), his/her next step slk+1 must
be either (i+ 1, j), (i− 1, j), (i, j + 1), (i, j − 1), (i+ 1, j + 1), (i+ 1, j − 1), (i− 1, j + 1)
or (i − 1, j − 1). This means no passenger can move to any tile that is not adjacent to
his/her current tile.
According to the previous definitions, the developed algorithm for computing a pas-
senger’s trajectory starts at the first location the passenger has to visit and makes a
succession of steps to the next location or target. Once the passenger reaches this next
location, target changes to the following location until the passenger arrives to the fi-
nal location, being the gate for the departing passengers or the exit for the arriving
passengers.
Due to the absence of real data regarding connecting passengers in Chicago O’Hare
Airport we decide to focus only on departing and arriving passengers, and therefore will
base all trajectories either on Figure 2.10 or Figure 2.11. This means that, for now, we
will set the Tracking Connecting Passengers decision to “No” for all architectures.
The modeling of human walking has already been studied for numerous purposes and
applications [91][92][93]. However, current walking models present such a high level
of detail and complexity that using these models to create more than 100,000 people
walking distances over 300 meters would take an excessive amount of time and computing
resources. Given we do not possess such capabilities we create a simpler long-distance
walking model able to handle the scalability issues.
We present algorithm 1 as our approach to computing a human-walking trajectory in
the terminal context.
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Algorithm 1 compute trajectory
1: procedure ComputeTrajectory
2: next location← 1
3: step← 0
4: target← locations[next location]
5: while not at final () do
6: make next step (target)
7: step← step+ 1
8: if position == target then
9: if next location+ 1 < length (locations) then
10: next location← next location+ 1
11: target← locations[next location]
12: if step > 2 · (terminal lenght+ terminal width) then
13: break ()
As explained in the previous paragraphs, each passenger has a set of assigned locations,
which is represented by the locations array. For each type of location, the passenger is
assigned one instance randomly. At the beginning of the trajectory, the passenger is
placed at the first location in locations and sets his/her target on the second location of
the array. While the target is not reached, the passenger will keep walking. Once the
he/she arrives to the target, the algorithm will provide the passenger a new target until
the final location is reached. For instance, the typical locations array for a departing
passenger looks like
locations = [lk1 , lk2 , lk3 , lk4 ] = [(ik1 , jk1 , ck1), (ik2 , jk2 , ck2), (ik3 , jk3 , ck3), (ik4 , jk4 , ck4)]
Where ck1 , ck2 , ck3 and ck4 are an entrance, a check-in counter, a security point and a
gate of the terminal, respectively. Finally, the algorithm has a break statement in order
to prevent the simulation to get stuck in the creation of a single trajectory. In other
words, if the number of steps walked by a passenger is greater than a threshold, the
algorithm does not converge to a valid path. The algorithm that decides and makes the
next step of a trajectory is presented as algorithm 2.
Basically, we set the passenger to move in the direction that will get him/her closer to
the target. However, we know passengers deviate to other places (shops, restaurants,
restrooms...) and we model this as a random variable that makes passengers take non-
optimal directions. The direction of these latter type of movement can be totally random
or present some sort of logic within the randomness. These three types of movement
respond to each of the “make-a-step” functions in the algorithm:
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Algorithm 2 Decide and Make Next Step
1: procedure make next step(target)
2: if rand() > 0.92 then
3: if rand() > 0.005 then
4: direction← get logical step (position, target)
5: else
6: direction← get random step (position, target)
7: move (direction)
8: for i ∈ {0, · · · , b0.03 · terminal lengthc} do
9: if check walkway (direction, position) then
10: move (direction)
11: else
12: move (get closest step (target))
• get closest step: This function returns the direction the passenger has to follow
in order to get the closest to the target. We base the definition of the function
on Graph Theory, by reinterpreting the terminal as a connected graph, in which
each tile turns into a node and edges are created between adjacent tiles. We then
apply the A* search algorithm [94] in order to find the shortest route from the
passenger’s current position to the target. We choose A* algorithm with euclidean
distance as guiding heuristic [95]. We make use of Python’s NetworkX library to
get the A* path.
• get logical step: This function returns a random direction where no obstacle is
present. However, if the passenger is positioned next to an obstacle or wall, the
algorithm will substantially increase the probability of returning a direction that
makes the passenger head away from that obstacle or wall, as people in airports
do not tend to walk next to walls.
• get random step: This function randomly selects a direction within the set of clear
directions, i.e., directions with no obstacles in the way.
Even though we use efficient algorithms, as we have selected relatively large values for
terminal sizes m and n, the creation of each trajectory takes more time than expected,
causing a time delay we can not afford. To solve this, we propose downsizing the terminal
to create all trajectories and then enlarging the terminal and interpolate all trajectories
to fit the new size. Being able to enlarge the terminal and the trajectories after creating
them is a powerful tool that lets us increase the granularity of the terminal without
increasing the computational cost. However, the memory space used does increase.
We take advantage of this new feature and set a final terminal sizes mf and nf of 1200
and 1450 —doubling the initial m and n values—, respectively. This way, we will be
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able to be more precise when determining coverage radii in the coming sections. To
compute trajectories we will downsize these values to mi and ni, being 120 and 145,
respectively, and thus reducing the matrix dimensions by a factor of ten. Figure 3.4
and Figure 3.5 show examples of trajectories that have been interpolated to the resized
terminal without losing any detail.
Figure 3.4: Departing passenger’s trajectory before (left) and after (right) resizing
and interpolation.
Figure 3.5: Arriving passenger’s trajectory before (left) and after (right) resizing and
interpolation.
Note how trajectories are not perfectly optimal and present notable deviations, specially
in the case of departing passengers, that reflect the non-optimal behaviour of human
walking trajectories.
3.2.2.3 Temporal Modeling
Apart from creating the passengers in the spatial domain as we have done in the previous
section, it is necessary to place them in the temporal domain. It is important to specify
when each passenger gets in and out of the terminal taking into account how it happens
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in a real terminal. For instance, making passengers stay in the simulated terminal T
less than they actually stay in the real terminal would lead to a low passenger density
at the airport.
To model the time passengers stay inside the terminal we have to consider departing
and arriving passengers separately. On the one hand, departing passengers usually arrive
more than an hour before the flight and have to spend time waiting for boarding. On the
other hand, arriving passengers get inside the terminal the moment they walk through
the boarding gate and do not stop until they reach the baggage claim area or the exit
of the terminal.
Unfortunately, we lack real data on the temporal behaviour of passengers and can not
model this feature as accurately as we would like to. However, we can base our approach
on the work already done in [6]. In Figure 3.6, the usual aspect of the cumulative pas-
senger arrival is shown, it represents the total number of arrivals of departing passengers
over a period of time.
Figure 3.6: Arrival diagrams for early-morning and afternoon departures [6].
We develop two heuristics, one for each travel direction —departure and arrival—, by
which we try to model how different passengers from the same flight have different arrival
times. For the departing case, we define the time spent inside the terminal ttd as
ttd = walking time+ tearly + tbd (3.6)
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where tearly relates to the time a passenger has to wait because of the early arrival
at the airport and is defined as tearly ∼ N(2500 s, 500 s); and tbd represents the time
a passenger spends waiting from the moment the boarding starts until this passenger
boards, modeled as tbd ∼ N(0, 240 s).
In Figure 3.7, we show the result of applying both our developed temporal and spatial
models in the cumulative passenger arrival time curve for a departure flight of 300
passengers. A passenger is taken into account as soon as he/she enters the terminal and
then it is no longer considered when he/she walks through the boarding gate. According
to the figure, the first passengers arrive around 75 minutes before the boarding starts,
meaning they arrive 2 hours before the flight approximately. Comparing this curve to
the curves showed in Figure 3.6 we can appreciate their similarity.
Figure 3.7: Cumulative passenger arrival time curve for the departing case.
In contrast, the heuristic developed for the arriving case is much simpler. The time
spend inside the terminal for the arriving passengers tta is defined as
tta = walking time+ tba (3.7)
Where tba represents the different times passengers get out of the plane and therefore
walk through the boarding gates. It is defined as tba ∼ N(0, 200 s), given arriving
passengers spend less time queuing than departing ones, as no ticket checking is needed.
Figure 3.8 shows the cumulative passenger arrival time curve for the arriving case.
Immediately, we can appreciate the significant difference with the departing case, as
usually these passengers walk straight to the baggage claim area without making any
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stops or having to wait in determined spaces. In the figure it is observed that around 15
minutes pass between the first passenger walks through the boarding gate until the last
passenger reaches the baggage claim area. This value strongly depends on the distance
between those places.
Figure 3.8: Cumulative passenger arrival time curve for the arriving case.
Regarding the temporal modeling of the whole simulation, in subsection 2.4.2 we intro-
duced the average human walks at an average speed of 1.5 m/s. As we have set a tile size
of half the human stride length, doing simple math we get that the passengers created
by the model have to walk four tiles every second. To ease the creation of the model, we
manage the simulation’s internal clock in a fixed-increment time advance fashion. So,
for instance, if we want to recreate an hour of activity, the model will perform 14,400
clock advances.
At this point we conclude the description of the modeling of the terminal environment,
the infrastructure all architectures share. This way we make sure that all architecture
simulations are based on the same flight schedule, number of passengers and walking
trajectories.
3.3 RFID Communications
Once we have discussed the modeling of the terminal and its passengers it is time to
decide how we will model each of the different architectures. The key task in this section
is determining which implications each of the decisions has on the RFID modeling, which
will be based on the RFID introduction presented in section 2.3.
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In literature we find studies that have involved the creation of RFID simulators to obtain
insightful results. Two powerful examples are, RFIDSim [80], a physical and logical layer
engine for passive RFID, and the PARIS Simulation Framework [4], an RFID simulation
environment that focuses on the physical layer, providing a detailed model of the UHF
communications. Unfortunately, both models are not easy to scale to meet the airport
environment requirements without increasing the amount of computational resources
needed. Therefore, we create a new RFID model focusing on a scaled version of current
simulators in exchange of level of detail.
At the beginning of this Thesis we claimed how System Architecture was an iterative
process, as each stage of the project requires a reconsideration and validation of the
different architectures. In the previous section we have already redefined or removed
some of the decisions because of this iterative behaviour. In Table 3.3 we show the
current definition of the morphological matrix.
Architectural De-
cision
Option 1 Option 2 Option 3 Option 4
Tracking Departing
Passengers (TDP)
Yes No
Tracking Arriving
Passengers (TAP)
Yes No
Tracking Connecting
Passengers (TCP)
No
Departing Initial
Tracking Point
(DITP)
Entrance Check-in Counter Security Point None
Departing Final
Tracking Point
(DFTP)
Check-in
Counter
Security Point Gate None
Antennas per Reader
(APR)
2 3 4
Tag Technology
(TT)
Higgs-3 Higgs-4 Higgs-EC
Reader Placement
Heuristic (RPH)
Heuristic 1 Heuristic 2 Heuristic 3 Heuristic 4
Number of ALOHA
Cycles (NOAC)
2 3 4
Table 3.3: Refined Morphological Matrix containing the decisions chosen for the RFID
system.
This section will focus on the formal decisions, which are the ones that strongly re-
late with the implementation of the RFID technology. We divide the section in four
subsections, each relating to one of the formal decisions of the matrix.
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3.3.1 Link Budget
We proceed in the same way we did in section 2.4 and start focusing on the physical layer
of the RFID communication system. One of the unknowns we still have to solve is the
effective communication distance between readers and tags. As introduced in previous
sections, the range for far-field RFID communication is between 5 and 20 meters, while
most readers achieved an average of 10 meters.
One of the tools telecommunication engineers use for estimating the maximum distance
of a communication link is the link budget, an accounting of the different gains and
losses a signal undergoes during its way from the TX to the RX. So, the power received
at the RX side is
Power received (dBW) = Power transmitted (dBW) +Gains (dBW)− Losses (dBW)
(3.8)
The RX will correctly be able to detect and process the signal if the power received is
greater than its power sensitivity. In subsubsection 2.3.1.2 we viewed the critical link
for the whole communication process was the downlink, i.e., the situation in which the
reader is the TX and the tag the RX. So, if we redefine Equation 2.2 differentiating
gains and losses we have
Prt (dBW) = Ptr (dBW) +Gtr (dBW) + grt (dBW)− PL (dBW)− χ (dBW)− τ (dBW)
(3.9)
We have to use Equation 3.9 to compute the required maximum distance so the power
level received by the tag is sufficient. To that end, we make the following considerations
or assumptions:
• To compute the maximum distance, the received power Prt has to equal the power
sensitivity of the tag, Prt = St.
• The power transmitted by the reader, is limited to 4W according the regulations
presented in subsection 2.3.3. Therefore, PtrGtr = 4 W, expressed in watts, or
Ptr (dBW) +Gtr (dBW) = 6 dBW, expressed in decibels.
• We assume the gain of the tag’s receiver antenna is equal to one, so grt = 1 or
grt (dBW) = 0 dBW.
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• Given we will use a circular polarized reader antenna with linearly polarized tag,
the sensitivity to polarization can be ignored but an additional 3 dB loss has to
be considered [70]. Therefore, χ (dBW) = 3 dBW.
• We make the assumption there are no losses due to the impedance match, τ = 1
or τ (dBW) = 0 dBW.
• We neglect the large-scale and small-scale fading modeling, as it is too complex
for the scope of this Thesis.
According to the previous reasoning, the unknown variable is the path loss, which di-
rectly depends on the distance between the reader and the tag. As presented in subsub-
section 2.3.1.2, we can consider two different models for our case. On the one hand, the
free-space wireless channel path loss, Equation 2.3, where the distance is
d =
λ
4pi
√
PL
(3.10)
The second model is the indoor large scale propagation wireless channel model, presented
in Equation 2.4, in which we set the arbitrary distance d0 to be one meter and consider
a path loss exponent n = 2 or n = 3 and the Gaussian random variable Xσ = 0. Then,
distance is computed as follows
d = d0 · 10
PL(d)−PL(d0)
10n (3.11)
Finally, the tag’s power sensitivity St depends on the tag’s integrated circuit, which is
an architectural decision of our system. The different power sensitivities for the Higgs-3,
Higgs-4 and Higgs-EC ICs are -20 dBm, -20.5 dBm and -22.5 dBm, respectively (see
section D.4). In Table 3.4 we present the maximum reading distances obtained when
applying Equation 3.9 with Equation 3.10 and Equation 3.11, respectively. In all models
a carrier frequency of 915 MHz is considered.
Tag IC Propagation Model
Free-space Indoor LS, n = 2 Indoor LS, n = 3
Higgs-3 11.65 m 11.65 m 5.88 m
Higgs-4 12.35 m 12.35 m 6.11 m
Higgs-EC 15.54 m 15.54 m 7.13 m
Table 3.4: Maximum reading distances for each tag IC and wireless propagation
model.
The first two models turn out to provide same results. That is because when using n = 2
in the indoor large scale model we are actually considering a free-space model. Then,
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when using the indoor large scale model with n = 3 we obtain notably low values for
the maximum distance, which differ from the results in [59]. Given all architectures will
share the same propagation model, we consider using the free-space model is a correct
approximation for our case.
3.3.2 Coverage
In subsection 3.3.1 we showed how the different tag technologies affect the effective
communication range between the reader and the tag and how the tag’s IC is key in this
result. In previous sections we introduced the idea of achieving omnidirectional coverage,
in which we have maximum communication distance or range is constant throughout
the 360o in the horizontal plane.
Although RFID omnidirectional antennas are being studied [96][97], commercial RFID
antennas present a directional gain profile, as showed in Figure 2.13. Via the Antennas
per reader decision, we try to sectorize the terminal in order to have omnidirectional
coverage. At this point two questions arise: How much the omnidirectional range varies
depending on the number of antennas connected? And what effects does the selected
RFID antenna have on the profile?
We start by answering the latter. All the RFID antennas available at the supplier’s cat-
alog (see section D.2) fulfill the basic specifications regarding RFID technology: Allowed
UHF frequency bands, circular polarization, admissible size, resistance to temperature
and humidity... However, there is one feature which is different within the antennas and
is key for our purpose: The 3 dB beamwidth.
The 3 dB beamwidth is the angle that forms between the maximum gain direction and
the direction whose gain is 3 dB below the maximum. It stands as a measure for the
directivity of an antenna; highly directive antennas will present a low 3 dB beamwidth
whereas antennas closer to omnidirectionality will have larger values. Given that a low-
directivity antenna would be better for our case, we have selected ALR-A0501 antenna,
as it is the one with the highest 3 dB beamwidth, being 105o. Figure 3.9 shows its
radiation plot.
Our goal is to place more than one of these antennas in the same spot, connecting
them to the same reader, and achieve omnidirectional coverage. In the morphological
matrix, the number of antennas per reader decision has a direct impact on the desired
omnidirectional coverage. In Figure 3.10, Figure 3.11 and Figure 3.12 we show the
approximate radiation plots that would result from the connection of two, three and
four ALR-A0501 antennas, respectively.
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Figure 3.9: ALR-A0501 antenna radiation plot.
Figure 3.10: Two antennas radia-
tion plot.
Figure 3.11: Three antennas radia-
tion plot.
We can immediately appreciate how each of these radiation plots differ one to another
in terms of omnidirectionality, as the more antennas we connect, the more “omnidi-
rectional” the coverage becomes. At this point a critical analysis is necessary, as the
radiation plot for the two antennas case in Figure 3.10 resembles more to an ellipse
rather than a perfect circle. If we were to model the placement of this coverage, not
only we would have to decide where to place the reader, but also in which direction we
place the major axis of the ellipse, thus introducing a new variable to the system. We
remove this option from the APR decision, as it does not fulfill our goal of achieving
omnidirectional coverage. This new refinement is shown in Table 3.5.
The options that consider three and four antennas show a radiation plot close to an
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Figure 3.12: Four antennas radiation plot.
Architectural Decision Option 1 Option 2 Option 3 Option 4
Antennas per Reader (APR) 3 4
Table 3.5: Redefinition of the Antennas per Reader decision.
omnidirectional, making it clearer in the latter case. The next step is to calculate the
extent of the coverage of both antenna settings. We have already computed the maxi-
mum range for the maximum gain direction but we can not assume the omnidirectional
coverage range will equal the maximum range. We have to introduce a correction factor
as we do not have perfect omnidirectional coverage.
For the three antennas case, we realize the 3 dB beamwidth of the three antennas covers
almost the 90% of the azimuth plane, which means the range of the omnidirectional cov-
erage is the maximum range with a 3 dB penalization. Therefore, the power sensitivity
values to take into account for Higgs-3, Higgs-4 and Higgs-EC would be -17 dBm, -17.5
dBm and -19.5 dBm, respectively.
On the other hand, for the four antennas case, the azimuth plane is entirely covered by
the 1.5 dB beamwidth. So, we penalize the power sensitivity with 1.5 dB extra loss,
as it is the difference between the maximum gain of the antenna and the gain of the
45o direction. As a result, the power sensitivity values to take into account for Higgs-3,
Higgs-4 and Higgs-EC would be -18.5 dBm, -19 dBm and -21 dBm, respectively.
In Table 3.6 we show the resulting coverage ranges for each IC depending on the number
of antennas connected to the reader.
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Tag IC Number of antennas
Three (3 dB loss) Four (1.5 dB loss)
Higgs-3 8.25 m 9.81 m
Higgs-4 8.74 m 10.39 m
Higgs-EC 11.00 m 13.08 m
Table 3.6: Coverage ranges for each tag IC given a number of connected antennas.
3.3.3 Reader Placement
Once we have quantified the coverage range we are ready to discuss the placement of
the readers within the terminal. To avoid misleading during the following discussion, in
Figure 3.13 we show, as an illustrative example, a basic placement of the RFID readers,
so the reader can get a grasp of how the coverage of the dense reader environment is
modeled. The circumferences represent the each of the readers’ coverage range, and all
tags inside a reader’s coverage can be reached by that reader.
Figure 3.13: Illustrative example of a simple placement of readers within the modeled
terminal.
In previous sections we introduced the necessity of developing a methodology to place
the different readers within the terminal, as placing too many readers in a determined
area may lead to undesired interchannel interference.
This problem is a clear example of the Antenna Placement Problem (APP), a subtype
of the “covering problems” [98] which has already been addressed for the RFID case
[99]. The APP poses the question of how many and where we should place different
base stations given a set of candidate points and a set of constraints.
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The most common solution for the problem consists in the application of what are
known as genetic algorithms [100], a type of optimization algorithms inspired by natural
selection. Instead of examining the performance of each solution, these algorithms start
by considering just a set of all the solutions and determining which of the solutions
from the set present the best performance. From these, they generate new solutions
by selection, crossover and mutation of these solutions’ features, creating a new set of
improved solutions.
The application of genetic algorithms to solve the APP has already been studied in
literature [101]. Unfortunately, when the number of candidate points increases, it takes
more time to converge to the optimal solution. In our case, where we have more than
a thousand candidate points, and more than a hundred architectures, each with its own
APP, the use of genetic algorithms has to be discarded due to the time expense each
run would take.
Instead, we develop a suboptimal placement algorithm all architectures share and ful-
fills the channel interference restrictions while being computationally inexpensive. We
change the Reader Placement Heuristic decision to Horizontal Distance Between Readers
(HDBR). Our goal is to find which should be the minimum horizontal separation be-
tween readers -fixing the vertical one- to avoid the interference. We start by considering
a separation of exactly the readers’ coverage, as in the first diagram in Figure 3.14. The
location of the second reader is tangential to the first reader’s coverage.
Figure 3.14: Examples of different horizontal distances between readers.
This first approach, although it covers the entire terminal, fails to adequately allocate
all frequency channels without creating interference. Following the second diagram of
Figure 3.14, we now increase the distance to two times the coverage radius. This solution
fails to allocate channels in the spacious areas of the terminal such as the nexus of
concourses H and K.
At this point we realize we have to increase the horizontal distance between readers to a
bigger amount than the coverage diameter. Therefore, we focus on the third diagram in
Figure 3.14. To obtain this minimum distance we develop two algorithms that determine
the correctness of a certain placement. Both algorithms have also been used to discard
the two options mentioned in the previous paragraph.
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First, to evaluate a certain placement of all readers in terms of the ability to correctly
allocate all communication channels, we develop algorithm 3, a recursive algorithm that
tries to converge to a solution in which each reader can communicate through a channel
without interference.
Algorithm 3 Obtain Channel Allocation
1: procedure iterate readers(readers array, i)
2: if i == length (readers array) then
3: return True
4: else
5: for c ∈ [1, 50] do
6: if check channels (readers array, i, c) then
7: readers array[i].channel← c
8: if iterate readers (readers array, i+ 1) then
9: return True
10: readers array[i].channel← −1
11: return False
The algorithm iterates over all the readers placed in the terminal and starts allocating
channels examining the viability of the current allocation at each step of the iterative
process. If a new reader can not communicate through any channel without creating
interference, the algorithm changes the allocation of the previous readers, until it reaches
convergence. To check the correctness of the placement at each step we develop algorithm
4.
Algorithm 4 Check Channel Interference
1: procedure check channels(readers array, i, c)
2: for r ∈ readers array[: i− 1] do
3: if check line of sight (readers array[i], r) then
4: distance← compute distance (readers array[i], r)
5: channel difference← abs (c− r.channel)
6: if channel difference == 0 & distance ≤ 1400 then
7: return False
8: if channel difference == 1 & distance ≤ 180 then
9: return False
10: if channel difference == 2 & distance ≤ 130 then
11: return False
12: if channel difference == 3 & distance ≤ 95 then
13: returnn False
14: return True
The algorithm focuses on reader i and iterates over all the other readers that have been
assigned a channel. First, it checks whether reader i has direct line of sight (LOS)
with each of the other readers. We not only consider as LOS a clear path between
readers but we also, trying to be conservative, allow an obstacle as thick as 8 meters.
So, if a reader is in LOS with reader i, we compute the distance between readers and
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the distance between the readers’ assigned channels. We then compare both measures
with the interference-safe values from Table 2.6, considering both readers have face-
to-face antennas and therefore considering the most restricted case, being the Front
Configuration.
We apply the algorithms to increasing values for the new HDBR decision and find the
minimum distance for the convergence of the algorithms is 2.5 times the coverage radius.
This value is set to be the first option for the HDBR decision while the other options
must be greater values than 2.5. Therefore, we select 2.5, 2.75, 3 and 3.25 times the
radius as the horizontal distances between readers.
3.3.4 Communication Protocol
The final step of the involves the design of algorithms that take care of the data link
layer communications. As introduced in subsection 2.3.2, RFID communication employs
a time-based MAC protocol, mostly the Slotted ALOHA protocol. The protocol works
as follows:
• There is a reader and a set of n unidentified tags.
• The reader starts the communication process by providing N time slots and broad-
casting an identification cycle to all tags in range.
• The tags receive the number of slots N and randomly select one to communicate
their IDs back to the reader.
• Given tags do not communicate with each other, the reader receive some slots
empty, others with one tag’s ID, and the rest are corrupted due to data collisions
from two or more tags.
• The reader triggers more cycles until it estimates it has identified all tags in range.
Once a tag is identified for the first time, it will remain identified during the
following cycles for the rest of the set of cycles.
• Once it finishes with the identification process, all tags go unidentified again and
the reader has to restart the complete set of cycles.
3.3.4.1 Mathematical Preliminaries
Following the work in [8] to create our model, we start by introducing some mathematical
preliminaries. Given a reader R, which provides N slots to the set of n tags that it
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covers, the number r of tags in one slot —called occupancy number— follows a binomial
distribution with parameters n and 1N [8]:
Bn, 1
N
(r) =
(
n
r
)(
1
N
)r (
1− 1
N
)n−r
(3.12)
Applying Equation 3.12 to all N slots, the expected value of the number of slots with
occupancy number r is given by aN,nr [8]:
aN,nr = N Bn, 1
N
(r) = N
(
n
r
)(
1
N
)r (
1− 1
N
)n−r
(3.13)
According to the description of the reading process at the beginning of this section,
during a set of reading cycles, the number of identified tags at the end of a cycle is never
less than the number of identified tags at the end of the previous cycle, as once a tag
is identified during a set of cycles, it continues to be so until the end of the cycle. This
process can be viewed as a Markov process, where the state of the reader is the number
of tags identified at a given time. This way, for a set of n tags, the reader has n + 1
different states. At a certain time, if the reader is in state kt ∈ (0, 1, · · · , n), the next
state will be kt+1, with kt ≤ kt+1 ≤ n. The Markov chain for this process is showed in
Figure 3.15.
0 1 2 3 · · · n− 1 n
Figure 3.15: Tag identification viewed as a Markov chain.
In this process, the probabilities for changing from state i to state j are given by qij ,
which is defined as follows [8]:
qij =

0 if j < i∑i
r=0 P (µ1 = r)
(ir)
(nr)
if j = i∑n
r=j−i P (µ1 = r)
(n−ij−i)(
i
r−j+i)
(nr)
if j > i
(3.14)
P (µr = mr) denotes the probability of having mr slots filled with exactly r tags and
adopts the following expression [8]:
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P (µr = mr) =
(
N
mr
)∏mr−1
k=0
(
n−kr
r
)
G(N −mr, n− rmr)
Nn
(3.15)
Where [8]
G(M,m) = Mm +
bm
r
c∑
k=1
(−1)k
k−1∏
j=0
{(
m− jr
r
)
(M − j)
}
(M − k)m−kr 1
k!
 (3.16)
The equations presented in this subsection conform the theoretical base of the S-ALOHA
protocol, and will be used as reference for our model.
3.3.4.2 Model Implementation
Slotted ALOHA allows some flexibility within its implementation to be able to serve dif-
ferent types of applications that require a diverse range of slot frame sizes, throughput,
or reading speed. One of the simplest algorithms is the Basic Framed Slotted ALOHA
(BFSA) algorithm, which although easy to implement, causes inefficiencies when select-
ing optimal slot frame sizes [102]. In [8], the Dynamic Framed Slotted ALOHA (DFSA)
is presented, and its Advanced (AFSA) version is introduced too. Both algorithms try to
estimate the number of tags present in the area before deciding the frame size. Finally,
in [102] the Enhanced Dynamic Framed Slotted ALOHA (EDFSA) is presented and it
is shown how it notably outperforms BFSA in terms of frame size efficiency. When the
number of tags exceeds 500, we can also appreciate how EDFSA provides a more slot-
efficient approach than DFSA does. Accordingly to the scope of our problem, given we
will not have numbers as high as 500 of tags within readers’ coverage areas, we choose
to model the DFSA/AFSA algorithm, as, for our case’s tag quantity, performs as well
as EDSFA and is less complex.
DFSA algorithm estimates the number of tags present in the reader’s radius before
selecting an optimal frame size. To that end, the reader first provides a frame size of
N slots. The received frame, result of a tag-reading cycle, can be viewed as a triple of
numbers 〈c0, c1, ck〉, in which each number quantifies the number of empty slots, slots
filled with exactly one tag and slots with collisions.
Given these three numbers we can estimate a lower bound for the number of tags n,
given by the following expression [8]:
εlb(N, c0, c1, ck) = c1 + 2ck (3.17)
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This expression meets the requirement that there can not be less tags than the number
of slots filled with one tag plus two times the number of slots in which a collision has
taken place. A collision requires a minimum of two tags filling the same slot in order to
occur, that is why ck is multiplied by two.
Once the reader knows a lower bound for the number of tags n, it can compute a more
accurate estimation given by the next equation [8]:
εvd(N, c0, c1, ck) = min
n
∣∣∣∣∣∣∣∣

aN,n0
aN,n1
aN,n≥2
−

c0
c1
ck

∣∣∣∣∣∣∣∣ (3.18)
The reader looks for the value for n that minimizes the error between the expected
numbers of slots filled with zero, one or two or more tags, given by Equation 3.13, and
the actual quantities for the different cases. Algorithm 5 models the procedure explained
above, which is performed by each of the readers repeatedly.
Algorithm 5 Request IDs of tags in range
1: procedure request IDs(estimate)
2: detected← {}
3: undetected← all passengers in range
4: for cycle ∈ [1, num cycles] do
5: empty, one, colli← broadcast (detected, undetected)
6: if cycle == 1 and estimate == True then
7: n est = estimate n (empty, one, colli)
8: N = bn est · ec+ 1
The algorithm starts by assuming no passenger in range is identified and starts perform-
ing identification cycles, as many as given by decision Number of ALOHA cycles. At
every cycle, the reader updates its information on identified and unidentified passengers
and, if the cycle is the first of the set, estimates the number of passengers/tags n in
area using Equation 3.17 and Equation 3.18. Then, updates the size of the slot frame
accordingly to the expression N = bn est · ec + 1. The reason of this number is that
given a number of agents k following a Slotted ALOHA MAC protocol, the frame size
that provides the optimal throughput is N = k · e [103]. Finally, the broadcast function
is what manages the status of identified and unidentified passengers inside a reader’s
coverage area. It is shown as algorithm 6.
The algorithm first makes each tag in range select a random slot to communicate. Then
checks the total number of tags that have filled each slot and, among those slots that are
filled with just one tag, looks for that tag’s ID to check if it is already within the detected
group. If not, it is added to the detected group and deleted from the undetected group.
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Algorithm 6 Broadcast an ID Request to all tags in range
1: procedure broadcast(detected,undetected)
2: vector ← {}
3: empty ← N
4: one← 0
5: colli← 0
6: for p ∈ {all passengers in range} do
7: selected slot← p.select slot(N)
8: if selected slot ∈ vector then
9: if vector[selected slot] ! = −1 then
10: vector[selected slot]← −1
11: one← one− 1
12: colli← colli+ 1
13: else
14: vector[selected slot]← p
15: empty ← empty − 1
16: one← one+ 1
17: for number ∈ {vector} do
18: if vector[number] ! = −1 then
19: if vector[number].ID ∈ {undetected} then
20: detected[vector[number].ID]← vector[number]
21: delete undetected[vector[number].ID]
22: return empty, one, colli
At the beginning of a set of cycles, the undetected group is formed by all passengers in
range whereas the detected group is empty. At the end of the set of cycles, hopefully
the situation is the inverse, but it can happen there are some tags left in the undetected
group, which means the passengers carrying those tags will not be tracked during that
set of cycles.
3.4 Metrics
The final step of the model is the selection of evaluation criteria in order to compare the
different architectures and be able to discern which of them provides the best results.
To that end, in this section we focus on setting a pair of metrics to allocate the different
architectures within an architecture tradespace.
Ideally, we would like to point out which architecture is the one that provides the greatest
value, defined as benefit at cost. In order to measure the benefit and the cost separately
we create both a performance metric and a cost metric, and assign each architecture
two individual values that allow the placement of that architecture in the architecture
tradespace.
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Before going any further, in Table 3.7 we present the current state of the morphological
matrix, given it has been redefined during the analysis executed in the previous section.
Architectural De-
cision
Option 1 Option 2 Option 3 Option 4
Tracking Departing
Passengers (TDP)
Yes No
Tracking Arriving
Passengers (TAP)
Yes No
Tracking Connecting
Passengers (TCP)
No
Departing Initial
Tracking Point
(DITP)
Entrance Check-in Counter Security Point None
Departing Final
Tracking Point
(DFTP)
Check-in
Counter
Security Point Gate None
Antennas per Reader
(APR)
3 4
Tag Technology
(TT)
Higgs-3 Higgs-4 Higgs-EC
Horizontal Distance
Between Readers
(HDBR)
2.50 radius 2.75 radius 3.00 radius 3.25 radius
Number of ALOHA
Cycles (NOAC)
2 3 4
Table 3.7: Refinement of the morphological matrix after finishing the model of the
system.
3.4.1 Cost Metrics
The first of the metrics deals with the cost of the architectures. There are different
units with which we can measure the cost of the system, depending on the architect’s
intentions and the system’s decisions. For instance, we could use the number of placed
readers as the cost unit, but we would be missing the impact of the Antennas per Reader
or Tag Technology decisions.
In order to use a fair metric that takes into account all the costs involved in the system
fairly, we use US Dollars as the cost unit. The reason behind this is that, ultimately,
all the costs that derive from the implementation of this system can be translated to
economical costs. So, we divide the costs involved in the architectures in the following
three categories:
• Cost of the technology.
• Cost of the installation.
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• Cost of the operation.
We will analyze each of the above-mentioned costs separately.
3.4.1.1 Cost of the Operation
The operating costs this system involves are related with, on the one hand, the human
labour cost of managing and monitoring the system and, on the other hand, the cost of
having the system working, i.e., the cost of the power consumed.
The cost of the human operating of the system is inevitably intrinsic to all architectures,
as the operator controlling the system will be dealing with the same computer interface
independently of the number of readers installed. Therefore, it is fair to neglect this cost
in the metric, as otherwise it would mean adding the same quantity in the cost metric
for all architectures.
In contrast, the cost of the power consumed is directly proportional to the number of
readers placed in the terminal. However, in section 2.3 it was mentioned that passive
RFID systems are relatively inexpensive to operate, compared to the cost of the hard-
ware. So, maybe considering the cost of the power consumed would not provide useful
information in the global cost metric but add more complexity to the model. In order
to decide whether we should include it or not, we model the cost of the power consumed
Cpower as
Cpower =
NR∑
i=1
NC∑
j=1
Pc{W} · sij{slots} · f1
{ s
slots
}
· 1h
3600 s
· 1kW
1000W
· f2
{
$
kWh
}
(3.19)
Where Pc is the power consumed by all readers in watts, sij is the number of slots
provided by the reader i in the cycle j, f1 is a factor that converts slots provided to
seconds, based on Table 2.7, and f2 is a second factor that models the price of the
kWh. For our case, according to the RFID readers datasheets, we choose 13 watts as
the power consumed, and set the price of the electricity to $0.12/kWh, according to the
US average.
After defining Equation 3.19, in order to determine the necessity of including the cost
of the power consumed in our cost metrics, we set the architecture tradespace just for
the Number of ALOHA cycles decision, as showed in Figure 3.16.
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Figure 3.16: Architecture tradespace just considering the Number of ALOHA cycles
decision.
As the reader may have noticed, the difference in the cost between the different ar-
chitectures is derisory in comparison to their actual nominal cost. So, we can neglect
the power consumption cost from the global cost metric, as the information provided is
not valuable and only adds complexity to the simulation model. Regarding the blind
Performance axis, we will cover the performance metric in detail in the following section.
This result in the cost metrics makes us question the necessity of taking into account the
Number of ALOHA cycles decision in further simulations, given now we can just select
the option that performs the best, as we have shown this decision is not relevant to the
cost metric. So, now one could think we select 4 cycles as the option for this decision
and carry on, but we propose an alternative solution.
Instead of setting a limit for the maximum number of cycles, we set a limit on the
duration of a set of cycles. Given the minimum coverage radius in Table 3.6 is 8.25
meters, we propose a maximum cycle set duration of five seconds. This way, given the
average human walking speed is 1.5 m/s, we make sure a passenger will be able to be
detected at least once in the worst-case coverage.
Within this cycle set duration of five seconds, we let the readers perform as many cycles
as possible in a temporal frame size of four seconds, and establish a safe margin of
one second to perform the other internal protocol operations of the s-ALOHA protocol
—resetting all tags, creating the communication frame, overhead...—.
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3.4.1.2 Cost of the Technology
The technology involved in the system consists basically in three different elements:
RFID readers, antennas and RFID tags. As we have selected commercial models for
the simulation model, we use the actual cost of these models to come up with the cost
metrics. Accordingly, we contact the sales department of the supplier company and ask
for the pricing of the different items.
By the time this thesis is being carried out, the supplier has two different 4-port RFID
readers in its catalog: The ALR-F800 and the ALR-9680 (see section D.1). The sales
responsible recommended considering ALR-F800 for the calculations, as it outperforms
ALR-9680. Therefore we select the ALR-F800 model, which has a cost of $1,399.
Regarding to the antenna cost, in subsection 3.3.2 we chose the ALR-A0501 antenna for
our calculations and modelings. This antenna has a price of $139, notably less than the
RFID reader.
Finally, the cost of the tag depends on its integrated circuit. However, we first must
choose a tag model that meet the requirements of our system and hopefully is available
with each type of IC. In section D.3 we can observe the Squiggle family is the one that
serves best to general purpose situations, as well as retail and mobile asset tracking.
Among the models contained in the family, we choose the Squiggle(SQ) model, as it is
available with the three types of IC and outperforms the Squiglette(ST) model. The
pricing for each model, depending on the IC and the inlay, is shown in Table 3.8.
Tag IC Type of inlay
White Wet Clear Wet
Higgs-3, ALN-9640 $0.131 $0.121
Higgs-4, ALN-9740 $0.127 $0.116
Higgs-EC, ALN-9840 $0.124 $0.113
Table 3.8: Pricing of an RFID tag depending on its integrated circuit and its inlay.
At this point the reader may be surprised with the numbers in Table 3.8, as the IC
Higgs-EC, which is the one that performs the best in coverage range, is also the cheapest.
According to the company this is due to several reasons. First, the size of the Higgs-EC
IC is smaller than the size of the other ICs, meaning the material cost is also reduced.
Then, the manufacturing system has been improved and this is reflected in a reduction
of the manufacturing costs. Finally, there exists a motivation from RFID to encourage
costumers to use the newest tags available and stop using old models. All of these
suggests a modification of the Tag Technology decision, implying the direct selection of
the Higgs-EC option.
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Finally, we can appreciate how small the cost of a single tag is compared to a cost of
a reader on an antenna. Such a low cost could be charged to the passenger without
him/her even noticing. This, alongside the fact that RFID tags have a warranty of six
months —according to the company—, arising the possibility of tag reuse, makes us
neglect the cost of the RFID tags and only consider the cost of the RFID readers and
the antennas.
3.4.1.3 Cost of the Installation
Finally, the RFID system also implies installation costs, which can be divided in, on
the one hand, the human labour and the infrastructure needed to correctly install and
start the system; and on the other hand, the auxiliary materials and hardware that
accompany the readers and connects each node in the network.
With the former cost we have a similar situation as the one regarding the cost of the
human controlling of the system, where this cost is shared among all architectures and
therefore can be neglected.
On the other hand, the cost of the additional hardware depends on the extension of
the installation, as a larger number of readers suppose a larger amount and deployment
of cabling. It is true that independently of the number of readers, all architectures
will present a central processing unit that will take care of the data gathering from all
readers. However, the cabling needed to communicate the readers may affect the cost
of the system.
Consulting again with the sales department at the supplier company, we know the pricing
of the cables for the antennas ranges from $30 (3 meters) to $40 (6 meters). Considering
that, from one architecture to another, this cost would suppose as much as $30 (given
the difference in the number of antennas per reader between architectures is one antenna
as maximum and 3 meters is enough cabling), we opt for disregarding this cost. Also,
we have to take into account the cables that connect the readers to the Local Area
Network (LAN), which are commonly called Ethernet cables. Ethernet cables, thanks
to the improvement in the manufacturing process, are known to be one of the cheapest
cables to acquire and would not have a substantial impact on the cost metrics.
3.4.1.4 Metric
After carefully examining all the costs derived from the installation, activation and
functioning of the RFID system, the cost involved Ctotal is function of
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Ctotal = Coperation + Ctechnology + Cinstallation ≈ Ctechnology (3.20)
At the same time, the cost of the technology Ctechnology can be decomposed as follows
Ctechnology = Creaders + Cantennas (3.21)
3.4.2 Performance Metrics
During the process of setting the cost metrics we have continued with the iterative
process of redefining the morphological matrix while analyzing how the different decisions
affect the model. The last step of the description of the model is coming up with
appropriate performance metrics based on the morphological matrix. Therefore, we will
consider the current morphological matrix, shown in Table 3.9, as the definitive one for
our system.
Architectural De-
cision
Option 1 Option 2 Option 3 Option 4
Tracking Departing
Passengers (TDP)
Yes No
Tracking Arriving
Passengers (TAP)
Yes No
Tracking Connecting
Passengers (TCP)
No
Departing Initial
Tracking Point
(DITP)
Entrance Check-in Counter Security Point None
Departing Final
Tracking Point
(DFTP)
Check-in
Counter
Security Point Gate None
Antennas per Reader
(APR)
3 4
Tag Technology
(TT)
Higgs-EC
Horizontal Distance
Between Readers
(HDBR)
2.50 radius 1 2.75 radius 3.00 radius 3.25 radius
Table 3.9: Definitive morphological matrix.
At this point, given the constraints that were presented in Table 2.10, the number of
viable architectures is 144. We can appreciate how we have downsized the matrix during
this chapter and thus reduced the complexity of our model. One of the main changes is
the fact that now all formal decisions of the matrix relate to the coverage of passengers
rather than their tracking, as we have come up with an alternative way of regarding
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the ALOHA protocol in the previous section. Therefore, it is reasonable to focus the
performance metric on the coverage too.
In subsubsection 3.2.2.2 we defined a passenger’s trajectory as PTl = (sl1, sl2, · · · , slK),
where each slk corresponds to a step of the trajectory that has associated certain coor-
dinates ilk, jlk. Given a trajectory PTl we now define its coverage Cl as
Cl = (Cl1, Cl2, · · · , ClK) (3.22)
Where each Clk is either 1, if the step slk is covered by a reader, or 0, if it is not. So, as
the main performance metric, we define the percentage of spatial covered trajectory PC
as
PC =
1
NP
NP∑
l=1
1
NlK
NlK∑
k=1
Clk (3.23)
Where NP is the total number of passengers that get in the terminal during the whole
simulation time frame. We define it as “spatial” because we consider the amount of a
passenger’s path that is covered and not the amount of time a passenger is being covered.
Although it is not affected by the decisions, given that after the covering function the
system has to actually detect the passengers, we develop a second metric that does
deal with the tracking and will be used to further evaluate the architectures. During its
trajectory, each passenger l’s tag will be requested several times. We define this requests
Rl as
Rl = (rl1, rl2, · · · , rlQ) (3.24)
Where rlq is either 1, if the tag is correctly identified in time q, or 0 if it is not. Then,
the second performance metric PT , dealing with the tracking is defined as follows
PT =
1
NP
NP∑
l=1
1
NlQ
NlQ∑
q=1
rlq (3.25)
With this second metric, we have two different metrics, each for one of the main functions
of our system: Covering and tracking, but just the coverage metric is considered the
global performance metric of our system. In the next chapter we will elaborate the
architecture tradespace, which will allow us compare the different architectures and
provide us insightful results.
Chapter 4
Results
All the different parts of the model described in the previous chapter serve to create a
connection from the envisioned concept and architectural decisions to the architectural
tradespace that compares them all. The objective of this chapter is to provide the
tradespace and draw all the conclusions that can be extracted from it.
To that end, in section 4.1 we briefly present the data that is used to base the simulation
on. Then, section 4.2 introduces the results of a baseline case and deepens on the impact
of each architectural decision. In section 4.3 we discuss the effect different changes in
the baseline model have on the tradespace, extracting further conclusions. Finally,
section 4.4 presents a discussion on the best options for each of the decisions.
4.1 Data
One of the important parts of the model is the use of real data for the shared context
of all architectures. Specifically, we are interested in modeling a real day of activity at
Chicago airport; that is, creating a schedule of flights, each with its own set of passengers,
its time of departure or arrival, and a gate at the terminal.
For this purpose we extract the data from the Chicago O’Hare Airport’s flights schedule
website. There are two separate websites, one for the departures [104] and one for the
arrivals [105]. Each contains the necessary information for modeling a flight, with the
time it arrives or departs, the gate of the flight at the terminal, and the type of plane.
However, the website only allows the access to the current day schedule, the day before,
and the day after. This is why we choose dates within the time frame of this Thesis.
As a baseline case, we model the complete flight schedule of Thursday, July 27th 2017.
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That day, a total of 1,122 flights were scheduled, divided in 572 departures and 550
arrivals.
Based on this schedule, the simulation code creates all the passengers and their trajecto-
ries once so each architecture performs under the same conditions. This way, we ensure
there will not be variability in the results from no input but the decisions of the system.
4.2 Baseline Results
There are different methods to solve a system architecture optimization problem in order
to find the best architectures that meet the problem requirements. To that end, given
the number of architectures in this case is relatively small (compared to the billions of
architectures that may be considered in other system architecture problems) we follow
a Full-Factorial Enumeration strategy and simulate each of the 144 architectures.
We present the architecture tradespace following a full-factorial enumeration on all the
decisions in Figure 4.1. All architectures show both the coverage metric in the x-axis
and the cost metric in the y-axis.
Figure 4.1: Architectural Tradespace for the baseline case.
At first glance, there exists a proportional relation between the performance and the
cost of the system. So, if a coverage of more than a 70% is to be achieved, the cost
of the system inevitably rises to more than 250 thousand dollars. In the same way,
if for instance there is a budget limit of 120 thousand dollars, the maximum coverage
that can be achieved is around a 53%. We define the utopia point of this tradespace to
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the ideal architecture that would provide a 100% coverage with zero cost. This point
is unreachable, and it is task of the architect to determine which architecture/s serve
better to the system’s goal in absence of the utopia point architecture.
4.2.1 Non-Dominated Architectures
One of the first tasks to optimize a system architecture given a tradespace is to profile
its Pareto front, the set of non-dominated architectures. An architecture Ai is said to
be non-dominated if there is no other architecture Aj that outperforms it for the same
or less cost. In other words, Ai will belong to the Pareto Front if
∀j 6= i, if CAj ≤ CAi then PAi ≥ PAj (4.1)
Where CAk and PAk are the cost and the performance values for architecture Ak, respec-
tively. According to the previous definition, we identify all non-dominated architectures
in Figure 4.1 and draw the Pareto Front accordingly, as shown in Figure 4.2.
Figure 4.2: Architectural Tradespace and Pareto Front for the baseline case.
For the baseline case, the Pareto Front is composed by 14 architectures that span from
the low-cost-low-performance to the high-cost-high-performance regions. These archi-
tectures are listed in Table F.1. Starting from the low-cost region, the Pareto Front
presents a tendency such that an increase in performance comes alongside an increase
in the cost of the architecture. Then, it changes and we enter a stage in which we can
achieve substantial increases in performance with minimal increases in cost. Finally,
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the Pareto Front goes back to the initial tendency until it reaches the high-cost-high-
performance area. From this, we can see how easily we can move across the range of
30%-50% in performance without noticing a significant change in cost.
4.2.2 Impact of the Architectural Decisions
After obtaining the Pareto Front, the next important step is to determine how the
architectural decisions affects the tradespace, so we have more information towards the
architecture optimization.
One of the first things we want to highlight is the gaps in cost present between different
groups of architectures in the tradespace. For instance, it is unfeasible to have an
architecture with a cost between 100 and 150 thousand dollars while there are more
than thirty architectures ranging from 150 to 200 thousand dollars. This is caused by
the Departing Final Tracking Point decision, as shown in Figure 4.3.
Figure 4.3: Impact of the Departing Final Tracking Point decision on the Architec-
tural Tradespace for the baseline case.
In the O’Hare airport, most of the surface is comprised between the security points and
the gates. Therefore, if readers are placed on that area (DFTP = Gates) the amount
of coverage substantially increases as well as the number of readers needed to cover
the surface according to the heuristic used. On the other hand, if readers are limited
to the area between the entrance and the check-in counters, the maximum amount of
possible surface to be covered is notably small (30%), therefore the little cost of these
architectures.
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Still, there is a cost gap between architectures that have the same option for the DFTP
decision in the high-cost-high-performance region. This gap is explained by the Hori-
zontal Distance Between Readers decision, as shown in Figure 4.4.
Figure 4.4: Impact of the Horizontal Distance Between Readers decision on the Ar-
chitectural Tradespace for the baseline case.
If the horizontal distance between readers is set to 2.50 times the radius, more readers
can be fit in the same space, hence increasing the coverage and the cost. As the number
of extra readers that can be placed when changing from 2.50 to 2.75 is greater than the
extra amount when shifting from 3.00 to 2.75, a gap in the tradespace is created in the
high-cost-high-performance region.
We can appreciate how the gap between the architectures with different HDBR options
is smaller in the low-cost-low-performance area, as even decreasing the distance between
readers is not enough to make a significant change if we just limit the tracking to a small
area such as the limited by the check-in counters.
Within all the tradespace, there are gaps between architectures across the performance
axis too. Specifically, it is appreciated in the low-cost-low-performance and high-cost-
high-performance regions of the tradespace. The reason behind this gap is the interaction
between the Tracking Departing Passengers and Tracking Arriving Passengers decisions,
as shown in Figure 4.5.
The figure shows why the gap is only present in the regions mentioned in the previous
paragraph. On the one hand, in the low-cost-low-performance area, the readers are
placed in the zones where only departing passengers go through. This is why when
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Figure 4.5: Impact of the interaction between Tracking Departing Passengers and
Tracking Arriving Passengers decisions on the Architectural tradespace for the baseline
case.
tracking only arriving passengers we obtain a set of architectures with zero performance,
and when tracking only departing passengers we perform the best.
On the other hand, in the high-cost-high-performance region, due to the fact that arriv-
ing passengers’ trajectories are shorter and more straight-forward, it is easier to cover
more effectively these passengers’ trajectories than the departing passengers’ ones, which
are more irregular and comprise more surface, thus comprising more blind spots too.
Regarding the Departing Initial Trackin Point decision, we can appreciate, in Figure 4.6,
how starting the tracking in the entrance of the airport has a more robust performance
against the TDP and TAP decisions in the high-cost-high-performance region. The
reason why most of the architectures in the Pareto Front present the entrance of the
terminal as the tracking initial point must not be confused with dominance. In the
low-cost-low-performance region, there is no other possible option than starting at the
entrance, because in Figure 4.3 we have shown all these architectures finish the track-
ing at the check-in counters. In the high-cost-high-performance region, where there is
presence of the three options for the DITP decision, these architectures are sometimes
dominated by the architectures tracking from the security point to the gates. However,
from the medium-cost-medium-performance region we can conclude the architectures
with DITP = Entrance dominate the architectures with DITP = Check-in Counters.
Finally, we have to consider the impact the Antennas per Reader decision has on the
tradespace. As showed in Figure 4.7, there is a clear advantage in using 4 antennas
instead of 3. In order to achieve the same performance than the 4 antennas architectures,
82
Figure 4.6: Impact of the Departing Initial Tracking Point decision on the Architec-
tural Tradespace for the baseline case.
the 3 antennas architectures see a substantial increase in its cost. That is confirmed by
noticing that all the architectures in the Pareto Front except one present the 4 antennas
option for the APR decision.
Figure 4.7: Impact of the Antennas Per Reader decision on the Architectural
Tradespace for the baseline case.
At this point, we have observed the different impact each of the architectural decisions
has on the tradespace. Some of the decisions have a clear advantageous option, others
show their effects in the tradespace as a form of interaction and finally the rest can not
be related with dominance and present all of their options in the Pareto Front.
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4.2.3 Coverage Metric vs. Tracking Metric
In subsection 3.4.2 we developed two different metrics: The coverage metric, dealing with
the architectural decisions directly; and the tracking metric, which although it is not
affected by the architecture itself, still is an important metric for the correct functioning
of the system.
Therefore, in Figure 4.8 we present the tradespace with the tracking metric in the x-axis
for the baseline case. Given the computational expenses of the S-ALOHA simulation,
we limit the architectures to the non-dominated architectures in Figure 4.2 and analyze
just the 35% of the flight schedule of the baseline case.
Figure 4.8: Architectural Tradespace for the baseline case using the Tracking Metric.
There are two clearly different architecture tendencies regarding the tracking metric.
On the one hand, in the rightmost part of the tradespace, four architectures present a
tracking performance close to 100%. This four architectures are the ones in which only
the arriving passengers are tracked.
On the other hand, all the architectures that just track the departing passengers —there
was no architecture tracking both types of passengers in the Pareto Front in Figure 4.2—
are in the leftmost part of the tradespace. What is relevant about these architectures
is the relationship of inverse proportionality between the cost and performance, where
the best architectures in performance are the cheapest ones. The reason behind this
non-intuitive result is that a decrease in the cost turns into a decrease in the number of
readers, and therefore a decrease in the covered area. Given less area is being covered,
there are less passengers covered simultaneously, so the S-ALOHA protocol estimates a
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smaller number of time slots to provide, thus being able to fit more ALOHA cycles in
the 5 seconds that an ID request lasts.
4.3 Sensitivity Analyses
At this point we have thoroughly examined the performance and cost of the 144 archi-
tectures of the baseline case and related the impact of each decision on the optimization
problem. However, it is important to check how sensitive this results are to the way we
have modeled the system and the input assumptions we have made. This is the goal of
this section.
4.3.1 Robustness Against the Calendar
One of the inputs of the model is a complete flight schedule extracted from the Chicago
O’Hare airport flight schedule webs. In the baseline case, we selected the flight schedule
that happened on Thursday, July 27th 2017. However, it is crucial that the results
extracted from the baseline case maintain through different flight schedules, otherwise
the system would not be suitable to be operated all year through.
Therefore, we use the flight schedule from Sunday, August 20th as input for the sys-
tem. That day, a total of 1,091 flights were scheduled, divided in 537 arrivals and 554
departures. The new architectural tradespace is shown in Figure 4.9.
Figure 4.9: Architectural Tradespace for the weekend case.
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Comparing the new tradespace with the tradespace in Figure 4.1 one could tell no
difference between them. To ease that task, in Figure 4.10 we show the percentage of
change in the coverage metric for the different architectures.
Figure 4.10: Percentage of change in the coverage metric between the baseline case
and the “august” case.
Most of the architectures have not suffered changes of more than a 4% in the metric,
specially the high-cost architectures are more robust in that sense. The more readers in
the terminal, the more coverage offered and therefore the probability of being insensitive
to different trajectories increases. In the low-cost area, given there are less readers, this
changes provoke a greater impact.
After seeing these results, we can say the system seems to be robust to the changes in
the flight schedule, guaranteeing the operability of the system during all year through.
4.3.2 Changing the Reader Placement Heuristic
Throughout the development of the model we have introduced algorithms that serve to
all architectures but are not affected by the architectural decisions. One of these algo-
rithms is the reader placing heuristic, explained in subsection 3.3.3. To perform another
sensitivity analysis we change some parameters of this heuristic in order to optimize
for the cost of the architectures —we want to place less readers without changing the
performance—. The resulting new tradespace is shown in Figure 4.11.
We can appreciate how the cost of the most expensive architectures has decreased in
more than 50 thousand dollars, while maintaining the metrics in coverage. It appears to
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Figure 4.11: Architectural Tradespace when changing the reader placement heuristic.
be an asymptote around the 75% of coverage that was not appreciable in the baseline
case’s Pareto Front. Now, the new Pareto Front shows 16 non-dominated architectures
(see Table F.2). For clarity, in Figure 4.12 we present the percentages of the change in
cost and performance for each architecture.
Figure 4.12: Percentage of change in the cost and coverage metrics between the
baseline case and the ”new heuristic” case.
This time, the change in the cost and performance the new heuristic introduces is more
notable. We can see how most of the architectures experience performance changes
within the 0%-15% range and cost changes in the 0%-10% range. Again, there are a few
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architectures —outliers— that show changes much larger than the rest, specially in the
coverage metric.
4.3.3 Extending the Distance Between Readers
Finally, we realize we have limited the Horizontal Distance Between Readers decision
to four options, but given it is the only decision defined by non-bounded numbers we
decide to extend the amount of options to see how the tradespace changes. So, alongside
the changed heuristic from the previous analysis, we introduce 3.50, 4.00, 4.50, 5.00 and
6.00 times the radius as extra options for the HDBR decision. This way, the number of
possible options is 9 and the amount of feasible architectures adds up to 324. This new
tradespace is shown in Figure 4.13. As a reminder, we can not decrease that distance
further than 2.50 times the radius, otherwise we would experience channel interference
that would affect the tracking performance of the system.
Figure 4.13: Architectural Tradespace for the extended Horizontal Distance Between
Readers decision.
The new Pareto Front is formed by 23 different architectures (see Table F.3), reducing the
amount of architectures in the Pareto Front from 9.7% to 7.1%. We can also appreciate
how the gaps that have been present during all the previous analyses have now been
filled with the extra architectures. In Figure 4.14 we can observe how the architectures
with different options now merge and the gaps are no longer present.
Then, in Figure 4.15 we show how all the options for the HDBR decision distribute
across the tradespace. While the high-cost-high-performance region is still dominated
by the “2.50 radius” architectures, the medium-cost-medium-performance region has
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Figure 4.14: Impact of the Departing Final Tracking Point decision on the Architec-
tural Tradespace for the extended Horizontal Distance Between Readers decision.
been filled with the new architectures, presenting a gradient that proportionally relates
the performance and the cost. At the region of 70 thousand dollars in cost we can
appreciate architectures with “2.50 radius” too. These architectures, as in the baseline
case, are the ones that finish the tracking anywhere but the gates.
Figure 4.15: Impact on the Architectural Tradespace of the extended Horizontal
Distance Between Readers decision.
Finally, we present Figure 4.16 as the tradespace showing, for each option of the extended
HDBR decision, the architecture that accounts for the highest coverage metric and its
cost, in the form of the number of readers needed for that architecture. This figure shows
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a linear tendency, specially in the low-cost region, that serves to estimate the number
of necessary readers to achieve a specific amount of coverage.
Figure 4.16: Maximum Coverage Metric against the Number of Readers for each of
the levels of the extended Horizontal Distance Between Readers decision.
4.4 Recommendations
In the previous sections we have analyzed how each decision affects the tradespace and
how sensitive the system is to the changes in the inputs or the parameters of the model.
All this information needs to be translated to effective recommendations for the final
implementation and operation of the system in a real terminal.
During the discussion of the impact of each of the decisions, we have been able to
observe how the effect of each decision on the tradespace was different. While some of
the decisions present a dominating option, others are better understood as an interaction,
or their best option depends on further elements.
Beginning this discussion with the Antennas per Reader decision, Figure 4.7 has shown
how using 4 antennas on each reader clearly outperforms using 3 antennas. There is a
notable increase in change accompanied by a subtle increase in cost.
One of the decisions that has showed its effect on the overall tradespace is the Departing
Final Tracking Point decision. This decision, far from presenting a clear option, grouped
the architectures in the baseline case (Figure 4.3) and created a uniform distribution in
the extended HDBR case (Figure 4.14). At this point a further analysis is necessary.
The goal of this system is to track the passengers inside an airport in order to create
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passenger density measurements to use for time and security purposes. Given that the
vast majority of passengers spend most of their time in the area between the security
point and the gates —in fact, the arriving passengers just walk through that area—, we
opt for recommending to track until the gates and therefore set the DFTP decision to
the “Gates” option.
Then, the Tracking Departing Passengers and Tracking Arriving Passengers decisions
have showed their effect in the form of interaction. Given we have set the DFTP decision
to “Gates” thus focusing on the high-cost-high-performance region, we should opt for
just tracking the arriving passengers, given this option has had better results for that
region, as showed in Figure 4.5. However, in Figure 4.6 we have seen how choosing to
start the tracking from the entrance of the terminal reduces the gaps in performance
that the interaction of TDP and TAP creates. Therefore, if the placement of the readers
is done across all the airport —from the entrance to the gates—, we not only capture the
greatest part of an airport’s activity, but also reduce the sensitivity of the performance
against who we want to track.
This way, the airport managers are not limited to select who they want to track before
the deployment of the infrastructure. In fact, they can choose who they want to track,
or give RFID tags to, at any time.
Finally, the impact of the Horizontal Distance Between Readers decision on the tradespace
(Figure 4.4) shows no preference for any of the considered options. We can appreciate
how in the high-cost-high-performance region no option clearly dominates, therefore
suggesting a selection process based on further constraints such as budget or spacing
limitations.
In Table 4.1 we show the summary of the recommendations presented in this section.
Architectural Decision Recommendation
Tracking Departing Passengers
(TDP)
As preferred by the airport manager at
each time
Tracking Arriving Passengers
(TAP)
As preferred by the airport manager at
each time
Departing Initial Tracking Point
(DITP)
Tracking passengers from the entrance
Departing Final Tracking Point
(DFTP)
Tracking passengers until the gates
Antennas per Reader (APR) Using 4 antennas on each reader
Horizontal Distance Between
Readers (HDBR)
No dominating option, choose based on
further criteria
Table 4.1: Recommendations for each of the architectural decisions modeled.
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The reader may remember we concluded the architectural decisions section with more
decisions that the ones showed in the table. Specifically, we are talking about the Track-
ing Connecting Passengers, Tag Technology and Number of ALOHA Cycles decisions.
Given that the system is robust against who it tracks, it is fair to assume the tracking of
the connecting passengers will not be a problem. Regarding the technology incorporated
in the tag, in subsection 3.4.1 we showed why the Higgs-EC IC dominated the rest of
the ICs. Finally, also in subsection 3.4.1 we determined the derisory impact the number
of ALOHA cycles has on the cost metric and chose to set a time limit instead of a cycle
quantity limit. The complete set of recommendations is showed in Table 4.2.
Architectural Decision Recommendation
Tracking Departing Passengers
(TDP)
As preferred by the airport manager at each
time
Tracking Arriving Passengers
(TAP)
As preferred by the airport manager at each
time
Tracking Connecting Passengers
(TCP)
As preferred by the airport manager at each
time
Departing Initial Tracking Point
(DITP)
Tracking passengers from the entrance
Departing Final Tracking Point
(DFTP)
Tracking passengers until the gates
Antennas per Reader (APR) Using 4 antennas on each reader
Horizontal Distance Between
Readers (HDBR)
No dominating option, choose based on fur-
ther criteria
Tag Technology (TT) The Higgs-EC IC dominates the rest of avail-
able ICs
Number of ALOHA Cylces
(NOAC)
It is better to set a time limit, as there is no
important impact on the cost
Table 4.2: Recommendations for all the architectural decisions considered in the
beginning.
Chapter 5
Conclusions
With the presentation of the tradespace results in the previous chapter we reach the
scope of this Thesis. The purpose of this chapter is to summarize the main points of
this Thesis, in section 5.1; list the main findings from this research, in section 5.2; and
finally discuss the future research on the topic as well as the extension of this Thesis, in
section 5.3.
5.1 Summary
This Thesis has explored the main research procedures of System Architecture applied
to a new concept that is Internet of Aerospace Things. We have initiated the work with a
brief description of IoAT and its goals. Then, after listing some IoAT envisioned projects
based on the aeronautics industry, we have decided to pursue a system to help, by means
of connectivity, in the passengers mobility and security inside an airport terminal.
In chapter 2, we have started with the discussion on the solution-neutral function for
this system and decided it to be “Reducing Passengers Traverse/Transfer Time”. Then,
we have selected Tracking using RFID as the concept for the system and followed with
an introduction to the RFID technology, highlighting the most important parts for the
interest of this research, being the physical layer, the data link layer and the regulations
on RFID.
After the theoretical introduction on the technology, we have come up with the set of
formal and functional, architectural decisions that define each of the possible architec-
tures and encoded them in the form of a morphological matrix. Also, we have showed
the logical constraints that reduce the number of feasible architectures.
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In chapter 3 we have focused on the model created to evaluate each of the feasible
architectures. The model presents a common part that all architectures share, being the
airport terminal and the passengers that walk across it. Second, we have showed how
the RFID communications have been modeled and how each architecture differs with
the others based on its option for each decision. To that end, we have presented the link
budget, the coverage, the reader placement and the communication protocol submodels.
Finally, based on the information exposed so far in the Thesis, we have selected the
different performance and cost metrics, that define the location of each architecture on
the tradespace.
Before introducing the tradespace, we have initiated chapter 4 wit the description of
the baseline case and the inputs of the model. Then, we have computed the metrics for
each architecture in the baseline case and displayed the architectural tradespace. After
that, we have focused on each of the decisions separately in order to analyze its impact
on the tradespace. Furthermore, the best architectures have been analyzed in terms of
their ability to correctly track the passengers.
Finally, we have concluded the results chapter with a few sensitivity analyses focusing
on the change of the inputs of the model, the change of the parameters of the model
and the extension of one of the decisions. After thoroughly analyzing the different
tradespaces and the impacts of each decision we have concluded the research with the
recommendations for the system.
5.2 Main Findings
The principal task of this Thesis has been to come up with a suitable architecture for
a specific IoAT system. We have showed how analyzing this problem from the System
Architecture point of view has led to the optimization of the architecture in terms of
cost and performance, as we have been able to make a recommendation for eight out
of the nine decisions we posed at the beginning of this Thesis. We have obtained that
9.7% of the architectures are non-dominated for the baseline case while this quantity
decreases to 7.1% for the extended HDBR case.
The main performance metric during the analyses has been the coverage metric, and
it has been shown that the best architectures achieve coverages of 78% in the baseline
case or 76% in the sensitivity analyses. These values prove it is possible to cover an
important part of the terminal. If we combined this research with actual data of the
passenger’s movements inside the Chicago airport, we would be able to place the same
amount of readers in the most dense spots and therefore achieve even more coverage.
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We have also considered a second performance metric, the tracking metric, with which
we have shown that the architectures in the Pareto Front allow the tracking function
with errors in the range of 14%-20% for the architectures that just track departing
passengers and errors below the 2% for the architectures that just track the arriving
passengers. This tests have been performed assuming a 5 seconds ALOHA period, arising
the possibility of increasing the tracking success rate by increasing the mentioned period.
Finally, based on the tradespace analyses performed in the Results chapter, we have
obtained the following conclusions:
1. Using 4 antennas on each reader dominates the use of only 3 antennas.
2. The Departing Final Tracking Point decision sets the cost ranges for the different
groups of architectures and affects to the effect of other decisions such as the types
of passengers to track.
3. There is an interaction between the decisions of tracking the arriving and the
departing passengers, respectively, that makes the architectures that just track
arriving passengers the best architectures in the high-cost-high-performance region
whereas tracking only the departing passengers is the best option for the low-cost-
low-performance region.
4. The Departing Initial Tracking Point decision can provide robustness to the sys-
tem against who it decides to track if we focus on the high-cost-high-performance
region.
5. No option dominates in the Horizontal Distance Between Readers decision and
further criteria need to be applied. This includes considering the budget limits
or the feasibility of placing the readers where we have exactly placed them in the
model.
6. The system is robust against the change in the flight schedule input —specially
the high-cost architectures—, although extreme cases need to be tested.
7. Changing some parameters of the model such as the reader placement heuristic
can lead to the change in the maximum cost and/or performance values.
8. We can appreciate a linear tendency in the low-cost region that relates the total
coverage with the number of readers placed. In the high-cost region, there might
be a performance threshold caused by the 50 channel limitation.
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5.3 Future Work
One of the main characteristics of this Thesis has been its interdisciplinarity, the involve-
ment of different disciplines, methodologies and tools to obtain insighful results. Given
this presence of multiple science and engineering fields, this research leaves the door
open for future projects to deepen the studies carried out in the Thesis or to broaden
its scope. This future work includes:
• By means of an increase in computational resources, some models such as the
reader placement model or the passengers’ walking model shall be refined and
enhanced.
• A validation of the walking models and ALOHA models needs to be done via real
scenario experiments [79].
• The model shall be improved by the introduction of a multipath fading submodel
[4].
• The repercussion of using a 2D airport model of a 3D space needs to be further
analyzed.
• Further considerations regarding RFID such as the logistics of the distribution of
tags or avoiding tags to be occluded or poorly oriented need to be discussed before
the system’s installation [106].
• Using more than one antenna at each reader leads to the exact positioning of
the passengers, which can be exploited to increase the information on passenger
density [57].
• With the information the system provides on the airport density, an app has to
be created in order to transfer this information to the passengers.
• Further applications such as a machine learning-based program to detect anoma-
lous trajectories or personalized advertisement in the airport may be based on the
information from our system.
Appendix A
Principles of System Architecture
Principle of Emergence: “As the entities of a system are brought together, their
interaction will cause function, behavior, performance, and other intrinsic properties to
emerge” [25].
Principle of Holism: “Every system operates as a art of one large system or several
larger systems, and each is itself composed of smaller systems” [25].
Principle of Focus: “The number of identifiable issues that will influence a system at
any point is beyond one’s ability to understand. One must identify the most critical and
consequential issues, and focus on them” [25].
Principle of Dualism: “All built systems inherently and simultaneously exist in the
physical domain and the informational domain” [25].
Principle of Benefit Delivery: “Good architectures deliver benefit, first and foremost,
built on the primary externally delivered function of the system by focusing on the
emergence of functions, and their delivery across the system boundary at an interface”
[25].
Principle of Value and Architecture: “Value is benefit at cost. Architecture is func-
tion enabled by form. There is a very close relationship between these two statements,
because benefit is delivered by function, and forms is associated with cost” [25].
Principle of Solution-Neutral Function: “Poor system specifications frequently
contain clues about an intended solution, function, or form, and these clues may lead
the architect to a narrower set of potential options. Use solution-neutral functions where
possible, and use the hierarchy of solution-neutral statements to scope how broad an
exploration of the problem is to be undertaken” [25].
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Principle of the Role of the Architect: “The role of the architect is to resolve
ambiguity, focus creativity, and simplify complexity” [25].
Principle of Ambiguity: “The early phase of a system design is characterized by
great ambiguity. The architect must resolve this ambiguity to produce (and continuously
update) goals for the architect’s team” [25].
Principle of the Stress of Modern Practice: “Modern product development pro-
cess, with concurrency, distributed teams, and supplier engagement, places even more
emphasis on having a good architecture” [25].
Principle of Architectural Decisions: “Separate architectural decisions from other
decisions, and take the time to carefully decide them up front, because they will be very
expensive to change later on” [25].
Principle of Reuse of Legacy Elements: “Understand the legacy system and its
emergent properties thoroughly, and include the necessary elements in the new architec-
ture” [25].
Principle of Product Evolution: “Systems will evolve or lose competitive advantage.
When architecting, define the interfaces as the more stable parts of the system so that
the elements can evolve” [25].
Principle of the Beginning: “The list of stakeholders (internal or external to the
enterprise) that are included in the early stages of product definition will have an outsized
impact on the architecture” [25].
Principle of Balance: “Many factors influence and act on the conception, design,
implementation, and operation of a system. One must find a balance among the factor
that satisfies the most important stakeholders” [25].
Principle of the System Problem Statement: “The statement of the problem
defines the high-level goal and establishes the boundaries of the system. Challenge and
refine the statement until you are satisfied that it is correct” [25].
Principle of Ambiguity and Goals: “The architect must resolve this ambiguity to
produce (and continuously update) a small set of representative, complete and consistent,
challenging yet attainable, and humanly solvable goals” [25].
Principle of Creativity: “Creativity in architecture is the process of resolving tensions
in the pursuit of good architecture” [25].
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Principle of Apparent Complexity: “Create decomposition, abstraction, and hi-
erarchy to keep the apparent complexity within the range of human understanding”
[25].
Principle of Essential Complexity: “Functionality drives essential complexity. De-
scribe the required functionality carefully, and then choose a concept that produces low
complexity” [25].
Principle of the 2nd Law: “The actual complexity of the system always exceeds the
essential complexity. Try to keep the actual complexity close to the essential complexity”
[25].
Principle of Decomposition: “Decomposition is an active choice made by the ar-
chitect. The decomposition affects how performance is measured, how the organization
should be set up, and the potential for supplier value capture” [25].
Principle of “2 Down, 1 Up”: “The goodness of a decomposition at Level 1 cannot be
evaluated until the next level down has been populated and the relationships identified
(Level 2)” [25].
Principle of Elegance: “Elegance is appreciated internally by the architect when a
system has a concept with low essential complexity and a decomposition that aligns
many of the planes of decomposition simultaneously” [25].
Principle of Robustness of Architectures: “Good architectures can respond to
change by being robust (capable of dealing with variations in the environment) or by
being adaptable (able to adapt to changes in the environment)” [25].
Principle of Coupling and Organization of Architectural Decisions: “The se-
quence of architectural decisions can be chosen by considering the sensitivity of the
metrics to the decisions and the degree of connectivity of decisions” [25].
Appendix B
System Architecture Definitions
Concept: “Concept is a product or system vision, idea, notion, or mental image that
maps function to form. It is a scheme for the system and how it works. It embodies
a sense of how the system will function and an abstraction of the system form. It is a
simplification of the system architecture that allows for high-level reasoning. Concept
is not a product/system attribute but a notional mapping between two attributes: form
and function” [25].
Context: “What surrounds the system. It is the entities that are “just on the outside
of the system” but are relevant to it” [25].
Form: “The physical or informational embodiment of a system that exists or has the
potential for stable, unconditional existence, for some period of time, and is instrumental
in the execution of function. Form exists prior to the execution of function” [25].
Function: “The activity, operation, or transformation that causes or contributes to
performance. In designed systems, function is the actions for which as system exist,
which ultimately lead to the delivery of value. Function is executed by form, which is
instrumental in function. Function emerges from functional interaction between entities”
[25].
Object: “That which has the potential for stable, unconditional existence for some
period of time” [25].
Operand: “An object. Therefore it has the potential for stable, unconditional existence
for some period of time. Operands are objects that need not exist prior to the execution
of function and are in some way acted upon by the function. Operands may be created,
modified, or consumed by the process part of function” [25].
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Process: “A pattern of transformation undergone by an object. Processes generally
involve creation of, destruction of, or a change in an operand” [25].
Structure: “Relationships between objects of form that have the potential for sta-
ble, unconditional existence for some duration of time and may be instrumental in the
execution of functional interactions. Also called formal relationships” [25].
System Architecture: “The embodiment of concept, the allocation of physical/infor-
mational function to the elements of form, and the definition of relationships among the
elements and with the surrounding context” [25].
Appendix C
Object-Process Methodology:
Building Blocks and Links
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Appendix D
RFID Products Datasheets
D.1 RFID Readers
Figure D.1 shows the available RFID readers in the RFID seller’s product catalog,
alongside a brief feature description and usual applications.
Figure D.1: Different RFID reader models offered.
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D.2 RFID Antennas
Figure D.2 presents the different antennas offered while comparing them in frequency
range, gain, IP rating, size and cabling features.
Figure D.2: Different antenna models offered.
D.3 RFID Tags
In Figure D.3 a descriptive figure of the available RFID tags in the RFID seller’s cat-
alog is presented. All tags are introduced and properly classified depending on the tag
family (e.g., Squiggle), the model of integrated circuit (e.g., Higgs-4) and a qualitative
performance measure of different RFID applications.
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Figure D.3: Different RFID tag models offered.
D.4 Tag Integrated Circuits
Figure D.4 shows the main characteristics that define each of the current RFID tag’s
integrated circuit in the market.
Figure D.4: Differences between the main integrated circuits available for tags.
Appendix E
Five Basic Airport Passenger
Building Configurations
In this appendix we present and discuss the five basic airport passenger building config-
urations from [6], providing real examples and the simulation models we considered at
the beginning of this project.
Designing an airport requires the consideration of the different stakeholders and their
respective interests. In the end, the designer faces a tradeoff between the need of pas-
sengers of not walking excessive distances and the interest of airlines in having enough
space to operate their airplanes comfortably. Existing airports prove five basic config-
urations for the passenger building exist. These are: Finger Piers, Satellites, Midfield
Concourses, Linear Buildings and Transporters.
E.1 Finger Piers
“Finger Pier configurations are simply relatively narrow extensions to a central passenger
facility. In plan view as seen from the air, they resemble fingers attached to the palm of
a hand. Their obvious form places aircraft gates on both sides of the building extending
away from the central core. This arrangement has the advantage of placing some aircraft
gates close to the central facility, and thus more conveniently for the passengers than
the gates at the end of the finger pier.” [6]
Examples of airports with finger pier configurations are New York La Guardia, Chicago
O’Hare, San Francisco International, London Heathrow or Paris Orly. In Figure E.1
we show the finger terminal we designed for the first stages of the project, insipired by
Barcelona El Prat airport.
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Figure E.1: Finger Pier configuration, inspired by Barcelona El Prat Airport.
E.2 Satellites
“Satellites are the logical extension of T-shaped finger piers. They eliminate the gates
along the fingers and concentrate gates at the end. Generally, the connection between the
satellite and the central check-in area is aboveground. In some designs, designers place
the finger underground and it becomes invisible. The satellite is sometimes connected
to the central part of the passenger building by a people mover, sometimes not.” [6]
Airports like Paris Charles de Gaulle, Seattle Tacoma, Tokyo Narita or Milan Malpensa
present satellites configurations with different arrangements. Inspired by New York
Newark Airport, we developed the mock terminal showed in Figure E.2 during the first
stages of the project.
Figure E.2: Satellites configuration, inspired by New York Newark Airport.
110
E.3 Midfield Concourses
“Midfield concourses are major independent passenger buildings, often located far from
the passenger building, which passengers access from the groundside. They may easily
have around 50 gates and be about a kilometer long. Midfield concourses come in
two basic shapes: linear and X-shaped. Linear concourses are simply long buildings
with aircraft positions on both sides. X-shaped midfield concourses feature intersecting
fingers that give them the X-shape. Normally, the crosspieces are oriented at about 45
and 135o with respect to parallel runways that flank the midfield concourses.” [6]
We can find examples of midfield concourses in airports such as Pittsburgh International,
Atlanta Hartsfield-Jackson, Hong Kong Chek Lap Kok or London Stansted. We based
our first design of a midfield concourse terminal on Denver International Airport, as
shown in Figure E.3.
Figure E.3: Midfield configuration, based on Denver International Airport.
E.4 Linear Buildings
“A linear building is a long, relatively thin structure with one side devoted to aircraft
and the other faced by roads and parking lots. Designers came up with the concept of
linear buildings in response to the great walking distances associated with finger piers.
They originally called it the “gate arrival” concept. The idea was that people could
drive or be driven right up to their departure gate, park their cars if necessary, and get
to their flight by walking through a narrow building”. [6]
Airports such as Dallas Fort Worth or Kansas City Airport built gate arrival or linear
buildings in the past. The mock terminal used as a linear building example was based
on Munich-Franz Josef Strauss International Airport, shown in Figure E.4.
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Figure E.4: Linear configuration, based on Munich International Airport.
E.5 Transporters
“Transporters are the broad category of rubber-tired vehicles that move passengers be-
tween passenger buildings and aircraft. Most simply, these are specially designed buses
with low platforms and wide aisles for easy access for passengers with bags. These air-
port buses require passengers to walk up and down the stairs between the airport apron
and the aircraft door.” [6]
In this type of configurations lie airports such as Berlin’s or Zu¨rich’s, which use this
vehicles to displace passengers through the airport. These terminals distinguish for its
simplicity, as observed in the mock terminal used in Figure E.5, based on Washington-
Dulles Airport.
Figure E.5: Transporters configuration, based on Washington-Dulles Airport.
Appendix F
Non-Dominated Architectures
F.1 Baseline Case
Number Metrics Architectural Decisions
Performance Cost (k$) TDP TAP DITP DFTP APR HDBR
1 0.781 260.0 No Yes SP G 4 2.50
2 0.675 179.9 Yes No E G 4 2.75
3 0.650 160.3 No Yes SP G 4 2.75
4 0.600 148.6 No Yes SP G 4 3.00
5 0.532 99.9 Yes No E SP 3 2.50
6 0.494 66.5 Yes No E SP 4 2.50
7 0.486 64.5 Yes No E SP 4 2.75
8 0.455 62.6 Yes No E SP 4 3.00
9 0.425 56.7 Yes No E SP 4 3.25
10 0.314 54.7 No Yes CC SP 4 3.25
11 0.311 41.1 Yes No E CC 4 2.50
12 0.297 35.2 Yes No E CC 4 2.75
13 0.282 29.3 Yes No E CC 4 3.00
14 0.263 25.4 Yes No E CC 4 3.25
Table F.1: List of non-dominated architectures for the baseline case.
E = Entrance
CC = Check-in Counters
SP = Security Point
G = Gates
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F.2 Change in the Reader Placement Heuristic
Number Metrics Architectural Decisions
Performance Cost (k$) TDP TAP DITP DFTP APR HDBR
1 0.756 283.3 No Yes CC G 3 2.50
2 0.755 234.2 No Yes SP G 3 2.50
3 0.754 219.0 No Yes CC G 4 2.50
4 0.736 197.5 No Yes SP G 4 2.50
5 0.673 181.8 Yes No E G 4 2.75
6 0.647 158.4 No Yes SP G 4 2.75
7 0.597 140.8 No Yes SP G 4 3.00
8 0.537 125.1 No Yes SP G 4 3.25
9 0.492 68.4 Yes No E SP 4 2.50
10 0.470 60.6 Yes No E SP 4 2.75
11 0.426 54.7 Yes No E SP 4 3.25
12 0.374 52.8 Yes No CC SP 4 3.25
13 0.317 41.1 Yes No E CC 4 2.50
14 0.303 33.2 Yes No E CC 4 2.75
15 0.286 27.4 Yes No E CC 4 3.00
16 0.267 25.4 Yes No E CC 4 3.25
Table F.2: List of non-dominated architectures for heuristic change case.
E = Entrance
CC = Check-in Counters
SP = Security Point
G = Gates
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F.3 Distance Between Readers Decision Extended
Number Metrics Architectural Decisions
Performance Cost (k$) TDP TAP DITP DFTP APR HDBR
1 0.756 283.3 No Yes CC G 3 2.50
2 0.755 234.2 No Yes SP G 3 2.50
3 0.754 219.0 No Yes CC G 4 2.50
4 0.736 197.5 No Yes SP G 4 2.50
5 0.673 181.8 Yes No E G 4 2.75
6 0.647 158.4 No Yes SP G 4 2.75
7 0.597 140.8 No Yes SP G 4 3.00
8 0.537 125.1 No Yes SP G 4 3.25
9 0.492 68.4 Yes No E SP 4 2.50
10 0.470 60.6 Yes No E SP 4 2.75
11 0.426 54.7 Yes No E SP 4 3.25
12 0.376 48.9 Yes No E SP 4 3.50
13 0.343 45.0 Yes No CC SP 4 3.50
14 0.317 41.1 Yes No E CC 4 2.50
15 0.308 39.1 Yes No E SP 4 4.00
16 0.303 33.2 Yes No E CC 4 2.75
17 0.286 27.4 Yes No E CC 4 3.00
18 0.267 25.4 Yes No E CC 4 3.25
19 0.234 21.5 Yes No E CC 4 3.50
20 0.188 17.6 Yes No E CC 4 4.00
21 0.157 15.6 Yes No E CC 4 4.50
22 0.145 13.7 Yes No E CC 4 5.00
23 0.109 11.7 Yes No E CC 4 6.00
Table F.3: List of non-dominated architectures for the extended HDBR decision case.
E = Entrance
CC = Check-in Counters
SP = Security Point
G = Gates
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