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Inhalt der vorliegenden Arbeit ist die Untersuchung von Bose-Einstein-Kondensaten
(BEC) in einschließenden optischen Dipolpotentialstrukturen, mit dem Ziel, die
Interferometrie von geführten BECs und die Entwicklung von komplexen Leiter-
strukturen für BECs zu untersuchen. Die Basis der vorgestellten Experimente bil-
den 87Rubidiumatome, die in einer gekreuzten Dipolfalle gefangen werden und dort
mittels evaporativer Kühlung in die Kondensatphase überführt werden. Dieses Kon-
densat aus 20000 Atomen wird anschließend in lineare oder ringförmige Dipolpo-
tentialstrukturen umgeladen.
Im ersten Teil der Arbeit wird ein System vorgestellt, welches, durch gezieltes Pro-
grammieren von phasenstabilen Referenzoszillatoren, die Kontrolle der Phaseninfor-
mation eines Atominterferometers in einem linearen Wellenleiter erlaubt. Mit Hilfe
einer neuartigen Fourieranalyse der dabei gewonnenen Messdaten ist es möglich, ei-
ne robuste Definition des Interferometerkontrastes zu liefern, was wiederum Grund-
lage zur Bestimmung der Kohärenzzeit von 3.3 ms der Wellenfunktion in diesem
System ist. Ebenso lässt sich mit der Methode erstmals ein Streifenabstand der In-
terferenzmuster im Dichteprofil ermitteln, welcher größer als die Ausdehnung der
Dichteverteilung selbst ist. Dies ermöglicht es, den Zusammenhang von räumlicher
Interferenzfrequenz, Phasengradient des Kondensats, relativer Position und Relativ-
geschwindigkeit der Interferometerarme sehr genau zu untersuchen. Damit wird der
zeitliche Verlauf der Atom-Atom-Wechselwirkung im Wellenleiter unter Einfluss der
∆-Kick Kollimation qualitativ wiedergegeben.
Im zweiten Teil der Arbeit wird der Effekt der konischen Refraktion ausgenutzt,
um neuartige Potentialgeometrien für Bose-Einstein-Kondensate zu etablieren. Da-
bei wird eine theoretische Beschreibung der konischen Refraktion vorgestellt, die
den Einfluss der räumlichen Strukturierung des Eingangslasersstrahls in einen bi-
axialen Kristall auf die Lichtverteilung beschreibt. In Form einer Mikrospiegeleinheit
zur Strahlmanipulation wird ein System vorgestellt, welches die zuvor beschriebenen
Lichtfelder experimentell erzeugen kann. Die dabei gewonnenen Messdaten werden
vorgestellt und es wird gezeigt, dass sie in sehr guter Übereinstimmung mit dem
theoretischen Modell stehen. Die so erzeugten Lichtfelder werden für das Speichern
und Führen von Bose-Einstein-Kondensaten eingesetzt. Durch zeitliche Änderung der
Blendenbilder auf der Mikrospiegeleinheit kann die Potentialgeometrie dynamisch
verändert werden, wobei die Kohärenz der eingeschlossenen Kondensate erhalten
bleibt. Ausgehend von einem harmonischen Potentialeinschluss wird durch eine sol-
che Potentialtransformation eine ringförmige Kondensatverteilung erzeugt. Außer-
dem wird demonstriert, dass es mit dem System möglich ist, Rotationsbewegung auf




This thesis characterizes and analyzes the properties of Bose-Einstein condensates
(BEC) in optical dipole potentials, which aims at the investigation of interferometry
of guided BECs and the development of complex guiding structures for BECs. Using a
crossed dipole trap 87Rubidium atoms are evaporatively cooled to perform the transi-
tion to the condensate state. Afterwards a condensate of 20000 atoms can be loaded
into a linear or ring-shaped dipole trap.
In the first part of this thesis, a setup, using programmable and phase-stable refe-
rence oscillators, for the phase control of atom interferometers in linear wave guides
is introduced. Using a Fourier analysis of the obtained experimental data a robust
definition of the contrast of interference can be derived, which leads to the determi-
nation of a coherence time of the wave function in this system of 3.3 ms. For the first
time it becomes possible to determine a fringe spacing of the interference, which is
greater than the size of the actual density profile of the condensate. This enables one
to study the relation of spatial fringe frequency, phase gradient of the condensate, as
well as relative position and velocity of the interferometer legs with great precision.
With this technique the impact of atom-atom interaction as a function of expansion
time in a linear wave guide under the influence of ∆-kick collimation is presented in
a qualitative fashion.
The second part of the thesis presents the phenomenon of conical refraction and
the study of novel trapping potential geometries for Bose-Einstein condensates based
on it. Therefore a theoretical description of conical refraction is given, showing the
impact of spatial manipulating the impinging laser beam onto a biaxial crystal on the
occurring intensity pattern. Using a digital micro-mirror device a setup is introduced,
that can generate the former theoretically described intensity patterns. Experimental
data of these patterns are presented, wich are in good agreement with theoretical
calculations. The intensity patterns generated are then exploited to contain and guide
a Bose-Einstein condensate. Using dynamically modified apertures displayed on the
digital micro-mirror device, the potential structures can be changed, while the BEC
coherence is preserved. Starting with a harmonic confining potential, by suitable
transformation, a ring shaped condensate can be produced. In addition it is possible
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Nach den wissenschaftlichen Umwälzungen, die im Zuge der revolutionären Entde-
ckung der quantenmechanischen Beschreibung der mikroskopischen Welt, die physi-
kalische Grundlagenforschung erfasste, liegt große Aufmerksamkeit auf der Untersu-
chung einzelner Quantenobjekte. Hierbei hat sich das Forschungsgebiet der kalten
Atome, d.h. Atome mit geringer kinetischer Energie nahe am absoluten Energie-
nullpunkt, als eine der treibenden Kräfte im Verständnis und der Bestätigung der
quantenmechanischen Betrachtung erwiesen. Hierzu zählen die Untersuchungen von
Quantensimulatoren, welche beispielsweise das Verhalten von Festkörpern in Form
und Wechselwirkung direkt nachbilden können und untersuchbar machen [1,2]. Mit
solchen Systemen ist es möglich, quantenmechanische Modelle, wie beispielsweise
das Ising-Modell experimentell zu überprüfen [3]. Auch ist es durch die direkte Kon-
trolle der quantenmechanischen Eigenschaften von einzelnen Atomen oder Ionen
möglich, sogenannte Quantenalgorithmen zu untersuchen [4–7]. Ein weiteres Ein-
satzgebiet von kalten Atomen besteht in der Realisation von hoch präzisen Zeitmes-
sungen, welche mit Atomuhren die fortschrittlichsten Zeitstandards zur Verfügung
stellen [8, 9]. Als letztes Beispiel sei die Untersuchung von Quantenphasenübergän-
gen genannt. Hierbei bilden sich neue qualitative globale Systemeigenschaften aus,
die durch quantenmechanische Effekte hervorgerufen werden [10].
Grundlegend für all diese bahnbrechenden Entdeckungen ist das Verständnis
und die Anwendung von Atom-Licht-Wechselwirkungseffekten, welche die experi-
mentelle Basis für die Untersuchung von einzelnen Quantenobjekten bilden. Hierzu
zählt die Laserkühlung, welche es ermöglicht, den Energieinhalt von Systemen ma-
nipulieren zu können, sowie das Erzeugen von Atomfallen, die einen räumlichen
Einschluss der zu untersuchenden Objekte garantieren. Für Entwicklungen auf die-
sen Gebieten wurde im Jahr 1997 der Nobelpreis für Physik an Steven Chu, Claude
Cohen-Tannoudji und William D. Phillips verliehen [11–13].
Ein besonderes quantenmechanisches Objekt, welches durch eine, bereits 1924
durch Einstein und Bose postulierte [14, 15], quantenstatistische Betrachtung be-
schrieben wird, ist das Bose-Einstein-Kondensat (BEC1). Bei diesem Quantenpha-
senübergang kondensiert bei genügend großer Phasenraumdichte ein Großteil der
beteiligten Atome, in diesem Fall Bosonen, in den Grundzustand des Systems. Al-
le Bosonen lassen sich folglich mittels einer Wellenfunktion beschreiben. Um diese
hohe Phasenraumdichte zu erreichen, kommen, neben den bereits bekannten Laser-
kühlverfahren, evaporative Kühlverfahren, d.h. Energieminimierung durch Entfernen
energiereicher Systemteile zum Einsatz [16, 17]. Für die experimentelle Realisa-
tion des Kondensatzustands wurden 2001 Eric A. Cornell, Wolfgang Ketterle und
1 kurz für engl. Bose-Einstein condensate
1
Carl E. Wieman mit dem Nobelpreis für Physik ausgezeichnet [18, 19]. Mit Hilfe
der Welleneigenschaften dieses Quantenobjektes, die eindrucksvoll durch Interfe-
renz [20] zweier Kondensatteile nachgewiesen werden konnte, lassen sich beispiels-
weise Atominterferometer in Analogie zum Lichtinterferometer realisieren [21, 22].
Atominterferometer können beispielsweise für Präzisionsmessungen der Feinstruk-
turkonstante, der lokalen Gravitation oder von Rotationsbewegungen eingesetzt
werden [23–25]. Ebenso können die superfluiden Eigenschaften eines Kondensats,
welche auch zu Ausbildung quantisierter Rotationszustände, sogenannter Vortices,
führen, für Präzisionsmessungen ausgenutzt werden [26]. In Analogie zur Dynamik
superfluider elektrischer Ströme an Tunnelbarrieren lassen sich Messapparaturen wie
SQUIDs2 mit BECs realisieren [27].
In der vorliegenden Arbeit werden Ergebnisse präsentiert, die sich der Untersu-
chung von Bose-Einstein Kondensaten in linien- und ringförmigen Wellenleitern wid-
men. Die Ringwellenleiter, die hierbei untersucht werden und zum Einsatz kommen,
werden mit Hilfe des linearen optischen Effektes der konischen Refraktion erzeugt.
In früheren Arbeiten wurden hierzu Ringgeometrien untersucht, welche sich
aufgrund ihrer Dimension für geführte Interferometerexperimente eignen sollten.
Hierbei stellte sich jedoch heraus, dass der Verlust der Phasenkohärenz eines Kon-
densats weiter untersucht und verstanden werden muss. In dieser Arbeit wird dazu
ein System vorgestellt, dass in der Lage ist, die Phase des Interferometerexperiments
manipulieren zu können. Damit ist es möglich den Kontrast eines Atominterfero-
meters in linearen Wellenleitern zu untersuchen. Außerdem kann durch geschick-
te Auswertemethoden dieser Messaufbau verwendet werden, um den Einfluss von
Atom-Atom-Wechselwirkungseffekten im zeitlichen Verlauf sichtbar zu machen. In-
teratomare Wechselwirkung steht im Verdacht, einen möglichen Mechanismus für
die Dephasierung von elongierten BECs darzustellen [28].
Ein zweiter Teil dieser Arbeit beschäftigt sich mit der Untersuchung des Effektes
der konischen Refraktion und der Frage, wie mit Hilfe dieses Effektes Lichtstruk-
turen erzeugt werden können, welche sich als optische Dipolfallengeometrien für
die Manipulation von BECs eignen. Durch die Modifikation des räumlichen Profils
des Eingangstrahls in einen biaxialen Kristall, welcher Grundlage für die Beobach-
tung der konischen Refraktion ist, lässt sich die resultierende Intensitätsverteilung
erheblich verändern. Hierzu wird ein theoretischer Formalismus abgeleitet, welcher
es ermöglicht, die Lichtverteilung der konischen Refraktion unter Einfluss von belie-
bigen Blendengeometrien im Eingangsstrahl berechnen zu können. Mit Hilfe eines
Mikrospiegelregisters (DMD3) im Strahlengang wird ein System vorgestellt, welches
in der Lage ist, beliebige Blendengeometrien auf den Eingangsstrahl aufprägen zu
können, um diese mit den berechneten Lichtverteilungen vergleichen zu können.
Ausgehend davon wird untersucht, ob sich diese Lichtfelder für den Einsatz als Di-
polpotentiale für BECs eignen. Mit Hilfe der DMD-Einheit wird es außerdem möglich
sein, die Potentialstruktur während des Experimentablaufs zu verändern. So wird
2 kurz für engl. superconducting quantum interference device
3 kurz für engl. digital micro-mirror device
2
zum einen ein Potential vorgestellt, in dem sich ein darin gespeichertes BEC von
einer einfach zusammenhängenden harmonischen Form in eine ringförmige, mehr-
fach zusammenhängende Geometrie transformieren lässt. Zum anderen wird ein Ex-
periment vorgestellt, in dem ein Kondensat in einer harmonischen Falle auf einer
Kreisbahn geführt werden kann.
Der Inhalt der Arbeit gliedert sich somit in folgende Kapitel. In Kapitel 2 wird
eine theoretische Beschreibung von Bose-Einstein-Kondensaten gegeben, sowie der
experimentelle Aufbau für die Erzeugung von BECs erläutert. In Kapitel 3 werden
die Experimente zur Untersuchung der Kohärenzeigenschaften und dem Einfluss der
Mean-Field-Wechselwirkung auf Atominterferometer in linearen Wellenleitern vor-
gestellt. In Kapitel 4 werden die theoretischen Grundlagen für die Betrachtung der
konischen Refraktion erläutert und die Betrachtung um beliebige Blendengeometri-
en, im speziellen Kreisblenden, zur Manipulation des Eingangsstrahls erweitert. In
Kapitel 5 wird der experimentelle Aufbau zur Erzeugung der zuvor theoretisch her-
geleiteten Lichtverteilungen vorgestellt. Die Funktionsweise der DMD-Einheit wird
erläutert und die Messdaten der Lichtfelder mit den theoretisch gewonnenen Daten
verglichen. In Kapitel 6 wird dann gezeigt, wie mit Hilfe dieser Lichtfelder Poten-
tialgeometrien, welche zusätzlich zeitlich variabel sind, für BECs umgesetzt werden
können und welchen Einfluss diese auf die gespeicherten Kondensatverteilungen hat.
Zuletzt werden in Kapitel 7 die Ergebnisse der Arbeit zusammengefasst und ein Aus-
blick auf die weitere Entwicklung gegeben.
3
Bemerkung
Für die Abbildungen dieser Arbeit, die mit Hilfe einer Falschfarbendarstellung
wiedergeben sind, ist eine Farbpalette nach Anhang A gewählt worden. Diese dient
zur Illustrierung von Lichtintensitäts- und Atomdichteverteilungen, wobei die Farbs-
kala die Werte von Null bis zum Maximum der Verteilung angibt.
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2 Theorie und Grundlagen zur
Erzeugung von
Bose-Einstein-Kondensaten
2.1 Theoretische Betrachtung von Bose-Einstein-Kondensaten
2.1.1 Wechselwirkungsfreie Bosonengase
Betrachtet man die Statistik nicht wechselwirkender Bosonen im thermischen Gleich-
gewicht, so ergibt sich aus der Betrachtung der großkanonischen Zustandssumme
[29], dass für die mittlere Besetzungszahl die Bose-Einstein-Verteilung
n¯("ν) =
1
e("ν−µ)β − 1 (2.1)
gilt. Mit "ν wird die Energie des Einteilchenzustandes ν im betrachteten Potential
bezeichnet, β entspricht 1/kBT . In einem System mit fester Teilchenzahl N, kann das
chemische Potential µ als Normierungskonstante für Gleichung 2.1 aufgefasst wer-
den. Bei großen Temperaturen ist das chemische Potential viel kleiner als die Energie
"0 des niedrigsten Einteilchenzustandes ν = 0. Mit sinkender Temperatur steigt das
chemische Potential an, muss jedoch kleiner als "0 sein, da sonst die Besetzungszahl
des Grundzustands nach Gleichung 2.1 negativ wird.
Betrachtet man zunächst den Bereich großer Temperaturen (exp [−µ/kBT] < 1),





n¯("ν) = CαΓ (α)gα(e
−µβ)(kBT )α . (2.2)
Der Index α ist gleich der halben Anzahl der Freiheitsgrade der Teilchen und hängt
somit von der Form des einschließenden Potentials sowie der Dimension des Rau-
mes ab. Für freie Teilchen bzw. für Teilchen im Kastenpotential des dreidimensio-
nalen Raumes beträgt α = 3/2, für ein dreidimensionales harmonisches Potential ist
α = 3. Die Konstante Cα ergibt sich aus der Zustandsdichte, die durch umwandeln






, wobei V das Volumen des Kastenpotentials, m die Teilchenmasse und
ωi die Fallenfrequenz der i-ten Raumrichtung ist. Γ (α) ist die Gammafunktion und
5
gα(e−µβ) die verallgemeinerte Riemannsche Zetafunktion. Für µ= "0 = 0 ergibt sich
der Maximalwert der Teilchenzahl Nc. Die mit diesem kritischen Punkt assoziierte







wobei ζ(α) = gα(1) die Riemannsche Zetafunktion beschreibt. Daraus ergibt sich
eine Relation für die kritische Temperatur mit





1/3 der gemittelten Fallenfrequenz und n= N/V der Teilchendichte.
Es lässt sich zeigen, dass für T < Tc die Besetzung des Grundzustandes zunimmt. Für
die Teilchenzahl unterhalb der kritischen Temperatur gilt
N = N0 + Nex , (2.5)
wobei N0 die Anzahl der Teilchen im Grundzustand und Nex die Anzahl der Teil-
chen in den angeregten Zuständen, gegeben durch Gleichung 2.2, entspricht. Daraus









Es zeigt sich somit, dass ab der kritischen Temperatur die Anzahl der Teilchen im
kondensierten Grundzustand stetig zunimmt und bis zum Temperaturnullpunkt auf
N angestiegen ist.
Unter der Annahme, das sich alle Atome im Grundzustand befinden, er-
hält man das Dichteprofil des Bose-Einstein-Kondensats aus der Grundzustands-
Wellenfunktion φ0(~r)
n(~r) = N |φ0(~r)|2 . (2.7)






e[− m2ħh(ω1x2+ω2 y2+ω3z2)] , (2.8)
wobei die Breite der Verteilung über die Oszillatorlänge a2ho = ħh/mω¯ bestimmt ist.
Mit Hilfe der Boltzmann-Verteilung n∝ eVextβ lässt sich das Dichteprofil der rest-
lichen Teilchen außerhalb des Kondensats abschätzen. Für ein harmonisches Poten-
tial erhält man ebenso eine Gaußverteilung mit einer Breite von R = aho (ħhω¯β)−1/2,
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die somit größer als aho ist. Betrachtet man die Dichteverteilung einer Atomwolke, so
erkennt man, dass am kritischen Punkt die Atomverteilung schmaler wird, so wie es
aus der Betrachtung der Breiten von Grundzustand und angeregten Zuständen folgt.
Ebenso lässt sich mit Hilfe von Gleichung 2.3 und der Definition der thermischen
De-Broglie-Wellenlänge λth = 2piħh
2/mkBT
1/2 eine Bedingung an die Phasenraumdichte







c = ζ(3/2) = 2.612 . (2.9)
2.1.2 Mean-Field-Theorie wechselwirkender Bosegase
Die Betrachtung des vorherigen Abschnitts geht davon aus, dass die Atome
der bosonischen Atomverteilung nicht in Wechselwirkung miteinander treten.
Für eine realistische Beschreibung des Kondensats müssen diese Atom-Atom-
Wechselwirkungseffekte jedoch berücksichtigt werden. Es lässt sich zeigen [30], dass
diese Wechselwirkung zwischen zwei Teilchen bei niedrigen Energien durch eine
Kontaktwechselwirkung der Form U0δ(~r − ~r ′) mit U0 = 4piħh2a/m beschrieben wer-













δ(~r − ~r ′) , (2.10)
wobei V (~ri) ein externes Potential beschreibt. Daraus erhält man die Energie des













Durch Minimieren von Gleichung 2.11 unter der Nebenbedingung N =
∫
d~r |ψ(~r)|2




∇2ψ(~r) + V (~r)ψ(~r) + U0 |ψ(~r)|2ψ(~r) = µψ(~r) . (2.12)
Diese hat die Form einer Schrödingergleichung mit einem zusätzlichen nichtlinearen
Potentialterm U0 |ψ(~r)|2, welcher durch die gemittelte Wechselwirkung der Teilchen
im Kondensat hervorgerufen wird.
Thomas-Fermi-Näherung
Ist die Anzahl der Teilchen groß und die Wechselwirkung repulsiv, so lässt sich
die Gross-Pitaevskii-Gleichung wesentlich vereinfachen. In dieser Näherung, die auch
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als Thomas-Fermi-Limit bezeichnet wird, lässt sich zeigen, dass die kinetische Ener-
gie im Verhältnis zur potentiellen Energie vernachlässigbar ist [31]. Gleichung 2.12
reduziert sich somit auf
V (~r) + U0 |ψ(~r)|2

ψ(~r) = µψ(~r) . (2.13)
Die Lösung der Gleichung für µ > V (~r) lautet
n(~r) = |ψ(~r)|2 = µ− V (~r)
U0
, (2.14)
für µ < V (~r) ist ψ = 0. Die Dichteverteilung hat also die umgekehrte Form des ein-
schließenden Potentials, welches bis zum chemischen Potential gefüllt ist. Die Aus-
dehnung der Verteilung ergibt sich aus der Bedingung µ = V (RT F,i), wobei RT F,i
Thomas-Fermi-Radius genannt wird. Für ein harmonisches Potential erhält man






Die Dichteverteilung einer teilweise kondensierten Atomwolke in einem harmoni-
schen Potential lässt sich somit wie folgt beschreiben. Man erhält einen breiten
Untergrund aus thermischen Atomen, die gaußverteilt sind und eine Breite von
R = aho (ħhω¯β)−1/2 haben. Darüber liegt eine schmalere quadratische Verteilung der





. Das Verhältnis der
beiden Verteilungen ist über den Kondensatanteil gegeben. Diese Dichteverteilung
wird auch bimodale Verteilung genannt. In Abbildung 2.1 ist eine Dichteverteilung
einer teilweise kondensierten Atomwolke dargestellt. Am Verhältnis der beiden Ver-
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Betrachtet man ein atomares Zwei-Niveau System in einem intensiven Lichtfeld, et-
wa dem eines Lasers, so lässt sich das gekoppelte System aus Atom und Lichtfeld
durch das „dressed atom model“ beschreiben. Hierbei wird der atomare Hamilton-
operator HA um den Wechselwirkungsoperator von Lichtfeld und Atom HAL erweitert.
Durch Diagonalisieren des Hamiltonoperators HA+HAL in Dipolnäherung und „rota-
ting wave approximation“ erhält man die Energieeigenzustände des gekoppelten
Systems [33]. Sie lauten








wobei ∆ = ωL −ω0 die Verstimmung der Frequenzen von Laserfeld ωL und atoma-
rer Resonanzfrequenz ω0 und Ω =
q
∆2 +Ω2Rabi die verallgemeinerte Rabifrequenz
bezeichnet. Die Rabifrequenz ΩRabi = µE/ħh beschreibt die Kopplungsstärke zwischen
den atomaren Niveaus und dem Lichtfeld. Sie ist proportional zur Feldamplitude E
und zum Dipolmatrixelement µ. Betrachtet man nun den Grundzustand (Gleichung
2.16b) des gekoppelten Zwei-Niveau Systems so sieht man, dass auf Grund der Ab-
hängigkeit der verallgemeinerten Rabifrequenz von der Feldamplitude ein ortsabhän-
giges Potential in einem inhomogenen Lichtfeld entsteht. Ist der Laser rot verstimmt
(∆ < 0) so ist das erzeugte Potential attraktiv, mit blau verstimmten Laserlicht lässt
sich ein repulsives Potential erzeugen. Eine Entwicklung von Ω um ΩRabi/∆ im Grenz-







mit Γ der spontanen Zerfallsrate und I(~r) der ortsabhängigen Laserintensität. Wird
zusätzlich die Feinaufspaltung berücksichtigt, so müssen die Verstimmungen zu den
jeweiligen Resonanzfrequenzen berücksichtigt werden. Im Fall von Alkaliatomen wie
Rubidium 87 (87Rb) ergibt sich für ein Dipolpotential mit Resonanzfrequenzen der























U (r) = U˜ · I (r) (2.19)
die Proportionalität zwischen Lichtintensität und Potentialstärke beschreibt. Ebenso
ergibt sich unter Berücksichtigung der atomaren Resonanzen ein Zusammenhang von
Streurate und Laserleistung von




























Vergleicht man die Gleichungen für Dipolpotential und Streurate so sieht man, dass
die Streurate quadratisch, das Dipolpotential aber nur linear von der Verstimmung
ω0 −ω abhängt. Die Verstimmung sollte maximal gewählt werden, sodass die Fal-
lentiefe ausreichend tief ist, die Streurate jedoch minimal gehalten werden kann. Die
Potentialform hängt von der gewählten Intensitätsverteilung I (r) und der Frequenz
des Laserlichtes bzw. der Verstimmung zu den atomaren Resonanzen ab. So lassen
sich, wie in späteren Kapiteln erläutert, unterschiedlichste Potentialgeometrien aus
optischen Dipolpotentialen erzeugen.
2.3 Experimentelle Erzeugung von Bose-Einstein-Kondensaten
Im folgenden Abschnitt wird kurz der experimentelle Ablauf zur Erzeugung von
Bose-Einstein-Kondensaten erläutert. Details dazu finden sich in vorangegangenen
Arbeiten [35, 36]. Hierzu werden 87Rb Atome in einem Atomofen auf ca. 120 ◦C
erhitzt. Der dabei entstandene Rubidiumdampf wird über Chirplaserkühlung abge-
bremst und ein kalter Atomstrahl erzeugt. Der Rubidiumofen ist über eine differen-
tielle Pumpstufe mit der Hauptvakuumkammer verbunden, in welcher ein Restdruck
von ca. 2 bis 6 · 10−11 mbar herrscht. Eine schematische Darstellung der Vakuum-
apparatur ist in Abbildung 2.2 gezeigt. Mit Hilfe des Atomstrahls wird dort eine
magneto-optische Falle über 8 s geladen, bis ca. 108 Atome bei einer Temperatur von
≈ 150µK eingeschlossen sind. Anschließend werden die Atome in ein attraktives Po-
tential einer gekreuzten Dipolfalle umgeladen, um darin, durch evaporatives Kühlen,
auf Temperaturen unter 100 nK abgekühlt zu werden. Dadurch wird eine Phasen-
raumdichte erzeugt, die groß genug ist, um den Übergang zur Kondensatphase zu
erreichen. Die Evaporationsstrategie ist auf die zusätzlichen Wechselwirkungseffekte
des hierbei verwendeten Lasersystems optimiert [32].
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Abbildung 2.2.: Schematische Ansicht der Vakuumapparatur. Die Ofenkammer mit
Rubidiumquelle ist über eine differentielle Pumpstufe mit der Haupt-
vakuumkammer verbunden. [36]
2.3.1 Lasersysteme für magneto-optische Falle
Als Referenz für die benutzten Lasersysteme wird ein auf die atomare Resonanz des
Hyperfeinübergangs F=2 nach F=3 des D2 Übergangs von 87Rb stabilisierter Dioden-
laser verwendet. Dieses Licht dient nicht nur als Referenz für alle weiteren Lasersyste-
me, es wird zusätzlich auch als resonantes Detektionslicht zur Absorptionsdetektion
verwendet [37]. Für eine detaillierte Darstellung der verwendeten Lasersysteme sei
an dieser Stelle auf weitere Arbeiten verwiesen [36,38].
Das Kühllicht der magneto-optischen Falle wird durch eine MOPA1-System er-
zeugt und über Glasfasern zum Experiment geführt, wodurch am Ort der Atome
eine Lichtleistung von insgesamt 70 mW bereitgestellt wird. Über eine Messung des
Schwebungssignals von Referenz- und MOPA-Licht wird die Frequenzstabilität ga-
rantiert. Zusätzlich wird Rückpumplicht, resonant zum Übergang F=1 nach F=2
der D2-Linie, eines Diodenlasers, ebenso über eine Schwebungssignalmessung sta-
bilisiert, zu den Atomen geführt. Typischerweise wird dort eine Leistung von 1 mW
gemessen.
Für die Chirpkühlung wird ein separater Satz aus Kühl- und Rückpumplasern
verwendet. Diese sind direkt auf das Absorptionssignal der benötigten Übergänge
stabilisiert und werden in ihrer Frequenz für das Abkühlen durchgestimmt [39]. Am
Ort der Atome stehen hier 30 mW Kühllicht und 1 mW Rückpumplicht zur Verfügung.
1 kurz für engl. Master Oscillator Power Amplifier
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2.3.2 Lasersysteme für Dipolfallenpotentiale
Für die Erzeugung der gekreuzten Dipolfalle wird Licht eines Faserlasers2 mit einer
maximalen Ausgangsleistung von 50 W bei einer Wellenlänge von 1070 nm verwen-
det. Die Lichtleistung und somit die Fallentiefe kann über eine Intensitätssteuerung
während des Experiments geregelt werden [35]. Typischerweise werden 300000 bis
500000 Atome aus der magneto-optischen Falle in die gekreuzte Dipolfalle umgela-
den. Nach dem evaporativen Kühlvorgang steht ein Kondensat mit einer Atomzahl
von 20000 mit einem Kondensatanteil von 0.8 bei einer Temperatur von 27 nK zur
Verfügung [32]. Ebenso lässt sich, wie es im weiteren Verlauf der Arbeit zur Anwen-
dung kommt, das Dipolpotential eines einzelnen Strahls als linearer Wellenleiter für
Kondensate verwenden. Die Strahlradien der Dipolfallenstrahlen betragen ca. 45µm.
Daraus ergibt sich eine Rayleighlänge von ca. 6 mm. Die Messungen von Fallenfre-
quenzen für einen solchen Wellenleiter ergaben Werte von 100 bis 150×2piHz [40].
Für die Untersuchungen der Lichtfelder der konischen Refraktion in dieser Ar-
beit wurde ein weiteres MOPA-System3 verwendet, welches eine maximale Aus-
gangsleistung von 1 W liefern kann. Der Referenz-Masterlaser besteht aus einem
interferenzfilter-stabilisiertem Diodenlaser, der sich im Bereich der D1-Linie von
795 nm um mindestens ±1nm verstimmen lässt. Zusätzlich kann ein Titan-Saphir-
Lasersystem4 verwendet werden, welches über eine Wellenlängenbereich von 760
nm bis 850 nm verstimmt werden kann. Dies ermöglicht einen flexiblen Einsatz von
attraktiven und repulsiven Dipolfallenstrukturen, wobei in dieser Arbeit Wellenlän-
gen von 794 bzw. 796 nm dazu verwendet werden.
Um die Atome gegen die Schwerkraft zu stabilisieren, wird ein stark elliptischer
Laserstrahl verwendet, welcher in Richtung der Gravitation stark fokussiert wird und
dadurch einen zwei-dimensionalen Einschluss in der Ebene senkrecht zur Gravitati-
onsrichtung erzeugt [41]. Das dabei verwendete Licht wird durch ein MOPA-System
mit einer Wellenlänge von 783.5 nm bereitgestellt.
2.3.3 Lasersystem zur Bragg-Anregung
Das Laserlicht für die Anregung mittels Bragg-Streuung wird durch einen frequenz-
stabilisierten Diodenlaser erzeugt, welcher relativ zum Rückpumplicht der magneto-
optischen Falle, mit einer Frequenzdifferenz von -3 GHz, stabilisiert wird. Das Licht
wird auf die zwei benötigten Strahlen aufgeteilt und kann mittels akusto-optischer
Modulatoren geschaltet und in der Frequenz modifiziert werden [42]. Details zur An-






3 Atominterferometer in linearen
Wellenleitern
Im folgenden Kapitel werden Interferenzexperimente mit Bose-Einstein-Kondensaten
in linearen Wellenleitern vorgestellt. Der Ausgangspunkt der Überlegungen besteht
in der Frage, wie lange das verwendete Kondensat in der Lage ist, Interferenzef-
fekte sichtbar zu machen, d.h. welche Größe ein Interferometer im Wellenleiter
erreichen kann. In vorangegangenen Arbeiten wurden Interferenzexperimente in ei-
nem ringförmigen Wellenleiter durchgeführt, wobei die Interferometerzeit bzw. die
Umlaufzeit in diesem Wellenleiter ca. 40 ms betrug [39, 43]. Diese Untersuchungen
konnten schlussendlich keine eindeutige Parameterabhängigkeit der entstandenen
Interferenzstrukturen zeigen. Des Weiteren wurde in anderen Untersuchungen ei-
ne Kohärenzzeit von 0.77 ms bestimmt [44], wobei die hier verwendete Technik
der doppelten Braggstreuung [43] einen direkten Vergleich mit den Ergebnissen
des Ringinterferometers nicht zulässt. Ausgehend von der Fragestellung wie groß
die Interferometerzeit sein muss, um ein geführtes Ringinterferometer realisieren zu
können, wird in dieser Arbeit der experimentelle Aufbau um die Möglichkeit der
Phasenkontrolle des Interferometers erweitert. Zusammen mit der neu entwickelten
Methode der Fourieranalyse wird es möglich sein, nicht nur die Kohärenzeigenschaf-
ten des Kondensats untersuchen zu können, sondern ebenso Effekte der Atom-Atom-
Wechselwirkung im Kondensat sichtbar zu machen, welche zu einer Repulsion der
Interferometerarme führt.
Im ersten Abschnitt 3.1 werden ein kurzer Überblick über den Themenbereich
der Atominterferometrie gegeben und wesentliche Begrifflichkeiten eingeführt. In
Abschnitt 3.2 wird die Methode der Braggstreuung vorgestellt, welche die kohä-
rente Kontrolle von Impulszuständen erlaubt und die Grundlage für atominterfe-
rometrische Messungen liefert. Anschließend wird in Abschnitt 3.3 die experimen-
telle Umsetzung der Braggstreuung erläutert und die Phasenmanipulation durch
Braggstreuung vorgestellt. In Abschnitt 3.4 wird die Methode der ∆-Kick Kollimation
und die Umsetzung in dieser Arbeit dargestellt. In Abschnitt 3.5 wird die Grundlage
der theoretischen Beschreibung von Atominterferometern in linearen Wellenleitern
hergeleitet. Abschnitt 3.6 behandelt den experimentellen Ablauf der in dieser Arbeit
vorgestellten Mach-Zehnder-Interferometerexperimente in linearen Wellenleitern.
Mit Hilfe der Phasenkontrolle über die interferometrischen Messungen wird in
Abschnitt 3.7 die neue Methode der Fourierauswertung der Interferometerexperi-
mente eingeführt und gezeigt, wie damit bisher unzugängliche Kondensateigenschaf-
ten messbar gemacht werden können.
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In den sich anschließenden Abschnitten 3.8 bis 3.11 werden erste Experimente
und deren Ergebnisse durch die Fouriermethode vorgestellt. Hierbei wird sich zeigen,
dass Wechselwirkungseffekte einen erheblichen Einfluss auf das Ergebnis der Inter-
ferenzexperimente haben können. Abschließend werden in Abschnitt 3.12 die bisher
gewonnenen Ergebnisse zusammengefasst.
Die gezeigten atomaren Dichteverteilungen werden mit Hilfe einer Falschfar-
bendarstellung wiedergegeben. Der hierbei verwendete Farbverlauf ist in Anhang A
erläutert. Der Maximalwert der Farbskala wird auf die maximale gemessene bzw.
berechnete Atomzahl normiert.
3.1 Atominterferometrie
Interferometrische Messapparaturen gehören in der Messtechnik zu den Geräten für
höchste Präzisionsmessungen. Dabei wird die Eigenschaft von Licht bzw. Laserlicht
ausgenutzt, bei Überlagerung Interferenzeigenschaften zu zeigen. Hierzu wird das
Licht einer kohärenten Lichtquelle über Spiegel und Strahlteiler geführt und die In-
terferenz auf einem Detektor beobachtet. So kann etwa die Rotation eines Systems
über ein Sagnac-Interferometer bestimmt werden [45, 46] oder optische Weglänge-
nänderungen über ein Michelson-Interferometer gemessen werden, eindrucksvoll
eingesetzt, um den Einfluss von Gravitationswellen [47] messbar zu machen. Die
Genauigkeit der Messapparaturen hängt hierbei von der Wellenlänge des verwende-
ten Lichtes, von der Größe des Interferometers bzw. von der Flugzeit des Lichtes in
den Interferometerarmen ab.
Analog zum Lichtinterferometer können ebenso Atome, wobei die Wellenlänge
einer Materiewelle nach deBroglie λ = h/p beträgt, als Quelle für Interferenzexpe-
rimente dienen [21, 22]. Die Eigenschaften der Materie, im Gegensatz zu Licht als
Medium der Interferenz, stellen hierbei besondere Herausforderungen und Möglich-
keiten an die experimentellen Aufbauten. So reagiert Materie stark auf Gravitation
und auf elektrische und magnetische Felder und kann diese somit präzise vermessen.
Ebenso muss die Dynamik und die Kontrolle von Ort und Impuls der Atome eine zen-
trale Rolle bei der Umsetzung von Materiewelleninterferometer einnehmen. So wur-
den Atominterferometer eines atomic fountains bereits erfolgreich zur Bestimmung
der lokalen Gravitationskraft [24, 48, 49] eingesetzt, relative Genauigkeiten in der
Einzelrealisation von bis zu ∆g/g = 10−9 konnten dabei erreicht werden. Freie Atom-
interferometer wurden ebenso zu Magnetfeldmessungen [50], zur Bestimmung der
Feinstrukturkonstante [23], zum Test des Äquivalenzprinzips mittels zweier Atoms-
pezies [51], sowie zu Rotationsmessungen [25,52] bereits erfolgreich eingesetzt.
Die Kontrolle der Materiewelle im Sinne von Strahlteilern und Spiegeln erfolgt
typischerweise über kohärente Ramanprozesse [21] bzw. über Streuung an stehen-
den Lichtwellen, sogenannte Bragg-Streuprozesse [53]. In beiden Fällen werden zwei
Photonen Streuprozesse durchgeführt, welche ein gerichtetes Photonenrückstoßmo-
ment ħhk auf die Atome übertragen. Durch den Übertrag von mehreren Photonen-
momenten von bis zu 24ħhk [54] bei einem Bragg-Streuprozess bzw. von bis zu
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102ħhk [55] bei mehreren hintereinander ausgeführten Streuprozessen lässt sich die
Interferometergröße und somit die Genauigkeit signifikant erhöhen. Ein maximaler
Abstand der Interferometerarme und somit ein maximaler Abstand von kohärenten
Quantenobjekten von einem halben Meter [56] konnte damit erreicht werden.
Schlussendlich ist jedoch bei dieser Art des Interferometers die Experimentdau-
er durch die Länge des freien Flugs und somit durch die Größe der Vakuumappa-
ratur begrenzt. Indem das komplette Experiment in einem mitbewegten Bezugs-
system durchgeführt wird, kann die Fallbewegung der Atome kompensiert werden.
Dies wurde bereits erfolgreich durch Experimentieren während Parabelflügen [57],
in Fallturmexperimenten [58, 59] oder während eines Raketenflugs [60] demons-
triert. Hierbei konnten Interferometerzeiten von bis zu einer Sekunde realisiert wer-
den [58].
Der in dieser Arbeit verwendete Ansatz für die Verwirklichung von stationären
Atominterferometern besteht im Ausnutzen von Wellenleiterstrukturen um die ver-
schiedenen Interferometerarme führen zu können. Hierzu bieten sich lineare Wel-
lenleiter an, in denen die Atome sich entlang einer Raumdimension frei ausbreiten
können [61, 62]. Im Hinblick auf geschlossene Geometrien, etwa für Rotationsmes-
sungen, bieten sich ebenso Ringgeometrien an, wie sie auch in vorangegangenen
Arbeiten untersucht wurden [39,43,63].
3.2 Kohärente Zustandsmanipulation
Um eine kohärente Materiewelle als Quelle einer Interferometermessung benutzen
zu können, muss es möglich sein, unterschiedliche quantenmechanische Zustände
der Materie präparieren zu können. Hierzu können beispielsweise Hyperfeingrund-
zustände der Materie verwendet werden, welche etwa durch sogenannte Raman-
prozesse zugänglich gemacht werden können [64]. Dabei besteht eine Kopplung
zwischen internen Zuständen des Atoms und seinen externen Impulszuständen. In
Analogie zur Beugung von Lichtwellen an periodischen Gitterstrukturen etwa ei-
nes Kristalls [65] kann die Streuung von Materiewellen an Lichtkristallen betrachtet
werden. Ein solcher Lichtkristall kann im einfachsten Fall aus zwei gegenläufigen,
interferierenden Laserstrahlen bestehen, die eine stehende Lichtwelle ausbilden. Die
Dynamik in solchen optischen Gittern, die einer periodischen Kristallstruktur ähneln,
lässt sich mit Hilfe von Bloch-Zuständen beschreiben [66]. Bei dieser Streuung von
Atomen an optischen Gittern kann zwischen zwei Wechselwirkungsregimen unter-
schieden werden. Die Kapitza-Dirac-Streuung bzw. das thin grating regime und der
Bragg Streuung bzw. das thick grating regime. In dieser Arbeit und der folgenden Be-
trachtung wird die Bragg-Streuung [67] verwendet, da hier gezielt einzelne Impuls-
zustände besetzt werden können; bei der Kapitza-Dirac-Streuung hingegen werden
mehrere Beugungsordnungen bzw. Impulszustände bevölkert [68].
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3.2.1 Bragg-Streuung
Betrachtet man zwei gegenläufige Laserstrahlen mit gleicher Amplitude E0, Wellen-
vektor k, Frequenzω, Polarisationsvektor ~e und einhüllender Funktion f (t), so ergibt
sich ein resultierendes elektrisches Feld
~E(z, t) = E0 f (t) sin (kz −ωt)~e+ E0 f (t) sin (kz +ωt)~e (3.1a)
= 2E0 f (t) sin (kz) cos (ωt)~e . (3.1b)
Dieses Lichtfeld, beschrieben durch Gleichung 3.1b, formt die bereits erwähnte, pe-
riodische Lichtgitterstruktur, an der Atome gestreut werden können. Alternativ kann
die Wechselwirkung der beiden elektrischen Felder mit dem quantenmechanischen
Zwei-Niveau System des Atoms als stimulierte Absorption bzw. Emission beschrieben
werden. In Abbildung 3.1 ist ein solcher Bragg-Übergang im Energiediagramm der
Impulszustände dargestellt. Der Impulsübertrag auf die Atome wird dann als Paar ei-










Abbildung 3.1.: Schematische Darstellung eines Bragg-Übergangs mit Kopplung der
Grundzustände |g,−ħhk〉 und |g,ħhk〉.
nes solchen Wechselwirkungsprozesses beschrieben. Die Niveaus des Atoms werden
in der folgenden Betrachtung mit |g〉 und |e〉 für den Grundzustand, respektive den
angeregten Zustand abgekürzt. Ihr Energieabstand soll ħhω0 betragen. Zusammen
mit dem externen Impuls sollen somit die Zustände |g,−ħhk〉 und |g,ħhk〉 aneinander
gekoppelt sein. Die Besetzungszahl des angeregten Zwischenniveaus |e, 0〉 kann ver-
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nachlässigt werden, solange die Verstimmung δ = ω −ω0 zwischen Atomresonanz
und Lichtfeld groß gewählt wird. Um nun die Besetzungszahlen der gekoppelten
Impulszustände zu berechnen, kann man folgenden Wechselwirkungsoperator
Hww(τ) = −ieiωτħhΩR2 (|e, 0〉 〈g,−ħhk| − |e, 0〉 〈g,ħhk|) + h.c. (3.2)
betrachten [69]. Der dargestellte Term vermittelt hierbei die Absorption eines Pho-
tons, der hermitesch konjugierte Term die Emission. Die Wechselwirkungsdauer τ
kann durch die Form und Breite der einhüllenden Funktion f (t) bestimmt werden.
Die Atom-Licht-Wechselwirkung soll in elektrischer Dipolnäherung beschrieben wer-




ergibt, wobei µ = 〈e|e~r|g〉 das Dipolmatrixelement für den Übergang vom Grundzu-
stand in den angeregten Zustand beschreibt. Zusammen mit dem ungestörten Hamil-
tonoperator des Systems
H0 = ħhω0 |e, 0〉 〈e, 0|+ħhωrec (|g,−ħhk〉 〈g,−ħhk|+ |g,+ħhk〉 〈g,+ħhk|) (3.4)
erhält man den Gesamthamiltonoperator H (τ) = H0 +Hww(τ). Erec = ħhωrec =
ħh2k2/2m ist die Rückstoßenergie, die bei einem Emissions- oder Absorptionsvorgang
übertragen wird. Über den allgemeinen Ansatz
|Ψ(τ)〉= c−ħhk(τ)e−iωrecτ |g,−ħhk〉+ c0(τ)e−iω0τ |e, 0〉+ c+ħhk(τ)e−iωrecτ |g,+ħhk〉 (3.5)
zusammen mit der Abschätzung ∆2  Ω2R mit ∆ = δ +ωrec und den Anfangsbedin-
gungen c−ħhk(0) = 1, c0 = c+ħhk = 0 erhält man somit eine Lösung für die zeitliche
Entwicklung der angeregten Impulszustände. Sie lautet
















2∆ die Zweiphotonen-Rabifrequenz ist. Durch Variation der Pulsdauer τ
lässt sich somit die Population der gekoppelten Impulszustände kohärent manipulie-
ren. Die Besetzungszahl oszilliert zwischen Impulszuständen |g,−ħhk〉 und |g,+ħhk〉.
Der beschriebene Prozess lässt sich, analog zu Mehrfachanregung der Raman-
streuung, auf höhere Ordnungen der Braggstreuung erweitern. Ein Streuprozess NB-
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ter Ordnung überträgt einen Impuls von 2NBħhk und lässt sich im oben beschriebenen
Bild als 2NB-Photonenübergang interpretieren.
Um den Bragg-Streuprozess auf ein stationäres Bose-Einstein-Kondensat anzu-
wenden wird die stehende Lichtwelle relativ zu den Atomen bewegt. Das Energie-
schema eines solchen Übergangs ist in Abbildung 3.2 beispielhaft für einen Übergang
der Ordnung NB = 2 dargestellt.













Abbildung 3.2.: Schematische Darstellung eines Bragg-Übergangs mit Kopplung der
Grundzustände |g, 0〉 und |g, 4ħhk〉.
Hierbei wird einer der Laserstrahlen in seiner Frequenz so verstimmt, dass sich
die stehende Lichtwelle mit einer Geschwindigkeit von NBħhk/m relativ zum Konden-
sat bewegt und die Resonanzbedingung für diesen Übergang wieder erfüllt ist. Im
Bezugssystem des Labors wird das Kondensat somit auf einen Impuls von 2NBħhk







3.3 Erzeugung der Bragg-Pulse
Wie in Abschnitt 2.3 beschrieben, wird zur Erzeugung der Bragg-Pulse das Licht
eines stabilisierten Diodenlasers verwendet. Das Licht wird auf zwei Strahlen auf-
geteilt und daraufhin jeweils durch einen akusto-optischen Modulator (kurz AOM)
gestrahlt und in eine Glasfaser eingekoppelt. Am Experimentort wird das Licht der
beiden Lichtfelder parallel bzw. anti parallel zu einem der Dipolfallenstrahlen der
gekreuzten Dipolfalle eingestrahlt und formt dort die in Gleichung 3.1b beschrie-
bene stehende Lichtwelle. Über die beiden AOM’s der jeweiligen Strahlen kann die
Kontrolle der Frequenzdifferenz sowie der Pulsfläche erfolgen. Der elektronische Auf-























Abbildung 3.3.: Schematische Darstellung zur Erzeugung des elektronischen Signals
für den Betrieb der AOM’s, welche für die Erzeugung der Laserpul-
se benötigt werden. Deren Überlagerung erzeugt die beschriebene
stehende Welle zur Bragganregung. eine detaillierte Beschreibung
befindet sich im Text.
Radiofrequenz zum Betrieb der AOM’s dient ein DDS-System mit vier phasensta-
bilen programmierbaren Ausgängen. Das verwendete Modul, basierend auf einem
DDS-Chip1, ist in der Lage Signale bis 500 MHz mit einer Leistung von maximal
1 AD9959
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3 dBm auszugeben [70]. An zwei dieser Ausgänge wird ein Signal mit einer Fre-
quenz von 80 MHz bzw. (80 + δω)MHz ausgegeben, wobei die Frequenzverschie-
bung δω= NB · 2pi× 15.084 kHz, mit der Rückstoßfrequenz von 87Rb [71], über die
Resonanzbedingung 3.7 die angeregte Braggordnung bestimmt. Im Rahmen dieser
Arbeit wird typischerweise die erste Braggordnung NB = 1 angeregt. Alle Funktio-
nen des DDS-Moduls können über ein Arduino-Interface programmiert werden; zur
einfachen Ansteuerung ist das Arduino-Modul mit einem Linux-System auf Basis ei-
nes Raspberry-Pis verbunden. Über einen Netzwerkzugriff auf dieses Linux-System
können alle Funktionen des DDS-Moduls somit programmiert werden. Über einen
Trigger-Eingang am Arduino-Modul können beliebige programmierte Funktionen
ausgelöst werden. Auf Grund der relativ langsamen Kommunikation zwischen Ar-
duino und DDS ergibt sich eine konstante Verzögerung von 130µs zwischen Trigger-
signal und Funktionsänderung [70]. Dies könnte durch eine Kommunikation mit dem
DDS-System mittels SPI-Schnittstelle verbessert werden. Es kann mit Hilfe des Trig-
gersignals beispielsweise die in Abschnitt 3.6 beschriebene Phasenverschiebung über
ein externes TTL-Signal ausgelöst werden. Die beiden Ausgänge des DDS-Moduls
werden mit Hilfe eines Mischerbausteins2 mit dem Signal eines Funktionsgenerators3
gemischt. Auf dem Funktionsgenerator wird die für den Bragg-Puls nötige Pulsform
einprogrammiert. Die Form entspricht der eines Blackman-Pulses [44], die Länge des
einprogrammierten Zeitfensters beträgt typischerweise 50 - 100µs. Die Parameter
Amplitude und Länge des Zeitfensters werden schlussendlich über die Pulsfläche des
benötigten Bragg-Pulses bestimmt, d.h. halber Populationstransfer für pi/2-Puls bzw.
voller Populationstransfer für pi-Puls. Über einen externen Trigger können die Si-
gnalgeneratoren während des Experiments ausgelöst werden und der gewünschte
Bragg-Puls ausgeführt werden. Das so generierte elektronische Signal wird verstärkt
und an die AOM’s weitergeleitet. Die erzeugten Lichtpulse werden zum Experiment
geleitet und bilden die bewegte stehende Lichtwelle aus. Die erzeugten Lichtpulse
können zusätzlich an einer Photodiode detektiert und am Oszilloskop zur Kontrolle
beobachtet werden.
3.4 Delta-Kick Kollimation
Eine Möglichkeit, um die Expansion von kalten Atomwolken und Kondensaten zu
verringern, besteht darin, die frei expandierende Atomverteilung für kurze Zeit ei-
nem attraktiven Potential auszusetzen, sodass sich deren Geschwindigkeit durch
die Potentialeinwirkung verringert. Diese Technik ist unter dem Begriff ∆-Kick Küh-
lung bzw. Kollimation bekannt [72, 73]. Zur Veranschaulichung betrachtet man eine
Atomverteilung mit gegebener Geschwindigkeitsverteilung, beispielsweise entstan-
den durch den Abbau der Mean-Field-Energie eines Kondensats, im Phasenraum in
Abbildung 3.4(a). Durch die nun stattfindende ballistische Expansion kommt es zu
einer Verbreiterung im Ortsraum, die schnellen Atome bewegen sich zum Rand der
2 Minicircuits ZAD-3+










Abbildung 3.4.: Ablauf der ∆-Kick Kühlung bzw. Kollimation: (a) Phasenraumdar-
stellung einer anfänglichen Atomverteilung mit gleichmäßiger Ver-
teilung im Orts- und Impulsraum. (b) Nach einer Expansionzeit ha-
ben sich die schnellen Atome der Verteilung ebenso an den Rand
der Ortsverteilung bewegt. Im Phasenraum führt dies zur Scherung.
(c) Durch Einstrahlen eines Potentials kommt es zu einer ortsabhängi-
gen Krafteinwirkung (Stoß), welche die Atome abbremst. Im Phasen-
raum wird die Verteilung gedreht. Die Geschwindigkeitsverteilung ist
schmaler geworden.
Verteilung. Im Phasenraum in Abbildung 3.4(b) führt dies zu einer Scherung entlang
der Ortsachse. Wird nun für kurze Zeit etwa ein harmonisches Potential eingestrahlt,
so erfahren die Atome eine rücktreibende Kraft, welche umso stärker wirkt, je weiter
sie sich vom Zentrum der Verteilung entfernt haben. D.h. Atome mit einer großen Ge-
schwindigkeitskomponente erfahren eine große Kraft, eine kleine Kraft wirkt auf Ato-
me mit einer geringeren Geschwindigkeit. Idealerweise entspricht hierbei die Form
des Potentials genau der Geschwindigkeitsverteilung. In der Phasenraumdarstellung
nach Abbildung 3.4(c) führt dieser Stoß des Potentials zu einer Drehung der Vertei-
lung, sodass die schmale Achse der Verteilung nun im Impulsraum liegt. Somit ist
die resultierende Atomverteilung zu diesem Zeitpunkt zwar im Ortsraum breiter, die
Geschwindigkeitsverteilung aber schmaler geworden. Diese Betrachtung kann ana-
log zur Wirkung einer Linse auf divergierende Strahlen verstanden werden, wobei
im beschriebenen Fall eine Kollimation der sich ausbreitenden Atomverteilung statt-
gefunden hat.
Im Rahmen dieser Arbeit wird ein solches Verfahren dazu verwendet, die Aus-
breitung einer Kondensatverteilung entlang eines Wellenleiters zu verringern. Für
die weiteren Experimente ist es beispielsweise vorteilhaft, die Breite soweit zu ver-
ringern, sodass unterschiedliche Impulskomponenten eines Interferometers leichter
räumlich von einander getrennt werden können. Das Kondensat wird hierbei in einer
gekreuzten Dipolfalle erzeugt und kann daraufhin in einem der beiden Dipolfallen-
strahlen frei expandieren (siehe Abschnitt 3.6). Nach einer Expansionszeit von 5 ms
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Abbildung 3.5.: Entwicklung der gemessenen Kondensatbreite im linearen Wellenlei-
ter mit und ohne ∆-Kick Kollimation
in diesem Wellenleiter wird der senkrecht zu diesem orientierte zweite Dipolstrahl
erneut für 150µs eingestrahlt. Dadurch wirkt, in Richtung des Wellenleiters, ein at-
traktives Dipolpotential auf die expandierenden Atome, was die Ausbreitung verlang-
samen sollte. Die Parameter der ∆-Kick Kollimation wurden so gewählt, dass nach
einer Flugzeit von 60-80 ms, was der typischen Experimentdauer entspricht, eine
möglichst schmale Kondensatverteilung im Wellenleiter erreicht wird. Um die Wir-
kung der Kollimation zu überprüfen, wurde die Breite der Atomverteilung über die
Expansionszeit im linearen Wellenleiter gemessen und in Abbildung 3.5 aufgetragen.
Die Breite der Atomverteilung nach freier Expansion nimmt wie erwartet mit
der Zeit linear zu. Ebenso ist zu erkennen, dass durch den Einsatz des ∆-Kicks die
Breite der Verteilung reduziert werden kann. Im Zeitfenster von 60-80 ms Expansi-
onszeit ist die Breite dadurch um einen Faktor 2 verringert worden. Im Idealfall der
∆-Kick Kollimation sollte die Breite der Atomverteilung mit der Expansionszeit gar
nicht bzw. sehr wenig zunehmen. Im Experiment zeigt sich zu Beginn eine geringe-
re Ausdehnung der Atomverteilung, welche jedoch mit der Zeit weiter zunimmt. Als
Grund hierfür kann die geringe Wartezeit vor der Kollimation genannt werden. Diese
muss auf der einen Seite so klein gewählt werden, damit räumliche Überlappung zwi-
schen Atomen und Stoßpotential gewährleistet ist, auf der anderen Seite reicht die
Zeit nicht aus, um die Expansion des Kondensats durch Mean-Field-Wechselwirkung
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abzuwarten und anschließend kompensieren zu können. Ebenso entspricht die Form
des Potentials vermutlich nicht genau der Form der Kondensatverteilung; Abweichun-
gen von der harmonischen Form im Potential treten verstärkt zum Vorschein.
3.5 Beschreibung von Wellenfunktionen in Wellenleitern und deren
Interferenz
Zur Beschreibung der Interferenz zweier Materiewellen, welche in diesem Fall aus
einem Bose-Einstein-Kondensat besteht, kann im Allgemeinen eine Wellenfunktion
der Form
ψ (~r, t) =
Æ
n (~r, t) eiφ(~r,t) (3.8)
angenommen werden. Ausgehend von einer quadratischen Dichteverteilung des Kon-
densats im harmonischen Potential der gekreuzten Dipolfalle kann ebenso ein qua-




x2 + β x (3.9)
angenommen werden. Die Phase der Kondensatfunktion ist hierbei direkt mit der
Geschwindigkeitsverteilung [31]




verknüpft. Werden nun zwei Kondensatteile überlagert bzw. das Betragsquadrat die-
ser beiden Wellenfunktionen berechnet, so ergibt sich folgender Ausdruck
|ψ1 (x) +ψ2 (x −δx)|2 = n1 (x) + n2 (x −δx)
+ 2
Æ
n1 (x)n2 (x −δx) · cos [(αδx + 2β) x −ϕ0] ,
(3.11)
wobei δx den räumlichen Versatz der beiden Kondensatteile beschreibt. Der letzte
Term spiegelt die Interferenz der beiden Wellenpakete wieder. Der Parameter β wird















Der Phasengradient α lässt sich über die Betrachtung von Skalengesetzen, siehe
nächster Abschnitt 3.5.1, z.B. für die Expansion in einem quasi-eindimensionalen
Wellenleiter berechnen. Ebenso lässt sich erkennen, dass die Position der Interfe-
renzmaxima bzw. die Phase der räumlichen Dichtemodulation ϕ0 Einfluss auf die
Position der entstehenden Interferenzmaxima hat.
3.5.1 Evolution im Wellenleiter
Die zeitliche Entwicklung einer Kondensatverteilung im linearen Wellenleiter lässt
sich über die Verwendung von Skalierungsfaktoren beschreiben. Hierbei geht man
davon aus, dass die zeitliche Entwicklung von Kondensatverteilungen im Wellenlei-
terpotential analog zur Entwicklung im freien Raum abläuft. Durch den zusätzlichen
Einschluss eines Potentials müssen die Bewegungstrajektorien jedoch umskaliert wer-
den. Aus einem Anfangsort R j(0) und dem Skalierungsfaktor λ j(t) ergibt sich somit
eine Trajektorie [75]
R j(t) = λ j(t)R j(0) (3.15)
für die weitere zeitliche Entwicklung, wobei j = x , y, z für jede Raumdimension





−ω2j (t)λ j , (3.16)
wobei hier die Fallenfrequenzen des Anfangspotentials ω j(0), sowie die Fallenfre-
quenzen nach Änderung der Potentialgeometrie ω j(t), beispielsweise nach Umladen
in das lineare Wellenleiterpotential, berücksichtigt werden müssen. Ein quadratisches
Dichteprofil wird also nach Ausschalten eines harmonischen Einschlusses beibehalten
und der Kondensatradius entwickelt sich nach Gleichung 3.15 und 3.16.
Aus den Anfangsbedingungen λ j(0) = 1 und λ˙ j(0) = 0 ergibt sich durch zeitli-
che Ableitung von Gleichung 3.15 die Beziehung




Betrachtet man nun eine Raumrichtung x , in welcher die Dynamik des Interfero-
meters stattfindet, so ergibt sich aus dem Zusammenhang von Kondensatphase und
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Abbildung 3.6.: Typischer zeitlicher Verlauf des Skalierungsfaktors λx in Richtung des
Wellenleiters. Zusätzlich ist die zeitliche Ableitung, sowie der Quoti-
ent λ˙x/λx eingezeichnet. Alle Verläufe sind zur Veranschaulichung auf
einen maximalen Wert von Eins normiert.
Geschwindigkeitsverteilung 3.10 und dem quadratischen Phasenprofil des Konden-
sats 3.9 die Beziehung









aus Skalierungsfaktor λx(t) bzw. seiner zeitlichen Ableitung λ˙x(t) und dem Pha-
sengradienten der Kondensatverteilung α. Das bedeutet, dass aus der Kenntnis der
relevanten Fallenfrequenzen der auf die Kondensatverteilung während des Experi-
ments einwirkenden Potentiale die zeitliche Entwicklung des Phasengradienten be-
stimmt werden kann. Aus dem Phasengradienten kann daraufhin auf die räumliche
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Frequenz κ der Interferenzstreifen, nach Gleichung 3.13, eines asymmetrischen In-
terferometers mit räumlichen Versatz δx geschlossen werden.
In Abbildung 3.6 ist für die typischen Fallenparameter [40,63] der zeitliche Ver-
lauf des Skalierungsfaktors, seiner zeitlichen Ableitung sowie deren Quotient, der
den Verlauf des Phasengradienten bestimmt, eingezeichnet. An der zeitlichen Ablei-
tung λ˙x lässt sich die prinzipielle Dynamik des Kondensats nach dem Abschalten
der gekreuzten Dipolfalle und freier Expansion im linearen Wellenleiter erkennen.
Im Anfangsbereich bis 20 ms nimmt die Breite des Kondensats in beschleunigter Be-
wegung zu; ca. 90 % der Geschwindigkeitsänderung der Kondensatatome findet in
diesem Zeitabschnitt statt. Durch die Umwandlung der zwischenatomaren Wechsel-
wirkungsenergie in kinetische Energie erfahren die Atome eine Kraft, die zu dieser
Beschleunigung führen. Nach Umwandlung der Energie expandiert das Kondensat
mit fast konstanter Geschwindigkeit, es findet nur noch eine kleine Änderung der
Geschwindigkeit statt. Der Quotient aus Skalierungsfaktor und seiner Ableitung gibt
qualitativ den zeitlichen Verlauf des Phasengradienten α wieder. Nach anfänglichem
Anstieg in den ersten ca. 5 ms, fällt dieser größtenteils antiproportional mit der Zeit
ab.
3.6 Experimenteller Ablauf: Mach-Zehnder-Interferometersequenz in linearen
Wellenleitern
In Abbildung 3.7 ist der zeitliche Ablauf einer typischen Mach-Zehnder-Interferenz-
messung, wie sie in dieser Arbeit Anwendung findet, dargestellt. Nach dem Erzeu-
gen des Kondensats in der gekreuzten Dipolfalle wird das Fallenpotential eines der
beiden Dipolfallenarme verdoppelt und anschließend das Potential des zweiten Di-
polfallenarms ausgeschaltet. Der verbleibende Dipolfallenarm dient somit als quasi-
eindimensionaler Wellenleiter, indem das Kondensat, nach Ausschalten des zwei-
ten Arms, sich den Skalengesetzten entsprechend ausbreiten und durch Anregung
über Bragg-Pulse bewegen kann. Mit dessen Hilfe können die typischen Interfero-
meterpulse, das Aufteilen mittels eines pi/2-Pulses bzw. das Reflektieren mittels eines
pi-Spiegelpulses, durchgeführt werden. Nach einer Expansionszeit τtof beginnt die
Interferometersequenz mit einem ersten pi/2-Puls, wodurch das Kondensat in eine
kohärente Überlagerung aus zwei Impulszuständen 1/p2 (|0ħhk〉+ |2ħhk〉) überführt
wird. Nach einer ersten Wartezeit τ1, während der sich die beiden Kondensatteile
räumlich trennen, wird ein pi-Puls eingestrahlt. Dieser transferiert die Populationen
zwischen den beiden beteiligten Impulszuständen, wodurch das Interferometer wie-
der geschlossen wird. Nach einer Wartezeit von τ2 sind beide Kondensatteile wieder
räumlich überlagert. Durch eine zweiten pi/2-Puls werden die Kondensatteile auf die
Basis der beiden Impulszustände projiziert und die Interferenz kann beobachtet wer-













Abbildung 3.7.: Schematischer Ablauf eines Mach-Zehnder-Interferometers im linea-
ren Wellenleiter. Durch die Wahl der Interferometerzeiten τ1 und τ2
kann das Interferometer komplett symmetrisch bzw. asymmetrisch
aufgebaut werden. Über die Phase ϕ0 des letzten Interferometerpul-
ses kann die Phase der Interferenzeffekte verändert werden. Die Zeit
τexp dient zur räumlichen Separation der Interferometerausgänge.
verändert und auf die Materiewelle übertragen werden. Die Phase des Atominterfe-
rometers wiederum hängt über die Beziehung [76]
ϕ0 = NB (ϕ1 − 2ϕ2 +ϕ3) + 2NB~k · ~gT 2 (3.20)
sowohl von den Phasen der Interferometerpulse ab, als auch von einer äußeren Kraft
~a, die entlang der Richtung des Interferometers zeigt, welche durch den Wellenvek-
tor ~k der Bragganregung gegeben ist. Da in dieser Arbeit der Wellenleiter und die
Interferometerdynamik senkrecht zur Gravitationsrichtung angeordnet sind, ergibt
das Skalarprodukt ~k · ~g = 0. Mit T = τ1 + τ2 fließt die Interferometerzeit in die
Phasenänderung durch äußere Kräfte ein.
Durch eine zusätzliche Wartezeit τexp werden die beiden Interferometerausgän-
ge um einen Abstand ∆p = 2NBvrecτexp, mit vrec = 5.8845 mm/s [71], der Photo-
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nenrückstoßgeschwindigkeit von 87Rb des D2-Übergangs, räumlich voneinander ge-
trennt. Beide Ausgänge A und B zeigen ein komplementäres Interferenzmuster
|ψA (x0)|2 (ϕ0) + |ψB (x0 −∆p)|2 (ϕ0 +pi) (3.21)
nach Gleichung 3.11. Das Ergebnis eines solchen Experiments lässt sich qualitativ in
zwei Gruppen einteilen.
Symmetrisches Interferometer







































Abbildung 3.8.: Schnitt durch eine berechnete Dichteverteilung nach einer Interfe-
rometersequenz. (a) Ist das Interferometer symmetrisch, so erkennt
man keine Interferenzstreifen im Dichteprofil. Die Phase ϕ0 hat Ein-
fluss auf die Population der beiden Interferometerausgänge. (b) Sind
die Interferometerarme ungleich lang und das Interferometer asym-
metrisch, so entstehen charakteristische Interferenzstreifen im Dich-
teprofil.
Wählt man die beiden Interferometerzeiten τ1 und τ2 gleich groß, so ergibt sich
ein symmetrisches Interferometer mit gleich langen Interferometerarmen. Aus Glei-
chung 3.13 erkennt man, dass, soweit die Relativgeschwindigkeit zwischen den Wel-
lenpaketen Null ist, keine Interferenzstreifen in den Interferometerausgängen sicht-
bar sind. Jedoch lässt sich die Interferenz am Transfer der Population zwischen den
beiden Interferometerausgängen in Abhängigkeit der relative Phase ϕ0 des Interfero-
meters beobachten. Beispielhaft ist ein Schnitt durch die berechnete Dichteverteilung
eines solchen Interferometerexperiments in Abbildung 3.8(a) dargestellt.
Asymmetrisches Interferometer
Sind die beiden Interferometerarme ungleich lang, bzw. die Zeiten τ1 und τ2
ungleich groß, verbleibt bei der finalen Überlagerung der Kondensatteile durch den
zweiten pi/2-Puls ein räumlicher Versatz von δx = (τ1−τ2) ·2NBvrec. Dies führt dazu,
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dass sich Interferenzstreifen nach Gleichung 3.13 ausbilden. Ein mögliches Ergebnis
hierfür ist in Abbildung 3.8(b) dargestellt.
3.7 Auswertung der Interferenzmessungen
3.7.1 Auswertung eines symmetrischen Interferometers




























Abbildung 3.9.: Berechnete Dichteverteilung eines symmetrischen Interferometerex-
periments. Die Phase ϕ0 wurde von 0 bis 4pi variiert und eine Popula-
tionsoszillation zwischen den beiden Interferometerausgängen kann
über zwei Perioden beobachtet werden.
Der Kontrast einer Interferometermessung lässt sich im Allgemeinen aus dem
Verhältnis der Modulationstiefe der durch Interferenz aufgeprägten Struktur und
dem restlichen konstanten Untergrund bestimmen. In Abbildung 3.9 ist ein typisches
Interferometerexperiment in einem linearen Wellenleiter nach den Gleichungen 3.21
bzw. 3.11 berechnet worden. Dies dient in der folgenden Betrachtung als Beispiel zur
Illustration der Auswertemethode.
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Man erkennt klar, wie die Atomverteilung in Abhängigkeit der Phase ϕ0 zwi-
schen den Interferometerausgängen oszilliert. In diesem Fall kann der Kontrast über





Dieses Verhältnis sollte, wie in Abbildung 3.10 dargestellt ist, mit der Phase zwischen
dem maximalen Wert des Kontrastes K sinusförmig oszillieren.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5



















Abbildung 3.10.: Oszillation der relativen Population der beiden Interferometeraus-
gänge über die aufgeprägte Phase ϕ0. Die Werte ergeben sich aus
der berechneten Dichteverteilung. Aus einer Sinusanpassung lässt
sich die Amplitude bestimmen, welche dem Kontrast der Interfe-
renz entspricht.
3.7.2 Fourieranalyse des Populationstransfers in Abhängigkeit von der externen
Phase
Die einfachste Möglichkeit, die Atomzahlen NA und NB der einzelnen Interferometer-
ausgänge zu bestimmen, ist die Summation über einen gewissen Bereich bzw. in
einer Anpassung, meist gaußförmig, an die Atomverteilung dieses Bereichs. Dies
setzt jedoch voraus, dass sowohl die Position dieser Ausgänge bekannt und über
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die Messreihe konstant ist, sowie dass eine räumliche Trennung der beiden Inter-
ferometerausgänge stattgefunden hat. Ist dies nicht erfüllt, so kann das Ergebnis der
















Abbildung 3.11.: Zusammengefasste Darstellung der Fourieranalyse des berechneten
Interferometerexperiments. Im oberen Teil ist die Fourieramplitude
der erwarteten Oszillationskomponente dargestellt. Die Einfärbung
in rot bzw. blau dient der Unterscheidung der beiden Interferome-
terausgänge. Diese dienen als Kriterium für eine Auswahl der In-
teressensregionen zur Bestimmung der relativen Besetzungszahlen
des Interferometers. Im unteren Teil ist die Fourierphase dargestellt.
die beiden Ausgänge oszillieren genau mit einer Phasendifferenz
von pi.
Eine weitere Möglichkeit, die Region der Interferometerausgänge auszuwählen,
beruht darauf, dass die zu erwartende Oszillationsperiode bekannt ist [77]. Dazu
betrachtet man die diskrete Fouriertransformation eines jeden Pixelwerts n(x ,y)(ϕ j)




n(x ,y)(ϕ j) · e 2piik jN . (3.23)
Jede Frequenzkomponente k dieser Fouriertransformation entspricht somit der wie-
derholten Änderung dieses Pixelwerts; für die weitere Auswertung wird nur die Fre-
quenzkomponente kIF verwendet, welche der aufgeprägten Phasenänderung des In-
terferometers entspricht. Im betrachteten Beispiel wird die Oszillation etwa zweimal
durchgeführt. Die Amplitude
a(x ,y)(kIF) = |F(x ,y)(kIF)|2 (3.24)
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dieser Fourierkomponente gibt somit ein Maß an, wie stark die ausgewählte Fre-
quenzkomponente in der Messreihe vertreten ist. Pixelorte (x , y), die im Bereich
der Interferometerausgänge liegen, haben eine große Fourieramplitude. Pixelorte,
die keine der aufgeprägten Oszillation zeigen, besitzen eine kleine Fourieramplitu-
de. Durch Wahl einer geeigneten Mindestamplitude können somit Bereiche definiert
werden, in denen eine Oszillation zwischen Interferometerausgängen stattfindet. Ei-
ne solche Auswertung der Fourieramplituden ist für das betrachtete Beispiel in Ab-
bildung 3.11 im oberen Bereich zu sehen.
Hier erkennt man klar die Regionen der beiden Interferometerausgänge. Zusätz-
lich zur Fourieramplitude a(x ,y)(kIF) der Pixelwerte kann die Fourierphase





jedes Pixelwerts angegeben werden. Da die Population der Atome zwischen den bei-
den Interferometerausgängen oszilliert, muss die Fourierphase dieser beiden Ortsbe-
reiche eine Differenz von pi aufweisen. In Abbildung 3.11 ist im unteren Bild eine
Projektion auf die x-Achse der Fourierphase dargestellt. Durch geeignete Wahl des
Nullpunktes Φ0 der Fourierphase kann der Vorzeichenwechsel der Fourierphase nun
als Kriterium zur Zuordnung der Ortsbereiche zu den beiden Interferometerausgän-
gen erfolgen. Dies ist im oberen Bild von Abbildung 3.11 durch die Einfärbung in
rot bzw. blau dargestellt. Mit Hilfe dieser Kriterien, d.h. Fourieramplitude größer als
Schwellwert und Vorzeichen der Fourierphase, können die Ortspunkte (x , y) den bei-
den Interferometerausgängen zugeordnet werden. Für jedes Einzelbild einer Messrei-
he kann daraufhin die Summation der Atomzahlen nach Gleichung 3.22 erfolgen und
der Kontrast bestimmt werden.
3.7.3 Auswertung eines asymmetrischen Interferometers
Betrachtet wird nun ein Interferometerexperiment, indem die Interferometerarme
ungleich lang sind bzw. die räumliche Modulationsfrequenz κ 6= 0 ist. Dies führt
zu der bekannten Ausbildung von Interferenzstreifen über beide Interferometeraus-
gänge. Wird nun die relative Phase verändert, so ändert sich die Position der ein-
zelnen Interferenzmaxima, welche der Atomdichteverteilung aufgeprägt werden. In
Abbildung 3.12 ist die Dichteverteilung eines typischen Experimentverlaufs berech-
net worden.
Nun oszilliert die Atomverteilung nicht mehr, wie im Fall des symmetrischen
Interferometers zwischen den beiden Interferometerausgängen, sondern die Interfe-
renzmaxima wandern bei einer Phasenverschiebung von 2pi gerade um den Abstand
d = 2pi/κ der Interferenzmaxima der Dichteverteilung. Betrachtet man nun die Aus-
wertung nach der Methode der Fouriertransformation in Abbildung 3.13, so lässt sich
erkennen, dass der Wert der Fourieramplitude erneut die Orte der Interessensregion
widerspiegelt. Die Fourierphase hingegen kann nicht mehr dazu genutzt werden,
um die beiden Interferometerausgänge von einander zu unterscheiden. In diesem
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Abbildung 3.12.: Berechnete Dichteverteilung eines asymmetrischen Interferometer-
experiments über externe Phasenänderung. Die Interferenzstreifen
sind klar zu erkennen. Die externe Phase führt zu einer Verschie-
bung des Interferenzmusters.












(1+ ai · sin (xκ+φi))

+ b (3.26)
an das Dichteprofil der Atomverteilung erfolgen. Die Modulationstiefe der aufgepräg-
ten Sinusoszillation gibt ein Maß für den Kontrast der Interferenz an. Der Nachteil
dieser Methode besteht in der komplizierten Anpassungsfunktion und der großen
Zahl ihrer freien Parameter. Außerdem hängt die Sichtbarkeit solcher Interferenz-
streifen stark von den Detektionsparametern ab, kleine Streifenabstände können
möglicherweise überhaupt nicht mehr aufgelöst werden. Das Beobachten einer Os-
zillation zwischen den Interferometerausgängen hingegen stellt keine großen Anfor-


















Abbildung 3.13.: Fourieranalyse des berechneten asymmetrischen Interferometerex-
periments. Die Regionen des Interferometerausgänge werden er-
neut von der Fourieramplitude abgebildet. Die Fourierphase kann
hierbei jedoch nicht zur Unterscheidung der Interferometerausgän-
ge dienen. Jedoch entspricht die Steigung des Phasenprofils unten
der räumlichen Frequenz κ.
Eine Auswertung der Steigung des Fourierphasenprofils nach Abbildung 3.13
unten zeigt jedoch, dass diese genau der räumlichen Frequenz κ entspricht. Die-
se kann somit direkt, ohne die komplizierte Anpassungsfunktion bestimmt werden.
Ebenso zeigt sich, dass mit Hilfe dieser Mess- bzw. Auswertungsmethode Zugang
zum Parameterraum kleiner Frequenzwerte κ geschaffen wird. Dazu soll beispielhaft
das in Abbildung 3.14 skizzierte Experiment betrachtet werden. Man kann erkennen
wie, ähnlich dem symmetrischen Interferometerexperiment, die Population zwischen
den beiden Interferometerausgängen mit der aufgeprägten Phase oszilliert. Die Po-
sition der Interferometerausgänge scheint sich jedoch mit der Phase zu verschieben.
Dies kann, wie bereits erläutert, problematisch für eine Auswertung mit statischen
Interessensregionen sein. Betrachtet man nun das Phasenprofil der Fourierauswer-
tung in Abbildung 3.15, so erkennt man eine geringe Steigung bzw. einen kleinen
Wert der räumlichen Frequenz κ. Im Gegensatz zur Berechnung des stark asymme-
trischen Interferometers nach Abbildung 3.12 ist der Abstand der Interferenzstreifen
nun so groß, dass eine direkte Anpassung der Gleichung 3.26 an das Dichteprofil
kein eindeutiges Ergebnis liefern kann. Somit ist es mit dieser Messmethode erstmals
möglich, diesen Parameterbereich der räumlichen Frequenz κ aufzulösen. Wird in
Gleichung 3.13 der Abstand δx = 0 gesetzt, was durch die Präparation eines symme-




































Abbildung 3.14.: Berechnete Dichteverteilung eines Interferometerexperiments über
















Abbildung 3.15.: Ergebnis der Fourieranalyse des berechneten Interferometers mit
kleiner räumlicher Frequenz κ.
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3.8 Messung des Kontrastes über Interferometergröße























Abbildung 3.16.: Experimentelle Aufnahme eines Mach-Zehnder-Interferometers auf-
getragen über die externe Phase des Interferometers.
Mit Hilfe der beschriebenen Methode der Fourieranalyse soll nun der Kontrast ei-
ner Interferometermessung im linearen Wellenleiter bestimmt werden. Hierbei wur-
de die ∆-Kick Kollimation zur Verringerung der Ausdehnung der Kondensatteile ver-
wendet. Die Wartezeit vor dem ∆-Kick beträgt 5 ms, das senkrechte Potential wurde
für 150µs eingestrahlt. Nach der ∆-Kick Kollimation erfolgt eine freie Expansion
des Kondensats im Wellenleiter von τtof = 16 ms, woran sich eine symmetrische
Mach-Zehnder-Interferometersequenz anschließt. Die Länge der Bragg-Pulse beträgt
jeweils 50µs, die Pulsfläche wird über die Amplitude der einhüllenden Signalform
eingestellt. Die Gesamtlänge des Interferometers beträgt
TIF = τ1 +τ2 = 2T (3.28)
die maximale Separation der Kondensatteile beträgt ∆x = 2 · vrecT . Die abschlie-
ßende Wartezeit τexp beträgt 20 ms. In Abbildung 3.16 ist das Ergebnis einer In-
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terferenzmessung mit einer Interferometerzeit TIF = 1.1ms über die externe Phase
dargestellt.
Der Populationstransfer zwischen den beiden Interferometerausgängen in Ab-
hängigkeit der externen Phase ist klar zu erkennen. Neben den Interferometeraus-
gängen sind zusätzliche Atomverteilungen zu erkennen, die jedoch keine periodische
Modulation aufweisen und somit als konstanter Untergrund für die weitere Auswer-
tung keine Rolle spielen. Mit Hilfe der Fourieranalyse kann nun die Interessensregion
der Interferometerausgänge festgelegt werden. Das Ergebnis der Fourieranalyse ist
















Abbildung 3.17.: Auswertung nach der Fouriermethode für die vorgestellte Messrei-
he.
mit großer Fourieramplitude und dem Vorzeichenwechsel der Fourierphase zwischen
den beiden Ausgängen. Auf Basis dieser Auswertung kann nun die Atomoszillati-
on zwischen den Ausgängen berechnet werden; das Ergebnis ist in Abbildung 3.18
zusammengefasst. Die Amplitude der angepassten Sinusfunktion und somit der Kon-
trast der Interferenz beträgt bei dieser Messung 0.68±0.02. Diese Messung kann nun
für unterschiedlich große Interferometer durchgeführt werden. Mit längerer Interfe-
rometerzeit TIF ist ein Abfall im Kontrast zu erwarten; das Ergebnis ist in Abbildung
3.19 zusammengestellt. An die bestimmten Kontrastwerte ist ein gaußförmiger Abfall
angepasst. Die Verringerung des Kontrastes bei stark asymmetrischen Kondensatver-
teilungen, wie es im linearen Wellenleiter der Fall ist, folgt einer solchen Abhängig-
keit [78]. Die Anpassung ergibt eine Kohärenzzeit von τcoh = (3.3± 0.2)ms, wobei









für die Anpassung verwendet wird. Die bestimmte Kohärenzzeit deckt sich mit den
Ergebnissen aus vergleichbaren Experimenten in linearen Wellenleitern [61,77].
Überraschend ist der Verlauf der Fourierphase für große Interferometerzeiten.
Beispielhaft ist das Ergebnis der Auswertung in Abbildung 3.20 für eine Interferome-
terzeit von TIF = 3.1ms gezeigt. Wie in Abschnitt 3.7 bereits besprochen, wird für
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Abbildung 3.18.: Oszillationen der Population zwischen den beiden Interferometer-
ausgängen der vorgestellten Messreihe, auf Basis der Fouriermetho-
de. Die Atomzahlen einer Einzelmessung durch Absorptionsdetekti-
on haben einen typischen Fehler von 10 %. Die Interferometerzeit
beträgt 1.1 ms.
das Experiment eines symmetrischen Interferometers ein Phasenprofil ohne Steigung
bzw. mit einer räumlichen Frequenz κ = 0 erwartet. Somit muss die beobachtete
Frequenz κ, nach Gleichung 3.27, mit einer Relativgeschwindigkeit der beiden Kon-
densatteile verbunden sein. Die Steigung des Phasenprofils und die daraus errechnete
Relativgeschwindigkeit sind in Abbildung 3.21 über den maximalen Abstand der bei-
den Kondensatteile 2vrec · T dargestellt. Die Relativgeschwindigkeit nimmt stetig mit
dem maximalen Abstand der beiden Teilkondensate zu. Geht man davon aus, dass
diese zusätzliche Geschwindigkeitskomponente der relativen Bewegung durch Wech-
selwirkungseffekte der Teilkondensate hervorgerufen wird [74, 79], so muss dieser
Effekt bei der weiteren Betrachtung der Experimente berücksichtigt werden. Diese
zusätzliche Relativbewegung der Kondensatteile lässt sich durch ein einfaches Feder-
modell illustrieren. Beim ersten pi/2-Puls stoßen sich die beiden Kondensatteile, wie
durch eine gespannte Feder aneinander gekoppelt, von einander ab. Die Wechselwir-
kungsstärke skaliert hierbei mit der Mean-Field-Energie des Systems. Beim Zusam-
menführen des Interferometers wirkt nun wieder diese Wechselwirkungskraft, jedoch
entgegen der relativen Bewegungsrichtung der Kondensatteile. Der Betrag der Wech-
selwirkung hat im Maße der Mean-Field-Energie des Systems abgenommen. D.h. die
resultierende Relativgeschwindigkeit hängt von der Zeit zwischen Trennen und Zu-
sammenführen der Interferometerarme ab.
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Abbildung 3.19.: Amplitude der Populationsoszillation aufgetragen über die Länge
des Interferometers. Angepasst daran eine Gaußfunktion, woraus
















Abbildung 3.20.: Fourieranalyse zu einer Interferometerzeit von 3.1 ms. Es ist eindeu-
tig eine Steigung im Phasenprofil zu erkennen, welche auf die Aus-
bildung einer Relativgeschwindigkeit zwischen den Interferomterar-
men hinweist.
Ebenso zeigt dies, dass nach einer Wartezeit von 16 ms vor Beginn des Expe-
riments noch ausreichend potentielle Mean-Field-Energie im System vorhanden ist,
um diesen Effekt hervorrufen zu können. Außerdem bleibt festzuhalten, dass mit
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Abbildung 3.21.: Ausgewertete räumliche Frequenz κ bzw. Relativgeschwindigkeit
δv aufgetragen über den maximalen Abstand der Interferometer-
arme.
Hilfe der Fouriermethode es überhaupt erst möglich ist, diesen Effekt vermessen zu
können.
3.9 Überprüfen der Abhängigkeiten der räumlichen Interferometerfrequenz
Wie aus Abschnitt 3.5 bekannt ist, hängt die beobachtete räumliche Frequenz κ nach
Gleichung 3.13 sowohl vom räumlichen Versatz δx als auch von der relativen Ge-
schwindigkeit der beiden Kondensatteile ab. In den folgenden Überlegungen soll
überprüft werden, ob die mit Hilfe der Fouriermethode bestimmte Frequenz κ vom
räumlichen Versatz bzw. von der Relativgeschwindigkeit abhängt. Die Experimentse-
quenz entspricht dem bekannten Verlauf mit einer Expansionszeit von τtof = 16ms
nach der ∆-Kick Kollimation. Die Wartezeiten zwischen den Interferometerpulsen
betragen τ1 = 1 ms und τ2 = (1 − δτ)ms, wobei die Zeitdifferenz δτ und somit
auch der räumliche Versatz δx = δτ · 2vrec verändert wird. Die Fourierphasenprofile
der unterschiedlichen Realisationen mit verändertem räumlichen Versatz sind in den
Abbildungen 3.22 gezeigt. Der räumliche Versatz ist hierbei von 0µm auf 1.18µm
erhöht worden. Es zeigt sich eindeutig, dass die Steigung des Phasenprofils bzw. die
Frequenz der Interferenzstreifen κ mit steigendem Versatz δx ebenso zunimmt. Eine

















































Abbildung 3.22.: Fourieranalyse einer Messung für eine feste Interferometerzeit und
variierter Versatz ∆x zum Zeitpunkt der Überlagerung: (a) ∆x =

















































Abbildung 3.22.: Fortsetzung: (d) ∆x = 0.35µm, (e) ∆x = 0.47µm, (f) ∆x =
1.18µm
in Abbildung 3.23 zusammen. Nach Gleichung 3.13 sollte die Frequenz κ linear mit
dem Produkt aus räumlichen Versatz und Phasengradient α zunehmen. Aus einer
Geradenanpassung an diesen Verlauf, wie er in Abbildung 3.23 zu sehen ist, ergibt
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Abbildung 3.23.: Ausgewertete räumliche Interferenzperiode κ über den Versatz∆x
beim Schließen des Interferometers. Ein linearer Zusammenhang ist
klar zu erkennen.
sich eine Steigung und somit ein Phasengradient von (0.0249± 0.0020) µm−2. Aus
der Betrachtung nach Abschnitt 3.5.1 lässt sich ein Phasengradient mit Hilfe der
Skalengesetzte zu diesem Zeitpunkt von α = 0.0261µm−2 abschätzten. Der experi-
mentell bestimmte Wert stimmt sehr gut damit überein. Aus dem y-Achsenabschnitt
der angepassten Grade lässt sich die Relativgeschwindigkeit der beiden Kondensattei-
le zu δv = (3.6± 0.3) µm/ms bestimmen. Dies entspricht der im vorherigen Abschnitt
bestimmten Relativgeschwindigkeit aus der Messreiche des symmetrischen Interfero-
meterexperiments.
Eine vergleichbare Messreihe wurde in vorherigen Arbeiten [63] bereits über ei-
ne direkte Anpassung an das Dichteprofil des Interferometers nach Gleichung 3.26
und der daraus erfolgten Bestimmung der Frequenz κ erstellt. Der Versatz der beiden
Kondensatteile musste hierbei groß genug gewählt werden, um die Sinusmodulati-
on in den Interferometerausgängen klar sichtbar zu machen. Bei kleinen Abständen
und somit großen Interferenzstreifenabständen konnten keine verlässlichen Werte
bestimmt werden. Jedoch zeigte sich auch hier eine gute Übereinstimmung mit den
theoretischen Werten des Phasengradienten α nach Berechnung durch die Skalen-
theorie.
Mit der Messmethode des Mach-Zehnder-Interferometers und der Auswertung
über die Fourieranalyse kann die erwartete Abhängigkeit der Frequenz κ von räum-
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lichen Versatz und Phasengradient bestätigt werden. Die Möglichkeit, auch kleine
räumliche Interferenzperioden κ experimentell untersuchen zu können, erlaubt eine
verlässliche Bestimmung der Relativgeschwindigkeit δv der Interferometerarme.
3.10 Relativgeschwindigkeit und Phasengradient in Abhängigkeit der
Expansionszeit
3.10.1 Untersuchung der Relativgeschwindigkeit
Aus den vorangegangenen Messungen lässt sich ablesen, dass der Einfluss der Mean-
Field-Wechselwirkung und somit das Ausbilden einer zusätzlichen Relativgeschwin-
digkeit zwischen den Interferometerarmen einen erheblichen Einfluss auf das Ergeb-
nis der Experimente des Mach-Zehnder-Interferometers hat. Diese Wechselwirkung,
welche üblicherweise als gemittelte Kontaktwechselwirkung zwischen den Atomen
angenommen wird, sollte mit der Atomdichte und daher mit der Expansionszeit im
Wellenleiter abnehmen. Um dies zu überprüfen, wird eine symmetrische Interferome-
termessung mit variabler Wartezeit vor der Interferometersequenz durchgeführt. Die
Interferometerzeit TIF beträgt hierbei 3 ms, die anschließende Wartezeit 40 ms. Die
Frequenz κ sowie die daraus berechnete Relativgeschwindigkeit in Abhängigkeit der
Wartezeit sind in Abbildung 3.24 wiedergegeben. Im Anfangsbereich kurzer Warte-
zeiten bildet sich bei einer Expansionszeit von 10 ms ein Maximalwert der Relativge-
schwindigkeit aus. Von diesem Maximalwert nähert sich die Relativgeschwindigkeit
asymptotisch an den Wert von Null an. Dies entspricht einer Verringerung der Atom-
dichte und damit verbunden einer Verringerung der Mean-Field-Wechselwirkung.
Dies lässt die Schlussfolgerung zu, dass die beobachtete Relativgeschwindigkeit pro-
portional zur Dichte bzw. zur Atom-Atom-Wechselwirkung ist.
3.10.2 Untersuchung des Phasengradienten
Aus einer zusätzlichen Interferometermessung eines asymmetrischen Interferome-
ters, wobei die Zeitdifferenz δτ = τ1 − τ2 = 100µs und somit die Verschiebung
δx = 1.18µm beträgt, lässt sich über die Beziehung 3.13 bzw. aus der daraus abge-
leiteten Abhängigkeit
κ(t)asym. = α(t)δx + κ(t)sym. (3.30)
der Phasengradient α(t) bestimmen. Der aus der Differenz der beiden räumli-
chen Interferenzperioden κ des symmetrischen und asymmetrischen Mach-Zehnder-
Interferometers bestimmte Phasengradient α ist hierzu in Abbildung 3.25 aufgetra-
gen. Der zeitliche Verlauf ist zusammen mit den theoretisch bestimmten Werten des
Phasengradienten nach Gleichung 3.19 eingezeichnet. Ein Vergleich zeigt eine sehr
gute Übereinstimmung, was die Ergebnisse früherer Messungen [63] bestätigt.
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Abbildung 3.24.: Einfluss der Wartezeit τtof auf die ausgewertete Relativgeschwin-
digkeit δv aus einer Messung mit symmetrischem Interferometer.
3.11 Einfluss der Delta-Kick Kollimation auf die Relativgeschwindigkeit
Die in Abschnitt 3.4 gezeigte Verringerung der Kondensatbreite durch die Anwen-
dung der ∆-Kick Kollimation sollte ebenso zu einer Erhöhung der Atomdichte der
Kondensatverteilung führen. Diese Erhöhung wiederum sollte Einfluss auf die Mean-
Field-Wechselwirkung innerhalb des Kondensats haben und sich in einer Messung der
Interferenzperiode κ sichtbar machen lassen. Hierzu wird eine vergleichende Inter-
ferometermessung mit variabler Wartezeit τtof vor dem Interferometer durchgeführt,
wobei die Kollimation in einer Messreihe erfolgt bzw. in einer weiteren Messreihe das
Kondensat frei im Wellenleiter expandiert. Das symmetrische Interferometer hat eine
Gesamtzeit von TIF = 3 ms mit einer anschließenden Wartezeit von τexp = 70ms.
Diese Wartezeit wird soweit erhöht, dass die Interferometerausgänge auch für eine
Messung ohne ∆-Kick Kollimation eine ausreichende räumliche Separation aufwei-
sen. Das Phasenprofil der Fourierphase wird nun für unterschiedliche Wartezeiten
τtof mit und ohne ∆-Kick Kollimation ausgewertet. Die Ergebnisse sind in Abbildung
3.26 dargestellt.
Freie Expansion
Für kleine Wartezeiten vor der Interferometersequenz bildet sich ein deutli-
ches Maximum der Relativgeschwindigkeit im Bereich von τtof = 2 ms aus, daran
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Abbildung 3.25.: Einfluss der Wartezeit τtof auf den ausgewerteten Phasengradien-
ten α. In rot dargestellt der, mit Hilfe experimentell bestimmter Fal-
lenfrequenzen, berechnete Phasengradient nach Skalentheorie.
anschließend fällt der Wert schnell ab und nähert sich der zu erwartenden Rela-
tivgeschwindigkeit von Null an. Der zeitliche Abschnitt, in dem Effekte der Mean-
Field-Wechselwirkung zu beobachten sind, beschränkt sich auf die ersten 10 ms nach
Freilassen im linearen Wellenleiter. Dies stimmt mit den bisherigen Beobachtungen
überein [39,43,63], die nach einer Zeit von 10-20 ms nur noch ballistische Expansion
der Kondensatverteilung beobachten konnten.
Mit ∆-Kick Kollimation
Wird die Kollimation durchgeführt, so ist zu Beginn ein geringerer Anstieg der
Relativgeschwindigkeit zu beobachten. Wenn man berücksichtigt, dass bei diesen
Realisationen eine Expansionszeit von 5 ms mit anschließendem ∆-Kick der Mes-
sung voraus gehen, erklärt dies den geringeren Einfluss eines Mean-Field-Potentials.
Jedoch ist der Abfall der Relativgeschwindigkeit mit steigender Flugzeit wesentlich
geringer, die Messwerte fallen doppelt so hoch aus wie in der Vergleichsmessung der
freien Expansion. Durch die verringerte Kondensatbreite bzw. die erhöhte Atomdichte
erklärt sich die Erhöhung der Relativgeschwindigkeit bzw. die Wechselwirkungsstär-
ke der Atom-Atom-Wechselwirkung im Kondensat.
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Abbildung 3.26.: Vergleich der ausgewerteten Relativgeschwindigkeiten aus einer
Messung eines symmetrischen Interferometers nach ausgeführter
∆-Kick Kollimation bzw. nach freier Expansion.
3.12 Zusammenfassung der Messergebnisse und Ausblick
Mit Hilfe der Phasenkontrolle über die verwendeten Bragg-Pulse des Mach-Zehnder-
Atominterferometers kann die Phase der Interferenzmuster und damit die Bevölke-
rung der Interferometerausgängen manipuliert werden. Mit Hilfe der neu entwickel-
ten Ansteuerelektronik auf Basis eines DDS-Systems können die hierzu nötigen pha-
senstabilen Hochfrequenzsignale erzeugt und geschaltet werden. Zusammen mit der
neuen Auswertungsmethode der Fourieranalyse über die aufgeprägte Phase wurde
hiermit eine robuste Methode zur Bestimmung des Interferometerkontrastes und da-
mit zur Bestimmung der Kohärenzzeit etabliert; die hierbei gemessene Kohärenzzeit
beträgt (3.3 ± 0.2)ms. Diese kurze Kohärenzzeit im Vergleich zu Experimenten oh-
ne einschließende Wellenleiterstruktur [56, 58] wurde bereits in früheren Arbeiten
beobachtet [44, 63, 77]. Hierbei scheint das Einschließen von Kondensaten in Wel-
lenleitern und die dadurch verursachte Ausbildung einer Kondensatverteilung mit
hohem Aspektverhältnis [28] ausschlaggebend für die Verringerung der Kohärenz.
Die Phasenbeziehung innerhalb der elongierten Kondensatverteilung kann hierbei
verloren gehen. Diese Phasendiffusion kann durch Atomwechselwirkungseffekte her-
vorgerufen werden [80]. Eine Abhängigkeit von Wechselwirkungsstärke und Deko-
härenz konnte hierzu schon nachgewiesen werden [81]. Experimente, in denen der
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maximale Abstand der Interferometerarme zwar klein gehalten wurde, die beiden
Kondensatteile aber mehrfach zwischen den beiden maximalen Abständen oszillier-
ten, zeigten jedoch einen guten Interferometerkontrast. Interferometerzeiten von bis
zu 80 ms konnten erfolgreich realisiert werden [82].
Des Weiteren wurde gezeigt, wie die Fouriermethode dazu benutzt werden kann,
die räumliche Frequenz der Interferenzstreifen κ sehr präzise bestimmen zu können.
Außerdem kann besonders der Parameterbereich von sehr kleinen räumlichen Fre-
quenzen bzw. sehr großen Streifenabständen erstmals sichtbar gemacht werden.
Damit konnte die systematische Abhängigkeit der Frequenz κ vom Phasengradient
α, dem Versatz δx und der Relativgeschwindigkeit bzw. der im System enthaltenen
interatomaren Wechselwirkungsenergie überprüft werden. Es konnte der zeitliche
Verlauf der Relativgeschwindigkeit bestimmt und ein Vergleich der Wechselwirkungs-
energie von Kondensaten mit und ohne durchgeführter∆-Kick Kollimation angestellt
werden. Es zeigte sich, dass die Effekte der Mean-Field-Wechselwirkung weit über die
bisher abgeschätzte Wechselwirkungsdauer von ca. 20 ms nachweisbar ist.
Abgesehen von der Technik der ∆-Kick Kollimation, welche die beschriebenen
Auswirkungen auf die Atom-Atom-Wechselwirkung hat, werden andere Methoden
bereits verwendet, um die Dispersion eines Kondensats zu verringern. Dazu zählt
beispielsweise das Verwenden von solitonischen Zuständen, bei denen die Wechsel-
wirkung mittels Feshbach-Resonanz auf nahezu Null reduziert werden kann; geführte
Interferometer mit solchen Solitonen konnten bereits realisiert werden [83].
Ebenso kann mittels zeitlich langer und somit im Frequenzraum schmaler Bragg-
Pulsen eine Geschwindigkeitsklasse von Atomen eines Kondensats beschleunigt wer-
den [84] und die restlichen Atome verworfen werden. Damit erhält man eine schma-
le Kondensatverteilung mit geringer Dispersion. Eine Braggpulssequenz hierzu wur-
de bereits durchgeführt und die Interferenzfähigkeit der selektierten Atomverteilung
überprüft. Die Atomdichteverteilung eines solchen Experiments ist in Abbildung 3.27
über die Zeit aufgetragen. Im oberen Teil ist die freie Expansion eines Kondensats im
Wellenleiter über die Zeit dargestellt. Im mittleren Teil werden alle Atome darauf-
hin mit einem pi-Puls beschleunigt. Durch einen spektral schmalen pi-Puls, der nur
resonant zu einer kleinen Geschwindigkeitsklasse des Kondensats ist, wird anschlie-
ßend dieser Teil der Kondensatverteilung gestoppt. Die restlichen Atome verlassen
den Interessensbereich.
Die Implementierung von solchen komplexen Pulssequenzen ist in der momen-
tanen Konfiguration aus elektrischer Signalquelle, Mischer und Wellenformgenera-
tor zwar möglich, jedoch nicht beliebig skalierbar. Möglich wäre es, die benötigten
Pulsformen direkt auf einem den DDS steuernden Mikrocontroller abzulegen und
so Frequenz-, Phasen- und Amplitudenmodulation für die Bragg-Pulse gemeinsam
durchführen zu können [85]. So würden sich beispielsweise auch Bragg-Pulse höhe-
rer Ordnung mehrfach hintereinander ausführen lassen, um große Impulsanregun-
gen realisieren zu können.
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Abbildung 3.27.: Dichteverteilung im linearen Wellenleiter über die Expansionszeit
dargestellt. (Oben) freie Expansion, (Mitte) Alle Atome mit pi-Puls
beschleunigt, (Unten) Eine Geschwindigkeitsklasse der Atome wird
durch zweiten pi-Puls gestoppt.
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4 Theoretische Beschreibung der
konischen Refraktion
1832 war es William Rowan Hamilton, der sich erstmals, ausgehend von der Be-
schreibung der Lichtausbreitung als Transversalwelle, mit der Ausbreitung von Licht
in anisotropen Medien theoretisch beschäftigte [86]. Bei seinen theoretischen Stu-
dien erkannte er, dass unter bestimmten Umständen, nämlich bei der Propagation
von Lichtwellen durch biaxiale Kristalle, das eingestrahlte Licht auf eine Kegelober-
fäche abgelenkt werden muss und daraufhin als zylinderförmiges Lichtfeld aus dem
Kristall austritt. Diese Voraussagen erregten breite Aufmerksamkeit, so kommentierte
beispielsweise Airy Hamilton’s Forschungen mit „perhaps the most remarkable pre-
diction that has ever been made“ [87]. 1833 konnte Humphrey Lloyd erstmals den
Effekt der konischen Refraktion in Aragonit experimentell bestätigen [88]. So liefert
er einen der ersten experimentellen Beweise für die von Fresnel verallgemeinerte
Theorie von transversalen Lichtwellen [89]. Die konischen Refraktion stellt in der
Historie der physikalischen Wissenschaft in mehrerer Hinsicht eine Besonderheit dar.
Die Vorhersage eines experimentellen Effektes rein aus theoretischen Überlegungen
erscheint hier vermutlich zum ersten Mal in der Wissenschaftsgeschichte, ebenso lie-
fert das Zusammenspiel aus Orts- und Wellenvektorverteilung bei der Konstruktion
der konischen Refraktion eine erste experimentelle Anwendung für Hamilton’s Dar-
stellung des Phasenraums, welche von ihm mathematisch verallgemeinert wurde und
heute als Hamiltonsches Prinzip einen großen Anwendungsraum findet [90].
Das Wirkprinzip der konischen Refraktion kann am besten in seiner Artverwand-
heit zur Doppelbrechung in uniaxialen Kristallen verstanden werden. Auch in biaxi-
alen Kristallen tritt im Allgemeinen Doppelbrechung auf. Fällt jedoch die Ausbrei-
tungsrichtung des Lichtes mit der optischen Achse des biaxialen Kristalls zusammen,
so geht der Effekt der Doppelbrechung in den Effekt der konischen Refraktion über.
Statt den zwei Strahlen der Doppelbrechung tritt eine ringförmige Lichtverteilung
aus dem Kristall aus. Eine qualitative Beschreibung der Ausbreitung von Lichtfel-
dern in Kristallen und im Speziellen in biaxialen Kristallen wird in Abschnitt 4.1
vorgestellt.
In Abschnitt 4.2 wird der Formalismus zur qualitativen Beschreibung der durch
konische Refraktion erzeugten Lichtfelder dargestellt. Aus dem Strahlprofil des Ein-
gangsstrahls, sowie einer darauf angewendeten unitären Transformation, welche die
Auswirkungen der Propagation innerhalb des biaxialen Kristalls widerspiegelt, lässt
sich eine analytische Lösung für das entstehende Lichtfeld der konischen Refraktion
angeben.
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Aufbauend darauf wird in Abschnitt 4.3 eine Lösung für räumlich begrenzte
Eingangsstrahlen vorgestellt, die sowohl für effektiv-eindimensionale rotationssym-
metrische Geometrien, als auch für beliebige zweidimensionale Geometrien des Ein-
gangsstrahls das Lichtfeld der konischen Refraktion beschreibt.
Die berechneten Intensitätsverteilungen der konischen Refraktion werden mit
Hilfe einer Falschfarbendarstellung wiedergegeben. Der verwendete Farbverlauf ist
in Anhang A erläutert. Der Maximalwert der Farbskala entspricht der normierten
maximalen Intensität der Verteilung, der Minimalwert der Farbskala entspricht Null
Intensität.
4.1 Qualitative Beschreibung der Lichtausbreitung in Medien
Im folgenden Abschnitt soll das Phänomen der konischen Refraktion, anhand der
Ausbreitung elektromagnetischer ebener Wellen in Medien, dargestellt werden. Hier-
zu wird eine allgemeine Darstellung geliefert, die die Ausbreitung in isotropen Me-
dien, sowie anisotropen, einachsigen bzw. zweiachsigen Kristallen umfasst. Dies gibt
einen Einblick in die Phänomene der Lichtausbreitung in unterschiedlichen Materia-
lien. Im Allgemeinen kann die Ausbreitung von elektrischen Feldern in Medien über
die elektrische Flussdichte
~D = ε˜ ~E (4.1)
beschrieben werden. Hierbei ist ~E das elektrische Feld und ε˜ die Permittivität. Diese
kann durch einen Tensor zweiter Stufe beschrieben werden. Durch geeignete Trans-
formation der Raumachsen kann die Permittivität auf ihre Hauptachsendarstellung
reduziert werden. In dieser Darstellung vereinfacht sich somit der Ausdruck der Per-
mittivität ε˜ zu einer Diagonalmatrix
ε˜=
εx 0 00 εy 0
0 0 εz
 . (4.2)
Unter der Annahme nicht magnetischer Stoffe ergibt sich der Brechungsindex n di-
rekt aus der Permittivität (n2i = εi). Für die Beschreibung der Ausbreitung in einem
Medium mit gegebener Permittivität kann der Formalismus der Fresnelgleichungen
der Wellennormalen [91]
s2x
v 2p − v 2x +
s2y
v 2p − v 2y +
s2z
v 2p − v 2z = 0 (4.3)
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verwendet werden. Hierbei wurden die normierten Komponenten des Wellenvektors









z = 1 , (4.4)








eingeführt. Damit lässt sich die Ausbreitungsgeschwindigkeit (Phasengeschwindig-
keit) vp, welche im Allgemeinen nun richtungsabhängig wird, bestimmen. Alle trans-
parenten Medien lassen sich somit in drei unterschiedliche Klassen einordnen. Die
Klasse der isotropen Medien, in der alle Komponenten der Permittivität gleich sind
(εx = εy = εz = ε), die Klasse der uniaxialen Medien (εx = εy 6= εz), sowie die
Klasse der biaxialen Medien (εx 6= εy 6= εz).
Der Brechungsindex realer Materialien ist üblicherweise ebenso abhängig von
der Wellenlänge der betrachteten Strahlung, kann aber bei der Beschreibung von
monochromatischen, ebenen Wellen vernachlässigt werden.
4.1.1 Isotrope Medien
Im Fall, dass alle Komponenten der Permittivität gleich sind, ergibt sich für alle Ge-
schwindigkeiten vi = v0 = c/n und somit hat Gleichung 4.3 nur eine Lösung für alle
Richtungen der einfallenden Welle
vp = v0 . (4.6)
Trägt man die Wellennormalenfläche (auch Fresnelellipsoid) eines isotropen Medi-
ums im k-Vektorraum auf, so ergibt sich eine Kugel mit Radius v0. In Abbildung 4.1(a)
ist die xy-Ebene dieses Körpers eingezeichnet. Der Normalenvektor auf dieser Fläche
zeigt die Ausbreitungsrichtung des entsprechenden Wellenvektors an, der Schnitt-
punkt des Letzteren mit der Wellennormalenfläche entspricht der Ausbreitungsge-
schwindigkeit. Für jeden Eingangsstrahl entspricht somit die Ausbreitungsrichtung
im Medium der Richtung des Eingangsstrahls.
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(a) (b)
Abbildung 4.1.: Abgebildet ist der Fresnelellipsoid, wobei der Normalenvektor auf
seiner Oberfläche die Ausbreitungsgeschwindigkeit im Medium dar-
stellt. (a) Isotropes Medium (b) Uniaxiales Medium
4.1.2 Uniaxiale Medien
Für den Fall uniaxialer Medien (εx = εy 6= εz) ergeben sich zwei unterschiedliche
fundamentale Ausbreitungsgeschwindigkeiten. Im Weiteren gilt vx = vy = vo und




2ϕ und s2z = cos
2ϕ (4.7)
ergeben sich für die Phasengeschwindigkeit zwei Lösungen







2ϕ + v 2e sin
2ϕ . (4.8)
Die xz-Ebene des Fresnelellipsoids ist in Abbildung 4.1(b) dargestellt. Die erste Lö-
sung ergibt wie im isotropen Fall einen Kreis, die zweite Lösung ergibt eine Ellipse.
Durch Konstruieren der Normalenvektoren für einen Einfallsvektor ~k lassen sich, ana-
log zum ersten Fall, die Ausbreitungsrichtungen des Lichtfeldes und die Phasenge-
schwindigkeiten bestimmen. Es bilden sich zwei Strahlen unterschiedlicher Richtung
und Geschwindigkeit aus, diese werden in der Literatur ordentlich bzw. außerordent-
licher Strahl der Doppelbrechung genannt. Es kann gezeigt werden, dass die beiden
Strahlen orthogonale Polarisation besitzen müssen [92]. Die ausgezeichnete z-Achse,
in der Geschwindigkeit und Richtung der propagierenden Strahlen gleich sind, wird
optische Achse genannt; es tritt keine Doppelbrechung auf.
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4.1.3 Biaxiale Medien
Für die Betrachtung des allgemeinen Falls dreier unterschiedlicher Komponenten der
Permittivität soll εx < εy < εz bzw. vx > vy > vz angenommen werden. Zur weiteren
Bestimmung wird jeweils ein si = 0 gewählt, die Wellennormalenfläche in der ent-
sprechend dazu senkrechten Ebene ausgerechnet. Wird etwa sx = 0 gesetzt, so erhält
man aus Gleichung 4.3 wieder zwei Lösungen













Durch die Wahl der Ersetzungen vpsy = y und vpsz = z und damit v 2p = x
2 + y2
ergeben sich die Gleichungen [91]




= v 2z y
2 + v 2y z
2 . (4.10)
Analog dazu lassen sich die weiteren Schnittebenen des Fresnelellipsoids erzeugen.
(a) (b) (c)
Abbildung 4.2.: Fresnelellipsoid für die drei Hauptebenen eines biaxialen Mediums.
In Unterbild (b) ist der besondere Effekt der konischen Refraktion zu
erkennen. (a) yz-Ebene (b) xz-Ebene (c) xy-Ebene
So erhält man die Darstellung der yz-Ebene des Ellipsoids in Abbildung 4.2(a), wel-
che einem Kreis und einer Ellipse entsprechen. Hierbei liegt die Ellipse komplett
innerhalb des Kreises. In den Abbildungen 4.2(b) und 4.2(c) sind die Schnitte der
xz-Ebene (sy = 0) und der xy-Ebene (sz = 0) dargestellt. Die Größen von Kreis bzw.
Ellipse hängen somit von den beteiligten Komponenten der Geschwindigkeiten vi
bzw. Brechungsindizes ni ab. Es lassen sich für jeden k-Vektor die Normalenvektoren
auf der Fresnelellipsoidoberfläche bestimmen und es tritt, wie im Fall des uniaxia-
len Mediums, Doppelbrechung auf. Der Sonderfall eines biaxialen Mediums ist in
Abbildung 4.2(b) zu erkennen. Hier schneiden sich die beiden Fresnelellipsoidober-
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flächen in vier Punkten und es existiert nur ein Wert für den Betrag der Phasen-
geschwindigkeit. Diese Richtungen zeichnen somit die zwei optischen Achsen des
Systems aus. Bei Betrachtung der Normalenvektoren auf der Oberfläche an diesem
Schnittpunkt mit der optischen Achse ist erkennbar, dass unendlich viele, auf einer
Kegeloberfläche liegende Normalenvektoren existieren. Diese Entartung der Propa-
gationsrichtung an diesem singulären Punkt, auch diabolischer Punkt [87] genannt,
lässt sich durch eine Betrachtung der Polarisationzustände aufheben. Bei einem Um-
lauf um die Kegeloberfläche muss der Polarisationszustand um 2pi rotieren [93],
gegenüberliegende Punkte auf der Kegeloberfläche müssen somit senkrecht zueinan-
der polarisiert sein. Eine weitere Darstellung eines Quadranten des Fresnelellipsoids
mit einem Schnittpunkt der Oberflächen ist in Abbildung 4.3 gezeigt. Strahlt man
Abbildung 4.3.: Dreidimensionale Darstellung eines Quadranten des Fresnelellipsoi-
den für einen biaxialen Kristall. In der xz-Ebene ist der Schnittpunkt
der beiden Oberflächen zu erkennen, an denen der Normalenvektor
auf die Kegeloberfläche entartet.
Licht entlang einer der optischen Achsen eines biaxialen Kristalls ein, so wird das
Lichtfeld innerhalb des Mediums auf der durch die Normalenvektoren bestimmten
Fläche kegelförmig abgelenkt und bildet nach Austritt aus dem Medium ein Licht-
feld mit kreisförmiger Symmetrie aus. Aufgrund dieser Kegelsymmetrie wird dieses
Phänomen konische Refraktion genannt. Um die komplette entstehende Ringstruk-
tur sichtbar zu machen ist, aufgrund der Rotation der Polarisationsrichtung bei einem
Umlauf um die Ringstruktur um 2pi, zirkular polarisiertes Licht notwendig. Wird li-
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near polarisiertes Licht eingestrahlt, so ist nur ein Teil der Ringstruktur, entsprechend
seiner Polarisationskomponente, sichtbar.
4.2 Quantitative Beschreibung der konischen Refraktion
Die im vorherigen Kapitel qualitative Beschreibung hat gezeigt, dass in biaxialen Me-
dien eine ebene monochromatische Welle, wenn sie entlang einer der optischen
Achsen eingestrahlt wird, dem Effekt der konischen Refraktion unterliegt. Für ei-
ne quantitative Betrachtung wird ein kollimierter gaußförmiger Strahl mit Strahl-
taille w′ durch eine Linse fokussiert, wodurch in der Fokalebene ein gaußförmiger
Strahl mit Strahltaille w0 entsteht. Wird nun ein biaxialer Kristall in den Bereich
nach der fokussierenden Linse eingebracht, so entsteht in der Fokalebene ein scharf
abgebildetes ringförmiges Lichtfeld der konischen Refraktion. Ein solcher Aufbau ist
in Abbildung 4.4 dargestellt. Der halbe Ablenkwinkel α der konischen Refraktion ist
Abbildung 4.4.: Schematischer Aufbau zur Beobachtung der konischen Refraktion






q n21 − n22  n22 − n23
n1n3
≈ p(n1 − n2) (n2 − n3)
n2
, (4.11)
wobei die Brechungsindizes der Hauptachsen durch n1 < n2 < n3 gegeben sind. Das
biaxiale Medium besteht in dieser Arbeit aus KGd(WO4)2 (auch KGW), welches bei
einer typischen Wellenlänge von 795 nm Brechungsindizes [95] bzw. einen Ablenk-
winkel von
n1 = 1.994 , n2 = 2.024 , n3 = 2.075 , α= 19.05mrad (4.12)
aufweist. Der Radius der ringförmigen Struktur ergibt sich somit aus R0 = l ·α, wobei
die Länge des Kristalls mit l bezeichnet wird.
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Eine vollständige Beschreibung des Lichtfeldes der konischen Refraktion wurde
erstmals 1978 von Belskii und Khapalyuk [96] geliefert. Dabei wurde berücksichtigt,
dass das eingestrahlte Lichtfeld aus verschiedenen k-Vektoren zusammengesetzt ist
und somit das Lichtfeld der konischen Refraktion ebenso aus einer Superposition der
unterschiedlichen Lichtfelder besteht. Die Wirkung des biaxialen Kristalls lässt sich,
in paraxialer Näherung, als unitäre Transformation Uˆ(~κ), angewendet auf die Fou-
riertransformierte des eingestrahlten Lichtfeldes ~a(~κ) darstellen [87]. Für das Licht-
feld ~D der konischen Refraktion, aus Überlagerung der ebenen Wellen ~κ = (κx ,κy),

















·  σˆ3κx + σˆ1κy . (4.14)










, ~κ= ~kw0 (4.15)
zu verwenden.
4.2.1 Zylindersymmetrische Darstellung
Zur weiteren Vereinfachung kann davon ausgegangen werden, dass das eingestrahl-
te Lichtfeld eine Zylindersymmetrie aufweist, wie sie etwa bei symmetrischen Gauß-






beschreiben, ~e0 ist der Polarisationsvektor im Jones-Formalismus, P die Gesamtleis-
tung des Lichtfeldes. Wenn man berücksichtigt, dass die Fouriertransformation in




dρρ · E(ρ) · J0(κ ·ρ) (4.17)
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In Gleichung 4.17 wird die Besselfunktion Jn verwendet. Durch Umschreiben von
Gleichung 4.13 in Polarkoordinaten und Einsetzten der Fouriertransformation aus
Gleichung 4.18 erhält man die Lösung [97]
~D =

B0 + B1 cosϕ B1 sinϕ
B1 sinϕ B0 − B1 cosϕ

~e0 . (4.19)
Mit B0 und B1 werden die Belskii-Khapalyuk-Berry Integrale
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sin (κρ0) J1 (κρ)
(4.20)
bezeichnet. Damit lässt sich die Intensitätsverteilung der konischen Refraktion voll-
ständig, für alle Abbildungsebenen Z , wobei die Fokalebene bei Z = 0 liegt, bestim-
men. Typischerweise ist die Eingangspolarisation des Lichtfeldes zirkular bzw. linear




(1,±i) , ~e0,lin = (cosΦ, sinΦ) (4.21)
erhalten. Man erhält für die Intensitätsverteilung I = ~D · ~D∗ schlussendlich folgende
Ausdrücke






cos (2Φ−ϕ) . (4.22)
Für den Fall zirkularer Polarisation erhält man eine homogene, ringförmige Inten-
sitätsverteilung entsprechend den ortsabhängigen Funktionen B0 und B1; linear po-
larisiertes Licht hingegen erzeugt eine sichelförmige Intensitätsmodulation auf der
Ringstruktur der konischen Refraktion. Dabei ist das Maximum der Intensität durch
die Orientierung der linearen Polarisation relativ zum Koordinatensystem der Kris-
tallorientierung gegeben. Über den räumlichen Winkel ϕ nimmt die Intensität vom
Maximum innerhalb von 180 ◦ auf Null ab. Die Abbildungen 4.5 zeigen exemplarisch
die Unterschiede in der Intensitätsverteilung für die beiden Polarisationszustände.
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Abbildung 4.5.: Berechnete Intensitätsverteilung der konischen Refraktion in der Fo-
kalebene für (a) zirkular polarisiertes Licht, (b) linear polarisiertes
Licht
Einfluss durch normierten Ringradius ρ0
Zusätzlich hat der normierte Ringradius ρ0 Einfluss auf die Intensitätsvertei-
lung der konischen Refraktion, welcher im Rahmen der qualitativen Betrachtung
nicht wiedergegeben wird. Aufgrund der Interferenz der verschiedenen, im Profil
des eingestrahlten Gaußstrahls enthaltenen Vektoren ~k ergeben sich unterschiedliche
radialsymmetrische Lichtverteilungen. In Abbildung 4.6 ist die radiale Intensitätsver-
teilung in Abhängigkeit des normierten Ringradius ρ0 aufgetragen. Für Werte des
normierten Ringradius von ρ0 ≈ 0.9 ergibt sich die aus der qualitativen Betrachtung
hergeleitete einfache Ringstruktur. Wird der Parameter ρ0 nun erhöht, so bildet sich
im Zentrum der Verteilung ein zusätzliches Intensitätsmaximum heraus, welches sich
nach weiterer Vergrößerung zu einer Doppelringstruktur verformt. Der zwischen den
beiden hellen Ringstruktur gebildete dunkle Ring wird in der Literatur als „dunk-
ler Poggendorff-Ring“ bezeichnet [98]. Bei geeigneter Wahl des Parameters ρ0 kann
die Intensität zwischen den hellen Lichtstrukturen auf Null abfallen. In den Abbil-
dungen 4.7 sind die Fokalebenen für diese Werte ρ0 dargestellt. Die in Abbildung
4.7(c) dargesellte Lichtverteilung wurde bereits erfolgreich als ringförmige Wellen-
leiterstruktur für atomoptische Experimente eingesetzt [39, 63, 99]. Hierbei dienen
die beiden hellen Ringstrukturen, durch den Einsatz blau verstimmter Lichtfelder, als
Potentialbarrieren.
Des Weiteren führt die Interferenz der verschiedenen Wellen zu einer Ortsabhän-
gigkeit in der Ausbreitungsrichtung Z des eingestrahlten Lichtfeldes. Diese Abhängig-
keit ist in den Abbildungen 4.8, für die bereits erwähnten Werte von ρ0 dargestellt.
Im Fall des Einzelringregimes (ρ0 = 0.92) ist erkennbar, dass sich, zusätzlich zur
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Abbildung 4.7.: Berechnung der intensitätsverteilung in der Fokalebene der koni-
schen Refraktion für verschiedene Werte des normierten Ringradius
ρ0 = R0/w0 (a) ρ0 = 0.92, (b) ρ0 = 1.5, (c) ρ0 = 10
geschlossenen Intensitätsvetteilung der Fokalebene, eine geschlossene Verteilung in
z-Richtung ausbildet (Abb. 4.8(a)). Ein solches Lichtfeld könnte somit als repulsive
Dipolfalle, mit zur atomaren Resonanz blau verstimmtem Licht, einen kompletten
Einschluss im Ortsraum erzeugen [100]. Wählt man große Werte des normierten
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Ringradius, so erkennt man, dass sich die Lichtverteilung weit außerhalb der Fokal-
ebene in einem Punkt, dem „Raman spot“, konzentriert [101].





































Abbildung 4.8.: Berechnung der radialen Intensitätsverteilung der konischen Refrak-
tion für unterschiedliche Abbildungsebenen (a) ρ0 = 0.92, (b) ρ0 =
1.5, (c) ρ0 = 10
Änderung der Topologie
Die beschriebene Abhängigkeit der Intensitätsverteilung vom normierten Ringra-
dius ρ0 kann nicht nur genutzt werden, um unterschiedliche statische Ringgeometri-
en experimentell zu realisieren. Durch dynamische Veränderungen der Strahlgröße
des fokussierten Laserstrahls w0 kann direkt Einfluss auf den normierten Ringradius







wobei w′ der kollimierte Strahlradius des eingestrahlten Laserstrahls, mit Licht der
Wellenlänge λ ist, welcher mit einer Linse der Brennweite f auf einen Strahlradius
w0 fokussiert wird. Somit kann, etwa durch Änderung des kollimierten Strahlradi-
us w′, direkt Einfluss auf den normierten Ringradius ρ0 genommen werden. Durch
Variation des Strahlradius über die Zeit, lassen sich somit verschiedene dynamische
Deformationsprozesse der Intensitätsverteilung durchführen. In Abbildung 4.9 ist ein
solcher interessanter Parameterbereich dargestellt.
Man beginnt den Experimentzyklus mit einer Intensitätsverteilung des Parame-
ters ρ0 = 0.92 und erzeugt, mit blau verstimmtem Lichtfeld, ein repulsives harmoni-
sches Potential für kalte Atome. Nun wird der Strahlradius entprechend vergrößert,
bis der Parameter ρ0 = 1.5 erreicht wird. Während dieses Transformationsprozesses
bleiben die Atome stets durch das repulsive Ringpotential eingeschränkt, es bildet
sich jedoch im Zentrum ein zusätzliches repulsives Potentialmaximum aus, welches
die Atome verdrängt. Es entsteht somit eine ringförmige Atomverteilung im dunklen
Bereich der Intensitätsverteilung. Aus dem einfach zusammenhängenden Ortsraum
der harmonischen Falle hat sich ein mehrfach zusammenhängender Ortsraum gebil-
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Abbildung 4.9.: vergrößerte Darstellung der Abhängigkeit der radialen Intensitäts-
verteilung vom normierten Ringradius ρ0 im Bereich von 0.9 bis 1.6
det. Dieser Prozess kann rückgängig gemacht und beliebig oft wiederholt werden.
Es sei hierbei darauf hingewiesen, dass eine solche Änderung des Strahlradius prin-
zipiell möglich ist, experimentell jedoch große Anforderungen stellt. So sollten bei
diesem Prozess Strahlfehler und Strahlbewegung möglichst klein sein, der Trans-
formationsprozess, im Vergleich zur Lebensdauer der Atome, möglichst schnell ab-
laufen und die Änderung möglichst kontinuierlich sein. Plötzliche Änderungen des
Fallenpotentials können zu ungewollten Anregungen der Atome führen [37]. In frü-
heren Arbeiten [102] wurde bereits untersucht ob es möglich ist, den Strahlradius
des Eingangsstrahls, mit Hilfe eines Teleskops variabler Vergrößerung, ausgehend
von Linsen mit variabler Brennweite1 [103], zu verändern. Es konnte hierbei gezeigt
werden, dass eine variable Dipolfallenstrukturen realisierbar ist, jedoch konnte das
Teleskop variabler Vergrößerung die gestellten Anforderungen an Stabilität und Re-
produzierbarkeit nicht erfüllen [40, 104]. Eine weitere Möglichkeit, die Strahlgröße
zu verändern, wird im folgenden Abschnitt beschrieben und theoretisch dargestellt.
Hierbei wird der Eingangstrahl durch eine Blende variabler Öffnungsgröße einge-
schränkt und somit der Strahlradius im Fokus verändert.
1 optotune EL-10-30 Series
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4.3 Konische Refraktion mit räumlich eingeschränkten Gaußstrahlen
Ausgehend von der paraxialen Beschreibung durch Berry bzw. Belskii und Khapalyuk
lässt sich eine analytische Lösung der konischen Refraktion räumlich eingeschränk-
ter Eingangsstrahlen finden. Im ersten Abschnitt wird basierend auf der bereits dar-
gestellten rotationssymmetrischen Lösung eine Formulierung für gaußförmige Ein-
gangstrahlen vorgestellt, in den eine zentrierte Kreisblende eingebracht wird. Dies
kann analog dazu wieder auf ein eindimensionales Problem reduziert werden.
Zusätzlich wird eine Lösung der Lichtfeldverteilung vorgestellt, welche sich
durch beliebige zweidimensionale Blendengeometrien ergibt, die auf den gaußför-
migen Eingangstrahl aufgeprägt werden. Diese neuartige Beschreibung der koni-
schen Refraktion wird im Weiteren zur Darstellung von Lichtfelder verwendet, wel-
che durch segmentierte [105, 106] oder Beugungsgitter-artige Blendengeometrien
erzeugt werden.
4.3.1 Zylindersymmetrische Darstellung mit Kreisblende
Eine Möglichkeit, um die Strahlgröße eines einfallenden gaußschen Strahls zu verän-
dern, besteht in der Beschränkung durch eine Kreisblende mit Radius RBlende. Diese
wird, wie in Abbildung 4.10 dargestellt, in den kollimierten Strahl eingebracht und
führt zu einer Veränderung der Strahlgröße w0 in der Fokalebene der Linse. Dabei
ist natürlich zu berücksichtigen, dass durch die zusätzliche Apertur im Strahlengang
nicht nur seine Größe verändert, sondern auch zusätzliche Beugungseffekte auftre-
ten. Im Allgemeinen lässt sich das elektrische Feld nach einer Kreisblende durch eine
Abbildung 4.10.: Schematische Darstellung des Aufbaus zur Erzeugung der Lichtver-
teilung der konischen Refraktion mit zusätzlicher Kreisblende








θ (RBlende − r) . (4.24)
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Hierbei wird die Amplitude des elektrischen Feldes für Radien r größer als dem Blen-
denradius RBlende durch die Heaviside-Stufenfunktion θ auf Null gesetzt. Um die Feld-
verteilung der konischen Refraktion nach Gleichung 4.13 auswerten zu können, muss
nun die Fouriertransformierte des Eingangstrahls in der Fokalebene der Linse f be-
rechnet werden. Im Rahmen der Fourieroptik lässt sich zeigen [107], dass durch die
Transformation
















die Abbildung einer beliebigen rotationssymmetrischen Feldverteilung in die Fokal-
ebene der abbildenden Linse berechnet werden kann. In den Abbildungen 4.11 ist
der Einfluss einer Blende auf das elektrische Feld im kollimierten bzw. fokussier-

























































































Abbildung 4.11.: Einfluss einer Blende mit Radius RBlende = 1.84 mm auf das elektri-
sche Feld eines gaußschen Laserstrahls mit Radius w′ = 1.39 mm:
(a) im kollimierten Strahl (rot gestrichelt ist die Feldverteilung ohne
Blende), (b) Im Fokus einer Linse mit Brennweite f = 125mm (rot
gestrichelt ist eine angepasste Gaußfunktion), (c) Wellenvektorver-
teilung in Fokus der Linse.
elektrischen Feldverteilungen wurden mit den Gleichungen 4.24 bzw. 4.25 berech-
net. Hierbei wurde ein Strahlradius von w′ = 1.39 mm vor der Blende angenom-
men, welcher daraufhin mit einer Linse mit Brennweite f = 125mm fokussiert wird.
Ausgehend davon entsteht, ohne beschränkende Blende, im Fokus eine gaußförmi-
ge Feldverteilung mit einem Radius von w0 = 22.7µm. Wird nun eine Blende mit
Radius RBlende = 1.84mm in den kollimierten Strahl eingebracht, so wird die Feld-
verteilung die Form von Abbildung 4.11(a) annehmen, welche daraufhin durch die
fokussierende Linse in eine Form nach Abbildung 4.11(b) gebracht wird. Zum einen
sind hier die Beugungseffekte der Apertur zu erkennen, zum anderen kann man den
Radius der zentralen Struktur durch eine angepasste Gaußfunktion abschätzten (rot
gestrichelte Kurve). Diese Anpassung ergibt einen effektiven Radius im Fokus von
w0,eff = 26.3µm. Durch das Abschneiden der Blende hat die transmittierte Leistung
auf 97 % abgenommen.
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Zur Berechnung der Feldverteilung der konischen Refraktion aus einem solchen
Eingangsstrahl, wird im ersten Schritt die Wellenvektorverteilung in der Fokalebene
der Linse f in Abhängigkeit der Feldverteilung des kollimierten Eingangsstrahls be-
nötigt. Diese ergibt sich aus Gleichung 4.17, wobei die Feldverteilung nach Gleichung
4.25 eingesetzt wird:
a (k) = 2pi
∞∫
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Um das erste Integral der zwei Besselfunktionen zu lösen wurde die Beziehung
∞∫
0










ausgenutzt [108]. Setzt man nun die elektrische Feldverteilung nach Gleichung 4.24
und den normierten Wellenvektor κ= kw0 ein und definiert den auf den Strahlradius









· θ (2% − κ) (4.28)
die Wellenvektorverteilung des durch die Blende eingeschränkten gaußschen Strahls
in der Fokalebene der abbildenden Linse. In Abbildung 4.11(c) ist die Wellenvektor-
verteilung in der Fokalebene der Linse für den beschriebenen Beispielfall dargestellt.
Diese entspricht, bis auf die bei 2% abschneidende Heavisidefunktion, der Fourier-
transformation eines einfachen gaußschen Strahlprofils nach Gleichung 4.18. Mit
Hilfe der Wellenvektorverteilung a(κ) kann nun das Lichtfeld der konischen Refrak-
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tion nach Gleichung 4.13 berechnet werden. Man erhält die Belskii-Khapalyuk-Berry
Integrale folgender Form:
















cos (κρ0) J0 (κρ)
















sin (κρ0) J1 (κρ)
(4.29)
Die obere Integrationsgrenze von κ wird durch die Heavisidefunktion auf den Wert
2% begrenzt. Es lässt sich analog dazu zeigen, dass ebenso eine untere Integrations-
grenze von 2%min mit %min = RBlende,in/w′ gewählt werden kann. Dies ermöglicht es,
die Konfiguration einer Ringblende mit innerem und äußerem Radius (RBlende,in bzw.
RBlende) im kollimierten Eingangsstrahl berechnen zu können.
4.3.2 Einfluss von Kreis- & Ringblenden
Mit Hilfe der Gleichungen 4.29 kann nun die Lichtverteilung der konischen Refrak-
tion berechnet werden, wobei ein durch Kreisblenden eingeschränkter Gaußstrahl
angenommen wird. In Abbildung 4.12(a) ist ein Schnitt durch das Zentrum der In-
tensitätsverteilung des kollimierten Strahls hinter einer Kreisblende dargestellt. Die


























































































Abbildung 4.12.: Transmittierte Intensität (blau) eines kollimierten Gaußstrahls an
unterschiedlichen Blendengeometrien. In rot ist die ursprüngliche
Intensitätsverteilung angedeutet (w′ = 1). (a) Kreisblende mit
RBlende = 1 ·w′, die das Zentrum des Gaußstrahls passieren lässt, (b)
Kreisblende, die das Zentrum bis zu einem Radius von RBlende,in =
0.5 · w′ abblockt, (c) Ringblende, die nur das Licht zwischen dem
inneren und äußeren Radius passieren lässt
daraus resultierende Intensitätsverteilung der konischen Refraktion ist, analog zur
Betrachtung ohne Blende vom normierten Ringradius ρ0 = R0/w0 abhängig, wobei
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hier der fokussierte Strahlradius w0 ohne den Einfluss der Blendengeometrie einge-
setzt wird. Zusätzlich wird die Intensitätsverteilung durch den Blendenradius beein-
flusst. In Abbildung 4.13(a) ist der radiale Intensitätsverlauf für einen normierten
Ringradius ρ0 = 1.6 über den Blendenradius aufgetragen. Bei Verkleinern der Blen-














































Abbildung 4.13.: Einfluss einer Kreisblende auf die Intensitätsverteilung der ko-
nischen Refraktion. (a) Radiale Intensitätsverteilung aufgetragen
über Blendenradius. (b) Intensitätsverteilung aufgetragen über Pro-
pagationsrichtung z für den kleinsten dargestellten Blendenradius
0.8 ·w′ und (c) den größten Blendenradius (1.5 ·w′).
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dengröße erkennt man, wie die Intensitätsverteilung sich dem bekannten Intensitäts-
verlauf eines Einzelrings annähert. Dieses Verhalten ist bereits aus der im vorherigen
Abschnitt 4.2.1 beschriebenen Abhängigkeit der Intensitätsverteilung vom normier-
ten Ringradius ρ0 bekannt. Durch eine Änderung der Blendengröße kann somit eine
effektive Änderung des normierten Ringradius hervorgerufen werden. Zusätzlich da-
zu sind die Intensitätsverteilungen für den Fall der kleinsten (0.8 · w′) bzw. größten
Blende (1.5 ·w′) in Strahlrichtung Z in den Abbildungen 4.13(b) und 4.13(c) darge-
stellt. Auch diese entsprechen den im vorherigen Kapitel dargestellten Verteilungen
bei einer Änderung von ρ0. In den Abbildungen 4.14 sind die Intensitätsverteilun-

















































































Abbildung 4.14.: Radiale Intensitätsverteilung in Abhängigkeit des Blendenradius für
unterschiedliche Werte des normierten Ringradius ρ0 : (a) 4, (b) 6,
(c) 8, (d) 10
gen der Fokalebene für normierte Ringgrößen ρ0 von 4 in Abbildung 4.14(a) bis
ρ0 = 10 in Abbildung 4.14(d) über die normierte Blendengröße w′ aufgetragen. In
diesen Abbildungen ist der Übergang von Doppelring- zu Einzelringgeometrien zu
erkennen. Die Lichtstruktur des inneren hellen Rings transformiert sich bei Verrin-
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gerung des Blendenradius zu einem zentralen Intensitätsmaximum. Ebenso treten
dabei im zentralen Bereich diverse Beugungseffekte auf, die zu einer Ausbildung
zusätzlicher Ring- bzw. Punktstrukturen führen. Durch geeignete Wahl von Blenden-
radius und normiertem Ringradius lassen sich so Intensitätsstrukturen aus mehreren
konzentrischen Kreisen erzeugen.
Im Allgemeinen zeigt sich, dass sich im Grenzfall sehr großer Blendenradien die
Intensitätsverteilung der Situation ohne Kreisblende aus dem vorherigen Abschnitt
4.2 annähert. Wird der Blendenradius verkleinert, so wird zum einen der effektive
Strahlradius vergrößert, bzw. das Verhältnis ρ0 = R0/w0,eff verkleinert, zum anderen
treten zusätzliche Effekte der Beugung an der Kreisblende auf.
































































































Abbildung 4.15.: Radiale Intensitätsverteilung in Abhängigkeit des inneren Blenden-
radius bei konstantem äußeren Blendenradius RBlende = 2w′ für un-
terschiedliche Werte des normierten Ringradius ρ0 : (a) 4, (b) 5, (c)
6, (d) 10
Der Einfluss von Beugungseffekten auf die konische Refraktion lässt sich beson-
ders durch das Ausblenden des inneren Teils des Eingangsstrahls demonstrieren. Da-
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zu wird die eingestrahlte Intensitätsverteilung des Gaußstrahls bis zu einem Radius
Rinnen abgeblockt, der restliche Teil des Strahls transmittiert. Eine solche Intensitäts-
verteilung ist in Abbildung 4.12(b) skizziert. Für verschiedene normierte Ringradien
ρ0 ist die resultierende Intensitätsverteilung der konischen Refraktion in den Abbil-
dungen 4.15 dargestellt. Der äußere Radius der erzeugten Ringblende wurde auf
2w′ fixiert und ist groß genug gewählt, um keinen Einfluss auf die Intensitätsvertei-
lung auszuüben. Wird der innere Blendenradius Null gesetzt, geht die Verteilung in
den Fall ohne Apertur über. Wird der innere Blendenradius nun erhöht, erscheinen
zusätzliche Ringstrukturen im Intensitätsprofil.
In Abbildung 4.16 ist der Einsatz einer Ringblende demonstriert, wobei eine
Blende der in Abbildung 4.12(c) dargestellten Form gewählt wird. Die Berechnung
der Fokalebene zeigt eine Struktur aus vier hellen konzentrischen Ringen. Hierbei
wird ein normierter Ringradius von ρ0 = 4 und Blendenradien von RBlende,in = 0.8·w′
und RBlende = 1.6 · w′ gewählt, wodurch in diesem Fall die eingestrahlte Leistung auf
27 % der Eingangsleistung reduziert wird.





























Abbildung 4.16.: Darstellung der konischen Refraktion mit mehreren konzentrischen
Ringstrukturen. Gewählt wurde eine Ringblende mit innerem Blen-
denradius RBlende,in = 0.8 · w′, äußerem Blendenradius RBlende =
1.6 ·w′ bei einem normierten Ringradius von ρ0 = 4. (a) Darstellung
der Fokalebene der erzeugten Lichtverteilung, (b) Schnitt durch das
Zentrum der normierten Intensitätsverteilung
Somit lässt sich durch geschickte Wahl der inneren und äußeren Blendenradien
sowie normiertem Ringradius prinzipiell beliebig viele konzentrische Ringstrukturen
erzeugen. Jedoch geschieht dies auf Kosten der insgesamt transmittierten Leistung
durch die eingebrachte Kreisblende. Je kleiner der normierte Ringradius ρ0 gewählt
wird, umso mehr Lichtleistung kann in den Ringstrukturen deponiert werden.
71
4.4 Beliebige zweidimensionale Blendengeometrie
Ausgehend von der im vorherigen Kapitel skizzierten Lösungsstrategie kann eine Lö-
sung für beliebige zweidimensionale Blendengeometrien hergeleitet werden. Dabei
wird von einem gaußförmigen Eingangsstrahl ausgegangen, welcher von einer belie-
bigen Blendengeometrie fBlende überlagert wird





· fBlende (~r) . (4.30)
Die Transformation des elektrischen Feldes in die Fokalebene der abbildenden Linse
E f sowie die Transformation in den ~k-Raum a lässt sich nun ebenso mit Hilfe von Fou-
riertransformationen im zweidimensionalen karthesischen Raum darstellen: [107]















d~r E f (~r) · exp
 −i~k~r .
(4.31)
Nach einigen Umformungen, welche analog zu den Rechenschritten in Gleichung
4.26 durchgeführt werden, erhält man eine Formulierung der Vektorverteilung











in der Ebene der fokussierenden Linse. Diese Lösung kann nun verwendet werden,
um mit Hilfe von Gleichung 4.13 eine Beschreibung der Feldverteilung durch die
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exp (−i~κ ~ρ) sin (κρ0) .
(4.33)
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× exp (−iκρ cos (φ −ϕ)) cos (κρ0) .
(4.35)
Die so gefundene allgemeine Darstellung der konischen Refraktion mit räumlich mo-
dulierter Eingangsintensität kann nun genutzt werden, um den Einfluss einer Vielzahl
an Blendengeometrien auf die Intensitätsverteilung der konischen Refraktion berech-
nen zu können. Die aufgeprägte Intensitätsmodulation, etwa durch eine Blende, kann
durch die entsprechende Wahl der Blendenfunktion fBlende auf das Lichtfeld bzw. sei-
ne Fouriertransformation übertragen und mit Hilfe der dargestellten Gleichungen
berechnet werden.
4.4.1 Segmentierte Kreisblende
Eine Verallgemeinerung der Kreis- bzw. Ringblende in den zweidimensionalen Raum
besteht in der Betrachtung von segmentierten Kreisblenden. Hierbei wird der trans-
mittive Bereich der Blende nicht nur in radialer, sondern auch im azimutaler Richtung
variiert. Beispielhaft für eine solche Blendengeometrie seien die in Abbildung 4.17
gezeigten segmentierten Kreisblenden aus einem bzw. vier Segmenten. Dabei wird in
radialer Richtung der einfallende Gaußstrahl bis zu einem Radius von RBlende durch-
gelassen, in azimutaler Richtung wird ein bestimmter Winkelbereich abgeblockt bzw.
transmittiert. Analog zu Betrachtung der rotationssymmetrischen Kreisblende kann








 · θ  2%min,i + κ
× θ  ϕmax, j −ϕ · θ  ϕmin, j +ϕ (4.36)
73
(a) (b)
Abbildung 4.17.: Beispielhafte Blendenanordnung für segmentierte Kreisblenden mit
(a) einem und (b) vier Segmentteilen
beschrieben werden. Die Blendenfunktion wurde hierbei auf i radiale Bereiche und j
Winkelbereiche verallgemeinert. Wird somit die Fouriertransformierte des Eingangs-
strahls 4.32 in die Integraldarstellung 4.35 eingesetzt, können dort die entsprechen-








Man erhält für die oben gezeigten Blendengeometrien somit die in Abbildung 4.18
gezeigten Lichtfelder. Für eine detaillierte Beschreibung und die experimentelle Er-
zeugung solcher Lichtfelder sei auf das folgende Kapitel 5.5 verwiesen.
4.4.2 Ausblick auf weitere Blendengeometrien
Mit Hilfe des hier beschriebenen Formalismus ist es möglich, die Lichtverteilung
durch den Effekt der konischen Refraktion berechnen zu können. Mit der zusätzli-
chen Berücksichtigung von beliebigen Blendenfunktionen, welche auf einen gauß-
förmigen Eingangsstrahl aufgeprägt werden, ergeben sich neuartige Intensitätsver-
teilungen der konischen Refraktion. Daraus eröffnet sich ein weites Themenfeld, was
noch weiterer Untersuchungen bedarf, um beispielsweise Lichtverteilungen für viel-
fältige Potentialgeometrien erzeugen zu können. In Abbildung 4.19 ist eine Lichtfeld-
verteilung gezeigt, welche eine Mehrfacherzeugung von Ringstrukturen zeigt. Diese
wurde durch eine Schachbrettmuster als Eingangsmodulator erzeugt, was wiederum
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(a) (b)
Abbildung 4.18.: Berechnete Intensitätsverteilung der konischen Refraktion mit seg-
mentierten Blenden aus (a) einem und (b) vier Segmentteilen
als Beugungsgitter verstanden werden kann. Durch die Größe der Strukturen, bzw.
die Gitterkonstante des Beugungsgitters kann der Abstand der erzeugten Ringvertei-
lungen angepasst werden.
(a) (b)
Abbildung 4.19.: Aus dem Formalismus lassen sich komplett neue Lichtverteilungen
auf Basis der konischen Refraktion erzeugen. (a) Blendenfunktion,
die einem Eingangsstrahl aufgeprägt wird und (b) die daraus be-
rechnete Lichtfeldverteilung der konischen Refraktion.
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5 Experimentelle Untersuchung der
Lichtfelder der konischer Refraktion
In Abschnitt 4.3 wurde gezeigt, wie mit Hilfe von verschiedenen Blendengeometrien
Einfluss auf die Lichtverteilung der konischen Refraktion genommen werden kann.
Hierzu wurde der eingestrahlte kollimierte Gaußstrahl im Ortsraum durch eine be-
liebig geformte Blende eingeschränkt, wodurch die Blendengeometrie auf die Vertei-
lung der Vektoren ~k in der Fokalebene der fokussierenden Linse und somit auf die
Feldverteilung der konischen Refraktion übertragen wurde.
Im ersten Abschnitt 5.1 wird gezeigt, wie die verschiedenen Blendengeometrien
mit Hilfe einer Mikrospiegeleinheit erzeugt werden können. Eine solche Mikrospie-
geleinheit besteht aus einer Vielzahl an Kleinstspiegeln, deren Ablenkwinkel einzeln
angesteuert und somit in den Zustand der Transmission bzw. Absorption gebracht
werden können. Ein auf diese Oberfläche aufgespieltes Bild dient somit als veränder-
bare reflektierende Oberfläche, welche räumliche Intensitätsmodulationen auf einen
Eingangsstrahl aufprägen kann. Die Funktionsweise einer Mikrospiegeleinheit sowie
ihr Einsatz als Strahlmodulator für die konische Refraktion werden erläutert.
In Abschnitt 5.2 wird der optische Aufbau des kompletten Systems aus Mikro-
spiegeleinheit und biaxialem Kristall vorgestellt, welcher zur Erzeugung unterschied-
licher Lichtfelder der konischen Refraktion genutzt wird.
In den abschließenden Abschnitten werden die Ergebnisse der mit diesem opti-
schen Aufbau erzeugten Lichtfelder sowie ein Vergleich mit den berechneten Lichtfel-
dern aus Kapitel 4 dargestellt. Hierbei wird die Transformation der Lichtfeldgeome-
trie vom Einzel- zum Einzelring mit zusätzlichem Intensitätsmaximum in Abschnitt
5.3, die Erzeugung von Mehrfachringen in Abschnitt 5.4, sowie das Erzeugen von
segmentierten Intensitätsverteilungen in Abschnitt 5.5 im Detail beschrieben.
Die berechneten sowie die gemessenen Intensitätsverteilungen der konischen
Refraktion werden mit Hilfe einer Falschfarbendarstellung wiedergegeben. Der ver-
wendete Farbverlauf ist in Anhang A erläutert. Der Maximalwert der Farbskala ent-
spricht der normierten maximalen Intensität der Verteilung, der Minimalwert der
Farbskala entspricht Null Intensität.
5.1 Beliebige Blendengeometrie durch Digital Micromirror Devices
Um die benötigte Modulation des Eingangsstrahls für die konische Refraktion erzeu-
gen zu können, wird eine Mikrospiegeleinheit (kurz DMD von Digital Micromirror
Device) verwendet, welche typischerweise aus rechteckigen Kleinstspiegeln mit einer
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Kantenlänge von wenigen Mikrometern (5.4µm bis 13.6µm) besteht, die wieder-
um in einer Gitterstruktur angeordnet sind. Auf einem Träger sind hierbei mehrere
100000 bis zu einigen Millionen Mikrospiegel aufgebracht (Module mit 8 Millionen
Mikrospiegel bei einer Auflösung von 3840 × 2160 sind erhältlich). Diese Techno-
logie, auch unter dem Namen Digital Light Processing (kurz DLP) bekannt, ist eine
Entwicklung der Firma Texas Instruments zur digitalen Bilderzeugung bzw. Projekti-
onstechnik. Jeder Mikrospiegel lässt sich einzeln elektronisch ansteuern, wodurch
sein Winkel zur Normalen der DMD-Oberfläche über elektrostatische Kräfte ver-
ändert werden kann. Der Winkel zur DMD-Normalen lässt sich auf ±12◦ einstel-
len; im deaktivierten Zustand beträgt der Winkel zur Normalen 0◦, diese Position
kann jedoch im Betrieb nicht aktiv geschaltet werden. Die Ansteuerung der einzel-
nen Spiegel erfolgt über eine Bilddatei mit 1-Bit Bildtiefe, wodurch eine der beiden
Spiegelpositionen gewählt wird. Die Auflösung des Bildes entspricht der Abmessung
der DMD-Einheit, sodass jedem Mikrospiegel ein Pixelwert der Bilddatei zugeordnet
werden kann. Jeder Bitwert eines Spiegels steuert somit ein Transmittieren bzw. Ab-
blocken der auf den Mikrospiegel auftreffenden Lichtleistung. In Abbildung 5.1(a) ist
eine Mikroskopaufnahme der Oberfläche einer DMD-Einheit dargestellt. Es sind die
einzelnen Mikrospiegel in den unterschiedlich ausgelenkten Positionen zu erkennen.
(a) (b)
Abbildung 5.1.: (a) Mikroskopaufnahme eines Mikrospiegeleinheit [109], (b) Sche-
matische Darstellung der Anordnung der einzelnen Mikrospiegel
[110]
Das in dieser Arbeit verwendete Modul ist ein DLP LightCrafter Evaluation Mo-
dule [110], welches neben der DMD-Einheit über eine Ansteuerelektronik verfügt.
Für die weitere Verwendung wurde ein Teil dieses Moduls, eine Lichtquelle und ei-
ne Abbildungsoptik, entfernt, um direkten Zugang zur DMD-Einheit zu bekommen.
Die DMD-Einheit hat eine Größe von 3.6 mm × 6.5 mm mit einer Auflösung von
684 × 608 Mikrospiegeln. Dabei ist zu berücksichtigen, dass die Geometrie der auf
dem Träger verbauten Mikrospiegel um 45◦ zur Horizontalen gedreht ist (siehe Abbil-
dung 5.1(b)). Die einzelnen Mikrospiegel haben entlang ihrer Symmetrieachse einen
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Abstand von 7.6µm, entlang ihrer Diagonalen bzw. entlang der Horizontalen und
Vertikalen des DMD-Moduls einen Abstand von 10.8µm.
Beugung an Mikrospiegeln
Aufgrund der geringen Größe der einzelnen Mikrospiegel und ihrer Gitterstruk-
tur kommt es nach der Reflexion zu starken Beugungseffekten. Die maximale reflek-
tierte Leistung, zuzüglich der Reflektionsverluste an den Oberflächen, in die dritte
Beugungsordnung des erzeugten Blazegitters entspricht hierbei 33 % [111]. Des Wei-
teren ist zu beachten, dass der Ablenkwinkel der reflektierten Strahlen, aufgrund der
Beugung an den Mikrospiegeln, von der Wellenlänge des eingestrahlten Lichts ab-
hängt. Dies muss bei der Abbildung der entstehenden Lichtstrukturen und Änderung
der Wellenlänge berücksichtigt werden.
Ansteuerung, Schaltzeiten und Schaltverhalten
Die verwendete DMD-Einheit kann über eine mitgelieferte Software bzw. über
eine Python Bibliothek angesteuert werden. Für den weiteren Experimentbetrieb ist
es möglich 96 1-Bit Bilddateien in 4 24-Bit großen Speicherbereichen abzulegen und
diese über einen externen Trigger zyklisch zu wechseln. Jede Bilddatei entspricht ei-
ner Blendenkonfiguration mit entsprechenden Spiegelpositionen. Die minimale Um-
schaltzeit beträgt hierbei 250µs, wenn nur einer der 24-Bit Speicherbereiche ver-
wendet wird. Soll der komplette Speicherbereich verwendet werden, so erhöht sich,
durch eine nötige Bufferswap-Operation, die Umschaltzeit auf 385µs [110]. In einer
früheren Arbeit konnten die erreichbaren Umschaltzeiten experimentell zu 216µs für
24 Bilder im Speicher bzw. 372µs bei 96 Bildern bestimmt werden [111]. Ebenso ist
darauf zu achten, dass die Anzahl der abgelegten Bilder gerade (bis 48 Bilder) bzw.
durch vier teilbar ist (größer 48). Dies liegt daran, dass alle vier Speicherbereiche
zyklisch durch die Bufferswap-Operation gewechselt werden müssen [112].
In vorherigen Arbeiten [111, 113] hat sich außerdem gezeigt, dass beim Um-
schalten zwischen den im Speicher abgelegten Bilddateien, die Mikrospiegel eine
Oszillation um ihre Endposition durchführen. Wegen ihrer geringen Trägheit, was
wiederum schnelle Umschaltprozesse erlaubt, und einer Relaxation in den Nullzu-
stand während des Umschaltvorgangs, kommt es zu diesem Phänomen. Im trans-
mittierten Strahl führt dieses Verhalten zu einer Oszillation der Leistung mit einer
Frequenz 4 MHz mit einer e−1-Abklingzeit von 1.7µs; die Leistung fällt bei dieser
Oszillation auf 10-20 % der Eingangsleisung ab [111].
5.2 Experimenteller Aufbau
5.2.1 Elektronische Ansteuerung
Um die unterschiedlichen Blendenbilder auf der DMD-Einheit darstellen und im ex-
perimentellen Ablauf zeitkritisch steuern zu können, ist die in Abbildung 5.2 skiz-
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Abbildung 5.2.: Elektronischer Ansteuerung des DMD-Moduls für den Einsatz als va-
riable Blendenstrukur.
einem DLP-Controller gesteuert, wobei die komplette Infrastruktur auf dem verwen-
deten DLP LightCrafter Evaluation Module vorhanden ist. Mit Hilfe der mitgelieferten
Software kann der Controller angesprochen werden, um die notwendigen Einstellun-
gen, wie Triggermodi, Darstellungsmodi, Firmwareupdates vornehmen zu können.
Außerdem können die Bilddateien, die auf der DMD-Einheit dargestellt werden sol-
len auf den internen Speicher übertragen werden. Das Umschalten zwischen diesen
Bilddateien kann entweder über die Software oder, wenn die Abfolge im späteren Ex-
periment zeitkritisch erfolgen soll, über einen externen Trigger erfolgen. Dazu wird
ein Funktionsgenerator1 (kurz AWG) verwendet, der beliebige Pulsformen wiederge-
ben kann. Diese Pulsformen können aus bis zu 16000 Datenpunkten bestehen und
werden per GPIB von einem Steuerrechner mittels eines Python-Scripts übertragen.
So kann eine Folge aus TTL-Pulsen in den AWG geschrieben werden, welche darauf-
hin im Experimentzyklus zeitkritisch das Umschalten zwischen denen im Speicher
des DLP Controller abgelegten Blendenbildern auslösen kann. Das Starten einer sol-
chen Pulsfolge kann in die verwendete LabView-Experimentsteuerung integriert und
zum entsprechenden Zeitpunkt des Experiments ausgeführt werden.
5.2.2 Optischer Aufbau
Mit Hilfe beliebiger Blendengeometrien, welche auf der DMD-Einheit angezeigt wer-
den, sollte es nun möglich sein, die gewünschte Modulation auf einen kollimierten
Gaußstrahl aufprägen zu können. Dazu wird der in Abbildung 5.3 dargestellte op-
tische Aufbau verwendet. Linear polarisiertes Laserlicht des MOPA-Systems (siehe
Abschnitt 2.3) wird durch eine optische Faser zum Experiment geleitet und dort mit
Hilfe eines Linsensystems (Thorlabs TC12APC-780) kollimiert. In dieser Arbeit wird













Abbildung 5.3.: Experimenteller Aufbau für die Erzeugung der Lichtstrukturen mit
DMD-Einheit und biaxialem Kristall. Die Fokalebene wird auf eine
CCD-Kamera abgebildet.
(rot verstimmt, attraktiv) verwendet. Für die Berechnungen in diesem Abschnitt
wird, wenn nicht explizit erwähnt, eine Wellenlänge von 794 nm angenommen. Ein
Teil des Lichtes wird zur Stabilisierung der Lichtleistung auf eine Photodiode ge-
lenkt. Der kollimierte Strahl wird anschließend unter einem Winkel von ∼ 24 ◦ zur
Oberflächennormalen auf die DMD-Einheit eingestrahlt. Die Mikrospiegel, mit einem
zugehörigen Bitwert von 1, lenken das Licht in Richtung der Normalen ab, das Licht
der Spiegel mit einem Bitwert von 0, sowie alle entstehenden Beugungsstrukturen,
werden abgeblockt. Das Licht trifft daraufhin auf eine λ/4-Verzögerungsplatte, mit
deren Hilfe die benötigte zirkulare Polarisation erzeugt wird, sowie eine fokussieren-
de Linse der Brennweite f = 125 mm. Im fokussierten Bereich wird das Licht durch
den biaxialen KGW-Kristall gelenkt und die entstehende Ringstruktur kann auf eine
CCD-Kamera (PointGrey Chameleon [114]) abgebildet werden. Das Licht wird eben-
so in die Experimentkammer abgebildet und kann dort mit den gefangenen Atomen
überlagert werden (in Abbildung 5.3 zur Vereinfachung nicht dargestellt, genaue
Beschreibung in Abschnitt 6.2).
Transmission an Kreisblende
Für die weiteren Experimente ist es nötig, den kollimierten Strahlradius genau
zu bestimmen, um so die spezifischen Parameter der konischen Refraktion berech-
nen zu können (siehe Abschnitt 4.2). Dazu werden Bilddateien mit Kreisblenden
unterschiedlicher Größe, bis zu einem maximalen Radius von 1.84 mm, auf den
Gaußstrahl aufgeprägt. Die transmittierte Leistung eines Gaußstrahls, mit Eingangs-
leistung P0, durch eine zentrierte Kreisblende lässt sich in Abhängigkeit des Blenden-




































Abbildung 5.4.: Leistung im gaußschen Laserstrahl nach einer Kreisblende mit Radius
RBlende, gemessen vor dem letzten Umlenkspiegel in die Vakuumkam-
mer bei 1 V Photodiodensignal.
ausdrücken. Durch eine Anpassung dieses Zusammenhangs an die gemessene Leis-
tung in Abhängigkeit des Blendenradius lässt sich der Strahlradius auf der DMD-
Einheit bestimmen. Die Messwerte mit angepasster Funktion sind in Abbildung 5.4
dargestellt. Die Messwerte zeigen eindeutig den erwarteten Zusammenhang, die An-
passung ergibt einen Wert des Strahlradius von w′ = (1.39 ± 0.01)mm. Für eine
spätere Berechnung der totalen Leistung am Ort der Atome, etwa für eine Abschät-
zung der Potentialtiefen, kann diese Eichkurve ebenso verwendet werden. Die darge-
stellten Messwerte wurden unmittelbar vor der Vakuumkammer (vor rechteckigem
Umlenkspiegel), bei einem Photodiodensignal der Stabilisierung von 1 V, gemessen
und können in guter Näherung als die Lichtleistung am Ort der Atome angenommen
werden.
Typische Parameter des Gaußstrahls und der konischen Refraktion
Zur Beobachtung der konischen Refraktion wird ein biaxialer KGW-Kristall mit
einer Länge von 2.2 mm verwendet. Daraus ergibt sich, bei einem Ablenkwinkel von
19.05 mrad, ein fundamentaler Ringradius von R0 = 42µm. Der Fokus nach der fo-
kussierenden Linse mit einer Brennweite von 125 mm hat einen Radius von w0 =
22.7µm, wobei von einem Strahlradius von 1.39 mm des kollimierten Strahls ausge-
gangen wird. Daraus errechnet sich ein normierter Ringradius von ρ0 = R0/w0 = 1.85.
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5.3 Änderung der Ringtopologie der konischen Refraktion durch Kreisblenden
Mit Hilfe der DMD-Einheit soll nun das in Abschnitt 4.3 theoretisch beschriebene Ver-
halten der konischen Refraktion nachgewiesen werden. Auf der DMD-Einheit wird
dazu ein Bild einer Kreisblende dargestellt und somit nur der zentrale Bereich des
kollimierten Strahls weitergeleitet. In Abhängigkeit des Blendenradius soll sich die
Form der Intensitätsverteilung nach der theoretischen Vorhersage von einer Licht-
verteilung entsprechend dem Ringparameter ρ0 = R0/w0 = 1.85, zu einer Verteilung
mit verringertem Ringparameter verändern. Dafür werden Blenden mit einem Radi-
us von RBlende = 1.84mm bis 0.92 mm verwendet. Start- und Endpunkt wurden so
gewählt, dass die entstehenden Ringstrukturen (Einzelring bei kleiner Blende und
Einzelring mit zusätzlichem zentralen Maximum bei großer Blende) klar erkenn-
bar und die verbleibende Lichtleistung in den dunklen Innenbereichen zwischen
den Lichtstrukturen möglichst klein ist. Dies wurde in Hinblick auf die Verwendung
der so erzeugten Intensitätsverteilung als repulsives Lichtpotential gewählt. Da sich
Atome in einem solchen Potential in genau diesen Raumbereichen aufhalten sollen,
resultiert daraus eine möglichst kleine Photonenstreurate. Außerdem sollten etwaige
ungewollte Unebenheiten in der Lichtverteilung und entsprechende Unebenheiten in
der Potentialstruktur dieses Bereichs dadurch möglichst klein gehalten werden. Be-
trachtet man die berechneten elektrischen Feldverteilungen im Fokus für den Start-
bzw. Endpunkt in Abbildung 5.5, so erkennt man die entstehenden Beugungsmaxi-
ma und die veränderte Strahlgröße des zentralen Maximums. Eine Anpassung an die


























































Abbildung 5.5.: Berechnete Feldverteilung im Fokus eines Gaußstrahls mit Kreisblen-
de der Größe (a) RBlende = 1.84 mm und (b) 0.92 mm
Feldverteilung liefert einen effektiven Strahlradius im Fokus von w0,eff = 26.3µm
und 44.2µm im Fall der großen bzw. kleinen Blendenöffnung. Mit diesen Strahlradi-
en lassen sich effektive normierte Ringradien von ρ0,eff = 1.59 bzw. 0.95 berechnen.
Ein Vergleich mit der konischen Refraktion ohne Kreisblende ergibt, dass sich die-
se Ringstrukturen bei normierten Ringradien von idealerweise ρ0 = 1.5 bzw. 0.92
zeigen.
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Abbildung 5.6.: Schnitt entlang der horizontalen bzw. vertikalen Richtung durch die
Intensitätsverteilung der konischen Refraktion bei unterschiedlichen
Blendengrößen und konstanter Leistungsstabilisierung von 1 V
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Mit Hilfe der CCD-Kamera werden nun die entstehenden Lichtstrukturen der
konischen Refraktion aufgenommen. In den Abbildungen 5.6 ist ein Schnitt entlang
der x bzw. y Achse durch das Zentrum der entstehenden Lichtstruktur für verschie-
dene Blendengrößen dargestellt. Ebenso ist eine Berechnung nach Gleichung 4.29
für die zuvor bestimmten Parameter eingezeichnet. Auf der y-Achse ist die ortsab-
hängige Intensität der konischen Refraktion eingezeichnet, wobei diese, im Vorgriff
auf die spätere Anwendung als optische Dipolfallenstruktur, in eine Fallentiefe nach
Gleichung 2.19 umgerechnet wurde. Hierbei wurde angenommen, dass das Lichtfeld
in Wechselwirkung mit 87Rb-Atomen tritt und eine Wellenlänge von 794 nm hat. Die
Eingangsleistung des Lichtstrahls wurde konstant auf einem Stabilisierungswert von
1 V gehalten, was wiederum zu einer Verringerung der Leistung in Abhängigkeit des
Blendenradius führt; bei kleinen Kreisblenden ist somit die Gesamtleistung geringer.
Die resultierende Lichtleistung in der dargestellten Fokalebene der konischen Refrak-
tion, welche ebenso der Eichkurve nach Abbildung 5.4 folgt, ist in den Abbildungen
5.6 vermerkt.


































Abbildung 5.7.: Querschnitte durch die Intensitätsverteilung der konischen Refrakti-
on in Abhängigkeit des Blendenradius bei konstanter optischer Ein-
gangsleistung. (a) Experimentell bestimmte Werte, (b) berechnete
Werte.
Ergänzend dazu zeigt Abbildung 5.7 die Schnitte in y-Richtung bzw. die be-
rechneten Werte in radialer Richtung aufgetragen über den Blendenradius an der
horizontalen Achse in zweidimensionaler Darstellung. An diesen beiden Abbildun-
gen lässt sich erkennen, dass die theoretisch gemachten Vorhersagen sehr gut mit
den gemessenen Werten übereinstimmen. Es konnte der Verlauf für unterschiedli-
che Blendengrößen qualitativ wiedergegeben werden. Mit dem Öffnen der Blende
wird die Lichtstruktur von einer einzelnen Ringstruktur (Abb. 5.6(a)) mit Null In-
tensität im Zentrum, zu einer Ringstruktur mit zusätzlichem Intensitätsmaximum im
Zentrum, welche von einer dunklen Ringstruktur mit nahezu Null Intensität (Abb.
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5.6(f)) umgeben ist, verändert. Der Übergang zwischen diesen beiden qualitativ
unterschiedlichen Ringgeometrien kann dabei, unter Kontrolle des Parameters der
Blendengröße, beliebig schnell und stetig durchgeführt werden. In Abbildung 5.8(a)
ist die Position des äußeren hellen Rings und die Position des zentralen dunklen
Rings in Abhängigkeit von der Blendengröße angegeben. Man erkennt, dass die Po-
sition des äußeren hellen Rings sich nahezu kaum ändert und einen Radius von ca.
43µm hat. Der zentrale dunkle Bereich befindet sich für Blendengrößen bis 1.15 mm
im Zentrum des hellen Rings, dann beginnt sich das zusätzliche Intensitätsmaximum
auszubilden und der dunkle Ring entsteht und vergrößert sich stetig. Bis zu einem
Blendenradius von ca. 1.3 mm dehnt sich dessen Radius auf 23µm aus und bleibt
dann ebenso nahezu konstant. Weiter lässt sich erkennen, dass, aufgrund der erhöh-






































Abbildung 5.8.: (a) radiale Position des äußeren Intensitätsmaximum (blau) und Po-
sition des zentralen Minimums (rot) aufgetragen über den Blenden-
radius, (b) angepasste Gaußbreite des äußeren Intensitätsmaximums
aufgetragen über den Blendenradius
ten Gesamtleistung und der kleineren Breite der Intensitätsmaxima, mit steigendem
Blendenradius die Intensität bzw. Potentialtiefe zunimmt. Eine Abschätzung für die
Breite des hellen Ringes liefert Abbildung 5.8(b), wobei die Werte durch eine Gauß-
anpassung an die berechneten Lichtfelder gewonnen wurden. Man erkennt, dass die
Breite des Rings von anfänglich 45µm auf 20µm abnimmt. Ein Vergleich mit den
bestimmten effektiven Strahlradien w0,eff unter Einfluss der Kreisblende zeigt, dass
die Breite der Ringstruktur vom Strahlradius des Eingangsstrahls abhängt. Im Über-
gangsbereich bei einem Blendenradius von ca. 1.2 mm nimmt die Ringbreite sogar
leicht zu, was vermutlich an der qualitativen Änderung der Verteilungsform der In-
tensität liegt. Die resultierenden Potentialhöhen für den äußeren hellen Ring, den
inneren dunklen Bereich und die Differenz der beiden Größen, was wiederum ei-
ner Fallentiefe zugeordnet werden kann, sind in Abbildung 5.9(a) dargestellt. Vor
allem im Anfangsbereich bzw. im Übergangsbereich, d.h. dort, wo sich das zusätzli-
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Abbildung 5.9.: Intensität (umgerechnet in Potentialhöhe eines typischen optischen
Dipolpotentials) des äußeren hellen Rings (grün), des zentralen
dunklen Rings (blau) und der resultierenden Fallentiefe aus der Dif-
ferenz der beiden Größen (rot). (a) für den Fall konstanter optischer
Eingangsleistung bei einem Regelsignal von 1 V, (b) für den Fall ei-
ner Eingangsleistung von 5 V bei kleinster Blendengröße und linearer
Leistungsreduktion auf 1 V bei größter Blendengröße
che zentrale Intensitätsmaximum ausbildet (siehe Abb. 5.6(c)), ist die Potentialdiffe-
renz bzw. Fallentiefe besonders gering. Die aus den Gleichungen 4.29 gewonnenen
theoretischen Beschreibungen sind somit in der Lage, die Ortsverteilung sowie die
absoluten Werte der Intensitätsverteilung in sehr guter Übereinstimmung mit den
experimentellen Werten wiederzugeben. So lassen sich im weiteren Verlauf die ent-
sprechenden Parameter der erzeugten optischen Dipolfallengeometrien sehr genau
bestimmen (siehe Abschnitt 6.3) und qualitativ beschreiben. Die hier gezeigten Ab-
hängigkeiten wurden auf Basis der berechneten Intensitätswerte abgeleitet.
Leistungsrampe
Ein Möglichkeit, die Potentialdifferenzen bei unterschiedlichen Blendenradien
auszugleichen, besteht darin, die eingestrahlte optische Leistung mit Vergrößerung
des Blendenradius zu verringern. Hierbei wurde die eingestrahlte Gesamtleistung bei
der kleinsten Blendengröße um einen Faktor 5, in Relation zur größten Blendenöff-
nung, erhöht. Mit linearem Vergrößern des Blendenradius wurde die Gesamtleistung
linear auf den Ausgangswert verringert. Der Verlauf der resultierenden Potentialhö-
hen über den Blendenradius ist in Abbildung 5.9(b) wiedergegeben. Man erkennt,
wie die erhöhte Leistung bei kleinen Blendengrößen dazu führt, dass dort, sowie
im Übergangsbereich der Lichtfeldgeometrieänderung, die Potentialhöhen deutlich
erhöht und die Variation der Potentialhöhe über den kompletten Bereich der Än-
derung der Blendengröße verringert werden kann. Diese Überlegungen bilden die
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Basis für die später angestellten Optimierungsversuche für die Transformation von
Dipolpotentialen durch eine Öffnung der Blende in Abschnitt 6.3.
5.4 Erzeugung von Doppelring-Lichtfeldern
Mit Hilfe eines größeren KGW-Kristalls soll in diesem Abschnitt eine weitere An-
wendungsmöglichkeit von Kreisblenden demonstriert werden. Wie aus Abschnitt 4.3
bekannt, ist es ebenso möglich, Intensitätsverteilungen aus mehreren konzentrischen
Ringen zu erzeugen. Aus einer Kristalllänge von 9 mm ergibt sich in diesem Experi-
ment ein fundamentaler Ringradius R0 = 171.5µm. Der Eingangstrahl hat einen
Radius w′ = 1.4 mm, was zusammen mit einer fokussierenden Linse mit Brennweite
200 mm einen fokussierten Strahlradius von w0 = 35.5µm erzeugt. Daraus ergibt
sich ein normierter Ringradius von ρ0 = 4.8. Der gewählte Blendenradius der Kreis-
blende beträgt RBlende = 1.2 mm. Mit Hilfe dieser Parameter kann der erwartete Inten-
sitätsverlauf berechnet werden und mit einer Kameraaufnahme der experimentellen
Intensitätsverteilung, welche in Abbildung 5.10(a) zu sehen ist, verglichen werden.
Die Schnitte in x und y-Richtung zusammen mit den berechneten Werten sind in Ab-
































Abbildung 5.10.: (a) Kameraaufnahme einer Doppelringstruktur durch konische Re-
fraktion. (b) Schnitte entlang der x- und y-Achse zusammen mit den
berechneten Werten. Parameter siehe im Text.
dass in sehr guter Übereinstimmung mit der gemessenen Intensitätsverteilung steht.
Es konnte eine Intensitätsstruktur aus zwei konzentrischen Ringverteilungen erzeugt
werden, wobei die Radien der Ringe ca. 100 und 200µm betragen. Die Intensität der
inneren Ringverteilung beträgt ca. 60 bis 70 % der Intensität der äußeren Ringvertei-
lung. An der eingestellten Blende wird ca. 77 % der Eingangsleistung transmittiert.
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5.5 Einfluss von segmentierten Kreisblenden
Wie im Abschnitt 4.4.1 vorgestellt, ist es möglich neuartige ringförmige Potential-
geometrien der konischen Refraktion zu erzeugen, indem der Eingangsstrahl nicht
nur in radialer, sondern auch in azimutaler Richtung eingeschränkt wird. Dabei wird
mit Hilfe der Einschränkung in radialer Richtung die Form des Potentials, wie in
Abschnitt 5.3 beschrieben, beeinflusst. Durch Wahl der azimutalen Winkelbereiche
der Blendengeometrie, kann die Breite und die Anzahl der entstehenden Strukturen
beeinflusst werden. Im ersten Unterabschnitt wird der Einfluss der Blendengröße in
azimutaler Richtung auf das Lichtfeld der konischen Refraktion genauer untersucht.
Im zweiten Unterabschnitt wird der Einfluss der Segmentanzahl auf das Lichtfeld
vorgestellt. Bei den folgenden Betrachtungen wird davon ausgegangen, dass die er-
zeugte Lichtverteilung als attraktives Dipolpotential auf die Atome wirkt. Für die
Berechnungen der Fallentiefen wird hierbei von einer Verstimmung von 1 nm aus-
gegangen. Die Leistung wird für alle betrachteten Fälle auf einen konstanten Wert
vor der Blendenanordnung stabilisiert. Somit wird die Gesamtleistung am Ort der
Lichtverteilung entsprechend der Blendengeometrie verringert.
5.5.1 Abhängigkeit von Segmentgröße
Um den Einfluss der Segmentgröße darzustellen, wird eine in Abbildung 5.11 skiz-
zierte Blendengeometrie angenommen. Der Radius der Blende beträgt RBlende =
0.92 mm, um einen einzelnen hellen Ring zu erzeugen. In azimutaler Richtung wird
ein Winkelbereich mit variabler Größe ∆ϕ eingeblendet. Die so erzeugten Intensi-
Abbildung 5.11.: Schematische Darstellung der segmentierten Kreisblende mit einem
Blendensegment
tätsverteilungen der konischen Refraktion sind in den Abbildungen 5.12 für Segment-
größen von 0.1×pi bis 1.0×pi rad dargestellt. Zusätzlich zur ringförmigen Struktur
der konischen Refraktion entsteht auf der gegenüberliegenden Seite des Blenden-
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segments ein zusätzliches Intensitätsmaximum. Durch Wahl der Position des Blen-
densegments kann ebenso die Position des Intensitätsmaximums geändert werden.
Mit zunehmender Segmentgröße wird der typische Ring der konischen Refraktion
immer schwächer und ovaler, das Verhältnis der Lichtleistung im Ring zu Intensitäts-























































Abbildung 5.12.: Berechnete Intensitätsverteilung der konischen Refraktion mit un-
terschiedlich großen Blendensegmentgrößen∆ϕ in rad: (a) 0.1×pi,
(b) 0.2×pi, (c) 0.4×pi, (d) 0.6×pi, (e) 0.8×pi, (f) 1.0×pi
fen des Maximums, des Ringbereichs und deren Differenz über die Segmentgröße
aufgetragen. Hierbei wird berücksichtigt, dass die Lichtleistung sich bei Vergrößern
des Blendensegments entsprechend verringert. Die Potentialhöhe des Ringbereichs
nimmt mit steigender Segmentgröße kontinuierlich ab, die Höhe der Potentialmulde
bzw. der Differenz der beiden hat ein Maximum bei 0.4 × pi bzw. 0.6 × pi rad. Die
Größe des Potentialmaximums ändert sich ebenso mit der Segmentgröße, eine Ab-
schätzung durch eine Gaußanpassung ergibt die in Abbildung 5.13(b) dargestellten
Werte. Die Gaußbreite in x-Richtung bleibt näherungsweise konstant bei ca. 40µm,
die Breite in y-Richtung hat ein Minimum von 60µm bei einer Segmentbreite von
0.4×pi rad.
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Abbildung 5.13.: (a) Potentialhöhen des Ringbereichs, Potentialmulde und die Diffe-
renz der Beiden und (b) Gaußbreiten in x und y-Richtung aus ei-
ner angepassten Gaußfunktion aufgetragen über die Segmentgrö-
ße der Blende
5.5.2 Auswertung der Lichtfelder durch segmentierte Blenden
Im folgenden Abschnitt wird das Verhalten der konischen Refraktion unter dem
Einfluss von Segmentblenden mit unterschiedlicher Segmentanzahl untersucht. Es
werden jeweils Segmentabschnitte mit einer azimutalen Breite von 0.2× pi rad ver-
wendet. Der Blendenradius beträgt RBlende = 1.84mm bzw. 0.92 mm. Für jede Blen-
denkonfiguration wird sowohl eine CCD-Kameraaufnahme und eine Berechnung mit
den entsprechenden Parametern vorgestellt und ausgewertet. Um die Intensitätsver-
teilungen auszuwerten, wird eine Transformation in Polarkoordinaten durchgeführt
und für jeden azimutalen Winkel die Intensitätsverteilung über den Radius aufgetra-





2 (r − r0)2 + I0 (5.2)
angepasst, um daraus die maximale Intensität I0 bzw. die entsprechende Potenti-
alhöhe, den Abstand r0 des Maximums vom Zentrum, sowie die Fallenfrequenz ω
abzuschätzen. Aus der minimalen und maximalen Potentialhöhe im Ring wird eben-
so die Modulationstiefe Umin − UmaxUmin
 (5.3)
errechnet. Die Potentialwerte werden in Einheiten der Rückstoßenergie, d.h. der
Energie, die bei einem Photonenstreuprozess auf ein Atom übertragen wird, ange-























































































Abbildung 5.14.: Einfluss auf Intensitätsverteilung der konischen Refraktion durch ei-
ne Kreisblende mit einem Segment und einem Radius von 0.92 mm:
(a) berechnete Intensitätsverteilung, (b) Kameraaufnahme der In-
tensitätsverteilung, (c) Lichtintensität bzw. Potentialhöhe der Ver-
teilung, (d) radialer Abstand des Intensitätsmaximum vom Zen-
trum, (e) Fallenfrequenz
Durch Einstrahlen einer segmentierten Blende mit einem Segment und einem
Radius von 0.92 mm erhält man eine Intensitätsverteilung der konischen Refrakion,
die zusätzlich zur Ringverteilung ein zusätzliches Intensitätsmaximum enthält, siehe
Abschnitt 5.5.1. In den Abbildungen 5.14 ist sowohl die Berechnung des Lichtfeldes
(Abb. 5.14(a)) als auch die Kameraaufnahme zu sehen (Abb. 5.14(b)). In den Ab-
bildungen 5.14(c) bis 5.14(e) sind die erwähnten Auswertungen dargestellt. Hierbei
beginnt die Winkelvariable auf der x-Achse bei der „9 Uhr-Stellung“ und läuft dann
gegen den Uhrzeigersinn bis zu ihrem Startwert weiter. Man erkennt, dass die be-
rechneten Werte eine sehr gute Übereinstimmung mit den gemessenen Daten aus
der Kameraaufnahme zeigen. Eine angepasste Gaußfunktion an das Intensitätsmaxi-
mum ergibt eine Breite in x-Richtung von 39.4µm und eine Breite von 62.3µm in
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y-Richtung. Das Minimum des Potentials beträgt −6.3Erec, das Maximum liegt bei−3.4Erec. Daraus ergibt sich eine Tiefe der aufgeprägten Modulation von 0.47. Die
Lichtleistung, nach Passieren der Blendengeometrie beträgt 0.92 mW.
Wählt man eine Blendengröße von 1.84 mm, so entsteht, wie man in Abbildung
5.15 erkennt, zusätzlich das charakteristische Intensitätsmaximum im Zentrum der























































































Abbildung 5.15.: Einfluss auf Intensitätsverteilung der konischen Refraktion durch ei-
ne Kreisblende mit einem Segment und einem Radius von 1.84 mm:
(a) berechnete Intensitätsverteilung, (b) Kameraaufnahme der In-
tensitätsverteilung, (c) Lichtintensität bzw. Potentialhöhe der Ver-
teilung, (d) radialer Abstand des Intensitätsmaximum vom Zen-
trum, (e) Fallenfrequenz
gegenüberliegenden Seite, ein Intensitätsmaximum. Jedoch erscheint, im Gegensatz
zur Konfiguration des Einzelrings, auf der dem Maximum entgegen gesetzten Sei-
te ein zusätzliches abgeschwächtes Intensitätsmaximum. Dieses Verhalten lässt sich
sowohl in den Berechnungen als auch den experimentellen Daten erkennen. Die Brei-
ten des ausgeprägten Maximums betragen in diesem Fall 21.6µm in x-Richtung und
50.2µm in y-Richtung. Da die Breite in radialer Richtung der Ringverteilung mit der
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Breite des Eingangsstrahls verknüpft ist, erklärt dies die unterschiedlichen Breiten
der Anpassungen von kleiner und großer Blendenöffnung. Die Breite in x-Richtung
entspricht den effektiven Strahlradien w0,eff, die in Abschnitt 5.3 abgeschätzt wur-
den. Die Modulationstiefe beträgt bei dieser Konfiguration 0.47, was sich aus einer
minimalen Potentialtiefe von −16.6 Erec und einer maximalen Potential von −8.9 Erec
ergibt. Die Gesamtleistung im Lichtfeld beträgt 1.60 mW. Die errechneten Potenti-
alwerte sind, zum einen durch die kleinere Strukturbreite, zum anderen durch die

























































































Abbildung 5.16.: Einfluss auf Intensitätsverteilung der konischen Refraktion durch
eine Kreisblende mit zwei Segmenten und einem Radius von
0.92 mm: (a) berechnete Intensitätsverteilung, (b) Kameraaufnah-
me der Intensitätsverteilung, (c) Lichtintensität bzw. Potentialhöhe
der Verteilung, (d) radialer Abstand des Intensitätsmaximum vom
Zentrum, (e) Fallenfrequenz
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Werden nun zwei, auf entgegen gesetzten Seiten positionierte Blendensegmen-
te eingefügt, so erkennt man, dass in der Intensitätsverteilung der konischen Re-
fraktion ebenso zwei Intensitätsmaxima ausgebildet werden. Wählt man eine Blende
um die Einzelringgeometrie, wie in Abbildung 5.16, beobachten zu können, erkennt
man zwei Intensitätsmaxima gleicher Form mit Breiten von 36.7µm in x-Richtung
und 64.8µm in y-Richtung. Aus der minimalen und maximalen Potentialhöhe von
−5.0Erec und −2.5 Erec ergibt sich eine Modulationstiefe von 0.50. Die Lichtleistung
beträgt in diesem Fall 0.82 mW.
Wählt man eine Blende mit Radius 1.84 mm, so ergibt sich eine Intensitätsver-





















































































Abbildung 5.17.: Einfluss auf Intensitätsverteilung der konischen Refraktion durch ei-
ne Kreisblende mit zwei Segmenten und einem Radius von 1.84 mm:
(a) berechnete Intensitätsverteilung, (b) Kameraaufnahme der In-
tensitätsverteilung, (c) Lichtintensität bzw. Potentialhöhe der Ver-
teilung, (d) radialer Abstand des Intensitätsmaximum vom Zen-
trum, (e) Fallenfrequenz
tensitätsmaxima im Ringbereich sind klar zu erkennen und haben eine Breite von
20.8µm in x-Richtung und 40.4µm in y-Richtung. Ebenso erkennt man das charak-
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teristische zentrale Intensitätsmaximum. Die Gesamtleistung ergibt einen Wert von
1.42 mW, wodurch sich Potentialhöhen von −17.7Erec und −5.9Erec im Minimum






















































































Abbildung 5.18.: Einfluss auf Intensitätsverteilung der konischen Refraktion durch ei-
ne Kreisblende mit drei Segmenten und einem Radius von 0.92 mm:
(a) berechnete Intensitätsverteilung, (b) Kameraaufnahme der In-
tensitätsverteilung, (c) Lichtintensität bzw. Potentialhöhe der Ver-
teilung, (d) radialer Abstand des Intensitätsmaximum vom Zen-
trum, (e) Fallenfrequenz
In Abbildung 5.18 ist die Intensitätsverteilung einer Blende aus drei Blendenseg-
menten dargestellt. Die Segmente sind symmetrisch in Abständen von 120 ◦ auf der
Blende angeordnet. Die Maxima haben eine Breite von 41.2µm in x-Richtung und
51.6µm in y-Richtung. Die Leistung der Intensitätsverteilung beträgt 0.72 mW. Aus
den Potentialhöhen ergibt sich eine Modulation des Potentials von 0.56, wobei hier























































































Abbildung 5.19.: Einfluss auf Intensitätsverteilung der konischen Refraktion durch ei-
ne Kreisblende mit vier Segmenten und einem Radius von 0.92 mm:
(a) berechnete Intensitätsverteilung, (b) Kameraaufnahme der In-
tensitätsverteilung, (c) Lichtintensität bzw. Potentialhöhe der Ver-
teilung, (d) radialer Abstand des Intensitätsmaximum vom Zen-
trum, (e) Fallenfrequenz
In Abbildung 5.19 ist die Intensitätsverteilung der konischen Refraktion aus ei-
ner Blende mit vier symmetrisch angeordneten Blendensegmenten gezeigt. Für die
Auswertung wurden die Daten der Kameraaufnahme um 45 ◦ gegen den Uhrzeiger-
sinn gedreht, um sie mit den berechneten Werten vergleichen zu können. Die Auswer-
tung der Breiten ergibt Werte von 41.8µm in x-Richtung und 52.8µm in y-Richtung.
Die Lichtleistung, abgeschwächt durch die weiteren Blendensegmente, beträgt nur
noch 0.61 mW. Betrachtet man die Potentialwerte von −2.9 Erec und −1.9 Erec, so
ergibt sich daraus eine Modulation von 0.34, die auf das Potential aufgeprägt wird.
In Abbildung 5.20 wird der Einsatz der großen Segmentblende mit vier Seg-
mentteilen demonstriert. Man erhält eine Breite in x-Richtung von 23.8µm und
29.4µm in y-Richtung. Betrachtet man die Kameraaufnahmen der Intensitätsvertei-
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lungen der Blenden mit vier Segmentstücken, so ist die fundamentale Struktur der
vier Intensitätsmaxima noch gut zu erkennen, der direkte Vergleich mit den berech-
neten Verteilungen zeigt aber eindeutige Abweichungen. Die Modulationtiefe beträgt
0.63, was sich aus einer Potentialhöhe von −10.0Erec im Minimum und −3.7 Erec im




















































































Abbildung 5.20.: Einfluss auf Intensitätsverteilung der konischen Refraktion durch ei-
ne Kreisblende mit vier Segmenten und einem Radius von 1.82 mm:
(a) berechnete Intensitätsverteilung, (b) Kameraaufnahme der In-
tensitätsverteilung, (c) Lichtintensität bzw. Potentialhöhe der Ver-
teilung, (d) radialer Abstand des Intensitätsmaximum vom Zen-
trum, (e) Fallenfrequenz
5.5.3 Ergebnisse der Betrachtung segmentierter Kreisblenden
Aus den vergleichenden Darstellung der aufgenommenen Intensitätsverteilung der
konischen Refraktion und der berechneten Lichtverteilung lässt sich zeigen, dass es
möglich ist eine Intensitätsmodulation auf das Lichtfeld aufzuprägen. Diese Modula-
tion lässt sich experimentell bis zu einer Segmentzahl von vier eindeutig beobachten,
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die Berechnungen der Lichtfelder sind in sehr guter Übereinstimmung mit den ge-
messenen Lichtverteilungen.
Wird eine kleine Blendengeometrie mit einem Radius von 0.92 mm und einer
Segmentbreite 0.2 × pi rad verwendet, so lassen sich Einzelringverteilungen mit In-
tensitätsmaxima entsprechend der Segmentanzahl beobachten. Die Parameter der
Auswertung sind in Tabelle 5.1 zusammengefasst. Bis zu einer Segmentanzahl von
Segment- Gaußbreite / µm Potentialtiefe / Erec Lichtleistung nach
anzahl x / µm y / µm Min Max Modulation Blende / mW
1 39.4 62.3 -6.3 -3.4 0.47 0.92
2 36.7 64.8 -5.0 -2.5 0.50 0.82
3 41.2 51.6 -4.2 -1.8 0.56 0.72
4 41.8 52.8 -2.9 -1.9 0.34 0.61
Tabelle 5.1.: Übersicht der Parameter der durch Keilblenden modulierten Intensitäts-
verteilung der konischen Refraktion. Der Radius der Blende beträgt
0.92mm.
drei spiegelt die berechnete Lichtverteilung die gemessene Verteilungen sehr gut wie-
der. Die Berechnung kann somit in guter Näherung in eine Parameterbestimmung
weiterer Experimente, beispielsweise für den Einsatz als Dipolpotentialgeometrie für
kalte Atome, einfließen. Ab einer Segmentanzahl von vier sind Abweichungen der
experimentellen Aufnahmen von den berechneten Verteilungen zu erkennen. Durch
die zusätzliche Absorption der verwendeten Blendengeometrien sinkt die Lichtleis-
tung mit steigender Segmentanzahl. Mit steigender Segmentanzahl nimmt zu Beginn
die Modulation der Lichtverteilung zu, ab vier Segmenten können jedoch die einzel-
nen Intensitätsmaxima zunehmend nicht mehr von einander getrennt werden und
die Modulation nimmt wieder ab.
Die Parameter für eine segmentierte Blende mit einem Radius von 1.84 mm sind
in Tabelle 5.2 zusammengestellt. Die Intensitätsverteilung zeigt das charakteristische
zusätzliche Intensitätsmaximum im Zentrum, die Ringstruktur ist im Vergleich zur
Einzelringverteilung schmaler. Die Lichtleistung ist aufgrund des größeren Durch-
messers insgesamt größer und nimmt ebenso mit steigender Segmentanzahl ab.
Aufgrund der höheren Leistung und der kleineren Strukturbreite sind die absolu-
ten Intensitäten bzw. Potentialhöhen im Vergleich zur Einzelringverteilung größer.
Bei einer Blende mit einem Segment zeigt sich, dass die Lichtverteilung nicht nur ein
Intensitätsmaximum aufweist, so wie es im Fall der Einzelringverteilung der Fall war,
sondern ein zusätzliches Maximum auf der im Ring gegenüberliegenden Seite ent-
steht. Dieses Verhalten ist jedoch nur bei ungerader Segmentanzahl zu beobachten.
Die Modulationstiefe ist im Vergleich zur Einzelringanordnung zwar erhöht, jedoch
sind die Abweichungen der experimentell aufgenommenen Lichtfelder von den be-
rechneten Lichtverteilungen stärker; die Justage des experimentellen Aufbaus ist im
Fall der großen Blende, im Vergleich zum Einsatz einer kleinen Blende, insgesamt
anspruchsvoller und anfälliger für Fehljustage.
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Segment- Gaußbreite / µm Potentialtiefe / Erec Lichtleistung nach
anzahl x / µm y / µm Min Max Modulation Blende / mW
1 21.6 50.2 -16.6 -8.9 0.47 1.60
2 20.8 40.4 -17.7 -5.9 0.67 1.42
4 23.8 29.4 -10.0 -3.7 0.63 1.07
Tabelle 5.2.: Übersicht der Parameter der durch Keilblenden modulierten Intensitäts-
verteilung der konischen Refraktion. Der Radius der Blende beträgt
1.84 mm.
Zusammenfassend lässt sich sagen, dass bis zu einer Segmentanzahl von vier
Blendensegmenten die Erzeugung von eindeutigen Intensitätsmodulationen der
Ringverteilung der konischen Refraktion erfolgreich war und die experimentell ge-
messenen Intensitätsverteilungen sehr gut mit den berechneten Werten überein stim-
men. Die gemessenen Breiten der Intensitätsmaxima sind in den Tabellen 5.1 und 5.2
für eine kleine bzw. große Keilblende abschließend zusammengefasst. Bei experimen-
tellen Untersuchungen von Segmentblenden mit höherer Anzahl zeigte sich, dass die






Mit Hilfe der in den zwei vorherigen Kapiteln theoretisch und experimentell unter-
suchten Lichtfelder der konischen Refraktion, welche durch unterschiedliche Blen-
dengeometrien variiert werden können, sollen im folgenden Abschnitt Experimen-
te mit Bose-Einstein-Kondensaten in ringförmigen Potentialgeometrien durchgeführt
werden. Im ersten Abschnitt 6.1 wird ein Überblick über die möglichen Anwendun-
gen solcher Systeme gegeben, sowie Möglichkeiten der experimentellen Umsetzung
vorgestellt. Anschließend wird in Abschnitt 6.2 der in dieser Arbeit verwendete Auf-
bau für die Untersuchung der Lichtfeldstrukturen als dynamisch variable Dipolpo-
tentialgeometrien vorgestellt. Mit Hilfe der DMD-Einheit wird in Abschnitt 6.3 das
dynamische Umformen der Potentialgeometrie und des darin eingeschlossenen Kon-
densats, von einer einfach zusammenhängenden harmonischen zu einer mehrfach
zusammenhängenden ringförmigen Geometrie, vorgestellt und untersucht. In Ab-
schnitt 6.4 wird untersucht, ob Lichtfelder der konischen Refraktion, welche durch
Keilblenden auf der DMD-Einheit erzeugt werden, dazu genutzt werden können, um
kondensierte Atomensembles in Rotation zu versetzten.
Die gezeigten atomaren Dichteverteilungen werden mit Hilfe einer Falschfar-
bendarstellung wiedergegeben. Der hierbei verwendete Farbverlauf ist in Anhang A
erläutert. Der Maximalwert der Farbskala wird auf die maximal bestimmte Atomzahl
normiert.
6.1 Bose-Einstein-Kondensate in ringförmigen Wellenleitern
Das Kombinieren von Quantenobjekten wie Bose-Einstein-Kondensaten und diverser
Potentialgeometrien hat in den vergangenen Jahren zur Entwicklung unterschied-
lichster Forschungsgegenstände geführt. Durch die Wahl der einschließenden Po-
tentialformen können die Eigenschaften dieser makroskopischen Quantenobjekte
gezielt verändert und ausgenutzt werden. So kann etwa durch starken Einschluss
in ein bis zwei räumlichen Dimensionen die Dynamik der Quantenobjekte auf die
verbleibenden Raumdimensionen beschränkt werden. In solchen Systemen konnten
beispielsweise die hierfür charakteristischen Quantenphasenübergänge zum Mott-
Isolator [115], der Berezinskii–Kosterlitz–Thouless-Übergang in zwei dimensionalen
Systemen [116] oder der Übergang zum Tonks-Giradeau Gas in ein dimensionalen
Systemen [117] beobachtet werden.
101
Besonderes Interesse besteht in der Realisation von ringförmigen Potentialgeo-
metrien, welche ein ideales (quasi) eindimensionales System mit periodischen Rand-
bedingungen darstellt. Solche Ringpotentiale lassen sich beispielsweise mit Hilfe von
statischen Magnetfeldkonfigurationen [118], durch Radiofrequenz gekoppelte Ma-
gnetfallen [119,120] oder durch zeitlich gemittelte Magnetfeldpotentiale [121,122]
erzeugen.
Ebenso lässt sich durch Ausnutzen der Dipolwechselwirkung von polarisierba-
ren neutralen Atomen mit externen Lichtfeldern, siehe Abschnitt 2.2, eine Potential-
struktur der Form des eingesetzten Lichtfeldes herstellen. Mit Hilfe zylinderförmiger
Laguerre Lasermoden [123, 124] oder durch zeitlich gemittelte, kreisförmig beweg-
te Laserstrahlen [125, 126] konnten bereits erfolgreich Ringpotentiale mit Konden-
satverteilungen erzeugt werden. Ebenso bietet es sich an durch direkt abgebildete
Intensitätsmasken [127] z.B. mit DMD-Modulen [128–130] beliebige, auch kreis-
förmige Lichtverteilungen zu erzeugen. Eine weitere Möglichkeit bieten direkt auf
optische Elemente wie Faserferulen aufgebrachte Phasenplatten [131], die ringför-
mige Lichtverteilungen erzeugen können. Es können aber auch Kombinationen aus
magnetischen und optischen Potentialgeometrien zur Erzeugung von ringförmigen
Potentialen eingesetzt werden [26].
Die in dieser Arbeit verwendete Technik der konischen Refraktion ist ebenso in
der Lage ringförmige Lichtverteilungen zu erzeugen, welche zusätzlich in ihrer Form
dynamisch verändert werden können (Abschnitt 5.3 und 5.5). In vorherigen Arbeiten
wurde ein Lichtfeld der konischen Refraktion für das Speichern und Führen von BECs
verwendet [63, 99, 100] und gezeigt, dass ein Umladen und Führen ohne Verlust
der Kohärenz stattfindet [63]. Diese Potentialstrukur aus Lichtfeldern der konischen
Refraktion lässt sich beispielsweise für geführte Ringinterferometer benutzten [39,
43].
Das Interesse an geschlossenen Potentialgeometrien, im speziellen an Ringgeo-
metrien, zeigt sich an der Vielzahl von wissenschaftlichen Veröffentlichungen in die-
sem Themenbereich, der oft unter dem Schlagwort Atomtronics zusammengefasst
wird [132]. Hierbei liegt ein Schwerpunkt auf dem Nachbauen von elektronischen
Schaltkreisen und Komponenten, wie z.B. Batterien [133], Dioden [134] und Tran-
sistoren [135, 136], welche nun mit kohärenten Quantenobjekten als Informations-
träger realisiert werden.
Eine der besonderen Eigenschaften von BECs ist sein superfluides Verhalten, wo-
bei die Relation [31]
v (~r, t) =
ħh
m
∇φ (~r, t) (6.1)
für die Geschwindigkeitsverteilung v eines Kondensat gilt, welches mittels einer Wel-
lenfunktion der einfachen Formψ (~r, t) =
p
n (~r, t) eiφ(~r,t) beschrieben werden kann.
Daraus ergibt sich direkt die Rotationsfreiheit des Geschwindigkeitsfelds ∇× v = 0.
Aus der Voraussetzung, dass sich die Phase der Wellenfunktion bei einem Umlauf
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welche durch einen Vortex erfüllt wird. Dieser beschreibt einen superfluiden Fluss
um ein Zentrum, wobei sich die Geschwindigkeit v ∼ 1/r proportional mit dem Ab-
stand r zum Zentrum verändert. In diesem Zentrum bildet sich ein Kern aus, indem
die Atomdichte null ist. Diese Vortices konnten in Kondensaten, welche mit Hilfe
eines zusätzlichen rotierenden Potentials angeregt wurden, bereits beobachtet wer-
den [137, 138]. Hierbei lassen sich Stellen in der Dichteverteilung beobachten, in
denen die Dichte auf Null abgesunken ist. Typischerweise entstehen mehrere Vorti-
ces mit Quantenzahl n = 1, welche sich in einer Gitterstruktur anordnen [139]. Die
Stabilität von Vortices, vor allem von Vortices mit höheren Quantenzahlen, lässt sich
durch Kondensate in Ringpotentialen deutlich erhöhen [140]. Die Möglichkeit stabile
ringförmige Kondensatwellenfunktionen mit Hilfe von Ringpotentialen zu erzeugen
bietet somit einen vielversprechenden Ansatz, um die superfluiden bzw. quantenme-
chanischen Eigenschaften von BECs gezielt experimentell auszunutzen und untersu-
chen zu können. Zum Anregen eines superfluiden Flusses eines Kondensats in ring-
förmigen Fallen haben sich sowohl das „Rühren“ mit Hilfe von attraktiven Potential-
senken oder repulsiven Potentialbarrieren [26], aber auch das Aufprägen einer Rota-
tionsbewegung mittels Zwei-Photonen-Ramananregungen durch Laguerre-Strahlen,
welche einen optischen Bahndrehimpuls tragen [140], als Technik erfolgreich eta-
bliert. Durch Einstrahlen von repulsiven Barrieren in das Ringpotential lassen sich
ebenso Tunnelbarrieren aufprägen und an diesen das quantenmechanische Passieren
der Kondensatwellenfunktion beobachten [141]. Solche Systeme aus ringförmigen
Kondensatverteilungen mit einer oder mehreren Tunnelbarrieren [142] lassen sich
benutzten, um daran den Josephson-Effekt [143] und darauf basierend Quantensen-
soren zur Feldmessung, sogenannte SQUIDs, zu realisieren [27,124].
Eine weitere Möglichkeit, um die Dynamik von BECs in eindimensionalen Ring-
geometrien zu untersuchen besteht in der Konfiguration eines Ringgitters, wobei die
einzelnen Potentialminima nur über Tunnelwechselwirkung an ihre nächsten Nach-
barn koppeln [144]. Solche Ringgitter können beispielsweise als SQUIDs oder zu
Quantenberechnungen benutzt werden [145,146].
Mit Hilfe eines durch konische Refraktion erzeugten Lichtfeldes und dem zusätz-
lichen Einsatz einer DMD-Einheit soll in den folgenden Kapiteln gezeigt werden, dass
sich dieses System, in dem skizzierten thematischen Kontext, einsetzten lässt. Dabei
stellt sich die Frage, ob es möglich ist, mit Hilfe der DMD-Einheit die Potentialgeome-
trie dynamisch verändern zu können und ob diese Änderung adiabatisch, d.h. ohne
Anregung eines darin gespeicherten Kondensats, abläuft. Es bleibt zu zeigen, ob die
in Abschnitt 5.1 gezeigten Schwankungen der Lichtleistung beim Umschalten zwi-
schen verschiedenen Blendenbildern auf der DMD-Einheit zum Aufheizen der Atome
führen oder ob diese Dynamik so schnell abläuft, dass die gespeicherten Atome ein
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zeitlich gemitteltes Potential wahrnehmen. Aus den Arbeiten mit zeitlich gemittelten
Potentialen ist bereits bekannt, dass die Änderungsfrequenz des Lichtfeldes etwa das
Zehnfache der Fallenfrequenz betragen muss [147].
6.2 Experimenteller Aufbau zum Untersuchen der Dipolfallenstrukturen
Die in den vorangegangenen Kapiteln vorgestellten Lichtfelder der konischen Re-
fraktion sollen nun über die Vermittlung der optischen Dipolwechselwirkung genutzt
werden, um Potentialstrukturen für BECs zu erzeugen. Dabei können die Lichtstruk-
turen abhängig von ihrer Verstimmung als repulsive bzw. attraktive Potentialstruktu-
ren auf die Atome wirken (siehe Abschnitt 2.2). Dazu wird der in Abschnitt 5.2 vor-
gestellte optische Aufbau in das Experiment integriert, die Lichtfelder in die Vakuum-
kammer geleitet und daraufhin mit den bereitgestellten Kondensaten in Wechselwir-
kung gebracht. Der optische Aufbau des Experiments ist in Abbildung 6.1 dargestellt.























Abbildung 6.1.: Schematischer Aufbau zur Erzeugung der Dipolfallenstruktur aus ko-
nischer Refraktion und Lichtteppich. Das Lichtfeld der konischen Re-
fraktion wird über zwei Abbildungsoptiken in die Vakuumkammer
abgebildet. Das Lichtfeld kann simultan über eine weitere Abbildung
auf einer CCD-Kamera überwacht werden.
konischen Refraktion. Über die beiden Abbildungsoptiken f2 − f3 und f6 − f7 wird
diese Struktur in die Vakuumkammer abgebildet und kann als Dipolpotential wir-
ken. In der Horizontalen wird zusätzlich das Lichtteppichpotential eingestrahlt und
dient dazu, die Atome in einer Ebene gegen die Gravitation zu halten. Diese beiden
Lichtfelder in Superposition dienen als Potentialstrukturen für das dort erzeugte BEC.
Dieses wird daraufhin in den Potentialstrukturen mittels Absorptionsdetektion abge-
bildet. Zusätzlich kann die Intensitätsverteilung über die Abbildungsoptiken f2 − f3
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und f4 − f5 mit Hilfe einer CCD-Kamera dargestellt und während des Experimen-
tierens kontrolliert werden. Die Konfiguration der unterschiedlichen, am Experiment






Abbildung 6.2.: Aufsicht auf die verwendeten Dipolfallenstrukturen. Im Kreuzungs-
punkt der beiden linearen Dipolfallen entsteht durch evaporatives
Kühlen das BEC. Das Lichtteppichpotential befindet sich in der, durch
die gekreuzte Dipolfalle, aufgespannten Ebene. Senkrecht dazu wird
das Ringpotential der konischen Refraktion eingestrahlt.
Dipolfalle, in welcher die Evaporation der kalten Atome bis hin zur Kondensation
stattfindet, ist in horizontaler und vertikaler Richtung eingezeichnet. Am Kreuzungs-
punkt, der auch als Referenzpunkt für die Lichtfeld bzw. Potentialstrukturen dient,
wird das BEC erzeugt. In der Ebene der gekreuzten Dipolfalle liegt zusätzlich das
Lichtfeld des Lichtteppichs und senkrecht dazu wird das Lichtfeld der konischen Re-
fraktion eingestrahlt. Je nach Lichtfeldgeometrie der konischen Refraktion wird sein
Ort relativ zum Kreuzungspunkt eingestellt. Im gezeigten Bild ist ein einzelnes, blau
verstimmtes, ringförmiges Lichtfeld skizziert, dessen Zentrum hier als harmonisches
Dipolpotential dient.
6.2.1 Abbildung und Abbildungsmaßstab der Lichtfelder der konischen
Refraktion
Mit den eingesetzten Teleskopanordnungen lässt sich ein Abbildungsmaßstab für die
Wiederabbildung der erzeugten Lichtfelder der konischen Refraktion in der Fokal-
ebene der Linse f1 angeben. Für die erste Abbildung der Linsen f2 = 200 mm und
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f3 = 400 mm ergibt sich eine Vergrößerung um einen Faktor 2, das Teleskop aus
f6 = 400 mm und f7 = 300mm erzeugt ein Bild, welches um einen Faktor 0.75
verkleinert. Somit sollte von den im Abschnitt 4 vorgestellten Lichtfeldern zu den Di-
polpotentialstrukturen in der Vakuumkammer eine Vergrößerung um den Faktor 1.5
erfolgen.
Aus Absorptionsdetektionsaufnahmen eines Kondensats in ringförmigen Dipol-
potentialstrukturen der konischen Refraktion kann der Radius der Dipolpotential-
geometrie bestimmt werden. Dies wurde sowohl für Lichtfelder roter als auch blauer
Verstimmung durchgeführt, wodurch sich sowohl der Radius der dunklen als auch
der Radius der hellen Intensitätsstrukturen der konischen Refraktion nach Wieder-
abbildung bestimmen lassen. Eine typische Aufnahme der Kondensatverteilung nach
dem Umladen in die dunkle Ringstruktur eines Dipolpotentials der konischen Re-
fraktion ist in Abbildung 6.3(a) gezeigt. Das Lichtfeld entspricht hierbei einer in
Abschnitt 5.3 beschriebenen Form; die Atome haben sich im dunklen Ringbereich
ausgebreitet. Der Radius der Atomverteilung, der sich aus einer Auswertung von 20
solcher Aufnahmen ergibt, hat einen Wert von (30.5± 2.1) µm.


























Abbildung 6.3.: (a) Typische Aufnahme der Dichteverteilung der im ringförmigen Di-
polpotential eingeschlossenen Atome. Die Atome sind hierbei im re-
pulsiven Potential der konischen Refraktion eingeschlossen. (b) Dar-
aus errechnete azimutale Auftragung des Radius der Dichtevertei-
lung.
Wird nun Licht mit roter Verstimmung zur Resonanz gewählt, so entsteht ein at-
traktives Potential und die Lichtstrukturen lassen sich direkt durch darin gespeicherte
Atome sichtbar machen. In Abbildung 6.4 ist eine Absorptionsaufnahme eines gespei-
cherten BECs im Ringpotential einer Einzelringgeometrie dargestellt. Aus einer Mess-
reihe ergibt sich ein Mittelwert des Radius der Atomverteilung von (57.8± 3.6) µm.
Vergleicht man nun die beiden experimentell bestimmten Radien der Atomverteilun-
gen mit den gemessenen Radien des dunklen und hellen Rings der Lichtfeldvertei-
lung von 23µm und 43µm, so ergibt sich ein Abbildungsmaßstab von 1.33 ± 0.09
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Abbildung 6.4.: (a) Typische Aufnahme der Dichteverteilung der im ringförmigen
Dipolpotential eingeschlossenen Atome. Die Atome sind hierbei im
attraktiven Potential der konischen Refraktion eingeschlossen. (b)
Daraus errechnete azimutale Auftragung des Radius der Dichtever-
teilung.
dungslinse f2 um 2 cm vom nominellen Abstand f1 + f2 abweicht, so ergibt eine Be-
rechnung mit Hilfe der Matrizenoptik einen Abbildungsmaßstab des ersten Teleskops
von 1.8. Daraus berechnet sich ein realer Abbildungsmaßstab der Intensitätsvertei-
lung der konischen Refraktion von 1.8·3/4 = 1.35, welcher in guter Übereinstimmung
mit den experimentell gemessenen Werten steht.
Die in Abschnitt 4 bestimmten Längenmaße der Lichtverteilung müssen mit dem
experimentellen Abbildungsmaßstab von 1.34 multipliziert werden, um die Maße
des Dipolpotentials am Ort der Atome zu erhalten. Die bestimmten Potentialtiefen
aus den Intensitätverteilungen der Fokalebene müssen mit einem Faktor (1/1.34)2
multipliziert werden, um die Potentialtiefen in der Vakuumkammer zu erhalten. Die
Fallenfrequenzen skalieren ebenso mit den Faktor (1/1.34)2.
6.2.2 Experimenteller Ablauf zur Untersuchung der Potentialeigenschaften
Der Ausgangspunkt von Experimenten mit BECs in Potentialen der konischen Refrak-
tion ist eine Kondensat, welches im Kreuzungspunkt der beiden Dipolfallenstrahlen
nach der Evaporationsphase entsteht. Innerhalb von 40 ms wird die Leistung und so-
mit die Potentialtiefe der gekreuzten Dipolfalle linear herabgesetzt und im gleichen
Zeitraum die Potentialtiefe von Lichtteppich und Ring linear erhöht. Nach diesem
Umladeprozess, der möglichst adiabatisch und somit ohne Anregung des Kondensats
stattfindet, wird die gekreuzte Dipolfalle ausgeschaltet und das Kondensat befindet
sich in der zu untersuchenden Potentialstruktur. Nun kann die Geometrie der Poten-
tialstruktur, über verschiedene Blendenformen, die auf der DMD-Einheit in zeitlicher
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Abfolge über eine Zeit T1 abgespielt werden, verändert werden. Anschließend kann
das Kondensat in einer Potentialgeometrie für eine Zeit T2 gehalten und nach dem
Abschalten der Lichtfelder und entsprechender Wartezeit Ttof abgebildet werden. In















Abbildung 6.5.: Experimenteller Ablauf zum Umladen des Kondensats aus gekreuz-
ter Dipolfalle in das Ringpotential. Nach Transfer kann die Struktur
von Potential und Dichteverteilung über Änderung der Blende modi-
fiziert werden. Nach optionaler Halte- und Flugzeit wird die Dichte-
verteilung detektiert.
6.3 Transformation der Ringtopologie durch dynamische Kreisblenden
Der Ablauf des Experiments besteht aus der im vorherigen Abschnitt 6.2.2 vorgestell-
ten zeitlichen Sequenz. Hierbei wird das Lichtteppichpotiential auf ein Photodioden-
signal von 3 V während des Experiments stabilisiert, was einer optischen Leistung
von 115 mW entspricht. Die Fallenfrequenz des Lichtteppichpotentials für diese ty-
pischen Experimentparameter beträgt 169× 2piHz [63]. Die Leistung des Ringlich-
tes wird zwischen ca. 1 und 10 mW, je nach Blendengröße und Photodiodensignal,
stabilisiert. Die Wellenlänge des verwendeten Ringlichtes für dieses Experiment be-
trägt 794 nm, das entstehende Dipolpotential wirkt somit repulsiv auf die Atome.
Typischerweise wird während des Umladens in das kombinierte Dipolpotential aus
Ring und Lichtteppich ein einzelnes Ringpotential, wie in Abbildung 6.6(a) darge-
stellt, eingestrahlt. Die Erzeugung des Lichtfeldes wurde in Abschnitt 5.3 bereits
detailliert vorgestellt und die gute Übereinstimmung von berechneter und gemes-
sener Intensitätsverteilung gezeigt. Die aus der Lichtverteilung abgeleiteten Größen
des Potentials werden in den nachfolgenden Ausführungen auf Basis der theoreti-
schen Beschreibung der konischen Refraktion angestellt. Der Blendenradius der auf
der DMD-Einheit hierfür dargestellten Kreisblende beträgt 0.92 mm. Aus einer An-
passung einer Gaußfunktion bzw. einer quadratischen Funktion an das Maximum
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Abbildung 6.6.: Schnitt durch die Potentialstruktur der konischen Refraktion am Ort
der Atome: (a) Bei einer Blende mit Radius 0.92 mm und einer Ge-
samtleistung von 4.7 mW, entsprechend einem Photodiodensignal
von 5 V. (b) Bei einer Blende mit Radius 1.84 mm und einer Gesamt-
leistung von 1.6 mW, entsprechend einem Photodiodensignal von
1 V.
bzw. Minimum der Potentialstruktur am Ort der Atome lassen sich die wichtigen
Parameter der Potentialstrukturen bestimmen. Das erzeugte Maximum des Poten-
tials liegt bei einem Radius von 57µm und hat einer Gaußbreite von 67µm. Die
Gaußbreite des zentralen Minimums der Potentialstruktur beträgt 57µm. Betrachtet
man das zentrale Minimum als Dipolpotentialminimum für ein darin eingeschlosse-
nes Kondensat, so lässt sich dessen Fallentiefe bzw. Fallenfrequenz in Abhängigkeit
der optischen Leistung am Ort der Atome angeben. Dieser Zusammenhang ist in den
Abbildungen 6.7 dargestellt. Nachdem die Transformation des ringförmigen Dipolpo-
tentials abgeschlossen ist, wirkt die in Abbildung 6.6(b) gezeigte Konfiguration als Di-
polpotential auf das Kondensat ein. Die Blende an der DMD-Einheit hat hierbei einen
Radius von 1.84 mm. Das Kondensat verteilt sich in der ringförmigen dunklen Poten-
tialstruktur zwischen zentralem Maximum und der äußeren Ringstruktur. Der Radius
der dunklen Ringstruktur beträgt nun 31µm, das Intensitätsmaximum befindet sich
bei einem Radius von 59µm. Die Gaußbreite des Potentialminimums beträgt etwa
34µm, die Breite des Potentialmaximums 33µm. Die Potentialtiefe sowie die Fallen-
frequenz des Potentialminimums, welches als Fallenstruktur für das eingeschlossene
Kondensat dient, sind in den Abbildungen 6.8 dargestellt.
Transformation
Um den Übergang zwischen den zwei dargestellten Potentialgeometrien durch-
zuführen wird auf der DMD-Einheit eine Bildersequenz aus 48 Kreisblenden abge-
speichert, wobei der Radius der Kreisblenden linear vom Anfangswert von 0.92 auf
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Abbildung 6.7.: Für ein Dipolpotential aus einem einzelnen Ring der konischen Re-
fraktion (siehe Abb. 6.6(a)) ist die Fallentiefe (a) und die Fallenfre-
quenz (b) in Abhängigkeit der optischen Leistung aufgetragen. Dies
entspricht einem Regelsignal von 1 bis 10 V.






































Abbildung 6.8.: Für ein Dipolpotential aus zentralem Maximum und umgebenden
Ring der konischen Refraktion (siehe Abb. 6.6(b)) ist die Fallentiefe
(a) und die Fallenfrequenz (b) in Abhängigkeit der optischen Leis-
tung aufgetragen. Dies entspricht einem Regelsignal von 0.1 bis 5 V.
1.84 mm anwächst, was einer Zunahme des Blendenradius von ca. 20µm pro Bild
entspricht. Die Dauer des Transformationsprozesses liegt zwischen 40 und 80 ms.
Über eine Pulsform mit entsprechenden Triggersignalen, die in einen Funktionsge-
nerator einprogrammiert werden, kann dieser Prozess gesteuert werden (siehe Ab-
schnitt 5.2.1).
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6.3.1 Untersuchung der Transformationsstrategie durch Temperaturbestimmung
Nach dem Umladen bzw. nach dem Transformieren des Potentials kann mittels Flug-
zeitmessung die Temperatur des Atomensembles bestimmt werden. Aus einer Er-
höhung der Temperatur kann abgeleitet werden, dass Energie an das Atomensemble
übertragen wurde. Diese Temperaturerhöhung kann schließlich dazu führen, dass die
Phasenraumdichte des Ensembles soweit abnimmt, dass keine kondensierte Atom-
phase mehr vorliegt. Um diesen Effekt zu untersuchen, werden die nachfolgenden
Transformationsstrategien angewendet.
Strategie 1
Dazu wird der in Abbildung 6.9 gezeigte Experimentverlauf gewählt, wobei hier
der Transformationsprozess in zwei Teile geteilt ist. Im ersten Teil wird die Verände-
rung des Blendenradius in 40 ms durchgeführt, im zweiten Teil die Lichtleistung line-
ar auf verschiedene Werte heruntergesetzt. Daran anschließend wird das Ensemble
für 60 ms in der entstandenen Ringgeometrie gehalten. Nach einer variablen freien















Abbildung 6.9.: Zeitlicher Ablauf der Transformationsstrategie 1. Nach Umladen wird
die Transformation der Ringstruktur in 40 ms durchgeführt. Anschlie-
ßend in weiteren 40 ms das Regelsignal der Lichtleistung von 5 V auf
einen Wert zwischen 0.5 und 3.5 V reduziert. Abschließend erfolgt
eine Flugzeitmessung und die Detektion der Atomverteilung.
σ einer angepassten Normalverteilung n (x) und deren zeitlicher Entwicklung kann













wobei kb die Boltzmann-Konstante und m die Atommasse ist. In Abbildung 6.10 sind
die angepassten Breiten der Normalverteilung an die Atomdichte über die Warte-
zeit nach der Experimentsequenz dargestellt. Zusätzlich zu den Experimenten im


























Tcdt= 25.0 nK 
Abbildung 6.10.: Entwicklung der Breite der Atomverteilung über die Länge der Flug-
zeitmessung. Aus einer Anpassung ergibt sich die Temperatur des
Ensembles der verschiedenen Parametereinstellungen.
Ringpotential der konischen Refraktion dient eine Expansionsmessung direkt aus der
gekreuzten Dipolfalle als Referenz für die Ausgangssituation des Kondensats nach der
Evaporation. Der Endwert der linearen Leistungsrampe wird für die übrigen Messun-
gen variiert und ist jeweils vermerkt. Die berechneten Temperaturwerte zusammen
mit der Lichtleistung bzw. der daraus errechneten Fallentiefe des Ringpotentials sind
in Tabelle 6.1 zusammengefasst. Ein Vergleich der Temperaturen nach dem Umla-
gekr. Dipolfalle Ringpotential
Photodiodensignal / V - 0.5 1.5 2.5 3.5
Leistung / mW - 0.8 2.4 4.0 5.7
Potentialtiefe / Erec - 2.1 6.4 10.6 14.9
Temperatur / nK 25.0 74.4 128.5 180.5 259.3
Verhältnis zu Referenztemperatur - 3 5.2 7.2 10.4
Tabelle 6.1.: Zusammenfassung der berechneten Werte der Temperaturmessung und
der Fallenparameter nach Abschluss der Transformationssequenz.
den bzw. Transformieren im Ringpotential der konischen Refraktion zeigt, dass, je
nach eingestrahlter Lichtleistung, die Temperatur um bis zu einer Größenordnung
zugenommen hat, mindestens aber um einen Faktor 3. Betrachtet man die Atom-
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zahl des Ensembles nach dem Transformationsprozess in Abbildung 6.11, so erkennt
man, dass mit fallender Potentialtiefe des Ringpotentials die Teilchenzahl sowie die
Ensembletemperatur abnimmt. Vermutlich wirkt hier während des Absenkens des
Potentials ein evaporativer Kühlmechanismus, der die Temperatur nach der transfor-
mation weiter absenkt.











Abbildung 6.11.: Atomzahl der verbleibenden Atome nach Abschluss der Transfor-
mation, aufgetragen über die finale Potentialtiefe.
Strategie 2
Die Betrachtungen der Potentialtiefen aus Abschnitt 5.3 haben bereits gezeigt,
dass in Abhängigkeit des Blendenradius an der DMD-Einheit die Potentialtiefe stark
variiert. So hat diese bei konstantem Regelsignal der Intensitätssteuerung von kleins-
ter zu größter Blendengeometrie um einen Faktor 3 zugenommen. Eine Strategie, um
die Potentialtiefenänderung während der Transformation möglichst klein zu halten,
wurde dort ebenso erläutert. In Abbildung 6.12 ist der experimentelle Verlauf dazu
skizziert. Nach dem Umladen aus der gekreuzten Dipolfalle in das kombinierte Poten-
tial aus Lichtteppich und Einzelring wird innerhalb von 40 ms die Blende mittels 48
Blendenbildern geöffnet und dadurch die Potentialgeometrie verändert. Dabei wird
das Regelsignal der Lichtleistung von 5 V auf Werte von 2 bis 0.5 V reduziert. Daran
anschließend wird eine Flugzeitmessung durchgeführt und aus dem zeitlichen Ver-
lauf der Breite der Atomverteilung, wie in Abbildung 6.13 dargestellt, die Temperatur
bestimmt. Die absoluten Temperaturwerte dieser Messung liegen hierbei zwischen
61.2 und 149.8 nK; der Vergleich mit der Referenztemperatur eines Kondensats nach
Flugzeitmessung aus der gekreuzten Dipolfalle zeigt jedoch vergleichbare Werte zur
ersten vorgestellten Transformationsstrategie. Die Werte sind zusammenfassend in
















Abbildung 6.12.: Zeitlicher Ablauf der Transformationsstrategie 2. Nach Umladen
wird die Transformation der Ringstruktur zeitgleich mit dem linea-
ren Absenken des Regelsignals der Lichtleistung von 5 auf 1 V in 40
ms durchgeführt. Abschließend erfolgt eine Flugzeitmessung und
die Detektion der Atomverteilung.


























Abbildung 6.13.: Entwicklung der Breite der Atomverteilung über die Länge der Flug-
zeitmessung. Aus einer Anpassung ergibt sich die Temperatur des
Ensembles der verschiedenen Parametereinstellungen.
der Transformation als Funktion des Blendenradius dargestellt. Das lineare Absenken
des Regelsignals führt dazu, dass die Änderung der Fallentiefe sich auf einen Faktor 2
reduziert. Die erreichten Atomtemperaturen nach der Transformation zeigen jedoch
keine signifikante Änderung zur ersten Transformationsstrategie.
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gekr. Dipolfalle Ringpotential
Photodiodensignal / V - 0.5 1.0 2.0
Leistung / mW - 0.8 1.6 3.2
Potentialtiefe / Erec - 2.1 4.2 8.5
Temperatur / nK 21.5 61.2 86.5 149.8
Verhältnis zu Referenztemperatur - 2.8 4.0 7.0
Tabelle 6.2.: Zusammenfassung der berechneten Werte der Temperaturmessung und
der Fallenparameter nach Abschluss der Transformationssequenz.
Für das adiabatische Umladen von Kondensaten in unterschiedliche Potential-
geometrien ist es wichtig, die Änderung der Fallenfrequenz möglichst langsam durch-
zuführen, sodass das Kondensat stets im Grundzustand des momentanen Fallenpo-
tentials bleibt und nicht angeregt wird. Wird jedoch der Verlauf der Fallenfrequenz
als Funktion des Blendenradius, wie er in Abbildung 6.14(b) aufgetragen ist, betrach-
tet, so ist besonders im Anfangsbereich, in dem sich das zentrale Potentialmaximum
ausbildet und sich die Fallengeometrie qualitativ verändert, eine große Änderung der
Fallenfrequenz zu beobachten. Diese starke Änderung der Fallenfrequenz kann somit





nicht mehr erfüllt ist.











































Abbildung 6.14.: (a) Potentialhöhe des äußeren Rings, des Minimums sowie die Dif-
ferenz der Beiden aufgetragen über den Blendenradius. (b) Fallen-




Um sowohl eine möglichst kleine Änderung der Potentialtiefe sowie eine mög-
lichst langsame Änderung der Fallenfrequenz während der Transformation zu ge-
währleisten, wird der in Abbildung 6.15 dargestellte zeitliche Ablauf der Transfor-
mation gewählt. Die Änderung der Blendengröße wird hierfür in zwei Abschnitte ge-
teilt; ein erster, zeitkritischer Abschnitt von einem anfänglichen Radius von 0.92 mm
bis zu einem Radius von 1.38 mm und einem zweiten Abschnitt bis zum endgülti-
gen Radius von 1.84 mm. Der erste zeitkritische Teil der Transformation wird nun
um einen Faktor 2 bzw. 3 auf T1 = 40 bzw. 60 ms verlängert, der zweite Teil in 20 ms
durchgeführt. Das Regelsignal der Intensitätsstabilisierung wird zu Beginn auf 2 V ge-
setzt, wird dann im ersten Abschnitt linear auf 3 V erhöht und im zweiten Abschnitt















Abbildung 6.15.: Zeitlicher Ablauf der Transformationsstrategie 3. Der Transformati-
onsprozess wird in zwei Teilen durchgeführt. Die erste Hälfte der
Blendenänderung wird innerhalb von 40 bzw. 60 ms mit einer Än-
derung des Regelsignals von 2 auf 3 V durchgeführt. Der zweite Teil
wird in 20 ms mit einem Regelsignal von 3 auf 1 V durchgeführt.
Abschließend erfolgt eine Flugzeitmessung und die Detektion der
Atomverteilung.
und Fallenfrequenz sind in Abbildung 6.16 in Abhängigkeit des Blendenradius aufge-
tragen. Eine anschließende Flugzeitmessung ermöglicht daraufhin, die Temperatur
des Atomensembles zu bestimmen. Der zeitliche Entwicklung der Ensemblegröße
über die Länge der Flugzeit ist in Abbildung 6.17 dargestellt und die Ergebnisse in
Tabelle 6.3 zusammengefasst. Die mit Hilfe dieser Transformationsstrategie erreich-
ten Temperaturen sind im Vergleich zur Referenz des Kondensats aus der gekreuzten
Dipolfalle nur noch um 40 % erhöht.
Aus dem Adiabatizitätskriterium nach Gleichung 6.4 folgt, dass die Änderung
der Fallenfrequenz mit der Zeit kleiner als das Quadrat der Fallenfrequenz sein soll,
um sicher im Grundzustand der Fallengeometrie zu verbleiben. In Abbildung 6.18
ist das Quadrat der Fallenfrequenz und die zeitliche Ableitung der Fallenfrequenz
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Abbildung 6.16.: (a) Potentialhöhe des äußeren Rings, des Minimums sowie die Dif-
ferenz der Beiden aufgetragen über den Blendenradius. (b) Fallen-
frequenz des Potentialminimums aufgetragen über den Blendenra-
dius.






















T40ms ramp= 31.4 nK
T60ms ramp= 22.6 nK
Tcdt= 15.9 nK
Abbildung 6.17.: Entwicklung der Breite der Atomverteilung über die Länge der Flug-
zeitmessung. Aus einer Anpassung ergibt sich die Temperatur des
Ensembles der verschiedenen Parametereinstellungen.
über die Zeit der Transformation dargestellt. Man erkennt, dass nach Transformati-
onsstrategie 2 am Punkt des qualitativen Umschlagens von einfach harmonischer zu
ringförmiger Fallengeometrie das Kriterium der Adiabatizität verletzt ist. Das Verhält-
nis ω˙/ω2 beträgt an diesem Punkt 15.5 und ist somit wesentlich größer als 1. Hierbei
kommt es vermutlich zum beobachteten Aufheizen des Atomensembles durch die
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gekr. Dipolfalle Ringpotential
T1 / ms - 40 60
Temperatur / nK 15.9 31.4 22.6
Verhältnis zu Referenztemperatur - 2.0 1.4
ω˙/ω2 - 7.5 5.0
Tabelle 6.3.: Zusammenfassung der berechneten Werte der Temperaturmessung und
einer Abschätzung zum Einhalten der Adiabatizität am kritischen Punkt
der Transformation.
Transformation. Betrachtet man den Verlauf der Fallenfrequenzen der Transforma-
tionsstrategie 3 so erkennt man, dass hier ebenso das Kriterium der Adiabatizität
verletzt wurde, jedoch das Verhältnis ω˙/ω2 auf 5.0 abgesenkt werden konnte.


































Abbildung 6.18.: Quadrat der Fallenfrequenz sowie zeitliche Ableitung der Fallen-
frequenz im zeitlichen Verlauf der Transformation. (a) nach Trans-
formationsstrategie 2: Blendenänderung linear in 40 ms, (b) nach
Transformationsstrategie 3: Blendenänderung in zwei Teilen von 60
und 20 ms.
Fazit der Transformationsstrategie
Mit Hilfe der hier vorgestellten Transformationsstrategie lässt sich ein Atomen-
semble von einer einfach zusammenhängenden harmonischen Geometrie in eine
mehrfach zusammenhängende Ringgeometrie überführen. Die gemessene Tempera-
tur nach dem Transformationsprozess beträgt 22.6 nK und ist damit um 40 % zur Re-
ferenztemperatur der Atome aus dem Potential der gekreuzten Dipolfalle erhöht. Es
hat sich gezeigt, dass das Adiabatizitätskriterium während des Prozesses vermutlich
verletzt wird, was durch eine längere Transformationszeit im Bereich der qualitati-
ven Potentialänderung aber weiter reduziert werden kann. Durch ein Absenken der
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Potentialhöhe nach Abschluss des Transformationsprozesses kann die Ensembletem-
peratur, durch evaporatives Kühlen, noch weiter abgesenkt werden (siehe Messung
aus Tabelle 6.1).
6.3.2 Untersuchung der Kondensateigenschaften nach Transformation
Mit Hilfe der Flugzeitmessungen konnte die Strategie für die Transformation des
Ringpotentials im Hinblick auf die resultierenden Ensembletemperaturen untersucht
und optimiert werden. Ob die ringförmige Atomverteilung nach Abschluss der Trans-
formation jedoch immer noch eine kohärente Materiewelle mit fester Phasenbezie-
hung darstellt, muss weiter untersucht werden. Hierzu wird ein Experiment durch-



























Abbildung 6.19.: Zeitlicher Ablauf des Experiments zum Überprüfen der Phasenko-
härenz. Das Kondensat wird nach Umladen in das Ringpotential
von einer harmonischen Einschlussgeometrie in eine Ringgeome-
trie überführt, dort gehalten und zurück transformiert. Anschlie-
ßend erfolgt eine Ramsey-Interferometersequenz aus zwei zeitlich
getrennten pi/2-Pulsen mit variabler Phasenbeziehung zueinander.
Zum Schluss der Ramseymessung wird die Dichteverteilung detek-
tiert.
bildet die im vorherigen Kapitel vorgestellte Transformationsstrategie. In einem ers-
ten Schritt wird das Kondensat innerhalb von 60 ms in die Ringgeometrie überführt,
kann dort für eine Zeit T1 gehalten werden, wird daraufhin in gleicher Weise wieder
in die harmonische Fallengeometrie zurück transformiert und schließlich für 40 ms
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im Potential gehalten. Anschließend wird die Potentialanordnung ausgeschaltet und
die Atomverteilung mittels eines Ramsey-Interferometers auf seine Interferenzfähig-




























Abbildung 6.20.: Atomverteilung nach Abschluss der Transformation und Ramsey-
messung. Die beiden Interferometerausgänge mit aufgeprägter
Dichtemodulation durch Atominterferenz sind klar zu erkennen.
Die Abhängigkeit der Phase der beobachteten Interferenzstreifen
von der Phasendifferenz zwischen den beiden pi/2-Pulsen lässt sich
klar erkennen. Diese Phasendifferenz ist in den Einzelbildern ver-
merkt und wird von 0 bis 2pi variiert.
zeitlich getrennten pi/2-Pulsen mit einer Wartezeit von 2 ms vor der Ramsey-Sequenz
und einer anschließenden Expansionszeit von 12 ms um die Ausgänge des Interfero-
meters zu trennen. Mit der aus Kapitel 3.3 bekannten Technik wird die Phase zwi-
schen den zwei pi/2-Pulsen variiert, was zu einer Verschiebung der Interferenzstreifen
im Dichteprofil führen muss. Die Rücktransformation der Potentialgeometrie hat den
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Vorteil, dass die entstehende Atomverteilung nach Ausschalten des Potentials und
freier Expansion keine komplizierte Ringstruktur hat, welche sich zusätzlich über die
Zeit der Expansion qualitativ verändern kann. Das zu erwartende Streifenmuster der
Interferenz ist somit auf ein normal-verteiltes Atomensemble aufgeprägt, was eine
weitere Auswertung wesentlich vereinfacht. Die so erzeugten Atomverteilungen sind
in Abbildung 6.20 dargestellt, hierbei ist die Haltezeit in der Ringgeometrie T1 = 0 ms
gewählt worden. Die Interferenzstreifen in der Dichteverteilung sind eindeutig zu er-
kennen. Ebenso erkennt man die Positionsabhängigkeit der Interferenzmaxima von
der eingestellten Phasendifferenz der beiden pi/2-Pulse. Auch dies zeigt, dass die er-
zeugten Strukturen im Dichteprofil durch die Interferenz der beiden Kondensatteile
hervorgerufen wird. Wie in Abschnitt 3.7 gezeigt, lässt sich über die Variation der
Phasenbeziehung zwischen den Bragg-Pulsen eine typische Fourierphasenbeziehung
der Atominterferenz zeigen. Diese ist in Abbildung 6.21 für die oben gezeigte Mess-
reihe dargestellt. In Abbildung 6.21(a) ist die Fourierphase eines jeden Ortspunktes
dargestellt, man kann klar den zu erwartenden Zusammenhang von Phasendifferenz
der Bragg-Pulse und Fourierphase bzw. Phase des Interferenzmusters erkennen. In
Abbildung 6.21(b) ist zusätzlich eine gemittelte Projektion der Fourierphase auf die
x-Achse dargestellt.


























Abbildung 6.21.: (a) Darstellung der Fourierphase für ein Ramsey-Interferometer
nach Transformation der Potentialgeomtrie. (b) Projektion der Da-
ten auf die x-Achse.
Kontrast
Da die Methode der Fourieranalyse über die Variation der Relativphase nur im
Fall des perfekten Interferometers, d.h. kleine Periodizität des Streifenmusters (siehe
Abschnitt 3.7.3), Werte liefert, wird in der nachfolgenden Betrachtung der Kontrast
über eine Anpassung an das Dichteprofil der Atomverteilung bestimmt. Hierzu wird















angepasst, wobei diese aus einer Gaußverteilung mit aufgeprägter Sinusmodulation
besteht. Die Verteilung entspricht hierbei einem der beiden Ausgänge des Interfero-
meters (i = 1, 2) mit Amplitude der Gaußverteilung n0,i, Position pi, Breite wi und
einem Untergrundterm b, sowie den Parametern der Modulation mit der Amplitude
ai, der Periodizität k und einem Phasenversatz φi. Aus dem Verhältnis von Oszillati-





der ein Maß für den kohärenten Anteil der Atomverteilung angibt. In Abbildung
6.22(a) ist eine Anpassung an die Spaltensumme eines Dichteprofils nach Gleichung
6.5 dargestellt. In Tabelle 6.4 sind die Werte des Kontrastes für verschiedene Haltezei-
ten im Ringpotential T1 eingetragen. Es werden die 20 Aufnahmen einer Messreihe
mit unterschiedlicher externer Phase einzeln ausgewertet und zu einem gemittelten
Messwert zusammengefasst. Zusätzlich wird eine Ramseymessung als Referenz an
einem Kondensat durchgeführt, welches ohne Transformation für 40 ms im harmo-
nischen Einzelringpotential gehalten wird. Trägt man, wie in Abbildung 6.22(b) zu


































Abbildung 6.22.: (a) Spaltensumme der Dichteverteilung nach dem Interferometer
mit deutlicher periodischer Dichtemodulation. Zusätzlich angepass-
te Funktion zur Bestimmung des Kontrastes der Interferenz. (b)
Kontrast der Interferenz aufgetragen über die Haltezeit T1 und dar-
aus abgeleitete Kohärenzzeit.
sehen ist, den gemessenen Kontrast über die Haltezeit T1 auf, so lässt sich daraus eine
Kohärenzzeit von 365 ms abschätzen. Hierbei ist zu berücksichtigen, dass aufgrund
der geringen Anzahl an Messwerten diese Bestimmung bestenfalls als Anhaltspunkt
für die zu erwartende Größenordnung dienen kann.
In einer zweiten Messreihe wird der Kontrastverlust relativ zu einem direkt aus
der gekreuzten Dipolfalle entlassenen Kondensat untersucht. Dabei wird das Kon-
densat nach 40 ms Haltezeit aus der gekreuzten Dipolfalle mit der Ramseymessung
untersucht. Die Messwerte sind in Tabelle 6.5 zusammengefasst. Eine Anpassung
an die Messwerte des im Ringpotential transformierten Kondensats ergibt hier eine
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Einzelring Transformation
T1 / ms - 0 100 200
Ttotal / ms 40 160 260 360
Kontrast 0.43 0.25 0.19 0.14
Kontrastverlust durch Transformation - 0.42 0.56 0.67
Tabelle 6.4.: Zusammenfassung der Ergebnisse zur Untersuchung des Kontrastes. Zur
Referenz ist eine Messung ohne die Transformation des Ringpotentials
angegeben.
Kohärenzzeit von 889 ms. Aus den Verhältnissen des bestimmten Kontrastes zu den
gekr. Dipolfalle Transformation
T1 / ms - 0 100 150 200
Ttotal / ms 40 160 260 310 360
Kontrast 0.55 0.21 0.19 0.18 0.17
Kontrastverlust - 0.62 0.65 0.67 0.69
Tabelle 6.5.: Zusammenfassung der Ergebnisse zur Untersuchung des Kontrastes. In
dieser zweiten Messung ist als Referenz eine Messung direkt aus der ge-
kreuzten Dipolfalle entlassener Atome gewählt worden.
jeweiligen Referenzmessungen lässt sich abschätzen, dass sich durch das Transfor-
mieren des Potentials sowie durch das Umladen in das Ringpotential ein Kontrast-
verlust von ca. 1/3 ergibt.
6.3.3 Bestimmung der Atomlebensdauer
Für weiterführende Experimente an Atomkondensaten in Ringpotentialen ist eine
möglichste lange Experimentierdauer vorteilhaft, welche durch die Lebensdauer des
Kondensats bestimmt wird. Dazu wird nach Umladen des Kondensats in das kombi-
nierte Potential aus Lichtteppich und Ringpotential sowie nach Transformation des
Ringpotential die Atomzahl der eingeschlossenen Atome bestimmt. Aus dem zeitli-
chen Verlauf über Haltezeit in diesem Potential und einer Anpassung der Form






lässt sich die Lebensdauer τ bestimmen. In Abbildung 6.23(a) ist dies für das har-
monische Ringpotential des Einzelrings, in Abbildung 6.23(b) für ein ringförmiges
Atomensemble nach abgeschlossener Transformation dargestellt. Im Fall des harmo-
nischen Ausgangspotentials ergibt sich eine Lebensdauer von 537 ms, im Ringpoten-
tial nach Transformation eine Lebensdauer von 698 ms. Da der Einschluss des repul-
siven Ringpotentials durch blau verstimmtes Laserlicht erfolgt, ist der Einfluss durch
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Abbildung 6.23.: Atomzahl aufgetragen über die Haltezeit im Potential mit angepas-
ster Funktion zur Bestimmung der Lebensdauer. (a) Atome im har-
monischen Potential des Einzelrings. (b) Atome im dunklen Ringpo-
tential.
Streuung hier minimal und die Unterschiede sind vermutlich durch die effektiven
Fallenvolumina gegeben. Schlussendlich begrenzt die Photonenstreuung des attrak-
tiven, rot verstimmten Lichtteppichpotentials die Lebensdauer der eingeschlossenen
Atome. Unabhängige Messung der Lebensdauer eines vergleichbaren Kondensats im
Lichtteppichpotential ergaben Werte von ∼ 1 s [41].
6.3.4 Dichteverteilung eines Bose-Einstein-Kondensats unter
Topologietransformation
Mit Hilfe des vorgestellten Systems aus variabler Kreisblende auf der DMD-Einheit
und dessen zeitkritischer Ansteuerung sowie anschließender Fokussierung in den bi-
axialen Kristall ist es somit möglich, die Form der ringförmigen Intensitätsverteilung
der konischen Refraktion zu verändern. Ein daraus geformtes repulsives Dipolpo-
tential kann ein eingeschlossenes Kondensat während des Transformationsprozesses
erhalten; das Kondensat füllt schlussendlich das repulsive Ringpotential aus. Begin-
nend mit einem harmonischen Einschluss durch den Einzelring entwickelt sich, durch
das zentral erzeugte Potentialmaximum während der Blendenöffnung, ein ringförmi-
ges Kondensat. In Abbildung 6.24 ist das Transformieren des Kondensats im repulsi-
ven Potential des Lichtfeldes der konischen Refraktion skizziert. Um diesen Prozess
der Topologieänderung der Kondensatverteilung zu verschiedenen Zeitpunkten der
Transformation abbilden zu können, wurde die Transformation zu unterschiedlichen
Zeiten angehalten und die Dichteverteilung der Atome aufgenommen. Diese Auf-
nahmen sind in Abbildung 6.25 dargestellt. Die zugehörigen Lichtfeldverteilungen
der konischen Refraktion und somit auch die Geometrie des auf das Kondensat wir-
kenden Potentials sind in Abbildung 6.26 mit gleicher Nummerierung dargestellt.
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Abbildung 6.24.: Darstellung des Transformationsprozesses. Aufgetragen ist ein
Schnitt durch das Zentrum der Potentialverteilung durch das Licht-
feld der konischen Refraktion in Abhängigkeit des bei der Transfor-
mation veränderten Blendenradius. In rot ist ein durch Atome ge-
fülltes Potential angedeutet. Das qualitative Umschlagen der Kon-
densatgeometrie von einer einfach zusammenhängenden Vertei-
lung zu einer mehrfach zusammenhängenden Ringverteilung ist zu
erkennen.
Dort erkennt man, wie sich ein Anfangs zusammenhängendes Kondensat im Poten-
tial des Einzelrings ausbildet. Dieses wird in vertikaler Richtung verbreitert bis sich
zwei Kondensatteile ausbilden. An der Potentialform lässt sich erkennen, wie das
zentrale Maximum im linken Teil der Ringstruktur entsteht und das Zentrum in zwei
Teile trennt. Dies führt im Verlauf der Transformation dazu, dass sich diese beiden
Kondensatteile sichelförmig ausbreiten und anschließend zu einer zusammenhän-
genden ringförmigen Atomverteilung verbinden.
Auswertung der ringförmigen Dichteverteilung
Nachdem die Transformation abgeschlossen ist, befindet sich das ringförmige
Kondensat im Minimum des Potentials zwischen zentralem Maximum und der umge-
benden ringförmigen Potentialwand. Eine typische Aufnahme der Dichteverteilung
ist in Abbildung 6.27(a) dargestellt. Trägt man die lokale Atomzahl über den Winkel
auf, so erhält man die in Abbildung 6.27(b) gezeigt Atomverteilung. Hierbei liegt die
relative Standardabweichung bei 10 % und das Verhältnis aus größter Abweichung






















Abbildung 6.25.: Dichteverteilung der Atome während des Transformationsprozes-
ses. Die Transformation wurde hierbei zu verschiedenen Zeiten an-
gehalten und die Atomverteilung detektiert. Der eingestellte Blen-
denradius beträgt hierbei (in mm): (a) 0.92, (b) 0.97, (c) 1.07, (d)





















Abbildung 6.26.: Aufnahmen des Lichtfeldes der konischen Refraktion bei unter-
schiedlichen Blendenradien. Die Atomverteilung nach Abb. 6.25 be-
finden sich im repulsiven Dipolpotential des abgebildeten Lichtfel-
des.
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Abbildung 6.27.: (a) Typische Aufnahme der Dichteverteilung im Potentialminimum
nach abgeschlossenem Transformationsprozess. (b) Atomverteilung
aufgetragen über den azimutalen Winkel. Die Nullposition befindet
sich bei 9 Uhr, der Winkelparameter wird gegen den Uhrzeigersinn
aufgetragen.
Chemisches Potential
Aus diesen experimentellen Parametern lässt sich die Energie des eingeschlosse-
nen Kondensats abschätzen. Hierzu betrachtet man das chemische Potential µ eines






wobei ω¯ = pωr ·ωz das geometrische Mittel der radialen Fallenfrequenz und der
Fallenfrequenz des Lichttepichpotentials ist. N bezeichnet die Gesamtatomzahl, a
die s-Streuwellenlänge und r0 den Radius der ringförmigen Atomverteilung. Damit
ergibt sich ein chemisches Potential von 1160×hHz sowie ein Thomas-Fermi Radius
von 1.6µm in radialer Richtung. Aus einer gemessenen e2-Breite der Atomverteilung
von ≈ 24µm und einer Verbreiterung von ≈ 22µm durch die verwendete Detektion
[99] ergibt sich ein vergleichbarer Wert des Thomas-Fermi Radius.
6.4 Dynamisches Potential der konischen Refraktion zum Führen von
Bose-Einstein-Kondensaten
Im folgenden Abschnitt soll untersucht werden, wie die in Abschnitt 5.5 vorgestell-
ten Lichtfelder für Experimente mit kalten Atomen genutzt werden können. Dazu
wird eine Segmentblende mit einem Blendenradius von 0.92 mm und einer Keil-





Abbildung 6.28.: (a) Keilblende, die für die folgenden Experimente auf der DMD-
Einheit dargestellt wird. (b) Lichtfeld der konischen Refraktion, wel-
ches mit Hilfe einer Keilblende erzeugt wird.
Intensitätsmaximum an der dem Keil gegenüberliegenden Seite der Ringverteilung
erzeugt. Wird nun eine Abfolge von Blendenbildern abgespielt, bei denen sich die
Position des Keilsegments ändert, so ändert sich auch die Position des Maximums
der Lichtverteilung. Aus Winkeländerung des Keilsegments und zeitlicher Abfolge
der Blendenbildern ergibt sich eine Winkelgeschwindigkeit ω, mit der das Maximum
im Lichtfeld rotiert. Die verwendete Blende und das so erzeugte Lichtfeld sind in
Abbildung 6.28 dargestellt. Das Maximum des Lichtfeldes hat am Ort der Atome ei-
ne Gaußbreite von 52.3µm in radialer Richtung bzw. 84.2µm senkrecht dazu. Die
Wellenlänge des verwendeten Lichtes beträgt in diesem Experiment 796 nm, sodass
das rot verstimmte Licht attraktiv auf die Atome wirkt und das Lichtmaximum als
Potentialminimum des Dipolpotentials dient. Die Lichtleistung am Ort der Atome be-
trägt 2.5 mW bei einem Regelsignal von 3 V. Daraus ergibt sich eine Potentialhöhe des
Minimums von -10.6 Erec, eine Potentialhöhe des Ringbereichs von -5.8 Erec und so-
mit die Potentialdifferenz von Maximum zu Ring von -4.8 Erec. Die Fallenfrequenzen
in radialer und dazu senkrechter Richtung für diese Experimentparameter ergeben
66.9×2piHz bzw. 47.7×2piHz. Die Position des Maximums des Ringpotentials wird
mit dem Kreuzungspunkt der Dipolfalle räumlich überlagert, um so ein Kondensat
in das Ringpotential umladen zu können. Im Speicher des DMD-Moduls werden 48
Blendenbilder abgelegt, wobei das Keilsegment um jeweils 7.5 ◦ gegen den Uhrzei-
gersinn gedreht wird. Die zeitliche Abfolge der Steuersignale wird so gewählt, dass
eine volle Rotation in 80 ms erfolgt, somit beträgt die Winkelgeschwindigkeit 4.5 ◦/ms
bzw. 78.5 mrad/ms. Um überprüfen zu können, ob die Rotation des Potentials sich auch
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10 ms 20 ms 30 ms 40 ms 50 ms
60 ms 70 ms 80 ms 90 ms 100 ms
110 ms 120 ms 130 ms 140 ms 150 ms
160 ms 170 ms 180 ms 190 ms 200 ms
210 ms 220 ms 230 ms 240 ms 250 ms
260 ms 270 ms 280 ms 290 ms 300 ms
310 ms 320 ms 330 ms 340 ms 350 ms
360 ms 370 ms 380 ms 390 ms 400 ms
Abbildung 6.29.: Dichteverteilung der Atome in einem Potential einer rotierenden
Keilblende. Fünf Umläufe sind in 400 ms durchgeführt worden.
auf die Verteilung der umgeladenen Atome überträgt, wird zu unterschiedlichen Zeit-
punkten die Dichteverteilung detektiert. In Abbildung 6.29 sind diese Aufnahmen in
Abständen von 10 ms bis zum fünften Umlauf dargestellt. Es ist klar zu erkennen,
wie der Schwerpunkt der Dichteverteilung eine stetige Rotationsbewegung ausführt.
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Daran anschließend wurden fünf weitere Umdrehungen des Potentials durchgeführt,
wobei nur jede volle Umdrehung aufgenommen wurde. Aus einer Anpassung an die
Dichteverteilung über den azimutalen Winkel lässt sich die Position der Atomver-
teilung entlang der Kreisbahn bestimmen. In Abbildung 6.30 ist diese über die Zeit
des Experiments aufgetragen. Die Position ändert sich hierbei linear mit der Zeit


















Umlaufzeit: 80.7 ± 0.1 ms
Abbildung 6.30.: Position des Maximums der Atomverteilung aufgetragen über die
Dauer der Rotation. Die Position ändert sich linear mit der Zeit.
und aus einer Geradenanpassung ergibt sich eine Umlaufzeit von 80.7 ms. Aus einer
Gaußanpassung an die azimutale Dichteverteilung lässt sich zusätzlich die Atomzahl
im Potentialmaximum bzw. die Atomzahl im restlichen Ringpotential bestimmen. In
Abbildung 6.31(a) sind diese Atomzahlen und die Gesamtatomzahl über die Umlauf-
dauer dargestellt. Zusätzlich ist in Abbildung 6.31(b) das Verhältnis aus Atomen im
Potentialminimum zu Atomen im Ringpotential aufgetragen. Zu beachten ist hierbei,
dass der Anstieg der Atomzahl zu Beginn der Messung ein Effekt der Messmethode
ist. Die Atomwolke besitzt zu diesem Zeitpunkt eine Dichte, die zu hoch ist, um die
Atomwolke zu durchdringen. Die angenommene Absorption des Laserlichts unter-
schätzt somit die reale Atomzahl. Als Verlustkanal können hier zwei Effekte beob-
achtet werden. Zum einen nimmt die Gesamtatomzahl aufgrund der Streuung mit
den verwendeten Lichtfeldern von Lichtteppich und Ringlicht, sowie durch Stöße
mit dem Hintergrundgas exponentiell ab. Zum anderen kann man erkennen, dass
Atome aus dem Potentialminimum entfernt werden, jedoch im Potential des rest-
lichen Ringbereichs verbleiben. Dies könnte durch Aufheizeffekte bei der Rotation
geschehen, wobei Atome hier aus dem Kondensatensemble entweichen, aber noch
im Ringpotential gehalten werden. Dieser Effekt lässt sich ebenso im Verhältnis der
bestimmten Atomzahlen in Abbildung 6.31(b) beobachten.
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Abbildung 6.31.: (a) Anzahl der Atome im Potentialminimum und im restlichen Ring-
potential einzeln aufgetragen. (b) Verhältnis aus Atomzahl im Mini-
mum zu Anzahl im Ringpotential.
Lebensdauer
Eine Abschätzung der Lebensdauer der gespeicherten Atome wird unter Berück-
sichtigung der oben genannten Effekte durchgeführt. Zum einen wird nach einer
Expansionszeit von 20 ms, um das Unterschätzung der Atomzahl durch hohe Dichten
zu vermeiden, die Gesamtatomzahl bestimmt und über die Umlaufzeit, wie in Abbil-
dung 6.32(a) zu sehen ist, aufgetragen. Des Weiteren werden, in Abbildung 6.32(b)
dargestellt, nur die Atome im Potentialminimum aufsummiert und ebenso über die
Umlaufzeit aufgetragen. Aus einer Anpassung ergeben sich die Lebensdauern von
423.8 ms für die Gesamtatomzahl und 222.6 ms für den vermuteten Kondensatanteil
im Potentialminimum.














Lebensdauer: 423.8 ± 8.0 ms
(a)
















Lebensdauer: 222.6 ± 6.8 ms
(b)
Abbildung 6.32.: Anzahl der Atome aufgetragen über die Dauer der Rotation. (a)
Gesamtatomzahl während der Rotation. (b) Atomzahl im Potential-
minimum. Die Atomzahlen einer Einzelmessung durch Absorptions-
detektion haben einen typischen Fehler von 10 %.
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6.5 Zusammenfassung der Ergebnisse
Mit Hilfe des Effektes der konischen Refraktion und dem zusätzlichen Einsatz ei-
nes DMD-Moduls zur dynamischen Strahlmanipulation ist es möglich, Dipolpoten-
tiale zu erzeugen, die für die adiabatische Transformation und den Transport von
Bose-Einstein-Kondensaten geeignet sind. Es wurde gezeigt, dass die im Abschnitt 5
vorgestellten ringförmigen Lichtstrukturen geeignet sind, um als Dipolpotentiale für
Kondensatverteilungen zu dienen. Es ist möglich, ein Kondensat in ein einfaches re-
pulsives Ringpotential, basierend auf dem Effekt der konischen Refraktion, zu Laden
und daraus, durch Verändern der Blendengröße auf der DMD-Einheit, eine homo-
gene, ringförmige Kondensatstruktur erzeugen zu können. Es konnte gezeigt wer-
den, dass eine Transformationsstrategie gewählt werden kann, die in der Lage ist,
die Kohärenz des Kondensats zu erhalten. Nach erfolgreicher Transformation wur-
de eine geschlossene ringförmige Kondensatverteilung detektiert, welche es ermögli-
chen sollte, Experimente zum Studium der superfluiden Eigenschaften durchführen
zu können. Es ist des Weiteren vorstellbar, nach der Manipulation des Kondensats die
Topologie erneut zu verändern. Ebenso könnte das zentrale Maximum der Lichtver-
teilung dazu genutzt werden, eine Referenzkondensat darin zu speichern und eine
Rotation der Ringkondensats relativ dazu zu messen [148,149].
Ein weiteres Ergebnis der vorgestellten Experimente ist, dass die Kondensat-
verteilung mit Hilfe einer rotierenden Keilblende auf der DMD-Einheit in Rotation
versetzt werden kann. Die Rotationsbewegung und die Rotationszeit entspricht der
von außen aufgeprägten Dynamik der Lichtfeldverteilung der konischen Refraktion.
Mit Hilfe einer so erzeugten dynamischen Potentialanordnung sollte es möglich sein,
Kondensatteile in Leiterstrukturen an beliebige Orte transportieren oder Rotations-
bewegungen auf Ringkondensate aufprägen zu können. Es wurde bereits im Ansatz
gezeigt, dass ein anfänglich zusammenhängendes Kondensat in zwei Teile getrennt
werden kann [150]. Durch eine so geführte Kondensatverteilung könnte es möglich
sein, ein Sagnac-typische Interferenzmessung durchführen zu können [122].
Ebenso ist es möglich, diese dynamischen Dipolfallenstrukturen mit weiteren
Fallengeometrien zu kombinieren. So lässt sich beispielsweise einer der linearen Di-
polfallenstrahlen als Leiterstruktur zur Kopplung zwischen unterschiedlichen Ringan-
ordnungen verwenden. Eine weitere Möglichkeit bieten direkt abgebildete Masken-
strukturen einer DMD-Einheit, welche beliebige und zusätzlich dynamische Poten-
tialstrukturen erzeugen können [151]. Diese würden zur Kopplung von Potentialen




7 Diskussion und Ausblick
Im Rahmen dieser Arbeit konnten neue Erkenntnisse zur Untersuchung von Bose-
Einstein-Kondensaten in Wellenleiterstrukturen und zur Erzeugung von ringförmi-
gen Wellenleitern basierend auf dem Phänomen der konischen Refraktion gewonnen
werden. Dazu zählt die Untersuchung von Interferometerexperimenten in Wellen-
leiterstrukturen. Es wurde ein System zur Phasenkontrolle der Bragg-Pulse vorge-
stellt, wodurch wiederum Einfluss auf die Phase der Interferenzstreifenmuster im
Dichteprofil der Atome genommen werden kann. Aus der Kenntnis über den Zusam-
menhang zwischen Population der Interferometerausgänge und aufgeprägter Phase
lassen sich die daraus gewonnenen Messdaten über eine Fourieranalyse auswerten.
Damit wurde es erstmals möglich, den Interferometerkontrast eines symmetrischen
Interferometers auswerten zu können. Die aufwändige und technisch anspruchs-
volle Auswertung von Interferenzstreifen im Dichteprofil der Atomverteilung wird
dabei durch eine simple Betrachtung der Atomzahlen in den beiden Interferometer-
ausgängen ersetzt. Mit Hilfe dieser Methode wurde eine Kohärenzzeit einer Mach-
Zehnder-Interferometersequenz in diesem Experimentaufbau von 3.3 ms bestimmt.
Vergleichbare Experimente in linearen Wellenleitern ergaben Kohärenzzeiten von
2.5 ms [77] und 12 ms [82], wobei die vergleichsweise hohe Kohärenzzeit in letztge-
nanntem Experiment durch eine niedrige Atomdichte eines Wellenleiters mit schwa-
chem Einschluss verursacht wird. Außerdem ist es mit Hilfe dieser Methode möglich,
die räumliche Frequenz des Interferenzmusters bestimmen zu können. Im Vergleich
zu einer direkten Anpassung an das Dichteprofil können Streifenabstände bestimmt
werden, welche größer als die Breite der Atomverteilung sind. Damit war es erst-
mals möglich, sehr kleine Änderungen der Periode des Interferenzmusters zu bestim-
men. Die Abhängigkeit der räumlichen Frequenz von Phasengradient, relativer Posi-
tion und relativer Geschwindigkeit der beiden Interferometerarme konnte untersucht
werden. Die dabei bestimmte relative Geschwindigkeit liegt drei Größenordnungen
unter der durch Bragg-Anregung auf die Atome übertragenen Geschwindigkeit. Der
Wert der Relativgeschwindigkeit, welcher abhängig von der Wechselwirkungsenergie
zwischen den Atomen des Kondensats ist, wurde qualitativ für unterschiedliche Ex-
pansionszeiten im Wellenleiter bestimmt. Dabei zeigte sich, dass selbst nach 20 ms
ein Einfluss auf die Relativgeschwindigkeit messbar war. Zusätzlich zeigte sich, dass
der Einsatz der ∆-Kick Kollimation dazu führt, diesen Effekt noch weiter zu verstär-
ken.
Um die Genauigkeit interferometrischer Messungen in Zukunft noch weiter stei-
gern zu können, sollte die Anwendung von höheren Braggpulsordnungen verbessert
werden. In früheren Arbeiten wurden Anregungen bis 6ħhk mit einer Effizienz von
75 % erreicht [43]. Für eine Umsetzung von höheren bzw. einer Mehrfachanwendung
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von Bragg-Pulsen wird dabei ein Lasersystem benötigt, welches eine höhere opti-
sche Leistung und eine bessere Frequenzstabilität zur Verfügung stellt [152]. Bessere
spektrale Eigenschaften sowie eine mechanische Entkopplung der optischen Elemen-
te würden die Phasenstabilität der Braggpulsanregung und damit des Mach-Zehnder-
Interferometers weiter verbessern. Ebenso sollte die Möglichkeit der Amplitudenkon-
trolle des Bragglasersystems verbessert werden. Über eine Verbesserung der Kommu-
nikation [85] zwischen DDS-System und Mikrocontroller sollte es möglich sein, die
komplette Pulssequenz des Experiments ohne zusätzliche Ansteuerung von AWGs
durchführen zu können. Eine Datenbank aus möglichen Pulsen wie Braggpulsen mit
höheren Ordnungen, Hintereinanderausführung von Pulsanregung oder Geschwin-
digkeitsselektion über spektral schmale Braggpulse könnte dazu angelegt und für die
Experimentrealisation abgerufen werden. Außerdem sollten die Ergebnisse bezüg-
lich der Beobachtungen der Relativgeschwindigkeit der beiden Interferometerteile
über die Expansionszeit und die daraus abgeleitete Abhängigkeit von Atom-Atom-
Wechselwirkungseffekten durch eine Simulation der Gross-Pitaevskii-Gleichung veri-
fiziert werden. Möglicherweise sind diese Wechselwirkungseffekte, welche mit der
Atomdichte skalieren und somit in Wellenleiterexperimenten besonders zum Vor-
schein kommen, für den Kontrastverlust bzw. für eine Phasenverschiebung der Kon-
densatwellenfunktionen verantwortlich [153,154].
Der zweite Schwerpunkt der vorliegenden Arbeit liegt bei der Untersuchung des
Phänomens der konischen Refraktion. Es wurde die bekannte theoretische Beschrei-
bung der konischen Refraktion, welche auf symmetrischen gaußförmigen Eingangs-
strahlen basiert, um die Möglichkeit der räumlichen Modifikation des Eingangstrahls
durch beliebige Intensitätsmasken erweitert. Mit Hilfe einer Mikrospiegeleinheit wur-
de ein optischer Aufbau entwickelt, der es ermöglicht, die zuvor theoretisch beschrie-
benen Effekte auf die konische Refraktion experimentell untersuchen zu können. Die
Mikrospiegeleinheit dient in diesem Fall als modulare zweidimensionale Intensitäts-
maske in Reflexion. Gezielt können quadratische Bereiche, gegeben durch eine Pi-
xelgröße von 7.6µm des Eingangsstrahls ein- bzw. ausgeblendet werden. Im Detail
wurden die Lichtfelder von Kreis- bzw. Ringblenden, aber auch von segmentierten
Kreisblenden untersucht und es wurde gezeigt, dass die experimentell aufgenom-
menen Lichtverteilungen in sehr guter Übereinstimmung mit den berechneten In-
tensitätsverteilungen stehen. Der Einsatz der Mikrospiegeleinheit ermöglicht nicht
nur das Anzeigen von beliebigen statischen Blendengeometrien, sondern auch das
dynamische Umschalten zwischen 96 abgespeicherten Bildern mit einer minimalen
Anzeigedauer von 372µs. Mit Hilfe von segmentierten Blendengeometrien erzeugte
Lichtfelder könnten zu Untersuchung der Dynamik von Bose-Einstein-Kondensaten in
Ringgitterpotentialen verwendet werden. Mit Lichtfeldern aus mehreren konzentri-
schen Ringverteilungen ließen sich konzentrische Ringwellenleiter erzeugen, die sich
durch Einstrahlen von zusätzlichen Potentialstrukturen an einander koppeln ließen.
Der optische Aufbau wurde im Anschluss dazu verwendet, dynamische veränderliche
Potentialgeometrien aus optischen Dipolpotentialen für Bose-Einstein-Kondensate zu
erzeugen. Es wurde eine zeitlicher Potentialverlauf vorgestellt, bei dem ein Kon-
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densat in ein harmonisches Potential geladen wurde und anschließend, durch Ver-
änderung der Lichtstruktur, adiabatisch in eine ringförmige Kondensatform trans-
formiert wurde. Durch die Anwendung einer anschließenden Ramsey-Pulssequenz
wurde gezeigt, dass diese Transformation den phasenkohärenten Zustand des Kon-
densats erhält. Mit Hilfe der theoretischen Darstellung konnte der zeitliche Verlauf
der Fallenfrequenzen beim Transformationsprozess sichtbar gemacht und darauf ba-
sierend die Transformationsstrategie deutlich verbessert werden. Zusätzlich wurde
gezeigt, dass mit Hilfe einer rotierenden segmentierten Kreisblende ein Kondensat in
Rotation versetzt werden kann. Es konnten bis zu 10 komplette Umläufe mit einer
Umlaufzeit von 80 ms beobachtet werden. Mit der nun zur Verfügung stehenden ring-
förmigen Kondensatverteilung besteht die Möglichkeit, die superfluiden Bewegungs-
eigenschaften von Bose-Einstein-Kondensaten untersuchen und ausnutzen zu kön-
nen, um quantisierte Rotationszustände anzuregen. Durch Laguerre-Gauß-Strahlen,
welche ihren Drehimpuls (Orbital angular momentum) bei Ramanprozessen auf das
Kondensat übetragen, können solche quantisierten Rotationszustände gezielt ange-
regt werden [155]. Dies lässt sich ebenso mit dem Effekt der konischen Refraktion
durchführen, dessen Lichtfeld Träger von äußeren Drehmomentquanten ist [156].
Auch durch Einstrahlen zusätzlicher dynamischer Lichtfelder als repulsive Dipolpo-
tentialbarrieren könnten Rotationszustände angeregt werden. Dazu ist momentan
ein optischer Aufbau unter Einsatz einer weiteren Mikrospiegeleinheit in Vorberei-
tung [151]. In Abhängigkeit von Breite und Tiefe dieser Barriere könnten nicht
nur Rotationen angeregt werden, auch wäre es möglich, Tunnelbarrieren zur Un-






In Abbildung A.1 ist die Farbskala für die Falschfarbendarstellungen in dieser Arbeit
gezeigt. Der Farbverlauf wird entsprechend dem minimalen und maximalen Zahlen-
wert der Darstellung skaliert. In der beispielhaften Darstellung ist der Farbverlauf für
Werte von 0 bis 1 dargestellt.
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Abbildung A.1.: In dieser Arbeit verwendete Farbskala (jet aus Python-Bibliothek
matplotlib ) für Falschfarbendarstellungen. Es wird der Farbverlauf
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