Introduction {#s1}
============

Synchronization phenomena are pervasive in biology. In neuronal networks [@pcbi.1000637-Singer1]--[@pcbi.1000637-Tiesinga1], a large number of studies have sought to unveil the mechanisms of synchronization, from both physiological [@pcbi.1000637-Hestrin1],[@pcbi.1000637-Fukuda1] and computational viewpoints (see for instance [@pcbi.1000637-Pham1] and references therein). In addition, the *functional* role of synchronization has also attracted considerable interest and debates. In particular, synchronization may allow distant sites in the brain to communicate and cooperate with each other [@pcbi.1000637-Crick1]--[@pcbi.1000637-Womelsdorf1] and therefore may play a role in temporal binding [@pcbi.1000637-Grossberg1],[@pcbi.1000637-Engel1] and in attention and sensory-motor integration mechanisms [@pcbi.1000637-Womelsdorf2]--[@pcbi.1000637-Gregoriou1].

In this article, we study another role for synchronization: the so-called *collective enhancement of precision* (see e.g. [@pcbi.1000637-Sherman1]--[@pcbi.1000637-Kinard1]), an intuitive and often quoted phenomenon with comparatively little formal analysis [@pcbi.1000637-Winfree1]. We explain mathematically why synchronization may help *protect* interconnected nonlinear dynamic systems from the influence of random perturbations. In the case of neurons, these perturbations would correspond to so-called "intrinsic neuronal noise" [@pcbi.1000637-Faisal1], which affect all of the neurons in the nervous system. In the presence of significant noise intensities (as experimentally found in e.g. retinal ganglion cells in primates [@pcbi.1000637-Croner1]), this property would be required for meaningful and reliable computations to be carried out.

It should be noted that "protection of systems from noise" and "robustness of synchronization to noise" are two different concepts. The latter concept means that the synchronized systems remain so in presence of noise, whereas the former concept means that, thanks to synchronization, the behaviors of the coupled systems are close to the noise-free behaviors. This difference is further addressed in the [Discussion](#s3){ref-type="sec"}.

The influence of noise on the behaviors of nonlinear systems is very diverse. In chaotic systems, a small amount of noise can yield dramatic effects. At the other end of the spectrum, the effect of noise on nonlinear *contracting* systems is bounded by where is the noise intensity -- which can be arbitrarily large -- and is the contraction rate of the system [@pcbi.1000637-Pham2]. Between these two extremes, it has been shown analytically that some limit-cycle oscillators commonly used as simplified neuron models, such as FitzHugh-Nagumo (FN) oscillators, are basically unperturbed when they are subject to a small amount of white noise [@pcbi.1000637-Tuckwell1]. Yet, a larger amount of noise breaks this "resistance", both in the state space and in the frequency space \[[Figures 1(A)--(D)](#pcbi-1000637-g001){ref-type="fig"}\]. This suggests that both temporal coding and frequency coding may be unusable in the context of large neuronal noise.

![Simulations of a network of FN oscillators using the Euler-Maruyama algorithm [@pcbi.1000637-Higham1].\
The dynamics of coupled FN oscillators are given by equation (2). The parameters used in all simulations are , , . (A) shows the trajectory of the "membrane potential" of a noise-free oscillator and (B) depicts the frequency spectrum of this trajectory computed by Fast Fourier Transformation. (C) and (D) present the trajectory (respectively the frequency spectrum) of a *noisy uncoupled* oscillator (). (E) and (F) show the trajectory (respectively the frequency spectrum) of a *noisy synchronized* oscillator within an all-to-all network (, , ). Note the temporal and frequential similarities between a noise-free oscillator and a noisy synchronized one. For instance, the main frequency and the first harmonics are very similar in the two frequency spectra. In contrast, the frequency spectrum of a noisy uncoupled oscillator shows no clear harmonics.](pcbi.1000637.g001){#pcbi-1000637-g001}

One might argue that it could be possible to recover some information from the noisy FN oscillators by considering the activities of a large number of oscillators *simultaneously* [@pcbi.1000637-Faisal1],[@pcbi.1000637-Dayan1]. [Figure 2(A)](#pcbi-1000637-g002){ref-type="fig"} shows that the spatial mean of the noisy oscillators still carries very little information when the noise intensities are large, making the population coding hypothesis also unlikely in this context. In other words, if the underlying dynamics are fundamentally *nonlinear*, as in the case of our FN oscillators, the spatial mean of the signals is "clean," but contains very little information: the nonlinear nature of the systems dynamics prevents the familiar "averaging out" of noise through multiple measurements, and getting rid of the noise also gets rid of the signal.

!["Spatial mean" of FN oscillators.\
Note that the same set of random initial conditions was used in the two plots. (A) shows the average "membrane potential" computed over *noisy uncoupled* oscillators (). (B) shows the average "membrane potential" computed over *noisy synchronized* oscillators within an all-to-all network (, ). Observe that, in the first plot, the average trajectory of uncoupled oscillators carries essentially no information, while in the second plot, the average trajectory of synchronized oscillators is very similar to a noise-free one.](pcbi.1000637.g002){#pcbi-1000637-g002}

By contrast, one can observe that when oscillators are *synchronized* through mutual couplings, then they become "protected" from noise, whether in temporal \[[Figure 1(E)](#pcbi-1000637-g001){ref-type="fig"}\], frequential \[[Figure 1(F)](#pcbi-1000637-g001){ref-type="fig"}\] or "populational" aspects \[[Figure 2(B)](#pcbi-1000637-g002){ref-type="fig"}\]. Thus, in some sense, the linear effect of averaging noise while preserving signal [@pcbi.1000637-Gelb1] can be achieved for these highly nonlinear dynamic components *through the process of synchronization*. Our aim in this article is to give mathematical elements of explanation for this phenomenon, in a full nonlinear setting. It is also to suggest elements of response to a more general question, namely: what is the precise *meaning* of ensemble measurements or population codes, and what information do they convey about the underlying dynamics and signals?

Results {#s2}
=======

General analytical result {#s2a}
-------------------------

Consider a diffusive network of -dimensional noisy non-linear dynamical systemswhere is a function. Note that the noise intensity is intrinsic to the dynamical system (i.e. independent of the inputs), which is consistent with experimental findings [@pcbi.1000637-Croner1]. For simplicity, we set to be a constant in this article, although the case of time- and state-dependent noise intensities can be easily adapted from [@pcbi.1000637-Pham2].

We consider four mathematical assumptions that will enable us to relate the trajectory of any noisy element of the network to the trajectory of the noise-free system driven by equation(A1) is an assumption on the form of the network. (A2) gives a bound on the nonlinearity of the dynamics . (A3) states that the system trajectories are resistant to small perturbations. Finally, (A4) requires that the dynamical systems in the network are synchronized.

### (A1) {#s2a1}

The network is balanced, that is, for any element of the network, the sum of the incoming connection weights equals the sum of the outgoing connection weightsRemark that any symmetric network is balanced.

A particular kind of balanced network consists of an all-to-all network with identical couplings, i.e. for all and . In general, assuming all-to-all coupling needs not be unduly restrictive, since such coupling can be implemented through mechanisms such as *quorum sensing* [@pcbi.1000637-GarciaOjalvo1]--[@pcbi.1000637-Taylor1]. Indeed, assuming that the mean value of the \'s can be provided by the environment as then the all-to-all network (1) can be written as a star network where damping is added locally and each cell is only connected to the common signalQuorum sensing, and more generally the measurement of a common mean signal, can thus be seen as a practical (and biologically plausible) way to implement all-to-all coupling with connections instead of .

### (A2) {#s2a2}

Let denote the Hessian matrix of the function and let denote its largest eigenvalue. For all , we assume that is uniformly upper-bounded by a constant . This implies in particular thatThis assumption gives us a bound on the nonlinearity of , the extreme case being for a linear system.

### (A3) {#s2a3}

The dynamics is resistant to small perturbations. More precisely, consider two systems starting from the same initial conditions but driven by slightly different dynamicsand(where is a real time stochastic process) then implies .

In particular, such a property has been demonstrated in the case of FN oscillators, with representing a white noise process [@pcbi.1000637-Tuckwell1].

### (A4) {#s2a4}

After exponential transients, the expected sum of the squared distances between the states of the elements of the network is bounded by a constant This is where synchronization will come into play, because synchronization is an effective way to reduce the bound . Some precise conditions for this will be given later.

We show in [**Methods**](#s4){ref-type="sec"} that under these assumptions and when and , the distance between the trajectory of any noisy element of the network and that of the noise-free system tends to zero, with the impact of noise on the mean trajectory evolving asIn particular, when is a time-varying linear system of the form , we recover the known result [@pcbi.1000637-Enright1] that the impact of noise evolves as the inverse square root of . More generally, linear components of the system dynamics (including, in particular, the input signals) do not contribute to the first term of the above upper bound.

Synchronization in networks of noisy FN oscillators {#s2b}
---------------------------------------------------

We now give conditions to guarantee assumption (A4) for all-to-all networks of FN oscillators with identical couplings. The dynamics of noisy FN oscillators coupled by (gap-junction-like) diffusive connections is given bywhere . We show in [**Methods**](#s4){ref-type="sec"} that, after exponential transients of rate ,Thus, (A4) is verified withFor large , we have , which converges to 0 when . [Figure 3(A)](#pcbi-1000637-g003){ref-type="fig"} provides a comparison of this theoretical bound with simulations.

![Asymptotic appraisal of the theoretical bounds.\
Note that the experimental expectations were computed assuming the ergodic hypothesis. (A) Expectation of the average squared distance between the \'s and (given by ) as a function of the coupling strength (). Theoretical bound (cf equations (7) and (4)) for (bold line), for (plain line), for (dashed line); simulation results for (squares), for (triangles), for (crosses). (B) Expected squared distance between a noisy synchronized oscillator and its observer (given by ) as a function of (, ). The bound was plotted in plain line and the simulation results were represented by crosses.](pcbi.1000637.g003){#pcbi-1000637-g003}

Assumption (A1) is also verified because an all-to-all network with identical couplings is symmetric, therefore balanced. Since the are oscillators with stable limit cycles, it can be shown that the trajectories of the are bounded by a common constant . Thus (A2) is verified with . Finally, (A3) may be adapted from [@pcbi.1000637-Tuckwell1]. Indeed, we believe that the arguments of [@pcbi.1000637-Tuckwell1] can be extended to the case of non-white noise. Making this point precise is the subject of ongoing work.

Using now the "general analytical result", we obtain that, given any (non necessarily small) noise intensity , in the limits for and and after exponential transients, the behavior of any oscillator will be arbitrary close to that of a noise-free oscillator ([Figure 1](#pcbi-1000637-g001){ref-type="fig"}).

This statement can be further tested by constructing a model-based nonlinear state estimator (observer) [@pcbi.1000637-Lohmiller1]. Let be a noisy synchronized oscillator and consider the observer

If has the same trajectory as a noise-free FN oscillator, then it can be shown that tends exponentially to , independently of the observer\'s initial conditions [@pcbi.1000637-Lohmiller1]. Thus the squared distance indicates how close is from a noise-free oscillator \[see [Figure 3(B)](#pcbi-1000637-g003){ref-type="fig"} for a comparison this theoretical result with simulations\].

Simulations of more generic networks {#s2c}
------------------------------------

We provide in this section simulation results which show that similar observations can be made even for more general network classes that are not yet covered by the theory. We believe that this simulations show the genericity of the concepts presented above.

### Probabilistic networks {#s2c1}

In practice, all-to-all neuronal networks of large size are rare. Rather, the mechanisms of neuronal connections in the brain are believed to be probabilisitic in nature (see [@pcbi.1000637-Strogatz1] for a review). Here, we consider a probabilistic symmetric network of oscillators, where any pair of oscillators has probability to be symmetrically connected and probability to be unconnected. [Figure 4](#pcbi-1000637-g004){ref-type="fig"} shows simulation results for randomly chosen network with . Concretely, we have built a network by randomly deciding for any pair of connections if the connection exists or not.

![Simulation for a probabilistic symmetric network (, , , ).\
(A) shows the trajectory of the "membrane potential" of an oscillator in the network. (B) shows its frequency spectrum. Compare these two plots with those in [Figure 1](#pcbi-1000637-g001){ref-type="fig"}.](pcbi.1000637.g004){#pcbi-1000637-g004}

### Hindmarsh-Rose oscillators {#s2c2}

Hindmarsh-Rose oscillators are three-dimensional dynamical systems that are also often used as neuron modelswith ; ; ; ; ; ; . These oscillators can exhibit more complex behaviors (including spiking and bursting regimes [@pcbi.1000637-Izhikevich1]) than FitzHugh-Nagumo oscillators. The proofs of (A3) and (A4) for Hindmarsh-Rose oscillators are the object of ongoing research.

We made the inputs time-varying in this simulation. In fact, all the previous calculations can be straightforwardly extended to the case of time-varying inputs, as long as those inputs are the same for all the oscillators [@pcbi.1000637-Pham1].

One can observe from the simulations (see [Figure 5](#pcbi-1000637-g005){ref-type="fig"}) that the synchronized oscillators preserve the input signal, while the uncoupled oscillators completely blur it out.

![Simulation of Hindmarsh-Rose oscillators with time varying inputs.\
(A) The time-varying input voltage. (B) Trajectory of the "membrane potential" of a noise-free oscillator. (C) Trajectory of a *noisy uncoupled* oscillator. (D) Trajectory of a *noisy synchronized* oscillator (, , ).](pcbi.1000637.g005){#pcbi-1000637-g005}

Discussion {#s3}
==========

We have argued that synchronization may represent a fundamental mechanism to protect neuronal assemblies from noise, and have quantified this hypothesis using a simple nonlinear neuron model. This may further strengthen our understanding of synchronization in the brain as playing a key functional role, rather than as being mostly an epiphenomenon.

It should be noted that the causal relationship studied here -- effect of synchronization on noise -- is converse to one usually investigated formally in the literature -- effect of noise on synchronization: under certain conditions, adding noise can de-synchronize already synchronized oscillators (destructive effect) [@pcbi.1000637-Teramae1]; under other conditions, adding noise can, on the contrary, synchronize oscillators that were not synchronized (constructive effect) [@pcbi.1000637-Mainen1],[@pcbi.1000637-Teramae2]; for a review, see [@pcbi.1000637-Ermentrout1]. Also, previous papers have studied a similar phenomenon of improvement in precision by synchronization. Enright [@pcbi.1000637-Enright1] shows improvement in a model of coupled relaxation oscillators, all interacting through a common accumulator variable (possibly being the pineal gland). This improvement has been experimentally shown in real heart cells [@pcbi.1000637-Clay1]. More recently, [@pcbi.1000637-Needleman1] shows a way to get better than improvement. However, their studies primarily focused on the case of phase oscillators, which are linear dynamical systems. In contrast, we concentrate here on the more general case of nonlinear oscillators, and quantify in particular the effect of the oscillators\' nonlinearities. The assumptions we consider are also different: while most existing approaches (including [@pcbi.1000637-Needleman1]) assume weak couplings and small noise intensities, we consider here strong couplings and arbitrary noise intensities.

The mechanisms highlighted in the paper may also underly other types of "redundant" calculations in the presence of noise and variability. In otoliths for instance, ten of thousands of hair cells jointly compute the three components of acceleration [@pcbi.1000637-Kandel1],[@pcbi.1000637-Eliasmith1]. In muscles, thousands of individual fibers participate in the control of one single degree of freedom. Similar questions may also arise in systems biology, e.g., in cell mechanisms of quorum sensing where individual cells measure global chemical concentrations in their environment in a fashion functionally similar to all-to-all coupling [@pcbi.1000637-GarciaOjalvo1]--[@pcbi.1000637-Taylor1], in mechanical coupling of motor proteins [@pcbi.1000637-Hendricks1], in the context of transcription-regulation networks [@pcbi.1000637-Alon1],[@pcbi.1000637-Barkai1], and in differentiation dynamics [@pcbi.1000637-Suel1].

Finally, the results point to the general question: what is the precise meaning of ensemble measurements or population codes, what information do they convey about the underlying signals, and is the presence of synchronization mechanisms (gap-junction mediated or other) implicit in this interpretation? As such, they may also shed light on a somewhat "dual" and highly controversial current issue. Ensemble measurements from the brain can correlate to behavior, and they have been suggested e.g. as inputs to brain-machine interfaces. Are these ensemble signals actually available to the brain [@pcbi.1000637-ElBoustani1], perhaps through some process akin to quorum sensing, and therefore functionally similar to (local) all-to-all coupling? Are local field potentials [@pcbi.1000637-Pesaran1] plausible candidates for a role in this picture?

Methods {#s4}
=======

Proof of the general analytical result {#s4a}
--------------------------------------

In the noise-free case (), it can be shown that, for strong enough coupling strengths, the elements of the network synchronize completely, that is, after exponential transients, we have in (A4) [@pcbi.1000637-Pham1]. Thus, all the tend to a common trajectory, which is in fact a nominal trajectory of the noise-free system , because all the couplings vanish on the synchronization subspace.

In the presence of noise, it is not clear how to relate the trajectory of each to a nominal trajectory of the noise-free system. Nevertheless, we still know that the live "in a small neighborhood" of each other, as quantified by (A4). Thus, if the center of this small neighborhood follows a trajectory similar to a nominal trajectory of the noise-free system, then one may gain some information on the trajectories of the .

To be more precise, let be the center of mass of the , that isObserve that, after expansion and rearrangement, the sum can be rewritten in terms of the distances of the from Using (A4) then leads toSumming over the equations followed by the and using assumption (A1), we haveWe now make the dynamics explicit with respect to by lettingso that Equation (8) can be rewritten asUsing the Taylor formula with integral remainder, we havewhere is the gradient of or, equivalently, the vector of the Jacobian matrix of . Summing Equation (11) over and using assumption (A2), we getSumming now inequality (12) over and using inequality (7), we getwhich implies that when .

Turning now to the noise term in Equation (10), we havesince the intrinsic noises of the elements of the network are mutually independent.

Thus, for a given (even large) noise intensity , the difference between the *dynamics* followed by and the noise-free dynamics tends to zero when and . Assumption (A3) then implies that . More precisely, the impact of noise on the mean trajectory (quantified by ) evolves asFinally, Equation (7) and the triangle inequalityimply that the *trajectory* of any synchronized element of the network and that of the noise-free system are also similar \[compare [Figure 1(A)](#pcbi-1000637-g001){ref-type="fig"} and [Figure 1(E)](#pcbi-1000637-g001){ref-type="fig"}\].

FN oscillators in an all-to-all network {#s4b}
---------------------------------------

### Two FN oscillators {#s4b1}

Consider first the case of two coupled FN oscillators driven by Equation (2). Construct the following auxiliary system (or virtual system, in the sense of [@pcbi.1000637-Wang1]), where and are considered as *external inputs* Remark that is a particular trajectory of this system.

Let and . Assume that the coupling strength is significantly larger than the system\'s parameters, i.e. , and . Since is nonnegative for any and , we have either or , depending on the actual value of . This implies in particular that , and .

Given these asymptotes, the evolution matrix of system (17) is diagonalizable with eigenvalues and and eigenvectors respectively and . Furthermore, it is not difficult to see that all those \'s are asymptotically close to each other, that is . We now defineleading toSince these equations are in fact uncoupled, they can be solved independently. Using the stochastic contraction results (corollary 1 of [@pcbi.1000637-Pham2]) and the approximations , this yieldsThese bounds can be translated back in terms of the by inverting (18)Thus, after transients of rate ,Since is a particular trajectory of system (17) as we remarked earlier, one finally obtains that, after transients of rate ,

### General case {#s4b2}

Consider now an all-to-all network with identical couplings as in Equation (2). Construct as above the following auxiliary systems indexed by , where the are considered as external inputsRemark that, similarly to the case of two oscillators, is a particular solution of these equations. Remark also that each pair is in fact uncoupled with respect to other pairs. This allows us to use (19) to obtain that, after transients of rate ,Summing over the yieldsThus, (A4) is verified withFor large , we have , which converges to 0 when \[see [Figure 3(A)](#pcbi-1000637-g003){ref-type="fig"}\].

Assumption (A1) is also verified because an all-to-all network with identical couplings is symmetric, therefore balanced. As for (A2), observe that andSince the are oscillators with stable limit cycles, it can be shown that the trajectories of the are bounded by a common constant . Thus (A2) is verified with .
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