Metacirculants are a rich resource of many families of interesting graphs, and weak metacirculants are generalizations of them. A graph is called a split weak metacirculant if it has a vertex-transitive split metacyclic automorphism group. In two recent papers, it is shown that a graph of prime power order is a metacirculant if and only if it is a split weak metacirculant. Let m is a positive integer. In this paper, we first give a sufficient condition for the existence of split weak metacirculants of order m which are not metacirculants. This is then used to give a sufficient and necessary condition for the existence of split weak metacirculants of order n which are not metacirculants, where n is a product of two prime-powers. As byproducts, we construct infinitely many split weak metacirculant graphs which are not metacirculant graphs, and answer an open question reported in the literature.
Introduction
In 1982, Alspach and Parsons [1] introduced the metacirculant graphs, an infinite family of vertex-transitive graphs. From the definition given in [1] , it is easy to see that in the full automorphism group of every metacirculant graph, there is a special vertex-transitive metacyclic subgroup. Based on this observation, in 2008 Marušič andŠparl [17] gave an equivalent definition of metacirculant graphs as follows. Let m ≥ 1 and n ≥ 2 be integers. A graph Γ of order mn is called [17] an (m, n)-metacirculant graph (in short (m, n)-metacirculant) if it has an automorphism σ of order n such that σ is semiregular on the vertex set of Γ, and an automorphism τ normalizing σ and cyclically permuting the m orbits of σ such that τ has a cycle of size m in its cycle decomposition. A graph is called a metacirculant if it is an (m, n)-metacirculant for some m and n.
As pointed out in [18, P.278 ], partly because they include the Petersen graph, metacirculant graphs are a very important and natural family of vertex-transitive graphs. In the literature, this class of graphs provides a rich source of various research problems. For example, in [20] it is shown that any cartesian (as well as lexicographic, tensor, and strong) product of two circulant graphs is a metacircualnt. In [24] , the metacirculant graphs are used to construct vertex-transitive non-Cayley graphs. Metacirculant graphs are also widely used in the construction and classification of half-arc-transitive graphs refer to [2, 11, 16, 17, 19, 23] .
It follows from the definition above that a metacirculant Γ has an automorphism group σ, τ which is metacyclic and transitive on V (Γ). Actually, in [12, Lemma 2.2] it is proved that σ, τ = σ : τ . If we, instead, require that the graph has a vertex-transitive metacyclic group of automorphisms, then we obtained the so-called weak metacirculants. Weak metacirculants were introduced by Marušič andŠparl [17] in 2008. Five years latter, in [12] Li et al. divided the weak metacirculants into the following two subclasses: A weak metacirculant which has a vertex-transitive split metacyclic automorphism group is called split weak metacirculant. Otherwise, a weak metacirculant Γ is called a non-split weak metacirculant if its full automorphism group does not contain any split metacyclic subgroup which is vertex-transitive. As mentioned above, [12, Lemma 2.2] shows that every metacircualnt is a split weak metacirculant, but it was unknown whether the converse of this statement is true. Motivated by this fact, in [28] Sanming Zhou and the second author asked the following question:
Question A([28, Question A]) Is it true that any split weak metacirculant is a metacirculant?
It is worth mentioning that in several recent publications [14, 15, 22] , the authors called a graph a 'metacirculant' if its full automorphism group contains a vertex-transitive metacyclic subgroup. Clearly, the 'metacirculant' defined here is just the weak metacirculant but not metacirculant as we defined above. To avoid confusing these two types of 'metacircualnts', it seems essential to make clear the relationship between metacircualnt and weak metacirculant. In 2008, Marušič andŠparl [17, p.368] asked "if the class of weak metacirculants is indeed larger than that of metacirculants." This question was positively answered in 2016 by Antončič and P.Šparl [3] . We also refer the reader to [13, 27] to see more examples of weak metacirculants which are not metacirculants. The facts listed above also provide a strong motivation for us to the study Question A.
There are some partial answers to Question A. In [6, 28] , it is shown that the answer to the above question is positive for the case when the graph under consideration is of prime-power order. Inspired by this, we are naturally led to ask whether the answer for Question A is still positive when the graph under consideration has order a product of two prime-powers. In this paper, we shall show that this is not true.
For brevity, a split weak metacirculant which is not metacirculant is simply called a pseudo-metacirculant. Our first theorem gives a sufficient condition for existence of a pseudo-metacirculant. Using the above theorem, our next theorem determines all possible products n of two prime-powers for which there exists a pseudo metacirculant of order n. 
The above theorems also motivate us to propose the following problem.
Problem B Determine the positive integers m for which there exists a pseudo metacirculant of order m.
Preliminaries

Definitions and notations
For a positive integer n, we denote by C n the cyclic group of order n, by Z n the ring of integers modulo n, by Z * n the multiplicative group of Z n consisting of numbers coprime to n, and by D 2n the dihedral group of order 2n. For two groups M and N, N : M denotes a semidirect product of N by M. Given a group G, denote by 1, Aut (G) and Z(G) the identity element, full automorphism group and center of G, respectively. Denote by o(x) the order of an element x of G. For a subgroup H of G, denote by C G (H), N G (H) the centralizer and normalizer of H in G, respectively. Of course C G (H) is normal in N G (H), and the well-known N/C-theorem asserts that the quotient group N G (H)/C G (H) is isomorphic to a subgroup of Aut (H). Given a p-group G of exponent p e , where p is a prime and e ≥ 1 an integer, for each integer s between 0 and e, set by a cyclic group G/N ∼ = C m , written as G ∼ = C n .C m . If this extension is split, namely G ∼ = C n : C m , then G is called a split metacyclic group.
Let G be a permutation group on a set Ω and α ∈ Ω. Denote by G α the stabilizer of α in G, that is, the subgroup of G fixing the point α. We say that G is semiregular on Ω if G α = 1 for every α ∈ Ω and regular if G is transitive and semiregular. For any subset ∆ of Ω, use G ∆ and G (∆) to denote the subgroups of G fixing ∆ setwise and pointwise, respectively. A block of imprimitivity of G on Ω is a subset ∆ of Ω with 1 < |∆| < |Ω| such that for any g ∈ G, either ∆ g = ∆ or ∆ g ∩ ∆ = ∅. In this case the blocks ∆ g , g ∈ G form a G-invariant partition of Ω.
All graphs in this paper are finite, simple and undirected. For a graph Γ, we denote its vertex set and edge set by V (Γ) and E(Γ), respectively. Given u, v ∈ V (Γ), denote by {u, v} the edge between u and v. Denote by Γ(v) the neighbourhood of v, and by Γ[B] the subgraph of Γ induced by a subset B of V (Γ). An s-cycle in Γ, denoted by C s , is an (s + 1)-tuple of pairwise distinct vertices (v 0 , v 1 , . . . , v s ) such that {v i−1 , v i } ∈ E(Γ) for 1 ≤ i ≤ s and {v s , v 0 } ∈ E(Γ). Denote by K n the complete graph of order n, and K n,n the complete bipartite graph with biparts of cardinality n. The full automorphism group of Γ is denoted by Aut (Γ).
Quotient graph
Let Γ be a connected vertex-transitive graph, and let G ≤ Aut (Γ) be vertex-transitive on Γ. A partition B of V (Γ) is said to be G-invariant if for any B ∈ B and g ∈ G we have B g ∈ B. For a G-invariant partition B of V (Γ), the quotient graph Γ B is defined as the graph with vertex set B such that, for any two different vertices B, C ∈ B, B is adjacent to C if and only if there exist u ∈ B and v ∈ C which are adjacent in Γ. Let N be a normal subgroup of G. Then the set B of orbits of N on V (Γ) is a G-invariant partition of V (Γ). In this case, the symbol Γ B will be replaced by Γ N , and the original graph Γ is said to be a cover of Γ N if Γ and Γ N have the same valency.
Cayley graph
Given a finite group G and an inverse closed subset S ⊆ G \ {1}, the Cayley graph Cay(G, S) on G with respect to S is a graph with vertex set G and edge set {{g, sg} | g ∈ G, s ∈ S}. For any g ∈ G, R(g) is the permutation of G defined by R(g) :
It is well-known that R(G) is a subgroup of Aut (Cay(G, S)). In 1981, Godsil [8] proved that the normalizer of R(G) in Aut (Cay(G, S)) is R(G) ⋊ Aut (G, S), where Aut (G, S) is the group of automorphisms of G fixing the set S set-wise. This result has been successfully used in characterizing various families of Cayley graphs Cay(G, S) such that R(G) = Aut (Cay(G, S)) (see, for example, [8, 9] ). A Cayley graph Cay(G, S) is said to be normal if R(G) is normal in Aut (Cay(G, S)). This concept was introduced by Xu in [26] , and for more results about normal Cayley graphs, we refer the reader to [7] .
Coset graph
Let G be a group and for a subgroup H of G, let Ω = [G : H] = {Hx | x ∈ G}, the set of right cosets of H in G. For g ∈ G, define R H (g) : Hx → Hxg, x ∈ G, and set
is a homomorphism from G to S Ω and it is called the coset action of G relative to H. The kernel of the coset action is H G = ∩ g∈G H g , the largest normal subgroup of G contained in H, and G/H G ∼ = R H (G). It is well-known that any transitive action of G on Ω is equivalent to the coset action of G relative the subgroup G α for any given α ∈ Ω. If H G = 1, we say that H is core-free in G.
Let 
It is easy to see that Γ is well defined and has valency |D|/|H|, and Γ is connected if and only if D generates G. Further, R H (G) ≤ Aut (Γ), and hence Γ is vertex-transitive.
} and L is the kernel of the action. Furthermore, it is easy to see that Aut (G,
The following proposition determines the normalizer of R H (G) in the full automorphism group of Cos(G, H, D). 
Below, we prove a technical lemma. 
If the vertex-stabilizer
Proof Let A = Aut (Γ). Suppose that A H fixes Σ(H) = {Hd | d ∈ C} setwise. Then for any g ∈ G, we have A Hg = (A H ) R H (g) , and so A Hg fixes the following set setwise:
Take x ∈ A and take any edge e = {Hg, Hdg} of Σ. To show A ≤ Aut (Σ), it suffices to show that e x ∈ E(Σ). Since G acts transitively on V (Γ) by right multiplication, there exists g ′ ∈ G such that (Hg) x = Hgg ′ , and then (Hg)
. Hence, we have e
x ∈ E(Σ), and consequently, A ≤ Aut (Σ).
Cartesian products
The Cartesian product X Y of graphs X and Y is a graph with vertex set V (X) × V (Y ), and with vertices (u, x) and (v, y) being adjacent if and only if u = v and x ∼ y in Y , or x = y and u ∼ v in X.
A non-trivial graph X is prime if it is not isomorphic to a Cartesian product of two smaller graphs. The following proposition shows the uniqueness of the prime factor decomposition of connected graphs with respect to the Cartesian product. 
Metacirculants
Combining [6, Theorem 6.2] with [28, Theorem 1.1], we have the following result.
Proposition 2.5 There exist no pseudo-metacirculants of prime power order.
The following lemma shows that there exist no pseudo-metacirculants of square-free order.
Lemma 2.6 Let n be a square-free integer. Then there exist no pseudo-metacirculants of order n.
Proof By the definition of pseudo-metacirculants, it suffices to show that every split weak-metacirculant of order n is also a metacirculant. Let Γ be a split weak-metacirculant of order n. Let G ≤ Aut (Γ) be minimum subject to that G is vertex-transitive and split metacyclic. Assume that G = σ : τ ∼ = C a : C bc , and G v ∼ = C c with v ∈ V (Γ). Then n = ab, and τ b ∈ σ : G v . By the minimality of G, we have that any prime divisor of c also divides b. This implies that G v is a Hall subgroup of σ : G v , and so we must have τ b ∈ G u for some u.
Two families of pseudo metacirculants
In this section, we shall construct two infinite families of pseudo metacirculants. As a result, we answer Question A in negative.
Family A
Construction A. Let p, q be two primes such that q | p − 1 and let n ≥ 2 be an integer. Let γ ∈ Z * p n be of order pq and let
where
Below, we shall first give some properties of the group G p,n,q .
. Then |G| = q|P |, and the following hold:
(3) G has no normal q-subgroups;
Proof As b −1 ab = a γ , one has b −pq ab pq = a γ pq = a, and so b pq commutes with a. It follows that b pq ∈ Z(P ). Since γ ∈ Z * p n has order pq, we may assume that γ = t + rp n−1 for some
Since |G| = q|P |, if G has a normal q-subgroup say N, then N has order q and then N is contained in the center of G. It would follow that N ≤ C G (H), contrary to item (2) . Thus, G has no normal q-subgroups.
For item (4) , suppose to the contrary that 2
Then we may take an involution α ∈ Aut (G, H, D). Since |G| = q|P |, P is normal and so characteristic in G.
From the first equality, we have (2), the second equality implies that (Ha) α = Ha or Ha −1 , and (Hb q ) α = Hb q or Hb −q . Then
Suppose that i = 0 in Z p . Considering the image of the equality of a
Since a p n−1 , b pq ∈ Z(P ), it is easy to see that
Since H α = H and since α has order 2, it follows that
As a α = a or a −1 , the only possibility is (a
This also implies that a α = a, and hence (a
Considering the image of the equality a
and hence γ pq−2q ≡ 1 (mod p n ). Since γ ∈ Z * p n has order pq, one has pq | pq − 2q, forcing p | 2q. However, this is impossible because q | p − 1.
In what follows of this subsection, we shall always make the following assumption:
Assumption I.
• Γ = Γ p,n,q , A = Aut (Γ) and G = G p,n,q ;
• View G as a subgroup of A (By Lemma 3.1, H is core-free in G, and so G acts faithfully and transitively on V (Γ) by right multiplication. Thus we may let G ≤ A);
We shall first prove some basic properties of the graph Γ.
Lemma 3.2
The graph has valency 2p + 4, and
It is easy to check that for any ℓ ∈ Z p 2 q , if ℓ = kpq + i for some 0 ≤ i ≤ pq − 1, then
By the definition of coset graph, the neighborhood of H in Γ is
So Γ has valency 2p + 4.
, and moreover, the subgraph of Σ 3 induced by any two adjacent orbits of N is isomorphic to K p,p .
Proof By Lemma 3.1, N G and N centralizes H, and so H fixes Hg for every g ∈ N.
Noting that B = V 1 ∩ Γ(H) = {Hgb | g ∈ N}, it follows that for every g ′ ∈ N,
and consequently, we have
Since N is normal in G and since G is transitive on V (Γ), the subgraph induced of Σ 3 by any two adjacent orbits of N is isomorphic to K p,p .
Proof By Lemma 3.2, we have
From Lemma 3.3, together with a direct computation, it follows that for every different
Moreover, by a direct computation, we obtain that for any Ha ℓ = Hd ∈ Γ(H), Γ(Ha ℓ ) ∩ Γ(Hd) = {H} where ℓ = 1 or −1, and
It then follows that the vertex-stabilizer A H fixes the following two sets setwise:
By Lemma 2.2, we have A ≤ Aut (Σ i ) with i = 1, 2 or 3.
Lemma 3.5 For every i ∈ Z pq , V i is a block of imprimitivity of A on V (Γ).
Proof By Lemma 3.4, we have A ≤ Aut (Σ 2 ). Recall that
Then Σ 2 is disconnected, and the coset graph ∆ = Cos( a, H , H, H{a, a
Since a G and G is transitive on V (Γ), each orbit V i of a is a block of imprimitivity of A on V (Γ). For item (2) , by Lemma 3.3, the subgraph induced by the two orbits H N and (Hb) N of N is isomorphic to K p,p . Consequently, we have the subgraph of Γ induced by the edges between V 0 and V 1 is isomorphic to p n−1 K p,p . As b cyclically permutates the orbits V 0 , V 1 , . . . , V pq−1 of a , for every i ∈ Z pq , the subgraph of Γ induced by the edges between V i and V i+1 is isomorphic to p n−1 K p,p . Similarly, since V q ∩ Γ(H) = {Hb q }, the edges between V 0 and V q form a perfect matching. It then follows that the edges between V i and V i+q form a perfect matching, where the subscripts are modulo pq. So item (3) holds.
Lemma 3.6 For every
For convenience of the statement, in what follows, we shall further make the following assumption:
Assumption II.
• T = a ;
• Γ T : the quotient graph of Γ relative to T ;
• (Σ 3 ) T : the quotient graph of Σ 3 relative to T ;
• (a p n−1 ) |V i : the restriction of a on V i , where i ∈ Z pq ;
• for every ℓ ∈ Z q , let
By Lemma 3.5, each orbit V i of T is a block of imprimitivity of A on V (Γ). By Lemma 3.6, we obtain the following lemma.
Lemma 3.7
The quotient graph (Σ 3 ) T is a cycle of length pq, and Proof We first show that every c ℓ is in K. It suffices to prove that c ℓ is an automorphism of Γ. Clearly, c ℓ is a permutation on V (Γ). Take Ha j b i ∈ V i for some i ∈ Z pq . We have
Now we can conclude that c ℓ preserves the edge set of Γ and so c ℓ ∈ A. Therefore, we have J ≤ K.
Recall that for every ℓ ∈ Z q ,
Each (a p n−1 ) |V kq+ℓ is the restriction of a p n−1 on the orbit V kq+ℓ of a . So a communicates with each c ℓ . As b cyclically permutates the orbits V 0 , V 1 , . . . , V pq−1 , for each ℓ ∈ Z q , {V kq+ℓ | k ∈ Z p } is just an orbit of b q on {V 0 , V 1 , . . . , V pq−1 }. It then follows that b q communicates with each c ℓ , and hence P centralizes J. Clearly, b cyclically permutates c 0 , c 1 , . . . , c q−1 , so b normalizes J.
By Lemma 3.6, Γ[V
, every orbit of K * on V (Γ) is either of length 1 or an orbit of N = a p n−1 . By Lemma 3.6, Γ[V i ] ∼ = C p n for every i ∈ Z pq , and so the restriction of K * on each V i is either trivial or the restriction of a p n−1 on V i . Again, by Lemma 3.6, the edges of Γ between V i and V i+q form a perfect matching for every i ∈ Z pq . Then K * must fix V kp+q pointwise for k ∈ Z q , and so K * has order at most p q−1 . Thus, c 1 , c 2 , . . . , c q−1 = K * . Again, since Γ[V 0 ] ∼ = C p n , one has K/K * ≤ D 2p n , and hence |K| = |J a | or 2|J a |.
Suppose that |K| = 2|J a |. If q = 2, then J ∼ = C 2 p and J a = a × b pq ≤ G. It follows that |GK| = 2|G| and hence G GK. By Proposition 2.1, we have C 2 (GK) H ≤ Aut (G, H, D) . However, by Lemma 3.1 (4), this is impossible. Now let q > 2.
, the restriction of x on each V i is an involution of Aut (Γ[V i ]) ∼ = D 2p n . This implies that x maps a to a −1 , and hence maps each c ℓ to c
Let GK/J a = yJ a . Then GK = J a y and y 2pq ∈ J a . Clearly, y p n q is also an involution. Since p > q > 2, every Sylow 2-subgroup of GK has order 2, and by Sylow theorem, y p n q = x g for some g ∈ GK. Since x inverts every element of K under conjugation, y p n q also inverts every element of K under conjugation. Since y p n q commutes with y 2pq , one has y 2pq = 1. So o(y 2q ) = p. Then J a : y 2q is a Sylow p-subgroup of JG. Note that P J is a normal Sylow p-subgroup of JG. So P J = J a : y 2q and so y 2q ∈ Ω 1 (P J). However, as P centralizes J, it is easy to check that y 2q ∈ Ω 1 (P J) ≤ J, a contradiction.
Therefore, |K| = |J a |, and hence K = J a . By Lemma 3.7, we have A/K ∼ = C pq or D 2pq . Suppose that A/K ∼ = D 2pq . If q = 2, then K ≤ G and |A : G| = 2, and hence by Proposition 2.1, we have Aut (G, H, D) C 2 , which is impossible by Lemma 3.1 (4). Now let q > 2. Take an involution x of A. Then x is a Sylow 2-subgroup of A, and x must fix H. As K has odd order, we have x / ∈ K, and so by Lemma 3.7, x must interchange V 1 and V pq−1 . Consider the quotient graph Γ N of Γ relative to N = a p n−1 . Clearly, J is contained in the kernel of A acting on V (Γ N ). As the kernel of A acting on V (Γ N ) is also contained in K = J a , J is actually the kernel of A acting on V (Γ N ). So |A/J| = 2|GJ/J|. Noting
, and it is also easy to check that Γ[H N , Hg] is a perfect matching for each g ∈ {a,
. As x interchanges V 1 and V pq−1 , x induces an automorphism, say α of X such that
and α interchanges bJ and b −1 J while maps aJ to aJ or a −1 J. Note that GJ/J = aJ : bJ and b −1 abJ = a γ J with γ pq ≡ 1 (mod p n ). Considering the image of b
and hence a γ pq−2 ∈ J. It follows that p n−1 | γ pq−2 , a contradiction. Thus, we have A/K ∼ = C pq and hence A = JG. This completes the proof.
Proof Suppose on the contrary that Γ is a Cayley graph. Then A has a regular subgroup, say B. From Lemma 3.7 it follows that B/(B ∩ K) ∼ = C pq , where K is the kernel of A acting on the orbit set {V 0 , V 1 , . . . , V pq−1 } of T = a on V (Γ). As Γ[V i ] ∼ = C p n , we must have that B ∩ K ∼ = C p n . This implies that B contains an element say x of order pq which cyclically permutates the orbits V 0 , V 1 , . . . , V pq−1 of T on V (Γ). Consequently, x q is an element of A of order p outside J a . However, note that J a, b q is the normal Sylow p-subgroup of A, and it is easy to show that all the elements of J a, b q of order p are contained in J a . This is a contradiction.
Theorem 3.10 The graph Γ is a pseudo metacirculant.
Proof Note that G acts faithfully and transitively on V (Γ) by right multiplication. Since G = a : b ∼ = C p n : C p 2 q , Γ is a split weak metacirculant.
Suppose that Γ is also a metacirculant. Then by the definition of metacirculant, Γ has two automorphisms σ, τ satisfying the following conditions:
(1) σ is semiregular and has m orbits on V (Γ), (2) τ normalizes σ and cyclically permutes the m orbits of σ , (3) τ has a cycle of size m in its cycle decomposition.
By Corollary 3.9, Γ is not a Cayley graph and so σ, τ is not regular on V (Γ). This implies that τ m = 1. Assume first that q = 2. Then by Lemma 3.8, we have A = G. Since σ, τ is not regular on V (Γ), one has σ, τ = G. By Lemma 3.1, G has no normal 2-subgroups, and so 2 ∤ | σ |. Therefore, 2 | | τ |. By the above condition (3), τ m ∼ = C p is the stabilizer of some vertex of Γ. Since G is transitive on V (Γ), there exists g ∈ G such that τ m g = H. However, by Lemma 3.1 (2), C G (H) = P and so C G ( τ m ) = P , contrary to 2 | | τ |. Thus, Γ is not a metacirculant.
Assume now that q > 2. Then Γ has odd order p n+1 q. Then o(σ) | p n+1 q. Let B = σ : τ . By Lemma 3.7, we have B/(B ∩ K) ∼ = C pq , where K is the kernel of A acting on the orbit set {V 0 , V 1 , . . . , V pq−1 } of T = a on V (Γ). By Lemma 3.8, we have 
Family B
Construction B. Let p be a prime such that 4 | p − 1 and let n ≥ 2 be an integer. If p > 5, then let r ∈ Z * p be such that r 2 ≡ −1 (mod p), and if p = 5, then let r = 2. Let
where H = a 2 n−1 c 2 .
We first prove a lemma.
It follows that a α ∈ a . Since α has order 2 and n = 2, one has a α = a or a −1 , and hence (a 2 ) α = a 2 . Assume that c α = a i b j c k for some i ∈ Z 2 n , j ∈ Z p and k ∈ Z * 4 . Considering the image of the equality
Thus, j = 0 in Z p , and so c α = a i c. Now by a direct computation, we have
Remember that 
This implies that Aut (G, H, D) has exactly one involution.
Below we shall determine the full automorphism group of Γ 2,n,p,r .
Lemma 3.12 Let Γ = Γ 2,n,p,r and let
Proof Let A = Aut (Γ). It is easy to see that H is a non-normal subgroup of G, and so H is core-free in G. It follows that G acts faithfully and transitively on V (Γ) by right multiplication, and so we may view G as a transitive subgroup of A. If n = 2 and p = 5, then by Magma [5] , we obtain that Aut (Γ) = G. In what follows, we shall always assume that either p > 5 or n > 2.
Noting that ab = ba, we have ab ∼ = C 2 n p . Clearly, ab G, so ab is semiregular on V (Γ). Since |V (Γ)| = |G : H| = 2 n+1 p, ab has two orbits on V (Γ) which are listed as follows:
The kernel of G acting on {V 0 , V 1 } is ab : c 2 . We can also easily obtain the following two observations:
Furthermore, an easy computation shows that So for any i ∈ Z 2 n , j ∈ Z p , we have
We shall finish the proof by the following four steps.
Step 1 Let Σ = Cos(G, H, H{(bc) ±1 , c ±1 }H) and let M = bc, c, H . Then A ≤ Aut (Σ). In particular, the orbit
By direct computations, we may depict the subgraph induced by Γ(H) as in Figures (1)-(3) .
From these three figures one may see that the vertex-stabilizer A H fixes the following set setwise:
is just a component of Σ, and since A is transitive on V (Σ) = V (Γ), the orbit of M containing H is a block of imprimitivity of A on V (Γ).
Step 2 Set N = a 2 n−1 × b . Then each orbit of N is a block of imprimitivity of A on V (Γ). If
It is easy to see no two of the above four sets are the same, and so no two vertices in {Habc, Ha 
It is easily checked that the above six sets are pair-wise different, and no two vertices in {Hbc, Ha Step 4 A = G. (1) and (3), we can see that A H is intransitive on the set of four neighbors of H contained in V 0 . It follows that A H ∼ = C 2 and hence A = G. If n = 2 and p > 5, then by Lemma 3.11, we must have Aut (G, H, D) ∼ = C 2 , implying that A = G.
Corollary 3.13
The graph Γ is non-Cayley.
Proof Suppose on the contrary that Γ is a Cayley graph. Then A has a regular subgroup, say G, and then A = G : A H . Since A is metacyclic, every Sylow 2-subgroup of G must be cyclic. It follows that every Sylow 2-subgroup of A has a cyclic maximal subgroup. However, this is impossible because from the Construction B we know that every Sylow 2-subgroup of A is isomorphic to C 2 n : C 4 , a contradiction.
Theorem 3.14 The graph Γ 2,n,p,r is a pseudo metacirculant.
Proof Let Γ = Γ 2,n,p,r , and let G = G 2,n,p,r . Note that G acts faithfully and transitively on V (Γ) by right multiplication. Since G = ab : c ∼ = C 2 n ·p : C 4 , Γ is a split weak metacirculant. Suppose that Γ is also a metacirculant. Then by the definition of metacirculant, Γ has two automorphisms σ, τ satisfying the following conditions:
By Lemma 3.12, we have A = G. By Corollary 3.13, Γ is a non-Cayley graph, and then we have G = σ, τ . Thus, τ m = 1 and hence τ m ∼ = C 2 . Since G is transitive on V (Γ), we may assume that τ m = G H = a 2 n−1 c 2 . Then there would exist an element x of G of order 4 such that x 2 = τ m = a 2 n−1 c 2 . Then x ∈ a, c and so x = a i c j for some integers i, j. However, x 2 = c 2j due to c −1 ac = a −1 . A contradiction occurs. Thus, Γ is not a metacirculant.
Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1.
Proof of Theorem 1.1 For convenience of the statement, we shall first introduce some notations:
Notations.
• For item (i), let m = 2 k d n+1 ℓ, let m 1 = 2 k−1 ℓ with (ℓ, 2d) = 1, k ≥ 1, n ≥ 2, and let
• For item (ii), let m = 2 n+1 p k ℓ, let m 1 = p k−1 ℓ with (ℓ, 2p) = 1, k ≥ 1, n ≥ 2, and let Γ 1 = Γ 2,n,p,r .
• For item (iii), let m = q k d n+1 ℓ, let m 1 = q k−1 ℓ with (ℓ, qd) = 1, k ≥ 1, n ≥ 2, and let
Let Γ 2 be a cycle of length m 1 . We shall finish the proof by the following two steps.
Step 1 For each of the above three cases, Γ 1 is coprime to Γ 2 (w.r.t. Cartesian product).
For item (i), if m 1 = 2 k−1 ℓ > 4 or 2 k−1 ℓ = 3, then Γ 2 is a prime graph and Aut (Γ 2 ) ∼ = D 2m 1 . If Γ 2 is not coprime to Γ 1 , then Γ 2 will be a factor of Γ 1 , and so by Proposition 2.4, |Aut (Γ 2 )| | |Aut (Γ 1 )|. However, by Lemma 3.8, we know Aut (
is not coprime to Γ 1 , then Γ 2 and Γ 1 will have a common factor, say ∆ of order 2. By Proposition 2.4, Aut (∆) ∼ = C 2 would be a normal subgroup of Aut (Γ 1 ). However, this is impossible by Lemma 3.1.
For item (ii), Γ 2 is a cycle of odd length m 1 , and so it is a prime graph. If Γ 2 is not coprime to Γ 1 , then Γ 2 will be a factor of Γ 1 , and so by Proposition 2.4, Aut (Γ 1 ) will have a normal subgroup isomorphic to Aut (Γ 2 ) ∼ = D 2m 1 . By Lemma 3.12, we have
where r 2 ≡ −1 (mod p). This implies that m 1 = p and Aut (Γ 1 ) ∼ = Aut (Γ 2 ) × M for some subgroup of Aut (Γ 1 ). However, this is impossible.
For item (iii), Γ 2 is a cycle of odd length m 1 , and so it is a prime graph. If Γ 2 is not coprime to Γ 1 , then Γ 2 will be a factor of Γ 1 , and so by Proposition 2.4, Aut (Γ 1 ) will have a normal subgroup isomorphic to Aut (Γ 2 ) ∼ = D 2m 1 . However, this is impossible for Aut (Γ 1 ) has odd order by Lemma 3.8.
Step 2 Let Γ = Γ 1 Γ 2 . Then Γ is a pseudo-metacirculant of order m.
By Theorems 3.10 and 3.14, Γ 1 is a pseudo-metacirculant, and moreover, by Lemmas 3.8 and 3.12, it is easy to see that Aut (Γ) has a vertex-transitive subgroup isomorphic to either (C p n : C p 2 t ) × C m 1 for Γ 1 = Γ d,n,t with t = 2 or q, or to (C 2 n ·p : C 4 ) × C m 1 for Γ 1 = Γ 2,n,p,r . So, Γ is a split weak metacirculant. Below, we shall show that Γ is not a metacirculant.
By Step 1, Γ 1 is coprime to Γ 2 . It follows from Proposition 2.4 that Aut (Γ) = Aut (Γ 1 ) × Aut (Γ 2 ). Suppose on the contrary that Γ is a metacirculant. By the definition of metacirculant, Γ will have two automorphisms σ, τ satisfying the following conditions:
(1) σ is semiregular and has m orbits on V (Γ), (2) τ normalizes σ and cyclically permutes the m orbits of σ , (3) τ has a cycle of size m in its cycle decomposition. 
If τ m = 1, then G = σ : τ is regular on V (Γ), and then G B 1 is also regular on B 1 . However, by Corollaries 3.9 and 3.13, Γ 1 is not a Cayley graph, a contradiction.
In what follows, assume that τ m = 1. Then either τ 
be the kernel of G B 1 acting on B 1 . If
is not regular on
is regular on B 1 . So Γ 1 can be viewed as a Cayley graph on the cyclic group G B 1 /G * B 1
. However, this is impossible by Corollaries 3.9 and 3.13.
Proof of Theorem 1.2
The goal of this section is to prove Theorem 1.2. Throughout this section, we shall always use the following notations:
Assumption III.
• Let n = p 2 , where p 1 < p 2 are two primes and ℓ 1 , ℓ 2 are non-negative integers.
• Let Ω be a set of cardinality n.
• Let G ≤ Sym(Ω) be minimal subject to that G = a : b is split metacyclic and is transitive on Ω.
• For convenience, we may write a = a 1 a 2 , b = b 1 b 2 , where o(a k ) = p
Then each a k is the unique Sylow p k -subgroup of a . Since a G, one has a k G.
• Let P k = a k : b k with k = 1, 2.
Below, we prove a series of lemmas. 
As b is transitive on the orbits of a , it follows that 0 ≤ ℓ k − i k ≤ j k with k = 1, 2. Suppose that
, and then b Lemma 5.2 P 2 G. If ℓ 2 ≤ 2, then P 2 is semiregular on Ω.
Proof As P 2 a / a G/ a , one has a P 2 G. Note that a P 2 = a 1 : P 2 . Since p 1 < p 2 , P 2 is also normal in a 1 : P 2 . It then follows that P 2 is characteristic in a 1 × P 2 , and hence normal in G due to a 1 : P 2 G. Thus, P 2 G.
If i 2 = ℓ 2 , then j 2 = 0 and then a 2 = P 2 , which is clearly semiregular on Ω. Assume now i 2 < ℓ 2 . Then either i 2 = 0 or i 2 = 1 and ℓ 2 = 2. This implies that P 2 = a 2 × b 2 with o(a 2 ) = 1 or p 2 . Recall that a P 2 = a 1 × P 2 . So b 2 is in the center of G, and hence b 2 is semiregular on Ω. If P 2 = b 2 , then P 2 is clearly semiregular on Ω. Suppose that P 2 = b 2 . Then i 2 = 1. If j 2 ≥ 2, then b 2 × a 1 , b 1 will be transitive on Ω. By the minimality of G, we have b 2 × a 1 , b 1 = G, and so P 2 = b 2 , a contradiction. If j 2 = 1, then P 2 = a 2 × b 2 ∼ = C p 2 × C p 2 , and then ℓ 2 = 2. This implies that P 2 must be semiregular on Ω.
Lemma 5.3 a 1 centralizes P 2 .
Proof We may assume that a 1 is non-identity. It then suffices to show that b 2 commutes with a 1 . Since a 1 G, b 2 induces an automorphism of a 1 . Since p 2 > p 1 , o(b 2 ) is coprime to the order of Aut ( a 1 ). This implies that b 2 also induces a trivial automorphism of a 1 . Thus, a 1 commutes with b 2 , and hence a 1 centralizes P 2 . , where for k = 1, 2, either 0 < ℓ k − i k ≤ j k , or ℓ k = i k and j k = 0. By Lemma 5.2, P 2 G is semiregular on Ω. Then for any α ∈ Ω, G α is a p 1 -subgroup. So, if i 1 = 0, then b 1 is a Sylow p 1 -subgroup of G. By Sylow theorem, we may assume that G α ∈ b 1 and then G α ≤ b . If i 1 = ℓ 1 , then a 1 is also a Sylow p 1 -subgroup of G, and then a 1 × P 2 = G. Clearly, G will be regular on Ω, so the lemma holds in this case. Finally, let 0 < i 1 < ℓ 1 . Then i 1 = 1 and ℓ 1 = 2. Since a 1 ∼ = C p 1 , b 1 centralizes a 1 , and by Lemma 5.3, we have a 1 ∈ Z(G). Let H = a 2 : b . Then G = a 1 × H. Since o(a 1 ) = p 1 , if G α H, then G = HG α and then H is transitive on Ω, contrary to the minimality of G. Thus, G α = H α . Since G α = H α is a p 1 -subgroup, by Sylow theorem, we may assume that H α ≤ b 1 , and hence H α ≤ b . This completes the proof. Proof By Lemma 5.2, P 2 G is semiregular on Ω. It follows that G α is a 2-subgroup. By Sylow theorem, we may assume that G α ≤ P 1 = a 1 : b 1 . If P 1 is non-abelian with cyclic center, then by [6, Lemma 5.2], we have G α ≤ b
