Abstract-We deal with linear-quadratic optimal control problems for time-varying descriptor systems in a Hilbert space setting. A sufficient solvability condition is given by means of an appropriately stated linear boundary value problem (BVP) and by discussing the special structure of the regular differential system inherent in this BVP.
I. INTRODUCTION
This paper aims at minimizing quadratic cost functionals over solutions of singular linear differential equations or differential-algebraic equations (DAEs) of the form
(A(t)x(t)) = C(t)x(t) + B(t)u(t), t ∈ [0, T ],
with fixed T > 0 and continuous coefficients A, C, and B. Especially in the case of constant coefficients, with singular A, the equation
Ax (t) = Cx(t) + Bu(t), t ∈ [0, T ],
is often called a descriptor system. We keep this name for more general cases, too. There is an extensive literature (see [1] - [4] for an overview) on optimal control problems for time-invariant descriptor systems, and there are some papers investigating the case of smooth time-varying coefficients [5] and that of C and B being variable while A remains constant, respectively, [6] , [7] .
In [6] , [7] the linear quadratic optimization problem--given in a Hilbert space setting-is traced back to the solution of a linear boundary value problem (BVP), where the appropriate formulation of the adjoint system as well as the invertibility properties of a specially structured linear operator play an essential role. Let us remark that this approach is fundamentally different from that in [1] , [3] , [4] , for instance, where the matrix pencil λA − C is assumed to be regular, the descriptor system is subject to a reduction, and, finally, an approach based on solving a Riccati equation, which, however, may not be solvable in [1] , [4] (cf. [8] ), is studied.
The new insights concerning the structure of linear DAEs and their adjoint systems obtained in [9] allow for further generalizations of the results from [6] , [7] , in particular in the case of time-varying coefficients A. The main results of the present paper are the given sufficient solvability condition by means of an appropriate linear BVP in section II as well as solvability statements for the BVP and, hence, for the optimal control problem in section V. We do not need any assumptions on the regularity and index of the descriptor system itself. Properties of a special operator
whose invertibility turns out to be equivalent to the index-1 property of the DAE contained in the BVP, are essential here. The necessary characteristics of the operator F itself are provided in section IV. A special aspect of the linear BVP under consideration is the question regarding the structure of the inherent regular differential equation. This question is answered in Theorem 1. It turns out that this structure is not nonnegative Hamiltonian in each case but only if the image of A(t) does not vary with t.
In section VI we discuss two transparent simple examples. The first one is characterized by a time-varying image of A(t); in the second example the descriptor system is time-invariant but infinite-dimensional. In both examples, the optimization problems and the BVPs, respectively, are uniquely solvable, whereas, for a given control, the system state is not uniquely determined by the respective descriptor system to be controlled.
II. SUFFICIENT CONDITIONS OF CONTROL OPTIMALITY
First of all, let us collect some notations and well-known facts on linear operators in real Hilbert spaces, which we want to use in the following.
For given Hilbert spaces X, Y we denote by L(X, Y ) the Banach space of linear bounded mappings of X with values in Y . The kernel KerA of an operator A ∈ L(X, Y ) is a closed linear manifold in X, i.e., a subspace. We speak of a nullspace then. A subspace of a Hilbert space equipped with the same scalar product is a Hilbert space again. Note that A ∈ L(X, Y ) leads to A * ∈ L(Y, X) for the adjoint operator A * to A. Recall that a mapping A ∈ L(X, Y ) with closed image ImA ⊂ Y is said to be normally solvable [10] .
For a normally solvable operator A ∈ L(X, Y ) we can make use of orthogonal decompositions In particular, there are uniquely determined orthogonal [10] ).
By I we mean the identity operator in the given spaces. For scalar products we shall use the uniform notation ., . , even if we have different spaces.
We say that an operator A ∈ L(X) is positive definite (semidefinite) if Ax, x > 0 (≥ 0) for all nonzero x ∈ X. Now we turn to our main topic, the problem of minimizing the quadratic cost functional
Here T > 0 is fixed, Admissible controls are continuous functions with values in U for which there is a solution of the problem (3), (4) . A solution of (3) is a continuous function x : [0, T ] → X that has a continuously differentiable product A(t)x(t) and satisfies (3) pointwise.
Since the operator A(t) is normally solvable for all t ∈ [0, T ], the spaces X and Y are decomposed into the orthogonal sums X = KerA(t)⊕ImA * (t), Y = KerA * (t)⊕ ImA(t). Denote by P (t) the orthogonal projector of the space X onto KerA(t) and by Q(t) the orthogonal projector of the space Y onto KerA * (t). Remark 1: From the relation (4) it follows that y 0 ∈ ImA(0); that is, for somex 0 ∈ X the equality y 0 = A(0)x 0 should hold. Later on we will assume that y 0 ∈ ImA(0). Note that differential-algebraic systems (3) and initial value problems (3), (4) are considered, e.g., in [9] .
The following conditions shall be used as basic assumptions throughout this paper:
I. The operator V is positive semidefinite. II. For all t ∈ [0, T ] the operator
is positive semidefinite. III. The projector P (t) is continuous in t, and the projector Q(t) depends continuously differentiably on t. Lemma 1: Let conditions I, II, and III be given. If the triple of continuous functions
then u * (t) is an optimal control for the problem (2)-(4).
Remark 2:
The boundary condition A * (T )ψ(T ) = −V x(T ) can be rewritten in two parts as
is valid, then it holds that P (T )V = 0 and
In the consequence, the boundary condition (8) simplifies to
such that the boundary conditions in the BVP (5)- (7) are exclusively directed to the smooth components Ax and (I − Q)ψ. We will exploit this fact in section V in order to derive the solvability of (5)- (7) from the solvability of BVPs in inherent Hamiltonian systems. Condition (9) is a helpful means for formulating sufficient solvability conditions of control problems. If it is not satisfied, the BVP (5)-(7) may be solvable nevertheless, or it is unsolvable (cf. Remark 8 below). Let us stress here once more that we are concerned with sufficient solvability conditions but not with necessary conditions. Let us mention that in the standard reference [3] , assumption (9) is built in the problem at the very beginning by using a cost functional with A * Ṽ A instead of V .
III. EQUATIONS IN SUBSPACES For each t ∈ [0, T ] the operators
have the Moore inverses A + (t) = (I − P (t))A + (t)(I − Q(t)) and A * + (t) = (I −Q(t))A + * (t)(I −P (t)) = A + * (t). Using the projectors P, Q, and the identities
we obtain the following two relations from the system (5)- (7):
. It is not difficult to write the explicit expressions for the operators L, G, M, K. For brevity we often omit the argument t. In particular, we have
Following the lines of [9] , [11] one may easily check that (5)- (7) represents an index-1-tractable DAE if and only if the mapping G(t) acts bijectively from KerA(t) × KerA
Consequently, the respective properties of the operator G(t) are of great interest. It is evident that the operator G has a matrix representation of the form (1), which shall be studied in the next section.
If
and (12) leads to a regular differential equation concerning the components Ax, (I − Q)ψ. This implies the solutions x, ψ, u of the optimality BVP (5)-(7) a priori to be continuous functions having continuously differentiable components Ax, (I − Q)ψ. More regularity, e.g., a fully continuously differentiable ψ, can be obtained via (14) by assuming the corresponding entries of the operator G −1 L to be continuously differentiable.
IV. PROPERTIES OF THE OPERATOR (1)
We begin with the statement of sufficient conditions for the invertibility of operators F :
having a matrix representation of the form (1), where X i , i = 1, 2, 3, are real Hilbert spaces, F i , i = 1, 5, denote bounded linear operators acting in the corresponding spaces and, additionally, F 3 , F 5 are symmetric. Thereby, our special interest is directed to the particular case where, for fixed t ∈ [0, T ],
where (.) r indicates the restriction of the operators inside the brackets to the corresponding spaces, i.e., 
V. SOLVABILITY OF THE PROBLEM
Now we turn back to the system (11), (12) and to the BVP (5)- (7), respectively.
The operator G(t) maps X × Y × U into Y × X × U . By construction, it holds that ImG(t) ⊆ KerA * (t)×KerA(t)× U = ImQ(t)×ImP (t)×U , KerG(t) ⊇ KerP (t)×KerQ(t)× 0. It is natural to consider the restriction (G(t)) r : ImP (t)× ImQ(t) × U → ImQ(t) × ImP (t) × U . Below we also use the shorter denotation G(t) for (G(t)) r . Theorem 1: Let conditions I, II, and III be satisfied. If, for every t ∈ [0, T ], the operator G(t) : 
where
and the operators E 2 and E 3 are positive semidefinite. Proof: Since G(t) is invertible, (11), (12) immediately imply, in view of the relation for K, that, in the representation (17), the operator E has the structure (18).
It remains to show that the operators E 2 and E 3 in (18) are positive semidefinite. The expressions for the operators E 2 , E 3 may be written, using the operators D i , i = 1, 6, from the matrix representation (16) of G −1 . For any y ∈ Y we compute
Due to Lemma 5, E 2 is positive semidefinite. Next we turn to the operator E 3 . Introducing the notations z 1 = P W A 
then, multiplying (19) by diag (Q, Q) and taking into account that diag (Q, Q)E = 0, Q (I − Q) = QQ , we find that (17) is of the special form
Remark 6: For operators A(t), R(t) that have bounded inverses
(21) Obviously, this is a nonnegative Hamiltonian system. If, additionally, A(t) depends continuously differentiably on t, we can turn to an explicit differential equation with respect to the unknowns x, ψ, but the resulting system
is no longer Hamiltonian in general. This is why we should prefer the form (21) also in this case. It should be mentioned that if we consider the new variable y = A * ψ, then the latter system provides again a nonnegative Hamiltonian system with respect to the unknowns x, y.
If V satisfies the inclusion (9) , the boundary conditions in the BVP (5)- (7) apply to the components Ax = y and (I − Q)ψ = z only (cf. (10)). Then Theorem 2 allows us to apply results concerning the unique solvability of two-point boundary values problems, which are known for nonnegative Hamiltonian systems, to systems of the form (5)- (7) . In particular, we have the theorem stated below.
Theorem 3: Let conditions I, II, and III be satisfied. Let the inclusion (9) be valid. If, for every t ∈ [0, T ], the operator G(t) is invertible on the space KerA * (t) × KerA(t) × U , and ImA(t) does not depend on t, then the problem (2)- (4) is solvable. Now we take a closer look at the BVP for (19) with the boundary conditions (4) is solvable.
Remark 7: For A(t) being time-invariant, results of the present paper are given in [6] (S = 0) and in [7] (S = 0).
Comparing with [3] , [4] , where X = Y are finitedimensional spaces and the time-invariant problem is considered, we stress that we do not use conditions on the regularity of the pencil λA − C. Further, we do not diagonalize or transform A and factorize the coefficients in the cost functional. In particular, Assumption 2 in [3] turns out to be no longer mandatory.
VI. SMALL BUT ILLUSTRATIVE EXAMPLES
Example 1. Let us consider the problem of minimizing the functional (2) on trajectories of the system (3), (4) with
Here
Theorem 1 provides the special explicit differential system (17)
Let us stress once more that this special DAE (3) has even a singular pencil λA(t) − C(t), but the resulting DAE in (5)- (7) is index-1 tractable. In this case, Lemmas 2 and 5, and further Theorems 1 and 4 apply. However, since ImA(t) = Im(I − Q(t)) varies with time, the resulting system of explicit differential equations (23), (24) is obviously no longer a Hamiltonian one. Remark 8: If the matrix V = 0 in Example 1 is replaced by
then the resulting BVP (5)- (7) differs from that in Example 1 only by the condition
(which replaces the condition
. Now, because of α > 0, the inclusion (9) fails to be true, whereas it is valid in Example 1. In particular, the relation
has to be taken into account. On the other hand, as in Example 1, we have
Because of the resulting contradiction this BVP (5)- (7) is no longer solvable.
Considering the control problem itself, say for x 2 (0) = 1, T = 1, we realize immediately that we have to put x 2 (t) ≡ 1, u(t) ≡ 0 and then minimizeJ(
2 dt on the continuous functions x 1 (.).
However,J has the zero infimum, but there is no minimal element in this setting. Another situation arises if we choose V = αI, α > 0, instead. Condition (9) fails again, but the boundary condition 0 0
and, in particular, condition x 1 (T ) = 0 do not contradict (6) . The resulting BVP (5)- (7) is solvable. The corresponding control problem has obviously the solution u * (t) ≡ 0, x * 1 (t) ≡ 0, x * 2 (t) ≡ x 2 (0).
2 )dt is to be minimized subject to the infinite-dimensional system x 2 (t) = x 1 (t) + u(t), x i (t) = 0 for i ≥ 3, and the initial condition x i (0) = Choosing X = Y = l 2 , U = R, we put this problem into the form (2)- (4) with infinite-dimensional Hilbert spaces. 
or, equivalently, x 2 (t) = 2ψ 1 (t), x i (t) = 0 for i ≥ 3, ψ i (t) = 0 for i ≥ 1. This is a nonnegative Hamiltonian system. Due to the boundary conditions we obtain
as solutions of (25). Finally, BVP (5)- (7) gives u * (t) ≡ ψ * 1 (t) ≡ 0 and x * 1 (t) ≡ ψ * 1 (t) ≡ 0.
VII. CONCLUDING REMARKS AND FUTURE WORKS
Our paper refers to descriptor systems with coefficients A(t), C(t), and B(t) that are bounded linear operators for all t and depend continuously on t in the norm sense. In the meantime, certain ideas about abstract DAEs with unbounded coefficients C(t) have evolved; they take into consideration, among other things, the case of so-called partial differential-algebraic systems (cf. [11] ). A corresponding generalization of this case does not seem to be impossible; however, it will require further elaborate investigations.
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