The stability of the TAP mean field equations is reanalyzed with the conclusion that the exclusive reason for the breakdown at the spin glass instability is an inconsistency for the value of the local susceptibility. The natural requirement of self-consistency leads to modified equations which are in complete agreement with the original ones above the instability. Essentially altered results below the instability are presented.
Introduction
Together with the replica approach, the Thouless-Anderson-Palmer (TAP) approach [1] is the most important method to analyze infinite range spin glass models like the Sherrington-Kirkpatrick (SK) model [2] of Ising spins (for reviews see [3, 4] ). The TAP equations are well established and several alternative derivations are known [3, 4, 5] . These equations are exact in the thermodynamic limit (N → ∞) provided that the local magnetizations {m i } satisfy the condition
x
The condition (1) represents the central stability condition for the SK spin glass and therefore is also found in other approaches [6, 3, 4] . Within the TAP approach two different arguments for the validity of (1) are known. Bray and Moore [7] found a divergence of the spinglass susceptibility for x → 0. The expansion of Plefka [5] , leading to the TAP equations, is limited to x > 0. In next section a further, basically simple, aspect of the stability condition is presented, leading naturally to a modification of the TAP equations.
Stability analysis revised
With the N site-magnetizations m i and the temperature β as independent variables, the TAP free energy F in the presence of local external fields h i is given by
The bonds J ij are independent random variables with zero means and standard deviations N −1/2 . From ∂F/∂m i = 0 the TAP equations
result and the stability is governed by the inverse susceptibility matrix (5) where the N −1 -order term −2N −1 βm i m j has been dropped as it has no influence on the present analysis (compare, however, [5] and the footnote below). According to (3), the free energy is formally well defined for all values of the {m i } inside the hyper cube |m i | ≤ 1 including the regime x < 0. The question is which physical requirement is violated for x < 0. To answer this question we investigate the free energy for convexity, a fundamental requirement for every free energy function. This can be done without explicit knowledge of the solutions of (4). The analysis is performed analogously to [5] and the resolvent of the matrix χ −1 is introduced
It is important to note (compare equation (27) of the appendix) that R(z) is an element of the class of functions which are analytic in z for Imz = 0 and such that Im R(z) > 0 for Im z < 0 .
The key for further analysis is the powerful theorem of Pastur [8] , rederived in [7] as ' locator expansion' (a further short derivation is presented in the appendix). According to (26) the resolvent R(z) satisfies the equation
in the N → ∞ limit for nearly all configurations of the bonds (which does not imply averaging). Equation (8) is basically a polynomial of the order N + 1 and has therefore N + 1 solutions for R(z) . With reference to the appendix and to [8] , however, there is only one solution which satisfies (7) . Thus R(z) can uniquely be determined. Near x = 0 and z = 0, the leading behavior of R(z) is obtained by a power expansion of the right hand site of (8) in terms of {R − z + β(1 − q 2 )} . To second order
is found, where p = β 3 N −1 i (1 − m 2 i ) 3 is a positive quantity. For the case p|z| ≪ x 2 , the solutions R ± (z) are given by
where according to the requirement (7) the solution R + (z) applies for x > 0 and the the solution R − (z) applies for x < 0, respectively.
Several important conclusions can be made. According to (6)
holds for the local susceptibility χ l , which gives, with equation (10)
respectively . The value of χ l deviates from the value β(1 − q 2 ) for x < 0. The latter value, however, is exact for an arbitrary Ising model in the canonical distribution as can easily be shown. Moreover, in general, the exact value is used at the beginning of the derivations leading to the TAP equations. Thus the inconsistent result χ l = β(1 − q 2 ) causes the breakdown of the TAP approach for x < 0. The spin glass susceptibility χ sg is, according to (6) , related to R(z) by
from which in leading order
is obtained. Apart from the divergence, χ sg is well behaved and positive everywhere. The earlier work [7, 4] is therefore restricted to the case x > 0, although it is not explicitly stated. This may be the reason for claims [3] that χ sg becomes negative for x < 0. According to (10), a negative χ sg only results if (7) is violated.
With the full solution of the quadratic equation (9) one obtains for small values of λ and all small values of x
This result shows that the minimum eigenvalue of χ −1 is given to leading order by
which implies, that negative eigenvalues do not occur and the TAP free energy is semi-convex everywhere . 1
The modified TAP equations
It was shown that the TAP equations break down for x < 0 due to an inconsistency for the value of χ l . Therefore it is natural to look for modified equations which correct this behavior. Such a self-consistent approach is physically obvious and will now be presented.
In the modified version, instead of equation (4) the expression
is used. In contrast to the former section χ l is treated as an additional variable determined by the requirement of self-consistence
The resolvent R(z) is now related to the modified χ −1 , given by the matrix elements
where again a N −1 -order term has been neglected. In principle the equations (18) and (19) are complete and sufficient to determine the values of m i and the value of χ l . With help of the theorem of Pastur, however, equation (19) can be transformed to a more tractable form. Application of this theorem gives now
Performing the limit ǫ → +0, taking again care of the requirement (7), setting
and separating the real and imaginary parts finally results in
and in
where x is defined by equation (1) . Note that the latter equation of (24) has always a solution Γ for x < 0. After the transformation the modified TAP equations for {m i } and Γ are given by the set of equations (18), (23) and (24) which is the central result A solution of special interest is the paramagnetic solution m i = 0 in zero field. This solution satisfies the modified TAP equations with Γ = (1 − T 2 ) 1/2 > 0 for T < 1 and with Γ = 0 for T > 1, respectively. Thus the solution is unstable for temperatures below T = 1, a physically important result not found by the original TAP approach. Equation (23) shows that for all stable solutions the value of χ l equals the thermodynamic value β(1 − q 2 ). A difference of these two values occurs for the unstable solutions. This, however, is not in conflict with thermodynamics which is a priori limited to stable states. The last argument also implies that for explicit calculations of the free energy and of other thermodynamic quantities the usual, well known TAP expressions are sufficient for a complete thermodynamic description. For unstable states thermodynamics does not apply.
On the basis of the modified TAP equations, all the difficulties for the validity of the original equations just result from the simple fact that χ l = β(1 − q 2 ) is partially used in this set of equations. This is not justified for x < 0 . This point of view completely explains why the original TAP equations are restricted to the case x > 0.
To demonstrate the relevance of the results of this work for explicit problems, dynamics will be added in an elementary way by use of the relaxational Glauber dynamics in mean field approximation [10, 4] 
with χ l (t) again determined by (23) and (24). (Time t is measured in units of the relaxation time.) The fixpoints of these equations of motion coincide with the solutions of the modified TAP equations. The linear stability analysis shows that stable fixpoints correspond to stable solutions of the modified TAP equations. As a consequence of this result, for finite N , the stable solutions of the TAP equations can be found by numerical integration of (25), which is an approach alternative to [11] .
Numerical work, which is based on this method, is in progress and first results are presented in figure (1) . Due to finite size effects [7, 11] the boundary for the stability x = 0 is not exact and solutions Γ > 0 are found for finite N . A detailed numerical investigation of these finite size effects showing in addition metastability and hysteresis effects will be published separately.
Conclusions
The modified TAP approach of this letter leads to a complete and consistent description of the spin glass instability. It is straightforward to extend the presented analysis from the SK model to the other numerous spin glass models of infinite range.
The semi-convexity of the TAP free energy in the thermodynamic limit represents a further result of importance as it implies that the 'multi-valley' structure of the TAP free energy is an finite size effect. For further investigations of these important effects the modified equations are expected to be an adequate tool.
Appendix: The theorem of Pastur
This theorem is central for the present work. Thus with reference to [8] , where the rigorous proofs are found, we present a physical derivation with special emphasis on the secondary requirement (7) .
Let K ij = k i δ ij be a non-random matrix in N dimensional space with all k i real valued and let J ij be a symmetric matrix (with J ii = 0), where the off-diagonal elements are independent random quantities with zero means and standard deviations N −1/2 .
The well known projector identity (see i.e. holding for any projector P, is applied to the resolvent matrix G(z)
Note that G n (z) is the resolvent in theN − 1 dimensional subspace spanned by Q n and is independent of the J ni for i = 1, · · · , N . Thus the average value of the double sum is given by N −1 TrG n (z). According to Pastur [8] , in the limit N → ∞ the average value can be used and can further be replaced by R(z) ≡ N −1 TrG(z). Summing over n finally leads to the theorem
Focusing on the properties of the N + 1 solutions of (26) the function
is introduced and k 1 < k 2 . . . < k N is presumed. Setting r = R(z = 0), the solutions of (26) for the case z = 0 are determined by −r = f (r). According to figure (2) there are always N − 1 real solutions r i (< −k 1 ) for i = 2, . . . N . Depending on the values of k i two cases are possible for the two remaining solutions: For case (i) both solutions are real and will be denoted by r 1 and r 0 (with r 1 < r 0 ). For case (ii) a pair of conjugate complex solutions c ± results with Im c + > 0 and with Im c − < 0, respectively. In the next step the linear terms in z of the solutions R i (z) of (26) are calculated by expansion for |z| ≪ 1 near the real solutions r i . The ansatz R i (z) = r i + a i z leads in linear approximation to −r i − a i z = f (r i + a i z − z) ≈ f (r i ) + f ′ (r i )(a i − 1) z from which a i = f ′ (r i ){1 + f ′ (r i )} −1 results. Figure (2) shows, that −1 < f ′ (r 0 ) < 0 and f ′ (r i =0 ) < −1 holds and in consequence a 0 < 0 and a i =0 > 0 results. Thus with the secondary requirement Im R(z) > 0 for Im z < 0, the solution of (26) is unique determined and given in the limit z → 0 by r 0 in case (i) and by c + in case (ii), respectively.
The (27) holds, where λ are the real eigenvalues of L. Thus the solution of (26) together with the requirement (7) determines R(z) uniquely. (Note that the treatment here is limited to small z values. The generalization to all z is not needed in the present work, but can be found in [8] .)
