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ON A TWISTED VERSION OF ZAGIER’S fk,D FUNCTION FOR
2 < k ≡ 2 (mod 4)
ANDREAS MONO
Abstract. We twist Zagier’s function fk,D by a sign-function and a genus character,
and recover modularity for τ contained in the connected component of i∞, that is
above the net of Heegner geodesics associated to non-square discriminants D > 0.
Key words and phrases: Zagier’s fk,D function, hyperbolic Eisenstein series, locally har-
monic Maaß forms, Poincaré series, cycle integrals, integral binary quadratic forms.
1. Introduction and statement of results









to investigate the Doi−Naganuma lift. Here and troughout, Q(D) is the set of all integral
binary quadratic forms of discriminant D ∈ Z, τ ∈ H, and k ≥ 2. On one hand, if D > 0,
Zagier proved that they define holomorphic cusp forms of weight 2k for Γ := SL2(Z),
and computed their Fourier expansions. On the other hand, if D < 0, Bengoechea [3]
proved that these are meromorphic cusp forms with respect to the same data, namely
meromorphic modular forms which decay like cusp forms towards i∞. The poles are
precisely the CM points (sometimes called Heegner points instead) of discriminant D,
and of order k. Since then, Zagier’s functions fk,D appeared prominently in the explicit







where q := e2πiτ throughout. A second notable application of fk,D arises in the context
of Eichler−Shimura theory. Kohnen, Zagier [19] provided a good exposition on this
topic, and proved that fk,D has rational periods in case of positive discriminant D.
In a recent article [25], the author twisted Zagier’s construction by a genus character
















for any k ∈ 2N, extending a definition of Matsusaka [24], who restricted to the inner
sum and weight k = 2. Note that the sum converges absolutely for any s ∈ C with
Re(s) > 1 − k2 , which follows by results of Petersson [30, Satz 1, Satz 4, Satz 6]. Like
in the case of fk,D, the behaviour of Ek,D(τ, s) is dictated by the sign of D, and con-
sequently we distinguish between hyperbolic (D > 0), parabolic (D = 0), and elliptic
(D < 0) Eisenstein series. This terminology comes from the fact that one can associate
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a quadratic form to any γ ∈ Γ\{±1}1, and the sign of its discriminant depends precisely
on the motion γ induces on H. Although we focus on the case of weights k ∈ 2N, one
may also consider different weights. For instance, all three types of Eisenstein series were
studied by Jorgenson, Kramer, von Pippich, Schwagenscheidt, Völz for weight k = 0,
see [18, Theorem 4.2], [31, Section 4], [32, Theorem 1.2].
The paper [25] as well as the present one is devoted to the hyperbolic case. We
established the Fourier expansion of hyperbolic Eisenstein series for any integral weight
k ∈ 2N at s = 0 to prove a conjecture of Matsusaka [24, eq. (2.12)] about their analytic
continuation in weight 2. This Fourier expansion was known by Parson [28, Theorem 3.1]
without the twisting. To state the result, we let SQ be the Heegner geodesic associated
to a quadratic form Q of positive discriminant, and ΓQ be the stabilizer with respect to
the usual group action of Γ on quadratic forms (both defined in Section 2.).
Theorem 1.1 ([25, Theorem 1.1]) Let D > 0 be a non-quare discriminant, d be the
positive fundamental discriminant dividing D. Furthermore, let jm(τ) := q
−m +O(q), j
be the modular invariant function for Γ, j′ := 12πi
∂j
∂τ be the normalized derivative of j,
and E∗2 be the completed Eisenstein series of weight 2. Then the function E2,D(τ, s) can






































Furthermore, if Im(τ) is sufficiently large, that is τ is located above the net of geodesics⋃






















The analytic continuation to s = 0 of the parabolic and elliptic Eisenstein series
in weight 2 is an ordinary and a polar harmonic Maaß form2 respectively. While the
parabolic case is known by Roelcke [33] and Selberg [34], the elliptic case was proven
by Matsusaka in [24, Theorem 2.3] by combining results of Bringmann, Kane [6] and
of Bringmann, Kane, Löbrich, Ono, Rolen [11]. In turn, the proof of Theorem 1.1
relies mainly on results of Duke, Imamoḡlu, Tóth [13] after appealing to Zagiers work
[36, Appendix 2] on the Fourier expansion of his aforementioned functions.
Theorem 1.1 completes the picture in the sense that lims→0 E2,D(τ, s) is a locally
harmonic Maaß form for any τ with sufficiently large imaginary part. If 4 | k > 2,
the factor sgn(Q)
k
2 in the definiton of Ek,D equals 1, and thus the hyperbolic Eisenstein
series Ek,D(τ, 0) is a holomorphic cusp form. For such weights k, the Fourier expansion of
Ek,D(τ, 0) was already established by Gross, Kohnen, Zagier [16, p. 517]. Consequently,
we deal with the remaining case 2 < k ≡ 2 (mod 4).
1Explicitly given by Qγ(x, y) := cx2 + (d − a)xy − by2 for γ = ( a bc d ) ∈ Γ.
2We define both types of Maaß forms in Section 2.
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Theorem 1.2 Let 2 < k ≡ 2 (mod 4), let D > 0 be a non-square discriminant, and d
be the positive fundamental discriminant dividing D. Suppose that Im(τ) is sufficiently
large, that is τ is located above the net of geodesics
⋃
Q∈Q(D) SQ. Then Ek,D(τ, 0) is a
holomorphic cusp form of weight k for Γ.
Remark Recently, Löbrich, Schwagenscheidt [21, Theorem 2.1] as well as Alfes-Neumann,
Bringmann, Schwagenscheidt [1] complemented the result of Kohnen, Zagier [19] re-
garding rationality of fk,D to the case of negative discriminants. To motivate such an
extension, we note that, on one hand, the n-th period of an integer weight cusp form,
such as fk,D for D > 0, is defined in terms of a certain integral, which can be found
in [5, eq. (12.1)] for example. On the other hand, a weight k cycle integral (defined






[2, Lemma 2.1]. And indeed, the cycle integrals of fk,D are rational for D > 0, which
follows by the aforementioned work of Kohnen, Zagier on the periods of fk,D in that
case. Thus, it is natural to expect that the cycle integral of fk,D is rational in the case of
negative discriminants provided that the Heegner geodesic does not contain any poles of
fk,D. As one might predict from the structure of Ek,D(τ, 0), the work presented in [1,21]
should be adaptable to the framework in this paper, see the first proof of Theorem 1.2.
The paper is organized as follows. We summarize the necessary framework of this
paper in Section 2. Then we devote Section 3 to two proofs of Theorem 1.2.
Acknowledgements: The author would like to thank his PhD-advisor Kathrin Bring-
mann for her continuous helpful feedback, and in addition Markus Schwagenscheidt and
Joshua Males for useful conversations on the topic.
2. Preliminaries
We let τ = u+ iv troughout.
2.1. Integral binary quadratic forms. Let Q be an integral binary quadratic form,
and we abbreviate such forms by the terminology “quadratic form” throughout. We call
a quadratic form primitive if its coefficients are coprime. The full modular group Γ acts







(x, y) := Q(ax+ by, cx+ dy),
and this action induces an equivalence relation, which we denote by ∼. Moreover, the
action of Γ on H by fractional linear transformations is compatible with the action of Γ







(τ, 1) = (cτ + d)2Q(γτ, 1).
A quadratic form Q may be written as [a, b, c], and we denote its discriminant by
D([a, b, c]) := b2 − 4ac ∈ Z.
One can check that equivalent quadratic forms have the same discriminant. Recall the
set Q(D) from the introduction, which gives rise to the quotient space
Q(D)∼ := Q(D)/Γ.
The set Q(D)∼ is finite, whenever D 6= 0, and its cardinality is called the class number
h(D). If D ≡ 0 (mod 4) or D ≡ 1 (mod 4), then Q(D)∼ is non-empty. Finally, we put
sgn ([a, b, c]) :=
{
sgn(a) if a 6= 0,
sgn(c) if a = 0.
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To simplify notation, we identify an equivalence class in Q(D)∼ with any representative
of it throughout.
2.2. Genus characters. We follow the exposition given by Gross, Kohnen, Zagier in
[16, p. 508]. Let Q = [a, b, c] be a quadratic form, and observe that gcd (a, b, c) is
invariant under ∼ as well. For any D 6= 0, let d be a fundamental discriminant dividing
D, and stipulate d = 0 if D = 0. We say that an integer n is represented by Q if there






established, an extended genus character associated to D is given by








if gcd (a, b, c, d) = 1, [a, b, c] represents n, gcd (d, n) = 1,
0 if gcd (a, b, c, d) > 1.
One can check that such an integer n always exists, and that the definition is independent
from its choice. Since equivalent quadratic forms represent the same integers, a genus
character descends to Q(D)∼. If d = 1, the character is trivial, and if d = 0, we have
χ0(Q) = 0 except Q is primitive, and represents ±1. In the latter case, we note that
such a quadratic form is equivalent to either [−1, 0, 0] or [1, 0, 0]. Lastly, it holds that
χd(−Q) = sgn(d)χd(Q)
for every d 6= 0, linking the two choices ±d. We refer the reader to [16, Proposition 1
and 2] regarding additional properties of χd.
2.3. Heegner geodesics and cycle integrals. Once more, let Q = [a, b, c], and sup-










∈ R ∪ {∞}.
If a = 0, then the second zero is given by − cb . We associate to Q the Heegner geodesic
SQ := {τ ∈ H : a |τ |
2 + bRe(τ) + c = 0},
which connects the two zeros of Q(τ, 1). On one hand, if D(Q) is a square and a 6= 0,
then both zeros are rational. In other words, one zero is Γ-equivalent to ∞, and SQ
is a straight line in H, perpendicular to R, based on the second zero. Moreover, the
stabilizer
ΓQ := {γ ∈ Γ: Q ◦ γ = Q}
is trivial in this case. On the other hand, if D(Q) > 0 is not a square and a 6= 0, then
both zeros of If Q(τ, 1) are real quadratic irrationals, which are Galois conjugate to
each other. The geodesic SQ is an arc in H, which is perpendicular to R. Furthermore,
if Q = [a, b, c] is primitive, and t, u ∈ N are the smallest solutions to Pell’s equation








If Q is not primitive, one may divide its coefficients by gcd(a, b, c) to obtain a generator.
The weight k cycle integral of a smooth function h, which transforms like a modular

















4 is ommitted by some authors.
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The integral is oriented counterclockwise if sgn(Q) > 0, and clockwise if sgn(Q) < 0.
We collect the properties of cycle integrals in the following lemma, which can be proven
by calculation, and the fact that ΓQ only depends on the equivalence class of Q.
Lemma 2.1 Let f : H → C be smooth, and suppose that f is modular of weight k. Let
Q be a quadratic form of positive, non-square discriminant. Then the weight k cycle
integral Ck(f,Q) is a class invariant, i. e. it depends only on the equivalence class of Q
under ∼. Additionally, the weight k cycle integral Ck(f,Q) is invariant under the weight
k slash operator acting on the integration variable.
Hence, SQ/ΓQ projects to a circle in a fundamental domain of Γ.
2.4. Maaß forms. We recall the definition of various classes of Maaß forms appearing













Definition 2.2 Let k ∈ Z, and f : H → C be smooth.
(i) We say that f is a weight k harmonic Maaß form for Γ, if f satisfies the following
three properties:
(a) For all γ ∈ Γ and all τ ∈ H we have (f |kγ) (τ) = f(τ)
(b) The function f is harmonic with respect to the weight k hyperbolic Lapla-
cian on H, that is



















(c) The function f is of at most linear exponential growth towards the cusp




for some δ > 0.
(ii) A polar harmonic Maaß form is a harmonic Maaß form, which is permitted to
posses isolated poles on the upper half plane.
(iii) A weak Maaß form satisfies conditions (a) and (c) of a harmonic Maaß form,
but is allowed to have arbitrary eigenvalue under ∆k.
This definition can be generalized to half integral weight and higher levels straight-
forwardly, cf. [5, Chapter 4].




















which decreases or increases the weight of a weak Maaß form by 2, and increases the
eigenvalue under the hyperbolic Laplace operator by 2 − k or k respectively. A proof
can be found in [5, Lemma 5.2] for instance. For any n ∈ N0, we let
L0κ := Id, L
n
κ := Lκ−2n+2 ◦ . . . ◦ Lκ−2 ◦ Lκ,
R0κ := Id, R
n
κ := Rκ+2n−2 ◦ . . . ◦Rκ+2 ◦Rκ
be the iterated Maaß lowering and raising operators respectively. The following result
is often referred to as “Bol’s identity”, and the operator on its left hand side as “Bol
operator”.
4Be aware that some authors shift their dependence on k, such as Maaß himself.
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A proof can be found after [5, Lemma 5.3].












to study harmonic Maaß forms. Furthermore, Bruinier, Funke showed in the same paper
that the Fourier expansion of a harmonic Maaß form splits naturally into a holomorphic
and a non-holomorphic part whenever k 6= 1. We define the space of weakly holomorphic
modular forms of weight k as the kernel of ξk restricted to weight k harmonic Maaß forms,
and the space of meromorphic modular forms of weight k as the kernel of ξk restricted
to weight k polar harmonic Maaß forms.
Remark The Bol operator and the shadow operator both map a harmonic Maaß form
of weight 2 − k to a weakly holomorphic modular form of weight k, cf. [5, Theorem
5.5, 5.10]. But they do so in a dual fashion, namely the Bol operator is a holomorphic
operator, while the shadow operator is an anti-holomorphic operator.
2.5. Poincaré series. A first class of examples of Maaß forms is given by Poincaré
series. Such functions are constructed by averaging a specific auxiliary function (“seed”).
Various seeds then lead to various Poincaré series. We recall the definition of the slash
operator during Definition 2.2, and that Γ∞ := 〈± ( 1 10 1 )〉.




























for any m ∈ Z \ {0}, and κ ∈ −12N. Then the weight κ Maaß-Poincaré series









(iii) We encounter two of Petersson’s Poincaré series [29], namely let ·|k,z1 be the
weight k-operator acting on z1, and let k ∈ N>2. Then we define










We summarize their properties.
Lemma 2.5 (i) The function Gm(τ, s) is a weak Maaß form of weight 0 and eigen-
value s(1 − s) in τ .
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(ii) The function Φκ,m(τ) is a harmonic Maaß form of weight κ. If m > 0 then the
holomorphic part is bounded at the cusp.
(iii) The function Pk(z1, z2) is a polar harmonic Maaß form of weight 2 − k in z2,
and a meromorphic modular form of weight k without a pole at the cusp in z1.
Proof: To check the claimed growth conditions, one has to compute the Fourier expan-
sions and investigate the constant term in each expansion. We provide a reference for
each item.
(i) This is computed in [14, Theorem 3.4] (see [15, eq. (1.13)], [13, p. 19] as well).
(ii) This can be found in [5, Theorem 6.11 v)].
(iii) The statement in z1 is due to Petersson [29]. The statement in z2 is proven in
[7, Proposition 3.2].
Modularity is obvious, and the analycicity condition is straightforward to check due to
absolute convergence of each series. 
We refer the reader to the exposition in [7] for more details on Pk and related functions.
2.6. Locally harmonic Maaß forms. In [10], Bringmann, Kane, Kohnen introduced
locally harmonic Maaß forms for k > 1, which were independently investigated by Hövel
[17] in his PhD thesis as well. We let D > 0 be a non-square discriminant, and define
[a, b, c]τ := a |τ |






















where β denotes the incomplete beta function. Bringmann, Kane, Kohnen considered


















of a locally harmonic Maaß form, where “locality” is caused by the presence of the sign-
function. Like the cycle integral in Theorem 1.1, it forces us to exclude τ from the net
of geodesics ([10, (1.5)])
N (D) :=
{






Outside N (D), the function F1−k,D is a weight 2 − 2k harmonic Maaß form, cf. [10,
Theorem 1.1], and the points in N (D) are called “jumping singularities”, since F1−k,D
exhibits a wall-crosing behaviour between any two connected components of H \ N (D).
Hence, we call N (D) an exceptional set following the terminology in [10]. Modularity






for every γ ∈ Γ. A second particular property of the function F1−k,D is that it defines
a lift of Zagier’s function fk,D under the Bol operator and the shadow operator at the
same time.
Lemma 2.6 ([10, Theorem 1.2]) Suppose that k > 1, D > 0 is a non-square discrimi-



















This result distinguishes F1−k,D from any ordinary harmonic Maaß form once more,
since the latter forms cannot map to a cusp form under both differential operators
occuring in the previous lemma at the same time.
2.7. Fourier expansion of hyperbolic Eisenstein series at s = 0. Let D > 0 be
a non-square discriminant, d be the positive fundamental discriminant dividing D, and
















from the introduction, and the fact that the sum converges absolutely for any s ∈ C
with Re(s) > 1 − k2 . Clearly, if k ≡ 0 (mod 4) then Ek,D is modular. Henceforth, we will
focus on the case k ≡ 2 (mod 4).



















2 cosh (dhyp(τ, SQ)).
A proof can be found in [35, Lemma 2.5.4].
As mentioned in the introduction, the function E2,D posseses an analytic continuation
to s = 0, which can be proven by computing the Fourier expansion of Ek,D. As a
byproduct of this computation, we have the following result.
Lemma 2.7 ([25, Theorem 1.2]) Let D > 0 be a non-square discriminant, let d be the
positive fundamental discriminant dividing D, and suppose that k ≥ 4 is even. Then,



































As in the case of weight 2, the proof relies mainly on results of Duke, Imamoḡlu, Tóth
[13] after appealing to Zagiers method [36, Appendix 2].
Since Ek,D converges absolutely at s = 0 for any k ≥ 4 even, we may rearrange its













qm, w ∈ SQ/ΓQ , τ ∈ H



























be the (weakly) holomorphic weight k Poincaré series. If m = 0 then Pk,0 is just the
usual normalized holomorphic Eisenstein series Ek. Recall that the function Pk,m is a
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holomorphic cusp form for any m > 0, a holomorphic modular form if m = 0, and a
weakly holomorphic modular form for any m < 0. (If m 6= 0, compare [5, Theorems
6.8, 6.9]. If m = 0, see [5, Corollary 1.7] for the Fourier expansion of Ek). Moreover, let
Wµ,ν be the usual W -Whittaker function. Inserting the Fourier expansion of G−m (see












































(4π |n| Im(w)) (Pk,n(τ) − q
n) e−2πinRe(w).
However, we may not split Pk,n(τ)−q
n into two separate sums over n, since the resulting
expressions would not converge with respect to τ . However, this emphasizes the error to
modularity of Ek,D from a different viewpoint. One may simplify further by restricting
to weights k ∈ {6, 10, 14}, since Pk,m is a cusp form for any m ≥ 1, and hence vanishes
in these cases.
3. Two proofs of Theorem 1.2
By the Fourier expansion of Ek,D(τ, 0) from Lemma 2.7, it suffices to show modularity
under the given assumption on τ .













































Indeed, the proof for F1−k,D given in [10, Section 6] applies to F̃1−k,D, because the
twisting does not depend on τ .
Additionally, note that τ is contained in the bounded component (“interior”) of H\SQ
if and only if
sgn(Q) sgn (Qτ ) < 0,
see the sentence before [21, Lemma 4.4]. Thus, F̃1−k,D(τ) is modular above the net of
geodesics, that is in the connected component of i∞. This establishes modularity of
Ek,D(τ, 0), since the Maaß raising operator and the slash operator commute. 
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We provide a second proof. To this end, we write w = x + iy ∈ SQ/ΓQ for the
integration variable of the cycle integral, and collect three intermediate results first. In
case of ambiguity, we specify the variable a Maaß operator shall act on by an additional
subscript next to the weight.
The first step is to convert G−m to a harmonic Maaß form.






















































for every ℓ ∈ 2N0. We compare this with the definition of the seed ϕκ,m, and choose
ℓ = k − 4. This yields the claim. 
The second step is to connect this result to the Fourier expansion of Ek,D(τ, 0). Thus,
we need an identity involving (iterated) Maaß operators and cycle integrals. This was
performed by Alfes-Neumann, Schwagenscheidt [2], generalizing earlier results of Bring-
mann, Guerzhoy, Kane [8,9]. To simplify the notation, we drop the weights of the cycle
integrals temporarily.
Lemma 3.2 ([2, Theorem 1.1]) Let h : H → C be a smooth function, which transforms
like a modular form of weight 2 − 2κ ∈ 2Z for Γ. Then we have the identity
C(L2−2κh,Q) = C(R2−2κh,Q) = C(ξ2−2κh,Q).


















, if ℓ ≤ −κ. (3.2)
Note that the conditions on ℓ in (3.1), (3.2) include the cases R02−2κ, L
0
2−2κ. Thus,
we may insert a suitable chain of raising or lowering operators in our cycle integrals.
The third step is to utilize an identity due to Bringmann, Kane [7].
















Now, we are in position to re-prove Theorem 1.2.
Second proof of Theorem 1.2: Since τ is assumed to be contained in the connected com-
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for every w ∈ N (D). (Im(w) is bounded from below and above.) Hence, we are
permitted to apply Lemma 3.3, and in addition have no poles.






































































































































χd(Q)C2−k (Pk(τ, ·), Q)












This establishes modularity for any τ with sufficiently large imaginary part. 


















χd(Q)C2−k (Pk(τ, ·), Q) ,
which is of similar shape as a result of Löbrich, Schwagenscheidt [21, Theorem 4.2].
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