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Abstract
This paper is concerned with the existence and nonexistence of positive solutions of the second-
order nonlinear dynamic equation u∆∆(t) + λa(t)f (u(σ (t))) = 0, t ∈ [0,1], satisfying either the
conjugate boundary conditions u(0) = u(σ(1)) = 0 or the right focal boundary conditions u(0) =
u∆(σ(1)) = 0, where a and f are positive. We show that there exists a λ∗ > 0 such that the above
boundary value problem has at least two, one and no positive solutions for 0 < λ < λ∗, λ = λ∗ and
λ > λ∗, respectively. Furthermore, by using the semiorder method on cones of the Banach space,
we establish an existence and uniqueness criterion for positive solution of the problem. In particular,
such a positive solution uλ(t) of the problem depends continuously on the parameter λ, i.e., uλ(t) is
nondecreasing in λ, limλ→0+ ‖uλ‖ = 0 and limλ→+∞ ‖uλ‖ = +∞.
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Recently, dynamic equations on time scales have found a considerable amount of in-
terest and attracted many researchers. The reasons seem to be two-fold. Theoretically,
dynamic equations cannot only unify differential and discrete equations [19], but also have
exhibited much more complicated dynamics [9]. Practically, dynamic equations have been
proposed as models in the study of insect population models, neural networks, heat trans-
fer, and epidemic models [1,9]. We refer to the excellent books of Bohner and Peterson
[9,10], Lakshmikantham et al. [22] and references therein.
Among the various important aspects of dynamic equations is the existence of solutions.
There have been many papers working on the existence of positive solutions of boundary
value problems, see, [2–6,8–15,17–20,22,23,25]. By using either fixed point theorems in
Banach space or topological degree theory, many existence results are established for posi-
tive solutions under certain conditions. In particular, we would like to mention some results
of Chyan and Henderson [12] and Davis et al. [14]. In [12], Chyan and Henderson consid-
ered the following problem:
u∆∆(t)+ λa(t)f (u(σ(t)))= 0, t ∈ [0,1], (1.1)
satisfying either the conjugate boundary conditions
u(0) = u(σ(1))= 0 (1.2)
or the right focal boundary conditions
u(0) = u∆(σ(1))= 0, (1.3)
where f :R+ → R+ is continuous and a : [0, σ (1)] → R+ is continuous, and does not
vanish identically on any closed subinterval of [0, σ (1)]. They obtained the existence of
positive solutions of (1.1), (1.2) and (1.1), (1.3) with λ belonging to an open interval for the
case when both f0 = limx→0+ f (x)/x and f∞ = limx→∞ f (x)/x exist. Davis et al. [14]
further considered the boundary value problems (1.1), (1.2) under the assumption that f0
and f∞ exist. The Green’s function of Erbe and Peterson [16] and the Krasnosel’skii fixed
point theorem [21] are applied to yield at least one positive solutions of (1.1), (1.2) for
λ belonging to an open interval. Compared to the work of Chyan and Henderson [12],
a broader class of functions a(t) is allowed in the problem.
Now, a natural problem is how to determine the number of positive solutions of (1.1),
(1.2) and (1.1), (1.3) for λ belonging to the half-line (0,∞) and describe the dependence
of positive solutions of (1.1), (1.2) and (1.1), (1.3) on the parameter λ.
On the other hand, the uniqueness of solutions is also an important aspect of dynamic
equations. Chyan [11] proved that, subject to certain conditions (e.g., solutions to initial
value problems exist and are unique), boundary value problems have unique solutions.
Shooting methods are used to establish this result. However, to the best of our knowledge,
little work has been done for the uniqueness of positive solutions of dynamic equations,
even for the problem (1.1), (1.2) and (1.1), (1.3).
Motivated by the above mentioned questions and the recent work due to Liu and Li [24],
our goal here is to establish some existence and uniqueness results for (1.1), (1.2) and (1.1),
(1.3) and describe the dependence of positive solutions of (1.1), (1.2) and (1.1), (1.3) on the
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(1.3) is determined by the parameter λ. That is to say, we prove that there exists a λ∗ > 0
such that (1.1), (1.2) and (1.1), (1.3) has at least two, one and no positive solutions for
0 < λ< λ∗, λ = λ∗ and λ > λ∗, respectively. Furthermore, by using the semiorder method
on cones of the Banach space [17], we establish an existence and uniqueness criterion for
the positive solution of (1.1), (1.2) and (1.1), (1.3). In particular, such a positive solution
uλ(t) has the following properties:
(i) uλ(t) is nondecreasing in λ;
(ii) limλ→0+ ‖uλ‖ = 0, limλ→+∞ ‖uλ‖ = +∞;
(iii) uλ(t) is continuous with respect to λ, i.e., λ → λ0 > 0 implies ‖uλ−uλ0‖ → 0, where‖u‖ = maxt∈[0,σ 2(1)] |u(t)|.
Finally, we remark that, in the following, we only consider the boundary value prob-
lem (1.1) and (1.2) since some similar results for (1.1) and (1.3) can be obtained by simple
modifications from constructions in Sections 2–4. We only list obtained results for (1.1)
and (1.3) in Section 5.
2. Preliminaries
In this section we will introduce several definitions on time scales and give some lemmas
which are useful in proving our main results, see [6,9,22].
Definition 2.1. A time scale T is an arbitrary nonempty closed subset of the real numbersR
with the property that
σ(t) = inf{τ ∈ T: τ > t} ∈ T and ρ(t) = sup{τ ∈ T: τ < t} ∈ T,
for all t ∈ T with t < supT and t > infT, respectively. We assume throughout that T has
the topology that it inherits from the standard topology on R and say t is right-scattered,
left-scattered, right-dense and left-dense if σ(t) > t , ρ(t) < t , σ(t) = t and ρ(t) = t , re-
spectively.
Definition 2.2. If r, s ∈ T∪ {−∞,+∞}, r < s, then an open interval (r, s) in T is defined
by
(r, s) = {t ∈ T: r < t < s}.
Other types of intervals are defined similarly.
Definition 2.3. Assume that x :T → R and fix t ∈ T. Then x is called differentiable at
t ∈ T if there exists a θ ∈R such that for any given  > 0, there is an open neighborhood
U of t such that∣∣x(σ(t))− x(s)− θ[σ(t)− s]∣∣ ∣∣σ(t)− s∣∣, s ∈ U.
In this case, θ is called the ∆-derivative of x at t ∈ T and denote it by θ = x∆(t).
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all right dense points of T and its left sided limit exists (finite) at left dense points of T.
Throughout this paper, we assume T is a closed subset of R with 0,1 ∈ T.
To obtain a solution of (1.1) and (1.2), we need to consider the following problem:
−u∆∆(t) = 0, t ∈ [0,1], (2.1)
and
u(0) = u(σ(1))= 0. (2.2)
Let G(t, s) be the Green’s function of (2.1) and (2.2). It is known [16] that
G(t, s) =
{ t
σ (1) (σ (1)− σ(s)), t  s,
σ (s)
σ (1) (σ (1)− t), t  σ(s),
(2.3)
G(t, s) > 0, (t, s) ∈ (0, σ (1))× (0,1),
G(t, s)G
(
σ(s), s
)= σ(s)(σ (1)− σ(s))
σ (1)
, (t, s) ∈ [0, σ (1)]× [0,1],
and
G(t, s) kG
(
σ(s), s
)= k σ (s)(σ (1)− σ(s))
σ (1)
, (t, s) ∈
[
σ(1)
4
,
3σ(1)
4
]
× [0,1],
where
k = min
{
1
4
,
σ (1)
4(σ (1)− σ(0))
}
.
In the remainder of the paper, we assume that σ(1) is right dense such that G(t, s) 0
for (t, s) ∈ [0, σ 2(1)] × [0, σ (1)]. In fact, if we modify the boundary condition (1.2) to
u(0) = 0 = u(σ 2(1)), and make the obvious modifications in the Green’s function G, then
our result will hold [12]. We also assume that the set [0, σ (1)] is such that
ξ = min
{
t ∈ T: t  σ(1)
4
}
and ω = max
{
t ∈ T: t  3σ(1)
4
}
both exist and satisfy
σ(1)
4
 ξ < ω 3σ(1)
4
,
and if σ(ω) = 1, then σ(ω) < σ(1).
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h = min
s∈[0,σ (1)]
G(σ(ω), s)
G(σ(s), s)
= min
s∈[0,σ (1)]


σ(ω)
σ (s)
, σ (ω) s,
σ (1)−σ(ω)
σ (1)−σ(s) , σ (ω) σ(s)
= min
{
σ(ω)
σ (1)
,
σ (1)− σ(ω)
σ (1)− σ(0)
}
,
and set k˜ = min{k,h}. It is easy to see that u(t) is a solution of (1.1) and (1.2) for a given λ,
if and only if
u(t) = λ
σ(1)∫
0
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s, t ∈ [0, σ 2(1)].
Let X = C[0, σ 2(1)]. Then X is a Banach space endowed with the norm
‖u‖ = max
t∈[0,σ 2(1)]
∣∣u(t)∣∣.
Define the cone of X by
P = {u ∈ X: u(t) 0 on [0, σ 2(1)], u(t) k˜‖u‖, for t ∈ [ξ, σ (ω)]},
and a mapping Ψλ :P → P by
(Ψλu)(t) = λ
σ(1)∫
0
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s, t ∈ [0, σ 2(1)]. (2.4)
The semiorder induced by the cone P is denoted by “”, that is, x  y if and only if
y − x ∈ P .
The following lemma is crucial to prove our main results.
Lemma 2.1. [17] Let E be a Banach space and K be a cone in E. For r > 0, define
Kr = {u ∈ K: ‖u‖ < r}. Assume that A : K¯r → K is completely continuous such that
Ax = x for x ∈ ∂Kr = {u ∈ K: ‖u‖ = r}.
(i) If ‖Ax‖ ‖x‖ for x ∈ ∂Kr , then
i(A,Kr,K) = 0.
(ii) If ‖Ax‖ ‖x‖ for x ∈ ∂Kr , then
i(A,Kr,K) = 1.
3. Existence of positive solutions
Before presenting our results, we list some conditions which will be needed in this
section:
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(H2) a : [0, σ (1)] → R+ is continuous, and does not vanish identically on any closed
subinterval of [0, σ (1)].
(H3) f (0) c > 0.
(H4) limu→∞ f (u)/u = ∞.
Lemma 3.1. Suppose that (H1)–(H3) hold. Then there exists a λ∗ > 0 such that the op-
erator Ψλ has a fixed point u∗ ∈ P \{θ} at λ∗, where θ is the zero element of the Banach
space X.
Proof. Set
e(t) =
σ(1)∫
0
G(t, s)a(s)∆s, t ∈ [0, σ 2(1)]. (3.1)
We have
e(t) k
σ(1)∫
0
G
(
σ(s), s
)
a(s)∆s  k˜‖e‖
for t ∈ [ξ, σ (ω)], which implies that e ∈ P . Let λ∗ = M−1fe , where
Mfe = max
s∈[0,σ (1)]
f
(
e
(
σ(s)
))
,
and
(Ψλ∗u)(t) = λ∗
σ(1)∫
0
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s.
Then Mfe  c > 0 and
e(t) =
σ(1)∫
0
G(t, s)a(s)∆s  λ∗
σ(1)∫
0
G(t, s)a(s)f
(
e
(
σ(s)
))
∆s.
Let uˇ0(t) = e(t) and uˇn(t) = Ψλ∗ uˇn−1(t), n = 1,2, . . . , t ∈ [0, σ 2(1)]. Then
uˇ0(t) = e(t) uˇ1(t) · · · uˇn(t) · · · cλ∗e(t).
By the Lebesgue dominated convergence theorem [7] together with (H3), it follows that
{un}∞n=0 = {Ψ nλ∗ uˇ0}∞n=0 decreases to a fixed point u∗ ∈ P \{θ} of the operator Ψλ∗ . The
proof is complete. 
Lemma 3.2. Suppose that (H1)–(H4) hold and that I ⊂ [b,∞) for some b > 0. Then there
exists a constant CI > 0 such that for all λ ∈ I and all possible fixed points u of Ψλ at λ,
one has ‖u‖ <CI.
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Sλ = {u ∈ P : Ψλu = u, λ ∈ I}.
We need to prove that there exists a constant CI > 0 such that ‖u‖ < CI for all u ∈ Sλ. If
the number of elements of Sλ is finite, then the result is obvious. If not, without loss of
generality, we assume that there exists a sequence {un}∞n=1 such that limn→∞ ‖un‖ = +∞,
where un ∈ P is the fixed point of the operator Ψλ defined by (2.4) at λn ∈ I (n = 1,2, . . .).
Then
un(t) k˜‖un‖, t ∈
[
ξ, σ (ω)
]
.
We choose J1 > 0 such that
J1bk˜‖e‖ > 1,
L1 > 0 such that
f (u) J1u
for u > L1, and t ∈ [ξ, σ (ω)]. In view of (H4) there exist a N0 sufficiently large such that
‖uN0‖ >L1/k˜. For t ∈ [ξ, σ (ω)], we have
‖uN0‖ = ‖ΨλN0uN0‖ =
∥∥∥∥∥λN0
σ(1)∫
0
G(t, s)a(s)f
(
uN0
(
σ(s)
))
∆s
∥∥∥∥∥
 J1b
∥∥∥∥∥
σ(1)∫
0
G(t, s)a(s)uN0
(
σ(s)
)
∆s
∥∥∥∥∥
 J1bk˜‖e‖‖uN0‖ > ‖uN0‖,
which is a contradiction. The proof is complete. 
Lemma 3.3. Suppose that (H1)–(H3) hold and that the operator Ψλ has a positive fixed
point in P at λˆ > 0. Then for every λ∗ ∈ (0, λˆ) the operator Ψλ has a fixed point u∗ ∈ P \{θ}
at λ∗.
Proof. Let uˆ(t) be the fixed point of the operator Ψλ at λˆ. Then
uˆ(t) = λˆ
σ (1)∫
0
G(t, s)a(s)f
(
uˆ
(
σ(s)
))
∆s  λ∗
σ(1)∫
0
G(t, s)a(s)f
(
uˆ
(
σ(s)
))
∆s,
where 0 < λ∗ < λˆ. Set
(Ψλ∗u)(t) = λ∗
σ(1)∫
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s,0
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cλ∗e(t) un+1(t) un(t) · · · u1(t) u0(t),
where e(t) is also defined by (3.1), which implies that {Ψ nλ∗u}∞n=0 decreases to a fixed point
u∗ ∈ P \{θ} of the operator Ψλ∗ . The proof is complete. 
Lemma 3.4. Suppose that (H1)–(H4) hold. Let Λ = {λ > 0: Ψλ has at least one fixed point
at λ in P }. Then Λ is bounded above.
Proof. Suppose to the contrary that there exists a fixed point sequence {un}∞n=0 ⊂ P of Ψλ
at λn such that limn→∞ λn = ∞. Then we need to consider two cases:
(i) there exists a constant H > 0 such that ‖un‖H , n = 0,1,2 . . .;
(ii) there exists a subsequence {unk }∞k=1 such that limk→∞ ‖unk‖ = ∞ which is impossible
by Lemma 3.2.
Only (i) is considered. We can choose L0 > 0 such that f (0) > L0H , and further
f (un) > L0H . For t ∈ [0, σ 2(1)], we have
un(t) = λn
σ(1)∫
0
G(t, s)a(s)f
(
un
(
σ(s)
))
∆s. (3.2)
Now we consider (3.2). Assume that the case (i) holds. Then
H  un(t) λn
σ(1)∫
0
G(t, s)a(s)L0H∆s = λnL0H
σ(1)∫
0
G(t, s)a(s)∆s
 λnL0Hk˜‖e‖
leads to 1  λnL0k˜‖e‖ for t ∈ [ξ, σ (ω)], which is a contradiction. The proof is com-
plete. 
Lemma 3.5. Let λ˜ = supΛ. Then Λ = (0, λ˜], where Λ is defined just as in Lemma 3.4.
Proof. In view of Lemma 3.3, it follows that (0, λ˜) ⊂ Λ. We only need to prove λ˜ ∈ Λ. In
fact, by the definition of λ˜, we may choose a distinct nondecreasing sequence {λn}∞n=1 ⊂ Λ
such that limn→∞ λn = λ˜. Let un ∈ P be the positive fixed point of Ψλ at λn, n = 1,2, . . . .
By Lemma 3.2, {un}∞n=1 is uniformly bounded, so it has a subsequence denoted by {un}∞n=1,
converging to u˜ ∈ P . Note that
un = λn
σ(1)∫
G(t, s)a(s)f
(
un
(
σ(s)
))
∆s. (3.3)0
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convergence theorem [7], we have
u˜ = λ˜
σ (1)∫
0
G(t, s)a(s)f
(
u˜
(
σ(s)
))
∆s,
which shows that Ψλ has a positive fixed point u˜ at λ = λ˜. The proof is complete. 
Theorem 3.1. Suppose that (H1)–(H4) hold. Then there exists a λ∗ > 0 such that (1.1)
and (1.2) has at least two, one and no positive solutions for 0 < λ< λ∗, λ = λ∗ and λ > λ∗,
respectively.
Proof. Assume that (H1)–(H3) hold. Then there exists a λ∗ > 0 such that Ψλ has a fixed
point uλ∗ ∈ P \{θ} at λ = λ∗. In view of Lemma 3.3, Ψλ also has a fixed point uλ < uλ∗ ,
uλ ∈ P \{θ} and 0 < λ< λ∗. Note that f (u) is continuous in u on a compact subset of R+.
For 0 < λ< λ∗, there exists a δ0 > 0 such that
f
(
(uλ∗ + δ)
(
σ(s)
))− f (uλ∗(σ(s))) f (0)
(
λ∗
λ
− 1
)
(3.4)
for s ∈ [0, σ (1)], 0 < δ  δ0. Hence,
λ
σ(1)∫
0
G(t, s)a(s)f
(
(uλ∗ + δ)
(
σ(s)
))
∆s − λ∗
σ(1)∫
0
G(t, s)a(s)f
(
uλ∗
(
σ(s)
))
∆s
= λ
σ(1)∫
0
G(t, s)a(s)
{
f
(
(uλ∗ + δ)
(
σ(s)
))− f (uλ(σ(s)))}∆s
− (λ∗ − λ)
σ(1)∫
0
G(t, s)a(s)f
(
uλ∗
(
σ(s)
))
∆s
 (λ∗ − λ)
σ(1)∫
0
G(t, s)a(s)f (0)∆s
− (λ∗ − λ)
σ(1)∫
0
G(t, s)a(s)f
(
uλ∗
(
σ(s)
))
∆s
= (λ∗ − λ)
σ(1)∫
0
G(t, s)a(s)
{
f (0)− f (uλ(σ(s)))}∆s
 0. (3.5)
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Ψλ(uλ∗ + δ) Ψλ∗(uλ∗) = uλ < uλ∗ + δ. (3.6)
Set r = ‖uλ∗(t) + δ‖ for t ∈ [0, σ 2(1)] and Pr = {u ∈ P : ‖u‖  r}. It is easy to see that
Ψλ :P ∩ P¯r → P is completely continuous. According to (3.6), we have Ψλu = u for
u ∈ ∂Pr = {u ∈ P : ‖u‖ = r}. By Lemma 2.1, i(Ψλ,P ∩ Pr,P ) = 1. In view of (H4), we
can choose L3 > r > 0 such that f (uˆ) J3uˆ and J3λk˜2‖e‖ > 1 for uˆ > L3. Set R = L3/k˜
and PR = {u ∈ P : ‖u‖ < R}. Then Ψλ : P¯R → P is completely continuous. Similar to
Lemma 3.2, it is easy to obtain that
(Ψλu)(t) = λ
σ(1)∫
0
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s  λJ3k˜‖u‖
σ(1)∫
0
G(t, s)a(s)∆s
 λJ3k˜2‖e‖ · ‖u‖ > ‖u‖
for t ∈ [ξ, σ (ω)] and u ∈ ∂PR . Furthermore, ‖Ψλu‖ > ‖u‖ for u ∈ ∂PR . In view of
Lemma 2.1, i(Ψλ,PR,P ) = 0. By the additivity of fixed point index,
i
(
Ψλ,PR\P ∩ Pr,P
)= i(Ψλ,PR,P )− i(Ψλ,P ∩ Pr,P ) = −1.
So, Ψλ has a fixed point in {P ∩Pr}\{θ} and another fixed point in PR\P ∩ Pr by choosing
λ∗ = λ˜. The proof is complete. 
4. Uniqueness and dependence on the parameter
In the previous section, we have obtained existence and nonexistence results for (1.1)
and (1.2). Now we further consider the uniqueness of positive solutions of (1.1) and (1.2),
and the dependence of solutions on the parameter λ. So we need to impose an additional
condition on f :
(H5) f (ρu) ραf (u) for any 0 < ρ < 1, where α ∈ (0,1) is independent of ρ and u.
Define an operator Φ :C+[0, σ 2(1)] → C+[0, σ 2(1)] by
(Φu)(t) =
σ(1)∫
0
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s, t ∈ [0, σ 2(1)],
where C+[0, σ 2(1)] = {u ∈ C[0, σ 2(1)]: u(t) 0 on [0, σ 2(1)]}.
Lemma 4.1. Assume that (H1)–(H3) and (H5) hold. Then for any u ∈ C+[0, σ 2(1)]\{θ}
there exist real numbers Wu wu > 0 such that
wue(t) (Φu)(t)Wue(t),
for t ∈ [0, σ 2(1)], where e(t) = ∫ σ(1) G(t, s)a(s)∆s.0
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(Φu)(t) =
σ(1)∫
0
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s
 f
(‖u‖)
σ(1)∫
0
G(t, s)a(s)∆s
def= Wue(t).
Note that, for any u ∈ C+[0, σ 2(1)]\{θ} there exists an interval (a1, b1) with [σ(a1),
σ (b1)] ⊂ [0, σ 2(1)] and a number p > c such that u(σ (t)) p for t ∈ (a1, b1). In addition,
by (H5) there exist s0 > c and an u0 ∈ (0,∞) such that f (u0) s0. If p  u0,
f
(
u
(
σ(t)
))
 f (p) f
(
u0
)
 s0;
if p < u0,
f
(
u
(
σ(t)
))
 f (p) = f
(
p
u0
u0
)

(
p
u0
)α
f
(
u0
)

(
p
u0
)α
s0.
On the other hand,
(Φu)(t) =
σ(1)∫
0
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s
=
a1∫
0
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s +
b1∫
a1
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s
+
σ(1)∫
b1
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s
min
{
c,
(
p
u0
)α
s0
} σ(1)∫
0
G(t, s)a(s)∆s
def= wue(t).
This completes the proof. 
Theorem 4.1. Suppose that (H1)–(H3), (H5) hold and λ = 1. Then
(i) (1.1) and (1.2) have a unique positive solution u∗ ∈ C+[0, σ 2(1)]\{θ} satisfying
mqe(t) u∗(t)MQe(t),
where 0 <mq <MQ are constants.
(ii) For any u0(t) ∈ C+[0, σ 2(1)]\{θ}, the sequence
un(t) =
σ(1)∫
G(t, s)a(s)f
(
un
(
σ(s)
))
∆s0
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vergence is determined by∥∥un − u∗∥∥= O(1 − dαn),
where 0 < d < 1 is a positive number.
Proof. In view of (H1), (H3) and (H5), Φ :C+[0, σ 2(1)] → C+[0, σ 2(1)] is a nonde-
creasing operator and satisfies Φ(ρu) ραΦ(u) for t ∈ [0, σ 2(1)] and u ∈ C+[0, σ 2(1)].
Indeed
Φ(ρu) =
σ(1)∫
0
G(t, s)a(s)f
(
ρu
(
σ(s)
))
∆s  ρα
σ(1)∫
0
G(t, s)a(s)f
(
u
(
σ(s)
))
∆s
= ραΦ(u) (4.1)
for any 0 < ρ < 1, t ∈ [0, σ 2(1)]. Since f (u) is nondecreasing in u, then
(Φu∗)(t) =
σ(1)∫
0
G(t, s)a(s)f
(
u∗
(
σ(s)
))
∆s 
σ(1)∫
0
G(t, s)a(s)f
(
u∗∗
(
σ(s)
))
∆s
= (Φu∗∗)(t) (4.2)
for u∗  u∗∗, u∗, u∗∗ ∈ C+[0, σ 2(1)]. It is obvious that e(t) ∈ C+[0, σ 2(1)]\{θ}. By
Lemma 4.1, there exist We we > 0 such that
wee(t) (Φe)(t)Wee(t).
Set
w = sup{we: wee(t) (Φe)(t)} and W = inf{We: (Φe)(t)Wee(t)}.
Take wm and WM such that
0 <wm < min
{
1,w
1
1−α
}
and max
{
1,W
1
1−α
}
<WM < ∞.
Let u0 = u0(t) = wme(t) := wme, v0 = v0(t) = WMe(t) := WMe, un = Φun−1 and vn =
Φvn−1, n = 1,2, . . . . By (4.1) and (4.2), we have
wme = u0  u1  · · ·un  · · · vn  · · · v1  v0 = WMe. (4.3)
Let d = wm/WM . Then we have
un  dα
n
vn. (4.4)
In fact, u0 = dv0 is obvious. Assume that (4.4) holds when n = m (m is a positive integer),
i.e., um  dα
m
vm. Then
um+1 = Φum Φ
(
dα
m
vm
)

(
dα
m)α
Φvm = dαm+1Φvm = dαm+1vm+1.
By induction, it is easy to see that (4.4) holds. Furthermore, in view of (4.1), (4.3) and (4.4),
we have
0 un+z − un  vn − un 
(
1 − dαn)v0 = (1 − dαn)WMe
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‖un+z − un‖ ‖vn − un‖
(
1 − dαn)WM‖e‖, (4.5)
where z is a nonnegative integer. Thus, there exists u∗ ∈ C+[0, σ 2(1)] such that
lim
n→∞un(t) = limn→∞vn(t) = u
∗(t)
for t ∈ [0, σ 2(1)], and u∗(t) is a fixed point of Φ satisfying
wme(t) u∗(t)WMe(t).
Next, we show that u∗ is the unique positive fixed point of Φ in C+ [0, σ 2(1)]. Note that
WM and wm are arbitrary. By virtue of (4.3), (4.5) and Lemma 4.1, we see that (ii) holds.
The proof is complete. 
Theorem 4.2. Suppose that (H1)–(H3), (H5) hold. Then (1.1) and (1.2) has a unique posi-
tive solution uλ(t) for any λ > 0. Furthermore, such a solution uλ(t) satisfies the following
properties:
(i) uλ(t) is nondecreasing in λ;
(ii) limλ→0+ ‖uλ‖ = 0, limλ→+∞ ‖uλ‖ = +∞;
(iii) uλ(t) is continuous with respect to λ, i.e., λ → λ0 > 0, implies ‖uλ − uλ0‖ → 0.
Proof. Let
Ψλu = λΦu.
Then Ψλ satisfies all conditions met by the operator Φ . Similar to the proof of Theo-
rem 4.1, we obtain that Ψλ has a unique positive fixed point uλ ∈ C+[0, σ 2(1)]. That is,
(λΦ)uλ = uλ. So uλ is a unique positive solution of (1.1) and (1.2).
Note that the unique positive solution uλ is in the set C+[0, σ 2(1)], and C+[0, σ 2(1)]
is a normal cone of the Banach space C[0, σ 2(1)]. In view of condition (H5), we can prove
terms (i)–(iii) (see [24]). The proof is complete. 
We remark that the function f satisfying the conditions of Theorem 4.2 can be easily
found. For example,
f (u) = uα1 + uα2 + · · · + uαm + 1
2
,
where αi > 0 with supi αi < 1, m is a positive integer.
5. Positive solutions of (1.1) and (1.3)
In this section we consider the problem (1.1) and (1.3). We know from [13] that u(t) is
a solution of (1.1) and (1.3) for a given λ, if and only if
u(t) = λ
σ(1)∫
K(t, s)a(s)f
(
u
(
σ(s)
))
∆s, t ∈ [0, σ 2(1)],0
W.-T. Li, X.-L. Liu / J. Math. Anal. Appl. 318 (2005) 578–592 591where
K(t, s) =
{
t, 0 t  s  σ(1),
σ (s), 0 σ(s) t  σ 2(1).
Similar to the arguments of Sections 3, 4, it is easy to prove that the following results
hold.
Theorem 5.1. Suppose that (H1)–(H4) hold. Then there exists a λ∗∗ > 0 such that (1.1)
and (1.3) has at least two, one and no positive solutions for 0 < λ < λ∗∗, λ = λ∗∗ and
λ > λ∗∗, respectively.
Theorem 5.2. Suppose that (H1)–(H3), (H5) hold. Then (1.1) and (1.3) has a unique posi-
tive solution uλ(t) for any λ > 0. Furthermore, such a solution uλ(t) satisfies the following
properties:
(i) uλ(t) is nondecreasing in λ;
(ii) limλ→0+ ‖uλ‖ = 0, limλ→+∞ ‖uλ‖ = +∞;
(iii) uλ(t) is continuous with respect to λ, i.e., λ → λ0 > 0, implies ‖uλ − uλ0‖ → 0.
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