Flame atomic absorption spectrometry (FAAS) is frequently used in analytical laboratories because of the simplicity of use, high selectivity and reliability. However the problems encountered with FAAS can be classified as follows: (i) spectral, physical and chemical interferences due to background absorbance, line coincidence, viscosity changes, ionization phenomena, stable compound formation, etc.; ( i i ) it is a singleelement method; (iii) the sensitivity is unsatisfactory for ultratrace analysis; (iiq) significant volumes of sample are consumed in the most frequently used continuous aspiration mode; and (19) narrow linear response range.
The last point is of great importance when samples with high or widely differing analyte concentrations are being analysed. Various methods can be used to extend the useful concentration range, for example; choice of a less sensitive wavelength, utilization of the non-linear calibration region, decreasing the optical pathway by adjusting the burner slot and dilution of the sample solution. However, all of these methods require re-calibration after adjusting the experimental conditions, which is laborious and time consuming.
An alternative method is to use flow systems which incorporate dilution manifolds'-' which improve the dynamic range of FAAS significantly, by altering the dispersion within the system. Variation of the dispersion can also be achieved by controlled timing of a specific operation, e.g., the sample aspiration.s The peak width may be used as a quantitative parameter enabling a significant enhancement in the concentration range of the elements being deter~nined.~. ' The present paper describes the theoretical and experimental basis of continuous flow dilution in a variable volume mixing chamber and calibration through peak area measurement. which enables simple quantification of the contents of samples with analyte concentrations covering a broad range. The utility of the method was verified experimentally by analysing solutions of copper.
Theoretical
A block diagram of the continuous flow calibration device and flame atomic absorption spectrometer is illustrated in Fig. 1 . The sample of volume V,, with a concentration co is injected into the carrier liquid flowing at a rate of u ( i .~. , aspiration rate). The sample plug enters the mixer chamber, of volume V,. Considering a well stirred tank model, the concentration Table 1 . Dilution chamber (insert): I , piston: 2. outlet; 3, inlet: 4, valve; 5. glass capillary linked to the inlet tubing: and 6. inner space inside the chamber (c,) equals the output concentration. This sample output enters the nebulizer, which can be regarded as a well stirred single tank with a hypothetical volume of V,. ' . ' The concentration of the sample flow output reaching the detector is (aN.
The detector response, related to transmittance (-0, is usually converted into absorbance by an analogue or digital procedure.
The measured absorbance ( A ) at time t , in the linear response range is directly proportional to the concentration "\:
A , = k~, ( 1 ) where k is the sensitivity. The time dependence of concentration cN and that of the absorbance can be expressed mathematically by considering a theoretical model of two tanks in series in a manner similar to that described for models for a single tankx.' or two tanks in parallel. 10 The maximum absorbance (A,) (peak height) can be obtained by differentiating the absorbance-time function as follows:
where As equation (2) implies, peak height is determined by the sample volume and concentration by the volume of the mixing chamber and the hypothetical volume of the nebulizer. It does not depend on the flow-rate unless the sensitivity changes at the same time.
The dispersion (0) of the sample in this system can be expressed by the following equation:
where A, = kc,.
The peak area (a) at time t (a,) can be derived by integrating the absorbance values in the time interval from t=O to t. The limiting value of the peak area ( t -+ -) can be expressed mathematically either by integrating the absorbance-time function" or by making use of the mass balance of the system. Both approaches, unless the absorbance is outside the linear response range, lead to the same relationship, namely a = kc, VJu (4) Unlike peak height, peak area is dependent on the flow-rate.
Thus, the analyte concentration can be expressed simply as a linear function of the ratio a/V,. The useful concentration range is then limited at the lower end by the minimum and from above by the maximum of the ratio a/V,.
In spectrometric measurements where digital signal processing is used, peak area can be calculated directly from the actual transmittance values:
Where N is the number of digital readings. The peak area can be obtained by multiplying one transmittance value by the next, and so on over the course of the measurements. In this way transformation of the primary spectrometric signal (transmittance) into absorbance can be omitted.
The derived equations imply the following features for the use of the continuous dilution system and peak area measurement of the signal: (i) the concentration of the original injected sample solution can be determined simply from the ratio of peak area to sample volume [equation (4)]; (ii) since the ratio a/V, can access useful values over a much broader range than just using absorbance values the analyte concentrations can also cover a correspondingly broader interval; (iii) the extent of the sample dilution should be controlled by proper choice of the dispersion [equation (3)] to ensure that the absorbance maximum is in the linear response range of the instrument.
Calibration can be performed by measuring the steady-state signal in the system depicted in Fig. 1 . Standard solutions with analyte concentrations in the linear response range were used instead of the water carrier. The coefficient k is calculated using equation (1). An alternative method of calibration is to inject known volumes of standard solutions into the continuous dilution system and on integrating the signal the coefficient k is calculated from equation (4) . Both calibration methods should produce the same results if the instrumental parameters are kept constant.
Experimental
The measurements were performed on a double-beam atomic absorption spectrometer AAS 3 (Carl Zeiss Jena, Germany) with an air-acetylene flame. The instrumental parameters used were those recommended by the manufacturer: wavelength 324.8 nm (Cu) and 285.2 nm (Mg), slit-width 0.40 mm (Cu) and 0.20 mm (Mg).
The flow injection system is illustrated schematically in Fig.  1 . The various parts of the system were connected with 1 mm i.d. PTFE tubing. Sample volumes of from 15 yl to 500-1000 yl were injected by choice of suitable sampling loops for the injection port. The volume of injected sample was determined as follows. The sampling loop was filled with a standard solution of copper, the contents of the loop were eluted with water into a calibrated flask, the volume of solution in the calibrated flask was adjusted to the mark and the contents were analysed by FAAS, aspirating the solution continuously. The volume of the standard solution injected was calculated from the copper concentration found. The measurements were repeated five times.
The tunable volume dilution chamber was adapted from a 10 ml polyethylene syringe (Fig. 1) . The outlet of the syringe was plugged. The piston consists of the inlet, made from a thin walled glass capillary linked to 0.6 mm i.d.
PTFE tubing. Mixing of the contents of the chamber was ensured because the liquid stream entered through the glass capillary. The inner volume of the cylinder was calibrated by weighing the contents. The piston was fixed mechanically to prevent it from being pushing out by the pressure. The inner volume of the chamber can be adjusted from 0.1 to 10 ml continuously.
Procedure
A calibration graph for copper was prepared by analysing standard solutions of copper in the concentration range 0.1-20 pg ml-' using the proposed flow injection (FI) system. The volume of the dilution chamber was set to the minimum value and the standard solution was purged through the system until the steady-state signal was registered. The flow-rate was set to a constant value (about 5 ml min-I) and was periodically checked.
The hypothetical tank volume V , of the nebulizer was obtained from the absorbance-time profile' and the value was 91 k 2 yl at a flow-rate of 5 ml min-'.
In the continuous dilution measurements, water was flushed through the system as the carrier liquid. The volume of the dilution chamber was set to the desired value, the sampling loop was filled with the sample solution and the zero on the instrument was adjusted. The sample was injected into the carrier stream and the absorbance signal was integrated until the value reached the base line again. The transient signal was integrated without the use of a smoothing procedure. The units of peak area (absorbance x time) are A s. Fig. 2 illustrates the theoretical dependencies of the relative values of the concentrations, co, c, and cN, and peak area on time after sample injection. The concentrations are expressed relative to the original sample concentration c,. The relative peak area was calculated as the ratio a,/a. The relative absorbance-time dependence is identical with the cN-t dependence.
Results and Discussion
The degree of dilution is expressed as dispersion [equation (3)] which is a function of the volumes V,, V, and V, . The theoretical dependence of dispersion D on the mixing chamber volume for various volumes of the injected sample is depicted in Fig. 3 , considering a typical concentric pneumatic nebulizer with a hypothetical tank volume of 0.1 ml. A degree of dilution of about ten can be achieved without any mixing chamber, by utilizing the dispersion caused by the nebulizer alone. However, the injected sample volume, should not be larger than about 10 yl.
To obtain higher degrees of dilution a mixing chamber should be used. The volume of the chamber should be related to the volume of sample injected. By using mixing chambers with volumes of about 10 ml, degrees of dilution of more than An important practical point of the use of continuous dilu tion is the duration of the peak area measurement. Fig. 4 il lustrates the time dependences of the relative peak area, a,, (a, = a)a) for various mixing chamber volumes and 100 µl sample volume injections. The measurement time for mixing chambers of volumes up to I ml is about I min, and that for a 10 ml dilution chamber takes about IO min. Thus, the dura tion of the measurement cycle depends considerably on the volumes of the mixing chamber chosen and the sample volume injected.
The volumes of the dilution chamber and sample should be chosen according to the following criteria: (i) the re quired degree of dilution (dispersion D) with regard to the analyte concentration; and (ii) the duration of the signal inte gration.
The possible influence of the parameters c 0 , V 0 and VM on peak area and the validity of equation (4) was investigated. The sample concentration and volume and the dilution chamber volume were varied in a virtually orthogonal design. The simplified Box-Wilson experimental design 12 was chosen, which demands at least 11 trials if the third order interactions are to be neglected. The values of the parameters used in the trials and the results are collected in Table I . The flow-rate and the sensitivity were kept constant and were checked after every trial.
The responses (peak areas) obtained for the trials were fitted by the following response surface equation:
where the regression coefficients b; can be calculated by the least-squares method.
The suitability of the fit of the the experimental data was tested with the F-test. It was found that all the regression coefficients except for b 23 were statistically insignificant. Thus, peak area is really only a function of the product c 0 V 0 • The value of the coefficient b 23 was calculated again while neglect ing the other coefficients. The value was b 23 = (0.75 ± 0.01) µg-1 s. Thus, the resulting quadratic equation (6) is the same as equation (4), i.e., the coefficient b 23 gives the ratio of k/u.
Since a flow-rate of u = (6.50 ± 0.12) ml min-1 was used in these experiments, the sensitivity was k =(0.080 ± 0.002) µg-1 ml, which gives the ratio of k/u = (0.74 ± 0.02) µg-1 s. The dynamic range was considered to be the concentration range of copper where the analytical signals (peak area) ob tained fit equation (4). The lower limit is given by the minimum peak area that is statistically distinguishable from the blank value (about 0.1 As ) using the maximum volume of the sample being taken for analysis (I ml). For copper, a value of about 0.11 µg mI-1 was obtained. This detection limit is close to that obtained using continuous aspiration FAAS without a dilution chamber.
The highest analyte concentration in the linear range is gov erned by the highest dilution chamber volume (IO ml) used, the lowest sample volume being injected (0.015 ml) and by the maximum absorbance in the linear response range using the given experimental parameters [see equation (2)). At a concen tration sensitivity of k = 0.076 µg-1 ml for copper and maximum absorbance A max = 1.0 in the linear response range, the maximum concentration obtained for copper was about 9160 µg mJ-1 • Thus, the usable concentration range for copper is about five orders of magnitude. For comparison, the linear calibration range without the dilution manifold extends from Achieving large dispersions for highly concentrated samples is, however, handicapped by the prolonged measurement times required, up to 10 min.
The signals measured for synthetic copper samples at various concentrations are given in Table 2 . The experimental data correspond well with the calculated values in the con centration range from 0.2 to 9000 µg ml-1 , which confirms the theoretical conclusions detailed in this paper. In this range, the ratio a/V0 for a given analyte concentration is inde pendent of the sample volume injected and of the dilution chamber volume, respectively. The last two parameters, however, have to ensure appropriate dispersion of the system [equation (3)] in order for the signal to lie within the linear response range.
The peak area values were obtained either by integrating the absorbance values or by using transmittance values according to equation (5) . No significant difference was observed between the two sets of results. After having taken the experimental parameters (u, k, V M , V 1'i , c 0 and V 0 ) into account, the absorbance-time dependence was calculated. The calculated values evidently fit the experimental dependence, implying that the experimental system can be de scribed by a model consisting of two tanks in series. Similar agreement was observed for mixing chamber volumes of from I to 8 ml. At flow-rates lower than 5 ml min-1 the fit deterio rated, probably owing to insufficient mixing of the contents of the dilution chamber, as the liquid entering the chamber is at a lower velocity. The peak areas in these instances, however, corresponded to equation (4) . From the practical point of view, 1 .
·

• 7
The method was used for the determination of magnesium in a mineral water (Salvator, Czechoslovakia). To suppress the formation of magnesium oxide in the flame, 0.1 mol dm-1 HCI was used as the carrier liquid. The experimental parameters were as follows: dilution chamber volume, 6 ml; and sample volume injected, 15 µI. The proposed method gave a value of 169 ± 4 µg m1-1 • The magnesium content was also determined by the calibration graph method after off-line dilution of the sample with 0.1 mo! dm-1 HCI in a calibrated flask. The mag nesium concentration found by this method was 171 ± 3 µg mJ-1 .
Conclusions
The proposed method facilitates enhancement of the linear calibration range of FAAS by 2-3 orders of magnitude while keeping the instrumental parameters at the same, preferably optimum, values. The calibration procedure is simple and universal for the whole concentration range. Moreover, as with other FI arrangements, the method is amenable to auto mation. The disadvantage of the method arises from the long duration of the measurements for high concentration samples.
Since peak area is measured, the mixing efficiency in the mixing chamber does not play such an important role as it does when absorbance measurements are used as in time based methods.
