We study linear control systems in infinite-dimensional Banach spaces governed by analytic semigroups. For p ∈ [1, ∞] and α ∈ R we introduce the notion of L p -admissibility of type α for unbounded observation and control operators. Generalising earlier work by Le Merdy [20] and the first named author and Le Merdy [12] we give conditions under which L p -admissibility of type α is characterised by boundedness conditions which are similar to those in the well-known Weiss conjecture. We also study L p -wellposedness of type α for the full system. Here we use recent ideas due to Pruess and Simonett. Our results are illustrated by a controlled heat equation with boundary control and boundary observation where we take Lebesgue and Besov spaces as state space. This extends the considerations in [4] to non-Hilbertian settings and to p = 2.
Introduction and Main Theorems
We are concerned with linear control systems of the following form    x ′ (t) + Ax(t) = Bu(t), (t > 0)
where −A is the generator of a strongly continuous semigroup (T (·)) in a Banach space X.
The function x(·) takes values in X, the functions u(·) and y(·) take values in Banach spaces U and Y , respectively. The control operator B is an unbounded operator from U to X, and the observation operator C is an unbounded operator form X to Y . We refer e.g. to [25, 27, 32, 31] . A commonly used minimal assumption on B and C is that C is bounded X 1 (A) → Y and B is bounded U → X −1 (A) where X 1 (A) denotes the domain D(A) of A equipped with the graph norm, and X −1 (A) denotes the completion of (X, R(λ 0 , A)· X ) with λ 0 in the resolvent set ρ(A) of A (cf., e.g., [9, Sect. II.5] ). Note that, for λ 0 ∈ ρ(A), the norm (λ 0 − A) · X on X 1 (A) is equivalent to the graph norm of A. The semigroup T (·) has an extension to a strongly continuous semigroup T −1 (·) on X −1 := X −1 (A) whose generator A −1 is an extension of A (cf.
[9, Sect. II.5]). These extensions are needed in order to give a precise meaning to compositions involving the operator B. Now let X := C([0, ∞), X) and, for each τ > 0, X τ = C([0, τ ], X). Suppose that we are given spaces Y of functions R + → Y and U of functions R + → U with restrictions Y τ , U τ to [0, τ ], τ > 0, respectively. Then the system (1) is called wellposed if, for each τ > 0, state and output of the system (1) depend continuously on initial state and input, i.e., if the mapping L p -admissibility of type α. In this paper, we assume that A is a densely defined sectorial operator of type < π / 2 with dense range, and we characterise L p -admissibility of type α for observation and control operators, the range of values of α depending on p ∈ [1, ∞] . For a fixed p ∈ [1, ∞] we denote by p ′ the dual exponent given by 1 / p + 1 / p ′ = 1. In order to formulate our first definition we introduce, for any k ∈ N and a given generator −A of a bounded strongly continuous semigroup T (·) in X, the spaces X k := X k (A), which is D(A k ) equipped with the norm (Id + A) k · X , and X −k := X −k (A), which is the completion of X with respect to the norm (Id + A) −k · X . Observe that 1 ∈ ρ(−A) and that replacing Id + A by λ 0 + A in these expressions leads to equivalent norms whenever λ 0 ∈ ρ(−A) (again, we refer to [9, Sect. II.5]). The semigroup T (·) has an extension to a bounded strongly continuous semigroup T −k (·) on X −k whose generator A −k is an extension of the operator A. We denote, for α ∈ R and intervals I ⊆ R + , L p α (I, X) := f : I → X : t → t α f (t) ∈ L p (I, X) . The space L p α (R + , X) is abbreviated L p α (X).
Definition 1.1. Let X, U , Y be Banach spaces and for some k ∈ N let C ∈ B(X k , Y ) and B ∈ B(U, X −k ). Given p ∈ [1, ∞] and a bounded analytic semigroup T (·) on X, (a) C is called finite-time L p -admissible of type α > − 1 / p , if for any τ > 0 there is a constant M τ > 0 such that for all x ∈ X k we have
(b) B is called finite-time L p -admissible of type α < 1 / p ′ (or α ≤ 0 for p = 1), if for any τ > 0 there is a constant K τ > 0 such that for all u ∈ L p α ((0, τ ), U ) we have T −k B * u L ∞ ((0,τ ),X) ≤ K τ u L p α ((0,τ ),U ) .
If the above estimates hold with constants M τ and K τ that can be chosen independently of τ > 0, the operators B and C are called (infinite-time) L p -admissible of type α.
Remark 1.2. In part (b) of the definition, inequality (3) means ess sup t∈(0,τ ) Φ t (u) X ≤ K τ u L p α ((0,τ ),U ) . This seems to be better suited when dealing with weighted spaces than requiring just Φ τ (u) X ≤ K τ u L p α ((0,τ ),U ) . Notice that our definition differs from that in [12] : for observation operators, L 2 -admissibility of type α is called 2α-admissibility there. For control operators, our definition is different from the notion studied in [12] . This is due to the application to nonlinear problems in Theorem 1. 16 . See also Remark 1.4 for a study of both notions. Lemma 1.3. The notion of finite-time L p -admissibility of type α for A is independent of the underlying interval [0, τ ] in the definition. If the semigroup is uniformly exponentially stable and α ≥ 0 or p = ∞, finite-time L p -admissibility of type α for control operators is equivalent to (infinite-time) L p -admissibility of type α. For observation operators this is true for all α.
holds.
Notice that the requirement α ≥ 0 or p = ∞ in the above equivalence assertion for control operators is necessary. We provide a short counterexample in case α < 0 in Example 3.1.
Remark 1.4 (Dualisation). Let X, Y be reflexive Banach spaces and p ∈ (1, ∞) and assume
One can therefore consider the following dual condition to (4) , that was introduced in [12] .
where the integral is considered as a Pettis integral in X −k taking values in X. Notice, that in case α = 0 the reflection R τ u = u(τ −·) is not bounded on L p α ([0, τ ]). Therefore, one cannot hope that (5) might be equivalent to infinite-time L p -admissibility of type α unless α = 0. We shall see in Theorem 1.8 below that condition (5) is indeed a stronger notion than L padmissibility of type α. However, for α > 0, L p -admissibility of an observation operator C implies L p -admissibility of C ′ on X ′ by Theorem 1.8 below.
L p * -estimates and the real interpolation method. As mentioned above, the crucial condition in [20] (besides T (·) being bounded and analytic) for the Weiss conjecture to hold was that A 1 / 2 is admissible for A, i.e., the existence of a constant L > 0 such that
where ψ(z) = z 1 / 2 e −z . In our situation this corresponds to
for ψ(z) = z α+ 1 /p exp(−z). We denote L p * (R + , X) := L p (R + , dt/t, X). It is known that the property of a sectorial operator A of type ω on a Banach space X, to satisfy an estimate ψ(·A)x L p * (R + ,Y ) ≤ L x X does not depend upon the particular choice of the function ψ ∈ [13, Thm. 4.3] or [14, Thm 6.4.3] . Therefore, we say that A satisfies L p * -estimates on X in this case. Let A be a densely defined sectorial operator of type ω with dense range on X. Let X := (X, A(I + A) −2 · ) ∼ . For some holomorphic function ψ on S(ν), ν > ω and θ ∈ (−1, 1) such that z −θ ψ(z) ∈ H ∞ 0 (S(ν))\{0} consider the space X θ,ψ,p := x ∈ X : t −θ ψ(tA)x ∈ L p * (R + , X) . Since X θ,ψ,p does not depend on ψ ∈ H ∞ 0 (S(ν))\{0} (see above), we write for short X θ,p := X θ,ψ,p . Resorting to the space X in this setting allows explicitly that X θ,p may be a larger space than X. For the background of this construction we refer e.g. to [18] , [11, Section 2] or [14, Chapter 6.3] . Notice that in this terminology L p * -estimates for A read as X ֒→ X 0,p . These spaces are strongly connected to real interpolation spaces between the homogeneous spaceṡ X −1 andẊ 1 . Here, for σ ∈ Z, we denote byẊ σ :=Ẋ σ (A) the completion of the space D(A σ ) with respect to the homogeneous norm A σ · X . We refer to [17] , [19, Sect. 15] , [11] or [13] for more details on these spaces. Observe that -due to our assumptions -the space D(A σ ) is dense in X, and thatẊ σ = X σ in case 0 ∈ ρ(A). With these notations the following result holds true (cf. [2] for the case p = 2 and [14, Thm. 6.4.6], [13, Thm. 5.2] for the general case). Theorem 1.5. Let X be a Banach space and A be a densely defined sectorial operator of type ω with dense range on X. Then Ẋ −1 (A),Ẋ 1 (A)) θ,p = X 2θ−1,p for all θ ∈ (0, 1) and p ∈ [1, ∞].
Remark 1.6. In the situation of the above theorem, A has L p * -estimates if and only if X ֒→ Ẋ −1 (A),Ẋ 1 (A))1 / 2 ,p . This can be used to establish L p * -estimates for given operators in concrete cases, as we will show in Section 2.
We start our main results with the following characterisations of L p -admissibility of type α for observation and control operators that extend the results in [12] . Theorem 1.7. Let p ∈ [1, ∞] and A be a densely defined sectorial operator of type ω < π / 2 with dense range on X. Let C ∈ B(X k , Y ) be an observation operator for some k ≥ 1. Let α ∈ (− 1 / p , k − 1 / p ) and consider the set
Then the following assertions hold:
Notice that, for the operator C := A α+ 1 /p , the set W C in (7) is bounded, whence the assumption of L p * -estimates in the above characterisation cannot be improved (cf. (6)).
Theorem 1.8. Let p ∈ [1, ∞] and A be a densely defined sectorial operator of type ω < π / 2 with dense range on X. Let B ∈ B(U, X −k ) be a control operator for some k ≥ 1 and let α ∈ ( 1 / p ′ − k, 1 / p ′ ) and consider the set
If W B is bounded and α > 0 (for p > 1) or α = 0 (for p = 1) then B is L p -admissible of type α for A. (a)' If the dual condition (5) holds, then W B is bounded. (b)' If p < ∞ and W B is bounded and the adjoint operator A ′ satisfies L p ′ * -estimates, then (5) holds.
As mentioned above, in case α = 0, L p -admissibility of type α and (5) are equivalent. In particular, a modified Weiss conjecture on control operators holds for p = 1. Also the boundedness conditions on the sets W C and W B in (7) and (8) may be characterised by real interpolation methods. In fact, they are conditions on the domain of (a continuous extension of) the observation operator C and the range of the control operator B, respectively. This way of viewing the boundedness conditions on W C and W B , respectively, is not new for control operators (cf. [33] ) under the supplementary assumption of 0 ∈ ̺(A). The general equivalence for observation and control operators was first studied in [11] . The proof of the following is very similar to the arguments used there and thus omitted. Theorem 1.9. Let A be an injective sectorial operator on the Banach space X, and let k ∈ N. Let C ∈ B(X k , Y ) and B ∈ B(U, X −k ) be bounded operators, where U , Y are Banach spaces, and let θ ∈ (0, 1). Then the following equivalences hold true: for σ = n+k(1−θ) k+n , whence the assertions of Theorem 1.9 do not depend on the question, for which k ∈ N the given boundedness conditions are satisfied. The same arguments apply to the conditions on control operators.
Wellposedness of the full system. We now study the full system (1) 
Let T (·) be a bounded analytic semigroup on X generated by −A. is bounded, we call the system finite-time L p -wellposed of type α. By resorting to (e −ωt T (t)) we may then assume 0 ∈ ̺(A). The next lemma shows that the only possible singularity of the convolution kernel of F τ is at t = 0, whence the notion of finitetime L p -wellposedness of type α does not depend on τ > 0. Notice that by analyticity of the semigroup T (·), we have T −k (t)X −k ⊆ X k for t > 0. Therefore the convolution kernel CT −k (·)B of F α is a well defined bounded operator from U to Y (see next lemma for norm estimates). From Theorems 1.7, 1.8 and 1.9 we know that L p -admissibility of type α of B and C yields (X,Ẋ k ) θ,1 ֒→ D(C) and R(B) ⊆ (X,Ẋ −k ) σ,∞ for θ = (α + 1 / p )/k and σ = ( 1 / p ′ − α)/k. Notice that k(σ + θ) = 1. The next lemma is well known to specialists. We use it for q = 1 and r = ∞ and provide a proof in Section 3. Lemma 1.12. Let X be a Banach space and T (·) be a bounded analytic semigroup on X. Let k ∈ N and σ, θ
To sum up the above considerations: whenever C and B are L p -admissible of type α, we have CT (t)B U →Y ≤ M/t for t > 0 for some constant M > 0. A corresponding condition in the following theorem seems thus very natural.
The above theorem is basically a reformulation of [24, Thm. 2.4 ]. However, our proof allows also negative values of α. It relies on the following
.
We shortly discuss boundedness of F for α = 0. Suppose that C : Z → Y and B : U → W are bounded where Z and W are Banach spaces satisfying
But it is well-known that the latter is equivalent to A W having the property of maximal L pregularity (we refer to [1, 6, 7, 19, 30] for this relation, the problem of maximal regularity, characterisation results and further references on the subject). Thus we have obtained
. Our results can e.g. be used to establish existence and uniqueness of solutions to some nonlinear systems in feedback form.
on [0, τ ] which we rewrite as
We are interested in mild solutions of (10), i.e. solutions of
The following result shall also be proved in Section 3.
Theorem 1. 16 . Assume in addition to the preceding assumptions that Z ֒→ X is a Banach space such that the system corresponding to We mention in this context that Besov spaces of negative order have become relevant as spaces for initial values in the study of other nonlinear partial differential problems, e.g. Navier-Stokes equations (cf. [5] ).
In the next section we provide examples and applications of our results. In Section 3 we shall give proofs of the results presented so far.
Example: A controlled heat equation
In this section we illustrate our results with a controlled heat equation. In [4] , the problem has been studied in the state space X = L 2 (Ω) and for α = 0. Below we discuss Lebesgue and Besov spaces. Let Ω ⊂ R n be a bounded domain with boundary ∂Ω ∈ C ∞ . Denote the outer normal unit vector on ∂Ω by ν : ∂Ω → R n . We consider the following problem
where x(·) takes values in some function space X. The functions u(·) and y(·) take values in function spaces on the boundary. For the modelling we follow closely [4] and set A := −∆ with Neumann boundary condition. In the state spaces we shall consider below, the operator A is sectorial of type 0, but not injective. We aim for finite-time L c -admissibility of type γ for observation operators and finite-time L b -admissibility of type β for control operators, where b, c ∈ [1, ∞]. Sufficient for this is L b/c -admissibility of type β/γ on R + for Id + A. In order to use our characterisations of admissibility, we assume
First, we start with
The L q -case. Consider X := L q (Ω), 1 < q < ∞. Due to the smoothness of ∂Ω we then have D(A) = {x ∈ W 2 q (Ω) : ∂x ∂ν ∂Ω = 0} and −A generates a bounded analytic semigroup. For to ensure L c * -estimates, we have to impose
where the last equality holds for any δ > 0 by reiteration. In the case X = L q (Ω), we have X δ = H 2δ q (Ω) for small δ > 0 (cf. [26] ) and
. We use the following lemma which shall be proved in Section 3.
. For an application of Theorem 1.7 for L c -admissibility of C in X = L q (Ω) we thus need c ≥ max (2, q) . For an application of Theorem 1.8 for L b -admissibility of B in X = L q (Ω) in case β = 0, we also need L b ′ * -estimates for (I+A) ′ on X ′ . By the arguments above these are equivalent to L q ′ (Ω) ֒→ B 0 q ′ ,b ′ (Ω) which means by Lemma 2.1 that, for β = 0, we have to suppose b ≤ min(q, 2). Obviously, if β = 0, then application of both Theorems 1.7 and 1.8 for b = c would require b = c = q = 2 and we are back in the Hilbert space situation. We shall come back to this below.
Admissibility. Denoting the Dirichlet trace operator γ 0 : x → x ∂Ω by C we are looking for a space Y on ∂Ω such that C : D(A) → Y is L c -admissible of type γ for Id + A. If c ≥ max(2, q), then Id + A has L c * -estimates and we know by Theorem 1.7 that L c -admissibility of type γ of C : D(A) → Y is equivalent to uniform boundedness of the operators
By Theorem 1.9 this is equivalent to C having a continuous extension to the Banach space Z where To obtain the representation of the control operator B we follow again ideas in [4] and multiply the state equation in (12) with a fixed function v ∈ C ∞ (Ω). Then, integrating by parts gives
where ·, · Ω denotes the usual duality pairing on L q (Ω) × L q ′ (Ω) and σ denotes the surface measure on Γ := ∂Ω. Denoting extensions of the usual L q (Γ) × L q ′ (Γ)-duality by ·, · Γ we thus have
which means that B = γ ′ 0 if we identify X −1 (A) with the dual space of (X ′ ) 1 (A ′ ). Notice that A ′ = −∆ with Neumann boundary conditions in X ′ = L q ′ (Ω). We are interested in L badmissibility of type β for γ ′ 0 : U → X −1 and Id + A in X = L q (Ω). Assuming b ≤ min(q, 2) in case β = 0 we may use Theorem 1.8 and only have to check boundedness of γ ′ 0 : U → W where the extrapolation space W is given by [3, Sect.3.7] ). As we have seen above, we have
Thus we have proved one implication in the following
For the remaining implication we make use of E ′ 0 where E 0 is the extension map from the proof of Proposition 2.2.
Wellposedness of the full system. We study L p -wellposedness of type α in finite time for the system (12) in the state space X = L q (Ω) where α ∈ R, p ∈ [1, ∞] and q ∈ (1, ∞). Hence we have c = b = p and γ = β = α in the admissibility situations above. Again, it is sufficient to study infinite-time L p -admissibility of type α for Id + A. The assumptions of Propositions 2.2 and 2.4 lead, for α = 0, to the restrictions p ≥ max(q, 2) and 2α + 2 / p ∈ ( 1 / q , 1 + 1 / q ), and for α = 0 to the restriction p = q = 2. For p = q = 2 we thus can state the following result extending the case α = 0, r = 2, considered in [4] .
Proof. By Propositions 2.2 and 2.4, C and B are L p -admissible of type α for Id + A. Notice that the semigroup associated to Id + A is S(t) := e −t T (t). Since B = γ 0 : B 2α+ 1 / 2 2,r (∂Ω) → W := (X −1 , X) β+ 1 / b ,r = (X −1 , X) α+ 1 / 2 ,r (recall β = α and b = p = 2) and C = γ 0 :
2,r (Ω) = (X, X 1 ) α+ 1 / 2 ,r it suffices to prove that S(·) * : L p α (R + , W ) → L p α (R + , Z). Theorem 1.13 applies by |α| < 1 / 4 < 1 / 2 . Now notice that by Z = D(A W ). Hence we are left to check that A W has maximal L p -regularity in W which holds by [6, Thm. 4.7] .
With essentially the same arguments we can study problem (12) in state spaces X = H δ q (Ω) where we restrict to δ ∈ (− 1 / q ′ , 1 / q ) and are thus not bothered by additional boundary conditions. Here we have X 1 = D(A) = {x ∈ H 2+δ q (Ω) : ∂x ∂ν | ∂Ω = 0}, and a repetition of the arguments above yields for the corresponding interpolation spaces Z = B δ+2(α+ 1 /p) q,1
Thus we obtain Proposition 2.6. Let q ∈ (1, ∞) and p ∈ [1, ∞] satisfy p ≥ max(2, q). Let δ ∈ (− 1 / q ′ , 1 / q ), and δ + 2(α + 1 / p ) ∈ ( 1 / q , 1 + 1 / q ) where α = 0. Let X = H δ q (Ω) and let Y and U be Banach spaces on ∂Ω. (∂Ω). Then the system (12) is finite-time L p -wellposed of type α. Observe that the assumptions imply α + 1 / p ∈ (0, 1).
We see that δ may be chosen arbitrarily close to − 1 / q ′ by taking p large and adjusting α. Moreover, one still has free choice of r ∈ [1, ∞].
The Besov space case. We continue the study of (12) , but now we take as state space the Besov space X : 
(Ω) we calculated above. Hence the proof of the following can be done as in the case X = L q (Ω).
We turn to L b -admissibility of type β for B = γ ′ 0 . For an application of Theorem 1.8 in X = B 0 q,v (Ω) in case β = 0 we need L b ′ * -estimates for (Id+A) ′ , which are, by the argument above, equivalent to b ≤ v. This yields
Wellposedness of the full system. We study L p -wellposedness of type α for the system (12) where α ∈ R, p ∈ [1, ∞] and the state space ∞) . Again we have c = b = p and γ = β = α in the admissibility situations above. The assumptions of Propositions 2.7 and 2.8 now lead, for α = 0, to the restrictions p ≥ v and 2α + 2 / p ∈ ( 1 / q , 1 + 1 / q ). In case α = 0 we are led to p = v. For example, if p = q, then we are led to 2α ∈ (− 1 / q , 1 / q ′ ) which, for q = 2, corresponds to the condition |α| < 1 / 4 in Proposition 2.5 (recall L 2 (Ω) = B 0 2,2 (Ω)). By the arguments used above we hence obtain Proposition 2.9. Let α ∈ R, p ∈ (1, ∞) and q ∈ (1, ∞) satisfy 2α + 2 / p ∈ ( 1 / q , 1 + 1 / q ). Let X = B 0 q,p (Ω) and let Y and U be Banach spaces on ∂Ω such that B Proof. The proof is similar to the case X = L q (Ω). We check here that Theorem 1.13 applies, i.e., that α ∈ (− 1 / p , 1 / p ′ ). The condition on α in the assumption may be rephrased as α ∈
We also give an analogue of Proposition 2.6 for Besov spaces, e.g. for state spaces X = B δ q,p (Ω) where q, p ∈ (1, ∞) and we restrict to δ ∈ (− 1 / q ′ , 1 / q ) for the same reasons as before.
. Let Y and U be Banach spaces on ∂Ω.
(a) The operator C = γ 0 : D(A) → Y is L p -admissible of type α for Id+A if and only if B
Then the system (12) is finite-time L p -wellposed of type α.
Discussion. We discuss our results for the system (12) by starting from Y := B s q,r (∂Ω) and U := B s−1 q,r (∂Ω) where s ∈ (0, 1), q ∈ (1, ∞) and r ∈ [1, ∞] are fixed. We now look for α, p and a state space X such that (12) is L p -wellposed of type α. This should be compared with the situation studied in [4] where p = q = r = 2, α = 0, s = 1 / 2 , and X = L 2 (Ω).
Remark 2.11. In case q = 2, we may take p = 2 and X = H δ 2 (Ω) where the restrictions may be read off of Proposition 2.6: 2α + δ + 1 / 2 = s and |δ| < 1 / 2 . Thus we see that a suitable choice of α always allows to have δ arbitrarily close to − 1 / 2 . In particular this applies to the "classical" case s = 1 / 2 where the restriction α = 0 forces δ = 0 and X = L 2 (Ω).
Remark 2.12. For general q ∈ (1, ∞), we may apply Proposition 2.10 and take X = B δ q,p (Ω) under the restrictions s = 2α + 2 / p + δ − 1 / q and δ ∈ (− 1 / q ′ , 1 / q ). We see that, taking p arbitrarily large and δ arbitrarily close to − 1 / q ′ , we still obtain finite-time L p -wellposedness of type α for the system with state space X = B δ q,p (Ω) by adjusting α. Observe that the state space X = H δ q (Ω) would have required the additional restriction p ≥ max(2, q) for α = 0. (∂Ω), Hölder's inequality yields that any g ∈ L n−1 (∂Ω) induces a bounded multiplication operator Y → U, y → g · y. We take a smooth open subset Ω 0 with Ω 0 ⊂ Ω, e.g. a small ball, and let ψ(x) := Ω 0 x(ω) dω = x, 1 Ω 0 for x ∈ X. Observe that ψ ∈ X ′ for all spaces X we mentioned above (cf. [29] ). Taking a Lipschitz-continuous function f : R → R, we let F (x)y := f (ψ(x)) g · y. Then F : X → B(Y, U ) is Lipschitz-continuous. We interpret x → ψ(x) as a distributed measurement in Ω affecting via f (ψ(x)) the intensity of the linear feedback y → g·y. For ǫ ∈ (0, 1), p ∈ [2, ∞),
(Ω), and α = 3 / 4 − ǫ / 2 − 1 / p we take x 0 ∈ X satisfying (for simplicity) f (ψ(x 0 )) = 0 and show that Theorem 1.16 applies. We have F (x 0 ) = 0, hence A 0 = A. We take Z = H 1 2 (Ω) whence by an application of Theorem 1.7 and Theorem 1.9, Id Z is finite-time L p -admissible of type α (cf. [ (∂Ω) → (H 1 2 (Ω)) ′ =: W is bounded and Id + A has maximal L p -regularity in W we obtain by Remark 1.4 and Theorem 1.13 that the system (A 0 , B, Id Z ) is L p -wellposed of type α in finite time. Hence we may apply Theorem 1.16 and obtain that the nonlinear system
has, for some τ (x 0 ) > 0, a unique mild solution x(·) in C([0, τ ], B − 1 / 2 +ǫ 2,p
(Ω)) ∩ L p α ([0, τ ], H 1 2 (Ω)). This means that we obtain solutions also for rather rough initial data x 0 .
In the example above we made the assumption f (ψ(x 0 )) = 0 for simplicity. For initial data x 0 with f (ψ(x 0 )) = 0 one may resort to perturbation results in [11] .
Proofs
Finite-time admissibility of type α.
Proof of Lemma 1.3. Assume C to be finite-time L p -admissible of type α for A. For b ≥ 0 we then have
). If T (·) is uniformly exponentially stable, i.e. if there are c, ǫ > 0 such that T (t) ≤ c e −ǫt , t ≥ 0, then we obtain, for b = (k−1) τ / 2 and k ∈ N 0 ,
Thus (4) holds. A similar reasoning shows that the notion of finite-time L p -admissibility of type α for control operators is independent of τ : let a = τ / 2 and b = 3 / 2 τ . Since 
) α does not depend on τ . In case p = ∞, we obtain the same estimate with c α = 1 by directly regarding the first line of the above inequalities. Thus, B is L p -admissible of type α on [0, 3 / 2 τ ] as required. An iteration of the argument shows that
If T (·) is uniformly exponentially stable and if α ≥ 0 or if p = ∞, the left hand side of the above inequality is bounded since j≥1 exp(−3ǫτ ( 3 / 2 ) j ) < ∞ and | c α | ≤ 1.
If α < 0 and p < ∞, equivalence of finite-time and inifinite-time L p -admissibility of type α fails in general:
Example 3.1. Take U = X = C, −α = β > 0 and T (t) = e −ǫt . Then, for any τ > 0,
, and the identity is finite-time L p -admissible of type α. On the other hand, letting u k := ½ [k,k+1] e −ǫ(·−k) for k ∈ N, we have u k L p α ≤ k −β u k L p = ck −β and for δ ∈ (0, 1],
Hence the identity is not infinite-time L p -admissible of type α.
Characterisation of L p -admissibility of type α. In the proof of Theorems 1.7 and 1.8 we make use of the following lemma. . Let σ ∈ (0, π), let ϕ ∈ H ∞ 0 (S(σ)), and let m ≥ 1 be an integer. There exist a function f ∈ H ∞ 0 (S(σ)) and a constant a ∈ C such that
Furthermore, if δ, ǫ ∈ (0, 1) are positive numbers such that
then f can be chosen so that we also have |f (z)| = O(|z| −δ ) at ∞, and |f (z)| = O(|z| ǫ ) at 0.
Proof of Theorem 1.7. (a) Notice that for any λ ∈ C with positive real part and for any x ∈ X, we have
For x ∈ X k = D(A k ), the integrand t → t k−1 e −λk T (t)x belongs to L 1 (R + , X k ), and so continuity of C on X k shows
By Hölder's inequality we thus have for x ∈ X k
where Γ is the usual Gamma function and the number K depends only on k, p and the admissibility constant M . By density of X k in X this shows the first assertion. (b) Without loss of generality we may assume k ≥ 2 since by sectoriality of A, whenever W C is bounded for some k ∈ N, it is also bounded when k is replaced by k + 1 (see Remark 1.10). We make use of the (unbounded) operator A −1 that is densely defined on the range of A. We set F k (z) := z k−1 e −z . Then for any x ∈ X k and any t > 0, we have
For some ǫ ∈ (0, 1) that we will precise later on consider the decomposition
(17) Note that ψ ∈ H ∞ 0 (S(θ)) for any θ < π 2 , whereas ϕ ∈ H ∞ 0 (S(σ)) for any σ < π. By (16), we have
Now we will show that the operator family K(t), t > 0, is uniformly bounded. Once this is done, the assertion of the theorem follows immediately from the assumed L p * -estimate for A (cf. (6)). We fix σ ∈ (ω, π) and apply Lemma 3.2 to ψ with m = k − 1 and δ = 1 − ǫ. Let f ∈ H ∞ 0 (S(σ)) denote the corresponding function satisfying equation 15. Note that according to that equation, z → z k−1 f (k−1) (z) belongs to H ∞ 0 (S(σ)). Let θ = θ σ for some θ ∈ (ω, σ) and let Γ denote the positively orientated boundary of S(θ). Then, as in the proof of [12, Thm. 4.2] the following representation formula for x in the dense subspace Z := ran (A k−1 (I+A) −k ) holds:
For λ ∈ Γ, by the resolvent equation we have
and thus λ k−α− 1 /p CR(z, A) k is uniformly bounded by sectoriality of A. Now, by the representation (18) ,
Next we show that for an appropriately chosen ǫ ∈ (0, 1), K(t) ∈ B(X, Y ) and moreover the operators K(t) are uniformly bounded for t > 0. To this end, write
By our assumption (7) and scaling invariance of Γ and the measure dλ/λ we obtain that K(t) is uniformly bounded, provided that the integral Γ f (λ) λ −k+α+ 1 /p d|λ| is finite. By the estimates in Lemma 3.2 we know that f ∈ O(|z| k−1−ǫ ) at zero and f ∈ O(|z| −n ) for any n ∈ N at infinity. Therefore the above integral is finite if
This however, due to our assumption on α, may always be satisfied by an appropriate choice of ǫ ∈ (0, 1), and the proof is done.
To analyse L p -admissibility for control operators, assume that T −k (t)B U →X ≤ M t −γ for some γ ∈ R. For t > 0 fixed we thus have
Let k α,γ (t, s) = ½ (0,t) (s)(t−s) −γ s −α for s, t ∈ (0, τ ). Thus the study of the kernel k α,γ which may or may not induce a bounded integral operator K α,γ : L p (0, τ ) → L ∞ (0, τ ) gives a sufficient criterion for (in)finite-time L p -admissibility of type α of control operators. For p = 1, K α,γ is bounded if and only if k α,γ is uniformly bounded, which, for finite τ , is equivalent to γ ≤ 0 and α ≤ 0. In this case we have 
Convergence of the integral in the last line is equivalent to γ < 1 / p ′ and α < 1 / p ′ . Taking the sup over t ∈ (0, τ ) we see that, for finite τ ,
provided that γ + 1 / p < 1, α + 1 / p < 1 and γ + α + 1 / p = 1. Since, in fact (cf. [16] ),
we have just proven the following result.
Proposition 3.3. Assume that for some γ, T (t)B U →X ≤ t −γ , t > 0. Then K α,γ is bounded L p (0, τ ) → L ∞ (0, τ ) if and only one of the following conditions holds:
Observe that condition (iv) implies α > 0 and γ > 0. 
) for all σ < π / 2 , so Theorem 1.5 applies. We obtain
The claim now follows from Theorem 1.9. (b) . By Theorem 1.9, boundedness of W B is equivalent to B : U → (Ẋ −k , X) θ,∞ with θ = 1 + 1 / k (α− 1 / p ′ ). By analyticity of the semigroup this implies T (t)B ≤ ct −γ with γ = 1 / p ′ − α (cf. the arguments in the proof of Lemma 1.12). Hence, if additionally to the assumptions of the theorem, α > 0 in case p > 1 (or p = 1 in case α = 0, respectively), Proposition 3.3 gives the claim. (a)'. Let (5) hold. For Re(λ) > 0 and u ∈ U we have
Then, by assumption
is shown similar to the proof of Theorem 1.7. (b)'. Without loss of generality we assume k ≥ 2. We proceed in two steps.
Step 1: For to show the existence of the integral in (5), we chose some
As we did in the proof of Theorem 1.7, we decompose F k (z) = z k−1 e −z as F k (z) = ϕ(z)ψ(z) with ϕ, ψ as in (17) . We obtain
Notice that by sectoriality of A, the operators A −k (µ+A −k ) −1 , µ > 0 are uniformly bounded. Moreover, lim µ→0+ A −k (µ+A −k ) −1 Bu = Bu in X −k since A −k has dense range in X. Therefore, applying Fatou's lemma and writing B µ :
. This observation allows to interchange the operators ϕ(tA −k ) and A −k+1 −k as follows
Notice that by assumption on A ′ , the L p ′ -norm has an estimate against the norm of x ′ , whence the existence of the integral is proven if we show the uniform boundedness of the operators L µ (t) for t > 0 and µ > 0. This step is very similar to the proof of uniform boundedness of function F . Then we have, for x ∈ Σ ρ,τ ,
Similarly we obtain, for x,x ∈ Σ ρ,τ , This will be used in the sequel. First we show the 'if'-part, that is we show L q (Ω) ֒→ B 0 q,p (Ω) in the case p ≥ max(2, q), that is ( 1 / q , 1 / p ) ∈ I where area I is as depicted below. By the above embeddings of Besov and Triebel-Lizorkin spaces, L q (Ω) = F 0 q,2 (Ω) ֒→ F 0 q,p ֒→ B 0 q,p . Therefore, obviously L q (Ω) ֒→ B 0 q,p (Ω). For counterexamples in area II and IV we construct specific functions f ∈ L q by wavelet decompositions (cf. [23] ), that show why the Besov norm cannot be estimated by the L qnorm. Let Λ be the set of all points λ = 2 −j k + 2 −j−1 ǫ where j ∈ Z, k ∈ Z n and 0 = ǫ ∈ {0, 1} n .
Then every λ ∈ Λ corresponds to unique j, k and ǫ. Let Q λ be the dyadic cube defined by Q λ := {x ∈ R n : 2 j x − k ∈ [0, 1) n }. Finally, by [23, Thm. III.8.1] chose some 1-regular wavelet basis (ψ λ ) with compact support. Then supp ψ λ ⊂ cQ λ for some c > 0. We let Λ ′ := {λ ∈ Λ : supp ψ λ ⊂ Ω}.
First we treat ( 1 / q , 1 / p ) in area II, that is q < p < 2. By [23, Thm VI.2.1], for f = λ α(λ)ψ λ (x) in L q (R n ), we have equivalence
In the following, it will be sufficient to consider only functions f that decompose in a finite sum. If Q ⊂ Ω for some Q = Q λ 0 , λ 0 ∈ Λ ′ , set α(·) such that only dyadic sub-cubes of Q are considered in the above summation: if Q λ belongs to the j th dyadic subdivision of Q then let α(λ) := α j , otherwise let α(α) := 0. Then the expression on the right hand side of (21) L q -norm of f simplifies to N j=0 Λ ′ j α(λ)
On the other hand side, an equivalent B 0 q,p -norm of f = λ α(λ)ψ λ (x) is given by
see [23, VI.10.5] . But, for λ ∈ Λ ′ j such that Q λ ⊂ Q, |α(λ)| = |α j |2 j n /q , whence
Therefore, setting α j := 2 nj p / 2 for j = 0, . . . , N and letting N → ∞ reveals that L q (Ω) ֒→ B 0 q,p implies p ≥ 2. Finally, consider the case IV, that is q > 2 and 2 < p < q. If we set the wavelet coefficients α(λ) of f in (21) such that the cubes in {Q(λ) : α(λ) = 0} are piecewise disjoint, then
On the other hand side, notice that |Q λ | = 2 −nj . Thus, comparing the L q -norm of f with the equivalent B 0 q,p -norm given by (22) , we find L q (Ω) ֒→ B 0 q,p (Ω) requires q ≥ p contradicting the assumption p < q.
