Surfpack is a general-purpose software library of multidimensional function approximation methods for applications such as data visualization, data mining, sensitivity analysis, uncertainty quantification, and numerical optimization. Surfpack is primarily intended for use on sparse, irregularly-spaced, n-dimensional data sets where classical function approximation methods are not applicable. Surfpack is under development at Sandia National Laboratories, with a public release of Surfpack version 1.0 in August 2006. This paper provides an overview of Surfpack's function approximation methods along with some of its software design attributes. In addition, this paper provides some simple examples to illustrate the utility of Surfpack for data trend analysis, data visualization, and optimization.
Introduction
Surrogate models based on function approximations (also known as metamodels, response surface approximations, hypersurfaces, and curve fits) are commonly used to capture, both qualitatively and quantitatively, the underlying trends in a discrete set of data. In cases where the data points are regularly spaced, there are a variety of mathematical techniques for creating function approximations (e.g., various types of orthogonal polynomials). However, in cases where there are few data points and/or when the data points are irregularly spaced, these classical techniques are not applicable. This situation often occurs in engineering and scientific applications when data points are expensive to obtain. For example, a geologist might have a small number of Earth core samples from a set of irregularly-spaced drill sites in a region of interest. The geologist could then use a function approximation method to create a surrogate model to "map" some measured quantity (e.g., moisture content) over the region of interest, in order to estimate the best location for the next drill site. Similar uses for surrogate models arise in data mining, numerical optimization, parameter sensitivity studies, and uncertainty quantification applications (cf. Jones et al. 1998 , Simpson et al. 2001 .
In an effort to better understand the strengths and weaknesses of surrogate models, there have been numerous studies investigating the function approximation types and/or the data sampling methods used in constructing surrogate models (cf. Jin et al. 2000 , Simpson et al. 2002 . The Surfpack software tool described in this paper is intended to facilitate such studies by providing the engineering and scientific community with a publicly-available, easy-to-use tool for creating surrogate models from sparse multidimensional data sets.
The Surfpack library of surrogate modeling methods has been under development at Sandia National 
the form of the quadratic polynomial model is: 
and the form of the cubic polynomial model is:
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In all of the polynomial models, ( ) f x is the predicted response of the polynomial model; the x i , x j , x k terms are the components of the n-dimensional design parameter values; the c 0 , c i , c ij , c ijk terms are the polynomial coefficients, and n is the number of design parameters. The number of coefficients, n c , depends on the order of the polynomial model and the number of design parameters. For the linear polynomial: n c = n + 1, for the quadratic polynomial: n c = (n + 1)(n + 2)/2, and for the cubic polynomial: n c = (n 3 + 6n 2 + 11n + 6)/6. There must be at least n c data samples in order to form a fully determined system of linear equations. Surfpack employs a standard leastsquares approach using subroutines from the LAPACK software library (Anderson 1999) to solve the linear system for the unknown coefficients.
The utility of the polynomial models stems from two sources: (a) over a small portion of the parameter space, a low-order polynomial model is often an accurate approximation to the true data trends, and (b) the leastsquares procedure serves to smooth out noise in the data. However, a polynomial surface fit may not be the best choice for modeling data trends over an entire parameter space, unless it is known a priori that the true data trends are approximately linear, quadratic, or cubic.
Kriging Interpolation
Kriging interpolation techniques were originally developed in the geostatistics and spatial statistics communities to produce maps of underground geologic deposits based on samples obtained at widely and irregularly spaced borehole sites (Cressie 1991) . The basic notion that underpins kriging is that the sample response values exhibit spatial correlation, with response values modeled via a Gaussian process around each sample location (i.e. samples taken close together are likely to have highly correlated response values, whereas samples taken far apart are unlikely to have highly correlated response values). Kriging methods have wide utility due to their ability to accommodate irregularly spaced data, their ability to model general surfaces that have many peaks and valleys, and their exact interpolation of the given sample response values.
The specific form of the kriging model used in this study is described in Giunta and Watson (1998) and Romero, et al. (2004) , and it is based on the work of Koehler and Owen (1996) . The form of the kriging model is
where β is the generalized least squares estimate of the mean response; r(x) is an N µ 1 vector of correlations between the current point x and all N sample sites in parameter space; R is the N µ N correlation matrix of all N sample sites; f is the vector of N sample site response values; and {1} is an N µ 1 vector with all values set to unity.
The terms in the correlation vector and matrix are computed using a Gaussian correlation function. The i th term in r(x) is given by
and, similarly, the i,j th term in R is given by
where n is the dimension of the parameter space; k is the index on the dimension of the parameter space; i = 1,…,N; j = 1,…,N; and q is the n µ 1 vector of correlation parameters. In the most general approach to kriging, the values of q are computed using maximum likelihood estimation. However, finding optimal q values can be problematic, as it requires an iterative search scheme that can fail to converge. The kriging interpolation method is prone to ill-conditioning in the correlation matrix R as the number of sample points increases. This occurs because of the distance measure that is computed in Equation (6). As the distance between any two sample points i and j decreases, then the i th and j th rows in matrix R become linearly American Institute of Aeronautics and Astronautics dependent, and in the limit where the points are the same, the matrix R becomes singular. Thus, this basic kriging method works well for a sparse set of sample points in an n-dimensional parameter space, but as the number of samples increases (and the inter-point distances decrease), the basic kriging method becomes numerically unstable.
Multivariate Adaptive Regression Splines
The multivariate adaptive regression splines (MARS) function approximation method (Friedman 1991 ) is based on a complex, recursive partitioning algorithm involving truncated power spline basis functions. The form of the MARS model is: 
where the B m terms are the basis functions, the a m terms are the coefficients of the basis functions, M 1 is the number of one-parameter basis functions, and M 2 is the number of two-parameter basis functions. The MARS software allows the user to select either linear or cubic spline basis functions. The regression aspect of the MARS algorithm involves a forward/backward stepping process to adaptively add/remove spline basis functions from the model. This regression process generates the a o and a m terms in Equation (7). The resulting MARS surrogate model is a C 2 -continuous function of piecewise cubic splines (or a C 1 -continuous function of piecewise linear splines), but it will not exactly interpolate the data points that were used in calculating the coefficients. Thus, like polynomial regression, MARS has the ability to create smooth approximations to noisy data. Unlike kriging, MARS appears to have no upper limit on the number of samples that can be used in the function approximation process. 
Artificial Neural Networks
The artificial neural network (ANN) surrogate modeling method in Surfpack employs a stochastic layered perceptron (SLP) network based on the direct training approach of Zimmerman (1996) . The SLP ANN method is designed to have a lower training cost than traditional ANNs as it uses fixed-value weights on some of the links within the network. That is, only a portion of the network weights must be computed in the ANN training process. While this approach offers a lower training cost than traditional ANNs, it sacrifices some of the modeling flexibility offered by traditional ANNs.
The functional form of the SLP ANN model is:
where x is the current point in n-dimensional parameter space, and the terms A 0 , q 0 , A 1 , q 1 are the matrices and vectors that correspond to the neuron weights and offset values in the ANN model. These terms are computed during the ANN training process, and are analogous to the polynomial coefficients in a polynomial function approximation. This ANN method employs a singular value decomposition method to solve for the weight and offset terms in the model. The SLP ANN is a non parametric surface fitting method. Thus, along with kriging and MARS, it can be used to model data trends that have slope discontinuities as well as multiple maxima and minima. However, unlike kriging, the ANN surface is not guaranteed to exactly match the response values of the data points from which it was constructed. Thus, this ANN method provides some data smoothing similar to that provided by the low-order polynomials.
Note: The authors have found that this particular SLP ANN method exhibits erratic modeling accuracy in some applications (see below). Users of this SLP ANN method should exercise caution.
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Function Approximation Error Measures
Surfpack provides various measures of function approximation accuracy. The examples shown in this study employ three of these measures: (a) the R 2 coefficient of determination, (b) the root mean squared (RMS) error, and (c) the predicted error sum of squares (PRESS).
The R 2 coefficient of determination is used to assess the accuracy of polynomial regression models. It measures the amount of variability in the user-supplied f(x) data that is captured by the polynomial regression model
where f is the mean of the f(x) values, f is the polynomial function approximation prediction at each of the data points, and N is the number of data points. The RMS error quantifies the amount of residual error between the f-value data and the f-value predictions at the N data points. It is valid for all of the function approximation methods in Surfpack. RMS error is computed as
( 1 0 ) Note that the RMS error measure is, theoretically, zero for the kriging method since it exactly interpolates the supplied f-value data. However, in practice, the RMS error is nonzero (but still very small) due to the numerical methods used to construct the kriging model. So, because the kriging method performs data interpolation, and the other surrogate methods in this study perform data smoothing, the RMS error measure is not always a fair comparison of accuracy among the methods. The PRESS error measure (Allen 1971 (Allen , 1974 ) is a type of cross-validation procedure in that it assesses the accuracy of the function approximation when individual data points are omitted from the data used to create the approximation. PRESS is computed as
( 1 1 ) where
f is the i th function approximation model obtained by omitting the i th data point from the data set when constructing the model. This PRESS measure is often referred to as a "leave one point out" cross-validation method.
Other "leave k points out" PRESS variants have been explored in the statistics literature, but are not included in Surfpack at this time.
Applications of Surfpack
This section covers three examples of Surfpack on a: (a) set of one-dimensional data, (b) set of twodimensional data, and (c) set of four-dimensional data. The one-and two-dimensional examples are shown to illustrate Surfpack's basic capabilities. The four-dimensional example showcases Surfpack's primary utility which is the generation of multidimensional function approximations, along with the capability to easily generate two-and three-dimensional data sets for visualization purposes. Table 1 lists the data points used in this example which were obtained from a series of expensive computational fluid dynamics (CFD) simulations. Here, x is the independent parameter which corresponds to an input to the CFD simulation, and f is the dependent parameter which corresponds to a force coefficient value computed in the CFD simulation. Surfpack is used to approximate the trends of f-vs.-x, and to predict f(x) at untried values of x.
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Example: One-Dimensional Data
Appendices A and B list the Surfpack command and data input files, respectively, and Appendix C lists the Surfpack data output file. In this example, Surfpack takes as input the data listed in Appendix B, creates five different function approximations to this data (three low-order polynomial models, a kriging model, and a neural network model), and then outputs f(x) values for 27 evenly spaced points over the range -4.0 § x § 1.2. Surfpack also produces error measures for each function approximation: R 2 , RMS, and PRESS. These error measures are listed in Table 2 .
The plots in Figure 1 (a)-(f) show the original data points, along with Surfpack-generated trends using each of the five function approximation types specified in the Surfpack command input file. The low-order polynomial approximations in Figure 1 approximation, since what is "best" is relative to the needs of the user. In some instances the user will require data smoothing methods, whereas in other instances the user will require data interpolation methods.
A more quantitative, but still relative, assessment of function approximation accuracy is provided by the error measure data in Table 2 . These error measures provide information on the amount of data variability that is captured by the different function approximation models. The R 2 values show that all three polynomial models provide reasonable fits to the data, with the 2 nd and 3 rd order polynomials providing nearly identical accuracy. The RMS error measures show that the low-order polynomials and the ANN method provide about the same quality of fit to the data with respect to residual error. As expected, the RMS error for kriging is nearly zero. The PRESS measure provides the clearest comparison among the different function approximation models. In this case, the PRESS measures indicate that the kriging model, neural network model, and 2 nd order polynomial model have comparable accuracy in predicting missing f-values. Also, the PRESS measures indicate that these three models are slightly more accurate than the 1 st and 3 rd order polynomial models.
Example: Two-Dimensional Data
The two-dimensional Surfpack example was created using the Matlab "peaks" function ( 
A three-dimensional plot of f(x 1 ,x 2 ) is shown in Figure 2 over the range -3.0 § x 1 , x 2 § 3.0. A two-dimensional contour plot of this function along with the locations of 20 randomly generated (x 1 ,x 2 ) sample sites is shown in Figure 3 . The x-and f-values for these 20 sample sites are listed in Table 3 . Appendices D and E list the Surfpack command and data input files, respectively. Note that the commands in Appendix D specify that Surfpack will produce f(x 1 ,x 2 ) predictions on a 13µ13 grid of points in (x 1 ,x 2 ) over the range -3.0 § x 1 , x 2 § 3.0. As in the one-dimensional example, Surfpack will generate 1 st , 2 nd , and 3 rd order polynomial models, a kriging interpolation model, and a neural network model for the data.
Appendix F lists the (abbreviated) output data produced by Surfpack. These data were used to generate the following contour plots: 1 st order polynomial approximation ( Qualitatively, visual comparisons of these figures with Figure 3 show that the low-order polynomials are poor approximations to the trends in the peaks function, whereas the kriging interpolation captures the major features of the peaks function. The neural network approximation is alarmingly poor. Additional studies (not presented here) are underway to determine whether this poor performance is due to software bugs or due to inherent limitations of the SLP ANN algorithm.
Quantitative measures of function approximation accuracy for this example are listed in Table 4 . The R 2 values for the polynomial models confirm the visual trends, i.e., that even the 3 rd order polynomial doesn't capture much of the variability in the 20 data samples. The RMS error values are as expected, given the poor fitting of the polynomials and the neural network model. The PRESS results are the most interesting. Note that the PRESS measure for the 1 st order polynomial is lower than the PRESS measure for the kriging model. However, most users would prefer the kriging model over the 1 st order polynomial given the differences between Figure 4 and Figure 7 versus the original peaks function (Figure 3) . Thus, error measures alone do not always provide sufficient information by which to choose a "best" function approximation.
Example: Four-Dimensional Data
This four-dimensional example is drawn from a real-world application of Surfpack on an engineering analysis problem. This example has four independent parameters, (x 1 , x 2 , x 3 , x 4 ), and a single dependent response value. There are 42 samples in this four-dimensional parameter space, which were generated using a combination of statistical design of experiments methods and random sampling methods. Table 5 provides a list of these data points. The objective of this study was to find the point (or region) in the four-dimensional parameter space where the response value was minimized.
Appendices G and H list the Surfpack command and data input files, respectively, for this example. This example uses the same five function approximation methods, and the same three error measures, as in the one-and two-dimensional examples. Note that the Surfpack command input file in Appendix G contains instructions to produce function approximation data on an 11µ11µ11µ1 grid of points in (x 1 , x 2 , x 3 , x 4 ) space. That is, x 1 -x 3 are varied between their respective lower and upper bounds, while x 4 is held constant (x 4 = 0.7). This was done to permit visualization of the function approximation data. Appendix I lists a portion of the output from Surfpack, with columns 1-4 corresponding to x 1 -x 4 and column 5 corresponding to the kriging interpolation model predictions (note that columns for the low-order polynomial and ANN predictions generated by Surfpack were omitted for readability). Table 6 lists the R 2 , RMS error, and PRESS measures for this example. While the R 2 values and RMS error values appear reasonable, the PRESS calculation for the 3 rd order polynomial uncovered an unexpected problem with the PRESS metric. In this particular case, the PRESS calculation process generated a rank-deficient linear system of equations which caused a large spike in the PRESS value. This sensitivity of the 3 rd order polynomial to the loss of a single data point forced us to question the accuracy of the 3 rd order polynomial approximation for this application. Thus, only the kriging interpolation model was used for subsequent studies. These results are discussed below. Figure 9 shows the locations of the 42 samples in the four-dimensional parameter space. Note that not all 42 points are visible in this figure due to the projection into a three-dimensional space for visualization. Figure 10 shows the Surfpack-generated (via kriging) response function contours along a portion of the external boundary of the four-dimensional parameter space. By plotting two-dimensional "slices" of this block of data, it is possible to see the response function contours in the interior of the parameter space. This is shown in Figure 11 . The sample point locations (dark spheres) are also shown in this figure to demonstrate how the kriging interpolation method is providing response predictions in between the samples. (Note: the spheres are dark colored to aid in visualization. The dark color does not indicate a lack-of-fit between the original data and the kriging model.)
For the engineering application that supplied the 42 data samples, the Surfpack results shown in Figure 11 clearly identified the region of the parameter space where the objective function was minimized (i.e., the greenshaded contour portions of the parameter space). Thus, by inspection, the optimal x 1 -x 4 values were identified.
[Note: additional runs of the simulation code that produced the f(x) values confirmed, qualitatively, that the optimal x 1 -x 4 were acceptable.] Had this been a higher-dimensional problem, it would have been relatively easy to identify the optimal x-parameter values by either (a) brute-force interrogation of the parameter space via Surfpack, or (b) formal optimization via linking a numerical optimization software package to Surfpack.
Surfpack Execution Syntax
The three Surfpack examples discussed above have the same basic execution syntax, which on computers running a Linux/Unix-type operating system is: surfpack input_commands.spk American Institute of Aeronautics and Astronautics where "surfpack" is the name of the Surfpack executable file, and "input_commands.spk" is the name of the Surfpack command input file. A key item to note is the ".spk" extension on the Surfpack command input file. This ".spk" extension is required. Also, note that this execution syntax will result in the display of the error measure data to the user's computer terminal. This output can be redirected to a file using the usual Linux/Unix file redirection command, e.g., by appending the command " > output_file" to the Surfpack execution command given above. Another important Surfpack syntax note is the required use of the ".spd" extension on all Surfpack input and output data files. Surfpack will generate an error message if these file name extension rules are not followed.
As an example, listed below is the Surfpack execution syntax for the one-dimensional example problem discussed above, with its corresponding input and output files listed in Appendices A, B, and C: surfpack engineering_1d.spk > error_output
Here, "engingeering_1d.spk" is the file in Appendix A. The commands in "engineering_1d.spk" tell Surfpack to read in a file named "engineering_1d.spd" (see Appendix B) and to write output data to a file named "test_data.spd" (see Appendix C). The R 2 , RMS, and PRESS error measures computed by Surfpack are written to the file named "error_output" (see Table 2 ).
Note that all Surfpack input and output files are written in plain ASCII text format. The use of some file editing software packages (e.g., Microsoft Word) can unintentionally introduce hidden end-of-line characters that Surfpack cannot read. These hidden characters can be removed using commonly-available Linux operating system tools such as "dos2unix" which converts Microsoft text files into ASCII text files.
Surfpack Future Directions
While currently Surfpack is primarily a software development project intended to support engineering analysis and design applications, we anticipate using Surfpack for future research studies. These potential research areas include development of (a) new function approximation methods based on radial basis functions and on Gaussian process models, (b) new surrogate-based uncertainty quantification methods using PRESS-type error estimates, and (c) "best" surrogate model selection methods using decision theory techniques. Clearly, there are many interesting research topics to explore with Surfpack.
More information on Surfpack can be obtained at the following web site http://endo.sandia.gov/surfpack
This web site has links to the Surfpack executable files (for different computer platforms), Surfpack source code files, and the Surfpack User's Manual. The manual contains instructions for installing and using Surfpack. Links are provided on this website to contact the Surfpack development team via email.
Summary
This paper describes some of the attributes of the Surfpack software package in an attempt to demonstrate its utility to the engineering and scientific community. This text provides an overview of the Surfpack software architecture and briefly covers some of the mathematics of the function approximation methods in Surfpack. Three examples are shown to illustrate Surfpack's capabilities.
The August 2006 public release of Surfpack will provide the engineering and scientific community with an easy-to-use library of surrogate models for use in applications such as optimization, uncertainty quantification, sensitivity analysis, and data mining. The open-source availability of the Surfpack software, and its object-oriented C++ software design, should permit the rapid addition of new surrogate model types as users can readily implement their own favorite surrogate models within Surfpack. As per the requirements of the GNU General Public License, future versions of Surfpack with user-supplied surrogate models will be freely available to the engineering and scientific community.
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1636.8 . Contours for a Surfpack-generated 3 rd order polynomial approximation based on the 20 data points (stars) sampled from the Matlab Peaks function. The Surfpack data output file named "test_data.spd" for the one-dimensional example. Note the equally-spaced output points for the x-parameter ranging from -4.0 to 1.2 in the first column. Columns 2-6 correspond, respectively, to predictions from the 1 st order polynomial model, 2 nd order polynomial model, 3 rd order polynomial model, kriging interpolation model, and neural network model. 
