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Abstract
The paper is concerned with analytic continuation into the unphysical sheet for Sturm–Liouville potentials whose decay
at in2nity is no faster than O(e−ax). A resonance-free region is found and the existence of a natural boundary is discussed.
An example related to the Bessel equation is examined in some detail. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
This paper is in the nature of an addendum to our recent paper [3] on analytic continuation into
the unphysical sheet for Sturm–Liouville potentials with exponential decay at in2nity. In view of
other recent results elsewhere [2,6,8] concerning the location of resonances in the unphysical sheet,
our purpose is to point out that the methods in [3] provide additional information of a di9erent kind
on resonance-free regions and related matters.
We begin by recalling brie<y the relevant material from [3]. The Sturm–Liouville equation is
y′′(x) + {− q(x)}y(x) = 0 (06 x 6∞) (1.1)
with a real-valued potential q and, for simplicity in this paper, we take the boundary condition at
the origin to be the Dirichlet condition
y(0) = 0: (1.2)
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The decay condition on the potential is
q(x) = O(e−ax) (x →∞) (1.3)
for some constant a¿ 0. In (1.1),  is the complex spectral parameter and we write  = z2, where
06 argz¡ when 06 arg¡ 2. Then, by (1.3), there is a solution  (x; z) of (1.1) such that
 (x; z) ∼ exp(izx) (x →∞) (1.4)
and  (x; z) is analytic in z for im z¿ 0 [5, Theorem 1.9.1]. As noted in [3],  (x; z) is the Weyl
L2(0;∞) solution of (1.1) when  is nonreal and it forms the basis of the Weyl–Titchmarsh spectral
theory of (1.1) and (1.2) in which, for example, the m() function is given by
m() =  ′(0; z)= (0; z):
In more recent spectral theory, the question arises whether  (x; z) can be continued analytically (as
a function of z) into the lower half im z¡ 0 of the z-plane. This half-plane is known as the unphysical
sheet, and zeros of  (0; z) there are singular spectral points which are known as resonances [3,
Section 1 with =0]. We refer to [1] and [7, Chapter 16] for recent de2nitive accounts of resonances
in a general setting. In [4], it was shown that (1.3) allows analytic continuation into the strip
− 12a¡ im z¡ 0. In the recent paper [3], the more specialised form
q(x) = e−axp(x); (1.5)
with periodic p(x), was considered and it was further shown that analytic continuation into the
whole of im z¡ 0 is possible with the exception of certain poles. We shall describe the analytic
continuation and the exceptional poles in the next section, but we state here that the purpose of this
paper is to show that the methods in [3] can be applied to yield information on
(a) resonance-free regions
(b) natural boundaries.
The recent papers [6,8] have identi2ed resonance-free strips as well as the asymptotic nature of
resonances for potentials q which have faster decay than (1.3): in particular, super-exponential decay
such as exp(−x2) or compact support. For such potentials, exceptional poles and natural boundaries
do out occur. Thus, the results concerning (a) and (b) which we give in Sections 2 and 4 of this
paper are new for potentials whose decay is no faster than (1.3). In Section 3 we discuss in some
detail the existence of resonances for an example of (1.5) which is related to the Bessel equation.
Resonances which lie on the negative imaginary axis have attracted particular attention for potentials
with faster decay than (1.3) [8, Proposition 3.4 and 3.12], [13, Section 4], but our example in
Section 3 displays new features.
2. Resonance-free regions
In (1.5) we suppose that p(x) has period 2 with complex Fourier coeGcients c (−∞¡¡∞).
Then by [3, (2.17)] we have
 (x; z) = eizx
(
1 +
∞∑
1
e−naxn(x; z)
)
; (2.1)
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where, by [3, (2.12),(2.13)], the n are de2ned recursively as follows. First de2ne 0(x; z)=1. Then,
for n¿ 1, the Fourier coeGcients of n(x; z) are
c(n−1) (z)={(na− i)(na− i− 2iz)}; (2.2)
where c(n−1) (z) are the Fourier coeGcients of p(x)n−1(x; z). Thus, for example,
1(x; z) =
∞∑
−∞
ceix={(a− i)(a− i− 2iz)}: (2.3)
Formula (2.1) is valid for all im z¡ 0 provided that we avoid the poles which appear in (2.2),
that is, those points
z =− 12nai− 12 (2.4)
for which c(n−1) = 0. We note in passing that, if p(x) has only a 2nite Fourier series, so that c=0
(||¿N ) for some N , then the points (2.4) with ||¿nN are not poles of  (x; z).
We now denote by  the totality of the points (2.4) for n ¿ 1 and −∞¡¡∞, and by ()
the open -neighborhood of  (¿ 0).
Theorem 2.1. Let
∞∑
−∞
|c|¡ 2a log 2: (2.5)
Then there are no resonances in the complement of ().
Proof. Let d(n) (z) (−∞¡¡∞) denote the Fourier coeGcients of n(x; z) as de2ned in (2.2).
Then, for z outside (),
∞∑
=−∞
|d(n) (z)|6 (2na)−1
∞∑
−∞
|c(n−1) (z)|
= (2na)−1
∞∑
−∞
∣∣∣∣∣
∞∑
r=−∞
crd
(n−1)
−r (z)
∣∣∣∣∣
6 (2na)−1
( ∞∑
−∞
|cr|
)( ∞∑
−∞
|d(n−1) (z)|
)
:
Hence, by induction on n,
∞∑
−∞
|d(n) (z)| 6
1
n!
{
(2a)−1
∞∑
−∞
|c|
}n
;
this inequality clearly being true for n=0. The right-hand side here is then also an upper bound for
|n(x; z)| and, in (2.1), it also follows that
∞∑
1
e−nax|n(x; z)|6 exp
{
(2a)−1e−ax
∞∑
−∞
|c|
}
− 1:
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Hence, by (2.1),  (0; z) 0 if
exp
{
(2a)−1
∞∑
−∞
|c|
}
¡ 2;
and (2.5) follows.
We comment on Theorem 2.1 in relation to other resonance-free regions given in [8, Theorems
3.1 and 3.8] and [2, Theorem 3.3]. In [8], the potential q is either super-exponentially decaying or
has only compact support and, in [8, Theorem 3.8] for example, the existence of a resonance-free
strip − 14‖q‖L1 6 im z ¡ 0 is established subject to a numerical bound on ‖q‖L1 . The existence of
such a strip, bordering on the real z-axis, implies that spectral concentration cannot be too intense
in line with the Fermi Golden Rule [9, pp. 45–68]. The poles (2.4) do not arise in [8] but, in the
case of (1.5) however, the presence of the poles (2.4) means that the only similar strip that can
be considered must lie within − 12a¡ im z¡ 0, and we have the following immediate corollary of
Theorem 2.1.
Corollary 2.2. Let
∞∑
−∞
|c|¡a2 log 2: (2.6)
Then there is a resonance-free strip
− 12a+ (2a log 2)−1
∞∑
−∞
|c|¡ im z¡ 0: (2.7)
Proof. In (2.5) we choose
= (2a log 2)−1
∞∑
−∞
|c|+ ¡ 12a
by (2.6) if (¿ 0) is small enough. Then (2.7) follows when  → 0.
We turn now to [2]. The example
q(x) = ce−ax sin x (2.8)
has the form (1.5) and, in [2, Example 4.5], a sectorial resonance-free region was established. This
sector is bounded by the real z-axis and the line
a re z + im z = |c|=log 2: (2.9)
The relevant poles in (2.4) are now z=− 12nai− 12 (||6 n), and the least distance of these poles
from the line (2.9) is (|c|=log 2)(a2 + 1)−1=2. Hence, if
¡ (|c|=log 2)(a2 + 1)−1=2 (2.10)
in (2.5), the resonance-free region given by Theorem 2.1 certainly contains the above-mentioned
sector from [2]. Now (2.10) is consistent with (2.5) in the case (2.8) if (2a)−1 ¡ (a2 + 1)−1=2, that
is, if a¿ 1=
√
3.
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3. Bessel equation
The simplest example of (1.3) is of course
q(x) = ce−ax; (3.1)
where c is a real constant. In this case (1.1) is a form of the Bessel equation with a solution
J−2iz=a{(2ia−1
√
c)e−ax=2} [11, Sections 4.14–4.15]; [12, p. 99]. The solution  (x; z) satisfying (1.4)
is a multiple of this Bessel function and, in terms of the Bessel series, it is
 (x; z) = eixz
∞∑
n=0
(a−2ce−ax)n
n!(1− 2iz=a)(:::)(n− 2iz=a) : (3.2)
This series can be compared with (2.1), and already (3.2) shows that  (x; z) is analytic in the
z-plane with poles only at the points z = − 12nai in accordance with (2.4). Now resonances are the
zeros of  (0; z) in im z¡ 0 and, at this stage, we note that, when z is on the negative imaginary
axis (z =−iv; v¿ 0), (3.2) gives
 (0;−iv) =
∞∑
n=0
(a−2c)n
n!(1− 2v=a)(:::)(n− 2v=a) : (3.3)
Since little is known, either as general theorems or even as examples, about the nature of reso-
nances for potentials with only exponential decay, we give in this section detailed results for (3.1).
In particular, resonances which lie on the negative imaginary axis have attracted attention for the
class of compactly supported potentials considered in [8, Propositions 3.4 and 3.12]; [13, Proposition
4] and, at the end of this section, we compare these results with ours for (3.1). We note that, for
general z; (3.2) gives  (x; z) =  (x;− Mz): Hence, in particular, − Mz is a resonance whenever z is. In
other words, resonances are symmetrical in the negative imaginary axis. To search for resonances
therefore, we need only consider 3=26 arg z¡ 2.
We begin with arg z = 3=2, and we show 2rst that the explicit nature of (3.3) allows us to add
to Theorem 2.1 as follows.
Theorem 3.1. Let c¿ 0. Then there are no resonances for 2M ¡ 2v=a¡ 2M +1 (M =0; 1; 2; :::).
Proof. In the case M = 0, (3.3) is simply a series of positive terms and the result is immediate.
Generally, we recall that (3.3) is a multiple of the Bessel function J−2v=a(2ia−1
√
c) with real order
and pure imaginary argument and, as such, it is never zero by a theorem of Hurwitz [12, section
15.27 (iii)].
Next we prove a result on the existence of resonances when 2v=a lies in one of the complementary
intervals (2M + 1; 2M + 2).
Theorem 3.2. Let 0¡c6 (0:4)a2. Then there are exactly two resonances for 1¡ 2v=a¡ 2.
Proof. In (3.3), we write
a−2c = d; 2v=a= w: (3.4)
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Thus we are considering the zeros of
f(w) =
∞∑
n=0
dn
n!(1− w)(:::)(n− w) ; (3.5)
where 1¡w¡ 2. First, it is easy to check that f(w) → −∞ as w → 1+ and as w → 2−. Also
f′′(w)¡ 0 since each term in the series (save the 2rst) has this concavity property. To prove the
theorem we have therefore to produce a value w0 of w such that f(w0)¿ 0.
Separating out the 2rst three terms in the series (3.5), we have
(w − 1)(2− w)f(w) = g(w) + h(w); (3.6)
where
g(w) = (w − 1)(2− w)− d(2− w)− 12d2
and
h(w) =− d
3
3!(3− w)
(
1 +
d
4(4− w) +
d2
5:4(4− w)(5− w) + · · ·
)
:
Hence
|h(w)|¡ d
3
6(3− w)
(
1 +
d=4
2!
+
(d=4)2
3!
+ · · ·
)
=
2
3
d2
3− w
(
ed=4 − 1) :
Now we choose w0 to maximise g(w), that is,
w0 =
3
2
+
d
2
¡ 2
provided that d¡ 1. Then,
g(w0) = 14 − 12d− 14d2:
Hence, by (3.6), f(w0)¿ 0 if
1
4
− 1
2
d− 1
4
d2 ¿
2
3
(
3
2
− d
2
)−1
d2
(
ed=4 − 1) ;
that is, if
16
3
(3− d)−1d2 (ed=4 − 1)+ 2d+ d2 ¡ 1:
With the value d= 0:4, the left-hand side here is 0.9945, and the theorem follows from (3.4).
When a= 2, (3.3) is (apart from a non-zero factor) the Bessel function J−v(i
√
c) and the range
for c in Theorem 3.2 gives
0¡
√
c6 1:265: (3.7)
In the following table, we give the zeros of this Bessel function for 1¡v¡ 2 and a range of values
of
√
c. The two resonances are denoted by v1(c) and v2(c) in order of size.
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√
c v1(c) v2(c)
0.8 1.176 1.983
1.0 1.297 1.952
1.2 1.501 1.855
1.25 1.600 1.780
1.268 1.697 1.697
1.3 NV NV
The table indicates that v1(c) increases and v2(c) decreases as c increases and that the value 1:265
in (3.7) is close to best-possible. Similar behaviour of v1(c) and v2(c) has been noted in [8, p. 398
Remark] where, however, there are no poles and the v-interval is (0;∞). The same Remark in [8]
states that, as c increases beyond the value where v1(c) = v2(c), the resonance splits and leaves
the imaginary axis symmetrically. We 2nd a similar behaviour for (3.1): using Mathematica and
the gradient descent method, and taking
√
c = 1:3 as an example, we have located the resonances
±0:126 − 1:707i near to the common value of v1 and v2. It would be interesting to know if this
splitting property holds for other potentials of the class (1.5), where the explicit form of Bessel
functions is not available.
It is possible to give some similar analysis to that in the proof of Theorem 3.2 when 2v=a lies
in the intervals 2M − 1¡ 2v=a¡ 2M (M = 2; 3; :::). With f(w) as in (3.5), we have f(w)→ −∞
as w → 2M − 1 + 0 and as w → 2M − 0. Then quite a crude analysis shows that f(2M −
1
2)¿ 1− (2M − 32)−1(e2d − 1)¿ 0 if d¡ 12 log(2M − 12). Thus there are at least two resonances for
2M − 1¡ 2v=a¡ 2M when
0¡c¡ 12a
2log
(
2M − 12
)
: (3.8)
We omit further details and move on to consider c¡ 0, the main di9erence now being that there is
no resonance-free result like Theorem 3.1
The theorem which we give next for c¡ 0 can be deduced from the diagram on the monotonicity
of zeros of Bessel functions given in [12, p. 510]. However, for our application to resonances, it is
possible to give a short and almost self-contained proof. We denote by jN the 2rst positive zero of
the Bessel function JN (x); (N = 0; 1; 2; :::), and we recall that
jN ¡ jN+1 (3.9)
and
jN →∞ (N →∞) (3.10)
[12, Sections 15.22 and 15.3].
Theorem 3.3. Let
− 14a2j2N ¡c¡ 0 (3.11)
Then there is exactly one resonance for N ¡ 2v=a¡N + 1.
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Proof. In (3.3), we write a−2c =−d and 2v=a= w, so that
0¡d¡ 14j
2
N : (3.12)
Then, in place of (3.5), we are considering the zeros of
f(w) =
∞∑
n=0
(−1)ndn={n!(1− w)(:::)(n− w)} (3.13)
in (N; N + 1). We write
f(w) = g(w) + (−1)NdNh(w)={(1− w)(:::)(N − w)}; (3.14)
where g(w) denotes
∑N−1
0 in (3.13) and
h(w) =
∞∑
m=0
(−1)mdm={(N + m)!(N + 1− w)(:::)(N + m− w)}:
We note that h(N ) is a positive multiple of JN (2
√
d) and hence h(N )¿ 0 by (3.12). It now follows
from (3.14) that f(N − 0) = −∞ and f(N + 0) = +∞, except in the case N = 0 when we have
f(0 + 0)¿ 0.
By (3.9) and (3.12), we also have 0¡d¡ 14j
2
N+1. Hence, concentrating now on the w-interval
(N; N +1), we also have f(N +1− 0)=−∞ as well as f(N +0)=+∞ (and f(0+0)¿ 0). Thus
f(w) has at least one zero in (N; N + 1). That there is no more than one such zero follows from
the monotonic property of zeros of Bessel functions [12, Section 15.6].
Corollary 3.4. Let c = 0. Then there are an in5nity of resonances on the negative imaginary axis.
Proof. Suppose 2rst that c¡ 0. By (3.9) and (3.10), there is an N0 such that (3.11) holds for N ¿
N0, and the corollary follows immediately. Next, when c¿ 0, (3.8) similarly holds for M ¿ M0
and we have the result again.
We note that this corollary stands in contrast to [13, Proposition 4] in which it is shown that,
for compactly supported potentials of one sign, there are only 2nitely many resonances on the
negative imaginary axis and, indeed, at most two such resonances if the potential is non-negative
[8, Proposition 3,4]
4. Natural boundaries
Although, as we have discussed, the specialised form (1.5) allows analytic continuation into the
whole of im z¡ 0 (excepting certain poles), it is also possible for the line im z=− 12a to be a natural
boundary if no more than (1.3) is assumed. To see this, let r() be a sequence of real numbers
de2ned for  = 0;±1;±2; ::: and satisfying r(−) = −r(). Also, let c be a sequence of complex
numbers such that c− = Mc and
∞∑
0
|c|¡∞:
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Now consider the real-valued q de2ned by
q(x) = e−ax
∞∑
−∞
ceir()x: (4.1)
Clearly (1.3) holds and, as in (2.1)–(2.3), it follows from [3, (2.11)–(2.12)] that we now have
1(x; z) =
∞∑
−∞
ceir()x={a− ir()}{a− ir()− 2iz};
valid for im z¿− 12a. However, the series here has poles at the points z=− 12ai− 12r(). If now the
points r() are everywhere dense, the rationals being an example, the line im z = − 12a is a natural
boundary to any further analytic continuation into the unphysical sheet cf. [10, Section 4.7].
Finally, as a development of the construction (4.1), suppose instead that the r() are the rationals
lying outside an interval such as (0; 1). Then the line im z = − 12a has the interval (0; 12) across
which 1(x; z) can now be continued analytically. However, when we consider 2 as in (2.2) where
the product p1 is involved, we 2nd that 2 has poles at the points im z = −ai − 12{r() + r(%)}
(−∞¡; %¡∞) and now im z =−a is a natural boundary.
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