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ABSTRACT
The nearby super-Earth 55 Cnc e orbits a bright (V = 5.95 mag) star with a period of ∼ 18 hours and
a mass of ∼ 8 M⊕. Its atmosphere may be water-rich and have a large scale-height, though attempts
to characterize it have yielded ambiguous results. Here we present a sensitive search for water and
TiO in its atmosphere at high spectral resolution using the Gemini North telescope and the GRACES
spectrograph. We combine observations with previous observations from Subaru and CFHT, improving
the constraints on the presence of water vapor. We adopt parametric models with an updated planet
radius based on recent measurements, and use a cross-correlation technique to maximize sensitivity.
Our results are consistent with atmospheres that are cloudy or contain minimal amounts of water and
TiO. Using these parametric models, we rule out a water-rich atmosphere (VMR ≥ 0.1%) with a mean
molecular weight of ≤ 15 g/mol at a 3σ confidence level, improving on the previous limit by a significant
margin. For TiO, we rule out a mean molecular weight of ≤ 5 g/mol with a 3σ confidence level for a
VMR greater than 10−8; for a VMR of greater than 10−7, the limit rises to a mean molecular weight of
≤ 10 g/mol. We can rule out low mean-molecular-weight chemical equilibrium models both including
and excluding TiO/VO at very high confidence levels (> 10σ). Overall, our results are consistent with
an atmosphere with a high mean molecular weight and/or clouds, or no atmosphere.
Keywords: planets and satellites: atmospheres — planets and satellites: composition — planets and
satellites: individual (55 Cancri e) — techniques: spectroscopic
1. INTRODUCTION
Super-Earths are defined as planets whose masses fall
in the 1 – 10 M⊕ range (Valencia et al. 2007). This
range lies between the two very different types of plan-
ets we observe in our own solar system: terrestrial and
gaseous. The absence of a local counterpart makes it
particularly challenging to explore their characteristics
and understand the behaviour of planets in this transi-
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tional mass range. Several models have attempted to
predict the surface properties of super-Earths, and a
variety of scenarios are thought to be possible. They
may have extensive atmospheres (e.g. Schaefer & Fegley
2009; Rogers & Seager 2010), oceans (e.g. Kuchner 2003;
Le´ger et al. 2004; Sotin et al. 2007), or lava flows/pools
on the surface (e.g. Henning et al. 2009; Gelman et al.
2011; Kite et al. 2016, see also Demory et al. (2016)
for a discussion on the possible presence of a molten
lava flow on the dayside of 55 Cnc e). However, due to
their relatively small sizes, it is difficult to obtain the
signal-to-noise ratio needed to determine which of these
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scenarios is favored, especially for those that are distant.
Nearby super-Earths orbiting bright stars offer the best
opportunities for characterization.
Given the discovery that super-Earths occur fre-
quently around main-sequence stars (see Fressin et al.
2013; Fulton et al. 2017), there is growing interest in
investigating their physical properties. In addition
to broadband photometry, the atmospheres of super-
Earths can be studied using spectroscopic data. How-
ever, robust detections of specific chemical species in
super-Earth atmospheres remain mostly elusive.
Hubble Space Telescope (HST) observations rule out
cloud-free models for the super-Earths GJ 1214b and
HD 97658b (Kreidberg et al. 2014; Knutson et al. 2014,
respectively); note that the former was also the target of
the first WFC3 observations of a transiting exoplanet to
be published (Berta et al. 2012). More recently, South-
worth et al. (2017) also made use of HST observations
to report the detection of an atmosphere around the
transiting super-Earth GJ 1132b, and suggest strong
opacity from H2O and/or CH4. Diamond-Lowe et al.
(2018), however, use ground-based optical transmission
spectroscopy to show that GJ 1132b is likely to have a
high mean-molecular-weight atmosphere, no atmosphere
at all, or is cloud-covered. Significant work has also been
done on the atmospheres of the TRAPPIST-1 planets,
of which a full discussion is beyond the scope of this
paper. Recent space-based observations have also now
led to detections of molecular species in the atmospheres
of both Neptunes and super-Earths (e.g. Tsiaras et al.
2018; Benneke et al. 2019a; Tsiaras et al. 2019; Benneke
et al. 2019b).
With the increasing capabilities of ground-based tele-
scopes, especially the advent of high-resolution spectro-
graphs offering broad wavelength coverage, it is possi-
ble to target a greater variety of chemical species and
improve constraints on the nature of super-Earth at-
mospheres from the ground as well. In addition to the
work mentioned in the previous paragraph, a number of
ground-based studies have probed the atmosphere of GJ
1214b, treating it as an archetype of super-Earth atmo-
spheres. Prior to the HST observations that ruled out
cloud-free models (Kreidberg et al. 2014), Bean et al.
(2010) published a featureless transmission spectrum
using the FORS2 instrument on the UT1 telescope of
the Very Large Telescope facility. A number of addi-
tional ground-based campaigns (Croll et al. 2011; Bean
et al. 2011; de Mooij et al. 2012) led to inconsistent re-
sults. Additionally, ground-based observations at high
spectral resolution have made use of the Doppler cross-
correlation method (discussed in further detail in §1.1
and §4.2) to rule out a number of plausible atmospheric
models and support a model with significant H and He
but CH4 depletion (Crossfield et al. 2011).
The super-Earth 55 Cancri e, hereafter referred to as
55 Cnc e, has also been the subject of numerous atmo-
spheric observation campaigns at both low- and high-
resolution and across a number of facilities. The nature
of 55 Cnc e’s atmosphere is the subject of this work, and
will be discussed in further detail below.
1.1. 55 Cancri e
55 Cnc e is an excellent candidate for studying atmo-
spheric properties of super-Earths. Although the exis-
tence of a fourth planet in the 55 Cnc system was origi-
nally suggested in 2004 (McArthur et al. 2004), the de-
rived period of 2.808 days was determined in 2010 to
be an alias of the planet’s true, shorter period of ∼ 18
hours (Dawson & Fabrycky 2010). Its transit was ob-
served later in 2011 (Winn et al. 2011), matching the
period predicted by Dawson & Fabrycky (2010).
55 Cnc e orbits a bright G8V (V = 5.95) star, which
allows for measurements with a high signal-to-noise ratio
compared to other super-Earths. Since the initial dis-
covery, the orbital parameters have been revised, with
the most recent estimates yielding an orbital period of
18 hours, a mass of 8.0 ± 0.3 M⊕, and a radius of
1.88±0.03 R⊕ (Bourrier et al. 2018). Its density, compa-
rable to the Earth’s on average, is consistent with either
a dense, rocky planet with a relatively large atmosphere,
or a planet made of lighter elements (water, carbon)
but with a small atmosphere. The mass-radius relation-
ships of such planets with significant atmospheres have
been investigated by Winn et al. (2011); Demory et al.
(2011); Gillon et al. (2012). Two possibilities of atmo-
spheres for 55 Cnc e are that it either has an extended
atmosphere with low mean molecular weight consisting
mostly of hydrogen and helium, or it has a high mean-
molecular-weight, water-dominated atmosphere. Hence,
this planet is regarded as a good candidate for searching
for atmospheric water vapor.
Considerable theoretical work has explored the nature
of a possible atmosphere around 55 Cnc e. Madhusud-
han et al. (2012) explore the possibility of a carbon-rich
interior, and whether or not such a composition with-
out the presence of a volatile envelope could explain the
planet’s mass and radius (as opposed to an oxygen-rich
interior, which would require a substantial envelope). A
later study attempted to explore this scenario by con-
straining the C/O ratio of 55 Cnc e, but found the C/O
ratio of the host star to be closer to ∼ 0.8 rather than
≥ 1, indicating that the system may exist at the bound-
ary between high (> 0.8) vs. low (< 0.8) C/O ratios
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(Teske et al. 2013). These results are in conflict with
those reported by Delgado Mena et al. (2010).
Lammer et al. (2013) further investigated the possi-
bility of a water-dominated atmosphere by determining
the conditions under which super-Earths with hydrogen-
rich upper atmospheres are likely to experience hydro-
dynamic blow-off. They conclude that 55 Cnc e will not
be strongly affected by atmospheric mass-loss during its
remaining lifetime.
Using a general circulation model, Hammond & Pier-
rehumbert (2017) investigate potential climates and are
able to rule out various models based on observational
data. Their best-fitting result does have a significant
hot-spot shift and day-night contrast, although not as
large as those observed in phase curve observations (De-
mory et al. 2016). They conclude that an optically-thick
atmosphere with a low mean molecular weight, a surface
pressure of several bar, and a strong eastward circulation
can explain the observations.
Recent work has suggested that 55 Cnc e may be
part of a new class of super-Earths formed from high-
temperature condensates that lack cores, and that this
would result in a lower bulk density of 10-20% com-
pared to Earth-like compositions (Dorn et al. 2019).
Modirrousta-Galian et al. (2020), on the other hand,
explore a scenario by which hot super-Earths are able
to retain their hydrogen atmospheres, and argue that 55
Cnc e may host an envelope with a significant hydrogen
component, but that the day-side may additionally have
a vaporised mineral atmosphere. Such a scenario could
be possible if the planet became tidally locked before
the destruction of its atmosphere.
In addition to the aforementioned theoretical work, a
number of observational studies have targeted 55 Cnc
e for characterization. Using infrared data taken by
HST, Tsiaras et al. (2016) found that the transit depth
varies with wavelength at the 6σ confidence level, indi-
cating the presence of an extended envelope around 55
Cnc e. Through Bayesian spectral retrieval, they deter-
mine that HCN in an envelope dominated by hydrogen
and helium could explain the observed absorption fea-
tures. Their result may point to a high C/O ratio, thus
a paucity of water.
Ridden-Harper et al. (2016) observed 5 transits at high
resolution targeting the sodium D lines and calcium H
and K lines. Their analysis suggests an optically thick
sodium exosphere of radius 5 R⊕ and an optically thick
calcium exosphere of radius 25 R⊕. The sodium detec-
tion was obtained by combining 5 nights of data but
had a low significance, and the calcium detection came
from one night only, implying possible variability of the
source. The authors claim no formal detection.
Demory et al. (2016) analyzed phase curves collected
by Spitzer to study the thermal emission. They find a
stark temperature contrast between the day and night
sides, and conclude that 55 Cnc e either harbors an op-
tically thick, high mean-molecular-weight atmosphere
with circulation confined to the planetary dayside, or
that it harbors magma flows on the surface but lacks an
atmosphere entirely. Angelo & Hu (2017) use archival
Spitzer data and by studying the eastward-shifted ther-
mal emission peak offset of the secondary eclipse, they
conclude that a scenario with a substantial atmosphere
is indeed favoured.
Bourrier et al. (2018) used refined measurements from
HST to revise the density of 55 Cnc e (ρ = 6.7 ±
0.4 g/cm3), and characterize possible interiors for the
planet. They also conclude that the planet is likely sur-
rounded by a substantial atmosphere, with a possible
‘dry’ or ‘wet’ interior. The dry interior is favoured due
to photoionization of steam and the rapid loss of the
subsequent hydrogen envelope.
An investigation by Esteves et al. (2017, hereafter
E17) placed constraints on the presence of water vapor
in the atmosphere. Using high-resolution ground-based
spectroscopy taken with Subaru and CFHT, they con-
clude that 55 Cnc e could have either (1) a cloudy at-
mosphere (in which case the atmosphere’s composition
is unconstrained), (2) a low mean-molecular-weight at-
mosphere that is depleted of water, or (3) a high mean-
molecular-weight atmosphere that could have water.
A key feature of the analysis done by E17 is the use
of a Doppler cross-correlation technique. This method
has been proposed (Wiedemann 1996) and tested (e.g.
Charbonneau et al. 1998, 1999; Wiedemann et al. 2001;
Barnes et al. 2007b,a, 2008; Rodler et al. 2008, among
many others) for many years. The first detection of
an atmospheric chemical is described by Snellen et al.
(2010), who detected carbon monoxide in hot Jupiter
HD209458b. Since then, the technique has been used to
great success across a number of exoplanet atmospheres.
The interested reader is invited to consult Birkby (2018)
for an overview.
The Doppler cross-correlation technique relies on a
sufficient change in radial velocity of the planet over the
course of a transit. With such a short orbital period, 55
Cnc e traverses a significant fraction of its orbit during
a transit, with a radial velocity shift of order 100 km/s
from ingress to egress. The telluric and stellar absorp-
tion lines are Doppler-shifted by different amounts than
the planet’s atmospheric features due to the differing
relative velocities of the Earth and 55 Cnc e, thus disen-
tangling the planet’s frame from the stellar and telluric
frames. The signal from thousands of water lines can
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then be correlated with a high-resolution transit depth
model including water and combined. In E17, a model
for the absorption spectrum of water vapor calculated
using a line list from HITEMP (Rothman et al. 2010)
was used for the correlations.
In this investigation, we improve on the results of E17.
We supplement their four nights of observations with
four additional nights of high-resolution optical data
from GRACES (described below). We use an updated
model taking into account the updated radius and mass
from Bourrier et al. (2018) and also test for the presence
of TiO. In addition to this branch of models, we examine
the effects of full chemical equilibrium models based on
linelists from ExoMol (Tennyson & Yurchenko 2012). In
§2, we present our new observations and briefly outline
previous observations by E17. In §3, we present the re-
duction procedure we implemented on the raw data. In
§4, we present the models we used, our cross correlation
calculations, and our injection/recovery tests. Finally,
in §5, we discuss our findings.
2. OBSERVATIONS
Since the analysis done by E17 using four nights of
observations (N1, N2, N3, N4), we have obtained four
additional nights of observations (N5, N6, N7, N8). The
new data (N5 - N8) were collected using GRACES (the
Gemini Remote Access to CFHT ESPaDOnS Spectro-
graph, see Chene´ et al. (2014)), which combines the
large collecting area of the Gemini North telescope at
the Gemini Observatory with the ESPaDOnS (Echelle
SpectroPolarimetric Device for the Observation of Stars)
spectrograph at the CFHT (Canada France Hawaii Tele-
scope) to which the data is fed with a fibre optic feed.
We use the total eight nights of data in the subsequent
reduction and analysis.
For the GRACES observations we used the ‘star-only’
mode, resulting in a resolving power of approximately
67,500. The exposure time used was 60 seconds for N5
and N7, and 40 seconds for N6 and N8. The wavelength
coverage is 400 - 1050 nm, spanning the entire optical
range over 35 echelle orders. The average SNR across all
frames for the 12th order of the data (around 500 nm)
varies between roughly 300 and 700 across the nights.
The median seeing was 0.4” on N5, N6, and N8, and
1.2” on N7, each with minimal variation throughout the
night. N5 had partly cloudy conditions, N6 and N8 had
photometric conditions, and N7 had cloudy conditions.
As a result of the seeing and cloud cover, N5 and N7
had reduced SNRs. The observation lasted 4 hours for
N6, N7, and N8, but N5 was cut short due to poor
weather conditions, though the majority of the transit
was still observed. A summary of the observing nights
is displayed in Table 1. For a complete description of
the data collected in N1, N2, N3, and N4, refer to E17.
The spectra were extracted using the OPERA pipeline
(Martioli et al. 2012; Teeple 2014) run by the observa-
tory. These reduced spectra were downloaded directly
from the telescope’s archive. We use the unnormalized
version of the data, with no autocorrection of the wave-
length calibration.1
3. DATA REDUCTION
We follow similar reduction steps as in E17, but per-
form all steps independently for all nights of data.
3.1. Interpolation and Alignment of Data
The data were taken at multiple times (frames) dur-
ing each night. In the telluric frame, Lorentzian profiles
were fit to prominent telluric lines (such as oxygen) and
the centroids were measured to drift of order 0.1 to 0.5
km/s over any given night, which was calibrated. The
error in the centroid determination is negligible com-
pared to the widths of the lines. We interpolated the
fluxes to a common wavelength grid (specified by the
first frame) using a linear interpolation for each night,
and discard the first and last wavelength bin. A sample
illustration of the interpolated raw data extracted for
one particular order of N6 is given in the top panel of
Fig. 1.
3.2. Normalization
The raw data have large-scale time-dependent varia-
tions due to the changing blaze response of the instru-
ment, which likely originates from jitter in the centering
of the source in the optical fibre. Each echelle order also
has a wavelength-dependent efficiency, called the blaze
function, with the highest efficiency at the middle of the
order. To remove the time-dependent variations and to
normalize each frame’s continuum to a reference con-
tinuum, we chose the first frame of the order to serve
as our reference frame. We then divided each frame by
the reference frame and fitted a low order (quadratic)
polynomial to a binned version (100 wavelength pixels
per bin) of this quotient. We then divided each frame
by its respective polynomial. During this process, we
remove outliers that may arise in the division (eg. due
to cosmic rays), by defining a threshold multiple of 5
median absolute deviations, above which points are not
used in the fitting. Approximately 2% of the total data
is rejected by this threshold. After this correction, the
same image is reduced to the second panel of Fig. 1.
1 available from http://doi.org/10.5281/zenodo.3592166.
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Night Date (UT) Instrument Frames Length (h) Exp. Time (s) Phase Range SNR Coverage (nm) Res.
N1 Feb. 09, 2014 ESPaDOnS 76 4 149 -0.10 - 0.13 150 506 - 795 68,000
N2 Apr. 23, 2014 ESPaDOnS 76 4 149 -0.07 - 0.15 140 506 - 795 68,000
N3 Dec. 12, 2014 HDS 136 6 120 -0.20 - 0.15 370 524 - 789 110,000
N4 Jan. 09, 2015 HDS 158 8.5 120 -0.24 - 0.24 440 524 - 789 110,000
N5 Nov. 22, 2016 GRACES 80 2.5 60 -0.10 - 0.04 475 399 - 1048 67,500
N6 Dec. 23, 2016 GRACES 155 4 40 -0.08 - 0.15 622 399 - 1048 67,500
N7 Dec. 25, 2016 GRACES 125 4 60 -0.09 - 0.14 316 399 - 1048 67,500
N8 Jan. 03, 2017 GRACES 158 4 40 -0.11 - 0.12 724 399 - 1048 67,500
Table 1. This table summarizes the eight nights of observations. The first four nights are those used by E17, and the last four
are those added in this paper. Note that the SNRs quoted for the first four nights are the average SNRs of the continuum, while
the SNRs of the latter four nights are the average SNRs of the 12th wavelength order (around 500 nm).
Figure 1. The top panel shows raw data generated in the 13th order of the second night after interpolation to a common-
wavelength grid. Several absorption features are clearly visible to the eye. The second panel shows the same data after blaze
correction (see §3.2). The third panel shows the data after passing through the SYSREM algorithm described in Tamuz et al.
(2005), which removes telluric and stellar features. The fourth panel shows the standard deviation across frames by which the
data in the third panel is divided for weighting purposes.
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3.3. Removal of telluric and stellar features
The next step of our reduction process was to re-
move the telluric and stellar features from the spectra.
However, any planetary signals must be preserved, and
we take advantage of the rapidly changing radial ve-
locity of 55 Cnc e to disentangle its frame from the
telluric and stellar frames. This was done using the
SYSREM detrending algorithm described by Tamuz
et al. (2005). The algorithm removes systematic time-
dependent variations that appear at several different
wavelengths, which are exactly the telluric and stellar
signals. Such variations can be caused by several in-
dependent factors (the largest of which is the changing
air mass over the observation time), so multiple applica-
tions of SYSREM are necessary. Planetary signals sur-
vive this process because although they may experience
the same time-dependent variations, the wavelength of
the signal has a time dependency.
The spectra were shifted from the heliocentric to the
telluric frame for the applications of SYSREM. Each
echelle order was treated separately, and six iterations
of this algorithm were applied to remove progressively
lower order systematic effects. We found that our re-
sults were not significantly affected when the number of
applications is anywhere between four and eight. The
third panel of Fig. 1 shows the residuals of the data af-
ter applying SYSREM. Clearly, the telluric and stellar
features are removed, and any possible planetary signals
are too weak to see by eye.
Stronger and denser absorption lines, such as the oxy-
gen lines around 760 nm which we have not shown here,
are removed poorly. This is due to poor blaze function
modelling of such regions. To avoid contamination of
our correlations with these structures, we divide each
pixel by its standard deviation across frames (see the
bottom panel of Fig. 1), so that the poorly corrected
pixels are weighted accordingly and contribute less to
our correlations. This standard deviation serves as a
measure of how well telluric effects are removed. Plots
of the standard deviation over a much wider wavelength
range for the four nights of GRACES observations can
be found in the Appendix in Figs. 9 to 12, where the in-
terference of telluric oxygen in particular can be noted
around 760 nm. E17 illustrate similar trends for N1
through N4.
4. DATA ANALYSIS AND RESULTS
4.1. Atmospheric models
We generate two strands of models. In the ‘paramet-
ric model’ strand, we test for the presence of water and
TiO independently by exploring a range of volume mix-
ing ratios (VMRs) and mean molecular weights, µ. In
the ‘self-consistent models’ strand, we test for various
compounds resulting from chemical equilibrium that ei-
ther include or exclude TiO/VO.
4.1.1. Parametric models
To constrain the VMRs of water and TiO as well as the
mean molecular weight, we generated a grid of models
with a single molecular species embedded in an inert
H2 atmosphere. The mean molecular weight was varied
between µ = 2 g/mol and µ = 25 g/mol.
The models are similar to those used in E17, and
the spectra are computed with a line-by-line, plane-
parallel radiative transfer code which has also been ex-
tensively utilised for past work on VLT/CRIRES data
(e.g. de Kok et al. 2014). For each model in the grid, we
include only a single molecular species, and assume that
its VMR is constant throughout the atmosphere. In ad-
dition to the molecular absorption, the radiative trans-
fer calculations also account for H2-H2 collision-induced
absorption (Borysow et al. 2001; Borysow 2002). The
radiative transfer is computed across 50 layers of the
planet’s atmosphere, and the slanted geometry of inci-
dent radiation during transit is accounted for. In con-
trast to E17, the model was run iteratively, adjusting
the planet’s radius at 10 bars in order to match the ob-
served transit depth from Bourrier et al. (2018) at opti-
cal wavelengths. This was done for each combination of
the VMR and µ at 1 km s−1 per pixel. The temperature-
pressure profile assumed for these parametric models is
shown in Fig. 2.
For water, we use the full line list from HITEMP
(Rothman et al. 2010). This is a change from E17, who
used a fraction of the water line list consisting of the
strongest lines (also from HITEMP) appropriate for the
temperature of 55 Cnc e. Although the impact is not
very large, it does introduce slight changes in the line
contrasts. For the models, we varied the VMR of water
between 10−6 to 10−1 in increments of factors of ten.
We illustrate one particular water model used in Fig. 2.
For TiO we use the 2012 update to the line list from
Plez (1998)2, which is what Nugroho et al. (2017) used
for the detection of TiO in the atmosphere of WASP-
33b, and differs from the line list used by Hoeijmakers
et al. (2015). For these models, the VMR was varied
between 10−9 and 10−6.
4.1.2. Self-Consistent Models
Using the atmosphere modeling tools described in
Fortney et al. (2005) and Fortney et al. (2008), we have
2 available from https://nextcloud.lupm.univ-
montp2.fr/s/r8pXijD39YLzw5T?path=%2FTiOVALD
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Figure 2. The left panel shows the temperature vs. pressure profile used for the parametric models of 55 Cnc e described in
§4.1.1. The right shows the water model produced with a mean molecular weight of 10 g/mol and a VMR of 0.1%. The y-axis
shows the ratio of starlight absorbed. The bottom panel is a zoomed in version of the whole model, shown in the top panel.
Note the Rayleigh scattering tail. The green line outlines the bottom envelope of the model, which is subtracted out when doing
correlations, but not used when injecting the model into the data for recovery tests. The models are available for download at
http://doi.org/10.5281/zenodo.3592166.
generated self-consistent cloud-free radiative-convective
equilibrium atmosphere models for the planet. We gen-
erated temperature structures and equilibrium chemical
abundances, modeling planet-wide average conditions,
assuming base elemental abundances of solar, 10× so-
lar, and 100× solar. From these models we generated
line-by-line transmission spectra at resolving power be-
tween R = 500, 000 (red end) and R = 1, 000, 000 (blue
end), making use of the code described in the appendix
of Morley et al. (2017). These models make use of the
ExoMol line lists (Tennyson & Yurchenko 2012) and the
alkali line profiles of Allard et al. (2016). In particular,
the water list comes from Barber et al. (2006), the TiO
list comes from Schwenke (1998), and the VO list comes
from McKemmish et al. (2016). We use two subbranches
of models that either exclude or include the opacity of
TiO/VO. An example of these models is illustrated in
Fig. 3.
4.2. Cross correlation
We correlate each frame of the SYSREM-reduced data
with the models presented in §4.1 linearly interpolated
to the same wavelengths as the data. When perform-
ing cross correlation, we subtract the overall envelope
of the model, outlined in green in Fig. 2 and Fig. 3.
This envelope is computed by binning the models with
500 600 700 800 900 1000
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700
800
900
(R
p/R
)2
 [p
pm
]
640.9 641.0 641.1 641.2 641.3 641.4 641.5 641.6
Wavelength [nm]
550
551
552
553
(R
p/R
)2
 [p
pm
]
Figure 3. Same as right panels of Fig. 2, but using our
self-consistent models. In this example, we show a model
that uses 100× solar metallicity and no presence of TiO/VO.
The bottom panel shows a zoomed-in version of the entire
model (top panel). The models are available for download
at http://doi.org/10.5281/zenodo.3592166.
bin size 100 data points, and linearly interpolating the
minimum fluxes of these bins. This bin size corresponds
to a length of 0.1 nm (blue end) to 0.35 nm (red end)
for the parametric models, and 0.05 nm (blue end) to
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0.2 nm (red end) for the self-consistent models. The
data is shifted into the heliocentric frame for this cor-
relation, and the radial velocity of the 55 Cnc system
(27.3 km/s, see Nidever et al. (2002)) is added to the
model. The correlation is done for a range of additional
Doppler shifts added to the model, ranging from -150 to
+150 km/s in steps of 1 km/s for each frame. In Fig. 4,
we show an example of the correlation obtained between
one echelle order of data and the strongest parametric
model (top panel), as well as the result after artificial
injection of the model to the raw data (bottom panel).
Note that a signal from just one night is visible by eye
for the model with the largest fraction of water content,
with VMR = 10%.
We proceed by phase folding all wavelength orders and
nights of these images to a range of velocities center-
ing at the best estimate of the average orbital velocity
Kp,0 = 229.4± 0.8 km/s of the planet, calculated based
on the orbital parameters derived by Bourrier et al.
(2018). For each frame with orbital phase φ, we choose
the correlation with a model of Doppler velocity
v = Kp sin(2piφ) + Vsys, (1)
and sum all of the in-transit frames for various values
of Kp, with any signal expected near Kp,0. We add an
additional systemic velocity variable Vsys to account for
additional constant velocities, but expect any signal at
Vsys = 0. The 1-σ uncertainty of 0.12 seconds in the
orbital period (Bourrier et al. 2018) could translate into
an uncertainty in the observed Vsys over the duration of
the observations. The 1-σ uncertainty on the Vsys for
N1 and N8 are 3 and 6 km/s respectively. The difference
of 3 km/s is well within a resolution element, and should
thus have no significant impact on the results.
We assign each echelle order a weighting of the aver-
age strength of the envelope-subtracted model divided
by the average standard deviation across pixels for that
order and sum them all. This is done to suppress or-
ders contaminated with poor reduction such as those
with prominent telluric oxygen lines, and to weigh the
orders where the model is stronger with higher value.
Finally, we assign each night of observation a weighting
equal to the SNRs of each in-transit frame summed in
quadrature, before adding all the nights together. The
result of such a phase folded plot can be seen in Fig. 5.
A dark spot at the center of this image would indicate
presence of water at the expected orbital velocity and
systemic velocity, but no significant signal was seen at
any combination of velocities or models.
4.3. Model injection and recovery tests
While there was no signal detected in the data, con-
straints can be made on the presence of water and
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Figure 4. The top panel of this figure shows the corre-
lation of a SYSREM-reduced frame of the same night and
wavelength order as in Fig. 1 with the same water model as
Fig. 2. If a strong signal were present in the atmosphere,
a diagonal dark line from the bottom left to the top right
in the transiting frames would be visible, as shown in the
bottom panel. To exaggerate the effect, the bottom panel
illustrates a sum taken over all orders of Night 8 with the
strongest model (µ = 2 g/mol, VMR = 10%) chosen to be
injected and correlated with.
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Figure 5. This figure shows the phase folded results of our
analysis using a correlation with the strongest model (µ = 2
g/mol, VMR = 10%) in the top panel. If a planetary signal
were present, it would appear as a dark spot in the center
of this image. This can be seen in the bottom panel, where
we have performed our analysis using data injected with the
same model.
TiO by injecting the models into the data and checking
which signals can be recovered by our analysis. This
was done by linearly interpolating the model at the
same wavelength grid as the data and multiplying by
(1 − (Rp/R?)2) according to the model. These models
are injected with a Doppler shift given by the velocity of
the 55 Cnc system plus the radial velocity of the planet
in the stellar frame given by v = Kp,0 sin(2piφ).
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The signal from the strongest model generated (µ = 2
g/mol, VMR = 10%) is clearly visible as a dark diagonal
line in the correlation plot as illustrated in the bottom
panel of Fig. 4. This particular plot has been summed
over all orders of one night with the weighting scheme
as previously described.
We take a horizontal cut of our phase folded plots at
the expected orbital velocity for a grid of parameters in
the injected models. We plot the results in Figs. 6 to
8. We can clearly see recovered signals for models with
low mean molecular weights and high volume mixing
ratios. The error envelopes are generated by replacing
in-transit frames with random out-of-transit frames, al-
lowing for repetitions. We repeat our analysis for 10,000
different iterations of this. We illustrate 1σ and 3σ error
envelopes.
5. SUMMARY & DISCUSSION
We have presented an analysis of high resolution data
taken from the ground of the nearby super Earth 55
Cnc e, summarized in Fig. 1. We have removed telluric
features using the SYSREM detrending algorithm. We
proceeded by cross correlating the data with thousands
of water lines in our analytical models with two different
line lists and with or without presence of TiO to search
for a signal, and found none in the data (see Figs. 4
and 5). Finally, we injected our data with the models to
test which models we could recover, thereby placing con-
straints. The final summary of our results is illustrated
in Figs. 6 to 8.
Unless the atmosphere is cloudy/hazy, it is evident
from the results of our parametric models that the at-
mosphere of 55 Cnc e cannot have significant presence of
water. We rule out lightweight water-rich atmospheres
of VMR = 10% and µ < 15 g/mol at a 3σ confidence
level. For cloudless atmospheres with less water content,
this lower limit of µ is relaxed but still quite strong. We
can say that even with VMR = 0.1%, the atmosphere
must be heavy with µ > 10 g/mol. These constraints are
stronger than those made in E17, who concluded that
for VMR = 10%, atmospheres with only µ < 5 g/mol
are ruled out.
Furthermore, we are able to place strong constraints
on the presence of TiO using our parametric models.
We find that a low mean molecular weight atmosphere
would have a VMR of less than 10−9 with 3σ confi-
dence. As the atmosphere gets heavier, this constraint
is relaxed. For example, an atmosphere with µ = 10
g/mol would have have a VMR of less than 10−7 at the
3σ level.
In contrast to E17, we now use parametric models that
match the recent value of planetary radius from Bourrier
et al. (2018) which results in a slightly reduced scale-
height and therefore reduced amplitude of the features
in the planet’s atmosphere.
For a cloudy or hazy atmosphere, the signal would
be suppressed even further, and depending on both the
pressure level of the cloud tops and the VMR, the fea-
tures from water could be fully blocked. Therefore our
limits are for a cloud-free atmosphere. Mahapatra et al.
(2017) analyze cloud formations on 55 Cnc e and find
that mineral clouds may occur, which could explain the
featureless results.
Using our fully self-consistent models, our data also
revealed no significant signals from an atmosphere with
or without the presence of TiO/VO. For the three dif-
ferent solar metallicities used in these models (1x, 10x,
100x), we conclude that atmospheres resembling these
models would have been detected at a high significance,
indicating that either the planet has a significantly dif-
ferent composition with a much higher mean-molecular
weight atmosphere, there is a cloud layer obscuring most
of the features, or the planet has no atmosphere at all.
In addition to the species that we have searched for,
Ti, Fe, Ti+, and Fe+ also have significant features in
the visible spectrum. The first three of these have al-
ready been detected using high resolution Doppler spec-
troscopy in hot Jupiter KELT-9b (Hoeijmakers et al.
2018), for example. While we have not determined the
viability of these species in the the atmosphere of 55 Cnc
e, these are potential candidates for future searches in
the visible band.
Our results reinforce the findings of E17 that the
Doppler cross correlation is a very powerful method
of recovering signals from nearby super Earths, even
though no signal was seen in this particular case. Water
signals from such exoplanets are clearly recoverable us-
ing ground-based observations. With the launch of the
Transiting Exoplanet Survey Satellite (TESS) promising
a number nearby follow-up candidates for transit obser-
vations, ground based observations may play an increas-
ingly important role in characterizing the atmospheres of
super Earths. We expect that with more suitable targets
available in the near future, we will have a much more
complete understanding of the nature of such worlds.
The authors thank Lisa Esteves and Ryan Cloutier for
insightful discussions.
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Figure 6. Injection and recovery tests for a grid of different parameters using the parametric models with water and inert
gases. The filled envelopes represent 1σ (dark grey) and 3σ (light grey) error bars. Models with low µ and high VMR would
have been easily picked up.
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