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Abstract. Let G be a finite group. The Bogomolov multiplier B0(G) is con-
structed as an obstruction to the rationality of C(V )G where G → GL(V ) is a
faithful representation over C. We prove that, for any finite groups G1 and G2,
B0(G1×G2)
∼
−→ B0(G1)×B0(G2) under the restriction map. If G = N⋊G0 with
gcd{|N |, |G0|} = 1, then B0(G)
∼
−→ B0(N)
G0×B0(G0) under the restriction map.
For any integer n, we show that there are non-direct-product p-groups G1 and
G2 such that B0(G1) and B0(G2) contain subgroups isomorphic to (Z/pZ)
n and
Z/pnZ respectively. On the other hand, if k is an infinite field and G = N ⋊G0
where N is an abelian normal subgroup of exponent e satisfying that ζe ∈ k, we
will prove that, if k(G0) is retract k-rational, then k(G) is also retract k-rational
provided that certain “local” conditions are satisfied; this result generalizes two
previous results of Saltman and Jambor [Ja].
§1. Introduction
Let k be a field, and L be a finitely generated field extension of k. L is called
k-rational (or rational over k) if L is purely transcendental over k, i.e. L is isomorphic
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to some rational function field over k. L is called stably k-rational if L(y1, . . . , ym) is
k-rational for some y1, . . . , ym which are algebraically independent over L. L is called
k-unirational if L is k-isomorphic to a subfield of some k-rational extension of k. It is
easy to see that “k-rational” ⇒ “stably k-rational” ⇒ “k-unirational”.
The Lu¨roth problem asks whether a k-unirational field is necessarily k-rational.
See the paper of Manin and Tsfasman [MT] for a survey. A special case of the Lu¨roth
problem is the following Noether’s problem. Let k be any field, G be any finite group.
Consider the regular representation G→ GL(Vreg) over k. Thus G acts on the rational
function field k(Vreg) = k(xg : g ∈ G) by k-automorphism defined by h · xg = xhg for
any g, h ∈ G. Denote by k(G) the fixed field, i.e. k(G) = k(xg : g ∈ G)
G. Noether’s
problem asks, under what situation, the field k(G) is k-rational. See Swan’s paper for
a survey of Noether’s problem [Sw3].
The Bogomolov multiplier, denoted by B0(G) which will be defined in Definition
1.3, is an obstruction to the rationality (resp. the stable rationality) of k(G) when k
is an algebraically closed field satisfying that gcd{|G|, char k} = 1. Before we define
B0(G), let’s recall the notion of retract rational which evolves from the notion of a
unirational variety V such that the dominating map Pn 99K V has a rational section.
Definition 1.1 ([Sa3, Definition 3.1]) Let k be an infinite field and L be a field
containing k. L is called retract k-rational, if there are some affine domain A over
k and k-algebra morphisms ϕ : A → k[X1, . . . , Xn][1/f ], ψ : k[X1, . . . , Xn][1/f ] → A
where k[X1, . . . , Xn] is a polynomial ring over k, f ∈ k[X1, . . . , Xn]\{0}, satisfying that
(i) L is the quotient field of A, and
(ii) ψ ◦ ϕ = 1A, the identity map on A.
It is not difficult to see that “stably k-rational” ⇒ “retract k-rational” ⇒ “k-
unirational”. Moreover, if k is an infinite field, it is known that the following three
conditions are equivalent: k(G) is retract k-rational, there is a generic G-Galois exten-
sion over k, there exists a generic G-polynomial over k [Sa1; Sa3; De].
If k ⊂ K is an extension of fields, the notion of the unramified Brauer group of K
over k, denoted by Brv,k(K), was introduced by Saltman [Sa2]. If k is algebraically
closed and K is retract k-rational, then Brv,k(K) = 0 (see [Sa2; Sa4]). Using this
criterion, Saltman was able to construct, for any prime number p and any algebraically
closed field k with char k 6= p, there is p-group G of order p9 such that Brv,k(k(G)) 6= 0.
In particular, k(G) is not retract k-rational and therefore is not k-rational [Sa2]; also
see the remark after Theorem 5.2 of this paper.
The computation of Brv,k(k(G)) becomes more effective because of the following
theorem.
Theorem 1.2 (Bogomolov, Saltman [Bo; Sa5, Theorem 12]) Let G be a finite group, k
be an algebraically closed field with gcd{|G|, char k} = 1. Let µ denote the multiplicative
subgroup of all roots of unity in k. Then Brv,k(k(G)) is isomorphic to the group B0(G)
defined by
B0(G) =
⋂
A
Ker{resAG : H
2(G, µ)→ H2(A, µ)}
2
where A runs over all the bicyclic subgroups of G (a group A is called bicyclic if A is
a cyclic group or a direct product of two cyclic groups).
Because of the above theorem, we define B0(G) as follows.
Definition 1.3 Let G be a finite group, Q/Z be the Z[G]-module with trivial G-
actions. Define B0(G) by
B0(G) =
⋂
A
Ker{resAG : H
2(G,Q/Z)→ H2(A,Q/Z)}
where A runs over all the bicyclic subgroups of G and resAG denotes the restriction map
from G to A.
The cohomology group H2(G,Q/Z) is called the Schur multiplier of G in some
literature [Kar]. Thus the group B0(G), as a subgroup of H
2(G,Q/Z), was called the
Bogomolov multiplier of G by Kunyavskii [Ku]; we follow his terminology in this paper.
When N is a subgroup of G, the restriction map res : H2(G,Q/Z)→ H2(N,Q/Z)
induces a well-defined map res : B0(G) → B0(N). When N ⊳G, we also have a well-
defined map res : B0(G)→ B0(N)
G (see Lemma 2.3). We will prove the following two
theorems.
Theorem 1.4 Let G1 and G2 be any finite groups. Then the restriction map res :
B0(G1 ×G2)→ B0(G1)× B0(G2) is an isomorphism.
Theorem 1.5 Let G = G1⋊G2 be a finite group with G1⊳G. If gcd{|G1|, |G2|} = 1,
then the restriction map res : B0(G)→ B0(G1)
G2 × B0(G2) is an isomorphism.
As an application of Theorem 1.5, we will show that, if G = N ⋊G0 is a Frobenius
group, then res : B0(G)→ B0(N)
G0 is an isomorphism (see Theorem 2.8).
One may suspect that B0(G) would be “small” if it is non-trivial (see the remark
at the end of Section 5 of this paper). However, we will show that, if n is any positive
integer, then there are non-direct-product p-groups G1 and G2 such that B0(G1) and
B0(G2) contain subgroups isomorphic to (Z/pZ)
n and Z/pnZ respectively (see Theorem
5.2 and Theorem 5.4). When n = 1, the group constructed in Theorem 5.2 is the same
one constructed by Saltman and Shafarevich [Sa2, page 83; Sh, page 245]. For this
case, Saltman and Shafarevich show that the unramified Brauer groups are non-trivial;
their proof are different from our direct proof by showing the non-triviality of B0(G).
The condition gcd{|G1|, |G2|} = 1 of Theorem 1.5 is reminiscent of the following
theorem of Saltman.
Theorem 1.6 (Saltman [Sa1, Theorem 3.1 and Theorem 3.5; Ka1, Theorem 3.5]) Let
k be an infinite field, G = N ⋊G0 with N ⊳G.
(1) If k(G) is retract k-rational, so is k(G0).
(2) Assume furthermore that N is abelian and gcd{|N |, |G0|} = 1. If both k(N)
and k(G0) are retract k-rational, so is k(G).
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For the convenience of presenting Jambor’s Theorem, we give the following defini-
tion.
Definition 1.7 Let G = N ⋊ G0 be a finite group where N is an abelian normal
subgroup of G. Write N =
∏
p||N |Np where each Np is the p-Sylow subgroup of N .
Define Hp = {g ∈ G0 : gτg
−1 = τ for any τ ∈ Np}.
With the above definition, we may state Jambor’s Theorem, which is in some sense
a local refinement of Saltman’s Theorem (see Theorem 1.6).
Theorem 1.8 (Jambor [Ja]) Let G = N ⋊G0 be a finite group where N is an abelian
normal subgroup of G. Assume that, for each prime number p | |N |, p doesn’t divide
[G0 : Hp]. If k is an infinite field such that both k(N) and k(G0) are retract k-rational,
then k(G) is also retract k-rational.
What we will prove is that the condition that p ∤ [G0 : Hp] can be weakened if we
assume that k has enough roots of unity. Namely,
Theorem 1.9 Let G = N⋊G0 be a finite group where N is an abelian normal subgroup
of exponent e. Assume that, for each prime number p | |N |, either p ∤ [G0 : Hp] or
all the Sylow subgroups of G0/Hp are cyclic groups. If k is an infinite field such that
ζe ∈ k and k(G0) is retract k-rational, then k(G) is also retract k-rational.
We remark that our proof of the above theorem, even for the case of Theorem 1.8,
is different from Jambor’s proof.
The paper is organized as follows. We prove Theorem 1.4 and Theorem 1.5 in
Section 2. Note that Theorem 1.5 is valid in a more general context. See Theorem 2.6
(also see Theorem 2.7). Section 3 contains some preliminaries for proving Theorem 1.9.
We recall the theory of flabby lattices in this section. Theorem 1.9 is proved in Section
4. Section 5 contains two results which show that B0(G) can be as big as possible.
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Standing notations. In discussing retract rationality, we always assume that the
ground field is infinite (see Definition 1.1). For emphasis, recall k(G) = k(xg : g ∈ G)
G
defined in the second paragraph of this section.
We denote by ζn a primitive n-th root of unity in some extension field of the ground
field k. When we write ζn ∈ k or char k ∤ n, it is understood that either char k = 0 or
char k = p > 0 with p ∤ n.
All the groups in this paper are finite groups. Both Cn and Z/nZ denote the same
cyclic group of order n; we use Z/nZ when it appears as some cohomology group.
The exponent of a group G, exp(G), is defined as exp(G) = lcm{ord(g) : g ∈ G}. If
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G is a group, Z(G) and [G,G] denote the center and the commutator subgroup of G
respectively. If g, h ∈ G, then [g, h] := ghg−1h−1, and Gab denotes the quotient group
G/[G,G]. We denote by Fp the finite field with p elements.
A semidirect product group G is denoted by G = N ⋊ G0 where N is a normal
subgroup of G. If σ ∈ N ⊂ G and g ∈ G0 ⊂ G, we will write
gσ for gσg−1.
§2. Some properties of B0(G)
In this paper, if N is a subgroup of G and M is a Z[G]-module, we will write
res : Hq(G,M)→ Hq(N,M) and cor : Hq(N,M)→ Hq(G,M) for the restriction map
and the corestriction map of cohomology groups [Br, Chapter 3]. If α is a q-cocycle of G
with coefficients inM , we denote by [α] the cohomology class of α, i.e. [α] ∈ Hq(G,M).
Lemma 2.1 Let G be a finite group, M be a Z[G]-module. If {N1, N2, . . . , Nt} is
a collection of subgroups of G satisfying that gcd{[G : Ni] : 1 ≤ i ≤ t} = 1, then
res : Hq(G,M)→
⊕
1≤i≤tH
q(Ni,M) is injective.
Proof. The proof is the same as that of the collection {Pj : 1 ≤ j ≤ s} where Pj
is a pj-Sylow subgroup of G with |G| = p
e1
1 p
e2
2 · · · p
es
s . We sketch the proof. Let α
be a q-cocycle such that [α] ∈ Ker(res). It follows that resNiG (α) is a coboundary for
1 ≤ i ≤ t. Consider cor : Hq(Ni,M) → H
q(G,M). We find that corGNi ◦ res
Ni
G (α) is a
coboundary. But corGNi ◦ res
Ni
G is the multiplication by [G : Ni]. Apply the assumption
that gcd{[G : Ni] : 1 ≤ i ≤ t} = 1. Done. 
Definition 2.2 Let M be a Z[G]-module with trivial G-actions. For any q ≥ 1, define
BqM(G) =
⋂
A
Ker{resAG : H
q(G,M)→ Hq(A,M)}
where A runs over all the bicyclic subgroups of G. WhenM = Q/Z, B2M(G) is nothing
but B0(G).
Lemma 2.3 Let G be a finite group, M be a Z[G]-module with trivial G-actions.
(1) Let N be a subgroup of G. For any q ≥ 1, the map res : Hq(G,M)→ Hq(N,M)
induces a natural map res : BqM(G)→ B
q
M(N).
(2) Let N be a normal subgroup of G. The action of G on Hq(N,M) via the
conjugation map of G on N induces a well-defined action on BqM(N). Moreover, the
image of the map res : BqM(G) → B
q
M(N) defined in (1) is contained in B
q
M(N)
G. In
particular, the map res : BqM(G)→ B
q
M (N)
G is well-defined.
Proof. (1) is obvious. We will prove (2).
Let α be a q-cocycle representing [α] ∈ BqM(N).
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If g ∈ G, the q-cocycle gα is defined as: gα(τ1, τ2, . . . , τq) = α(g
−1τ1g, g
−1τ2g, g
−1τqg)
for any τ1, τ2, . . . , τq ∈ N , because G acts trivially onM . It is easy to see that res
A
N (
gα)
is a coboundary for any bicyclic subgroup A of N (since [α] ∈ BqM(N)). Thus B0(N)
is invariant under the action of G.
We will show that Image{res : BqM(G)→ B
q
M (N)} ⊂ B
q
M(N)
G.
Let α be a q-cocycle with [α] ∈ BqM(G). Then [res
N
G (α)] ∈ B
q
M(N). We will show
that g(resNG (α)) is cohomologous to res
N
G (α) for any g ∈ G.
For any τ1, . . . , τq ∈ N ,
g(resNG (α))(τ1, . . . , τq) = α(g
−1τ1g, g
−1τ2g, . . . , g
−1τqg).
On the other hand, consider the action of G on Hq(G,M) by the conjugation map.
Since gα is cohomologous to α [Se, page 116], it follows that there is a (q − 1)-cochain
β such that gα = α+ δ(β) where δ is the differential map. Thus α(g−1σ1g, g
−1σ2g, . . .,
g−1σqg) = α(σ1, σ2, . . . , σq) + δ(β)(σ1, . . . , σq) for any σ1, . . . , σq ∈ G. Substitute σi
by τi ∈ N , we get α(g
−1τ1g, . . . , g
−1τqg) = α(τ1, . . . , τq) + δ(β)(τ1, . . . , τq). Hence the
result. 
Before proving Theorem 1.4, we recall the definition of the exterior product G ∧G
of a non-abelian group G.
Definition 2.4 ([Mi, page 588; BL, page 316]) Let G be a group. The exterior product
G∧G is a group defined byG∧G = 〈g∧h : g, h ∈ G〉 with relations g∧g = 1, (g1g2)∧h =
(g1g2∧
g1h)(g1∧h), g∧ (h1h2) = (g∧h1)(
h1g ∧ h1h2) for any g, h, g1, g2, h1, h2 ∈ G where
gh := ghg−1 for any g, h ∈ G.
Theorem 2.5 (Miller [Mi, pages 592–593; BL, page 316]) Let G be a group, [G,G] its
commutator subgroup.
(1) Define a group homomorphism γ : G ∧ G → [G,G] by γ(g ∧ h) = ghg−1h−1 ∈
[G,G] for any g, h ∈ G. Define M(G) = Ker(γ). Then M(G) ≃ H2(G,Z).
(2) If G = G1×G2, define Φ :M(G1)×M(G2)×(G1⊗G2)→M(G) by Φ(g1∧g2) =
g1 ∧ g2 ∈M(G) for any g1, g2 ∈ G1, Φ(h1 ∧ h2) = h1 ∧ h2 ∈M(G) for any h1, h2 ∈ G2,
Φ(g ⊗ h) = g ∧ h ∈M(G) for any g ∈ G1, h ∈ G2 where G1 ⊗G2 := (G
ab
1 ⊗ZG
ab
2 ), the
usual tensor product of abelian groups. Then Φ is a group isomorphism.
Proof of Theorem 1.4.
Step 1. For a group G, the association of G to the exact sequence 1 → M(G) →
G ∧G→ [G,G]→ 1 is a functor, i.e. if G→ H is a group homomorphism, then there
are group homomorphisms f1, f2, f3 such that the following diagram commutes
1 //M(G) //
f1

G ∧G //
f2

[G,G] //
f3

1
1 //M(H) // H ∧H // [H,H ] // 1
Step 2. Note that Hom(H2(G,Z),Q/Z) ≃ H
2(G,Q/Z) by the universal coefficient
theorem [Br, page 8]. Since Hom(−,Q/Z) is an anti-equivalence on the category of
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finitely generated abelian groups, it follows that B0(G) ≃ Hom(M(G)/M0(G),Q/Z)
where M0(G) = 〈x ∧ y ∈ G ∧G : xy = yx〉. See [Bo, page 471 and 475] also.
Step 3. By Step 2, it suffices to show that M(G1)/M0(G1) ×M(G2)/M0(G2) →
M(G)/M0(G) is a group isomorphism.
Apply Theorem 2.5. Since Φ(G1 ⊗ G2) = G1 ∧ G2 ⊂ M0(G), it follows that the
induced morphism M(G1) × M(G2) → M(G)/〈G1 ∧ G2〉 is an isomorphism. This
isomorphism sends M0(G1) and M0(G2) to M0(G). This induces an epimorphism
Φ∗ :M(G1)/M0(G1)×M(G2)/M0(G2)→ M(G)/M0(G).
Step 4. We claim that Φ∗ is injective.
It suffices to show that M0(G) is generated by G1 ∧G2 and the images of M0(G1),
M0(G2).
For any x, y ∈ G = G1 × G2 with xy = yx, write x = g1g2, y = h1h2 where
g1, h1 ∈ G1, g2, h2 ∈ G2. Since all the gi, hj commute with each other. Apply the
defining relations in Definition 2.4. It is easy to see that x ∧ y = x ∧ (h1h2) = (x ∧
h1)(
h1x∧ h1h2) = ((g1g2)∧h1))(
h1(g1g2)∧h2) = · · · = (g2∧h1)(g1∧h1)(g2∧h2)(g1∧h2).
Note that g2 ∧ h1, g1 ∧ h2 ∈ G1 ∧ G2, g1 ∧ h1 ∈ Image{M0(G1) → M0(G)}, g2 ∧ h2 ∈
Image{M0(G2)→M0(G)}. Done. 
For the proof of Theorem 1.5, note that Theorem 1.5 is a special case of the following
theorem.
Theorem 2.6 Let G = N ⋊ G0 be a finite group, M be a Z[G]-module with trivial
G-actions. If gcd{|N |, |G0|} = 1, then the restriction map res : B
q
M(G)→ B
q
M (N)
G0 ×
BqM(G0) is an isomorphism where q ≥ 1 and B
q
M(G) is the group defined in Definition
2.2.
Proof. Step 1. By Lemma 2.3, the map res : BqM(G) → B
q
M(N)
G0 × BqM(G0) is
well-defined because BqM(N)
G = BqM(N)
G0 .
Write |N | = n, |G0| = m. Then n · B
q
M(N) = m · B
q
M(G0) = 0. We will show
that the corestriction map corGN : H
q(N,M) → Hq(G,M) induces a well-defined map
cor : BqM(N)
G0 → BqM(G).
For any q-cocycle γ such that [γ] ∈ BqM(N)
G0 , we will show that [corGN(γ)] ∈ B
q
M(G),
i.e. resAG ◦ cor
G
N(γ) is a coboundary for any bicyclic subgroup A of G.
Write A = 〈x, y〉 ⊂ G. Define A1 = 〈x
m, ym〉, A2 = 〈x
n, yn〉. Then A = A1×A2 and
A1 (resp. A2) is an abelian group of exponent dividing n (resp.m). Since gcd{n,m} = 1
and N ⊳G, it follows that A1 ⊂ N .
By Lemma 2.1, the map res : Hq(A,M) → Hq(A1,M) × H
q(A2,M) is injec-
tive. To show that resAG ◦ cor
G
N(γ) is a coboundary, it suffices to show that both
resA1A ◦ res
A
G ◦ cor
G
N(γ) and res
A2
A ◦ res
A
G ◦ cor
G
N(γ) are coboundaries.
Note that resA2A ◦ res
A
G ◦ cor
G
N(γ) = res
A2
G ◦ cor
G
N (γ) and [res
A2
G ◦ cor
G
N(γ)] ∈ H
q(A2,M)
is of order dividing |A2|. On the other hand, [γ] ∈ H
q(N,M) is of order dividing |N |.
Since gcd{|N |, |A2|} = 1, we find [res
A2
G ◦ cor
G
N(γ)] = 0.
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Now resA1A ◦ res
A
G ◦ cor
G
N (γ) = res
A1
N ◦ res
N
G ◦ cor
G
N(γ) because A1 ⊂ N . By [Br, page
81], resNG ◦ cor
G
N(γ) =
∑
g∈G0
gγ. Since [γ] ∈ Hq(N,M)G0 , we find that resNG ◦ cor
G
N (γ) =
mγ. Thus resA1A ◦ res
A
G ◦ cor
G
N(γ) = m · res
A1
N (γ). Since γ ∈ B
q
M(N), it follows that
resA1N (γ) is a coboundary. Done.
Step 2. Since gcd{n,m} = 1, we may write BqM(G) = B1 × B2 where B1 = {[γ] ∈
BqM(G) : n[γ] = 0}, B2 = {[γ] ∈ B
q
M(G) : m[γ] = 0}.
Consider the restriction map res : BqM(G) → B
q
M(N)
G0 × BqM(G0). Note that
res(B1) ⊂ B
q
M(N)
G0 , res(B2) ⊂ B
q
M(G0). Hence it remains to show that both res :
B1 → B
q
M(N)
G0 and res : B2 → B
q
M(G0) are isomorphisms.
Step 3. Consider the map res : B1 → B
q
M(N)
G0 first.
Note that the following diagram commutes
B1
res
//
f1

BqM(N)
G0
f2

Hq(G,M)
resN
G
// Hq(N,M)
where f1 and f2 are inclusion maps. Since the composite mapH
q(G,M)
resNG−−→ Hq(N,M)
corGN−−→ Hq(G,M) is the multiplication bymmap [Br, page 82], it follows that corGN ◦ res
N
G :
B1 → H
q(G,M) is injective. In particular, resNG : B1 → H
q(N,M) and res : B1 →
BqM(N)
G0 are injective maps.
By Step 1, the corestriction map cor : BqM(N)
G0 → BqM(G) is well-defined. Since
n ·BqM(N)
G0 = 0, we find that cor : BqM(N)
G0 → B1 is also well-defined. Consider the
commutative diagram
BqM(N)
G0 cor //
f2

B1
f1

Hq(N,M)
corG
N
// Hq(G,M)
The composite map Hq(N,M)
corG
N−−→ Hq(G,M)
resN
G−−→ Hq(N,M) is the norm map
by [Br, page 81], i.e. resNG ◦ cor
G
N([γ]) =
∑
g∈G0
[gγ] for any [γ] ∈ Hq(N,M). Since
[gγ] = [γ] for any [γ] ∈ BqM(N)
G0 , it follows that resNG ◦ cor
G
N : B
q
M(N)
G0 → BqM(N)
G0
is the multiplication bym map. For any [γ] ∈ BqM(N)
G0 , find [γ′] ∈ BqM(N)
G0 such that
[γ] = m[γ′] = res ◦ cor([γ′]) = res(cor([γ′])). Hence res : B1 → B
q
M(N)
G0 is surjective.
Step 4. Consider the map res : B2 → B
q
M(G0).
The injectivity of res : B2 → B
q
M(G0) follows also from the similar fact that the
composite map Hq(G,M)
res
G0
G−−−→ Hq(G0,M)
corG
G0−−−→ Hq(G,M) is the multiplication by
n map. The details are omitted.
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For the surjectivity of res : B2 → B
q
M(G0), we will show that the inflation map
infGG0 : H
q(G0,M) → H
q(G,M) induces a well-defined map inf : BqM(G0) → B
q
M(G);
here we identify G0 with G/N .
Note that infGG0 : H
q(G0,M) → H
q(G,M) is defined as: for any q-cocycle γ with
[γ] ∈ Hq(G0,M), for any x1 = g1h1, x2 = g2h2, . . ., xq = gqhq where g1, g2, . . . , gq ∈ N ,
h1, h2, . . . , hg ∈ G0, the cocycle inf(γ) is defined by inf(γ)(x1, . . . , xq) = γ(h1, h2, . . . , hq).
Assume that inf : BqM(G0) → B
q
M(G) is well-defined, whose proof will be given
in Step 5. Then inf : BqM(G0) → B2 is also well-defined. Consider the following
commutative diagram
BqM(G0)
inf
//
f3

B2
res
//
f4

BqM(G0)
f3

Hq(G0,M)
infGG0
// Hq(G,M)
res
G0
G
// Hq(G0,M)
where f3, f4 are the inclusion maps.
Since the composite of the bottom row is the identity map, so is that of the top
row. Hence res : B2 → B
q
M(G0) is surjective.
Step 5. It remains to show that infGG0 : H
q(G0,M) → H
q(G,M) induces a well-
defined map inf : BqM(G0)→ B
q
M(G).
For any bicyclic subgroup A of G, for any [γ] ∈ BqM(G0), we will show that
resAG ◦ inf
G
G0([γ]) = 0.
Write A = 〈x, y〉, A1 = 〈x
m, ym〉, A2 = 〈x
n, yn〉. Applying Lemma 2.1 as in Step
1, we will show that the images of [γ] in Hq(G0,M)
infGG0−−−→ Hq(G,M)
res
A1
G−−−→ Hq(A1,M)
and Hq(G0,M)
infGG0−−−→ Hq(G,M)
res
A2
G−−−→ Hq(A2,M) are zero.
Since m · Hq(G0,M) = 0 = n · H
q(A1,M), the composite map H
q(G0,M) →
Hq(G,M)→ Hq(A1,M) is the zero map. This solves the case of A1.
For the case of Hq(A2,M), it requires some work. Recall A = 〈x, y〉 is bicyclic.
Write x = g1h1, y = g2h2 where g1, g2 ∈ N , h1, h2 ∈ G0. It is routine to verify that
xn = x1h
n
1 , y
n = y1h
n
2 for some x1, y1 ∈ N , which are irrelevant in our subsequent
proof. Similarly, for any non-negative integers a, b, we find (xn)a(yn)b = uhna1 h
nb
2 for
some u ∈ N .
Now consider resA2G ◦ inf
G
G0
(γ). For any (xn)a1(yn)b1 , . . . , (xn)aq(yn)bq ∈ A2 = 〈x
n, yn〉
where ai, bi are any non-negative integers, we find(
resA2G ◦ inf
G
G0
(γ)
) (
(xn)a1(yn)b1 , . . . , (xn)aq(yn)bq
)
= γ(hna11 h
nb1
2 , . . . , h
naq
1 h
nbq
2 )
= resA0G0(γ)(h
na1
1 h
nb1
2 , . . . , h
naq
1 h
nbq
2 )
where A0 = 〈h
n
1 , h
n
2 〉 ⊂ G0.
Since γ ∈ BqM(G0), we find that res
A0
G0
(γ) is a coboundary. 
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Remark. Tahara studies the Schur multiplier M(G) of a finite group G = N ⋊ G0
[Ta; Kar, page 33]. In case gcd{|N |, |G0|} = 1, Tahara’s formula becomes M(G) ≃
M(N)G0 ×M(G0), which resembles the formula in Theorem 2.6. Such a formula is
valid for Hq(G,M) with q ≥ 1; this fact was observed by Karpilovsky for q = 2 [Kar,
page 35]. We record it as follows.
Theorem 2.7 Let G = N ⋊ G0 be a finite group, M be a Z[G]-module with triv-
ial G-actions. If gcd{|N |, |G0|} = 1, then the restriction map res : H
q(G,M) →
Hq(N,M)G0 ×Hq(G0,M) is an isomorphism for all q ≥ 1.
Proof. This result is implicit in the proof of Theorem 2.6. The details of the proof
are omitted.
An alternative proof is to use the Hochschild-Serre spectral sequence Ep,q2 = H
p(G0,
Hq(N,M)) ⇒ Hn(G,M). Since gcd{|N |, |G0|} = 1, it follows that E
p,q
2 = 0 (if p ≥ 1
and q ≥ 1) and E0,12 → E
2,0
2 is the zero map. It follows that E
p,q
2 = E
p,q
3 = · · · = E
p,q
∞ .
Hence we get a short exact sequence 0→ En,0∞ → H
n(G,M)→ E0,n∞ → 0, which splits
because gcd{|N |, |G0|} = 1. Note that E
n,0
∞ = H
n(G0,M
N ) = Hn(G0,M) because
G acts trivially on M . The map En,0∞ = H
n(G0,M
N ) → Hn(G,M) is the inflation
map. 
Remark. Let G = N ⋊ G0. Assume that N is a perfect group (but without assum-
ing gcd{|N |, |G0|} = 1), Kunyavskii proves that M(G) → M(N)
G0 × M(G0) is an
isomorphism [Ku, page 212].
We give an application of Theorem 1.5 (or Theorem 2.6) to Frobenius groups.
Recall that a Frobenius group G is a semidirect product G = N ⋊G0 satisfying that,
if σ ∈ N\{1} and g ∈ G0\{1}, then gσg
−1 6= σ. In particular, gcd{|N |, |G0|} = 1.
The subgroup N is called the Frobenius kernel of G, the subgroup G0 is a Frobenius
complement of G (see, for example, [Is, pages 181–182; Ka2]).
Theorem 2.8 Let G = N ⋊G0 be a finite Frobenius group with kernel N and comple-
ment G0. Then the restriction map res : B0(G)→ B0(N)
G0 is an isomorphism.
Proof. A Frobenius complement is a GZ-group by [Ka2, Theorem 1.4, Definition
1.5]. The classification of such GZ-groups are given in [Ka2, Theorem 2.7, Theorem
2.8, Theorem 2.9]. Applying [Ka2, Theorem 4.7, Theorem 4.10, Theorem 4.11], we
find that C(G0) is retract C-rational. In particular, B0(G0) = 0. Now apply Theorem
1.5. 
§3. The lattice method
In this section we recall several preliminaries which will be used in the proof of
Theorem 1.9.
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Theorem 3.1 ([HK2, Theorem 1]) Let L be any field and G be a finite group acting
on L(x1, . . . , xm), the rational function field of m variables over the field L. Suppose
that
(i) for any σ ∈ G, σ(L) ⊂ L,
(ii) the restriction of the action of G to L is faithful;
(iii) for any σ ∈ G, 
σ(x1)...
σ(xm)

 = A(σ)

x1...
xm

+B(σ)
where A(σ) ∈ GLm(L) and B(σ) is an m× 1 matrix over L.
Then there is a matrix (αij)1≤i,j≤m ∈ GLm(L) and βi ∈ L for 1 ≤ i ≤ m such that,
by defining
zi :=
∑
1≤j≤m
αijxj + βi for 1 ≤ i ≤ m,
we have L(x1, . . . , xm) = L(z1, . . . , zm) and σ(zi) = zi for all σ ∈ G, for all 1 ≤ i ≤ m.
Moreover, if B(σ) = 0 for all σ ∈ G, then we may choose β1 = β2 = · · · = βm = 0
in the above definition of z1, . . . , zm.
Theorem 3.2 (Saltman [Sa3, Proposition 3.6; Ka1, Lemma 3.4]) Let k ⊂ L be infinite
fields, L(x1, . . . , xm) be the rational function field of m variables over L. Then L is
retract k-rational if and only if so is L(x1, . . . , xm).
Definition 3.3 Let G be a finite group. A finitely generated Z[G]-module M is called
a G-lattice if it is a free abelian group when the G-action is forgotten. A G-lattice
M is called a permutation lattice if it can be written as M =
⊕
1≤i≤n Z · ei such
that, for all σ ∈ G and for all 1 ≤ i ≤ n, σ · ei = ej (where j depends on σ and i).
A G-lattice M is called an invertible lattice if there is some G-lattice M ′ such that
M ⊕M ′ is a permutation lattice. A G-lattice M is called a flabby lattice (or, a flasque
lattice) if H−1(H,M) = 0 for all subgroups H of G (note that H−1(G,M) is the Tate
cohomology). In the category of flabby G-lattices, we introduce a similarity relation:
Two G-lattices M1 and M2 are similar if and only if M1 ⊕ P ≃ M2 ⊕ Q for some
permutation lattices P and Q. The equivalence class containing M is denoted by [M ].
The theory of flabby lattices was developed by Swan, Endo and Miyata, Voskresen-
skii, Lenstra, Colliot-The´le`ne and Sansuc, etc. The reader can find an account of this
theory in [Sw3; Lo]. Also see [Sw2; Le].
Definition 3.4 It is known that, for any G-lattice M , there is an exact sequence of
Z[G]-modules 0 → M → P → E → 0 where P is a permutation lattice and E is
a flabby lattice [Sw3, Lemma 8.5]. We define [M ]fl = [E]. Note that [M ]fl is well-
defined. For, if 0 → M → Q → F → 0 is another resolution where Q is permutation
and F is flabby, then P ⊕ F ≃ Q⊕ E [Sw3, Lemma 8.7]. Thus [E] = [F ].
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In particular, [M ]fl = 0 if and only if there is a exact sequence of G-lattices 0 →
M → P → Q → 0 where P and Q are permutation lattices. In case [M ]fl = [E] for
some invertible lattice E, we will say that [M ]fl is invertible by abusing the notation.
Note that [M ]fl is denoted by ρ(M) in [Sw3, page 33]. We adopt the notation of
Lorenz [Lo, page 38].
Definition 3.5 Let G be a finite group,M be a G-lattice withM =
⊕
1≤i≤n Z ·ei, and
K be a field. We define K(M) = K(x1, . . . , xn) the rational function field of n variables
over K where n = rank
Z
M . Suppose that G has an action on K with KG = k (it is
permissible that G acts faithfully on K or G acts trivially on K). We define a G-action
on the field K(M) by σ(xj) =
∏
1≤i≤n x
aij
i if σ · ej =
∑
1≤i≤n aijei in M ; the action of
G on the base field K is the prescribed G-action on K. The fixed field of K(M) under
this G-action is denoted by K(M)G.
In other words, if G acts trivially on K, i.e. k = K, the G-action on K(M) =
k(x1, . . . , xn) is called a purely monomial action of G in [HK1]. If G acts faithfully on
K, i.e. G ≃ Gal(K/k), then K(M)G is the function field of an algebraic torus over k,
split by K with character module M [Vo]. In general, the action of G on K(M) is
called a purely quasi-monomial action in [HKK, Definition 1.1].
Theorem 3.6 Let K/k be a finite Galois extension of fields, G = Gal(K/k), and M
be a G-lattice.
(1) (Lenstra [Le, page 304]) K(M)G is stably k-rational if and only if [M ]fl = 0.
(2) (Saltman [Sa3, page 189]) K(M)G is retract k-rational if and only [M ]fl is invert-
ible.
Theorem 3.7 (Kang [Ka1, Theorem 5.4]) Let G be a finite group, M be a faithful
G-lattice, i.e. for any σ ∈ G\{1} σ · v 6= v for some v ∈ M . Let G act on k(M)
by k-automorphisms. Then k(G) is retract k-rational if and only if so is k(M)G for
any faithful G-lattice M (resp. for some faithful G-lattice M) satisfying that [M ]fl is
invertible.
Theorem 3.8 Let G be a finite group such that all the Sylow subgroups of G are cyclic.
Let M be a G-lattice. Then [M ]fl is invertible. Moreover, if k is an infinite field with
ζe ∈ k where e = exp(G), then both k(G) and k(M) are retract k-rational.
Proof. [M ]fl is invertible by Endo-Miyata’s Theorem [EM, Theorem 1.5; Sw2, The-
orem 3.4; Ka1, Theorem 3.5].
By [Is, Theorem 5.16, page 160], both [G,G] and G/[G,G] are cyclic groups. By
[Ka1, Theorem 5.10], k(G) is retract k-rational.
It remains to show that k(M)G is also retract k-rational. Define H = {τ ∈ G :
τ · v = v for any v ∈M}. Then M is a faithful G/H-lattice.
It is clear that all Sylow subgroups of G/H are cyclic. Hence k(G/H) is retract
k-rational by the above arguments. RegardM as a faithful G/H-lattice. Then [M ]fl is
12
invertible by Endo-Miyata’s Theorem again. Thus we may apply Theorem 3.7 to show
that k(M)G/H is retract k-rational. But k(M)G = {k(M)H}G/H = k(M)G/H . 
Theorem 3.9 Let G be a finite group, 0 → M → F → B → 0 be an exact sequence
of Z[G]-modules such that F is a finitely generated projective Z[G]-module. Suppose
that, for some positive integer e, e · B = 0. If gcd{|G|, e} = 1, then M is a projective
Z[G]-module.
Proof. This theorem is essentially a restatement of a result of Swan [Sw1, Proposi-
tion 7.1].
Write n = |G|. Find integers s and t such that sn+ te = 1.
Define a map φ : B → B by φ(b) = s · b for any b ∈ B. Note that φ is a
homomorphism of abelian groups, it is not a Z[G]-morphism.
For any σ ∈ G, define σφ : B → B by σφ(b) := σ(φ(σ−1 · b)). Note that σφ(b) =
σ(φ(σ−1 · b)) = σ(s · (σ−1 · b)) = s · b. Hence (
∑
σ∈G
σφ)(b) = ns · b = (1− te) · b = b.
Thus the Z[G]-module B is weakly projective in the sense of [CE, Proposition 1.1,
page 233]. Hence it is cohomologically trivial by [CE, Proposition 2.2, page 236].
Applying [Ri, Theorem 4.12], we find that B has homological dimension ≤ 1. But
0→M → F → B → 0 is a resolution of B. Thus M is a projective module. 
§4. Proof of Theorem 1.9
The following theorem is a special case of Theorem 1.6. We include it here for
two reasons. First, Saltman proves Theorem 1.6 by constructing a generic Galois G-
extension while our proof of Theorem 4.1 is a direct proof showing k(G) is retract
k-rational. Second, Saltman’s Theorem is the prototype of Jambor’s Theorem. A good
understanding of (a variant of) Saltman’s Theorem, i.e. Theorem 4.1, is helpful to
clarify the main idea of the proof of Theorem 1.9.
Theorem 4.1 Let G = N⋊G0 be a finite group where N is an abelian normal subgroup
of exponent e. Let k be an infinite field with ζe ∈ k. If gcd{|N |, |G0|} = 1 and k(G0)
is retract k-rational, then k(G) is also retract k-rational.
Proof. Step 1. Recall that k(G) = k(x(g′) : g′ ∈ G)G. We will work on the k-vector
space X =
⊕
g′∈G k · x(g
′) with a left G-action defined by h′ · x(g′) = x(h′g′) for any
g′, h′ ∈ G.
There is also a right G-action on X defined by x(g′) ·h′ = x(g′h′) for any g′, h′ ∈ G.
Note that, if g1, g2, g3 ∈ G, then (g1 ·x(g2)) ·g3 = g1 ·(x(g2) ·g3). Thus the group algebra
Λ := {
∑
i ai · g
′
i : ai ∈ k, g
′
i ∈ G} acts on X from the left and from the right. The
reason to introduce the right action of G on X is that it facilitate to write elements of
X in a succinct way in the sequel.
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Step 2. Consider the k-vector subspace Y =
⊕
τ∈N k · x(τ). The group N acts on
Y and this group action can be diagonalized simultaneously because N is abelian of
exponent e and ζe ∈ k.
Explicitly, define N∗ = Hom
Z
(N, 〈ζe〉) which is a Z[G0]-module defined as: for any
g ∈ G0, any χ ∈ N
∗, gχ ∈ N∗ and the character gχ is defined by gχ(τ) := χ(g−1τg)
for any τ ∈ N . Now, for any χ ∈ N∗, define w(χ) =
∑
τ∈N χ(τ
−1) · x(τ) ∈ Y . Clearly
σ(w(χ)) = χ(σ) · w(χ) for all σ ∈ N . Thus Y =
⊕
χ∈N∗ k · w(χ).
It follows that X =
⊕
χ,g k · (w(χ) · g) where χ runs all characters in N
∗ and g runs
all elements in G0. Thus k(x(g
′) : g′ ∈ G) = k(w(χ) · g : χ ∈ N∗, g ∈ G0).
Note that σ · (w(χ) · g) = χ(σ) · (w(χ) · g) for any σ ∈ N , any g ∈ G0. Also note
that w(χ) · g =
∑
τ∈N χ(τ
−1)x(τg) =
∑
τ∈N χ(τ
−1)x(g · g−1τg) = g · w(g
−1
χ).
Step 3. Define P :=
⊕
χ,g Z · (w(χ) · g) where χ ∈ N
∗ and g ∈ G0. It follows that
P =
⊕
χ,g Z · (w(χ) · g) =
⊕
χ,g Z · (g ·w(
g−1χ)) =
⊕
ψ,g Z · (g ·w(ψ)) where g ∈ G0 and
χ ∈ N∗ (resp. ψ ∈ N∗).
For any h ∈ G0, define h · (g ·w(ψ)) = hg ·w(ψ). Thus P becomes a G0-lattice. For
a fixed ψ ∈ N∗, the Z[G0]-module
⊕
g∈G0
Z · (g · w(ψ)) is isomorphic to Z[G0]. Hence
P is a free Z[G0]-module of rank equal to |N |.
Define a map Φ : P → N∗ by Φ(w(χ) · g) = χ. Note that, for any h ∈ G0,
Φ(h · (w(χ) · g)) = Φ(w(hχ) ·hg) = hχ = h ·Φ(w(χ) · g). It follows that Φ is a morphism
of Z[G0]-modules.
Define M = Ker(Φ). Then we have an exact sequence of Z[G0]-modules 0→M →
P → N∗ → 0.
Step 4. Since k(P ) = k(w(χ)·g : χ ∈ N∗, g ∈ G0) and σ ·(w(χ)·g) = χ(σ)·(w(χ)·g)
for any σ ∈ N , it is easy to see that M is the set of all “monomials” (in the variables
w(χ) · g) which are left fixed by the action of N . We conclude that k(M) = k(P )N =
k(x(g′) : g′ ∈ G)N . It follows that k(M)G0 = {k(P )N}G0 = k(G)
The above deduction that k(M)G0 = k(G) was generalized by Saltman in Theorem
4.2. It is useful in other rationality problems.
Step 5. Since gcd{|N |, |G0|} = 1 and P is a free Z[G0]-module by Step 3, we may
apply Theorem 3.9 to the sequence 0 → M → P → N∗ → 0. Thus M is a projective
Z[G0]-module also. Hence it is an invertible G0-lattice; in particular, [M ]
fl is invertible.
Since k(G0) is retract k-rational by assumption, we may apply Theorem 3.7 to
k(M)G0 . It follows that k(M)G0 = k(G) is retract k-rational. 
We record the theorem of Saltman mentioned in Step 4 of the above proof.
Theorem 4.2 ([Sa4, Theorem 3.1; Be, Lemma 2.7]) Let G = N ⋊ G0 where N is an
abelian normal subgroup of exponent e. Define N∗ = Hom
Z
(N,Z/eZ) and regard N∗ as
a Z[G0]-module where G0 acts on Z/eZ trivially. Suppose that 0→M → P → N
∗ → 0
is an exact sequence of Z[G0]-modules such that P is a permutation G0-lattice and M
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is a faithful G0-lattice. If k is an infinite field with ζe ∈ k and G0 acts on k(M) by
k-automorphisms, then k(M)G0 is stably isomorphic to k(G) over k.
Proof of Theorem 1.9.
Step 1. As in Step 1 of the proof of Theorem 4.1, define a k-vector space X =⊕
g′∈G k · x(g
′) with a left G-action. It follows that k(G) = k(x(g′)) : g ∈ G)G.
Moreover, define a right action of G on X by x(g′) · h′ = x(g′h′) for any g′, h′ ∈ G.
Thus the group algebra Λ := {
∑
i ai · g
′
i : ai ∈ k, g
′
i ∈ G} acts on X from the left and
from the right.
Similarly, for any prime number p | |N |, define a k-vector space X˜p =
⊕
g′∈G k·xp(g
′)
with a left G-action and a right G-action.
Choose any prime number p1 with p1 | |N |. Embed X into
⊕
p||N | X˜p by sending
x(g′) to xp1(g
′) for any g′ ∈ G.
Apply Theorem 3.1. We find that k(xp(g
′) : g′ ∈ G, p | |N |)G is rational over
k(x(g′) : g′ ∈ G)G = k(G). By Theorem 3.2, k(xp(g
′) : g′ ∈ G, p | |N |)G is retract
k-rational if and only if so is k(G). It suffices to show that k(xp(g
′) : g′ ∈ G, p | |N |)G
is retract k-rational.
Step 2. Consider the representation G0 → GL(Wreg) where Wreg is the regular
representation space of G0. Consider the composite map G→ G0 → GL(Wreg). Thus
we get a k-vector space X0 =
⊕
g∈G0
k ·x0(g) with a left G-action defined by τ ·x0(g) =
x0(g), h · x0(g) = x0(hg) for any g, h ∈ G0, any τ ∈ N .
Consider k(xp(g
′), x0(g) : g
′ ∈ G, g ∈ G0, p | |N |). Apply Theorem 3.1 again. We
find that k(xp(g
′), x0(g) : g
′ ∈ G, g ∈ G0, p | |N |)
G is rational over k(xp(g
′) : g′ ∈
G, p | |N |)G. By Theorem 3.2, k(xp(g
′), x0(g) : g
′ ∈ G, g ∈ G0, p | |N |)
G is retract
k-rational if and only if so is k(xp(g
′) : g′ ∈ G, p | |N |)G. It remains to show that
k(xp(g
′), x0(g) : g
′ ∈ G, g ∈ G0, p | |N |)
G is retract k-rational.
Define K = k(x0(g) : g ∈ G0). Then K(xp(g
′) : g′ ∈ G, p | |N |) = k(xp(g
′), x0(g) :
g′ ∈ G, g ∈ G0, p | |N |). We will show that K(xp(g
′) : g′ ∈ G, p | |N |)G is retract
rational over KG ≃ k(G0).
Assuming this, we find that K(xp(g
′) : g′ ∈ G, p | |N |)G is retract k-rational by
[Ka1, Theorem 4.2] because k(G0) is retract k-rational by assumption. This finishes
the proof that k(G) is retract k-rational.
In summary, our purpose is to show that K(xp(g
′) : g′ ∈ G, p | |N |)G is retract
rational over KG where K = k(x0(g) : g ∈ G0).
Step 3. Recall the notations in Definition 1.7 where N =
∏
p||N |Np and Hp =
{g ∈ G0 : gτg
−1 = τ for any τ ∈ Np}. Define N
′
p to be the subgroup of N generated
by Sylow subgroups of N other than Np. As before, define N
∗ = Hom
Z
(N, 〈ζe〉) and
N∗p = HomZ(Np, 〈ζe〉) with the natural structures of Z[G0]-modules.
We may write N∗ = ⊕p||N |N
∗
p in the sense that, for any χ ∈ N
∗
p and any σ ∈ N
′
p,
we require that χ(σ) = 1.
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For any prime number p | |N |, define a subspace Yp of X˜p by defining Yp :=⊕
τ∈Np
k · y(τ) with y(τ) defined as y(τ) :=
∑
σ xp(τσ) where σ runs over elements in
N ′p. It is easy to verify that τ
′ · y(τ) = y(τ ′τ), σ · y(τ) = y(τ) for any τ, τ ′ ∈ Np, any
σ ∈ N ′p.
Define a subspace Xp of X˜p by Xp :=
⊕
τ,g k · (y(τ) · g) where τ ∈ Np, g ∈ G0.
Note that X0⊕
⊕
p||N |Xp is a faithful G-subspace (from the left) of X0⊕
⊕
p||N | X˜p.
Apply Theorem 3.1. We find that K(xp(g
′) : g′ ∈ G, p | |N |)G = K(y(τ) · g : τ ∈ Np,
g ∈ G0, p | |N |)
G(u1, . . . , ut) for some variables u1, . . . , ut with g
′(ui) = ui for all g
′ ∈ G,
for all 1 ≤ i ≤ t. By Theorem 3.2, K(xp(g
′) : g′ ∈ G, p | |N |)G is retract rational over
KG if and only if so is K(y(τ) · g : τ ∈ Np, g ∈ G0, p | |N |)
G over KG.
In conclusion, our goal is to prove that K(y(τ) · g : τ ∈ Np, g ∈ G0, p | |N |)
G is
retract rational over KG.
Step 4. In Step 4 – Step 6, p denotes a prime divisor of |N |, which is fixed in the
discussion.
For any χ ∈ N∗p , define w(χ) =
∑
τ∈Np
χ(τ−1) · y(τ) ∈ Yp. It is not difficult to show
that τ · w(χ) = χ(τ) · w(χ) and σ · w(χ) = w(χ) for any τ ∈ Np, for all σ ∈ N
′
p.
On the other hand, write Hp = {g1, . . . , gs} with s = |Hp|. The group Hp acts
naturally on K(xp(gi) : 1 ≤ i ≤ s) and the restriction of this action to K is faithful.
By Theorem 3.1, there is a matrix A := (αij) ∈ GLs(K) such that K(xp(gi) : 1 ≤ i ≤
s) = K(u˜i : 1 ≤ i ≤ s) where u˜i =
∑
1≤l≤s αil · xp(gl) and g · u˜i = u˜i for all g ∈ Hp, for
all 1 ≤ i ≤ s.
For 1 ≤ i ≤ s and χ ∈ Np, define ui(χ) :=
∑
1≤l≤s αil ·(w(χ)·gl) ∈
⊕
τ,gK ·(y(τ)·g).
Note that ui(χ) ∈ K⊗kXp ; in fact,
⊕
i,χK ·ui(χ) =
⊕
i,τ K ·(y(τ)·gi) where 1 ≤ i ≤ s,
χ ∈ N∗p and τ ∈ Np.
Since N acts trivially on K, it is easy to verify that, if τ ∈ Np, σ ∈ N
′
p and χ ∈ N
∗
p ,
then τ · ui(χ) = χ(τ) · ui(χ), σ · ui(χ) = ui(χ).
In the next step, we will show that, if g ∈ Hp, χ ∈ N
∗
p and 1 ≤ i ≤ s, then
g · ui(χ) = ui(χ).
Step 5. First we note that, if τ ∈ Np and g ∈ G0, then y(τ) · g = g · y(g
−1τg);
similarly, if χ ∈ N∗p and 1 ≤ l ≤ s, then w(χ) · gl = gl · w(χ) because each gl ∈ Hp.
If g ∈ Hp, χ ∈ N
∗
p and 1 ≤ i ≤ s, then we have
g · ui(χ) = g ·
∑
1≤l≤s
αil · (w(χ) · gl)
=
∑
1≤l≤s
g(αil) · (g(gl · w(χ)))
=
∑
1≤l≤s
g(αil) · ((g · gl) ·
∑
τ∈Np
χ(τ−1) · y(τ))
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=
∑
1≤l≤s
g(αil) · ((g · gl) ·
∑
τ,σ
χ(τ−1) · xp(τσ))
where τ ∈ Np, σ ∈ N
′
p.
The right-hand-side of the above identity becomes∑
1≤l≤s
g(αil) · (xp(g · gl) ·
∑
τ,σ
χ(τ−1) · τσ)
= (
∑
1≤l≤s
g(αil) · xp(g · gl)) ·
∑
τ,σ
χ(τ−1) · τσ
where the right factor is an element in the group algebra Λ := {
∑
i ai · g
′
i : ai ∈ k,
g′i ∈ G} (thus we write the term as τσ, not as xp(τσ)).
Continue the computation of the right-hand-side of the above identity. We get
g(u˜i) · (
∑
τ,σ
χ(τ−1) · τσ)
= u˜i · (
∑
τ,σ
χ(τ−1) · τσ).
Note that the right-hand-side is independent of the element g ∈ Hp. We conclude
that g · ui(χ) = ui(χ) for all g ∈ Hp.
Step 6. Write G0 =
⋃
1≤j≤t hjHp where |G0| = t · |Hp| = st. Note that s and t
depend on the prime factor p; for simplicity, we will use the notation s and t instead
of s(p) and t(p).
Define uij(χ) = hj(ui(χ)) for 1 ≤ i ≤ s, 1 ≤ j ≤ t, χ ∈ N
∗
p .
Clearly
⊕
i,j,χK · uij(χ) is the induced representation space of
⊕
i,χK · ui(χ) =⊕
i,τ K ·(y(τ)·gi) in K⊗Xp. Counting the dimensions, we find that {uij(χ) : 1 ≤ i ≤ s,
1 ≤ j ≤ t, χ ∈ N∗p} is a basis of K⊗Xp. Thus K(y(τ)·g : τ ∈ Np, g ∈ G0) = K(uij(χ) :
1 ≤ i ≤ s, 1 ≤ j ≤ t, χ ∈ N∗p ).
It is not difficult to check the action of G0 on uij(χ). It is given as follows: For
any h ∈ G0, if h · hj = hj′ · g for some 1 ≤ j
′ ≤ t, some g ∈ Hp, then h · uij(χ) =
h(hj(ui(χ)) = (hj′ · g)(ui(χ)) = uij′(χ).
Step 7. Define a G0-lattice F :=
⊕
i,j,χ,pZ · uij(χ) where 1 ≤ i ≤ s, 1 ≤ j ≤ t,
χ ∈ N∗p and p | |N |. For each p | |N |, define Fp :=
⊕
i,j,χZ · uij(χ) where 1 ≤ i ≤ s,
1 ≤ j ≤ t and χ ∈ N∗p . Thus F = ⊕p||N |Fp.
By the last remark of Step 6, Fp, F are permutation G0-lattices. Moreover, K(P ) =
K(uij(χ) : 1 ≤ i ≤ s, 1 ≤ j ≤ t, χ ∈ N
∗
p , p | |N |) = K(y(τ) · g : τ ∈ Np, g ∈ G0,
p | |N |).
The action of N on uij(χ) is given as follows. If τ ∈ Np and χ ∈ N
∗
p , then
τ · (uij(χ)) = τ · (hj(ui(χ))) = (hj · h
−1
j τhj)(ui(χ))
= χ(h−1j τhj)(hj · (ui(χ))) = (
hjχ)(τ) · uij(χ).
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Similarly, if σ ∈ N ′p and χ ∈ N
∗
p , then σ(uij(χ)) = uij(χ).
Step 8. The remaining proof is similar to Step 3 – Step 5 of the proof of Theorem
4.1. Define a map Φ : F → N∗ by Φ(uij(χ)) =
hjχ if χ ∈ N∗p . Define M = Ker(Φ).
Let Φp be the restriction of Φ to N
∗
p , i.e. Φp : Fp → N
∗
p ⊂ N
∗ with Φp(uij(χ)) =
hjχ
(remember the isomorphism N∗ = ⊕p||N |N
∗
p in Step 3). Define Mp = Ker(Φp). Clearly
Φ is a morphism of Z[G0]-modules.
Since Hp acts trivially on Fp by Step 6 and Hp also acts trivially on Np, the exact
sequence of Z[G0]-modules 0 → Mp → Fp → N
∗
p → 0 can be regarded as an exact
sequence of Z[G0/Hp]-modules.
Now use the assumption that either p ∤ [G0 : Hp] or all the Sylow subgroups of
G0/Hp are cyclic. We find that Mp is a projective module over Z[G0/Hp] (when we
apply Theorem 3.9) or [Mp]
fl is an invertible lattice over Z[G0/Hp] (when we apply
Theorem 3.8). In either case, [Mp]
fl is an invertible G0/Hp-lattice. Thus it is an
invertible G0-lattice.
Step 9. Remember that N acts trivially on K. Thus K(F )N = K(M) by the same
arguments as in Step 4 of the proof of Theorem 4.1.
Since Φ(Fp) ⊂ N
∗
p and N
∗ = ⊕p||N |N
∗
p is a direct product, it follows that M =⊕
p||N |Mp.
On the other hand, all these Mp satisfy the condition that [Mp]
fl is an invertible
G0-lattice. Hence [M ]
fl is also an invertible G0-lattice.
Note that G0 acts faithfully on K. Applying Theorem 3.6, we find that K(M)
G0 is
retract rational over KG0 ≃ k(G0). Because K(M)
G0 = K(y(τ) · g : g ∈ G0, τ ∈ Np,
p | |N |)G, we reach the goal stated at the end of Step 3. 
Here is an application of Theorem 1.9.
Theorem 4.3 Let G = N⋊G0 be a finite group where N is an abelian normal subgroup
and all the Sylow subgroups of G0 are cyclic groups. If k is an infinite field with ζe ∈ k
where e = lcm{exp(N), exp(G0)}, then k(G) is retract k-rational.
Proof. By Theorem 3.8, k(G0) is retract k-rational. Apply Theorem 1.9. 
Remark. Barge shows that, if N is abelian and G0 is bicyclic, then B0(N ⋊ G0) = 0
[Ba, Theorem 3]. We don’t know, in the same situation, whether C(G) is retract C-
rational. However, if G0 has a p-Sylow subgroup which is not bicyclic, then there is a
group G = N ⋊G0 such that N is abelian and C(G) is not retract rational. See [Sa4,
page 234; Sa5, page 543]; also see the proof of Theorem 2.6 of [Ba].
§5. B0(G) can be very big
First we recall a construction of Schur covering groups of abelian p-groups.
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Theorem 5.1 ([Kar, page 90]) Let p be a prime number, n1 ≥ n2 ≥ · · · ≥ nt ≥ 1.
Define an abelian p-group Γ := Cpn1 × Cpn2 × · · · × Cpnt . A Schur covering group
G˜ of Γ may be defined as G˜ = 〈σ1, . . . , σt〉 with Z(G˜) = [G˜, G˜] and with relations
σp
n1
1 = σ
pn2
2 = · · · = σ
pnt
t = 1, [σi, σj ]
pnj = 1 for 1 ≤ i < j ≤ t.
Theorem 5.2 Let p be any prime number, n ≥ 1 be a positive integer. Let G˜ = 〈σ1,
. . ., σn+3〉 be the Schur covering group of the elementary abelian group Γ of order p
n+3
defined in Theorem 5.1. Define a subgroup H of order pn in G˜ by H = 〈[σ1, σ2][σ3, σ4],
[σ1, σ3][σ4, σ5], [σ1, σ4][σ5, σ6], . . ., [σ1, σn+1][σn+2, σn+3]〉. Define G = G˜/H. Then
B0(G) contains a subgroup isomorphic to (Z/pZ)
n.
Proof. The proof is similar to that of Theorem 2.3 in [HKKu].
Step 1. Let Z(G˜) be the center of G˜. Define N = Z(G˜)/H . N is an elementary
abelian group of order p(
n+3
2 )−n. Consider the Hochschild-Serre 5-term exact sequence,
0→ H1(G/N,Q/Z)→ H1(G,Q/Z)→ H1(N,Q/Z)G
ψ′
−→ H2(G/N,Q/Z)
ψ
−→ H2(G,Q/Z)
where ψ′ is the transgression map and ψ is the inflation map.
We claim that the image of ψ : H2(G/N,Q/Z)→ H2(G,Q/Z) is isomorphic to an
elementary abelian group of order pn.
Since G/N ≃ Cn+3p , it follows that H
2(G/N,Q/Z) is the elementary abelian group
of order p(
n+3
2 ) by [Kar, page 37].
Since N ≃ C
(n+32 )−n
p , H1(N,Q/Z) is the elementary abelian group of order p(
n+3
2 )−n.
Since N = Z(G), it follows that G acts trivially on H1(N,Q/Z), i.e. H1(N,Q/Z) =
H1(N,Q/Z)G.
On the other hand, N = [G,G]. Hence H1(G/N,Q/Z) → H1(G,Q/Z) is an
isomorphism. Thus ψ′ is an injection. It follows that the image of the restriction map
ψ : H2(G/N,Q/Z)→ H2(G,Q/Z) is a group of order p(
n+3
2 )−[(
n+3
2 )−n] = pn.
Step 2. We will show that the image of ψ : H2(G/N,Q/Z) → H2(G,Q/Z) is
contained in B0(G). Assume it. The proof of this theorem is finished.
For any bicyclic subgroup A = 〈x, y〉 of G, we will show that the composite map
H2(G/N,Q/Z)
ψ
−→ H2(G,Q/Z)
res
−→ H2(A,Q/Z) is the zero map.
Consider the following commutative diagram
H2(G/N,Q/Z)
ψ
−→ H2(G,Q/Z)
res
−→ H2(A,Q/Z)
ψ0
y
xψ1
H2(AN/N,Q/Z)
ψ˜
≃ H2(A/A ∩N,Q/Z)
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where ψ0 is the restriction map, ψ1 is the inflation map, ψ˜ is the natural isomorphism.
We claim that AN/N is a cyclic group. Assuming this claim, we find H2(AN/N ,
Q/Z) = 0 by [Kar, page 37]. Thus res ◦ψ = ψ1 ◦ ψ˜ ◦ ψ0 = 0.
It remains to show that AN/N is cyclic.
Step 3. For any bicyclic group A = 〈x, y〉 of G, we will show that AN/N is cyclic.
The proof is very similar to Step 3 and Step 4 in the proof of Lemma 2.2 of [HKKu].
Since G/N ≃ Cn+3p , we regard G/N as a vector space over the finite field Fp. Let
x¯ and y¯ be the image of x and y in G/N respectively. Thus x¯ =
∏
i σ¯
λi
i , y¯ =
∏
i σ¯
µi
i
where 1 ≤ i ≤ n + 3 and 0 ≤ λi, µi ≤ p− 1 (we adopt the multiplicative notation for
G/N).
We will perform row operations on the matrix(
λ1 λ2 · · · λn+3
µ1 µ2 · · · µn+3
)
.
In each row operation, the basis {σ¯1, . . . , σ¯n+3} will not be changed. But we may
replace the generators x, y. For example, if we replace µ1 by µ1 − aλ1 by a row
operation, then we replace of generator x, y by x, yx−a.
If AN/N is not cyclic, there will exist i, j with 1 ≤ i < j ≤ n + 3 satisfying that
A = 〈x, y〉 ⊂ G and x¯ =
∏
i≤s≤n+3 σ¯
as
s , y¯ =
∏
j≤t≤n+3 σ¯
bt
t where 0 ≤ as, bt ≤ p− 1, with
the following property
(1) ai = bj = 1 and aj = 0.
It follows that x =
∏
i≤s≤n+3 σ
as
s u1, y =
∏
j≤t≤n+3 σ
bt
t u2 for some u1, u2 ∈ N .
Since N = Z(G), the identity xy = yx is equivalent to the following identity
(2) [
∏
i≤s≤n+3
σass ,
∏
j≤t≤n+3
σbtt ] = 1.
Because Z(G) = [G,G], we find [x, yz] = [x, y][x, z], [xy, z] = [x, z][y, z] for any
x, y, z ∈ G.
From (2), we obtain
(3)
∏
j≤t≤n+3
[σi, σt]
aibt ·
∏
i+1≤s<t≤n+3
[σs, σt]
asbt−atbs = 1
with the convention bi+1 = bi+2 = · · · = bj−1 = 0.
Suppose that i ≥ 2. Note that N ≃ [G˜, G˜]/H may be regarded as a vector space
over the finite field Fp with basis {[σ1, σn+2], [σ1, σn+3], [σs, σt] : 2 ≤ s < t ≤ n + 3}.
It follows that aibj = aibj+1 = · · · = aibn+3 = 0. Hence bj = bj+1 = · · · = bn+3 = 0.
But this is impossible because bj = 1 by (1). From now on, we assume that i = 1.
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Step 4. Assume that i = 1. Since [σ1, σs][σs+1, σs+2] ∈ H for 2 ≤ s ≤ n+1, we find
that [σ1, σs] = [σs+1, σs+2]
−1 in G. Note that bn+2 = bn+3 = 0. Thus (3) becomes
(4)
∏
j≤t≤n+1
[σt+1, σt+2]
−bt ·
∏
2≤s<t≤n+3
[σs, σt]
asbt−atbs = 1.
Consider the term [σj , σt] for t ≥ j + 2. We find that ajbt − atbj = 0. Since aj = 0
and bj = 1 by (1), it follows that at = 0 for t ≥ j + 2.
In summary, we have shown that aj = aj+2 = aj+3 = · · · = an+3 = 0 and b1 = b2 =
· · · = bj−1 = bn+2 = bn+3 = 0 with a1 = bj = 1.
The identity (2) becomes∏
j≤t≤n+1
[σ1, σt]
bt ·
∏
2≤s≤j−1<j≤t≤n+1
[σs, σt]
asbt ·
∏
j≤t≤n+1
[σj+1, σt]
aj+1bt = 1,
∏
j≤t≤n+1
[σt+1, σt+2]
−bt ·
∏
2≤s≤j−1<j≤t≤n+1
[σs, σt]
asbt ·
∏
j≤t≤n+1
[σj+1, σt]
aj+1bt = 1.(5)
From (5), we find that a2 = a3 = · · · = aj+1 = 0. Thus bj = bj+1 = · · · = bn+1 = 0.
Again this is impossible because bj = 1 by (1). 
Remark. When n = 1 in the above theorem, we obtain the group G of order p9
exhibited in the papers of Saltman and Shafarevich [Sa2, page 83; Sh, page 245].
Lemma 5.3 Let p be a prime number, n1 ≥ n2 ≥ · · · ≥ nt, t ≥ 2, Γ = 〈x1〉 × 〈x2〉 ×
· · · × 〈xt〉 be a direct product of cyclic groups such that 〈xi〉 ≃ Cpni for 1 ≤ i ≤ t. For
1 ≤ i < j ≤ t, define a 2-cocycle fij : Γ × Γ → Q/Z where fij(x
I , xJ) = ζ
−ajbi
nj where
xI := xa11 x
a2
2 · · ·x
at
t , x
J := xb11 x
b2
2 · · ·x
bt
t and we adopt the multiplicative notation for
Q/Z (i.e. regard Q/Z as the group of all roots of unity in C×). Then H2(Γ,Q/Z) is
generated by the cohomology classes of these fij where 1 ≤ i < j ≤ t.
Proof. See [Kar, page 37 and 91]. Here is a simple way to understand this lemma.
Assume that t = 2. Construct the Schur covering group G˜ of Γ by Theorem 5.1.
The central extension ε : 1 → 〈c〉 → G˜ → Γ → 1 where c = [σ1, σ2] is of order p
n2
gives the 2-cocycle f12. Explicitly, define a section µ : Γ → G˜ by u(x
I) = σI where
σI = σa11 σ
a2
2 if x
I = xa11 x
a2
2 . The extension defines a 2-cocycle by u(x
I) · u(xJ) =
ε(xI , xJ) ·u(xI+J). Using the fact that σa22 σ
b1
1 = [σ1, σ2]
−a2b1σb11 σ
a2
2 , we can verify easily
ε(xI , yJ) = f12(x
I , xJ) for all I, J . 
Theorem 5.4 Let p be a prime number, n be a positive integer. Let G˜ = 〈σ1, σ2, σ3, σ4〉
be the Schur covering group of the group Γ ≃ C4pn defined in Theorem 5.1. Let H be
the cyclic subgroup of G˜ generated by [σ1, σ2][σ3, σ4]. Define G = G˜/H. Then B0(G)
contains a subgroup isomorphic to Z/pnZ.
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Proof. The strategy is similar to that of Theorem 5.2. We use the Hochschild-Serre
5-term exact sequence. As in the proof of Theorem 5.2, define N = Z(G˜)/H ⊂ G. It
is not difficult to show that the following is an exact sequence
0→ H1(N,Q/Z)G
ψ′
−→ H2(G/N,Q/Z)
ψ
−→ H2(G,Q/Z)
and H1(N,Q/Z)G ≃ (Z/pnZ)5, H2(G/N,Q/Z) ≃ (Z/pnZ)6. Hence the image of ψ is
isomorphic to Z/pnZ.
Then we claim that ψ(H2(G/N,Q/Z)) ⊂ B0(G), i.e. the composite map H
2(G/N,
Q/Z)
ψ
−→ H2(G,Q/Z)
res
−→ H2(A,Q/Z) is the zero map for all bicyclic subgroups
A of G. Since H2(G/N,Q/Z) is generated by the cohomology classes of fij (where
1 ≤ i < j ≤ 4) constructed in Lemma 5.3, it suffices to show that the image of each
fij under the composite map becomes a coboundary.
In conclusion, it remains to show that, for 1 ≤ i < j ≤ 4, resAG ◦ψ(fij) is a cobound-
ary for any bicyclic subgroup A = 〈x, y〉 ⊂ G. Remember that ψ is the inflation map
infGG/N .
Step 1. Denote by σ¯1, σ¯2, σ¯3, σ¯4 the images of σ1, σ2, σ3, σ4 ∈ G in G/N . Write σ
I
for the element σa11 σ
a2
2 σ
a3
3 σ
a4
4 where I = (a1, a2, a3, a4) with 0 ≤ ai ≤ p
n − 1; similarly
σ¯I = σ¯a11 σ¯
a2
2 σ¯
a3
3 σ¯
a4
4 .
If A = 〈x, y〉 ⊂ G is a bicyclic subgroup, then x = σIu1, y = σ
Ju2 for some
I = (a1, a2, a3, a4), J = (b1, b2, b3, b4) with 0 ≤ ai, bj ≤ p
n − 1, for some u1, u2 ∈ N .
Note that xy = yx if and only if [σI , σJ ] = 1. Expanding the commutator [σI , σJ ] and
using the definition of H , we find that [σI , σJ ] = 1 if and only if
aibj − ajbi ≡ 0 (mod p
n) for 0 ≤ i < j ≤ 4 with (i, j) 6= (1, 2), (3, 4), and(6)
a1b2 − a2b1 ≡ a3b4 − a4b3 (mod p
n).(7)
On the other hand, we can evaluate the 2-cocycle resAG ◦ψ(fij) as follows. Without
loss of generality, we may assume that A = 〈x〉 × 〈y〉 is a direct product. Thus every
element in A can be written as xc1yc2 for some non-negative integers c1, c2 (unique up
to the orders of x and y). If c1, c2, d1, d2 are non-negative integers, then
(8) resAG ◦ψ(fij)(x
c1yc2, xd1yd2) = fij(σ¯
c1I+c2J , σ¯d1I+d2J) = ζ−(c1aj+c2bj)(d1ai+d2bi)
where ζ = ζpn.
Step 2. Define a set S := {I = (a1, a2, a3, a4) : 0 ≤ ai ≤ p
n − 1}. Define an
order function ord(I) on S by ord(I) = max{c ∈ N ∪ {0} : pc divides a1, a2, a3, a4} if
I 6= (0, 0, 0, 0); if I = (0, 0, 0, 0) we define ord(I) = pn.
Return to the bicyclic group A = 〈x, y〉 with x = σIu1, y = σ
Ju2 where I = (a1, a2,
a3, a4) and J = (b1, b2, b3, b4), u1, u2 ∈ N .
If ord(I) = n = ord(J), then resAG ◦ψ(fij)(x
c1yc2, xd1yd2) = 1 for all c1, c2, d1, d2 by
(8), i.e. resAG ◦ψ(fij) is a coboundary and we are done.
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From now on, we assume that at least one of ord(I) and ord(J) is ≤ n− 1.
Step 3. Without loss of generality, we may assume that ord(I) ≤ ord(J) and
e = ord(I) with 0 ≤ e ≤ n − 1. Thus we may assume that pe|ai for 1 ≤ i ≤ 4, and
pe+1 ∤ a1 (the case when p
e+1 ∤ ai for other indices i can be treated similarly).
If e ≥ n/2, then resAG ◦ψ(fij)(x
c1yc2, xd1yd2) = 1 again by (8). Thus we may assume
that e < n/2 from now on.
We may also assume that b1 = 0. Otherwise, replace the generator y by y
a′
1x−b
′
1
where a1 = p
ea′1 and b1 = p
eb′1.
By (6), we find that b3 and b4 are divisible by p
n−e, because b1 = 0. By (7) b2 is
also divisible by pn−e.
By (8) resAG ◦ψ(fij)(x
c1yc2, xd1yd2) = ζ−c1d1aiaj , because e < n/2.
Step 4. We will show that the 2-cocycle evaluated at the end of the last step is a
2-coboundary.
Consider the cyclic group A1 = 〈x〉 ⊂ A ⊂ G. Since H
2(A1,Q/Z) = 0 by [Kar,
page 37], it follows that H2(G/N,Q/Z)
ψ
−→ H2(G,Q/Z)
res
−→ H2(A1,Q/Z) is the zero
map. Thus resA1G ◦ψ(fij)(x
c1, xd1) is a coboundary for any non-negative integers c1, d1.
On the other hand, we find that resA1G ◦ψ(fij)(x
c1 , xd1) = ζ−c1d1aiaj also by (8).
But this is a 2-coboundary by the previous paragraph. Thus there is a 1-cochain
α : A1 → Q/Z such that δ(α)(x
c1, xd1) = ζ−c1d1aiaj where δ is the differential map from
the group of 1-cochains to that of 2-cochains.
Define a 1-cochain β : A→ Q/Z by β(xc1yc2) = α(xc1). It follows that δ(β)(xc1yc2,
xd1yd2) = ζ−c1d1aiaj . Done.

Remark. In [CHKK] and [HKKu], it is proved that, if G is a group of order p5 where
p is an odd prime number (resp. a group of order 26), then B0(G) 6= 0 if and only if G
belongs to the 10-th isoclinism family (resp. G belongs to the 13-rd isoclinism family,
i.e. G = G(26, i) with 241 ≤ i ≤ 245). For these groups G with B0(G) 6= 0, it can be
shown that B0(G) ≃ Z/pZ if G is of order p
5, and B0(G) ≃ Z/2Z if G is of order 2
6.
The proof is similar to the proof in [HKKu, Theorem 5.4]. For example, in the
case when G is a group of order p5 where p is an odd prime number, choose a
normal subgroup N = 〈f1, f3, f4, f5〉 when G is the group defined in the proof of
[HKKu, Theorem 2.3]. Apply the 7-term exact sequence of Hochschild-Serre [DHW;
HKKu, Section 5]. Note that B0(G) is a non-zero subgroup of H
2(G,Q/Z)1 while
0 → H2(G,Q/Z)1 → H
1(G/N,H1(N,Q/Z)) is an exact sequence. It is not difficult
to show that H1(G/N,H1(N,Q/Z)) ≃ Z/pZ. Hence B0(G) ≃ Z/pZ.
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