We predict the free energy of van der Waals clusters (F n ) in the surface-melted temperature regime. These free energies are used to predict the bulk chemical potential, surface tension, Tolman length, and vapor pressure of noble gas crystals. Together, these estimates allow us to make definitive tests of the capillarity approximation in classical homogeneous nucleation theory. We find that the capillarity approximation underestimates the nucleation rate by thirty orders of magnitude for argon. The best available experiments are consistent with our calculation of nucleation rate as a function of temperature and pressure. We suggest experimental conditions appropriate for determining quantitative nucleation rates which would be invaluable in guiding further development of the theory. To make the predictions of F n , we develop the Shellwise Lattice Search ͑SLS͒ algorithm to identify isomer fragments and the Linear Group Contribution ͑LGC͒ method to estimate the energy of isomers composed of those fragments. Together, SLS/LGC approximates the distribution of isomers which contribute to the configurational partition function ͑for up to 147-atom clusters͒. Estimates of the remaining free energy contributions come from a previous paper in this series.
I. INTRODUCTION
The structure and dynamics of neutral, physically bound clusters containing 10 to a few hundred particles are critical to understanding homogeneous nucleation. To date, the only direct experimental probe of homogeneous nucleation is the so-called nucleation theorem. 1 It can be used to determine the size and composition of the critical nucleus, but does not provide information on cluster properties. Since experimental study of clusters in this size range has proved difficult, it is useful to develop theoretical methods.
Noble gas clusters with a broad size distribution can be readily produced using an adiabatic expansion jet. 2 Electron diffraction experiments [3] [4] [5] show that small argon clusters formed in a jet adopt 5-fold symmetry. This contrasts with the bulk ͑fcc͒ structure that is observed for clusters larger than N f cc (T). At 32 K this limit is N f cc (T)Ϸ750 atoms 3 and at 10 K, 1500рN f cc (T)р3500 atoms. 4, 5 Calculations suggest that N f cc ͑0 K͒ϭ10 5 atoms. 6 Experiments are somewhat restricted by the distribution of cluster sizes produced in jets. In addition, it is difficult to obtain size-selected neutral clusters since few experimental methods successfully separate neutral clusters beams. 7 Mass spectrometry has sufficient resolution to separate cluster beams into its components, but ionization of the clusters leads to structural changes in the clusters being studied. 8 Neutralization of size-selected ionic clusters produces a narrow size distribution of clusters, but the vibrational energy of the neutralized clusters exceeds that of thermalized clusters at the temperature of the incoming cluster beam. 9 Deflection of a neutral cluster beam with an atomic beam has been used to separate a cluster beam with atomic resolution for small clusters ͑less than 10 rare gas atoms 10 or up to 13 molecules 11 ͒. Many applications require knowledge of the properties of larger clusters. The deficiencies in the available experimental techniques necessitate theoretical approaches to study the energetics of neutral thermalized clusters.
Most cluster modeling and simulation studies use pairwise additive potentials to simplify the analysis. Even so, the 3n degrees of freedom for a cluster of n particles makes determining even the optimum structure challenging. Reviews by Hoare 12 and Farges et al. 13 summarize much of the work in finding candidates for minimum energy structures. More recently, structures have been proposed for each cluster size from 13 to 147 particles, 14 and selected clusters with as many as several thousand particles have been studied. 6, 15 Since none of these studies involved exhaustive searches for the global minimum energy, each provides only an upper bound on the minimum potential energy. However, the consensus is that the low energy structures are well understood, making it reasonable to consider the dynamics of clusters using the (3n)-dimensional surfaces based on these potentials.
Cluster thermodynamics have been studied using molecular dynamics ͑MD͒ 3, 12, [16] [17] [18] [19] and Monte Carlo ͑MC͒ 12, [19] [20] [21] [22] [23] [24] simulations, and statistical-mechanical modeling. 12, 18 All three approaches face a formidable challenge: sampling of the potential surface in sufficient detail to faithfully represent the thermodynamically accessible regions. Most approaches waste most of the effort on sampling unimportant regions. The number of local minima for a cluster of a given number of particles (n) indicates the difficulty of this task. Tsai and Jordan identified 1328 minima for the 13-particle cluster, 25 and Berry has suggested that the number of geometrically distinct minima grows exponentially with n. 26 With far too many minima for exhaustive sampling, simulations can become trapped in local potential wells. In this paper, we present an approach for simplifying this endeavor using insights gained from smaller systems to guide the modeling of larger systems.
In Sec. II we review pertinent insights ͑from simulations͒ concerning the structure of atomic clusters. In Sec. III we lay out the statistical-mechanical basis for the Shellwise Lattice Search ͑SLS͒ algorithm described in Secs. IV and V. In Sec. VI we present the linear group contribution ͑LGC͒ method used to estimate shell energies. Finally, we apply the results of SLS/LGC to the analysis of homogeneous nucleation experiments in Sec. VII.
II. STRUCTURES
The lowest energy minima of small atomic clusters have icosahedral structures. These structures were first studied by Mackay who characterized them as ''a dense noncrystallographic packing of equal spheres.'' 27 The Mackay icosahedral structures are constructed by surrounding a central atom with successively larger icosahedral shells having the same orientation of their vertices. Shell number one has twelve atoms at the vertices of the icosahedron. The second shell contains twelve atoms at these vertices plus atoms on each of the 30 edges of the icosahedron for a total of 42 atoms in the second shell ͑a grand total of 55 atoms͒. Higherorder shells have additional atoms along the edges and in the faces of the icosahedral shell. In general, the number of atoms n in a Mackay structure with N shells is
Thus, the first 8 Mackay icosahedral structures contain 13, 55, 147, 309, 561, 923, 1415, and 2057 atoms. These are called Magic Numbered Clusters. 28 For clusters intermediate in size between the magic numbers, the excess particles reside on the surface of a dense icosahedral cluster.
Dense icosahedral clusters are solidlike at low temperatures because the atoms vibrate about a single minimum on the potential surface. Of course, these structures are not crystalline solids since they lack translational invariance. Honeycutt and Andersen 16 and Berry et al. [17] [18] [19] showed that slightly above the minimum energy, there are minima having icosahedral cores with one or more atoms ''promoted'' onto the surface. Such clusters with incomplete outer layers are called surface melted clusters because the surface atoms diffuse much more rapidly than core atoms. 18 At still higher energies, the cluster samples liquidlike amorphous structures.
We have adopted the concept of inherent structures as proposed by Stillinger and Weber. 29 In this approach, the (3n)-dimensional potential surface is divided conceptually into regions corresponding to the potential wells of each of the geometrically distinguishable local minima on the potential surface. Geometrically distinguishable configurations cannot be made coincident by a combination of translation and/or rotation of the cluster and permutation of the atoms in the cluster. The structure at the bottom of the well is called the inherent structure for the well. Other configurations within a well are considered as vibrationally excited states of that well's inherent structure. For brevity we refer to the inherent structures as isomers. See Fig. 1 for an illustration of these definitions. This framework allows us to express the equilibrium thermodynamic functions for clusters as summations over isomers.
III. CONFIGURATIONAL PARTITION FUNCTION
The molar free energy for an ideal polyatomic gas,
͑2͒
is calculated 30 from the single-cluster partition function, (q) which can be separated into terms for translation ͑q tr ͒, rotation ͑q rot ͒, vibration ͑q vib ͒, degeneracy (d j ), and the Boltzmann factor,
͑3͒
The degeneracy and Boltzmann factor account for the contributions from multiple isomers 12 that are important above the melting temperature of the cluster.
Assuming that the cluster rotates rigidly and vibrates harmonically, the partition function becomes FIG. 1. Schematic potential surface illustrating the definitions of inherent structures ͑also called isomers͒ and potential wells around each isomer. For a cluster of n particles, the 3n-dimensional potential surface can similarly be divided into potential wells, each with an inherent structure of a different structure. Structures that differ only by a permutation of the atoms are indistinguishable and therefore belong to the same isomer.
where m is the mass of each particle, is the rotation symmetry number, ͕I A ,I B ,I C ͖ are the principal moments of inertia, V is the volume per cluster, k is the Boltzmann constant, R is the gas constant, and h is Planck's constant. We assume that various isomers differ mainly in their degeneracies, binding energies, and symmetry numbers. This is reasonable since the cluster mass (nm) for each isomer is conserved and the product of the principal moments of inertia (I A I B I C ) is nearly constant for these roughly spherical isomers. This assumption will be bourne out by what follows. We further assume that the vibrational frequency distribution ͕ i ͖ is barely changed by the small number of defects defining the differences between isomers. 31 Also, Eq. ͑4͒ assumes fixed volume, restricting these results to the low pressure limit. For a Lennard-Jones gas, the low pressure limit applies for total pressures much less than the characteristic pressure (D e /R e 3 ) which is about 300 atm for argon. 24 The LennardJones energy parameter (D e ) and distance parameter (R e ) are discussed further in Sec. VI.
From Eqs. ͑2͒ and ͑4͒, the free energy can be written as
where E min denotes the global minimum potential energy of the cluster.
The last term in Eq. ͑5͒, called the configurational free energy, is used to define a configurational partition function,
͑6͒
This definition differs from previous definitions 12 because of the inclusion of the symmetry number ͑ j ͒. We feel that its inclusion is justified since j is much more isomerdependent than the remainder of q rot . This inclusion greatly simplifies the accounting for rotationally equivalent isomers and estimating the rotational symmetry of individual isomers. The details appear in the appendix.
Cheng and Berry 18 ͑CB͒ published an analytic model for estimating the configurational partition function in which atoms of the outer layer of the cluster are ''promoted'' to the surface as ''floaters'' to form the various isomers. In CB, the floaters populate equivalent and noninteracting lattice sites on the cluster surface. The degeneracy d j is estimated as C i j , the binomial coefficient for i items selected from j, where j is the capacity of the shell.
While quite simple, the CB model has several serious deficiencies, several of which were acknowledged by CB. 18 1. Holes are arbitrarily restricted to the outermost layer of the cluster.
2. Rotationally equivalent configurations are counted incorrectly as distinct isomers.
3. No allowance is made for the reduction in rotational states by the point symmetry of the isomers.
4. The number of accessible sites changes as the shell is populated. 6 . Intrashell interactions among the promoted atoms ͑ne-glected in CB͒ become progressively more important as the shell becomes more densely filled.
Deficiencies 1-3 are satisfied through our method for constructing isomers and estimating degeneracies from fragments ͑Sec. IV and the appendix͒, deficiency 4 is addressed using our shellwise lattice search algorithm ͑SLS͒ to identify acceptable fragments ͑Sec. V͒, and deficiencies 5-6 are handled via our Linear Group Contribution method ͑LGC͒ to estimate the binding energy of each isomer ͑Sec. VI͒. Together, SLS/LGC generates the data needed to more accurately estimate q config ͓Eq. ͑6͔͒.
IV. THE CORE PLUS SHELL MODEL
Since the interaction potential is considered as pairwise additive, we will partition the cluster into a central core and an outer shell and then evaluate their degeneracies and energetics separately,
͑7͒
The core may contain holes due to promoted atoms, but we assume that it retains much of the structure of a Mackay icosahedral cluster. This assumption is supported by simulation results. [16] [17] [18] [19] The shell contains the promoted atoms and the atoms that would be left over after constructing the largest Mackay icosahedral cluster with all of the given atoms. In Sec. VI we describe a method for calculating the energy of interactions among shell atoms and with a dense core. We use a mean-field estimate to account for the energetics of holes in the core which is also described in Sec. VI.
The degeneracy associated with Eq. ͑7͒ is written as
where the superscript ''rot'' is a reminder that Eq. ͑8͒ overestimates the number of distinct isomers due to rotational equivalence. Rotational equivalence is a special case of permutation of equivalent atoms. No such permutation can produce distinguishable isomers. Two tasks remain: to calculate the degeneracy and energy of the core itself, and to avoid overcounting of rotationally equivalent configurations. The core, in turn, can be viewed as composed of an inner core and a full or nearly-filled outer shell. Thus, the method described in Eqs. ͑7͒ and ͑8͒ can also be applied to the core of the full cluster. This procedure can be applied recursively until the remaining atoms form a cluster for which the energy is known. ͑In practice, this is either a complete Mackay icosahedral cluster or a cluster with fewer than 13 atoms.͒ Mathematically, the procedure is as follows:
where N is the largest shell containing particles, ␣ and ␤ are shell indices, and c specifies the configuration of shell ␣. 
͒.
In the appendix we demonstrate that
where gϭ ͭ 120, for the 19-atom PIC cluster, 60, otherwise.
Polyicosahedral clusters ͑PIC͒ are rare special cases. See the Appendix for further details. The simplicity of Eq. ͑13͒ relies on the inclusion of j in the definition of q config ͓Eq. ͑6͔͒. Thus, the 2nd and 3rd deficiencies listed in Section III are much easier to address simultaneously than separately. Equations ͑6͒, ͑9͒, ͑12͒, and ͑13͒ provide a systematic form for calculating q config ,
In Sec. V we present methods to estimate the degeneracies (d ␣,c ) of the various shells. In Sec. VI we present methods to estimate the energetics of the shells (⌬E ␣,c shell ) and of the holes ͑⌬E holes ͒.
V. DEGENERACIES

A. Lattices and site filling rules (SFR)
Northby
14 used a lattice-based method to identify candidates for the minimum potential energy of clusters with partially filled outer shells and dense Mackay icosahedral cores. He used projections of the cluster surface similar to the ones in Fig. 2 . Table I From an analysis of the global minimum potential energy structures by Northby, we obtain the following generalized site filling rules ͑SFR͒: SFR 1. FC sites can be filled if the adjacent IC sites are empty. SFR 2. Edge sites can be filled if the adjacent face sites are empty and at least two of the adjacent IC sites are filled. SFR 3. Vertex sites can be filled if at least four of the five adjacent edge sites or all five adjacent face sites are filled.
Rule 1 is due to hard core repulsions between neighboring sites. Rules 2 and 3 arise because edge and vertex sites are not at local minima with respect to the core and must therefore be stabilized by other atoms in the shell.
We use the site filling rules ͑SFRs͒ to screen proposed isomers in a Monte Carlo sampling algorithm. First, configurations are generated by filling randomly selected lattice sites. Then the rules are applied to determine if the configuration is valid. If it is valid, the configuration is recorded so that its energy can be estimated. ͑See Sec. VI for the estimation procedure.͒ The ratio of the number of accepted configurations to the number of trial configurations estimates the proportion of valid configurations among the configurations in the sample space. Standard binomial statistics are used to place error estimates on that ratio. 32 In the balance of Sec. V we describe two sample spaces and corresponding sampling procedures ͑BSA and TBSA͒ which are applied to the 2nd and 3rd shells.
B. The building shell algorithm (BSA)
The simplest procedure for identifying acceptable isomers is to start with the empty lattice described above and fill some of the sites. Configurations with more filled sites than the shell capacity need not be considered. Table II gives the size of the sample space for applying this method to the 2nd through the 4th shell. Clearly, there are too many configurations to enumerate them all.
We use a Monte Carlo sampling procedure to estimate the total number of acceptable configurations and to identify particular configurations representative of the isomer distribution. Conceptually, we partition the sample space into sections with each section having the same number of filled sites ( f ) in shell ␣ and then sample from each section separately. ͑In practice, all sections were done concurrently, but each section was analyzed separately.͒ Let x c be the number of configurations of type c out of X randomly selected configurations. Configuration c has f filled lattice sites in a shell having L lattice sites. Then the estimated degeneracy of configuration c is the product of the fraction of acceptable configurations ( P c ) and the size of the sample space (S f ),
The size of the sample space (S f ) is the number of combinations of L lattice sites taken f at a time,
We report a 95% confidence interval for the composite acceptance ratio ( P) based on the Gaussian approximation to the binomial distribution ͑appropriate if min[x,XϪx]у5͒, Table III gives the number of trial configurations X and the computation time for investigations of the 2nd and 3rd shells using this building shell algorithm ͑BSA͒. An IBM RISC 6000 was used to investigate the 2nd shell. The Intel Touchstone Delta 33 computer was used for the balance of the sampling runs. Figure 3 gives the acceptance ratio ( P) for the 2nd and 3rd shells as a function of the number of filled sites ( f ) using BSA. This figure illustrates the deficiency of BSA. The acceptance ratio is too small ͑PϽ10
Ϫ6
͒ to get a statistically meaningful sample for all but the most dilute ͑f Ͻ20͒ sections. BSA is useful, however, as a check on the more practical ͑but more complicated͒ algorithm presented below and as a subroutine in that algorithm.
C. The tearing then building shell algorithm (TBSA)
Hard core repulsions between neighboring FC and IC sites ͑SFR 1͒ are the most common cause for rejecting conformations in the BSA. This suggests using a sampling algorithm which uses these repulsions to reduce the sample size (S) rather than to reject conformations. We describe this tearing then building shell algorithm ͑TBSA͒ next.
Whereas BSA began with an empty shell, each of the X iterations of the TBSA begins with a filled IC shell. First, some of the IC atoms are randomly selected for removal from the IC shell. Next, the FC sites are investigated to determine which would be free of hard-core repulsions if they were filled. Subshells with IC filled sites and FC available sites are tabulated in x(IC,FC). Then, Y iterations of the BSA are used to sample the available FC sites. Finally, SFR 2 and 3 are used to screen the composite (ICഫFC) shell conformations. Acceptable conformations of type c are tabulated in y c . As with the BSA, the estimated number of configurations is the product of an acceptance ratio ( P c ) and a sample space size (S c )
The major improvement over the BSA is the reduced sample size; however, that advantage comes at the cost of a more complicated analysis. Since the number of available FC sites is not known a priori, TBSA requires that the size of the sample space (S c ) be estimated along with the acceptance ratios ( p1,p2),
The factor in front of the braces in Eq. ͑23͒ is the number of ways of removing IC of the icosahedral atoms in the first stage of the TBSA. The term within the braces represents the number of ways of filling in FC of the available face- centered sites. We used the same approximation 32 to the binomial distribution as in Eq. ͑19͒ and standard rules for error propagation 34 in deriving the 95% confidence limits on P c and S c . Figure 4 shows that SLS identifies far fewer valid shell configurations than the CB estimate. 18 This demonstrates that properly treating the internal structure of the shells reduces the number of acceptable configurations, particularly for shells that are roughly half filled. Table III gives the number of trial configurations X and the computation time on the Intel Touchstone Delta 33 computer for investigations of the 2nd and 3rd shells using TBSA. Figure 3 gives the composite acceptance ratio,
for the 2nd and 3rd shells as a function of the number of filled sites ( f ) using TBSA. The worst acceptance ratios are Pϭ10 Ϫ5 for the 2nd shell and Pϭ10 Ϫ6 for the 3rd shell, justifying the added complexity of TBSA.
VI. ENERGETICS
A. Interaction potential
To this point, we have not specified an interaction potential between particles. The discussion and results of Sec.V are purely geometric. We have merely assumed that the particles pack like spheres and that their interactions are pairwise additive. Therefore, any two-body radial interaction potential could be used to estimate the energetics of the isomers fragments identified using BSA or TBSA. We use the Lennard-Jones potential to take advantage of previously published minimum energy structures 14 and correlations for the temperature-dependent contributions to the free energy,
ϭr/R e . ͑28͒
Some typical Lennard-Jones parameters (R e ,D e ) are tabulated 36 in Table IV .
B. Linear group contribution (LGC) method for estimating the shell energy
The lattice method described in Section V provides information which can be used to estimate the difference in energy between various configurations. In principle, each of the accepted configurations could be used as a starting point for an off-lattice energy minimization and the resulting energy could be recorded. However, Fig. 4 shows that there are far too many configurations for that approach to be practical. Instead we use a linear group contribution ͑LGC͒ method which efficiently estimates shell energies by explicitly including the main interactions, but only indirectly including more distant pairs, 
In Eq. ͑29͒, N i is the number of occurrences of the ith group and E i is the energy contribution of that group.
LGC places isomers having similar energies into the same bin. Each bin is defined to contain isomers with the same set ͕N i ͖. This is efficient since a small number of bins suffice to represent a huge number of total isomers. Each of the group contributions in the model were fitted to differences in energy between previously published minimum potential energy configurations.
14 By fitting to minimum energy configurations, we expect the energy parameters (E i ) to implicitly include contributions from non-first neighbor pairs that are not explicitly counted in the LGC model. The groups and their energy contributions are given in Table V for two potentials. Figure 5 shows that the LGC model reproduces the binding energy of Northby's structures 14 to within 1% or 0.5D e . The accuracy of this fit justifies the use of the LGC method to estimate the energy of other structures. There are slight systematic trends in the residuals due to the effect of 2nd and more distant neighbors. Thus, the precision of the shell energy estimates can be improved through the use of the ͑pub-lished͒ minimum energy configurations,
For this reason, the LGC method is used to estimate energy differences between clusters with different surface shells.
Recall that E shell is the energy of interaction among the shell atoms and with a dense core. Hole effects are covered below.
Although the LGC parameters are fitted to Eq. ͑30͒, they have physical interpretations. The intershell interaction terms reflect the interactions between shell atoms and a dense core. The FC/FC, IC/IC, and edge/vertex terms reflect intrashell interactions. There is no edge/face interaction term since configurations containing such interactions have high energies due to hard-core repulsions. ͑E e/ f would be very large and positive, which is the basis for SFR 1.͒ There is no separate face/vertex interaction term since its energetics are confounded by the requirement that a vertex atom be surrounded by all five face atoms. The corresponding edge/ vertex interaction is not confounded since four edge atoms are sufficient to support a vertex atom ͑SFR 3͒.
Two subtle effects lead to contributions from fivemembered rings. The first effect involves the loss of one easy TABLE V. Linear group contribution ͑LGC͒ parameters (E i /D e ) for two potentials. The parameters based on the Lennard-Jones potential are similar to those based on the square-well potential, indicating that the LennardJones-based pareameters are dominated by first-neighbor interactions. degree of freedom for the relaxation of atoms within the shell. For five atoms in a ring, there are five pairs of which any four pairs can relax across the saddles between lattice sites. Simultaneous relaxation of the 5th pair would shorten the circumference of the ring causing all five atoms to ''climb'' the hard core of the vertex particle's potential. This implies that all five pairs cannot simultaneously reduce the cluster energy by relaxing across a saddle. Therefore, the first effect tends to make the five-membered ring contribution negative. The second effect involves 2nd neighbors.
Since the number of five-membered rings correlates with the number of distant pairs ͑which are not explicitly included in the LGC method͒, the five-membered ring contributions include this positive effect. Therefore, the five-membered ring group contributions are a balance between these competing effects.
C. Hole energy
We use a mean-field approach to calculate the interaction energy between holes in shell ␣ and the atoms in shell ␤ ͑E ␣,␤ shell/holes ͒. For each of the h ␣ holes in shell ␣, we use the average energy of interaction ͑⑀͒ between particles at the L ␣ lattice sites in shell ␣ and particles at all of the L ␤ lattice sites in shell ␤. The distances (r t,u ) between the hole sites (t) and particle sites (u) are estimated using the corresponding distances between particles in minimized dense clusters.
Conceptually useful subsets of the isomer distribution can be characterized by the total number of holes (h),
and the total number of particles (n),
Since the relative orientations of shells ␣ and ␤ do not appear in Eq. ͑31͒, this is a mean-field estimate. Values for E ␣,␤ shell/holes are summarized in Table VI .
D. Distribution of inherent structures
The LGC method along with the mean-field estimate for the hole interaction energy can be used to generate the distribution of cluster inherent structures from the purely geometric data in Section V. We will illustrate using the 55-atom cluster because we can compare with other detailed studies. 18, 24, 38, 39 With zero holes ͑hϭ0͒, there is only one unique minimal structure, with a rotational symmetry number of 60. With one hole ͑hϭ1͒, the hole can reside at a vertex site in the first shell or at an edge or vertex in the second shell. Furthermore, the promoted atom can occupy one of 20 centered local minima or 60 off-center local minima in the third shell. This gives rise to six additional groups of structures. ͑See Table VII .͒ The off-lattice energies for four of these isomers have been calculated explicitly by Doye and Wales. 39 Their values are reproduced in Table VII and are consistent with the previously stated accuracy of the LGC method. ͑Ϯ0.5D e ͒. Allowing additional holes leads to a huge number of inherent structures with higher energies. Figure 6 shows the convergence of the SLS/LGC method for the 55-atom cluster as a function of the maximum number of holes. To interpret Fig. 6 , note that ͑EϪE min рnkT b /2Ϸ21D e ͒ corresponds to the normal boiling point. Thus a maximum of six holes is sufficient to generate the classically accessible structures at the normal boiling point. Our results are similar to Ref. 38 ͑based on simulated quenching͒ with the differences arising from our inclusion of the rotational symmetry number and from the finite sample generated by quenching. Also shown is the prediction of the CB model. 18 By ignoring the structure of the various shells, this model tends to over-estimate the number of inherent structures, particularly for non-magic-numbered clusters. It should be noted that Cheng and Berry chose to apply their model only to magic number clusters. Subsequent modeling studies should be tested on magic number and nonmagic number clusters to avoid this bias. Figure 7 shows the cumulative distribution of structures as a function of binding energy for clusters having 15 to 140 atoms. ͑For clarity, only every fifth cluster size is shown.͒ Up to six holes ͑hр6͒ were used in generating these structures. Although a huge number of isomers are observed, the total falls far short of a simple extrapolation of the Tsai and Jordan results for nр13. 25 As pointed out by Doye and Wales, 38 this observation suggests that there are additional isomers at higher energies but that these structures are not thermally accessible at reasonable temperatures.
In Sec. V, we argued that there are too many shell configurations to enumerate them all; however, it is conceivable that, in some cases, all of the bins of configurations were identified. This is possible since configurations with similar energies were binned together. Our sampling was sufficient to contain the minimum energy structures as reported by Northby 14 for the following ranges: 13рnр30, 41рnр63, and 140рnр147. This suggests that most of the structures in these size ranges have been identified. In the intermediate ranges, there are simply too many structures to expect an undirected search to find most of the structures in the time available. Still, sampling is sufficient to represent the distribution of structures. Since only a small fraction of low energy structures seem to contribute to the configurational partition function, improved estimates for q config could be obtained using the LGC method and an acceptance sampling Monte Carlo algorithm.
VII. DISCUSSION AND APPLICATIONS
A. Extrapolation to bulk properties
In a previous paper, 35 we showed that a quadratic fit to a plot of free energy per particle (F/n) versus n Ϫ1/3 yields estimates for the bulk chemical potential ͑ 0 ͒, bulk surface tension ͑ 0 ͒, and Tolman length ͑␦͒,
͑34͒
The Tolman length gives the first correction to the surface tension ͑͒ due to the radius of curvature (r),
The molecular volume (v) is assumed to be constant to be consistent with the assumed form for the partition function ͑4͒.
We calculated cluster free energies (F) using Eq. ͑5͒ and the following estimates ͑from a previous paper in this series 35 ͒ for the binding energy ͑E the zero point energy (E zp ),
͑38͒ the product of the principal moments of inertia (I A I B I C ),
and the vibrational free energy ͑F vib ͒,
Planck's constant (h) in Eqs. ͑37͒, ͑38͒, and ͑40͒ should not be confused with the number of holes in a cluster. The binding energy estimate Eq. ͑36͒ is based on minimum energy structures for large clusters. 40 We use it to estimate bulk properties. For smaller clusters, ͑nр147͒ tabulated values were used. 14 The characteristic values char , I char , and T char are defined and tabulated for four noble gases in Table IV . Although Eqs. ͑38͒, ͑39͒, and ͑43͒-͑45͒ were based on magic-numbered clusters, 35 we have used Eq. ͑38͒ and ͑43͒-͑45͒ as interpolating functions by inverting ͑1͒ to give values for N for clusters containing arbitrary numbers of particles (n) and have used a linear interpolation in Eq. ͑39͒. Figure 8 shows polynomial fits to the free energy of argon clusters at several temperatures as motivated by Eq. ͑34͒. Also shown are the asymptotic polynomials which were used to determine bulk properties. Note that translation and rotation contribute terms of order ln(n)/n, which are negligible in the large n limit. Table VIII summarizes the estimated bulk properties of four noble gases and Table IX gives polynomial fits to the cluster free energies for use by the reader. ͑Tables of cluster free energy as a function of temperature and cluster size are too extensive to publish.͒ Since the bulk properties listed in Table VIII were not used to determine the parameters in the atomic potential, 36 they can be used to check the potential. The chemical potential relative to the ideal gas at 0 K and zero pressure is related to the vapor pressure as follows: 30 FIG. 8. Calculated free energy per particle vs n Ϫ1/3 for argon as motivated by Eq. ͑34͒. The intercept is the bulk chemical potential, the slope at the origin is proportional to the surface tension, and the curvature is related to the Tolman length. 
͑46͒
We compare vapor pressures calculated using the estimated bulk chemical potential ͑Table VIII͒ with experimental data 41, 42 in Fig. 9 . The agreement is excellent up to about 60% of the normal boiling point. We overestimate the vapor pressure at the boiling point by about 30%, probably due to the harmonic approximation that tends to underestimate the entropy of the solid at elevated temperatures.
Figures 10 and 11 compare the calculated surface tension and Tolman length with the available data. [43] [44] [45] Based on these comparisons with experimental data, we are confident in applying SLS/LGC to noble gas clusters up to 60% of the normal boiling point.
B. Homogeneous nucleation rates
As a further application of SLS/LGC, we will use the thermodynamic data in Table VII and the cluster free energies calculated using Eq. ͑5͒ to predict the flux of nuclei J from a super-saturated vapor. According to classical theory, 46 ,47 the flux (J n ) of clusters through a size (n) is
where ␣ n is the accommodation coefficient ͑commonly assumed to be unity͒, ␤ is the flux of monomers through a unit area, A n is the surface area of the cluster, C n is the number concentration, and E n is the frequency of monomer evaporation from an n-mer. To determine E n , we follow the approach of Katz. 47 Applying detailed balancing at full thermodynamic equilibrium yields
Assuming that the evaporation rate is independent of the vapor conditions leads to the following estimate for E nϩ1 :
Substituting Eq. ͑49͒ into Eq. ͑47͒, TABLE IX. Free energy per particle based on quadratic fits as in Fig. 8 . This data is provided as a concise summary of the cluster free energies which are used in Sec. VII, but are too exhaustive to reproduce. 
͑50͒
multiplying and dividing by ͑␤ eq /␤͒ n , and rearranging gives
͑51͒
For steady state nucleation, J 1 ϭJ 2 ϭ•••ϭJ n ϭJ. Summing Eq. ͑51͒ over n yields
͑52͒
From the kinetic theory of gases,
where P is the monomer pressure and S is the saturation ratio. By the law of mass action, C n eq ϭC 1 eq exp͑Ϫ⌬G n /kT͒, ͑55͒
⌬G n ϭF n Ϫn bulk . ͑56͒
Finally, using Eqs. ͑54͒ and ͑55͒ and allowing b to become large gives the desired form for the nucleation rate,
.
͑57͒
We use the molar volume (v) to estimate the cluster surface area,
͑58͒
When evaluating ⌬G n , it is common to assume that the bulk surface tension applies to the cluster. This is the capillarity approximation,
Previous workers 48, 49 have compared nucleation rates for argon based on cluster calculations with rates based on the capillarity approximation. Hoare, Pal, and Wegener 48 performed calculations using only the minimum energy structure for each cluster which limits the results to the purely solidlike ͑low temperature͒ limit. Garcia and Torroja 49 used a purely classical calculation scheme which neglects zeropoint energy contributions to the cluster energy. In both studies, it was unclear whether the comparison tested the capillarity approximation, the model potential used for the cluster calculations, or the simplifying assumptions employed.
We use the extrapolations discussed above to make an internally consistent test of the effect of the capillarity approximation since both our cluster calculations and our estimated bulk properties are based on the same model potential. Furthermore, we verified the model potential using vapor pressure, surface tension, and Tolman length predictions. ͑See Sec. VII A.͒ The most limiting assumption used in our calculation of the free energy ͑5͒ is the harmonic approximation for the vibrational modes. As stated earlier, this approximation is justified up to about 0.6T b . Therefore, we are able to make definitive tests of the capillarity approximation. Figure 12 shows that the nucleation rate of argon as estimated using cluster calculations is 30 orders of magnitude faster than the capillarity estimate. The discrepancy decreases somewhat with increased temperature.
Despite the discontinuities in the free energy as a function of cluster size ͑Fig. 8͒, the nucleation rate is a smooth function of the saturation ratio (S). ͑See Fig. 12 .͒ This is 
FIG. 12. Nucleation rate (J) as a function of saturation ratio ͑Sϭ P/ P
vap ͒ for argon. The dotted lines are based on the capillarity approximation using the surface tension extrapolated from the clusters calculations. Therefore, this is an internally consistent test of the capillarity approximation. We find that the capillarity approximation leads to an underestimate of the nucleation rate by O͑10 because the nucleation rate is determined by a summation of terms along a path through cluster space. Although the individual terms are not smooth with respect to their neighbors, each varies smoothly with S. Therefore, the path sum ͑nucle-ation rate͒ is a smooth function of S even though the path is a discontinuous function of cluster size. Since the details of the cluster free energy function are not reflected in the nucleation rate, subsequent modeling studies will be able to concentrate on a few cluster sizes and interpolate the data. This will be a huge savings in effort compared to the exhaustive work presented here.
Figures 13 and 14 depict loci of constant nucleation rate as a function of temperature and partial pressure for four noble gases. These curves are bounded due to the limit of applicability of the model (Tр0.6T b ) and the range of cluster sizes studied. In order to avoid truncation errors, we only report nucleation rates based on ͑57͒ if the summation is dominated by clusters of 17 to 135 atoms. The equilibrium vapor pressure curve calculated using Eq. ͑46͒ is also shown in Figs. 13 and 14 . The nucleation rate vanishes at the equilibrium curve.
Previous calculations for argon 48, 49 yielded somewhat higher rates. Most of the discrepancy is due to the use of a formula that is larger than Eq. ͑57͒ by a factor of S. It is now commonly accepted that Eq. ͑57͒ is the correct form. 46 The available data for argon nucleation, reproduced in Figs. 13, is based on onset determinations. [50] [51] [52] [53] [54] Several researchers determined a locus of points that mark the detection limit of nucleation for their apparatus. A given researcher's detection limit should be relatively insensitive to operating conditions, so each data set in Fig. 13 should follow one of our curves of constant nucleation rate. Since none of them report estimates of their detection limit, only qualitative comparisons are possible. The data by Pierce et al. 50 and Wu et al. 53 are generally consistent with our calculations. Error bars on Pierce's data are the author's. Wu's data center on our curve for 10 Ϫ10 cm Ϫ3 s Ϫ1 with a scatter of Ϯ3 K, suggesting the experimental uncertainty in those trials. Calculated nucleation rates in this temperature range dif- fer by 10 orders of magnitude. Realistic detection limits for nucleation in jets are O͑10 10 cm Ϫ3 s͒. The data by Stein 52 and by Steinwandel and Buchholz 54 is too near the saturation curve to be consistent with the current results. ͑This would imply a sensitivity of roughly 10 Ϫ40 cm Ϫ3 s
Ϫ1
.͒ The error bars on the latter data set are estimated from Fig. 5 51 imply enormous saturation ratios which seem unlikely in light of this work.
Detailed comparisons with experiments await quantitative nucleation rate measurements for noble gas vapors. Previous experiments have used argon because it is inexpensive and available in very high purity. However, argon has the disadvantage of requiring extremely low temperatures to initiate nucleation. Figures 14͑a͒ and 14͑b͒ show that neon and krypton also require extreme conditions. Future experiments may benefit from the more accessible range of pressures and temperatures appropriate for xenon as depicted in Fig. 14͑c͒ . We predict reasonable nucleation rates for xenon vapor at a few tens of Torr at liquid nitrogen temperature ͑77 K͒. At these conditions, it should be possible to use a fixed volume apparatus rather than the continuous flow methods used previously for argon. ͑See Ref. 55 for brief descriptions of various nucleation apparatus.͒ Using a fixed volume would offset the higher cost of xenon. Quantitative nucleation rate measurements for xenon would be invaluable in guiding theoretical work in nucleation theory.
Fortunately, the 19-atom PIC structure is the only structure which has both an ambiguous core assignment and a favorable binding energy. The other PIC structures presented by Farges et al. 57 have centers of symmetry which are coincident with the center of symmetry of one of its constituent icosahedra. One can construct other PIC structures with ambiguous core assignments, but none of them have large enough binding energies to contribute significantly to q config due to the Boltzmann weighting in Eq. ͑6͒. Therefore, we consider the 19-atom PIC structure as a special case and neglect the error in the estimates of the symmetry numbers of other PIC structures with ambiguous core assignments.
Case 3: Cores containing holes
For clusters containing holes, two ͑or more͒ shells lack some of the symmetry of the core before the promoted atoms left the core. The same argument used in Case 1 can be used here if A is defined as the group of proper rotations of the core before the promoted atoms left the core and B is defined as the group of proper rotations of the composite shell composed of all incomplete shells. Therefore, Eq. ͑A2͒ also applies for clusters containing holes.
