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a b s t r a c t
We consider the problem of partitioning the vertex-set of a graph into four non-empty sets
A, B, C,D such that every vertex of A is adjacent to every vertex of B and every vertex of C is
adjacent to every vertex of D. The complexity of deciding if a graph admits such a partition
is unknown.We show that it can be solved in polynomial time for several classes of graphs:
K4-free graphs, diamond-free graphs, planar graphs, graphswith bounded treewidth, claw-
free graphs, (C5, P5)-free graphs and graphs with few P4’s.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Given a four-vertex graph H , an H-partition of a graph G is a partition of its vertex-set into four nonempty sets A, B, C,D
such that the adjacency between vertices placed in distinct parts satisfies constraints given by the edges of the model graph
H . HereH is a complete graphwith vertex-set {A, B, C,D}, where each edge XY ofH is either full, dotted or non-constraint and
represents an adjacency constraint in G between the corresponding two parts X and Y , as follows: a full edge XY represents
that every vertex of X is adjacent to every vertex of Y ; a dotted edge represents that every vertex of X is non-adjacent to
every vertex of Y ; and a non-constraint edge represents that there is no adjacency constraint between the vertices of X and
the vertices of Y . When the input also includes, for each vertex v, a nonempty list L(v) ⊆ {A, B, C,D} of sets where v is
allowed to be placed, then this problem is called the list H-partition problem.
One particular interesting case of H-partition is the skew partition problem, where the model graph has a full edge AB,
a dotted edge CD and all other edges are non-constraint. The concept of skew partition was introduced by Chvátal [6] in the
context of perfect graphs and plays a key role in the proof of the Strong Perfect Graph Conjecture [5]. The first polynomial-
time algorithm for testing whether a graph admits a skew partition was given in [9] and actually solves the list skew
partition problem.More recently, a much faster polynomial-time algorithm for the skew partition problemwas presented
in [14], without using lists.
All H-partition problems have been shown to be solvable in polynomial time, with just one exception, the so-called
2K2-partition problem [7], whose complexity remains open; this is the H-partition problem where the model graph has
two full edges AB and CD and all other edges are non-constraint. It must be noted that the list 2K2-partition problem is
NP-complete [10].
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Much work has been done recently on the 2K2-partition problem, by trying to find a polynomial-time algorithm to
solve it or to determine structural properties of graphs that have a 2K2-partition. First, the so-called nonempty-part list
2K2-partition problemwas considered, where the input consists of a graph G and four vertices xa, xb, xc, xd ∈ V (G) and the
question is whether G admits a 2K2-partition (A, B, C,D) such that xa ∈ A, xb ∈ B, xc ∈ C and xd ∈ D; but it was proved that
even this special case of list 2K2-partition problem is NP-complete [4,10]. So one should not try to obtain a polynomial-
time algorithm for 2K2-partition by solving all n4 possible instances of nonempty-part list 2K2-partition. Second, the
2K2-partition problemwas shown to be polynomial-time solvable for C4-free graphs, circular-arc graphs, spiders, P4-sparse
graphs, and bipartite graphs, and there is a class that separates 2K2-partition from list 2K2-partition problemwith respect
to complexity [8].
Herewe prove that the 2K2-partition problem can be solved in polynomial time for K4-free graphs, diamond-free graphs,
planar graphs, graphswith bounded treewidth, claw-free graphs, (C5, P5)-free graphs and (q, q−4) graphs, for fixed q (these
classes will be defined below). We also show some structural properties related to this problem.
2. Preliminaries
Let G = (V , E) be a non-directed simple graph. For any vertex u of G, the neighbourhood of u is the set N(u) =
{v ∈ V : (u, v) ∈ E}, the closed neighbourhood of u is the set N[u] = N(u) ∪ {u}, and the non-neighbourhood of u is
N(u) = {v ∈ V \ u : v ∉ N(u)}. If X ⊆ V , then N(X) denotes the set ∪u∈X N(u) \ X and N(X), the set ∪u∈X N(u) \ X . The
complement graph of G = (V , E), denoted by G, is the graph (V , E), where (u, v) ∈ E if and only if u ≠ v and (u, v) ∉ E. The
subgraph of G induced by a subset V ′ of V is the graph (V ′, E ′), where (u, v) ∈ E ′ if and only if (u, v) ∈ E and u, v ∈ V ′; this
subgraph is denoted by G[V ′].
Given a set X ⊂ V , a vertex v ∈ V \ X is complete to X if it is adjacent to every vertex of X , and anticomplete to X if it has
no neighbour in X . A set Z ⊆ V is homogeneous if every vertex of V \ Z is either complete or anticomplete to Z .
A stable set is a set of pairwise non-adjacent vertices. A clique is a set of pairwise adjacent vertices.Wedenote the complete
graph with q vertices by Kq and the complete bipartite graph with sides of size p and q by Kp,q. A star is a graph with vertices
u, x1, . . . , xk and edges ux1, . . . , uxk. A 2K2 is the graph ({a, b, c, d}, {ab, cd}), i.e., four vertices that induce two disjoint
edges.
Proposition 1. If any of the following situations occurs, we can answer in polynomial time if a graph G = (V , E) has a 2K2-
partition or not.
O1. |V | ≤ 3;
O2. G is not connected;
O3. G is a star.
Proof. In cases (O1) and (O3), it is easy to check that G does not have a 2K2-partition. In case (O2), G has a 2K2-partition if
and only if it has exactly two components G1,G2 and the complement of each component is not connected. This can easily
be tested in polynomial time. 
From here on, we assume that none of (O1)–(O3) occurs.
A universal pair is a pair {u, v} of vertices such that V \ {u, v} ⊆ N(u) ∪ N(v). It is easy to decide if G has a universal
pair, by testing every pair. Moreover, if {u, v} is a universal pair, then G has a 2K2-partition (A, B, C,D), where A = {u}, B =
N(u), C = {v} and D = N(v) \ N[u] (if D is empty, remove a neighbour of v from B and put it in D; this is possible because
G is not a star). This idea is from [8]. We generalize it here as follows. A vertex u is called nice if either u has at most one
non-neighbour, or G[N(u)] is disconnected, or there exists a vertex v ∈ N(u) such that N(u) ⊆ N(v). Note that if {u, v} is a
universal pair, then u and v are nice vertices.
Proposition 2. Suppose that a graph G does not satisfy (O1)–(O3). Then:
– If G has a nice vertex, then G has a 2K2-partition.
– If G has a universal pair {u, v}, then u and v are nice vertices.
– If G is not connected, then G has a universal pair.
Proof. – Suppose that G has a nice vertex u. If either N(u) ≤ 1 or there exists v ∈ N(u) such that N(u) ⊆ N(v), then there is
a universal pair {u, v} (remember that G is connected and is not a star). If G′ = G[N(u)] is disconnected, thenwe set A = {u},
B = N(u), C = C ′ and D = V (G′) \ C ′, where C ′ is any component of G′. Clearly, (A, B, C,D) is a 2K2-partition of G.
– IfG has a universal pair {u, v}, then clearly u and v are nice vertices, by the definition of universal pairs and nice vertices.
– If G is not connected, let u and v be two vertices that lie in distinct components of G. Then {u, v} is a universal pair
of G. 
Proposition 3. If G has a 2K2-partition in which one of the parts is a clique, then G has a nice vertex.
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Proof. Let (A, B, C,D) be a 2K2-partition of Gwhere A is a clique. Let u ∈ A and define A′ = {u} and B′ = B∪(A\{u}). Clearly,
(A′, B′, C,D) is a 2K2-partition of G. Suppose that C ⊆ N(u). Pick any v ∈ C and define B′′ = B′ ∪ (C \ {v}) and C ′ = {v}.
Then (A′, B′′, C ′,D) is a 2K2-partition. Note that N(u) = D \ N(u). If |D \ N(u)| ≤ 1, then u is a nice vertex. Otherwise, some
vertex v ∈ N(u) is adjacent to all vertices in N(u), and again u is nice. Now suppose that C ⊈ N(u). Likewise, suppose that
D ⊈ N(u). Define B′′ = B′ ∪ (N(u)∩ (C ∪D)), C ′ = C \N(u) and D′ = D \N(u). Then (A′, B′′, C ′,D′) is a 2K2-partition. Note
that N(u) = C ′ ∪ D′ and, trivially, G[C ′ ∪ D′] is disconnected. Thus, u is a nice vertex. 
Since it is easy to decide if G has a nice vertex in polynomial time, in addition to (O1)–(O3), we also assume that the
following does not occur:
O4. G has a nice vertex.
In most of the following sections, given a graph G, we solve the 2K2-partition problem by constructing, for each vertex v
ofG, a list of size atmost two containing partswhere v canbeplaced. Then, the problemcanbe reduced to the 2-satisfiability
problem and, consequently, is polynomially solvable.
3. K4-free graphs and diamond-free graphs
A diamond is a complete graph on four vertices minus one edge. In this section, we show how to decide in polynomial
time whether a K4-free or diamond-free graph G has a 2K2-partition. We first prove the following:
Theorem 1. One can decide in polynomial time if a graph G has a 2K2-partition (A, B, C,D) such that B and C are stable sets.
Proof. Here is an algorithm to do this. Let b, c be any pair of vertices of G. We want to decide if there exists a 2K2-partition
such that B and C are stable sets and b ∈ B and c ∈ C . If the answer is yes, then the answer to the original problem is also
yes. Otherwise, we repeat the procedure for a different pair of vertices of G. If we obtain the answer no for all pair of vertices
of G, then the answer to the original problem is also no. The algorithm then runs in time O(n3). So, put b in B and c in C . Let
w be any vertex in V \ {b, c}. Initially, set the list ofw to be {A, B, C,D}. Ifw is adjacent to b, then remove B from the list of
w, else remove A from its list. Likewise, if w is adjacent to c , then remove C from the list of w, else remove D from its list.
This way, all the lists have size two, so the problem can be reduced to 2-satisfiability and therefore solved in polynomial
time. 
Corollary 1. One can decide in polynomial time whether a K4-free graph or diamond-free graph G has a 2K2-partition.
Proof. Let G be any K4-free or diamond-free graph and suppose that it has a 2K2-partition (A, B, C,D). As usual, we assume
that (O1)–(O4) do not hold. Since (O4) does not hold, we know that each of A, B, C,D contains at least two vertices. If none of
A and B is a stable set, then there is a K4 induced by two adjacent vertices from A and two from B. Consequently, ifG is K4-free,
at least one of A, B is a stable set, and similarly at least one of C,D is a stable set. Now, suppose that G is diamond-free. We
know that none of A, B, C,D is a clique, for otherwise, by Proposition 3, (O4) would occur. Let b, b′ be non-adjacent vertices
of B. If A is not a stable set, then b, b′ and two adjacent vertices of A induce a diamond, a contradiction. So, A is a stable set.
Similarly B, C , and D are stable sets, and the result follows from Theorem 1. 
4. Planar graphs
Theorem 2. One can decide in polynomial time whether a planar graph G has a 2K2-partition.
Proof. Let G be a planar graph and suppose that it has a 2K2-partition (A, B, C,D). Since G is planar, it contains no K3,3 as a
subgraph, so one of A, B has size at most two, and consequently is a stable set of size two (for otherwise, it is a clique, and
by Proposition 3, (O4) holds); and the same holds for C,D. Then the result follows from Theorem 1. 
5. Graphs with bounded treewidth
A k-tree Gwith n vertices is either the clique with k vertices or is obtained from a k-tree G′ with n− 1 vertices by adding
a new vertex adjacent to a clique of size k of G′. A partial k-tree is a graph that has a k-tree as a supergraph. For a survey on
treewidth and related results, we refer the reader to [2]; for an overview on equivalent notions, we refer to [3]. It is well
known that every graph Gwith treewidth at most k is a partial k-tree.
Theorem 3. For fixed k, one can decide in polynomial time whether a graph G with treewidth at most k has a 2K2-partition.
Proof. Suppose that there exists a 2K2-partition (A, B, C,D) of G. Since G is a partial k-tree, every induced subgraph of G has
minimum degree at most k. Then at least one of A and B has size at most k, and the same holds for C and D. So, we can find
such a partition as follows. For each i, j = 1, . . . , k, let A and C be disjoint subsets of size i and j respectively. If every vertex
of V \ (A ∪ C) is complete to A or to C , and at least one is complete to A and another is complete to C , then answer that G
has a 2K2-partition. Else, answer that it does not. 
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6. Claw-free graphs
A claw is a graph with four vertices a, b, c, d and three edges ab, ac, ad. Let G be a claw-free graph. We denote the size of
a maximum stable set in G by α(G).
Lemma 1 ([8]). Let G be a graph with α(G) ≤ 2. Then G has a 2K2-partition if and only if G has a universal pair.
Lemma 2. Let G be a claw-free graph. If α(G) ≥ 5, then G has no 2K2-partition. If α(G) ≤ 2, then G has a universal pair and,
consequently, it has a 2K2-partition.
Proof. First suppose that α(G) ≥ 5 and G has a 2K2-partition (A, B, C,D). Let u1, . . . , u5 be five pairwise non-adjacent
vertices of G. By the pigeonhole principle, at least three of them lie in one of A ∪ B and C ∪ D, say u1, u2, u3 lie in A ∪ B.
Moreover, since A is completely adjacent to B, we may assume that they lie in A. Let b be any vertex in B. Then {b, u1, u2, u3}
induces a claw in G. So G does not have a 2K2-partition.
Now suppose that α(G) ≤ 2. If α(G) = 1, then G is a clique so it has a universal pair. If α(G) = 2, let u, v be two
non-adjacent vertices of G. Then {u, v} is a universal pair, and the result follows from Lemma 1. 
Theorem 4. One can decide in polynomial time whether a claw-free graph has a 2K2-partition.
Proof. Here is an algorithm that decides if G has a 2K2-partition (A, B, C,D). Wemay assume that (O1)–(O4) do not hold. By
the preceding lemma, we may assume that α(G) is equal to 3 or 4 (note that we can decide whether α(G) ≤ 4 by checking
all subsets of size at most 5, which takes time O(n5)). The general idea is to first place some vertices in B and C and then,
for every remaining vertex v, to construct a list of parts into which v can be put; we will see that this can always be done in
such a way that all such lists have size at most two. So let S = {v1, v2, v3} be a stable set of size three in G. We define the
sets:
Ni = N(vi) \ (N(vj) ∪ N(vk)) (for {i, j, k} = {1, 2, 3}),
Ni,j = {u ∈ N(vi) ∩ N(vj)} (for i, j ∈ {1, 2, 3}, i ≠ j),
N = N(S).
Observe that:
1. There are no edges between Ni and Nj,k, for {i, j, k} = {1, 2, 3}:
2. N(x) ∩ N1,2 is a clique, for all x ∈ Ni,3, i = 1, 2.
Let {i, j, k} = {1, 2, 3}. If (1) does not hold, there are adjacent vertices x ∈ Ni and y ∈ Nj,k. But then {y, x, vj, vk} is a claw,
a contradiction.
If (2) does not hold, then there is a vertex x ∈ Ni,3 (i ∈ {1, 2}) and non-adjacent vertices y, z ∈ N(x) ∩ N1,2. But then
{x, y, z, v3} is a claw, a contradiction. So (1) and (2) hold.
By the same argument as in the preceding lemma, if there exists a 2K2-partition (A, B, C,D) of G, then without loss of
generality two vertices of S are in B and the third is in C . So, suppose that there exists a 2K2-partition (A, B, C,D) with
v1, v2 ∈ B and v3 ∈ C . Consequently, we have A ⊆ N1,2 and D ⊆ N1,3 ∪ N2,3 ∪ N3. This implies N ∪ N1 ∪ N2 ⊆ B ∪ C .
Additionally, as A ⊆ N1,2 and there is no edge between N1,2 and N3 by (1), we have N3 ∩ B = ∅. Now, suppose that x ∈ B, for
some x ∈ Ni,3, i = 1 or i = 2. By (2) and the fact that A ⊆ N1,2, we get that A is a clique, and by Proposition 3, we get that G
has a nice vertex, a contradiction since (O4) does not hold. Thus, we have N1,3 ∪ N2,3 ⊆ C ∪ D. In summary:
• N1,2 ⊆ A ∪ B ∪ C;
• N1,3 ∪ N2,3 ∪ N3 ⊆ C ∪ D;
• N ∪ N1 ∪ N2 ⊆ B ∪ C .
So far we have obtained that all vertices have lists of size at most 2, except for the vertices in N1,2. We claim that, if there
exists a 2K2-partition of G such that v1, v2 ∈ B and v3 ∈ C , then there exists such a 2K2-partition of G where N1,2 ⊆ A ∪ B.
Note that, if the claim is true, then all vertices have lists of size at most two, so our problem can be solved by reducing it to
2-satisfiability, and the theorem is proved. We prove the claim as follows. Among all the 2K2-partitions where v1, v2 ∈ B
and v3 ∈ C , let us consider the ones that maximize the number p of vertices of N1,2 in (B∪C), and among all of these, choose
one that maximizes the number q of vertices of N1,2 in B. Then this 2K2-partition has no vertex of N1,2 in C . For suppose
the contrary, and let u ∈ N1,2 ∩ C . If u is adjacent to all vertices of A, then move u to B: the number p does not change and
the number q increases, a contradiction. So u has a non-neighbour z in A. Vertex z has a non-neighbour t in A, otherwise
z is a nice vertex. Then t is adjacent to u, otherwise {v1, u, t, z} induces a claw. Since p is maximum, we know that t has
a non-neighbour x in D (otherwise, we could move t to C , increasing p). Note that x is adjacent to one of v1, v2, otherwise
{u, x, v1, v2} induces a claw. Up to symmetry, suppose that x is adjacent to v1. Then x is adjacent to z, otherwise {v1, z, t, x}
induces a claw. But then {x, v3, u, z} induces a claw, a contradiction. 
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7. (C5, P5)-free graphs
Here, C5 and P5 represent the cycle and the path with five vertices, respectively.
Theorem 5. One can decide in polynomial time whether a (C5, P5)-free graph G has a 2K2-partition.
Proof. Here is an algorithm to do this. We may assume that G does not satisfy (O1)–(O4). Since G has no nice vertex, it has
no universal pair, so any two adjacent vertices have a common non-neighbour.
Consider any 2K2-partition (A, B, C,D) of G. If a vertex x of C is complete to B, then (A ∪ {x}, B, C \ {x},D) is also a 2K2-
partition ofG (because x has a common non-neighbourwith each vertex of B, and such a vertexmust be in C , i.e., C \{x} ≠ ∅).
The same argument can be applied if some x ∈ C is complete to A. Thus, if G has a 2K2-partition, then there exists a 2K2
partition (A′, B′, C ′,D′) of G such that every vertex of C ′ has a non-neighbour in A′ and a non-neighbour in B′. So, suppose,
without loss of generality, that (A, B, C,D) is such a partition. Let c ∈ C and d ∈ D, and pick any a ∈ V \ (N(c) ∪ N(d)).
Without loss of generality, suppose that a ∈ A. Let b be any non-neighbour of c in B. If b and d are adjacent, then there is a
vertex d′ ∈ V \ (N(b) ∪ N(d)), and we must have d′ ∈ B ∪ D, and then {a, b, c, d, d′} induces a C5 or a P5. So b and d are not
adjacent (and {a, b, c, d} induces a 2K2). Now we show that determining whether such a partition (A, B, C,D) exists can be
solved by the list variant of the problem, where the 4-tuple {a, b, c, d} is given and every vertex v different from these four
has a list of sets where it can be placed. It will then suffice to do this for every 4-tuple {a, b, c, d}.
For each X ⊆ {a, b, c, d}, let NX denote the set of vertices of V \ {a, b, c, d} that are adjacent to every vertex of X and
to no vertex of {a, b, c, d} \ X . Since (A, B, C,D) is a 2K2-partition, we must have N∅ = ∅. In other words, if N∅ ≠ ∅, we
can conclude that there is no 2K2-partition (A, B, C,D) with a ∈ A, b ∈ B, c ∈ C , d ∈ D, and the algorithm goes on to
examine another 4-tuple. If a vertex is in Na, then the list of this vertex is {B}, and a similar property holds if it is in Nx for
each x = b, c, d. Since G is P5-free, the sets Na,c,Na,d,Nb,c,Nb,d are empty. If a vertex is in Na,b, then its list is {A, B}, and if it
is in Nc,d, then its list is {C,D}. Now, we consider the set NX if X has size three or four.
Consider any x ∈ Nb,c,d, and let y ∈ V \ (N(x) ∪ N(b)). Then y is not adjacent to any of a or c , for otherwise {y, a, b, x, c}
induces a P5 or a C5, and, similarly, y is not adjacent to d. Then y is in N∅, a contradiction. So if Nb,c,d ≠ ∅, we can conclude
that there is no 2K2-partition (A, B, C,D) with a ∈ A, b ∈ B, c ∈ C , d ∈ D, and the algorithm goes on to examine another
4-tuple. The argument is the same for every three-vertex subset X of {a, b, c, d}.
Finally consider any x ∈ N{a,b,c,d}. There exist vertices a′ ∈ V \ (N(x) ∪ N(a)) and c ′ ∈ V \ (N(x) ∪ N(c)). If a′ is adjacent
to c and c ′ is adjacent to a, then {a, c, c ′, x, a′} induces a C5 or a P5, a contradiction. So we may assume up to symmetry that
a′ is not adjacent to c . Since Nb,d = ∅ and N∅ = ∅, we have either a′ ∈ Nb or a′ ∈ Nd. Assume, up to symmetry, that a′ ∈ Nb.
Now {a′, b, c, d} induces a 2K2 and we can argue as in the preceding paragraph: there must exist a common non-neighbour
y of x and b, which leads to a contradiction. In other words, if N{a,b,c,d} ≠ ∅, we can conclude that there is no 2K2-partition
(A, B, C,D)with a ∈ A, b ∈ B, c ∈ C , d ∈ D, and the algorithm goes on to examine another 4-tuple.
Now all vertices have a list of size at most 2, so the problem can be reduced to 2-satisfiability and thus solved in
polynomial time. 
8. (q, q− 4) graphs
AgraphG is called a (q, t)-graph if no induced subgraphof q vertices containsmore than tP4’s (this conceptwas introduced
by Babel and Olariu in [1]). Note that the (4, 0) graphs are the P4-free graphs (cographs) and the (5, 1) graphs are the P4-
sparse graphs introduced in [11,12]. Here, we show how to decide in polynomial time (for any fixed q) if a (q, q− 4)-graph
has a 2K2-partition.
A graph G = (V , E) is p-connected [13] if, for every partition of V into two non-empty sets V1, V2, there exists a crossing
P4, that is, a P4 that has vertices in both V1 and V2. The p-components of G are the maximal induced p-connected subgraphs
of G. A p-connected graph G is called separable if there exists a partition of V into two non-empty sets H1,H2 such that every
P4u–v–x–y that intersects both H1 and H2 satisfies v, x ∈ H1 and u, y ∈ H2; in that case (H1,H2) is called a separation of G.
Theorem 6 (Jamison and Olariu [13]). Let G = (V , E) be a graph. Exactly one of the following statements holds:
1. G is disconnected;
2. G is disconnected;
3. G is p-connected;
4. There exists a separable p-component H of G, with separation (H1,H2), such that every vertex of V \ V (H) is complete to H1
and anticomplete to H2.
Theorem 7 (Jamison and Olariu [13]). Every separable p-connected graph H has a unique separation (H1,H2), and every vertex
of H belongs to a crossing P4 of (H1,H2).
The (q, q − 4)-graphs that are p-connected were characterized by Babel and Olariu [1] as follows. A graph is a spider if
its vertex set can be partitioned into three sets R,Q , S such that Q is a clique, S is a stable set, |Q | = |S| ≥ 2, every vertex
of R is complete to Q and anticomplete to S, and either the edges of G between Q and S form a matching of size |Q | or the
edges of G between Q and S form a matching of size |Q |.
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Theorem 8 (Babel and Olariu [1]). Let G = (V , E) be a p-connected graph. Then:
(a) If G is a (5, 1) graph, then G is a spider;
(b) If G is a (7, 3) graph, then |V | ≤ 7 or G is a spider;
(c) If G is a (q, q− 4) graph with either q = 6 or q ≥ 8, then |V | < q.
Theorem 9. For fixed q, one can decide in polynomial time whether a (q, q− 4)-graph G has a 2K2-partition.
Proof. Let G be a (q, q−4)-graph. As shown in Section 2wemay assume that (O1)–(O4) do not hold. Let us consider the four
items of Theorem 6. Since (O1)–(O4) do not hold, we are not in item (1) or (2). Suppose we are in item (3). By Theorem 8, we
know that either G is a spider or |V | ≤ q. If G is a spider, the question was solved already in [8]. If |V | ≤ q, then, as q is a fixed
constant, we can test for the existence of a 2K2-partition by enumerating all the partitions of V into four non-empty subsets.
Now suppose thatwe are in item (4). So V can be partitioned into three setsH1,H2, Z , such that the subgraphH = G[H1∪H2]
is a separable p-component of G, with separation (H1,H2), and every vertex of Z is complete to H1 and anticomplete to H2.
Note that Z is not empty because we are not in item (3). By Theorem 7, every vertex of H1 is the midpoint of a P4 in H that
crosses the separation (H1,H2), and consequently:
No vertex of H1 is complete to H2. (1)
We observe that:
Every component of G[H2] is a homogeneous set of G. (2)
For suppose on the contrary that some component Y of H2 is not homogeneous. So there are vertices y, y′ ∈ Y and a vertex
u ∈ V \ Y that is adjacent to y and not to y′. Suppose that y and y′ are not adjacent and let P the shortest yy′-path in G[H2].
Then, if z is the vertex in P closest to y′ that is also adjacent to u and z ′ is the neighbour of z in the zy′-path contained in P ,
then zz ′ is an edgewhere z ∈ N(u) and z ′ ∉ N(u). Thus, we can suppose, without loss of generality, that y and y′ are adjacent.
As u ∉ Y and Y is a connected component of G[H2], we have u ∉ H2; also, as Z is anticomplete to H2 and u ∈ N(H2), we have
u ∈ H1. Pick any vertex z in Z . Then z–u–y–y′ is a P4, which contradicts the fact that H is a p-component of G. So (2) holds.
Now we claim that:
G has a 2K2-partition if and only if H1 contains a universal pair of G. (3)
If H1 contains a universal pair of G, then, by Proposition 2, G has a 2K2-partition. Now let us show the reverse. Suppose that
(A, B, C,D) is a 2K2-partition of G. First assume that H2 is included in one A∪ B, C ∪D, say H2 ⊆ A∪ B. If both H2 ∩ A,H2 ∩ B
are not empty, then H2 is connected, and by (2), there is a vertex of H1 that is complete to H2, a contradiction to (1). So we
may assume that H2 ⊆ A. Then, as Z is anticomplete to H2, we have B ⊆ H1 and some vertex b ∈ B is complete to H2, again
a contradiction. Therefore we may assume, up to symmetry, that H2 intersects both A and C . It follows that Z contains no
vertex of B ∪ D, and, up to symmetry, Z contains a vertex of A. Since A intersects both Z and H2, we have B ⊆ H1. Pick any
b ∈ B. If D ∩ H2 = ∅, as D ≠ ∅, C ∩ H2 ≠ ∅ and Z is anticomplete to H2, we have D ⊆ H1. On the other hand, if D ∩ H2 ≠ ∅,
then H2 ∩ (C ∪D) is connected, and, by (2), there is a vertex of H1 that is complete to H2 ∩ (C ∪D). Thus, in either case there
is a vertex h ∈ H1 that is complete to H2 ∩ (C ∪ D) and observe that H2 ⊆ N(b) ∪ N(h). Now, suppose that some vertex
x is non-adjacent to both b and h. As Z is complete to H1 and H2 ⊆ N(b) ∪ N(h), we must have x ∈ H1. By (1), there is a
vertex u ∈ H2 that is not adjacent to h, so it is adjacent to b. Then u is adjacent to x, for otherwise u–b–z–x is a P4 (for any
z ∈ Z), which contradicts the fact that H is a p-component of G. But then u–x–z–h is a P4, again a contradiction. So, every
x ∈ H1 \ {b, h} is adjacent to b or to h and (3) holds.
By (3), the question of finding a 2K2-partition in G reduces to finding a universal pair, which can be done in polynomial
time. 
9. Conclusion
We prove that finding a 2K2-partition is polynomial for new graph classes, adding new results in terms of the structure
of the problem. These results contribute to a better understanding of the problem and they may hint that it is solvable
polynomially for general graphs. However, the result in [4] indicates that one may need an approach that does not use lists,
as done by Kennedy and Reed in [14] for the skew partition problem.
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