Introduction and motivation
The development and documentation of software for the analysis of geographical data is maturing, and the needs and desires of varying user communities are becoming clearer. Certainly today there are more users in more communities, and in general much more data than before, even though data is more accessible in some countries than in others. Many more users are now meeting geographical data through geographical information systems software (GIS). GIS are general-purpose environments for handling geographical data, and do not assume that the user will need to make predictions or draw inferences from the data, or error propagation in geographical data analysis. Indeed, much of current progress in GIS is in making it easier for users to construct maps at the front end and in providing open and consistent data base support at the back end. Neither of these two areas lie close to the central concerns of statistical data analysts, such as making predictions with associated uncertainties, but can be of great value to them.
In meeting and undertaking dialogues with users and developers, it seems both valid and important to attempt to explore some of the assumptions the different communities hold themselves, have about each other, and the tasks they undertake separately and jointly. Some of the points to be made will draw in the ontology discourse in geographical information science (GIScience), which may be helpful in throwing light of different assumptions made by different communities, not just technical/motivational, but also related to the sociology of organizations and of scientific disciplines.
The paper 3 discusses these issues in general terms, but more specifically touching on tools and methods that may propagate between communities of users, and on difficulties associated with the use of inference in inappropriate settings. In particular, we will present and discuss selected examples of analytical practice that are common, although alternatives exist that resolve or avoid some of the difficulties of these methods. In some cases, choices were limited at the time the methods were proposed by lack of access to computing power and capacity, in others by lack of access to appropriate software. In further cases, choices of methods seem to reflect barriers to the diffusion of practise across discipline boundaries, in particular from the statistical sciences, especially applied statistics, to other fields. This also reflects some of the organizational relationships, in that for example work in one field is most frequently refereed within that field, so that duplications may not be made plain for some time if at all. On the other hand, scientific progress in ever-more specialized fields is difficult to track, so multiple apparently original work is more the rule than the exception, and indeed should be welcomed as providing replicated indications of the potential fruitfulness of an approach. It does however introduce the risk of "borrowing" between different fields of applied science without sufficient reference being made, and/or without an adequate understanding of the underlying assumptions. Analogies can be useful, but can also be misleading, because the history and rationale of the development of a method may be discarded when it is "transplanted" into a new field. The transfer and rephrasing of ideas about geostatistics from meteorology to geology is a classic example: compare [13] , [6] , [7] , [8] , [19] , and [20] .
We will also examine needs for documenting analyses leading to decisions, because decision support involves not only giving policy advice, but also providing a clear statement of how the advice was reached. This means not only documenting data sources and collection methods, but also how the data has been handled and analyzed. Analysis is partly a matter of the formal definitions of methods, but should specify the implementation or implementations used to create derivative products used as a basis for policy advice. This means that it should be possible, as in food and drugs appraisal procedures, to assign responsibility for each step in data analysis, so that another researcher could replicate it and confirm that the results achieved are in accord with the data and the specified analytical scheme. This is analogous to the statement of authority in metadata sources. For statistical analysis, this is known as reproducible statistical research.
This leads on to a discussion of the benefits different software implementations can offer one another, be they closed or open source. While open source software by its nature provides full insight into algorithm implementation, it may be no better or worse than other implementations in providing facilities for recording the steps taken in data analysis. It should also be acknowledged that different user communities expect and require different levels of support and documentation, and that developers should have some grasp of their needs for and use of implemented methods. This may be balanced by developers offering guidance, either narrowly prescriptive: do this with data of that class, or broadly prescriptive: with data of that class, consider the assumptions you are making, and try at least some of the following alternative methods to check the robustness of your conclusions.
Before proceeding, the reader deserves an explanation for the extension of the title we have chosen. We found it helpful to stress that even when an analyst feels "well-clothed" in relation to the expectations of his or her community, it may well be that others will have different opinions. This is about assumptions of what "well-clothed" means in different circumstances, and about the sometimes self-reinforcing views expressed about this in inward-looking communities of both users and developers. Different users and research communities do things in various ways, often tradition-based, and it is a user's inherent right to choose software and tools to use in his/her research and decision-making. But this right requires that the user (or developer making tools available) accepts responsibility at least for documenting how the analysis has been done. It is not enough to rely on the assurances of courtiers that we are fashionably clothed, when our apparel is awry or absent in the view of others.
2 Assumptions held by user and developer communities Fig. 1 . Typically the landscape in which we are living and working is much more complicated than our models assume.
The landscape in which we are living and working is a reality that is much more complicated than the statistical framework in the most studies. It is definitely not a flat surface, see Figure 1 . There is nothing to measure using simple straight-line distances. There are many natural and artificial barriers between spatial objects. Among these are disciplinary barriers, which make it difficult to interact fruitfully with people from other disciplines and traditions. The naïve GIS user is shocked at how different reality is from the models that describe it. There is no such thing in Nature as Gaussian distribution and data homogeneity. There are no clear boundaries between polygonal objects. Both GIS users and developers are users of reality, but they may approach its conceptualization differently.
In the real world users of GIS and spatial statistical software vary in their insight both into statistics and into their own discipline-based domains in depth and breadth. Some users do not have either the programming experience or the motivation to modify and customize the software to suit the needs of analysis, while others will want to do so. Kuan [17] terms this the integration of the consumer into production, and this is applicable not only to software development, but to many kinds of scientific endeavors. An immediate consequence is that if we really want to make Spatial Statistics available to the average GIS user, which includes tightly integrated spatial statistics in a GIS environment and "protecting" the user from themselves (that is, inappropriate use of methods), then an attractive approach is what is already done by ESRI, building Geostatistical Analyst within ArcMap. There are some problems with such an approach for users who feel themselves well educated in statistics/geostatistics and thus able and willing to use additional methods or modify existing ones; we will discuss one possibility to resolve existing problems below.
The researcher as user and as developer is often stressed by conflicting understandings of why analysis is being undertaken and what kinds of results are acceptable, and to whom. In academic settings, results are scanned for propriety by referees, using the standards of their communities. Curiously, they quite often disagree, either on standards, or on how they "read" the product with which they have been presented. In applied settings, reviewing and evaluation is also practiced, but there are most often also instrumental goals for the analysis being carried out. These typically do not adequately acknowledge the fact that uncertainty is certain. This is a key point of discord between the use of spatial statistical methods, in which we need both predictions and estimates of uncertainty, and the demands of practical users, or rather the organizations for which they work, for certainty.
There are as many logics as we can imagine. This is because logic is based on systems of axioms and rules for deriving logically true statements. For example, the greatest mathematician of the 20th century, Andrei Kolmogorov Chrisman [3] points to weaknesses in the use of ontology-derived terms, such as bona fide and fiat objects, arguing that the distinction between them is not very helpful in practice: "The notion of fiat objects does recognize the human dimensions of practice, but some of these same issues recur in the objects that are meant to be beyond human interference. Bona fide objects are just as subject to conventions and standards developed from disciplinary practice." This observation has direct application to spatial statistics, in that disciplinary practices mediate in the treatment of objects, especially when the observed data objects have been used as a basis, with selected methods, for modeling and prediction.
One specific difficulty is that spatial statistics as a field is broader than the application of these methods to geographical data. Some methods, in particular point pattern analysis, but also others, have direct relevance at much larger and smaller scales, such as in the analysis of patterns on microscope slides, or in medical imaging. Because of this, the views of reality embodied in methods of analysis may or may not be well suited to geographical data. Other views of reality within geographical scales are difficult to represent using legacy GIS data models, for example time and a third dimension.
It is arguably the case that even good statistical training will not help someone who is lacking in domain knowledge terms, so that some "positive" or "selfreinforcing" intersection of methods practice and domain knowledge is desirable. If a researcher does not understand his own discipline, methods or software will not help, but well-structured methods and software can "enable" scientists who are aware of the often difficult assumptions of their own domain. Some of the methods may actually be simple, just good practice in data analysis, like good laboratory practice. This is associated with learning, engaging users by asking them questions to try to get them to grasp and operationalise their research problem in a way that lets them both solve that problem (or admit that it cannot be solved as posed), and learn something more generic that is transferable to other situations encountered later.
In a similar way, user and developer communities functioning in relation to spatial statistics software, especially but not only extensible software, allow participants to become more familiar with each others' assumptions. Learning is here the key, conditioned by the willingness of participants to make their positions explicit in understandable terms. Some software includes methods and implementations that would not be proposed by statisticians, but are provided because the domain scientists expect them to be present, if just because that were once considered appropriate, and were fashionable when the scientists were trained. It is also important to acknowledge that statistical methods are often seen by domain scientists as not very enjoyable, compared for example with fieldwork. Promoting positive attitudes towards analysis ought to be included in the development of such software, and is in many cases neglected, because the developer does not share this dislike. If developers were forced to do fieldwork instead of coding, they might empathize better with users of their software. The message needs to be sent clearly that the users' data, collected with considerable commitment and interest, and often expense, deserve the respect of the developer, embodied in the software -executables, documentation, and training, and in the virtual community (online discussions, meetings, conferences). Advances in computing hardware may lead to another problem: the use of ever more popular MCMC methods risk "dumbing down" science, making statistics mindless computing in cases where compute power is used instead of analysis.
Selected examples of conceptual discourses and discords
We will present one extended example of discord between practices in spatial statistics, concerning indicator kriging usage. The presentation of probability values for local indicators of spatial association is another topic that will be mentioned more briefly.
Indicator kriging usage
Journel proposed indicator kriging [11] as an alternative to disjunctive and multiGaussian (that is kriging after data transformation) kriging, because they require good understanding of the assumptions involved and were considered difficult to use at that time. In indicator kriging the data are pre-processed first. Indicator values are defined for each data location as the following: an indicator is set to zero if the data value at the location s is below the threshold, and one otherwise:
Indicator transformation for one-dimensional data is illustrated in Figure 2 . Transformed input data inside the interval around threshold (for example, this can be measurement error interval) are displayed as red points in the indicator transformation in the graph to the right. It is quite possible that they can be exchanged if one more measurement will be taken. Notice that after indicator transformation, input values near and far from the threshold became either zeroes or ones. This means that we are loosing information when transforming the data.
Then these indicator values are used as input to ordinary (sometimes to simple or universal) kriging. Ordinary kriging produces continuous prediction and we might expect that prediction at the unsampled locations will be between zero and one (this is often not fulfilled in practice, however). The prediction is interpreted as the probability that the threshold is exceeded at location s. For instance, if the prediction equals 0.71, it is interpreted as a 71% chance that threshold was exceeded. Predictions made at each location form a surface that can be interpreted as a probability map that the specified threshold is exceeded. If a set of indicators is used as input to ordinary kriging (for example, 10 quantiles of the input data distribution), the resulting set of predictions at each location can be combined to give a cumulative probability distribution from which a probability density distribution can be estimated and the prediction mean and variance can be calculated.
Although indicator kriging became very popular immediately, a number of problems have been found. If different semivariogram models are used for different thresholds, then internally inconsistent results may be obtained. One possible workaround for this problem is to use the median indicator variogram for all indicators. However, this nullifies the potential advantage of the model that the spatial structure of a variable depends on its value. For instance, we might expect that range of correlation is smaller and variance is larger for large values. Nowadays indicator kriging is mostly used to provide risk-qualified predictions (probability that a specified threshold is exceeded) at the unsampled locations, and not for prediction itself.
Consider this kriging model for the signal Y (s), (see [16] ):
where m(s) is a large scale variation (trend), known or estimated, S(s) is a random process with zero mean and known covariance (small scale variation), and microscale variation η(s) is the variation at a scale, too fine to be recognizable from the data. Measurement Z i in the location s i is a sum of the signal and independent random error with zero mean and known variance.
where n is a number of measurements. This allows for more than one measurement at the same data location.
Geostatistical prediction and conditional simulations should not honor the data if there is measurement error and all real data are not exact. But geostatistical programs usually assume that data are perfect, that is ε i = 0, which contradicts common sense. Probably this comes from a distrust of statistical models. Users think that their data are all they really know, see discussion in [16] .
The idea behind indicator kriging is to estimate probability that the specified threshold T was exceeded:
assuming that there is no measurement error, that is Z(s) ≡ Y (s). A reason for this assumption is that
meaning that indicator kriging is a biased predictor of a signal and this bias can be substantial if measurement error is large. The non-existence of the filtered predictant is a serious disadvantage of the indicator kriging model. In practice, predictions in the close vicinity of the data locations are usually not close to 0 or 1 and predictions jump to 0 or 1 at the data locations. Such a prediction surface for discrete input data must be questioned.
Kriging is the best linear predictor for Gaussian random variables, but I(Z(s i )) ≥ T ) are Bernoulli random variables and the indicator predictor may be far from optimal ( [5] ). A semivariogram might be inappropriate measure of spatial continuity of discrete data, ( [24] ).
There is also a problem with block estimation of I(Z(B)) ≥ T ), where B is an area, from point data Z i since
see discussion in [10] , meaning that an additional assumption concerning the covariance between point and block indicators, cov(I(Z(s i )) ≥ T ), I(Z(B)) ≥ T )), needs to be made. A basic assumption behind any standard geostatistical model is an assumption about data stationarity. In reality, data often more or less depart from stationarity, and the solution is to use detrending and transformation techniques to make data close to stationarity, see case study with comparison of indicator, disjunctive, and other krigings performance in Krivoruchko, [14] . However, indicator kriging uses original data and there is no possibility to transform data to stationarity. Also, even if the original measurements are stationary, there is no guarantee that the transformed indicator variable will be stationary. For simple statistical models, departures from the stationarity assumption are more serious in their consequences for the reliability of inference than violation of the distribution assumption for more complex models.
An important advantage of statistical models over deterministic ones is the possibility to estimate prediction uncertainty. Without data pre-processing, the kriging standard error map does not depend on data values, only on measurement density. If input data are transformed to an approximately Gaussian distribution, prediction standard errors depend on data values. For example, Figure 3 taken from [14] , compares standard error of indicators maps created using indicator and disjunctive kriging with data transformation for radionuclide soil contamination interpolation in Southern Belarus. The probability map created using disjunctive kriging is data dependent, and the largest uncertainty corresponds to areas close to the selected threshold value. Without reliable information on modeling uncertainty, decision-making may be misleading.
This example shows how the practical use of methods can become encumbered with what we can call "encrustations". A method became established, that was introduced to address a pragmatic issue, or a group of issues, at least partly because other methods, acknowledged to be more adequate, were seen as practically or computationally infeasible, as well as poorly matched to users' possibilities. Over the intervening period, not only computational resources, but also the research bases, have changed, but not least for pragmatic reasons, analytical practice has not necessarily followed up. We could have chosen to present other examples of areas where spatial statisticians differ sincerely in their approaches to analysis, and others have been noted above in brief. This will for now have to be sufficient to indicate some of the features of one of many debates. Because of the problems described above regarding indicator kriging usage, it is safe to use it as ESDA technique, but not as a prediction model for decision-making.
It is not advisable to use the conditional indicator simulation model as well, because of above-mentioned problems with indicator kriging and because of some other problems, see Gotway and Rutherford, 1994.
Local indicators of spatial association
The main difference between geostatistical and polygonal data analysis is in the order of specifying covariance/semivariogram matrix and weights of neighbors involved in spatial prediction. In geostatistics, the correlation between locations separated by a specified distance is modeled first. Then weights are calculated automatically. In polygonal data analysis weights are defined first. It is supposed that they reflect the statistical distance between polygons. Cliff and Ord ( [4] , p. 11-13) provide the initial formalization of the relationships as a generalized weighting matrix, most usually termed W. It is usual in the literature to define the contiguity relation in terms of sets of neighbors of zone or site i. These are coded in the form of a weights matrix W, with a zero diagonal, and the off-diagonal non-zero elements often scaled to sum to unity in each row, with typical elements:
where c i j = 1 if i is linked to j and c i j = 0 otherwise. This implies no use of other information than that of neighborhood set membership. In practice set membership is almost always defined arbitrary and the most popular way to define it is on the basis of shared boundaries, centroids lying within distance bands, and "rook" or "queen" rules, terms borrowed from chess. Often it is unclear how rook or queen will behave near the boundary of the area under investigation.
Spatial autocorrelation is the term given to a measure of the correlation among neighboring values. There are many different ways to quantify spatial autocorrelation, but the most common index for regional data is Moran's I ( [21] , [4] ):
wherer is the global mean value, defined and calculated as a simple average value based on all the data. The data could be counts or rates, although in our opinion working with count data is misleading since the underlying population also varies among the regions, see detailed discussion in [15] .
A local version, called a Local Indicator of Spatial Association or LISA by Anselin (1995) is:
w i j r j −r s wherer and s are the overall mean and standard deviation, respectively, and the weights w i j reflect the spatial proximity between regions i and j. This statistic provides a measure of local similarity (or dissimilarity) for each region. There are problems with LISA. For instance, it is hard to understand how to interpret a case where, when using adjacency weights, two adjacent regions have very different statistics. Getis and Ord [9] and Anselin [1] give expectations and variances for the local indicators, using both assumptions of normality and randomization, following Cliff and Ord [4] for the global measures. The standard route to drawing inferences has been to treat the square root of the difference between the observed measure and its expectation divided by its variance, as a standard normal deviate. The Gaussian distribution can be a good model for continuous data, but count data are inherently discrete. In randomization, assuming the observed values are exchangeable, the assumption of stationarity is actually made and this is violated by counts and rates in any case, and also when stationarity is not present. Other indices that allow the mean and variance of the data to vary with the population in each region, and are thus more suitable for measuring clustering in regional populations are available, see discussion in [15] .
Moran's I can be modified to relax the assumption of constant mean and variance. One such statistic for rates, see Walter [25] , is: The idea is to obtain the proportion of simulated values that are more extreme that the value determined from the data.
It is natural and users regularly ask for probability values to be made available for global and local indices of spatial association, but it is a rather delicate procedure. Some software permutes all the data values across the set of units, as is typically done for global measures. But this does not provide an adequate basis for inferring about the local neighborhood, in which the range of values found may be much more restricted. One could attempt to simulate for each neighborhood, but because the numbers of neighbors are small, very few draws can be made before all possible combinations have been exhausted. An underlying problem is that global autocorrelation, perhaps reflecting a trend in the data, will yield apparently significant local measures, and will also make the use of the whole pool of data values for simulation wrong, because within a local neighborhood, the trend limits values to a narrow band. Users are at risk of drawing conclusions from the output of local indicators that are not robust, and it is not obvious how to indicate to them how dependent these indicators, and derived measures, such as probability values, are on the assumptions being made.
Often software users and developers assume that data that the data are independent and follow a stationary Gaussian distribution, but this is an unreliable conditions in practice, at least for aggregated data, such as cancer and crime rates. In fact almost all polygonal data are not continuous and Moran's I should arguably be used only for pedagogical purposes. The best approach is to use Monte Carlo testing. In this approach we generate realizations from a specified univariate distribution that describes the data, calculate local index for each polygon and then compute the p-value as in example using Walter's modified I above. This certainly is best approach in the case of global statistics, but it still may be misleading for LISA because number of neighbors is usually small, less than 10, and any statistics might be insufficient. One possible solution to the problem is to use several different indices as in the case study by Krivoruchko et al. [15] . If all or most of indices give similar results, we can safely make conclusion about data clustering or cross-correlation. If not, further research is required. Leisch and Rossini [18] present arguments for making statistical research reproducible, so that given the same data, another analyst will be able to re-create the research outcome used in a paper or report. If software has been used, the implementation of the method applied should also be documented. If arguments used by the implemented functions can take different values, then these also need documentation. An example is the way in which a geostatistical layer in ESRI ArcMap is defined [12] . Most ArcMap layer types store the reference to the data source, the symbology for displaying the layer, and other defining characteristics. A geostatistical layer stores the sources of the data from which it was created (usually a point feature layers), the symbology, and other defining characteristics, but it also stores the model parameters from the interpolation, including type or model for data transformation, covariance and cross-covariance models, estimated measurement error, trend surface, searching neighborhood, and results of validation and cross-validation.
Reproducible research
Another example of model storage for reproduction and updating is the geoprocessing environment, see [2] . Geoprocessing tools allow researchers to combine and interpret data obtained from different sources. As such, they form important components of an underlying model that takes input data (coverages, shape files, raster grids) and assimilates them in a meaningful way to produce output information that can provide a more suitable interpretation.
The ease with which geoprocessing can be implemented within a GIS makes it easy to forget that such processes inherently alter the input data. In most cases, the geometric properties of the features of the input data are altered to form new features and functions of the input attribute values are transferred to the new features. In many GIS applications, geoprocessing is just a means to an end. In others, however, a more thorough understanding of the model may be desirable. The overall goal of modeling may be to understand how assumptions, parameters and variation associated with the input data affect the resulting output data and the conclusions made from them. In such cases, a probabilistic framework for model building with geoprocessing tools may be desirable. Consider the following geoprocessing scenarios:
• A buffer function is used to create a zone of a specified distance around the features in a layer. How do we know what distance to use? What happens to our results and conclusions if we increase the distance slightly? Given a choice of distance, how wrong can our conclusions be? This latter question can have huge implications in environmental justice, for instance, where we are trying to decide if under-privileged people are more likely to live near toxic waste sites, landfills, or other environmental hazards.
• Data are usually available at different resolutions. Union and intersection geoprocessing operations require that data be aggregated and disaggregated. For example, a soil classification map with polygonal features is often converted to raster for use in geoprocessing; DEM data exist in just several resolutions and are often upscaled or downscaled to provide elevation estimates needed for geological and hydrological applications; spatial interpolation methods such as kriging and inverse distance-squared are often used to provide maps of environmental variables whose values are then aggregated to in order to link them to public health and disease information summarized for administrative regions. However, raster conversion, interpolation, and aggregation and disaggregation procedures provide only estimates for attributes associated with the newly created features, not the true values. The user may need to know the accuracy of the resulting estimates, and the impact of estimation error on additional calculations.
• The accuracy of spatial data is a very important concern. Locational (positional) errors occur when the geographical coordinates of a point feature are not known precisely. This can be due to measurement error, projection distortion, or reporting errors. Even if locational error is relatively small, the uncertainty arising from lack of precise geographical coordinates can have a substantial impact on spatial analysis. For example, spatial proximity is usually calculated using distances between pairs of data locations and uncertainty in location coordinates will influence the results of the raster-based interpolation methods in geostatistical analyses. When these output raster layers are used as input to other geoprocessing operations, the errors propagate through the calculations and small errors can quickly add up to large errors if many calculations are performed. If uncertain locations are buffered, attribute values from another layer may be misclassified. GIS users may want to make sure that locational errors do not greatly impact their results and conclusions, and if they do, they might want to be able to track them or adjust their results for them.
In all of these cases it is important to maintain the lineage of the operations being performed, so that a trail exists allowing either an audit to re-create the research, or to permit additional examination of changes in conclusions when data or function arguments are supplemented or modified. Introducing error propagation in geoprocessing operations may lead to irreproducible results (layers and maps), but nearly reproducible research: if result is a prediction with associated uncertainty, it is a realization of the true process, which inherently unknown, hence, irreproducible.
An example of a setting in which the user may wish to supplement the geoprocessing model is when the output of a function or procedure is in a form that is harder to display in map or tabular form. Say that we have a map layer with point locations of some events. They appear clustered in some sense, and we can construct and plot maps of the density of the pattern using different bandwidths. But we would like to test whether the spatial pattern of points could have been generated by a cluster process, within a given study area polygon. Typically, the output will be a plot or summary statistic for the pattern as a whole, and may vary depending on arguments to the function. Consider the example of a test of a point pattern representing the places of residence of juvenile offenders in a part of Cardiff, Wales.
Point pattern analysis is concerned with the location of events, and with answering questions about the distribution of those locations, specifically whether they are clustered, randomly or regularly distributed. Point pattern analysis is very sensitive to the definition of the study area, since a regularly distributed pattern can be made to seem clustered by including large margins within the study area. Measures are also subject to boundary corrections, and most often study area boundaries have to be defined as convex polygons over the study area, or in the simplest form as rectangles bounding the points under analysis. The simplest way of exploring point pattern data is by examining a two-dimensional frequency distribution of counts within equalarea units imposed on the study area, giving an impression of how the intensity of the point process varies; this can be extended to kernel estimation. Nearest neighbor distances are also used to analyze intensity of points, the mean number of events per unit area at point s. Spatial dependence is captured by the second order properties of a spatial point process, which involve the relationship between numbers of events in pairs within the chosen study area. The K function is a summary measure of second order effects, and is estimated for a sequence of rings of distance h by:
where R is the area of the study area polygon, n is the number of points, I h (d i j ) is an indicator function which is 1 if d i j < h and 0 otherwise, and w i j is a edge adjustment -the proportion of the circumference of a circle centered on i and going through j that is within the study area.K(h) is often reported asL(h), where:
Observed values ofK(h) for a given study area polygon boundary can be compared with simulated values of the same measure for a given spatial point process model. Most often the model chosen is that of complete spatial randomness, which involved simulating n points within the study area polygon for each simulated pattern following a homogeneous Poisson process. Results are displayed by recordingK(h) for each simulation, and plotting the largest and smallest values for each h as a simulation envelope. If the observedK(h) leaves the envelope, this may be taken to show that it is unlikely that -for the chosen number of simulations -that the observed pattern could have been generated by the process used in the simulation. When we wish to test whether a pattern is clustered, it may be more natural to use a process model that suits this hypothesis. The Poisson cluster process involves the inclusion of a spatial clustering mechanism into the model, so that observedK(h) falling within a Poisson cluster process simulation envelope show that the observed pattern could have been generated by such a model. The following code example run in the R statistical computing environment ( [22] ) will generate reproducible results, in this case the plot shown in Figure 4 . The function being called to generate the simulation envelope is pcp.sim(), contributed to the splancs package ( [23] ) by Giovanni Petris, and using faster code changing the order of calls to the random number generator contributed by Nicolas Picard, which can be turned off by setting argument vectorise.loop=FALSE. Running the code calculates theK(h) function from the observed spatial pattern for the chosen sequence of distances, using edge correction for a bounding polygon, and plots itsL(h) transformation. We test against a Poisson cluster process by simulating such a process within the bounding box, here only 20 times, and plotting the maximum, mean, and minimum simulatedL(h) values around the observed values ( Figure 4 ). It appears that the observed data pattern could have been generated by a Poisson cluster process.
Having the code, the specified version of the splancs package and R, a reviewer can re-investigate the impact on our conclusions of changing the boundaries used for calculating edge effects, the number of simulations, the distance sequence, the random number generator, and other parameters of the model. Research should be documented not just for academic reasons, and the provision of mechanisms for journaling methods used and thereby securing the lineage of objects in documents within or derived from GIS is necessary. Review and decision-making based on reproducible research using well-documented closed (Geostatistical Analyst) or open (R) code software is transparent and verifiable and does not require the participation of skilled researchers. If the steps taken are documented and can be reproduced, the results are available for checking in the future by the same or other users. Should newer methods or fresh data become available, the documentation of the lineage of results means that they can continue to be valuable for the organizations that have invested in their collection and processing.
Concluding remarks
In a perfect world, we should be able to combine the strengths of statistical software and GIS, but we do not see it happening in practice except by simply passing data sets back and forth between the two. Of course, there are open source environments for both GIS and statistics, for instance, GRASS and R, but it is very unlikely that this mixture will be used for decision-making by very large community of commercial GIS software (millions of users), but only by special interest and minority groups of academics, consultants, and others needing the low-level flexibility this makes available. Using the trivial example from the end of the previous section, we can suggest that there need be no unhealthy competition between proprietary software like ArcGIS and free software like R. Indeed, access is possible between ArcGIS and R under Windows using, for example, the R(D)COM StatConnector. R is a good candidate for testing and prototyping new statistical models for further implementation as commercial extensions for broader GIS communities. This is because it provides support for documentation and release organization, guided by a well-regarded core team. More importantly, commercial GIS software cannot be updated very often and the best way to develop and test new models is to use more flexible environment, such as growing R.
R is not polished, for example lacking an integrated GUI, and it functions more like a prototyping "kitchen", where the ingredients can be tasted before the meal is composed. The code above exemplifies this, as does access to source code for the functions at least back to the operating system libraries, if the need arises. This means that data can potentially be exchanged, in this case a set of point locations, and one or more bounding polygons, for use in R. The results could then be created as a document for display and inclusion in further work, or to provoke changes in arguments passed to the underlying R statistical compute engine.
Returning to our question about the way monarchs are clothed, we feel that there are benefits to be drawn from raising questions about the ways assumptions are handled in the statistical analysis of spatial data. In some cases, users are neither able to nor interested in the appropriate choice of methods. In these cases, the developer should provide guidance, and document the choices made and methods used in the resulting data objects. In other cases, users are more like developers, working much more closely with the software in writing scripts and macros, and in trying out new models. Here, the accessibility of the input data objects to user-written functions is important, and for some purposes, the linking of GIS software with external statistical or modeling software may provide the level of customization some users need for their research. In both scenarios -in fact on a continuum from black-box to whitebox -focus on the degree to which the assumptions of the applied methods are met will let the user, or an auditor of the user's work, find out what has been done, and hopefully avoid unnecessary blunders.
