We consider systems F (x) of R homogeneous forms of the same degree d in n variables with integral coefficients. If n ≥ d2 d R + R and the coefficients of F lie in an explicit Zariski open set, we give a nonsingular Hasse principle for the equation F (x) = 0, together with an asymptotic formula for the number of solutions to in integers of bounded height. This improves on the number of variables needed in previous results for general systems F as soon as the number of equations R is at least 2 and the degree d is at least 4.
Introduction

Results
Let F (x) = (F 1 (x), . . . , F R (x))
T be a vector of R homogeneous forms of the same degree d, where d ≥ 2, in n variables x = (x 1 , . . . , x n ) T and having integral coefficients. We write V (F ) for the projective variety in P n−1 Q cut out by the condition F (x) = 0. Our main result, proved at the end of §1.2, is as follows: Theorem 1.1.1. Let B be a box in R n , contained in the box [−1, 1] n and having sides of length at most 1 which are parallel to the coordinate axes. For each P ≥ 1, write N F ,B (P ) = #{x ∈ Z n : x/P ∈ B, F (x) = 0}.
Suppose that F ∈ U d,n,R (Q) for some explicit, nonempty Zariski open set U d,n,R which will be defined in Proposition 1.2.4 below. If we have
then for all P ≥ 1 we have N F ,B (P ) = I F ,B S F P n−dR + O(P n−dR−δ ).
Here the implicit constant and the constant S F depend only on the forms F i , the constant I F ,B depends only on F and B, and δ is a positive constant depending only on d and R. If V (F ) has dimension n − 1 − R and a smooth real point whose homogenous co-ordinates lie in B, then I F ,B is positive. If V (F ) has dimension n − 1 − R and a smooth point over Q p for each prime p, then S F is positive.
The requirement that F ∈ U d,n,R (Q) is satisified for 100% of systems F , and can in principle be tested algorithmically for any particular system F with integral coefficients. In future work we will remove this hypothesis at the cost of an increased number of variables.
Roughly speaking, to have F ∈ U d,n,R (Q) means that all the tangent spaces to some auxiliary varieties should have codimension n − R + 1 or greater. In a sense then we ask that these auxiliary varieties should not be too singular; see §1.2 for more details. This does not appear to have a natural interpretation in terms of the original equations F (x) = 0.
When d = 2 or 3, previous work of the author provides the same conclusion with the condition F ∈ U d,n,R (Q) replaced by the condition that V (F ) be smooth of dimension n − R − 1. See Theorem 1.2 and the comments after Lemma 1.1 in [5] for the case d = 2 and see Theorem 1.2 in [6] for the case d = 3. The case of interest in the theorem is thus
We outline what is known in that case. A longstanding result of Birch [1] gives the conclusion of Theorem 1.1.1 with the conditions F ∈ U d,n,R (Q) and (1) replaced by
where W is the projective variety cut out in P n−1 Q by the condition that the R × n Jacobian matrix (∂F i (x)/∂x j ) ij has rank less than R. In particular, if V (F ) is smooth of dimension n − R − 1 then (2) holds whenever
There is a refinement of (2) due to Dietmann [3] and to Schindler [7] . They show that it suffices to have
where we write
dim Sing(a · F ).
When R = 1 this is identical to Birch's condition, but once R ≥ 2 it may be weaker. Provided that d ≥ 4 and R ≥ 2 our condition (1) on the number of variables is weaker than any of (2)-(3), since
For example, when d = 4 and R = 2, Birch's result applies to smooth intersections of pairs of quartics in n ≥ 148 variables, while (1) requires n ≥ 130 for pairs of quartics in general position.
In the case when R = 1 stronger results are available. For a smooth quartic hypersurface Hanselmann [4] gives the condition n ≥ 40 in place of the n ≥ 49 required to apply Birch's result, and work in progress of Marmon and Vishe yields a further improvement. When R = 1 and d ≥ 5, a sharper condition than (1.1) is available by work of Browning and Prendiville [2] . For a smooth hypersurface with 5 ≤ d ≤ 9 this is essentially a reduction of 25% in the number of variables required.
The auxiliary inequality
By previous work of the author [5, Theorem 1.3] it will suffice to bound the number of solutions to a certain multilinear inequality. We quote the following definition from [5, Definition 1.1]. Definition 1.2.1. For each k ∈ N\{0} and t ∈ R k we write t ∞ = max i |t i | for the supremum norm. Let f (x) be any polynomial of degree d ≥ 2 with real coefficients in n variables x 1 , . . . , x n . For i = 1, . . . , n we define
where we write x (j) for a vector of n variables (x
This defines an n-tuple of multilinear forms
Finally, for each B ≥ 1 we put N aux f (B) for the number of (d − 1)-tuples of integer n-vectors x (1) , . . . ,
where we let
Our results will involve a quantity σ * (H) defined as follows. 
If H(x) is a system of R homogeneous polynomials of the same degree d in n variables, with coefficients in a field F, then we set
whereF is an algebraic closure of F.
In (6) one could think of rank J x (1) , . . . ,
). In this sense σ * (H) could be said to measure the extent to which these varieties are singular. It does not however seem to be fruitful to pursue this interpretation further.
Our upper bound for N aux f (B) in terms of this quantity σ * (f [d] ) is as follows. The proof is in §2.2.
) be as in Definition 1.2.1 and let σ * (H) be as in Definition 1.2.2. For all β ∈ R R and all B ≥ 1 we have
The following result, proved in §2, shows that σ * (H) is typically quite small. We deduce Theorem 1.1.1.
Proof of Theorem 1.1.1. Note that (1) certainly implies n ≥ R and so U d,n,R is a nonempty Zariski open set, by Proposition 1.2.4. The condition F ∈ U d,n,R (Q) means exactly that σ * (F ) ≤ R − 1, and so by Proposition 1.2.3 we hve
We have C > dR, by our assumption (1). The conclusion of the theorem now follow on applying Theorem 1.3 from [5] .
Counting solutions to the auxiliary inequality
In this section we prove Proposition 1.2.3. We begin with a lemma giving an analytic intepretation of the quantity σ * from Definition 1.2.2.
Finding spaces on which the Jacobian is large
The result below shows that, provided σ * (f [d] ) is small, then for every point where
) ∞ is small, there are many ways in which we can perturb the variables x (i) such that m (β·f ) ∞ increases rapidly.
) and σ * be as in Definition 1.2.2. Suppose that β ∈ R R \ {0} and that x (1) , . . . , x (d−1) ∈ R n \ {0}. Then one of the following two alternatives holds: either we have
or else there exist linear subspaces
. . .
Furthermore we may take the spaces U i to be spanned by standard basis vectors of R n .
We give a proof after stating the following simple lemma on real matrices, which is Lemma 3.2(iii) in [6] .
or there is a k-dimensional linear subspace V of R n , spanned by standard basis vectors of R n , such that
Proof of Lemma 2.1.1. Suppose that γ ∈ R R and z (1) , . . . ,
holds. We will show that either
for
Once we have shown this, the result will follow on writing
Let C ≥ 1 and apply Lemma 2.1.2 with the choices
). This shows that either
Suppose for a contradiction that (7) is false for every U satisfying the required conditions. Then for each C ≥ 1 there exist vectors γ, z (1) , . . . , z (d−1) with unit norm, and a space X with dimension 1 + σ * (f [d] ), satisfying (8) . Passing to a convergent subsequence, we find vectors γ, z (1) , . . . , z (d−1) with unit norm and a space X with dimension (
In other words, the matrix J
But this is impossible, by the definition (6) of the quantity σ * . This proves the result.
Proof of Proposition 1.2.3
We use Lemma 2.1.1 to bound the counting function N aux β·f (B) by covering the set of solutions to the auxiliary inequality (4) with a collections of boxes of controlled size. 
Let C 1 be a positive real number which is sufficiently large in terms of f . The trivial bound #K(T 1 , . . . ,
and substituting this into (9) gives
For the remainder of the proof, we will let T 1 , . . . , T d−1 ∈ (0, B) such that
and we will prove that
Substituting (12) into (10) will then prove the proposition. We claim that for each (x (1) , . . . ,
, there exist linear subspaces U 1 , . . . , U d−1 of R n , spanned by standard basis vectors of n-space, such that dim
and by (11) it follows that
In particular,
and since we took C 1 ≫ f 1 sufficiently large, we can apply Lemma 2.1.1 to give us spaces U i satisfying the required conditions. Fix some particular U i , and fix integral n-vectors v (1) , . . . ,
∞ ≤ 2T i such that every v (i) lies in the orthogonal complement of U i . We then define Z * (T 1 , . . . , T d−1 ) to be the subset of
) which satisfy the bound (13) for all u (i) ∈ U i , and for which
Every point in the set Z(T 1 , . . . , T d−1 ) lies in Z * (T 1 , . . . , T d−1 ) for some choice of the parameters U i and v (i) . There are O d,n (1) choices for the spaces U i , and for each one of these choices there are
) possibilities for the vectors v (i) , so by summing over all the possibilities we see that (14) implies
which is the desired conclusion (12).
Let (x (1) , . . . ,
where C 1 is the sufficiently large constant from our assumption (11), and we will show that
From this it will follow that any box of the form
We need at most O f (1) such boxes to cover all of Z(T 1 , . . . , T d−1 ), so this implies our claim (14).
It remains to prove (16). We have
and we will expand the right-hand side as a sum of terms of the type 
By (15), the total error in (17) is
In addition, as (x (1) , . . . , x (d−1) ) and (y (1) , . . . ,
So by (17),
By (13) this implies that
At the start of the proof we assumed that β = 0 and that C 1 ≫ f 1, so this implies the conclusion (16).
Proof of Proposition 1.2.4
In this section we will prove Proposition 1.2.4, bounding the quantity σ * (H) for typical systems H. The strategy is to relate σ * to the dimension of a certain explicit complex variety W , which we will be able to parametrise. 
The condition that Σ H be nonempty cuts out a Zariski closed subset, defined over Q, in the space of all systems H. We will show that this is a proper subset. This will prove the proposition, because by (6) we have σ * (H) ≥ R precisely when the variety Σ H has anF-point. Suppose for a contradiction that Σ H is nonempty for every system H. Let N (d, n) be the number of coefficients of a general form of degree d in n variables. The space P N (d,n)−1 Q parametrises degree d forms in n variables up to multiplication by a constant. Let Σ 0 be the subvariety of P
where the form H represents a point of P
. Given a system H with linearly independent H i , we can embed the variety Σ H into Σ 0 by sending the vector β to the form β · H. The image of this embedding is Θ ∩ Σ 0 , where Θ is the projective linear subspace of P N (d,n)−1 Q spanned by the H i . Since every variety Σ H is nonempty by assumption, the intersection Θ ∩ Σ 0 is nonempty for every (R − 1)-dimensional projective linear space Θ in P
Now let Σ 1 be the subvariety of P
where H represents a point of P 
Consider the map
where the right-hand side is a vector with 2n entries obtained by concatenating two vectors with n entries each. This map is linear in the coefficients of H. Let L(x (1) , . . . , x (d) ) be the matrix of this linear map, so that 
So if we let Λ(k) be the subvariety of (P n−1
projective linear space on Σ 1 , and hence
In particular, (21) implies that for some k 0 ∈ {0, . . . , dn} we have
Let W be the variety cut out in (P n−1
where w is a vector of homogeneous coordinates on P 
whenever b ∈ C n and all of the denominators b · x (i) = 0 are nonzero. Below we will find m ∈ {1, . . . , d}, k ∈ {1, . . . , m}
µ ∈ C m and y (1) , . . . , y (m) ∈ C n \ {0} such that 
can be parametrised with dn − 2 complex parameters, and by the comments after (25) this gives a contradiction and proves the proposition. It remains to find, for each (d + 1)-tuple (x (1) , . . . , x (d) , w) satisfying (24), a choice of the parameters m, k, λ, mu and y (i) such that the relations (28)-(31) hold. Define an equivalence relation on the set {x (1) , . . . , x (d) } by saying that x (i) and x (j) are equivalent if they are linearly dependent. Let m be the number of equivalence classes. Number them from 1 to m, and let k i be the number of the equivalence class to which x (i) belongs. All the vectors in a given equivalence class are multiples of one fixed vector, so there are nonzero scalars λ 1 , . . . , λ d and nonzero vectors y (1) , . . . , y (m) satisfying (30). By replacing each y (ℓ) with a scalar multiple of itself if necessary, we may assume that (28) holds. It remains to find µ ∈ C m satisfying (29) and (31).
Substituting (30) into (27) shows that
whenever b ∈ C n and none of the denominators b · y (ℓ) vanish. Let ℓ 0 ∈ {1, . . . , m}, let t ∈ C n and suppose that t · y (ℓ 0 ) = 0. Since the inequalities m ≤ d ≤ n hold, there exist u, v ∈ C n satisfying the three conditions u · y (ℓ) = 0 for all ℓ = ℓ 0 ,
u · y (ℓ 0 ) = 0, and
For some small ǫ > 0 we set
Then the conditions (33) and (34) ensure that b · y (ℓ) ≫ ǫ for all ℓ = ℓ 0 , and
So (32) implies that
Letting ǫ → 0 we see that t · k i =ℓ 0 λ i w (i) = 0 vanishes. Recall that this holds for any ℓ 0 ∈ {1, . . . , m} and any t ∈ C n , provided only that t · y (ℓ 0 ) vanishes. So for each ℓ 0 ∈ {1, . . . , m} there must be some µ ℓ 0 ∈ C such that 
