Abstract. In this note, a natural definition of bang-bang control in Hilbert space is given, and some of the theory of the authors' paper (Ref. 1) is rebuilt upon it. An elliptic boundary-value problem illustrating the theory is given. In the last part of this note, the results of Ref. 1 are extended to nonlinear perturbations of linear operators and to homogeneous nonlinear operators.
Introduction
Let H i and H 2 be two, real Hilbert spaces with inner product and norm ( , )~ and IJ [li, i = 1, 2. Let d be a linear operator with dense domain in H 1 mapping 1-1 into H 2 . We admit as control sets U bounded closed convex subsets of R(A), the range of A.
In Ref. 1, we defined an extremal point of U to be any point u ~ U such that )m¢ U for each A > 1. We considered there the following problem. The definition of an extremal or bang-bang control used above, however, is not always a natural extension of the usual non-Hilbert space definition. For example, let U = {u eL2(£2) I J u(t) control on f2 iff there exists a set E of positive measure, E C 2, such that ess sup I u(t) l < 1 on E. A function u ~ U is a bang-bang (extremal) control on D iff it is nonsingular on 2. ~qth the restriction of our attention to L2(X2), we can prove a result much like Theorem 1.1 using Definition 1.1. Apart from the definition of bang-bang control being used, the essential difference between Theorem 1.1 and our main result, Theorem 1.2 below, is that we are able to prove that the optimal control is bang-bang for/3 positive only on subdomains of ~ over which ess inf I A-l*r I is positive. It will be seen that this restriction is inherent in our method of proof. We do not know if it or a similar hypothesis is a necessary condition for bang-bang control for fi positive.
A is a linear, densely defined operator onL2(f2)with A -1 bounded,
there exists a Green's function G on X2 × s'-2 and a positive constant M such that
~Q1 is a subdomain of O on which ess info 1 I A-l*r i = ~ > 0, then, for/3 < 8/6M 2, the optimal control z7 is bang-bang on 01 .
Remark 1.1. If essinf]A-l*r] =8 >0 on all of ~O, then of course the optimal control for such/3 will be bang-bang on so2. In the case of a self-adjoint differential operator with homogeneous boundary conditions, ess inf~ I A-l*r f may be zero; see the example below. Remark 1.2. We have tacitly assumed that, for each /3, an optimum control for Problem 1.1 exists. This follows from the fact that U is a closed bounded convex set and jr(u) is weakly lower semicontinuous (see Ref. 2, page 5). Convexity is required only for the proof of existence of an optimal control. Remark 1.3. From the proof of Theorem 1.2, it will be apparent to the reader that any closed bounded convex set containing all functions cut to ~ 1 on measurable subsets of f2 would serve as the admissible control region U. The proof can also be modified to admit as controls square-integrable functions for which --a ~< u ~ b a.e. in g2, where a and b are positive. Of course, the bound on/3 in the conclusion must be appropriately modified.
Proof of Theorem 1.2
We shall need the following lemma. Proof of Theorem 1.2. Suppose that z/ is an optimal control for Problem 1.1, and suppose that ~ is not bang-bang on all of ~21 . Then, there exist a measurable set E C f21 with/x(E) > 0 and a A > 1 such that [ Au(t)l < 1 for t ~ E. Define t~;(t), t e r2 -~,
u(t) = t;ta(t), t e e.
Then, u ~ U. We shall reach a contradiction by showing that AJ J(u) -J02) < 0, which implies that z7 is not optimal. We first observe that an easy computation shows that Now, let
where v is optimal for/3 --0. Since J(~7) ~< j(vl) ,
(rL a)~ +/3 I1A -la I1~ ~ (r*, v~)~ +/3 II A lvt II~a.
Using the properties of the scalar product and the definitions of vl, we obtain
Substituting in (2), we get
Hence,
)E + t3 fra(A-lvl-A-~u)(t)(A-lvl @ A-agt)(c.)dt 1 + t3 f~ (A-lu --A-~,~)(t). (A-~a +
By hypothesis (ii) and the fact that u and v are in U,
Interchanging the order of integration, which is permissible since the integrand is measurable and nonnegative, we get
<~ M f e I v~(r) --~(r)l dr <~ 2M,(E).
Combining (4)- (5), we see that the first integral in (3) is less than 4M~/t(E). A similar estimate show's the second integraI in (3) is less than 2MZ(A-1)/z(E). Therefore, If fi < 8/6M 2, the sum in the square brackets is negative, while the other factors are strictly positive. Thus, AJ < 0, contradicting the optimality of ~7.
3+ Example
We now consider a simple example from partial differential equations. Let /2 be the unit disk in R ~. We consider the problem of minimizing the functional
where r is a constant function, fi > 0, and w is the solution to
Aw -u, w l~ = O.
We take
This problem may be put into the setting of For the above example, we see that, if 0 < fi < o~/24M 2, then, for
is bang-bang,
Nonlinear Perturbations
In this section, we revert to the general setting and definitions of Ref. I and extend some of the results obtained there to nonlinear operators.
An examination of the proof of Theorem 3.1 of Ref. I (Theorem 1.1 in this paper) shows that it is valid if the linear operator A is replaced by a homogeneous but nonlinear operator, provided the inverse is bounded on the unit sphere. By a homogeneous operator, we mean one for which A(tx) = A~A(x), ~ real. Many of the other theorems of Ref. 1 also hold for homogeneous nonlinear operators, provided some obvious modifications are made. The verification of whether the inverse of a nonlinear operator (if it exists) is bounded on the unit sphere, however, is in general no simple task.
We now extend Theorem 1.1 to the case of a nonlinear operator that is a perturbation of the original linear operator.
Let A = A0 be a linear (not necessarily bounded) operator mapping //1-+//2; A -1 is assumed to exist and to be compact 4 as an operator from H 2 to H 1 . Let
where f is a nonlinear function mapping H 1 into H 2 and satisfying the Lipschitz condition
We seek to minimize the functional JeB(U) --: (r, X)I ~-fl(X, X)t , subject to
The control region U is assumed to satisfy the conditions of Theorem 1.1. Thus, A~ is 1-1, and A~ -1 exists and is continuous. 
