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Introduction 
  
Aujourd’hui, la technologie s’impose dans notre quotidien et l’améliore. L’éclairage à la 
bougie et le chauffage au feu de bois ont été supplantés par de nouveaux dispositifs comme la lampe 
et le chauffage électrique. Notre mode de vie a été enrichi progressivement. Aujourd’hui, nous 
utilisons tout un ensemble d’objets numériques : caméra, microphone, téléphone mobile, GPS, 
tablettes tactiles, liseuses numériques, robots, télévisions, appareils ménagers, objets domotiques…  
Le progrès de la technologie ne se limite pas au matériel et à ses fonctionnalités. Depuis 
quelques années, le nombre de personnages virtuels qui envahissent nos écrans augmente. Par 
exemple, des conseillers virtuels sont mis en place sur des sites web comme EDF ou Ameli. Ces 
conseillers virtuels sont des « Chatbot » et permettent de répondre aux questions les plus fréquentes 
grâce à une interface textuelle. Il existe des personnages plus évolués, qui sont animés et qui 
peuvent aider les internautes.  Par exemple, on trouve Inès de Nespresso, Michelin Man de Michelin, 
Emilie de Numéricable ou Voki, un personnage proposé aux concepteurs de site web. Les 
personnages virtuels émergent également dans les jeux vidéo, les solutions de formation, les visites 
virtuelles, etc.  
D’autres personnages, cette fois réels, connaissent aussi une grande évolution depuis ces 
dernières années, ce sont les robots. Ils sont utilisés pour rendre des services comme Roomba 
l’aspirateur « intelligent », Rovio le robot caméra de surveillance ou Jazz un robot de téléprésence. Et 
dernièrement, l’univers du jouet s’y intéresse pour les émotions qu’ils sont capables de provoquer. 
L’entreprise Woowee propose par exemple des robots humanoïdes télécommandés, des dinosaures, 
ou encore un phoque ressemblant à un animal réel. 
La « course au meilleur » personnage virtuel ou robotique a été lancée depuis plusieurs 
années. La compétition RoboCup@Home permet de déterminer « le meilleur robot de service 
autonome » et la compétition Laval Virtual Awards « récompense les meilleurs projets de réalité 
virtuelle et des technologies convergentes ». La compétition existe même entre les personnages 
virtuels et les robots. Leur impact sur les humains est étudié. Et des expérimentations comparent la 
préférence des utilisateurs pour l’un ou l’autre des personnages. Mais les résultats n’aboutissent à 
aucun consensus. Ni les personnages réels, ni les personnages virtuels ne s’imposent. Il semble que 
pour certaines tâches, il soit préférable d’interagir avec un interlocuteur virtuel et dans d’autres cas, 
avec un interlocuteur réel. Chacun d’entre eux serait le plus efficace dans des rôles différents. Il 
n’existe pas de personnage réel ou virtuel qui puisse répondre à toutes les attentes d’un utilisateur.  
Nous partons donc du constat suivant : il existe différents objets numériques qui ont des 
rôles différents les uns des autres. A défaut d’avoir un objet polyvalent, l’utilisateur n’a pas d’autres 
choix que de posséder plusieurs objets en fonction de ses besoins. En effet, on peut imaginer qu’un 
humain, qui effectue des tâches variées dans son quotidien, utilise différents objets réels ou virtuels. 
Cela peut rapidement poser des problèmes de synchronisation ou d’organisation.  
Prenons l’exemple d’un homme qui possède un assistant virtuel au travail et un robot d’aide 
à domicile chez lui. Pendant la journée de travail, l’assistant virtuel récolte un ensemble de données 
sur l’homme qui ne sont pas accessibles au robot. Et si l’homme demande à son assistant virtuel 
d’enregistrer un rendez-vous privé, ce n’est pas possible car ce dernier n’a pas accès à son agenda 
privé, géré par le robot à domicile. Ceci est un exemple de problème de synchronisation.  
En utilisant deux objets numériques différents, l’utilisateur peut avoir à répéter des 
informations ou choisir à quel objet les informations doivent être envoyées (par exemple la prise 
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considérablement la difficulté : comment s’utilise chacun des objets, quels informations leur 
envoyer, quel objet gère quoi… Ceci est un exemple de problème d’organisation. 
Il est possible de diminuer ces deux types de problèmes si les objets numériques sont 
connectés entre eux et gèrent eux-mêmes la répartition des informations. Il devient même possible 
d’en tirer un certain confort si l’ensemble des fonctionnalités peut être exploité en dehors de 
l’utilisation des objets. Par exemple, si l’utilisateur boit un café chaque matin, la machine à café 
pourrait se lancer lorsque le réveil sonne. Cette vision des choses impliquent que les objets 
numériques partagent la même base de données d’informations (la même connaissance) et qu’ils 
puissent communiquer et se coordonner les uns avec les autres. 
Une question qui se pose est de savoir si ces objets doivent effectivement être coordonnés 
afin de simplifier leur utilisation et de disposer de toutes les fonctionnalités existantes. Des questions 
se posent alors : comment s’effectue cette coordination ? Qui arbitre et décide le comportement des 
objets numériques ? Quelle est la légitimité de telle ou telle action des objets numériques ? Enfin, 
quelle place l’utilisateur a-t-il dans ce système ? Ce manuscrit propose une architecture informatique 
qui permet de mettre en place cette coordination des objets numériques. 
Ce travail s’inscrit dans le projet pluridisciplinaire Robadom1 dont l’objectif est d’étudier 
l’impact d’un robot d’aide à domicile sur l’état psychoaffectif et cognitif de personnes âgées ayant 
des troubles cognitifs légers. Cet impact est étudié lors d’exercices de stimulation cognitive. Des 
robots d’aide à domicile ont déjà été développés dans le cadre d’autres projets. On trouve, par 
exemple, le robot Nursebot (Pollack et al. 2002), un robot d’assistance pour les personnes âgées issu 
d’un projet américain ou alors Hector (Gross et al. 2011), le robot du projet Européen 
CompanionAble, conçu pour aider les personnages âgées qui souffrent d’un handicap mental. 
D’autres projets utilisent des robots existants pour étudier des problématiques d’interaction homme-
machine. Par exemple, le robot Kompaï2 est utilisé par le projet européen MobiServ (Nani et al. 2010)  
pour surveiller la santé d’un utilisateur. Le robot Nao3 est, quant à lui, utilisé par le projet européen 
ALIZ-E (Baxter et al. 2011) pour créer une relation à long terme avec les humains. La création d’une 
relation à long terme n’est pas un problème simple et plusieurs autres projets tentent de le résoudre, 
comme les projets européens SERA (Hudlicka et al. 2009) et LIREC (G. Castellano et al. 2008). 
Le projet Robadom est différent car le robot utilise un certain nombre d’objets numériques 
pour fonctionner : des capteurs qui obtiennent des informations sur la personne et son 
environnement et des actionneurs qui peuvent agir sur cet environnement. Le robot est d’ailleurs un 
des éléments de l’interaction, mais pas le seul. Pour simplifier la communication entre l’utilisateur et 
les objets numériques, toutes les fonctionnalités des capteurs et des actionneurs sont uniformisées 
et rendues disponibles. L’utilisateur peut alors piloter son environnement en utilisant ces 
fonctionnalités. Il interagit alors avec son Compagnon Artificiel, qui est une entité abstraite capable 
de répondre à ses besoins en utilisant les objets numériques nécessaires. 
Deux catégories de questions se posent alors. Premièrement comment fonctionne ce 
Compagnon Artificiel ? Un objet numérique peut tomber en panne ou être momentanément 
indisponible. Par exemple, si la personne se trouve dans le salon, alors la télévision de la cuisine est 
inutile. Ou alors il peut y avoir une coupure de réseau qui rende impossible la communication avec 
un objet numérique. Comment le Compagnon Artificiel s’adapte-t-il à cette présence ou absence ? 
                                                          
1
 Projet TecSan ANR : ANR-09-TECS-01202. Responsable du projet : Pr Anne-Sophie Rigaud (hôpital Broca) 
2
 Le robot de service Kompaï est construit par la société française Robosoft. Il est utilisé dans différents projets 
de robots d’aide à domicile. 
3
 Le robot humanoïde Nao est construit par la société française Aldebaran. Il est actuellement proposé pour la 
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Secondement, comment configurer le Compagnon Artificiel ? Comment permettre à la personne, à 
son entourage ou à son médecin de déterminer le comportement du Compagnon Artificiel ? 
Pour affiner cette problématique, la question que nous adressons maintenant est : comment 
construire une architecture informatique pour assurer l’activité du Compagnon Artificiel ? 
L’architecture informatique doit permettre à la personne, son entourage ou son médecin de 
configurer le Compagnon Artificiel. Ces personnes sont appelées prestataires car elles permettent 
l’ajout de services dans l’environnement. Il n’est pas concevable de leur demander des compétences 
en programmation informatique pour hiérarchiser les actions que doivent effectuer les objets 
numériques. L’architecture informatique doit fournir un outil qui permette aux prestataires de 
configurer facilement le Compagnon Artificiel. Mais que doit faire cet outil pour permettre de mettre 
en place une interaction entre les objets numériques et l’utilisateur ? 
Pour résumer, le Compagnon Artificiel doit permettre de coordonner des objets numériques 
avec un outil que des prestataires peuvent utiliser. Ce type de système est soumis à un certain 
nombre de contraintes : maintenir la sécurité des informations et des utilisateurs, permettre et 
optimiser la communication entre les objets numériques, disposer d’un protocole permettant 
l’interopérabilité entre les dispositifs, gérer la présence et l’absence des dispositifs, fournir des 
fonctionnalités permettant de gérer l’interaction avec les humains… Il existe également des 
propriétés d’évolution. Comment, dans le cadre d’une interaction à long terme, le Compagnon 
Artificiel peut-il évoluer avec la personne en fonction de ses préférences et de ses exigences ? 
Dans le travail présenté ici, nous nous limitons à l’étude de deux types de propriétés : 
 Structurelles : le Compagnon Artificiel pilote un environnement dynamique. Lorsque 
l’humain est à son travail ou à son domicile, le Compagnon Artificiel ne gère pas toujours les 
mêmes objets numériques. Comment le Compagnon Artificiel doit-il gérer la dynamique du 
système ? 
 Fonctionnelles : Quels sont les outils nécessaires pour permettre aux prestataires d’utiliser le 
Compagnon Artificiel ? Comment le Compagnon Artificiel interagit avec les objets 
numériques ?  
D’un point de vue structurel, nous nous intéressons à trois notions : 
 Dynamique du système : tous les objets numériques ne sont pas toujours disponibles : ils 
peuvent être en panne, déjà utilisés ou éteints. Comment le Compagnon Artificiel s’adapte-t-
il au nomadisme de la personne ? Comment gérer la présence et l’absence des objets 
numériques connus de façon dynamique (informatique ambiante) ? 
 Adaptabilité du système : le système doit prendre en compte des objets numériques qui 
n’existaient pas dans l’environnement avant. Comment intègre-t-il ces objets inconnus de 
façon transparente ?  
 Conception : comment permettre à des concepteurs de créer de nouveaux capteurs et 
actionneurs compatibles au Compagnon Artificiel le plus simplement possible ? 
D’un point de vue fonctionnel, nous nous intéressons à deux notions : 
 Conflit : il ne faut pas qu’un objet numérique ait à effectuer deux actions, utilisant les mêmes 
ressources, en même temps (conflits). Par exemple, on ne peut pas demander à un 
personnage virtuel de sourire ou d’afficher un visage neutre en même temps. Comment 
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 Prestataire : des personnes non expertes en informatique doivent pouvoir personnaliser et 
utiliser le Compagnon Artificiel. Comment permettre à ces personnes de le faire de façon 
simple ? Comment l’ensemble des objets numériques est-il configuré ? 
Ce manuscrit propose une solution à ces cinq notions. 
Le Chapitre I introduit la notion de Compagnon Artificiel. A travers cette présentation 
destinée à un public large, les termes « architecture informatique », « interaction homme-machine » 
et « Compagnon Artificiel » sont définis. Elle est suivie par une présentation du contexte de ce 
travail : le projet Robadom. Et enfin, les acteurs et l’environnement du Compagnon Artificiel sont 
décrits. 
Le chapitre II présente l’état de l’art dans lequel l’architecture informatique proposée y 
trouve son fondement scientifique. Il est constitué de trois parties. La première partie propose un 
classement des architectures existantes et évalue leur pertinence par rapport à nos propriétés 
structurelles et fonctionnelles. La deuxième partie présente les acteurs de l’interaction qui sont des 
objets numériques capables d’interagir avec l’homme, en se focalisant sur les robots et les 
personnages virtuels4. Enfin, la dernière partie présente l’intelligence ambiante et s’intéresse à la 
résolution des propriétés structurelles. Cet état de l’art montre qu’il n’existe pas de solution aux 
propriétés structurelles et fonctionnelles du Compagnon Artificiel et qu’il est donc nécessaire de 
créer une architecture informatique pour gérer le Compagnon Artificiel.  
Le Chapitre III présente une solution conforme à nos propriétés structurelles et 
fonctionnelles. Il définit le vocabulaire utilisé et présente l’architecture ArCo, pour le Compagnon 
Artificiel. Cette architecture est mise en place grâce à un cadriciel5 MICE qui permet de gérer les 
notions de dynamique, d’adaptabilité et de conception. Il permet également aux développeurs 
d’enrichir l’architecture ArCo. Enfin ce chapitre présente une interface de programmation AmbiProg 
permettant aux prestataires de configurer le Compagnon Artificiel pour un utilisateur, ainsi que deux 
modules AmbiLive et AmbiCop qui détectent et gèrent les conflits. 
Le Chapitre IV présente notre contribution pour le projet Robadom : StimCards, un jeu de 
stimulation cognitive créé avec l’architecture ArCo. 
Le Chapitre V fait la synthèse6 des évaluations qui ont été menées grâce à l’architecture 
ArCo. Elles ont permis de valider expérimentalement le fonctionnement d’ArCo et de répondre à des 
problématiques d’interaction homme-machine. 
                                                          
4
 Nous ne présentons que des objets numériques ayant été utilisés dans le cadre de travaux de recherche. 
5
 Le mot cadriciel est la traduction du terme Framework proposé par l’Office québécois de la langue française. Il 
représente un ensemble de composants logiciels permettant de facilité la conception des logiciels. 
6
 Une présentation détaillée est disponible dans un document annexé à ce manuscrit. 
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La notion de Compagnon Artificiel est récente et ne possède pas encore de définition 
standard. Pour éviter toute ambiguïté, il nous a donc semblé important d’expliciter ce terme ainsi 
que les problèmes qui en découlent. Pour cela, le Chapitre I.A propose une explication des termes du 
sujet : « Une architecture informatique pour un Compagnon Artificiel en interaction avec un 
utilisateur ». Le 0 présente le projet Robadom dans lequel ce travail s’inscrit. Enfin, le Chapitre I.C 
écrit les différents acteurs et l’environnement du Compagnon Artificiel et les problèmes liés, que ce 
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A. Définitions 
 
L’objectif du travail présenté ici est de construire une architecture informatique capable de 
créer une interaction homme-machine « naturelle7 » avec un ensemble d’objets numériques gérés 
par le Compagnon Artificiel d’une personne.  
Pour atteindre cet objectif, nous nous appuyons sur trois notions importantes : les 
architectures informatiques, l’interaction homme-machine et le Compagnon Artificiel. 
1. Les architectures informatiques 
Elles représentent la structure générale des systèmes informatiques. Chaque domaine de 
l’informatique propose un panorama riche d'architectures répondant à des problèmes variés. Pour 
optimiser les systèmes informatiques, elles sont souvent spécialisées dans un domaine ou une tâche 
précise. Pour permettre une interaction avec un Compagnon Artificiel, il faut déterminer 
l'architecture qui est la mieux adaptée à ce type d'application. La spécification de cette architecture 
nécessite de bien comprendre ce qu'est une interaction avec un Compagnon Artificiel.  
2. L’interaction homme-machine 
Le domaine de l'interaction homme-machine8 a beaucoup évolué depuis 40 ans. A l'origine, les 
ordinateurs n’étaient que des outils pour les scientifiques utilisés en tant que supercalculateurs. 
L'apparition de la micro-informatique a donné un sens nouveau aux ordinateurs et a permis une 
émergence de l'informatique dans tous les foyers.  
Mais pour permettre d'intéresser un nombre maximum de personnes, les systèmes 
informatiques se sont adaptés aux utilisateurs. Ils sont devenus plus faciles et plus agréables à 
utiliser. Ce travail sur l'interaction entre l'homme et la machine a fait naître des environnements 
graphiques comme Xerox, Mac OS® ou Windows® ; des jeux vidéo utilisés par des millions de 
personnes ; des technologies permettant d'interagir de façon plus « naturelle » comme la KinectTM. 
Aujourd'hui, les ordinateurs ne sont plus les seuls périphériques informatiques existants. 
L’informatique est présente en tous lieux, et l'homme interagit chaque jour avec elle : dans sa 
voiture, à son domicile, dans les ascenseurs... 
 L'interaction homme-machine est un domaine vaste et complexe. C'est également un domaine 
pluridisciplinaire. Les sciences humaines étudient les utilisateurs (comportements, usages, 
besoins...). L'électronique construit des systèmes de plus en plus puissants. L’ergonomie travaille sur 
l'acceptabilité et l'utilisabilité des systèmes. Beaucoup de domaines apportent leur pierre à l'édifice. 
L'informatique utilise ces données pour proposer des systèmes adaptés à l'être humain et qui 
respectent les contraintes définies par les autres domaines.  
Aujourd'hui, l'interaction homme-machine se doit d'être naturelle. En effet, l'homme souhaite 
pouvoir communiquer avec ses propres canaux de communication rendant la technologie la plus 
transparente possible. Cela permet aux utilisateurs de limiter le temps d’apprentissage de chaque 
nouvel objet avec lequel il doit interagir car ces objets sont nombreux, de natures et de formes 
différentes.   
                                                          
7
 Le terme « naturel » se rapporte à l’humain qui évalue les interactions en fonction de ses propres canaux de 
communication (voie de circulation des messages). On qualifie de « naturelle » une interaction qui est 
effectuée avec la voix, la gestuelle… sans avoir à utiliser d’objets numériques. 
8
 L’interaction homme-machine est l’ensemble des moyens mis en œuvre pour qu’un humain puisse contrôler 
et communiquer avec une machine, que ce soit un ordinateur, un personnage virtuel, un robot, etc. 
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3. Le Compagnon Artificiel 
La notion de Compagnon Artificiel n’a pas la même origine que les deux autres (architecture 
informatique et interaction homme-machine). Elle n'appartient pas au monde de l'informatique. 
L'intégrer au domaine de l'interaction homme-machine demande de s'intéresser à sa définition afin 
de pouvoir l'adapter. D’après Larousse (2012), un compagnon est celui qui accompagne quelqu’un ; 
qui partage ses joies, ses peines, ses occupations, ses idées, sa vie... La notion de compagnon peut 
être définie de plusieurs façons, mais elle semble toujours faire référence à un être vivant et est 
étroitement liée à la vie d’une personne.  
Dans le domaine de l’interaction homme-machine les compagnons sont matérialisés de deux 
manières principales : sous forme de robot et sous forme d’agent virtuel. En robotique, les robots liés 
à l’homme, en dehors des robots industriels, sont des robots de service ou des robots compagnons. 
Les robots de service permettent d’assister l’homme dans les tâches de la vie quotidienne. Ils 
améliorent le quotidien des personnes en effectuant des tâches dans l’environnement. Les robots 
compagnons permettent d’apporter, en plus, un réconfort psychologique. Ils agissent sur les 
émotions pour favoriser le bien être des utilisateurs. Très souvent, ils visent les personnes fragilisées 
ou malades. L'objectif des années futures est de combiner services et compagnons pour que les 
robots puissent rendre service tout en étant capables de converser de façon intelligente et 
empathique. C’est un des objectifs que tente également d’atteindre la communauté des agents 
virtuels. Un agent virtuel est un personnage qui vit à travers un écran d’ordinateur, de téléphone 
mobile, de télévision... On peut considérer que le personnage peut être transporté partout avec 
l’humain (via son canal de communication).  
Le Chapitre III montre que les humains ne préfèrent ni les robots, ni les personnages virtuels. 
Le robot apporte une présence physique (rassurante) aux êtres humains. Le personnage virtuel, 
généralement plus expressif, offre une qualité de relation supérieure (grâce aux émotions, à 
l’empathie…). En plus des robots et des agents virtuels, il existe de nombreuses applications sur 
ordinateur qui permettent d'accompagner un être humain : les environnements de formations, les 
visites virtuelles… En informatique, un compagnon peut donc être un robot, un agent virtuel ou un 
logiciel.  
La technologie n’est pas encore suffisamment avancée pour fournir à l’utilisateur un 
compagnon qui puisse répondre à toutes ses attentes. Ainsi, un utilisateur possède plusieurs 
compagnons informatiques qui fonctionnent indépendamment. Il pourrait être intéressant de 
combiner les fonctionnalités de chacun des compagnons pour  créer une sorte de « super 
compagnon ».  Pour cela, il faut créer un système informatique qui acquière des informations sur 
l’utilisateur et son environnement, en utilisant les capteurs disponibles (caméra, microphone, 
thermomètre, …), et qui agit sur l’environnement grâce aux actionneurs présents (robot, bras 
mécanique, personnage virtuel, volet automatique, …). Ce système informatique est une entité 
abstraite capable de répondre aux besoins de l’utilisateur en utilisant les capteurs et les actionneurs 
nécessaires. C’est le Compagnon Artificiel de l’utilisateur. 
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B. Contexte : le projet Robadom 
Ce travail s'inscrit dans l'ANR TecSan Robadom (ANR-09-TECS-012-02). Ce projet a pour titre : 
« impact d'un Robot « Majordome » à domicile sur l'état psychoaffectif et cognitif de personnes 
âgées ayant des troubles cognitifs légers ». C'est un projet simplifié de la problématique du 
Compagnon Artificiel. Il s'agit d'un robot majordome que l'on utilise dans un contexte précis. 
1. Importance de l’autonomie à domicile 
L'autonomie des personnes à domicile est une préoccupation économique et sociale. D'un 
point de vue économique, le nombre de personnes âgées ne cesse de croître avec l'augmentation de 
l'espérance de vie. Proportionnellement, le nombre de personnes atteintes d'Alzheimer augmente 
également. Plus leurs facultés cognitives diminuent, plus ces personnes ont besoin d'une assistance 
spécifique. Actuellement la limite des structures d'accueil est un problème majeur. Trouver le moyen 
de maintenir les personnes à domicile serait une solution pour permettre aux personnes âgées de 
conserver une bonne qualité de vie. D'un point de vue social, l'autonomie à domicile est primordiale. 
Les personnes âgées ne veulent pas quitter leur domicile, leurs habitudes, leur vie pour aller vivre 
dans une maison de retraite. Cependant, malgré cette volonté marquée, les personnes qui vivent 
seules souffrent souvent de la solitude et développent des signes inquiétants de dépressions. De 
plus, les personnes atteintes d'Alzheimer ont plus que les autres besoins de repères et d'habitudes. Il 
est donc crucial de les maintenir dans leur cadre de vie habituel. 
2. Importance de la technologie pour l’autonomie à domicile 
Le maintien à domicile des personnes ne développant pas de troubles cognitifs peut être mis 
en place grâce à la visite à domicile des assistants de vie. Ce système ne peut pas être adapté aux 
personnes souffrant de troubles cognitifs car celles-ci requièrent une attention constante et il n'y a 
pas assez d'assistants de vie pour assurer un suivi permanent de ces personnes. Utiliser la 
technologie pour aider à l'autonomie des personnes âgées, dont les personnes atteintes de troubles 
cognitifs, semble être la solution la plus adaptée. La technologie permet de régler les problèmes 
économiques et sociaux cités ci-dessus. D'un point de vue économique, il n'est pas possible de 
chiffrer a priori le coût de la technologie nécessaire. Il faudrait d'abord investir dans ce matériel 
technologique. Mais ensuite, les coûts d'utilisation de cette technologie seraient négligeables en 
comparaison de la valeur du placement dans une structure spécialisée. Et, plus la technologie 
permettra de centraliser l'aide apportée par des personnes extérieures moins les coûts seront 
importants car, par exemple, un assistant de vie prendrait en charge la surveillance de beaucoup de 
personnes. D'un point de vue social, la technologie permet déjà de développer et maintenir son 
réseau social. On peut imaginer qu'une personne âgée puisse régulièrement faire des vidéos 
conférences avec sa famille, ses amis, son médecin... La personne serait moins isolée. Si la 
technologie offre en plus la possibilité d'aider la personne dans l'organisation de son quotidien, de lui 
assurer une présence quotidienne et de lui fournir un suivi adapté alors une partie du défi du 
maintien à domicile sera relevé. 
3. Objectifs du projet 
L’objectif du projet Robadom est de proposer une technologie qui permette le maintien à 
domicile des personnes âgées souffrant de troubles cognitifs légers. Dans ce cas, la technologie doit 
pouvoir apporter trois types de services : 
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 Services d'aide matérielle : la technologie permet d'aider la personne dans la gestion de sa 
vie quotidienne. Par exemple, elle peut gérer les rendez-vous de la personne ; gérer les 
moments importants de la journée, comme la prise de médicaments ; surveiller que la 
personne boive suffisamment ; donner des informations variées comme les actualités, la 
météo, le programme TV… ; rechercher des objets comme les lunettes, les clefs, les 
médicaments... 
 Services de relais d'informations : la technologie peut être un intermédiaire pour les proches 
de la personne. Grâce aux systèmes de vidéosurveillance, la personne pourrait discuter avec 
son médecin, sa famille, ses amis, ses voisins à tout moment. Sans même parler d'interaction 
direct, le système informatique pourrait tout simplement envoyer des alertes spécifiques à 
son médecin ou sa famille en fonction des informations à relayer. Par exemple, on pourrait 
imaginer que si la personne refuse de prendre ses médicaments, alors une alerte serait 
envoyée au médecin qui pourrait agir en conséquence. 
 Services de soutien psychologique et cognitif : l'intérêt de la technologie est son 
omniprésence au sein de la maison et à travers le temps. C'est elle qui est présente pendant 
les moments de solitude de la personne. Ainsi, le système informatique pourrait offrir des 
services d'animation de vie et notamment, dans le cas des personnes atteintes de troubles 
cognitifs, des exercices de stimulation cognitive qui permettent de ralentir le déclin cognitif. 
4. Axes étudiés 
Le projet Robadom propose de concevoir un robot d'aide à domicile et d'évaluer les bénéfices 
apportés par ce type de technologie. Pour y parvenir, il propose d'explorer les différents axes 
suivants : 
 Définir l’apparence du robot : un groupe de personnes âgées réuni au début du projet 
Robadom a permis d'établir que le robot ne doit pas être de type humanoïde. Il est possible 
que la science-fiction a peint une image très noire des robots, qui volent la vie des humains 
ou qui essaient de les remplacer. Ce préjugé semble très présent dans l'esprit de ce groupe 
qui montre une réticence certaine concernant les robots. Ainsi, le robot d'aide à domicile 
doit ressembler à un objet classique de la vie de ces personnes. L'une des missions du projet 
est de proposer un robot qui sera accepté par elles. 
 Définir le comportement du robot : en interaction homme-machine, il est nécessaire que la 
technologie soit adaptée à l'être humain. En premier lieu, le robot doit être facile à utiliser et 
répondre aux besoins des personnes. Il doit offrir une interaction « naturelle » (cf. note de 
bas de page 7) pour faciliter l'adaptation des personnes. Et pour finir, il ne doit pas être 
perçu comme un système intrusif. S'il doit être différent de l'homme par son apparence, il 
doit au contraire être similaire à l'homme dans sa façon d'être. Cela signifie qu'il doit adapter 
son comportement verbal et non verbal, exprimant des émotions, de l'empathie, de façon à 
être accepté. 
 Étudier l'impact de ce robot dans la vie de tous les jours : Est-ce que le robot apporte un 
confort ou un réconfort aux personnes ? Est-ce qu'il améliore leur qualité de vie ? Est-ce qu'il 
améliore ou n'aggrave pas les troubles cognitifs des personnes ?  
 Étudier la perception qu’ont les personnes du robot : quelles sont les conditions 
d’acceptation de ce type de robot ? Est-ce que le robot est un simple objet qu'on pose dans 
un coin et qu'on oublie ? Au contraire est-il devenu un compagnon pour la personne, un 
intrus... ? 
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5. Participation des partenaires 
Le projet Robadom compte quatre partenaires : l'hôpital Broca à Paris avec le laboratoire 
LUSAGE (Anne-Sophie Rigaud), le laboratoire ISIR à Paris (Mohamed Chetouani), l'entreprise 
Robosoft à Bidart (Meftah GHRISSI ) et le laboratoire VALORIA (équipe aujourd'hui au laboratoire 
Lab-STICC) à Vannes (Dominique Duhaut). Les rôles de ces partenaires sont les suivants : 
 Hôpital Broca et laboratoire LUSAGE : cette équipe est composée de médecins et de 
psychologues spécialisés dans la neurologie et la gériatrie. Ils sont chargés de spécifier les 
besoins et d'effectuer les évaluations des technologies utilisées dans le projet auprès des 
personnes âgées. Les personnes qui participent aux expérimentations ont des faibles 
troubles cognitifs. 
 Laboratoire ISIR : cette équipe est composée d'informaticiens et de roboticiens spécialisés 
dans le traitement du signal, dans la reconnaissance de visage, de formes..., pour l'analyse de 
l'interaction et dans l'étude des capteurs en général. Par exemple, cette équipe fournit, dans 
le cadre du projet, un gestionnaire d'attention qui est capable de déterminer si une personne 
est concentrée dans une tâche ou non. Il est aussi possible de déterminer si une personne 
interagit avec le robot, si elle est en train de parler ou non, si elle est loin ou près, quel 
mouvement elle effectue...  
 Entreprise Robosoft : cette entreprise est une PME française 
spécialisée dans la conception de robot mobile. Un de leur dernier 
produit, le robot Kompaï, illustré sur la Figure 1, est fabriqué pour 
l'assistance des personnes âgées. Il fournit un ensemble de services 
permettant de gérer leur quotidien : gestion des rendez-vous, de la 
liste de course, discussion par vidéo conférences, jeux... C'est la 
base de ce robot qui est utilisé pour le projet. Il est prévu de 
remplacer le haut actuellement inerte par un corps et un visage 
expressif afin de lui faire effectuer un comportement non verbal et 
des expressions faciales. 
 Laboratoire VALORIA (2010-2011) puis Lab-STICC (2012-2013) : 
cette équipe est spécialisée dans l'interaction homme-machine et 
dans la conception de robots expressifs et émotifs. Elle a pour 
objectif de concevoir une architecture informatique multimodale 
permettant de gérer l'interaction entre la personne âgée et le robot. 
Cette architecture doit répondre aux besoins de BROCA, intégrer le 
travail de l'ISIR et utiliser le robot de Robosoft.  
 
  
Figure 1 : Robot Kompaï 
de Robosoft 
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C. Interactions du Compagnon Artificiel 
Le chapitre A.1 a expliqué que le Compagnon Artificiel permet à un utilisateur d’avoir une 
interaction avec l’ensemble des objets numériques contenus dans l’environnement. La Figure 
2 illustre l’environnement d’un utilisateur. Elle montre qu’une personne est entourée par un certain 
nombre de dispositifs numériques. Ces dispositifs peuvent être des capteurs, capables de donner des 
informations sur l’environnement (caméras, micros, thermomètres…) ou des actionneurs, capables 
d’effectuer des actions (un robot, un agent virtuel, une télévision...). Chaque capteur et actionneur a 
un rôle défini et participe à l'interaction, même s'il n'est pas en interaction directe avec l’utilisateur. 
Le Compagnon Artificiel de la personne peut être représenté par les liens (en gris sur la Figure) entre 
chaque dispositif. Cela forme une entité abstraite qui utilise les capteurs et les actionneurs présents. 
 
Figure 2 : Une personne et son Compagnon Artificiel 
La Figure 2 montre que le Compagnon Artificiel est en perpétuelle interaction avec les êtres 
humains et l’environnement.  Concernant les êtres humains, l’utilisateur n’est pas la seule personne 
en relation avec le Compagnon Artificiel. Ce chapitre met en évidence trois types d’humains 
concernés. De plus, concernant l’environnement du Compagnon Artificiel, il est soumis à un certain 
nombre de contraintes. En effet, l’environnement est ambiant et les objets numériques ne sont pas 
toujours les mêmes (présence, absence ou intégration d’un nouvel élément). 
1. Rôle de l’homme dans le Compagnon Artificiel 
Différentes personnes sont en relation avec le Compagnon Artificiel : 
 Les concepteurs : ils fournissent le matériel et hébergent le système. Ce sont les créateurs 
des objets numériques. 
 Les prestataires : ils créent de nouveaux services en utilisant les fonctionnalités des objets 
numériques. Il devient possible d’utiliser un objet numérique d’une façon non prévue 
initialement par son concepteur. Dans le cas de la surveillance à domicile, des médecins 
peuvent donner des instructions pour que le système informatique détecte un danger et 
appelle les secours si besoin. 
 L’utilisateur final : il interagit avec le système et utilise ses fonctionnalités. Dans le cas de la 
domotique (automatisation d’une maison), il peut programmer un certain nombre 
d’événements pour gérer son matériel. 
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Chaque intervenant humain peut participer à l'évolution du système informatique en créant des 





Dans le cas d’un thermostat :  
 Concepteur : fournit un thermomètre et un chauffage. 
 Prestataire de service : crée un scénario : « si la température atteint la température maximum 
autorisée alors le chauffage s'éteint sinon si la température atteint la température minimum alors le 
chauffage s'allume ». 
 Utilisateur : personnalise le scénario en indiquant quelles sont les températures minimum et 
maximum souhaitées. 
Au moment où un concepteur écrit le comportement de son objet numérique, il l’imagine dans 
un contexte précis. Cependant, un utilisateur peut vouloir utiliser l’objet numérique dans un autre 
contexte. Il est intéressant de proposer un système qui permette à un prestataire de service ou à un 
utilisateur d’écrire des nouveaux scenarii d’usage sans devoir créer un programme informatique 
complexe et sans devoir connaître, a priori, le contexte d’exécution de l’objet numérique.  La 
création de scénario d’usage doit être simple et uniforme pour tous les capteurs et actionneurs de 
l'environnement et ne doit pas nécessiter des connaissances en informatique. 
2. Environnement ambiant du Compagnon Artificiel 
L’environnement du Compagnon Artificiel est composé d’un certain nombre d’objets numériques 
comme des caméras et des micros. Il contient aussi des objets augmentés qui « sont des objets en 
apparence classiques, conservant leurs fonctions habituelles, mais disposant de fonctionnalités 
supplémentaires apportées par l’informatique. Par exemple, un four qui calcule automatiquement la 
durée de cuisson des aliments peut être qualifié d’augmenté : il garde sa fonction originale, à 
laquelle il ajoute une nouvelle fonctionnalité » (Jacquet 2006). L’environnement inclut également des 
objets connectés. Grâce aux progrès de la technologie et à l’émergence des communications sans fil, 
des objets comme les télévisions, les frigos, les serrures peuvent communiquer directement avec 
d’autres dispositifs. Par exemple, la société américaine Apigy, propose Lockitron, un appareil qui 
permet de verrouiller ou déverrouiller une serrure à distance. Le Compagnon Artificiel dispose donc 
d’un éventail riche de fonctionnalités pour assister l’utilisateur. Oui, mais… 
L’utilisateur n’est pas statique, en conséquence l’environnement du Compagnon Artificiel n’est 
pas statique non plus. Dans une journée, l’utilisateur n’a pas accès à tous les objets numériques en 
même temps. De plus, il se déplace et peut changer d’environnement ou alors effectuer des 
modifications. Par exemple, il peut jeter des objets, les changer de place… Le Compagnon Artificiel 
doit tenir compte de ces situations et s’adapter. Il doit utiliser des objets numériques en contact avec 
l’utilisateur pour lui assurer les meilleurs services. Par exemple, dans le contexte d’une surveillance à 
domicile, s’il existe plusieurs caméras, le Compagnon Artificiel doit récolter des informations 
uniquement en provenance de la caméra qui « voit » l’utilisateur. 
Pour permettre au Compagnon Artificiel d’utiliser l’ensemble des fonctionnalités, il faut déjà que 
tous les objets numériques soient branchés en réseau et puissent communiquer ensembles. Cette 
informatique omniprésente est appelée l’informatique ubiquitaire. L’utilisateur interagit avec 
certains objets sans se rendre compte de tous les traitements informatiques. 
Le Compagnon Artificiel ne peut assister l’utilisateur que si l’homme est au cœur du système. 
L’environnement doit posséder des capteurs capables de « représenter » l’environnement. Cette 
perception de l’environnement est une contrainte forte du Compagnon Artificiel. En effet, si une 
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personne âgée tombe et que les capteurs ne détectent pas cette chute, cela peut représenter un 
grave danger pour la personne. Le Compagnon Artificiel doit se faire une représentation constante 
de l’état de l’environnement. Ceci passe par une modélisation de l’environnement. 
Enfin le Compagnon Artificiel doit maintenir une interaction naturelle avec les objets 
habituellement utilisés par l’utilisateur. Le principe consiste à utiliser les canaux de communication 
de l'homme pour créer une interaction qui lui semble naturelle : reconnaissance et synthèse vocales, 
reconnaissance des gestes, des formes, interaction émotionnelle... Le domaine de l’interaction 
homme-machine a beaucoup évolué. Les ordinateurs ne sont plus les seuls objets informatiques 
utilisés par une personne dans son quotidien. On compte les appareils électroménagers 
« intelligents », mais aussi les GPS, les voitures (remplies d’électroniques), les consoles de jeux, les 
télécommandes en tout genre. Non seulement, chacun de ces objets nécessite un temps 
d’apprentissage, mais en plus les utilisateurs peuvent développer de la lassitude si les systèmes sont 
trop complexes. Le Compagnon Artificiel permet de simplifier l’utilisation de tous les objets 
numériques par l’utilisateur en uniformisant leur accès et en minimisant le nombre 
d’ « interlocuteurs ». 
Le domaine de l’interaction homme-machine nous apprend qu’il est nécessaire de prendre en 
compte les utilisateurs. Ainsi, pour assurer une interaction à long terme, nous nous intéressons au 
problème de l’acceptabilité de l’interaction avec le Compagnon Artificiel. Bien que les notions de 
migration (Syrdal et al. 2009) et de mémoire à long terme (Ho et al. 2009) soient fondamentales pour 
créer une relation à long terme, notre travail ne traite pas ces sujets. L’acceptabilité est un sujet de 
recherche vaste et en plein essor. Il n’existe pas encore de règles standardisées à suivre. Mais il existe 
plusieurs études et modèles. L’annexe A en présente quelques travaux effectués dans le domaine de 
l’acceptabilité au sens large. Notre travail prend en compte quelques aspects de l’acceptabilité à travers 
les expérimentations que nous avons menées.  
On retient donc deux problèmes principaux qui doivent être gérés : 
 Au fil du temps, des nouveaux objets numériques sont créés. Lorsqu'ils sont introduits dans 
le système informatique, ils doivent pouvoir interagir avec les objets déjà en place. 
 L'humain évolue dans son environnement. Il faut tenir compte du fait qu’un objet numérique 





Nous avons vu qu’il existe trois intervenants différents du Compagnon Artificiel : 
 Les concepteurs des objets numériques, 
 Les prestataires de services (qui définissent la configuration du système), 
 L’utilisateur final. 
Chacun de ces acteurs a un rôle différent qui doit être prévu lors de la conception du Compagnon Artificiel. 
 
Le Compagnon Artificiel utilise des objets numériques qui peuvent être connectés ou déconnectés, présents 
ou absents. Sa conception doit prendre en compte la dynamique du système et son adaptabilité. 
 
Enfin, si nous créons un produit à destination d’un utilisateur, il faut s’assurer que ce produit sera 
effectivement utilisé. Le Compagnon Artificiel est conçu pour un utilisateur spécifique. Cela signifie qu’il doit 
respecter ses besoins. La conception du Compagnon Artificiel doit prendre en compte l’utilisateur et respecter 
au maximum les contraintes liées à l’acceptabilité des technologies. 
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Le Compagnon Artificiel utilise des objets numériques qui peuvent être classés en trois 
catégories : les logiciels, les robots et les personnages virtuels, qui peuvent être déployés sur tout 
type de support : ordinateur, téléphone portable, tablette, … La question principale qui se pose alors 
est : comment construire une architecture informatique pour assurer l’activité du Compagnon 
Artificiel en utilisant tous ces objets numériques ? 
Pour répondre à cette question, nous nous intéressons aux trois types de compagnons : compagnons 
logiciels, compagnons robotiques et compagnons virtuels (Chapitre II.A, B et 0). En quoi sont-ils utiles 
pour le Compagnon Artificiel ? Est-ce qu’il existe une architecture qui peut être utilisée pour le 
Compagnon Artificiel ? Le 0 présente les travaux menés en intelligence ambiante dont la 
problématique est proche de celle du Compagnon Artificiel. Enfin le Chapitre II.E propose une 
discussion pour indiquer s’il existe une architecture (d’un compagnon ou en intelligence ambiante) 
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Nous appelons ici logiciels ou compagnons logiciels des programmes qui ne s’interfacent pas 
avec des robots ou des personnages virtuels. Par exemple, cela peut être des interfaces graphiques 
sur ordinateur, des environnements de formation, des applications de téléphones mobiles ou de 
tablettes etc. Par exemple, Verstockt et al ont développé une application sur smartphone pour 
assister les personnes ayant des handicaps (Verstockt et al. 2009). Qualifiés de compagnon logiciel, on 
trouve également Clavie (Laperrousaz and Teutsch 2003), un logiciel d’autoformation, capable de 
dialoguer avec l’utilisateur pour répondre à ses besoins et un assistant de fitness développé sur un 
téléphone mobile qui seconde les personnes pratiquant un sport (Stahl et al. 2008). Dans tous les cas, 
l’utilisateur interagit directement avec le logiciel via son support. C’est ce qui le distingue des 
compagnons robotiques où l’utilisateur interagit via un robot et des compagnons virtuels où 
l’utilisateur interagit avec un personnage virtuel. 
Ce chapitre présente les architectures de six logiciels ou compagnons logiciels : l’architecture 
BDI, Baghera, la plateforme SEMAINE, un modèle de personnalité basé sur l’ennéagramme, Ubi-learn 
et ICARE. Ces architectures, issues de domaines différents, permettent de se faire une représentation 
globale de l’existant. Il est intéressant de comprendre leur organisation et leur structure afin de voir 
si elles peuvent être la base du Compagnon Artificiel ou, si ce n’est pas le cas, comment elles 
s’interfacent avec le Compagnon Artificiel. 
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Modèle BDI 
 Le modèle BDI (Belief-Desire-Intention) (Bratman 1999) a été créé pour la programmation 
d’agents intelligents. Plus précisément, il permet de décrire le comportement des agents cognitifs. Il 
a été créé par Michael Bratman, professeur de philosophie à Standford en 1999. La Figure 3 montre 
que ce modèle utilise trois concepts pour permettre un raisonnement de l’agent : les croyances 
(belief), les désirs (desire) et les intentions (intention). Les croyances d'un agent sont les informations 
que l'agent possède sur l'environnement et sur d'autres agents qui existent dans le même 
environnement. Une croyance n’est pas forcément vraie (contrairement à une connaissance) et peut 
évoluer au fur et à mesure que l’agent recueille des informations. Les désirs représentent les 
motivations de l’agent, c’est-à-dire les objectifs et les situations que l’agent souhaite atteindre. Les 
désirs ne sont pas forcément réalisés. L’agent effectue un processus de délibération dans lequel il 
confronte ses désirs et ses croyances et choisit un ensemble de désirs qui peuvent être satisfaits. Les 
intentions sont des désirs que l’agent a décidé d’accomplir. Les intentions sont persistances, cela 
signifie qu’un agent ne va pas les abandonner. 
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Plateforme Baghera 
La plateforme Baghera est une implémentation du modèle BDI. C’est un environnement 
d’apprentissage de la preuve en géométrie. La plateforme est modulaire et s’adapte à d’autres cas 
d’apprentissage. Il existe deux types d’utilisateurs : les élèves et les enseignants. Comme le montre la 
Figure 4, chaque utilisateur du système dispose d’un espace de stockage appelé ”cartable 
électronique” pour les étudiants et ”casier électronique” pour les enseignants. Un élève interagit 
avec trois agents : Compagnon, Tuteur et Médiateur. Un enseignant interagit avec deux agents : 
Compagnon et Assistant. Chaque agent est une entité à part, spécialisé dans un traitement, qui 
travaille en collaboration avec les autres agents. Dans les deux cas, le Compagnon accompagne 
l’utilisateur dans ses tâches. Le Tuteur gère les tâches didactiques de l’élève et sa situation 
d’apprentissage. Le Médiateur choisit l’agent qui saura vérifier les réponses proposées par l’étudiant. 
Enfin, l’Assistant diffuse aux étudiants les exercices de l’enseignant au moment opportun. 
 
 
Le modèle BDI ne peut pas être utilisé pour le CA car les objets numériques ne doivent pas 
prendre de décisions, ni même collaborer. Les objets numériques doivent fournir des fonctionnalités qui 
peuvent être utilisées. Ils doivent obéir aux ordres donnés par l’utilisateur qui doit toujours avoir le 




Figure 4 : Architecture Baghera pour deux utilisateurs connectés 
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API SEMAINE 
L’API SEMAINE (Schröder 2010) est un cadriciel open source qui permet de construire des 
systèmes émotionnels à base de composants. Il a été utilisé, par exemple, pour créer un agent 
sensible SAL (Sensitive Artificial Listener). L’API utilise des formats de représentation standards de 
façon à permettre l’interopérabilité et la réutilisabilité des composants développés. Il est possible 
d’écrire des composants dans différents langages (Java et C++). Les composants s’envoient des 
messages, ce qui permet de s’affranchir du système d’exploitation et du langage utilisé. La Figure 5 
montre l’architecture de l’API SEMAINE. Elle est composée de trois parties principales : l’analyse des 
capteurs, l’interprétation de ces données et la génération d’actions appropriées. L’entrée du système 
est donc constituée de capteurs qui permettent l’acquisition des données en provenance de 
l’utilisateur (analyse du visage, de la voix, de la gestuelle…). Les données sont fusionnées et 
interprétées, ce qui permet d’établir l’état de l’utilisateur, de l’agent et du dialogue. En fonction de 
ces trois données, le système propose des actions au générateur de comportement. La sortie du 
système est l’écran sur lequel s’affiche un agent conversationnel qui effectue l’action demandée. 
 
L’API SEMAINE est intéressante car les composants sont interopérables et réutilisables. De plus, 
l’envoi de message entre les composants permet des échanges d’informations en plus de la tâche que 
doit effectuer chaque composant. Enfin, il est intéressant de pouvoir récupérer des données 
multimodales et de les fusionner pour les utiliser de façon globale. 
Cependant l’API n’est pas dynamique et ne permet pas de prendre en compte la présence et 
l’absence des objets numériques. De plus, il n’est pas indiqué si l’utilisateur peut contrôler son 
environnement et s’il peut interférer sur les données d’entrée du système. 
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Modèle de personnalité 
Soueina a proposé un modèle de personnalité (Soueina 2003) qui permet en observant un 
utilisateur de déterminer sa personnalité à travers neuf types de personnalité prédéterminés. 
L’objectif est d’éviter de faire passer de lourds questionnaires et de deviner la personnalité en 
fonction des indices donnés par les modalités d’entrées : reconnaissance du visage, de regard, 
gestuelle, reconnaissance automatique de la parole... Les modalités de sorties peuvent être du texte, 
de la synthèse de parole, des graphiques, du braille... 
 La Figure 6 montre l’architecture développée. Celle-ci prend en compte un utilisateur pour 
construire la réponse à lui apporter. L’ensemble des données des capteurs sont fusionnées par un 
module spécialisé (MMIF) et transmis à un gestionnaire de dialogue. Les données des capteurs sont 
également utilisées par un module (MMPPE) chargé d’extraire la personnalité supposée de 
l’utilisateur. Le gestionnaire de dialogue utilise l’analyse de ces deux modules pour générer la sortie 
appropriée à un module spécialisé (MMOG). C’est ce module qui est chargé d’afficher le résultat sur 
la sortie appropriée. 
 
 
Le point fort de cette architecture est d’avoir un module spécialisé dans la gestion des données 
d’entrée et un module spécialisé dans la gestion des données de sortie. Il semble important de pouvoir 
prendre en compte des données multimodales. Mais il ne semble pas possible d’enrichir le système 




Figure 6 : Architecture du modèle de personnalité basé sur l'ennéagramme 
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Ubi-learn 
Ubi-learn (Derycke et al. 2005) est une architecture qui permet la création d’applications d’e-
formations. L’architecture est multicanale et multimodale. Cela signifie que l’application est faite 
pour pouvoir s’afficher sur n’importe quel mobile (téléphone, PDA, etc.) et qu’elle est capable 
d’utiliser n’importe quelle modalité disponible sur ce périphérique. L’interfaçage entre l’architecture 
Ubi-learn et les services applicatifs est fait par les services web. Ce type de système est composé de 
trois couches principales : une couche concerne les données (mise en œuvre et stockage), une 
couche services applicatifs et services communs (gestion des processus d’apprentissage), et une 
couche d’intermédiation qui fournit l’interface avec les usagers. Ubi-learn permet la composition 
dynamique d’e-services et utilise un système multi-agent. Cela permet de supporter simultanément 
plusieurs types de transactions, pour un nombre d’apprenants relativement importants et pour 
plusieurs types de canaux disponibles.  
Les auteurs de ce projet sont parties de l’hypothèse que les aspects techniques qui 
permettent l’interopérabilité entre les services, leur ouverture et leurs réutilisation seront sans 
doute acceptés prochainement comme un standard et se sont focalisés sur la couche 
d’intermédiation. 
 
Cette architecture ne semble pas évolutive et semble trop spécifique au cadre de l’e-formation pour 
être utilisée pour le Compagnon Artificiel. Les services web peuvent considérablement compliquer 
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Architecture ICARE 
L’architecture ICARE (Interaction Complementarity Assignement Redundancy and 
Equivalence) (Bouchet, Nigay, and Ganille 2004) est une approche basée composants permettant de 
créer rapidement des interfaces multimodales. A partir d’une spécification simple, le code est 
automatiquement généré. Il existe deux composants principaux. Le premier permet de définir des 
modalités et le deuxième permet de spécifier les relations entre ces modalités. Une modalité est la 
couche supérieure d’un matériel physique. Elle est représentée par des informations de haut niveau. 
Par exemple, une souris peut être représentée par « bouton pressé », « bouton relâché », etc. A 
chaque action, la modalité peut indiquer des informations relatives à l’interaction en cours. Par 
exemple, si le bouton est pressé, l’information peut être « sélection menu ». 
Cette architecture permet de créer des logiciels de façon automatique et ne peut pas s’adapter au 
Compagnon Artificiel qui utilise différents types d’objets numériques. Cependant il est intéressant de 
représenter les modalités avec un niveau d’abstraction qui permet de s’affranchir des connaissances 
techniques des capteurs d’entrées. Et il est également intéressant de pouvoir déterminer des relations 
entre ces modalités d’entrées. 
 
B. Compagnons robotiques 
1. Introduction 
Au début des années 60, les robots sont utilisés par les industries pour automatiser les tâches 
des hommes. Ce sont des robots industriels. Dans une revue de littérature (Shibata 2004), Shibata 
décrit l’émergence des robots industriels à partir des années 70, avec un pique en 1991. C’est à partir 
de ce moment que l’utilisation des robots se démocratise. Les robots de service naissent alors. Ils ne 
sont pas seulement utilisés par les professionnels. En effet, il existe de plus en plus de robots de 
services fabriqués pour une utilisation personnelle et privée. Il existe donc deux catégories de 
robots : les robots professionnels qui sont évalués par des mesures objectives (vitesse, précision, 
haute performance, fiabilité…) et les robots personnels qui sont aussi évalués par des mesures 
subjectives. En effet, ils doivent apporter un certain confort à l’utilisateur. 
Les premières expérimentations sur les mesures subjectives de ces robots ont été effectuées 
dans un contexte médical par Shibata (Wada et al. 2004) avec Paro, un robot représentant un bébé 
phoque. L’objectif était d’évaluer l’impact de ces robots sur des personnes fragilisées. Ce pan de 
recherche s’appelle la Théraphie Assistée par Robots. Paro, qui ressemble à une peluche, est non 
seulement considéré comme un jouet mais également comme un compagnon pour les patients et a 
une influence significative sur leur humeur. De cette étude est né le courant des robots compagnons, 
qui apportent une dimension affective à la relation entre l’homme et le robot. Actuellement, il existe 
beaucoup d’études sur les robots compagnons qui ont pour objectif d’améliorer la qualité de 
l’interaction afin d’aider les personnes. 
Selon Shibata, il y a quatre catégories de robots : les robots de services, et les robots 
compagnons qui se décomposent en trois catégories : les robots qui représentent des animaux réels, 
les robots qui représentent des créatures ou objets imaginaires et les robots humanoïdes (Shibata 
2004). La Figure 8 montre un panorama d’un ensemble de robots existants actuellement dans 
chacune de ces quatre catégories (services, animaloïdes, imaginaires et humanoïdes). 
Tous ces robots sont susceptibles d’être utilisés par le Compagnon Artificiel. En effet, le 
Compagnon Artificiel doit s’adapter au matériel que possède l’utilisateur. L’architecture doit pouvoir 
intégrer des robots différents techniquement. 
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Figure 9 : Robots de services 
BIRON (Shuyin Li et al. 2004) (Lohse et al. 2008), Care-O-bot I, II et III (Hans, Graf, and Schraft 2002), Care-O-
bot 3 (Graf et al. 2009), Dynamaid (Stückler et al. 2009), Jido (Clodic et al. 2007), Maggie (Salichs et al. 2006), 
SELF (Mori et al. 2007), TASER (Baier et al. 2006) et TOOMAS (Gross et al. 2009). 
  
L’objectif des robots de service est d’effectuer des tâches à la place de l’homme pour lui 
simplifier le quotidien. Ils doivent agir efficacement mais leur objectif premier n’est pas d’apporter 
une dimension sociale à la relation. Ainsi, ils n’ont pas de visages expressifs et ne peuvent pas 
exprimer les émotions. Leur but n’est pas de créer un lien émotionnel avec les humains. Ces robots 
ont généralement des roues, qui leur permettent de se déplacer de façon autonome. Certains ont 
des bras pour prendre des objets, d’autres intègrent un écran d’ordinateur. La Figure 9 montre un 
ensemble (non exhaustif) de ces robots.  
 
Selon le point de vue du Compagnon Artificiel, ces robots peuvent effectuer des actions complexes. 
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Figure 10 : Robots animaloïdes 
Aibo (Arkin et al. 2003), EmI (Saint-Aime et al. 2009), Paro (Takanori Shibata et al. 2008), Mel (Sidner, Lee, 
and Lesh 2003), Huggable (Stiehl et al. 2005a) (Stiehl et al. 2005b), iCat (A. J. N. van Breemen 2005) (A. Van 
Breemen 2004) (Kessens et al. 2009) , NeCoRo (Libin 2003), Yuppy, un robot animal émotionnel (Velásquez 
1998). 
L’objectif des robots animaloïdes est de créer un lien affectif entre l’humain et le robot. Ces 
robots copient le comportement des animaux qu’ils représentent. Cependant, deux problèmes 
majeurs apparaissent dans ce groupe. Premièrement, la plupart d’entre eux représentent un animal 
connu, appelé les animaux familiers par Shibata (Shibata 2004). Souvent, les humains s’attendent à ce 
que les robots agissent exactement comme l’animal qu’ils représentent. Mais lorsque le robot 
n’arrive pas à reproduire le comportement de l’animal réel, les utilisateurs peuvent être déçus et 
rejeter le robot. Deuxièmement, ces robots ne peuvent ni communiquer ni être compris facilement, 
éléments pourtant fondamentaux dans l’interaction homme-machine. La Figure 10 montre un 
ensemble (non exhaustif) de ces robots.  
 
Pour le Compagnon Artificiel, ces robots peuvent jouer le rôle de peluche ou de jouet. Ils ne 
peuvent pas rendre de service car ils n’ont pas les compétences physiques pour le faire. Par contre, ces 
robots pourraient récupérer des infos sur l’utilisateur et les transmettre au Compagnon Artificiel ou 
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Figure 11 : Robots imaginaires 
Anty/Probo (Saldien et al. 2006) (Saldien et al. 2008), Autom un robot coach pour la perte de poids (Cory D. 
Kidd and Breazeal 2008), CASIMIRO (Déniz et al. 2012), Cues (Yoshiike, De Silva, and Okada 2010), eMuu 
(Bartneck and Michio 2001) (Bartneck 2002), ERWIN, une tête de robot (Murray et al. 2009), IROMEC 
(Patrizia et al. 2009), Kismet (Cynthia Breazeal 2003) (C. Breazeal and Scassellati 1999), Leonardo (C. Breazeal 
et al. 2004), LINO (A. Van Breemen 2004), Muu2, NEC PaPeRo (C. Kidd and Breazeal 2006), R100, et Tofu 
(Wistort and Breazeal 2009). 
 
 L’objectif des robots imaginaires est d’apporter un lien affectif à l’humain. Comme leur 
apparence est totalement inventée, les humains ne s’attendent pas à un comportement particulier 
car ils ne sont pas familiers de ce genre de personnages. Cela semble favoriser l’acceptabilité de ces 
robots. Les robots peuvent utiliser des expressions et des comportements qui ne se calquent pas sur 
un modèle connu. Les humains doivent apprendre à les connaître de la même façon que nous devons 
apprendre la personnalité et le caractère d’une nouvelle personne quand nous la rencontrons. Mais, 
tout comme le deuxième groupe, ces robots ont un problème de communication car celle-ci ne 
ressemble pas forcément à celles des humains et il peut être difficile de comprendre le robot. La 
Figure 11 montre un ensemble (non exhaustif) de ces robots.  
 
De par les possibilités qui sont offertes par ce type de robots, leur rôle dans le cadre du Compagnon 
Artificiel reste à définir. Il faut que le Compagnon Artificiel permette à chaque constructeur de robots 
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Figure 12 : Robots humanoids 
ASIMO (Sakagami et al. 2002), Cog (R. A. Brooks et al. 1999), CosmoBot’s (Lockerd, Brisben, and Lathan 2004) 
(Brisben et al. 2005), ISAC (Peters et al. 1999), ALICE (Hanson et al. 2012), Zeno (Hanson et al. 2009), KASPAR 
(Dautenhahn et al. 2009), SDR-4X (Arkin et al. 2003) (Fujita et al. 2003), Nao (Kulk and Welsh 2008), Nexi (C. 
Breazeal 2009), Repliee (MacDorman and Ishiguro 2004), Hubo (Oh et al. 2006), EMYS    dzierski et al. 
2013), Obrero (Torres-Jara, Natale, and Fitzpatrick 2005), QRIO (A. G. Brooks and Arkin 2006), ROBITA (Tojo 
et al. 2000), Robovie (Kanda and Ishiguro 2005), Spartacus (Michaud et al. 2006) et Geminoid (Nishio, 
Ishiguro, and Hagita 2007). 
 
Les robots humanoïdes peuvent communiquer plus facilement avec les humains grâce à leur 
anthropomorphisme. Ils peuvent utiliser le langage verbal ou les codes sociaux des humains et en ce 
sens, ils sont facilement compréhensibles. La Figure 12 montre un ensemble (non exhaustif) de ces 
robots. 
Cette catégorie de robot est important pour l’interaction homme-robot car 
l’anthropomorphisme des machines augmente le jugement positif des humains et la qualité de 
l’interaction (Y. Kim and Sundar 2012). De plus, lorsque le robot imite le comportement humain, 
l’interaction peut être fluide et naturelle (Kirby, Forlizzi, and Simmons 2010), ce qui augmente 
l’acceptabilité du robot. Du point de vue du robot, être capable de communiquer naturellement 
revient à être capable de communiquer verbalement et non verbalement. Aucun canal n’est 
prédominant sur un autre dans la communication homme-homme (Ekman et al. 1980). Ainsi le robot 
doit s’exprimer en utilisant plusieurs modalités, et il doit également être capable de décoder 
l’humain. Pour cela, il est plus facile d’analyser plusieurs canaux simultanément (Ginevra Castellano, 
Kessous, and Caridakis 2008). 
Enfin, les robots ne seraient pas de bons communicants s’ils n’étaient pas pourvu d’émotions 
(Scherer (Scherer 1984), James (James 1884), Darwin (Darwin 2002)). Même si le processus émotionnel 
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communication. Les études se portent majoritairement sur les six émotions de bases d’Ekman qui 
sont la joie, la peur, la tristesse, la surprise, le dégoût et la colère (Ekman and Friesen 2003). Les 
émotions peuvent s’exprimer à travers les expressions faciales, la gestuelle, la voix, le discours etc. 
Cette multimodalité complique la mise en place de processus émotionnel sur le robot, car même si 
les expressions faciales semblent maintenant comprises et reproduites sur des robots (Cynthia 
Breazeal 2003) (Saint-Aimé et al. 2009), ce n’est pas le cas de la voix par exemple. En effet la synthèse 
vocale ne permet pas pour l’instant d’exprimer des émotions car il est difficile de trouver le ton, la 
vitesse et la prosodie associés à chacune d’entre elles (C. Breazeal 2001). La recherche sur la 
communication homme-robot est ainsi très active comme l’explique en détail Breazeal dans son 
ouvrage (C. Breazeal and Brooks 2005).  
Comme l’utilisateur peut s’identifier à ces robots, le Compagnon Artificiel pourrait les utiliser 
comme partenaire de travail ou de jeu de l’utilisateur. 
 
2. Architectures 
La partie précédente montre qu’il existe déjà beaucoup de compagnons robotiques pour les 
utilisateurs. Certains d’entre eux ont été créés avec des architectures plutôt génériques qui peuvent 
être réutilisées dans d’autres contextes. Il est intéressant de les étudier pour voir si une de ces 
architectures peut être celle du Compagnon Artificiel. Ce chapitre présente un ensemble 
d’architectures de robots ou ayant un lien avec des robots : les architectures PRS,  AD, BERRA, 
ATLANTIS, TAME, iGrace et les robots Maggie, BIRON, Robovie et QRIO. 
Architecture PRS 
L’architecture PRS (Procedural Reasoning System) (Georgeff and Ingrand 1989) peut être vue 
comme une extension du modèle BDI. Elle permet de créer des applications capables de raisonner et 
d’établir des plans dans un environnement dynamique. La Figure 13 montre qu’elle est composée 
de : 
 Une base de données qui contient les croyances actuelles ou les faits concernant 
l’environnement,  
 Un ensemble de buts courants qui doivent être réalisés,  
 Un ensemble de plans qui décrit comment certaines séquences d’actions peuvent être 
exécutées pour atteindre un but donné et réagir dans une situation particulière, 
 Une structure d’intention qui contient les plans choisis pour être exécutés éventuellement, 
 Un interpréteur qui dirige ces quatre composants en sélectionnant les plans appropriés (basé 




Figure 13 : Architecture PRS 
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 Le système interagit avec son environnement, incluant d’autres systèmes. Sa base de 
données est mise à jour lorsque qu’il acquière de nouvelles croyances en réponse à un changement 
de l’environnement. Enfin il s’exprime à travers des actions qu’il accomplit au fur et à mesure qu’il 
exécute ses intentions. 
Le Compagnon Artificiel peut s’inspirer de l’architecture PRS en ce qui concerne les plans et 
l’interpréteur qui dirige l’ensemble des composants. Par contre, l’architecture PRS n’est pas adapté en 
ce qui concerne les croyances et les intentions puisque le Compagnon Artificiel doit simplement obéir 
aux ordres donnés par l’utilisateur. Il ne faut pas que les objets numériques soient des agents 
autonomes du point de vue du Compagnon Artificiel. 
 
Architecture AD 
Plusieurs robots sont implémentés avec une architecture qui est basée sur un modèle 
psychologique : l’architecture AD (Barber and Salichs 2001). Le niveau A (Automatique) représente les 
compétences sensorielles et réactives du robot. Ce sont les compétences qui s’effectuent de façon 
automatique comme les réflexes. Tandis que le niveau D (délibératif) représente la capacité du robot 
à effectuer une tâche de haut niveau comme la planification, la gestion de mots, la gestion d’une 
mémoire etc. 
Robot MAGGIE 
On trouve une première application  de l’architecture AD, sur le robot Maggie (Salichs et al. 
2006), au sein du projet R2H , comme le montre la Figure 14. Ce projet a pour objectif de développer 
un robot réellement autonome avec un comportement basé sur ses propres impulsions et 
motivations. L’architecture propose une approche particulière où l’humain est au même niveau que 
les autres objets dans l’environnement. Les capteurs récupèrent des informations sur 
l’environnement et les transmettent  au niveau Automatique sans faire de distinction. De plus, 
l’architecture AD est enrichie par un système de contrôle émotionnel du robot. 
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Architecture BERRA 
Lindstrom et al ont proposé une extension de l’architecture AD en proposant l’architecture 
BERRA (Lindstrom, Oreback, and Christensen 2000) qui signifie BEhavior-based Research Architecture. 
Cette architecture doit permettre de développer un robot capable de mener un ensemble de 
missions dans une maison ordinaire ou dans un bureau. Les auteurs ont basé leur architecture sur 
l’architecture AD car ils pensent qu’un robot de service doit à la fois avoir des réponses instantanées 
dans des situations inattendues mais également savoir délibérer pour fournir des réponses plus 
abouties. La Figure 15 montre qu’en plus des niveaux Automatique (nommée ici Réactif) et 
Délibératif, l’architecture BERRA possède un niveau d’exécution des tâches. Ce niveau permet de 
suivre la position du robot et de surveiller l’exécution des tâches. Le niveau Délibératif fait le lien 
entre l’homme et le robot tandis que le niveau Automatique récupère les informations des capteurs 
et envoient des ordres aux actionneurs. 
 
L’architecture AD est trop spécifique pour être utilisée pour le Compagnon Artificiel. Elle ne 
répond qu’à une partir des besoins, qui nous semblent à l’heure actuelle optionnels (les émotions). 
Cependant, il est intéressant de reprendre l’idée de la mémoire à long terme pour permettre un 





Figure 15 : Architecture BERRA 
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Architecture ATLANTIS 
En tant qu’architecture à trois niveaux, l’architecture BERRA n’est plus vraiment une 
architecture AD. Il est possible de faire un rapprochement avec l’architecture Three-Layer (E. Gat and 
others 1998), et l’architecture ATLANTIS  (Erann Gat 1991) qui signifie : A Three-Layer Architecture for 
Navigating Through Intricate Situations. La Figure 16 montre les trois niveaux : Délibératif, 
Séquencement et Contrôle. Le niveau contrôle est équivalent au niveau Automatique de 
l’architecture AD. Le niveau Délibératif est similaire à son homologue de l’architecture AD. Le niveau 
Séquencement contrôle les activités. Il est capable de définir des stratégies pour assigner des 
responsabilités aux autres niveaux. C’est un peu le chef d’orchestre de l’architecture. 
 
Le Compagnon Artificiel peut s’inspirer de cette architecture en déterminant une sorte de chef 
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Robot BIRON 
Le robot BIRON (Fritsch et al. 2005) est basé sur une architecture à trois niveaux. La Figure 17 
montre que l’on retrouve bien les trois niveaux : Délibératif, Intermédiaire (ou Séquencement) et 
Réactif (ou Automatique). Le vocabulaire employé pour désigner les niveaux n’est pas toujours le 
même, mais le rôle de ces niveaux est toujours le même. Par exemple, on retrouve un module chargé 
de coordonner les opérations (execution supervisor) comme pour l’architecture ATLANTIS. On 
retrouve également des modules chargés de générer les plans (planner) et de récupérer les 
instructions données par l’utilisateur (dialog control). 
 
L’architecture du robot BIRON est trop spécifique pour être utilisée pour le Compagnon Artificiel 
mais l’idée de fournir une interface de contrôle à l’utilisateur est intéressante. Le Compagnon Artificiel 




Figure 17 : Architecture de BIRON 
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Robot Robovie 
Malgré tous ces exemples, les architectures à deux et trois niveaux ne sont pas un standard 
en robotique puisqu’il existe un nombre non négligeable de robots qui n’ont pas d’architecture 
standardisée. C’est le cas, par exemple, du robot autonome Robovie (Kanda and Ishiguro 2005). Ce 
robot a été utilisé dans des écoles en tant que partenaire d’écoliers. Il utilise des modules qui gèrent 
l’interaction avec les humains (gestes et paroles), les puces RFID pour identifier les personnes avec 
qui il communique. Comme le montre la Figure 18, l’architecture contient quatre bases de données 
chargées de stocker des informations sur les personnes et de maintenir une communication avec 
elles. Ainsi le robot peut suivre la progression de chaque élève. L’architecture contient des modules 
réactifs qui semblent avoir un rôle proche d’une couche Automatique. Elle contient aussi des 
modules spécialisés dans le traitement des capteurs d’une part et des actionneurs d’autre part. 
 
L’architecture de Robovie est spécifique à son utilisation et ne peut pas être utilisée pour le 
Compagnon Artificiel. Cependant on retrouve l’utilisation de modules dédiés à l’analyse des données 
d’entrées et à la génération des données de sorties. Le Compagnon Artificiel doit organiser les modules 
de la même façon pour permettre d’enrichir rapidement et facilement l’architecture avec des nouveaux 
modules d’entrées et de sorties. Il est également intéressant de pouvoir générer des règles d’interaction, 
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Architecture TAME 
En interaction homme-robot, la dimension sociale est importante. Un ensemble 
d’architectures propose une solution pour gérer la robotique affective. Par exemple, l’architecture 
TAME (Moshkina and Arkin 2003), présentée par la Figure 19, permet de calculer le comportement 
affectif des robots. Elle est composée de quatre composants qui gèrent les traits de personnalités, les 
émotions, l’humeur et l’attitude du robot. Ces quatre composants déterminent le comportement du 
robot en fonction des données de l’environnement qui sont envoyées par des modules de 
perception. 
 
Cette architecture est limitée car elle est dédiée à la gestion des émotions. Les auteurs ont dû faire 
des choix subjectifs concernant le modèle d’émotion à implémenter. L’architecture est dépendante de ce 
modèle et il n’est pas possible d’en utiliser un autre. L’architecture n’est pas assez complète pour le 




Figure 19 : Architecture TAME 
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Architecture iGrace 
 De façon complémentaire, Saint-Aimé et al ont défini un modèle computationnel des 
émotions iGrace (Saint-Aimé et al. 2009), permettant de définir le comportement approprié d’un robot 
ours en peluche en fonction de l’état émotionnel d’une personne. La Figure 20 montre l’architecture 
qui est iGrace qui est composée de trois modules : 
 Le module des entrées : gère les paramètres d’entrées du système (les données résultantes 
des différents capteurs, 
 Le module d’interaction émotionnelle : est chargé de calculer la réponse émotionnelle du 
robot, 
 Le module des sorties : permet l’expression du comportement du robot.  
Cette architecture est capable de déterminer l’émotion sous-jacente d’une phrase dite par un enfant 
(l’utilisateur du robot) et de générer une réponse émotionnelle appropriée. 
 
Cette architecture est également limitée dans le cadre du Compagnon Artificiel. Cependant elle 
montre une organisation intéressante avec ces trois types de modules : gestion des entrées, calcul de la 
réponse, gestion des sorties. Cette organisation est suffisamment générale pour pouvoir ajouter 
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Cadriciel général pour application affective 
 Enfin, KangWoo et al ont proposé un cadriciel général (KangWoo Lee et al. 2005) qui permet 
également de générer un comportement en fonction d’émotions. Comme le montre la Figure 21, 
cette architecture affective se base sur trois modules :  
 Le module d’interaction multimodale : prend en compte le caractère multimodal des entrées 
et des sorties. Par exemple, un humain ne communique pas seulement avec sa voix. Il utilise 
aussi de la gestuelle et d’autres indices non verbaux. Le robot peut aussi utiliser plusieurs 
modalités pour s’exprimer, 
 Le module d’interaction cognitive : permet au robot et à l’humain d’avoir une connaissance 
partagée. Ainsi, ce module gère un modèle de connaissance, de tâche, de besoins, 
d’interaction, ainsi que les modèles représentant le mental du robot et la représentation de 
l’utilisateur, 
 Le module d’interaction émotionnelle : gère les différentes réponses émotionnelles du robot. 
Ce module est composé d’une couche réactive, responsable des réactions immédiates 
(réflexes), et d’une couche délibérative, responsable des émotions indirectes suscitées par 
les tâches et la relation sociale avec l’utilisateur. 
  
Concernant cette architecture, elle est également très orientée et trop spécifique pour le 
Compagnon Artificiel malgré sa généricité car les auteurs ont fait des choix, notamment en ce qui 
concerne les émotions, qui ne peuvent pas être modifiées. Elle ne peut donc pas s’adapter aux autres 
travaux. Mais, on retrouve cette structure intéressante de gestion des entrées, calcul de la réponse et 




Figure 21 : Une architecture affective générale 
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Architecture EGO 
Pour finir, Brooks et Arkin (A. G. Brooks and Arkin 2006) mettent l’accent sur l’importance de la 
communication non verbale dans l’interaction homme-homme ainsi que de la proxémique. C’est 
pour cela qu’ils s’intéressent à ces caractéristiques dans la communication homme-robot et qu’ils ont 
développé le concept de behavioral overlays pour incorporer l’affichage de la communication non 
verbale à des comportements préexistants. Cela signifie que le robot effectue sa tâche normale et 
qu’en même temps, il affiche des comportements non-verbaux. C’est le cas du robot QRIO de Sony 
sur lequel a été développée l’architecture EGO (A. G. Brooks and Arkin 2006), présentée sur la Figure 
22. Cette architecture est composée de cinq parties principales. Une partie est chargée de gérer les 
différents capteurs du système, tandis qu’une autre gère les actionneurs. Une partie gère la 
mémorisation des informations. Une autre partie gère l’état interne et émotionnel du robot. Et enfin, 
une dernière partie est chargée de définir le comportement que doit exprimer le robot. 
 
Cette architecture n’est pas assez générique pour le Compagnon Artificiel mais la structure est 
très intéressante car chaque groupe de module est spécialisé dans un type d’analyse. On retrouve la 
gestion des entrées, de la génération de la réponse et des sorties, comme la  plupart des architectures. La 
mémorisation des informations est également gérée. Le module qui gère les émotions est superflu pour 
le Compagnon Artificiel. Les émotions et les comportements non verbaux résultants doivent être 
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C. Compagnons virtuels 
Bartneck a proposé une revue de littérature (Bartneck 2002) qui explique le rôle et l’intérêt 
des agents virtuels et qui rappelle leurs premières utilisations dans la vie quotidienne. Ils sont 
apparus dans des jeux, comme Les Sims, Creatures ou Lemmings puis ensuite, en tant qu’agents pour 
aider les utilisateurs. Bartneck défend le point de vue que l’interaction avec des personnages de jeu 
peut être engageante et joyeuse car ces derniers utilisent des émotions afin d’améliorer la relation 
avec les utilisateurs.  
Les agents virtuels sont également utilisés dans des environnements d’apprentissage. Dans 
ce domaine, Sansonnet et al ont créé un agent virtuel DIVA (Gockley et al. 2005), présentée sur la 
Figure 23, qui interagit sur des sites web. Ils considèrent que les agents virtuels sont intéressants car 
les hommes les jugent sympathiques et parce qu’ils sont des tuteurs efficaces dans le domaine de 
l’éducation. 
 
Figure 23 : Agent virtuel DIVA 
Dans ce domaine, il existe aussi des agents pédagogiques animés, comme Herman the bug 
(Lester et al. 1997), présenté sur la Figure 24, qui est un tuteur pour des enfants. 
 
Figure 24 : Agent virtuel Herman the bug 
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Le domaine de la formation possède également son personnage virtuel PAT (Pesty, Webber, 
and Balacheff 2001) qui est basé sur le même principe que la plateforme Baghera (Chapitre II.A). C’est 
un agent virtuel qui permet d’aider des personnes à apprendre.  
 
Figure 25 : Agent PAT 
Parfois les agents virtuels sont utilisés en complément de robots. Par exemple, Bartneck a 
développé la représentation d’un robot existant Muu2 présenté dans le Chapitre II.B.1 (Bartneck 
2002). La Figure 26 montre le robot et sa représentation visuelle. Le personnage virtuel a été réalisé 
pour faire partie d’une maison ambiante intelligente. Contrairement à un robot qui ne peut pas se 
déplacer, une représentation visuelle peut être disponible dans plusieurs pièces. De plus, grâce à 
cette migration, il peut interagir avec plusieurs utilisateurs en même temps. Et enfin, il peut exprimer 
des émotions plus facilement qu’un robot puisqu’il n’est pas limité physiquement. 
 
Figure 26 : À gauche, le robot Muu2. À droite, représentation visuel de Muu2 
Généralement, les personnages virtuels anthropomorphiques sont créés pour faciliter 
l'interaction sociale avec les humains puisqu’ils peuvent utiliser les mêmes codes. Ils sont de ce fait 
mieux compris et mieux acceptés. Brown et al (Cerezo et al. 2008) ont créé un avatar, représentant un 
robot guide Cherry, afin d’améliorer la communication homme-robot. Le robot et sa représentation 
visuelle sont présentés sur la Figure 27. 
 





- 49 - 
 Pour éviter de multiplier les représentations, Gockley et al ont utilisé les avantages du réel et 
du virtuel en mettant un visage virtuel à un robot réceptionniste : Valérie (Cassell 2001), comme le 
montre la Figure 28. Selon les auteurs, utiliser un visage animé à la place d’un visage mécanique est 
intéressant car un visage animé est plus expressif. De plus, ils considèrent qu’un visage robotique est 
moins fiable dans ses mouvements du fait des problèmes de mécanique. Pour finir, un personnage 
virtuel peut facilement changer d’apparence (coupe de cheveux, couleur des yeux), ce qui n’est pas 
le cas d’un robot. Or il semble important pour un utilisateur de pouvoir personnaliser la relation avec 
le personnage virtuel ou le robot. 
 
Figure 28 : Robot Valérie et sa tête virtuelle 
Selon Yoshikawa, pour qu'un ordinateur soit capable d'interagir avec un humain, il doit avoir 
des compétences de communication (Yoshikawa 1999). Plus généralement, un agent virtuel doit 
respecter les règles de communication des humains (Brown, Lisetti, and Marpaung 2002). C’est la 
spécialité des ECA (Embodied Conversational Agents) qui sont capables d’exprimer des émotions via 
le langage verbal et des expressions non verbales. Les ECA peuvent avoir une conversation naturelle 
avec un utilisateur (De Sevin et al. 2010). 
Les ECA s’appliquent à tous les domaines. Par exemple, la Figure 29 montre Max, un agent 
virtuel permettant de contrôler un environnement domotique. 
 
 
Figure 29 : Agent virtuel Max 
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Dans des applications plus spécialisées en interaction homme-machine, on trouve Greta (De 
Sevin et al. 2010), présenté à gauche sur la Figure 30. C’est un agent conversationnel animé qui peut 
afficher des expressions faciales et prononcer un discours. Elle prend en entrée un fichier BML ou 
FML, tout comme l’agent SASO’s SmartBody à droite sur la Figure 30. Ces agents peuvent facilement 
s’interfacer avec d’autres applications et peuvent être utilisés dans différents contextes. 
 
Figure 30 : Agents Greta et SASO’s SmartBody 
 
Greta est basée sur l’architecture SAIBA (De Sevin et al. 2010) qui signifie Situation Agent 
Intention Behavior Animation. C’est une architecture standardisée pour la génération de 
comportements interactifs des agents virtuels animés. La Figure 31 montre que SAIBA est composée 
de trois différents modules : 
 Planification des intentions : définit les buts courants, l’état émotionnel et les croyances de 
l’agent. Les intentions sont codées en FML (Function Markup Language) et envoyées au 
module de Planification du comportement, 
 Planification du comportement : définit des signaux communicatifs (paroles, expressions 
faciles, gestes…) qui sont encodés en BML (Behavior Markup Language) et envoyés au 
module de génération du comportement, 
 Génération du comportement : réalise les comportements générés en calculant des fichiers 
d’animations de l’agent virtuel (en FAP-BAP). 
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Greta est une adaptation de l’architecture SAIBA, comme le montre la Figure 32. Le module 
de planification du comportement comporte une large palette de comportements non verbaux 
générés à partir d’une seule intention communicative. Lorsque Greta interagit avec un utilisateur, 
elle est capable d’effectuer des rétroactions réactives et cognitives ainsi que des imitations de 
l’utilisateur, améliorant ainsi son acceptabilité. 
 
Figure 32 : Architecture de GRETA 
Pour aller plus loin, Courgeon et al ont créé une plateforme d’agents émotionnels MARC 
(Courgeon, Martin, and Jacquemin 2008) dont un exemple est présenté sur la Figure 33. C’est une 
plateforme qui permet de contrôler en temps réel un personnage animé capable d’exprimer des 
expressions faciales émotionnelles. Elle permet de définir plusieurs profils expressifs pour les 
personnages virtuels afin de moduler en temps réel les réactions de l’agent aux entrées de 
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 La littérature ne présente pas beaucoup d’architectures pour les personnages virtuels. Chen 
et Li proposent une architecture pour modéliser un environnement virtuel multi-utilisateur (Chen and 
Li 2006). Cette architecture apporte une autre vision de l’interaction homme-avatar en proposant un 
nouveau mécanisme d’interaction entre utilisateurs réels et utilisateurs virtuels basés sur un simple 
modèle psychologique permettant d’interagir de façon personnelle et émotionnelle. Le modèle 
psychologique se fonde sur les émotions, la mémoire et les traits personnels. Il affecte le 
comportement (mouvements et gestuelle) de l’agent. La Figure 34 montre que le système est 
composé de quatre modules principaux : 
 Scene and behavior input module : utilise une description géométrique de la scène et 
génère les mouvements que les agents doivent effectuer. Ce module gère également les 
dialogues disponibles, une bibliothèque de mouvements prédéfinis et l’état mental par 
défaut de tous les agents virtuels, 
 System monitoring module : surveille le statut des agents (lieux, futurs mouvements, état 
émotionnel, 
 Agent simulation module : est en charge de la création des agents virtuels et de la 
simulation de leurs comportements lorsqu’ils interagissent avec des avatars (agents 
virtuels et utilisateurs réels), 
 Client module : fournit une interface graphique pour afficher le monde 3D et pour 
permettre à l’utilisateur réel d’interagir avec les agents virtuels. 
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 Enfin, Sansonnet et al proposent un cadriciel pour les Assisting Conversational Agent 
(Sansonnet, Leray, and Martin 2006). Le rôle d’un assistant est d’aider une personne lorsqu’elle se 
trouve en position d’échec. Selon ces auteurs, il doit exécuter trois fonctions majeures : 
 La fonction de compréhension : elle analyse le discours de l’utilisateur pour comprendre sa 
requête. Il semblerait que la voie orale soit la plus importante car c’est celle qu’un être 
humain utilise dans un moment de difficulté, 
 La fonction de compétence : elle fournit la réponse à la requête, il doit donc être capable de 
raisonner, 
 La fonction de présence : il est montré que la présence est très importante dans le cas 
d’utilisateurs novices.  
 La Figure 35 montre que le cadriciel est composé de ces trois outils sous la forme de trois 
agents : le Dialogical Agent (Module Analyser), le Rational Agent (Module Mediator) et l’Embodied 
Agent (Module Presenter. L’Analyser doit traduire la langue naturelle en une requête formelle. Le 
Mediator est une représentation symbolique dynamique de la structure et du fonctionnement du 
composant actuel, sur lequel le Rational Agent doit résoudre la requête formelle. Enfin, le Presenter 
doit retourner la réaction de l’agent en utilisant des modalités multiples.  
 
Les travaux sur les agents virtuels incluent beaucoup les émotions de l’homme ou de la machine. 
L’idée défendue est que l’homme doit être pris en compte. Les architectures proposées sont trop 
spécifiques pour le Compagnon Artificiel. Il semblerait qu’un agent virtuel est autonome et doit gérer 
lui-même sa personnalité et ses émotions, comme pour les robots. 
 
 
Figure 35 : Architecture d'un Assisting Conversational Agent 
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D. Intelligence ambiante 
Ce chapitre introduit la notion d’intelligence ambiante. La première partie explique les 
origines de l’intelligence ambiante à travers trois disciplines : l’interaction homme-machine, 
l’informatique centrée utilisateur et l’informatique ubiquitaire. La deuxième partie explique ce qu’est 
l’intelligence ambiante. La troisième partie présente les travaux apportant des solutions ou des 
recommandations dans certains domaines de l’intelligence ambiante. La quatrième partie présente 
des applications dont la problématique se rapproche en tout ou partie de celle du Compagnon 
Artificiel. Enfin, la dernière partie présente les perspectives de recherche qui peuvent être effectuées 
dans ce domaine.  
 
1. Origines de l’intelligence ambiante 
a) Interaction homme-machine 
A ses débuts, dans les années 70, l’interaction homme-machine n’est possible qu’à travers 
des interfaces textuelles, en ligne de commande. Au début des années 80, la première interface 
graphique est créée par Xerox. Quelques années plus tard, Apple commercialise des ordinateurs avec 
interfaces graphiques et souris, démocratisant ainsi l’outil informatique qui depuis ne cesse 
d’évoluer. Le schéma « clavier-souris » tend même à disparaître pour des moyens de communication 
plus naturels comme la communication tactile.  
Les mobiles sont de plus en plus utilisés pour l’interaction homme-machine. Par exemple, 
Ballagas et al (Ballagas et al. 2006) ont utilisé un smartphone en tant que télécommande d’un système 
complexe. Selon eux, les téléphones mobiles sont tellement présents dans notre quotidien qu’il faut 
les utiliser pour d’autres usages. En effet, ils peuvent permettre de rendre un système affordant 
puisque les utilisateurs n’ont plus besoin d’apprendre le fonctionnement de leur « télécommande ». 
Mais puisque les téléphones s’utilisent différemment des ordinateurs, la philosophie des interfaces 
doit changer. Gong et al (Gong and Tarasewich 2004) ont fourni un ensemble de règles pour créer des 
interfaces pour les mobiles. De nouveaux concepts ont été utilisés comme le retour tactile (Poupyrev, 
Maruyama, and Rekimoto 2002) qui permet de donner une meilleure compréhension de la machine. 
Rico et al (Rico and Brewster 2010) ont étudié la gestuelle des humains en fonction des lieux et des 
personnes présentes pour connaître les mouvements acceptables en interaction homme-téléphone. 
Scoditti et al (Scoditti et al. 2011) utilisent la surface tactile et l'accéléromètre pour améliorer la 
sélection d'information tandis que Francone et al (Francone and Nigay 2011) exploitent le suivi du 
visage pour créer une nouvelle technique d'interaction avec les téléphones.  
Les téléphones mobiles ne sont pas seuls responsables de l’évolution des interfaces 




- 55 - 
accéléromètres qui calculent la position d’un curseur en fonction des mouvements, aux secousses ou 
à l’inclinaison du périphérique (Levin and Yarin 1999). Cela permet d’imaginer de nouveaux types 
d’applications dont le contrôle est impossible avec une simple souris.  
La technologie a également permis au corps entier de devenir un élément de contrôle 
d’interface, comme dans des environnements virtuels de collaboration (Shae, Tseng, and Leung 2001). 
Ces types d’interface, qui n’utilisent plus la souris ni le clavier, mais qui tentent d’utiliser des 
modalités d’interaction plus naturelles, sont appelés Natural User Interface ou NUI (Goth 2011). Un 
objet a rendu possible une évolution très rapide des NUI depuis 2010 : la Kinect de Microsoft. 
D'après Goth (Goth 2011), c'est « le début de la fin de la souris ». Cet objet a tout pour plaire dans le 
monde de la recherche puisque qu'il est bon marché et qu'il propose un SDK. L'homme entier devient 
le clavier et la souris. Elle a permis de créer facilement des applications de reconnaissance de gestes 
pour contrôler la télévision (Boulabiar et al. 2011) par exemple, des systèmes de réhabilitation 
physique pour les personnes avec handicap moteur (Huang 2011), des nouvelles approches pour 
faciliter l’apprentissage (Villaroman, Rowe, and Swan 2011) ou la construction de nouvelles interactions 
avec des téléphones mobiles (Norrie and Murray-Smith 2011).   
Enfin, l’évolution également évolué en terme de nombre d’utilisateurs. Par exemple, les 
tables collaboratives ont permis à plusieurs utilisateurs d’interagir ensembles et en même temps (S.-
G. Kim, Kim, and Lee 2012).  
L’évolution n’est pas terminée et le domaine de l’interaction homme-machine va sans doute 
encore progresser beaucoup ces prochaines années. Jain et al (Jain, Lund, and Wixon 2011) indiquent 
que l'interaction entre l'homme et le reste du monde est multimodale. Ainsi, pour que l'interaction 
soit une expérience naturelle pour l’homme (cf. note de bas de page 7), il faut préserver cette 
richesse de modalité et rendre la technologie transparente9. En ce sens, ils citent un ensemble de 
travaux concernant le discours, la gestuelle, le toucher et la manipulation 3D au sein de la réalité 
augmentée. Même certains outils vieux de 40 ans comme les télécommandes des télévisions sont 
revisités (Vo et al. 2011). Certaines interfaces deviennent immersives et imposantes par leur taille, 
comme par exemple Tweetrix (Freeman et al. 2012), un jeu de Tétris où l'homme joue avec son corps 
ou encore the WILD Room (Beaudouin-Lafon 2011), une pièce contenant un mur composé d'écrans 
d'ordinateur pouvant être contrôlés par une table interactive, par un système de détection de 
mouvement ou encore par des PDAs, des tablettes tactiles... Ce système réussit le pari des NUI en 
permettant à l'humain qui le contrôle des mouvements naturels.  
Mais pour l’instant ces interfaces ne sont pas utilisées par le grand public, certainement 
parce que les prix sont trop élevés et parce que leurs dimensions ne sont pas encore à l’échelle d’un 
domicile. Il est probable que la réalité économique freine également l'intégration de ces nouvelles 
interfaces.  
b) Informatique centrée utilisateur 
A la fin des années 90, la société TEPCO (domaine du nucléaire) a constaté que les hommes 
étaient responsables de la plupart des accidents. Ils ont alors créé un système de prédiction pour 
éviter ces accidents (Kawano 1997). Pour ce faire, ils ont dû rajouter les utilisateurs du système dans le 
système lui-même. Cela s’appelle l’informatique centrée utilisateur. A la fin des années 2000, il est 
devenu évident qu’il fallait rajouter l’humain dans la boucle computationnelle (Tedre 2008), au point 
que l’humain devrait même être une part du programme informatique (Elgammal 2006). Cela implique 
de connaître l’être humain et de pouvoir en faire un modèle. Malheureusement, même si l’humain 
est au cœur de nombreuses recherches  (Lew et al. 2012), même si ces recherches sont liées à 
                                                          
9
 L’ « informatique transparente » vient de l’informatique ubiquitaire qui signifie que l’informatique est 
omniprésente, intégrée à des objets de la vie courante. L’homme interagit directement avec ces objets sans se 
préoccuper de la technologie qui se cache derrière. 
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différentes disciplines (philosophie, psychologie, biologie, neurologie, médecine…), la connaissance 
actuelle n’est pas complète. 
Ainsi, il n’est pas possible de créer un programme qui observe l’humain et qui en déduit des 
informations. A ce stade, la communication est fondamentale car elle permet de réels échanges 
entre la machine et l’humain. Capelli et al (Cappelli and Giovannetti 2004) ont étudié les principales 
modalités utilisées : la parole, la gestuelle, les expressions faciales, le regard et la communication non 
verbale. Ils ont conclu que la parole est le moyen de communication le plus efficace car elle est 
naturelle pour l’humain. Mais la reconnaissance vocale n’est pas encore au point (Ndiwalana et al. 
2003) car le système doit connaître en avance les mots à reconnaitre. Par exemple, Kuhn et al (Kuhn et 
al. 2004) ont développé un système qui permet de choisir le programme TV, sans utiliser de 
télécommande, uniquement basé sur les mots. En effet les auteurs considèrent qu’une 
télécommande n’est pas adaptée à toutes les personnes et que les interfaces entre les humains et les 
objets doivent changer car la technologie évolue mais pas les interfaces. Cependant ce système 
fonctionne seulement si l’utilisateur prononce les phrases prévues et c’est une limitation importante 
de leur solution. 
Ainsi l’idée qui semble la plus adaptée actuellement est que les nouveaux systèmes doivent 
être déployés sur des objets existants de façon transparente car les humains ne doivent pas 
s’adapter à de grands changements mais doivent apprendre progressivement. Ainsi, les systèmes 
centrés utilisateurs doivent respecter les besoins des utilisateurs et devraient être un complément 
des capacités des humains (Talbert 1997). 
Cependant l’informatique centrée utilisateur pose des problèmes d’acceptabilité dont il faut 
tenir compte. En effet, le système doit proposer une interaction naturelle que l’humain peut prévoir 
(Kawano 1997). Les humains doivent être capables de prédire le comportement du système et vice 
versa.  
c) Informatique ubiquitaire 
En 1991, Weiser (Weiser 1991) a proposé une nouvelle vision des systèmes informatiques en 
se basant sur l’infrastructure des téléphones mobiles. Il a imaginé un monde où les humains 
pouvaient accéder à toutes les sources d’informations tout le temps et partout, un réseau distribué 
de milliers de dispositifs numériques intégrés qui pourraient communiquer ensemble. Ce serait une 
informatique invisible, centrée sur l’utilisateur et non invasive. Ce fut la première vision de 
l’informatique ubiquitaire. 
2. Définitions de l’intelligence ambiante 
L’intelligence ambiante AmI est un domaine né de l’informatique ubiquitaire et de 
l’interaction homme-machine (Jacquet 2006). Son objectif est d’améliorer la qualité de vie des gens en 
répondant aux besoins spécifiques des utilisateurs (E. Aarts 2004) sans leur imposer la technologie 
(Pruvost and Bellik 2009). Cela nécessite une prise en compte du contexte (E. Aarts 2004) afin de pouvoir 
anticiper les besoins des utilisateurs. CAMPS (Qin, Suo, and Shi 2006) est par exemple un middleware 
multi-agent spécialisé dans la prise en compte du contexte. 
Aarts (Emile Aarts and Wichert 2009) résume un environnement intelligent comme : 
 La perception de l’environnement par un réseau de capteurs qui récupère les données 
pertinentes de l’environnement, 
 Un accès ubiquitaire où les informations doivent être accessibles n’importe quand, n’importe 
où et sur n’importe quel support d’information, 
 Une interaction naturelle, où le contrôle de l’environnement n’est plus centralisé sur des 
PCs. Une nouvelle forme naturelle d’interaction aura un impact crucial dans le quotidien des 
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 L’AmI favorise les interactions sociales (De Ruyter 2011) car elle apporte une sorte de présence 
à l’utilisateur. Les recherches en AmI ont débuté en 2001, lorsque l’ISTAG10 (Ducatel et al. 2001) a fait 
un appel à des groupes de recherches pour réfléchir à la place future de la technologie, à partir de 4 
scénarii de la vie quotidienne de 2010. Les résultats de ces réflexions ont permis de mettre en avant 
les premières caractéristiques qui peuvent permettre l’acceptation de l’AmI par la société. Celle-ci 
devrait : 
 Faciliter le contact humain11, 
 Être orientée vers l’amélioration de la communauté et de la culture, 
 Aider à construire une connaissance et des compétences de travail, une meilleure qualité de 
travail, la citoyenneté et le choix des clients, 
 Inspirer la confiance, 
 Être durable et facile à vivre, 
 Être contrôlable par des gens ordinaires. 
 L’intelligence ambiante a plusieurs définitions. Par exemple, pour Sadri (Sadri 2011), 
l’intelligence ambiante signifie que les environnements aident les personnes tout en étant invisibles, 
interconnectés, adaptables, dynamiques, intégrés et intelligents. Cela suit le même principe que les 
NUI avec la disparition de la souris et du clavier. Il considère que les habits, les appareils ménagers et 
les meubles pourraient communiquer entre eux, avec les humains, et avec les objets des autres. Pour 
Aarts (E. Aarts 2004) (Emile Aarts and Wichert 2009), l’intelligence ambiante vise à utiliser l’intégration 
de l’informatique ubiquitaire pour réaliser des environnements sensibles et adaptifs qui réagissent 
aux actions des personnes et des objets pour répondre aux besoins des utilisateurs. Enfin, pour 
Issarny et al (Issarny et al. 2005), l’intelligence ambiante permettrait aux utilisateurs d’accéder à des 
contenus et des services de façon immédiate et universelle. Cette dernière vision des choses 
engendre des problèmes de sécurité (Sadri 2011) liés à la possession de données personnelles 
facilement accessibles par les périphériques de l’environnement. Toma et al (Toma et al. 2011) 
indiquent que l’intelligence ambiante doit également apporter des solutions économiquement 
viables. 
 Pour que le système informatique soit facile à utiliser pour les utilisateurs, les actions ne sont 
plus déterminées par les fonctionnalités des dispositifs numériques mais par des objectifs (Emile Aarts 
and Wichert 2009). C’est le système qui déterminerait automatiquement les actions à effectuer en 
fonctions des objectifs énoncés par l’utilisateur. 
 L’intelligence ambiante pose des nouveaux défis concernant la gestion des dispositifs 
numériques qui doivent communiquer les uns avec les autres et coopérer pour répondre aux besoins 
des utilisateurs (Emile Aarts and Wichert 2009): 
 Chaque dispositif numérique doit être autonome, 
 L’intégration de l’informatique doit être transparente dans des équipements existants, 
 Il faut éviter de concevoir des composants centraux, 
 L’intégration des nouveaux dispositifs  est dynamique, 
 Les dispositifs se reconfigurent automatiquement, 
 Il faut apporter une solution aux conflits. 
 Aarts et Marzano ont déterminé les 5 éléments clefs de l’AmI (E. Aarts 2004) : 
 Intégration (embedded) : plusieurs dispositifs numériques sont intégrés à l’environnement 
                                                          
10
 European Community’s Information Society Technology Advisory Groups 
11
 Aarts et de Ruyter (Emile Aarts and De Ruyter 2009) mettent en garde sur le fait que les nouvelles 
technologies ne devraient pas se complexifier mais devraient contribuer au développement de produits et de 
services easy to use et simple to experience. 
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Prise en compte du contexte (context_aware) : le système peut reconnaître les utilisateurs et 
le contexte. La prise en compte du contexte (lieux et activités) est un élément clef dans la 
construction d’applications de l’intelligence ambiante  (Cook, Augusto, and Jakkula 2009), 
 Personnalisation (personalized) : le système peut s’ajuster à l’utilisateur pour répondre à ses 
besoins, 
 Adaptation (adaptive) : le système peut changer en réponse à l’utilisateur, 
 Anticipation (anticipatory) : le système peut anticiper les désirs de l’utilisateur sans qu’il lui 
demande. 
 Les Tableau 1 et Tableau 2 présentent le point de vue d’Aarts et de Ruyter (Emile Aarts and De 
Ruyter 2009) sur la progression des éléments clefs des infrastructures existantes. Selon Aarts (E. Aarts 
2004), les environnements AmI devraient manifester une forme d’émotion pour sembler vraiment 
intelligents. Comme le montre le Tableau 2, l’intelligence sociale intègre des critères liés au domaine 
social et aux émotions. Une étude (Dybala et al. 2010) a comparé un agent neutre et un agent qui 
racontait des blagues, à des moments opportuns. Les études ont montré que le deuxième agent était 
mieux évalué. De plus, l’environnement devrait être capable de détecter les humeurs des utilisateurs 
et d’y réagir. Ce domaine de recherche s’appelle l’affective computing. 
Tableau 1 : Positionnement de l'intelligence ambiante, selon Aarts et Ruyter 

















Tableau 2 : System Intelligence versus Social Intelligence, selon Aarts et Ruyter 
System intelligence Social intelligence 








 L’organisation générale des AmI est composée de trois types d’éléments  (Emile Aarts and 
Wichert 2009) :  
 Les éléments qui gèrent les entrées (perception de l’état de l’environnement),  
 Les éléments qui gèrent les sorties (action sur l’environnement), 
 Les éléments qui sont capables de déterminer les actions à effectuer en fonction des entrées. 
Ces troisièmes éléments incluent la modélisation de l’utilisateur, la prédiction et la 
reconnaissance des activités et la prise de décision (Cook, Augusto, and Jakkula 2009). 
 Catenazzi et al (Catenazzi et al. 2012) a proposé en 2012 un ensemble de directives pour la 
création de système d’intelligence ambiante pour le partage d’activités. Le système doit avoir les 
propriétés suivantes : 
 Perceivable : les utilisateurs doivent être capables de percevoir les informations qui viennent 
de l’environnement, 
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 Actable : les utilisateurs doivent pouvoir agir de façon intentionnelle sur leur environnement. 
Cela signifie qu’ils doivent disposer d’outils pour envoyer des informations à 
l’environnement, 
 Comfortable : les utilisateurs ne doivent pas ressentir de contraintes physiques et doivent 
être à l’aise, 
 Pleasurable : les utilisateurs doivent avoir une expérience d’interaction positive en utilisant le 
système, 
 Safe and secure : la conception du système doit minimiser et prévenir les actions 
dangereuses et éviter les failles de sécurité du système, 
 Interoperable : Les utilisateurs doivent pouvoir échanger des actions et des messages. 
3. Problématiques pertinentes 
Le domaine de l’intelligence ambiante pose des problématiques qui sont proches de celles du 
Compagnon Artificiel notamment en ce qui concerne l’acceptabilité, l’éthique, l’intelligibilité, 
l’interaction entre l’humain et son environnement, l’utilisation du monde réel et du monde virtuel, la 
personnalisation de l’interaction et enfin la sécurité du système. Cette partie présente des travaux 
qui apportent une solution ou des recommandations pour chacune de ces problématiques. 
Acceptabilité 
 Selon Pruvost et Bellik (Pruvost and Bellik 2009), l’acceptation des utilisateurs est cruciale et ne 
peut être atteinte que si le système fournit une interface efficace pour contrôler l’environnement. 
Deux aspects majeurs affectent l’acceptation des environnements AmI (E. Aarts 2004) : 
 La façon dont l’interface se conforme aux attentes et habitudes des utilisateurs, 
 La capacité du système à s’adapter à l’utilisateur et à son environnement. 
Ethique 
 Les environnements intelligents posent de nombreux problèmes éthiques, comme le 
souligne Coroama et al (Coroama, Bohn, and Mattern 2004). En effet, il faut faire attention au respect 
de la vie privée lors de la conception de tels systèmes. Comment assurer que les informations sont 
en sécurité ? Les utilisateurs vont-ils se sentir surveiller constamment ? Comment les mettre en 
confiance face à ce type de système ? 
Intelligibilité 
 Dey et al (Dey 2009) expliquent que les utilisateurs se font un modèle mental du 
fonctionnement d’une application. Si le comportement de l’application ne respecte pas ce modèle et 
si l’application a un fonctionnement que l’utilisateur ne peut pas comprendre, alors elle manque 
d’intelligibilité. Ce manque provoque un manque de confiance des utilisateurs et probablement un 
problème d’acceptabilité. 
Interaction humain-environnement 
 L’interaction humain-environnement est la nouvelle tendance née de l’informatique 
ambiante, à cause de l’invisibilité de l’informatique. L’interaction n’est plus effectuée entre l’homme 
et un ordinateur, mais entre l’homme et son environnement (Streitz 2012). Le système informatique 
doit d’ailleurs prendre en compte plusieurs personnes dans l’interaction (Crandall and Cook 2009). 
Plusieurs personnes interagissent avec plusieurs objets et cela pose de nombreux problèmes. 
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Monde réel et monde virtuel 
 Les environnements intelligents ne sont pas réservés au monde physique. Gardner et al 
(Gardner, Richter, and Härmä 2012) soulignent que les nouvelles habitudes des hommes doivent être 
prises en compte, comme l’utilisation des smartphones et que le monde virtuel fait partie intégrante 
de l’environnement. 
Personnalisation 
 Il est important que les systèmes d’intelligence ambiante connaissent les préférences des 
utilisateurs, leurs intentions et leurs besoins pour savoir comment y répondre (Cook, Augusto, and 
Jakkula 2009). Ils doivent également respecter les codes sociaux des humains et ne pas intervenir à un 
moment inopportun. Ainsi, le système s’adapte vraiment à la personne qui peut en tirer un bénéfice 
maximum. 
Sécurité 
 Les problèmes de sécurité doivent être gérés pour protéger la vie privée des utilisateurs. Ce 
sujet de recherche a donné lieu à un projet européen SERENITY (System Engineering for Security and 
Dependability) (Law and Havinga 2011) qui avait pour objectif de mettre en place un cadriciel 
permettant de sécuriser les infrastructures des systèmes AmI. Il existe également l’architecture 
AETHER (Argyroudis and O’Mahony 2004) qui est spécialisée dans la sécurité des environnements 
intelligents à domicile. 
4. Applications 
La création d’applications intelligentes complique le processus du développement logiciel 
(Preuveneers and Novais 2012). Il a donc fallu repenser les développements. La recherche dans le 
domaine des AmI est très active et il existe maintenant beaucoup d’applications : assistance 
d’opération virtuelle, des environnements domotiques pour les personnes âgées, des maisons 
intelligentes, des applications de surveillance et d’assistance, dans le domaine de l’éducation (Emile 
Aarts and Wichert 2009)(Cook, Augusto, and Jakkula 2009)(Aldrich 2012)(Cook 2009). 
 Cette partie présente quelques applications dont la problématique est proche de celle du 
Compagnon Artificiel : gestion des préférences des utilisateurs, gestion de la proximité, gestion du 
contexte et interface adaptative, appartement intelligent pour la sécurité et la protection des 
habitants, systèmes de dialogue, gestion flexible d’une maison intelligente,l de contrôle de 
l’environnement, interface de contrôle pour la maison et collaboration d’objets numériques. 
Préférences des utilisateurs 
 Les recherches sur l’étude des préférences des utilisateurs permettent de créer des systèmes 
qui peuvent s’adapter aux utilisateurs. C’est une sorte de personnalisation et permet de faciliter 
l’acceptabilité. San Martín et al (San Martín et al. 2010) fournissent une architecture de gestion de 
contexte avec des techniques d’apprentissage afin d’inférer automatiquement les préférences des 
utilisateurs. Les informations du contexte sont représentées par des ontologies et le système est 
organisé avec une architecture orientée service. Le système informatique étudie le comportement de 
l’utilisateur pour apprendre ses préférences et pouvoir anticiper ultérieurement. 
 Des travaux menés par Pruvost et Bellik (Pruvost and Bellik 2009) s’intéressent également aux 
préférences des utilisateurs mais leur laisse la possibilité de choisir eux-mêmes leurs préférences. Les 
auteurs proposent une vision de l’intelligence ambiante basée sur la collaboration multi-agent et sur 
des widgets multimodaux qui fournissent des interfaces utilisateurs mobiles. Un cadriciel a été créé 
pour prendre en compte les propriétés des modalités d’entrée, des modalités de sortie et la relation 
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et des préférences des utilisateurs, soit ce sont les utilisateurs qui configurent le système. Les 
utilisateurs peuvent relier les entrées et les sorties et sont les architectes de leur système. 
Gestion de la proximité 
 Ce travail (Jacquet 2006) permet de présenter des informations en fonction des personnes qui 
se trouvent à proximité des dispositifs numériques. Par exemple, dans les aéroports, les panneaux 
d’affichage indiqueraient les informations des vols en fonction des personnes à proximité des 
panneaux. Cette plateforme est mise en place grâce au modèle KUP (Jacquet, Bellik, and Bourda 2007). 
Ce travail se base sur deux phases : le choix de l’information en fonction de l’utilisateur présent et le 
choix du dispositif sur lequel afficher l’information. Ces deux phases sont opportunistes : elles 
surviennent au gré des déplacements des utilisateurs. 
 
Gestion du contexte et interface adaptative 
 Des travaux effectués dans le cadre du projet ATRACO (Goumopoulos et al. 2008) ont permis 
de mettre en place une interface graphique (Dooley et al. 2011) qui s’adapte en fonction du 
contexte. L’affichage graphique s’effectue sur un périphérique proche de la personne et affiche des 
informations pertinentes par rapport au contexte. 
Appartement intelligent pour la sécurité et la protection des habitants  
 L’entreprise Philips a créé CareLab (Ruyter and Pelgrim 2007), un appartement équipé d’un 
réseau de capteurs pour tester l’acceptation de ce type de solutions avant de les déployer. Leur point 
de vue sur l’AmI se concentre sur la sécurité et la protection de l’environnement personnel et la 
stimulation et la maintenance d’une vie active des personnes âgées. 
Systèmes de dialogue 
 Des travaux (Minker, López-Cózar, and McTear 2009) ont permis de mettre au point un système 
de dialogue pour les environnements intelligents afin de permettre aux utilisateurs d’interagir de 
façon naturelle, en dialoguant. Selon Minker et al : « Des systèmes intelligents devraient être facile à 
utiliser, non intrusifs et exploiter les moyens de communication les plus naturels. Indéniablement, 
améliorer la communication et les capacités d’assistance augmente la convivialité et l’acceptabilité 
sociale de ce genre de système ».  
Gestion flexible d’une maison intelligente 
 Ce travail (Turner 2011) fournit un cadriciel pour gérer de façon flexible les maisons 
intelligentes. Il permet de contrôler les dispositifs numériques et les services à plusieurs niveaux : 
 Niveau composant : les dispositifs et les services sont intégrés dans une architecture flexible. 
Cela permet d’ajouter de modifier ou de supprimer facilement des dispositifs, 
 Niveau de contrôle (police) : des règles peuvent être définies pour définir la façon dont la 
maison doit réagir à des évènements, 
 Niveau but : les utilisateurs peuvent définir des buts de hauts niveaux pour déterminer 
comment la maison doit se comporter. Lorsqu’un but doit être réalisé, le système choisi 
l’ensemble des règles à suivre. 
L’utilisateur peut intervenir à deux niveaux : but et contrôle. Le langage utilisé n’est pas le même 
dans les deux cas. 
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Langage de contrôle de l’environnement 
 Ce travail (García-Herranz, Alamán, and Haya 2010) permet à l’utilisateur de décider du 
comportement de son environnement en utilisant un langage basé sur des règles ECA (Evenement 
Condition Action). 
Interface de contrôle pour la maison 
 Turner  (Weingarten, Blumendorf, and Albayrak 2010) propose en 2011 une interface utilisateur 
multimodale du système d’exploitation de la maison. L’interface de contrôle permet d’afficher 
quatre types d’informations : 
 Le lobby fournit des informations générales sur l’environnement : pièces disponibles, 
données des capteurs et connexion des dispositifs numériques, 
 Le Home Control Center fournit un accès direct à tous les périphériques simples. Il est 
possible de contrôler chaque dispositif mais également de contrôler leur consommation 
électrique individuellement, 
 L’Assistants area permet de lancer les applications disponibles via le Home Control Center, 
 Le Message Center stocke toutes les informations qui doivent être transmises à l’utilisateur 
pendant l’interaction avec le système venant du Home Control Center et des assistants. Par 
exemple, il peut y avoir une notification indiquant qu’un nouveau dispositif numérique a été 
trouvé. 
 Cette interface se focalise sur la simplicité. Il ne faut pas polluer l’application avec des 
informations compliquées qui n’intéressent pas forcément les utilisateurs. Leur système est 
développé avec le Multi-Access Sercice Platform (MASP, masp.dai-labor.de) qui permet de créer des 
interfaces ubiquitaires pour les environnements intelligents et permet de créer des interactions 
multimodales distribuées. L’interface peut être personnalisée et est pensée pour être facile à utiliser. 
Collaboration d’objets numériques 
 Les projets permettant de faire collaborer des objets numériques sont nombreux et utilisent 
souvent des techniques différentes. On trouve par exemple : 
 Des services web : le langage WSAMI (Web Service For Ambiant Intelligence) (Issarny et al. 
2005) permet la spécification de services web qui peuvent être composés dynamiquement en 
fonction de l’environnement dans lesquels les services sont demandés,  
 Un système multi-agent : Le projet LAICA (Cabri et al. 2008) est un middleware ad-hoc qui 
utilise un système multi-agent pour gérer l’AmI. Ce middleware contient 4 éléments 
principaux : 
 Les agents Sensor gèrent les informations acquis des dispositifs numériques, 
 Les agents Effector peuvent effectuer des actions sur l’environnement ambiant, 
 Une base de données enregistre toutes les informations pour garder une trace des 
événements qui se sont déroulés, 
 Un portail Web contrôle l’intégralité du système. Il publie différentes sortes 
d’information aux autres agents. C’est un composant centralisé sur lequel les auteurs 
émettent ce commentaire : « Note that, even if this is a centralized component, the 





- 63 - 
5. Perspectives de recherche en intelligence ambiante 
Les perspectives en intelligence ambiante sont nombreuses et il se pose des questions 
similaires à celles posées par les problématiques du Compagnon Artificiel. Cette partie décrit des 
problèmes techniques qui n’ont pas encore été résolu et des caractéristiques de l’intelligence 
ambiante qui ne sont pas encore intégrés dans les systèmes existants, ainsi que des nouvelles idées 
qui semblent prometteuses comme celle de l’A.I.vatar et des méta-appareils domestiques. 
Problèmes techniques 
 En intelligence ambiante, trois points sont à considérer (Emile Aarts and Wichert 2009) :  
 Interopérabilité : comment permettre à n’importe quel dispositif indépendant d’échanger 
des données avec les autres ? 
 Hétérogénéité : comment le système peut-il être exécuté sur n’importe quel dispositif ? 
 Dynamique : comment le système peut-il s’adapter aux changements ? 
Caractéristiques de l’intelligence ambiante 
 Aarts et de Ruyter ont déterminé 7 perspectives de recherche (Emile Aarts and De Ruyter 2009): 
 Contrôle ambiant : comment peut-on accéder et contrôler les dispositifs de l’environnement 
AmI ? Ce problème s’intéresse à la façon d’intégrer le monde physique dans le monde digital.  
 Interfaces tangibles : quels sont les concepts d’interaction multimodale qui peuvent être 
appliqués aux environnements AmI ? 
 Programmation des utilisateurs finaux : comment les utilisateurs finaux peuvent 
programmer leurs propres fonctionnalités dans l’environnement AmI ? Le problème 
s’intéresse à la conception d’environnement de programmation qui permet à des non-
experts en informatique de piloter l’environnement AmI. 
 Expériences sensorielles : comment les utilisateurs traitent les informations dans 
l’interaction avec les environnements AmI ? 
 Présence sociale : comment prendre en compte l’aspect social dans les interactions avec les 
environnements AmI ? 
 Confiance : comment le système peut inspirer la confiance des utilisateurs ? 
 Éthique : comment les gens peuvent accepter qu’un environnement surveille leur moindre 
mouvement, attendant le bon moment pour intervenir ? 
A.I.vatar 
 La personnalisation est un élément clef de l’AmI. Suivant cette idée, l’A.I.vatar (De Andrade 
2011) est un nouveau type d’agents qui est hautement personnalisé, intuitif et intelligent. C’est une 
sorte de clone numérique de la personne, l’imitant, reflétant sa personnalité et simulant, de façon 
autonome, ce que serait son comportement dans un contexte donné. L’A.I.vatar est également 
capable de percevoir et d’interpréter l’état affectif d’un utilisateur pour prendre des décisions. 
Les méta-appareils domestiques 
 Chin et al (Chin, Callaghan, and Clarke 2009) ont introduit en 2009 une nouvelle vision de la 
gestion des appareils domestiques dans le domaine de la domotique. Dans cette vision, on ne 
détermine plus les appareils domestiques par leur nom, comme TV, mais par leur fonction 
« affiche », « capte le son »… Ainsi, les services peuvent être combinés avec d’autres services, et les 
utilisateurs peuvent reconfigurer les services pour créer de nouvelles configurations. Cela forme des 
meta-appliances (méta-appareil domestique). Cette nouvelle vision crée la notion de MAps (Meta-
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Appliances/Applications), qui est un appareil domestique virtuel formé par un ensemble d’entités 
coordonnées du réseau. C’est un ensemble de règles et d’association sémantique. Un utilisateur peut 
interagir avec son environnement via son proctor (programmer-communicator) qui contient ses 
préférences privées et la description de son soft-appliances. Cette vision imagine que toutes les 
fonctions et tous les appareils sont définis par une ontologie. L’auteur explique que la façon de 
programmer son environnement est un défi et qu’il faudra faire un choix entre des agents 
autonomes ou laisser la possibilité à l’utilisateur de programmer son environnement. Quelques 
évaluations ont montré que ce genre de vision peut être accepté des utilisateurs et que ces derniers 
trouvent cela plutôt simple. 
A ce jour, le système ne semble pas encore implémenté : 
“Finally, whilst this is only a brief overview of the vision and agenda for soft-appliances, we hope it 
may inspire other people to add to the body of research that will turn this research vision into a 
commercial reality.” 
E. Discussion 
Nous avons vu que les robots et les personnages virtuels sont utilisés en interaction homme-
machine pour interagir avec l’homme. Mais si l’homme ne devait avoir qu’un seul compagnon, lequel 
serait-il ? La littérature montre que la réponse n’est pas simple puisque trois points de vue 
s’opposent : 
1. Les objets réels sont « meilleurs » que les objets virtuels, 
2. Les objets virtuels sont « meilleurs » que les objets réels, 
3. Ni les objets réels, ni les objets virtuels ne sont « meilleurs ». 
1. Selon Kidd (C.D. Kidd 2003), la présence physique d’un robot est importante, car le robot est plus 
crédible et persuasif qu’un objet virtuel. Plusieurs études montrent cette importance des robots. Par 
exemple,  Nomura et al (Nomura and Sasa 2009) ont comparé l’impact d’un robot réel et virtuel sur des 
personnes jeunes (moyenne d’âge : 20,6 ans) et des personnes âgées (moyenne d’âge : 68,7 ans). Les 
résultats ont montré que les personnes âgées prenaient plus en compte le robot réel que les 
personnes jeunes. L’impression des personnes âgées, concernant le robot, était plus positive que 
celles des personnes jeunes. Dans une autre étude, Tapus et al (Tapus, Tapus, and Mataric 2009) ont 
comparé les performances obtenues lors d’un jeu cognitif musical qu’il soit présenté par un robot 
réel ou par un robot virtuel. L’étude a révélé que l’interaction sociale et la performance à réaliser une 
tâche sont améliorées avec le robot réel. 
2. Concernant l’autre point de vue, les études scientifiques semblent moins nombreuses. Nous 
pouvons citer Hsu et al (Hsu et al. 2007) qui ont fait la comparaison entre un robot réel et un robot 
virtuel dans un système compagnon d’apprentissage. L’étude a révélé que les participants étaient 
plus concentrés avec le robot virtuel. 
3. Enfin, la majorité des études montrent que le réel n’est pas « meilleur » que le virtuel et vice versa. 
Deux études (Shinozawa et al. 2005)(Yamato et al. 2001) ont fait la comparaison entre un robot et un 
agent virtuel qui donnaient des recommandations sur la prise de décision dans une tâche de 
sélection de couleur. Les expérimentations n’ont pas déterminé de différence d’agissement des 
participants en fonction de l’agent réel ou virtuel. Par contre, il semblerait que l’environnement 
agisse sur l’effet de l’agent. Un personnage en 3D a un effet dans un environnement 3D, un 
personnage en 2D a un effet dans un environnement 2D, mais n’a pas d’effet dans un environnement 
3D et inversement. Une autre étude, réalisée par Lee et al (Lee et al. 2006), a montré que l’interaction 
tactile est plus importante que le fait d’être en présence d’un personnage virtuel ou réel. Ainsi, ils 
indiquent que le personnage réel est évalué plus positivement que le personnage virtuel si l’humain 
peut toucher des objets. Si ce n’est pas le cas, c’est le personnage virtuel qui est évalué plus 




- 65 - 
l’impression que se font les personnes d’un robot réel et virtuel en fonction de sa présence ou non 
dans leur espace vital. Il semblerait qu’il n’y ait pas de différences d’impression mais que les 
personnes ont besoin d’un plus grand espace vital en présence d’un robot réel.  
Le Tableau 3 résume les sept évaluations présentées ci-dessus pour faire ressortir les points de 
comparaison. (O = observation, Q = questionnaire, R = Réel, V = Virtuel) 
Tableau 3 : Etudes sur les comparaisons entre les effets du réel et du virtuel 
Etude Année Lieu Participants Méthode 
« Meilleur » 
interlocuteur 
(Shinoza




2004 Japon Pas de caractéristiques précises O + Q R = V 
(Lee et 
al. 2006) 
2006 USA Étudiants Q R = V 
(Ohara et 
al. 2009) 
2009 Japon Jeunes Q R = V 
(Hsu et 
al. 2007) 










2009 USA Personnes âgées avec démences O + Q R 
 Ces résultats montrent que les interlocuteurs réels ou virtuels sont aussi importants les uns 
que les autres. L’impression que s’en font les personnes semblent plus être liées au contexte 
d’évaluation qu’à l’interlocuteur même. Notre hypothèse est que la présence physique est 
recommandée dans certaines tâches, tandis que la présence virtuelle dans d’autres. D’autres études 
devraient être réalisées pour comprendre le rôle des robots et des agents virtuels dans notre 
quotidien en fonction des cultures. En effet, les études présentées ici ne montrent qu’une partie de 
la réalité car elles ont toutes été réalisées en Asie et en Amérique. Elles ne représentent pas un 
échantillon de toutes les cultures, or il est communément admis que la relation de l’homme à la 
technologie est sous-tendue par sa culture. 
 Concernant le projet Robadom, le choix du robot compagnon n’a pas pu être possible. En 
effet un focus groupe (Wu, Fassert, and Rigaud 2012), réalisé par l’hôpital Broca et composé d’un 
groupe d’une vingtaine de personnes âgées françaises a été interrogé sur ce sujet et a montré une 
réticence concernant les robots humanoïdes. Les personnes âgées imaginent une interaction avec 
des petits robots qui ressemblent à une « théière ». Ce qualificatif a été employé pour parler de 
Mamoru, le robot de la Figure 36. De plus, elles perçoivent le robot comme un remplaçant de 
l’homme et cela leur fait peur. Enfin, elles ont exprimé le fait qu’un robot devait être un objet et 
garder sa condition d’objet. Il n’est donc pas possible, à l’heure actuelle, de leur proposer un robot 
humanoïde, même si ce type de robot est un meilleur communiquant que les autres. 
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Figure 36 : Robot Mamoru 
Prenons l’hypothèse qu’il est important pour les personnes âgées d’avoir une assistance 
physique, de créer un lien émotionnel avec le robot pour favoriser une bonne relation (acceptabilité), 
que le robot puisse communiquer verbalement et non verbalement. Le Tableau 4 propose notre 
vision des capacités de chaque type de robot. Il n’existe pas de robot qui aient toutes ces capacités 
simultanément. Il semble pourtant nécessaire pour les personnes âgées d’avoir un robot qui ait les 
capacités d’un robot de service pour assister l’homme et qui construise le lien émotionnel des robots 
compagnons, car les émotions ont un impact positif sur la santé physique et mental (Scherer 1984). 
Tableau 4 : Capacités des groupes de robots 
 Groupe 1 Groupe 2 Groupe 3 Groupe 4 
Assistance physique ++ - - + 
Lien émotionnel - ++ ++ + 
Communication verbale ++ -- - ++ 
Communication non verbale - ++ ++ ++ 
Acceptabilité française ++ - ++ -- 
Groupe 1 : Robots de service, Groupe 2 : robots animaloïdes, Groupe 3 : robots imaginaires, Groupe 4 : robots humanoïdes 
Concernant les architectures des logiciels, compagnons robotiques et compagnon virtuels, 
l’état de l’art montre la diversité des approches et des modèles, toujours réalisés en fonction des 
besoins. La plupart des solutions manque de pluridisciplinarité et sont généralement trop dédiées 
pour notre usage. Cette approche nous semble un peu trop restrictive pour une interaction avec un 
Compagnon Artificiel. Si le but est de gérer un système de façon autonome, créer une architecture 
pour un domaine précis n’est pas le moyen d’y parvenir. Des architectures basées sur le processus 
mental de l’être humain semblent être une bonne solution car elles permettent d’imiter l’humain 
dans ces réactions et permettent d’établir des bases communes entre l’homme et le système. Les 
architectures à plusieurs niveaux montrent qu’il y a deux types de réactions essentielles : les 
réactions réflexes et les réactions liées à la prise de décision. Est-ce que le Compagnon Artificiel doit 
intégrer ces réactions ? Les implémentations du modèle BDI, l’architecture PRS et l’architecture 
SAIBA montre que l’intention du système doit être modélisé, pour qu’il puisse effectuer des actions 
d’une part et qu’il puisse être prédictible d’autre part. De plus, l’architecture SAIBA est intéressante 
car elle offre une solution standardisée en utilisant des fichiers XML pour faire communiquer les 
différents modules entre eux. De plus, elle est largement utilisée par la communauté, puisqu’elle est 
à la base de Greta et qu’elle s’insère dans le projet SEMAINE. Néanmoins, ces projets sont dédiés à 
des agents virtuels alors que le Compagnon Artificiel peut utiliser différents objets numériques. 
Un autre aspect émerge de cet état de l’art concernant la gestion des entrées et des sorties 
du système. Le travail sur le modèle de personnalité basé sur l’ennéagramme montre qu’un module 
gérant toutes ces entrées et qu’un module gérant toutes ces sorties est important pour recentrer 
toutes les informations en un seul point et pouvoir plus facilement prendre des décisions. Cela 
permet au système de connaître l’environnement qui l’entoure et de s’en faire une représentation. 
 En conclusion, nous remarquons qu’un humain est entouré de plusieurs compagnons (Pesty 




- 67 - 
communicant : personnage virtuel, robot, télévision, téléphone, ordinateur… Les logiciels, les robots 
et les personnages virtuels sont complémentaires les uns des autres. Il est donc nécessaire de 
construire une architecture qui peut gérer un ensemble d’objets numériques pour exploiter 
l’ensemble de leurs fonctionnalités. L’architecture doit également être modulaire et facilement 
adaptable afin d’être enrichie au fur et à mesure de l’avancement de la recherche. Une nouvelle 
découverte ne doit pas remettre en cause le fonctionnement global du Compagnon Artificiel mais 
doit pouvoir être ajoutée simplement. 
 L’intelligence ambiante pose les mêmes problématiques  que celle de la conception du 
Compagnon Artificiel : interopérabilité, hétérogénéité, adaptation aux changements, contrôle des 
objets numériques par l’utilisateur, personnalisation du système, confiance dans le système, éthique, 
acceptabilité… 
  
Chapitre II - Etat de l’art 
 
 







 Dans ce chapitre nous avons montré qu’il n’existe pas de solution pour le problème du Compagnon 
Artificiel tel que nous l’avons défini. 
 Concernant les architectures informatiques, elles sont trop spécifiques à un domaine. L’architecture 
pour un Compagnon Artificiel se place à un plus haut niveau d’abstraction où « tout » ne doit pas être 
modélisé. Notre idée est de fournir une architecture qui puisse être enrichie avec le temps, elle ne doit donc 
pas, par sa structure, présupposer de l’utilisation qui en sera faite. Nous retenons l’idée d’une architecture 
avec au moins trois niveaux : un niveau spécialisé dans le traitement des entrées, un autre spécialisé dans le 
calcul de la réponse et un dernier spécialisé dans le traitement des sorties. Les échanges entre les différents 
niveaux pourraient se faire par des messages standardisés pour favoriser l’intégration d’un maximum d’objets 
numériques. 
 L’état de l’art montre qu’il existe une grande diversité de robots, de personnages virtuels et d’autres 
objets (smartphone, logiciel compagnon…) utilisés pour l’interaction homme-machine dans différents 
contextes. Ces trois types de compagnons ont des rôles différents en fonction des situations. Le Compagnon 
Artificiel doit utiliser cette diversité pour assister le plus efficacement possible l’utilisateur final du système. Il 
ne doit pas être prévu pour un type particulier d’objets numériques et doit prévoir une intégration facile 
d’objets a priori inconnus. 
 L’état de l’art a montré que le Compagnon Artificiel se situe dans le domaine de l’intelligence 
ambiante et qu’il pourra répondre à un certain nombre de problématiques notamment en ce qui concerne 
l’interopérabilité des différents composants du système, leur hétérogénéité, l’adaptation aux changements du 
Compagnon Artificiel, le contrôle des objets numériques par l’utilisateur, la personnalisation de son système, 
la confiance dans le système, l’éthique, l’acceptabilité… La vision apportée par Chin en 2009 est une approche 
intéressante pour le Compagnon Artificiel. Si chaque objet numérique est représenté par des informations de 
haut niveaux et une liste d’actions possibles, alors le système n’est plus dépendant  de la technologie utilisée 
et cela permet l’intégration de tous types d’objets numériques. Le Compagnon Artificiel doit reprendre cette 
idée. 
 Pour la création de notre architecture ArCo, nous retiendrons les points suivants : 
 L’utilisation de tous les robots, tous les personnages virtuels, tous les objets numériques disponibles, 
 La notion des architectures 3 couches avec une gestion spécialisée des entrées, une gestion 
spécialisée des sorties et le calcul du lien entre les entrées et les sorties, 
 La notion d’entités autonomes capables de communiquer avec d’autres entités mais sans propre en 
compte leurs propres décisions (seul l’utilisateur doit être le maître du système), 
 La notion de représentation de l’environnement. Il est important de se représenter l’environnement 
pour pouvoir l’analyser et réagir, 
 La notion de communication entre les entités via des fichiers XML standardisés au sein de 
l’architecture. 
 La notion de personnalisation de l’environnement pour un utilisateur final par le biais d’une interface 
de programmation visuelle simple. 
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Chapitre III.  
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Ce chapitre présente ArCo, une architecture pour un Compagnon Artificiel en interaction 
avec un utilisateur qui offre une solution aux propriétés structurelles et fonctionnelles. ArCo est 
composée de trois éléments essentiels : l’interface de programmation AmbiProg qui permet la 
création des scenarii par des prestataires et deux modules : AmbiLive chargé d’interpréter un 
scénario et AmbiCop qui gère les conflits. Ils sont programmés avec un cadriciel MICE qui permet de 
construire des modules compatibles à ArCo grâce à un protocole de communication permettant une 
interopérabilité entre les modules, une représentation de l’environnement et une bibliothèque 
disponible en JAVA. 
 Le Chapitre III.A présente les définitions des concepts utilisés dans ce document. Cela pose 
les briques de base qui permettent au Chapitre III.B de faire une présentation générale du 
compagnon artificiel avec les trois éléments AmbiProg, AmbiLive et AmbiCop et leurs perceptions, 
actions et scénarii d’interaction. Cette présentation générale est suivie par une présentation du 
cadriciel MICE qui permet de mettre en œuvre ces éléments (cf. Chapitre III.C). Enfin, les Chapitre 
III.E, Chapitre III.F  et Chapitre III.G présentent AmbiProg, AmbiLive et AmbiCop respectivement. 
 
 
L’annexe H complète ce chapitre en présentant la bibliothèque MICE en détail, avec tous les diagrammes 
de classe la décrivant. Les développeurs trouveront également trois exemples de modules : 
 Un module de perception simple, 
 Un module d’action simple, 
 Le module que nous avons utilisé pour associer la version Psyclone de Greta à ArCo. Cet 
exemple montre qu’un tel module a été écrit avec un faible nombre de lignes de code et cela 
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A. Vocabulaire 
Cette partie donne la définition des termes utilisés. 
Un utilisateur est la personne pour qui le système est déployé. Dans le cas du projet 
Robadom, l’utilisateur est la personne à domicile atteinte d’Alzheimer. 
Un objet numérique est un capteur (calcul de l’environnement) ou un actionneur (action sur 
l’environnement) : un robot domestique, une caméra, un ordinateur, une tablette, un téléphone, 
une télévision, un volet roulant automatisé… Un objet numérique contient une part d’informatique 
qui lui permet d’effectuer des calculs et de communiquer avec d’autres systèmes. 
Une entité agissante est un programme informatique qui gère la communication avec un 
objet numérique. Un capteur est géré par une entité agissante perceptive, qui récupère les 
informations calculées, et un actionneur est géré par une entité agissante active, qui lui envoie 
l’ordre d’effectuer des actions. Une entité agissante perceptive fournit des perceptions et une entité 
agissante active fournit des actions. 
Un scénario est un programme qui décrit l’ensemble des liens dynamiques entre les 
perceptions et les actions.  
L’environnement est l’ensemble de tous les objets numériques pris en compte par les 
scenarii.  
Un Compagnon Artificiel est l’ensemble des objets numériques de l’environnement. 
Techniquement, le Compagnon Artificiel est une entité informatique qui exécute les scenarii dans un 
environnement donné, comme le montre la Figure 37. 
Un prestataire est une personne qui participe à la configuration du Compagnon Artificiel en 
écrivant des scénarii.  
Un concepteur est une personne qui crée de nouveaux capteurs ou actionneurs ainsi que les 
entités agissantes associées. 
 
Figure 37 : Organisation de l’architecture ArCo pour le Compagnon Artificiel 
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B. Présentation d’ArCo 
Le contexte d’utilisation du Compagnon Artificiel est celui d’un utilisateur en interaction avec 
un ensemble d’objets numériques représentés dans ArCo par des entités agissantes (cf. Chapitre 
III.D). La Figure 38 montre cet utilisateur en interaction (par intermédiaire des objets numériques) 
avec les entités agissantes qui sont utilisées par un ensemble de scénarii. Ces entités agissantes sont 
coordonnées pour aider et assister l’utilisateur dans sa vie quotidienne. C’est cet ensemble d’entités 
agissantes coordonnées qui est le Compagnon Artificiel de l’utilisateur, à travers l’apparence des 
objets numériques. 
 
Figure 38 : Présentation générale du Compagnon Artificiel 




: Scénario d’interaction 
 
 
 est une architecture modulaire permettant de faire « vivre » ce Compagnon 
Artificiel dans un environnement. Elle est constituée de modules qui sont des programmes 
indépendants spécialisés dans le traitement d’une tâche spécifique. ArCo exécute un ensemble de 
scénarii d’interaction qui décrivent les actions que doivent effectuer les entités agissantes en 
fonction des données qui sont fournies. 
Les scénarii sont écrits par des prestataires qui peuvent être des développeurs, des amis, la 
famille de l’utilisateur, des médecins ou l’utilisateur lui-même afin de fournir des services à 
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Pour ce faire, ArCo est composé de trois différents exécutifs, présentés sur la Figure 39 :  
 AmbiProg12 (cf. Chapitre III.E) permet d’écrire les scénarii d’interaction, 
 AmbiLive (cf. Chapitre III.F) interprète13 les scénarii d’interaction, 
 AmbiCop (cf. 0) coordonne les actions. 
 
Figure 39 : Modules principaux d'ArCo 
Les exécutifs AmbiLive et AmbiCop et les entités agissantes s’exécutent en utilisant le 
cadriciel MICE. Du point de vue logiciel, ArCo a quelques propriétés : il est possible d’ajouter en 
« temps réel » des entités agissantes perceptives et actives qui participent automatiquement aux 
scénarii en cours. ArCo est également un système ouvert qui peut être enrichi par des développeurs 
grâce aux bibliothèques fournies : MICE (cf. Chapitre III.C) et AmbiLib (cf. Annexe G). ArCo est 
d’ailleurs réalisée avec ces bibliothèques. 
Les scénarii manipulés par ArCo sont la base opérationnelle du Compagnon Artificiel. Ils 
manipulent les entités agissantes pour obtenir des services utiles à l’utilisateur. Nous distinguons 
deux types d’entités agissantes : les entités agissantes perceptives qui fournissent des perceptions et 
les entités agissantes actives qui fournissent des actions.  
                                                          
12
 AmbiProg vient de Programmation Ambiante et propose d’écrire des scénarii grâce à un langage de 
programmation visuelle simple pour faciliter l’apprentissage par tous. 
13
 Le système évolue en interaction avec la personne, à une échelle de temps humaine. 
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MICE est un cadriciel qui permet de mettre en place des applications variées. Dans le cadre 
du travail présenté ici, qui utilise des perceptions et des actions pour mettre en place une interaction 
avec un utilisateur, l’utilisation d’ArCo est effectuée avec 4 types de modules 
 Les modules de perceptions,  
 Les modules d’interprétation (de perceptions symboliques et de scenarii d’interaction),  
 Les modules d’arbitrage, 
 Les modules d’actions.  
Ces quatre types de modules sont les modules minimum d’ArCo qui assurent un 
fonctionnement de base dans la gestion du Compagnon Artificiel. Chaque développeur peut ajouter 
d’autres modules effectuant des calculs sur l’information qui transite. 
 La Figure 40 montre l’organisation minimum d’ArCo. Les modules d’entrées du système sont 
les modules de perceptions qui sont liés au module d’interprétation des perceptions symboliques. Le 
lien est unidirectionnel. Tous les messages envoyés sur le flux de sortie des modules de Perceptions 
sont envoyés sur le flux d’entrée du module d’interprétation des perceptions symboliques, mais la 
réciproque est fausse. Le module d’interprétation des perceptions symboliques envoient les 
perceptions à tous les modules d’interprétation des scénarii connectés à MICE. Ceux-ci et le module 
d’arbitrage des actions sont liés dans les deux sens. En effet, les modules d’interprétation des 
scénarii envoient les actions à effectuer au module d’arbitrage des actions et celui-ci leur envoie en 
retour les notifications de fin d’actions. Il est le relai entre l’interprétation et l’exécution et intercepte 
tous les messages qui peuvent être envoyés entre les deux. Les modules d’actions reçoivent les 
ordres du module d’arbitrage des actions, qui s’ayant inscrit aux notifications de fin d’action, reçoit 
directement de MICE les notifications de fin d’action des modules d’actions. La communication est 
donc unidirectionnelle. 
La chaîne de traitement de l’information s’effectue en 5 étapes, à travers ces 5 groupes de 
modules : 
1. Les modules de perceptions initient le système. Une perception est une notification d’un 
évènement s’étant produit dans l’environnement. Il existe deux types de perceptions : les 
perceptions brutes et les perceptions symboliques. Les perceptions brutes sont celles qui 
sont envoyées par les entités agissantes perceptives comme la température, la position de la 
personne, l’indication de prise de médicament. Les perceptions symboliques sont des 
perceptions personnalisées par des prestataires. 
2. Les modules d’interprétation de perceptions symboliques permettent de calculer les 
perceptions symboliques en interprétant un scénario de perception symbolique. C’est un 
scénario construit avec AmbiProg. Il est possible d’utiliser tous les éléments de scénarii. La 
spécificité de ce scénario est qu’il permet de fournir des perceptions alors que les autres 





Un scénario de perception symbolique peut être : « Si l’accéléromètre détecte une position horizontale avec 
un pourcentage de certitude supérieur à 90% et que la caméra indique l’absence de lit ou assimilé avec un 
pourcentage supérieur à 95% alors il faut envoyer la perception P(camera, personne_tombee, 1, 100) ». Dans 
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3. Les modules d’interprétation de scénarii d’interaction sont chargés de faire le lien entre les 
perceptions reçues et les actions à envoyer. Plusieurs scénarii tournent en parallèle.  
4. Le module d’arbitrage des actions permet d’éviter de solliciter une même entité agissante 
active pour réaliser plusieurs actions. Les actions qui résultent de l’interprétation sont 
envoyées à un module d’arbitrage des actions. Celui-ci est chargé de contrôler les ressources 
et de diriger les actions vers les entités agissantes concernées. De la même façon que pour 
les perceptions symboliques, il existe des actions génériques. En effet, une action peut être 
destinée à une entité agissante précise ou alors exiger une compétence sans préciser l’entité 
agissante qui doit effectuer l’action. Dans ce cas, ce sont des actions génériques que le 
module d’arbitrage des actions doit associer à une entité agissante disponible ou efficace 
pendant l’exécution des scénarii.  
5. Les modules d’actions reçoivent les ordres et les exécutent. Ils doivent prévenir le serveur 
lorsqu’ils ont terminé d’effectuer les actions. C’est le dernier maillon de la chaîne. 
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La suite de ce chapitre détaille l’organisation générale d’ArCo du point de vue de ses 
fonctionnalités et des exécutifs qui le composent. 
Il se décompose en :  
 MICE : cadriciel permettant de créer une architecture informatique modulaire, 
spécialisée dans la gestion d’un environnement. MICE impose un protocole de 
communication : 
o Permettant à chaque module de l’architecture de communiquer ensembles , 
o Assurant l’interopérabilité entre les modules (cf. Chapitre III.C.3). 
 L’ensemble des exécutifs : 
o AmbiProg : langage de programmation visuelle permettant de créer de scénarii 
d’interaction pour définir les actions du Compagnon Artificiel. Il permet à des 
prestataires de piloter un Compagnon Artificiel (cf. Chapitre III.D), 
o AmbiLive : module d’interprétation associé à AmbiProg, chargé d’exécuter des 
scénarii (cf. Chapitre III.F), 
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C. MICE : Cadriciel pour la gestion d’un environnement modulaire 
MICE (Machines Interaction Control in their Environment) est un cadriciel sur lequel est 
construit ArCo. MICE se compose de : 
 Une architecture client/serveur modulaire : MICE propose un module serveur fonctionnel 
permettant de gérer un ensemble de modules client, 
 Un protocole de communication : permet d’assurer une interopérabilité entre les modules 
en leur imposant un format de messages, 
 Une représentation de l’environnement : MICE permet d’agir sur l’environnement par 
l’utilisation des perceptions et des actions, 
 Une bibliothèque MICE : permet de fournir les outils nécessaires à l’intégration de nouvelles 
entités agissantes et permet à des concepteurs de définir leurs propres modules, disponibles 
à l’adresse https://sites.google.com/site/compagnonartificiel/ en JAVA. 
La première partie de ce chapitre détaille le fonctionnement général à base de modules qui constitue 
la base de l’architecture client/serveur. Pour être fonctionnel, le serveur stocke des informations sur 
tous les clients, lui permettant ainsi d’avoir une connaissance globale des entités agissantes 
existantes. La structure de ces informations est décrite dans la deuxième partie de ce chapitre. Pour 
que les modules puissent communiquer avec le serveur, ils doivent respecter un protocole de 
communication présenté dans la troisième partie. Les messages réservés à la configuration du 
serveur sont détaillés dans la quatrième partie. Pour permettre de déterminer de façon automatique 
le chemin logique de l’information entre les modules, un module AmbiPath est fourni par MICE et 
décrit dans la cinquième partie. La sixième partie présente l’utilisation de MICE dans le cadre de 
l’architecture ArCo. 
1. Modules et communication 
Les modules communiquent au moyen de messages spécifiques au format MICE (cf. chapitre 
III.B.3). La communication entre les modules est présentée sur la Figure 41. La communication entre 
les modules « M » et le serveur « S » s’effectue avec deux types de messages : 
 Le flux noir : représente le chemin physique de l’information. Ce sont des messages 
personnels, échangés entre le serveur et un module, afin de configurer le système. Le 
flux noir représente les messages d’enregistrement auprès du serveur. Chaque module 
s’enregistre en donnant son identité et son type. Cela permet au serveur de pouvoir 
identifier chacun des modules afin de pouvoir leur envoyer des messages. Le flux noir 
représente aussi des messages permettant de créer le flux bleu, de s’abonner à la 
notification de certains événements, de récupérer la liste des modules connectés ou la 
liste des perceptions et des actions que gère chaque module. 
 Le flux bleu : représente le chemin logique de l’information que doit suivre les messages 
en transit. Lorsqu’un module envoie un message, celui-ci suit le chemin. Chaque module 
du chemin peut alors lire et modifier le message. Les messages transitant sur le flux bleu 
sont des messages de perceptions, d’actions ou d’autres messages créés par les 
concepteurs. 
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Figure 41 : Organisation générale de MICE 
  
Le serveur est le seul à connaître le chemin représenté par le flux bleu. En effet, un module 
possède une entrée et une sortie « anonymes », comme le montre la Figure 42. Cela signifie qu’il 
reçoit des informations sans nécessairement connaître leur provenance, qu’il transforme ce message 
si besoin et qu’il renvoie l’information sans nécessairement connaître leur destinataire. Chaque 
message transite donc à travers tous les modules du chemin.  
 
Figure 42 : Organisation d'un module de MICE 
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2. Données gérées par le serveur 
 
Le serveur de MICE stocke des informations concernant les modules afin de se représenter 
l’environnement. Ces informations sont utilisées par AmbiProg qui se configure automatiquement en 
fonction des entités agissantes connues par le serveur. Les informations manipulées par le serveur 
sont les suivantes :  
 Les perceptions et les actions gérées par les modules, 
 La liste des modules connectés, 
 La liste de tous les modules s’étant connectés au moins une fois à MICE. 
MICE gère trois types d’informations statiques :  
 Les modules connus par l’architecture (cf. Chapitre III.C.2.a),  
 La liste des perceptions envoyées par les modules (cf. Chapitre III.C.2.c), 
 La liste des actions que peuvent effectuer les modules (cf. Chapitre III.C.2.c).  
Le serveur construit dynamiquement, en mémoire, trois types d’informations :  
 Le chemin de l’information entre les modules (cf. Chapitre III.C.2.b),  
 Les modules inscrits aux notifications des actions et des identifications (cf. Chapitre III.C.2.b), 
 La liste des modules actuellement connectés (cf. Chapitre III.C.2.b). 
a) Informations stockées statiquement 
La Figure 43 montre l’arborescence des fichiers stockés par le serveur. Ces informations sont 
stockées car elles ne dépendent pas d’une exécution et sont les bases pour différentes exécutions. 
Ce sont des données fixes. Dans le fichier actions.desc se trouvent toutes les actions que sont 
capables d’effectuer les entités. Dans le fichier perceptions.desc se trouvent toutes les perceptions 
que sont capables d’envoyer les entités. Un exemple de ces deux fichiers se trouve au Chapitre III.E.1. 
 
 
Figure 43 : Fichiers stockés par le serveur 
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 Le fichier modules.list contient la liste des modules connus par le serveur, c’est-à-dire tous 
les modules qui se sont déjà connectés au moins une fois au serveur. Le fichier modules.list 
correspondant aux deux fichiers de descriptions est présenté ci-dessous. 
Fichier modules.list 
<?xml version="1.0" encoding="UTF-8"?> 
<modules> 
  <module id="camera" type="input" /> 
  <module id="micro" type="input" /> 
  <module id="robot" type="output" /> 
  <module id="agent_virtuel" type="output" /> 
</modules> 
 
b) Informations stockées dynamiquement 
Certaines informations dépendent d’une exécution de l’architecture ArCo. Par exemple, les 
liens entre les modules ne sont pas définis en avance. Les modules peuvent être connectés et 
déconnectés dynamiquement. Les modules s’inscrivent aux notifications des actions en fonction de 
leurs besoins, cette information ne peut pas être définie de façon statique. Ces deux informations ne 
sont pas partagées avec les modules. Ce sont des données qui ne sont utiles qu’au serveur. Ainsi, il 
n’existe pas de représentation XML. Les liens entre les modules et la liste des modules inscrits aux 
notifications des actions sont stockées en mémoire.  
La liste des modules connectés peut être demandée par chaque module. Cette liste est 
fournie, sous la forme de la chaîne XML suivante : 
<connected_modules> 
  <module>camera</module> 
  <module>micro</module> 
  <module>robot</module> 
  <module>agent_virtuel</module> 
</connected_modules> 
 
c) Fichiers de descriptions des entités 
 
Pour être compatible avec ArCo, chaque entité numérique fournit un fichier XML qui contient 
la description de toutes les perceptions qu’elle peut fournir et de toutes les actions qu’elle peut 
effectuer. 
Le fichier qui contient la liste des perceptions a le format suivant : 
<?xml version="1.0" encoding="UTF-8"?> 
<sensor_description> 
  <sensor id="nom_entite "> 
 <perception name="nom_perception" min="X" max="Y" type="un_type" />       
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Ce fichier XML est constitué de trois balises différentes : 
 sensor_description : c’est la balise racine du fichier de perceptions. Elle contient un 
nombre indéterminé de balises sensor, 
 sensor : c’est la balise qui détermine une entité numérique. Elle contient un nombre 
indéterminé de balise perception. Le paramètre id indique le nom de l’entité. L’id utilisé 
doit être le même nom qui est utilisé par ArCo pour recenser cette entité, 
 perception : c’est la balise qui décrit les perceptions pouvant être fournies par l’entité. Le 
paramètre name indique le nom de la perception. Il existe trois types possibles : string, 
boolean et number. Pour le dernier type, il est possible de borner une valeur minimum et/ou 
une valeur maximum. 
Le fichier qui contient la liste des actions a le format suivant : 
<?xml version="1.0" encoding="UTF-8"?> 
<entity_description> 
  <entity id="nom_entite"> 
    <fonction name="nom_fonction"> 
      <argument id="id_argument" type="un_type" /> 
      <ordre> 
        un_ordre 
      </ordre> 
    </fonction> 
  </entity> 
</entity_description> 
 Ce fichier XML est constitué de cinq balises différentes : 
 entity_description : c’est la balise racine du fichier d’actions. Elle contient un nombre 
indéterminé de balises entity, 
 entity : c’est la balise qui détermine une entité numérique. Elle contient un nombre 
indéterminé de balises fonction. Le paramètre name indique le nom de la fonction et doit 
être unique au sein d’une même balise entity, 
 fonction : une balise fonction est déterminée par un nombre indéterminé de balise 
argument et d’une balise ordre. Elle représente les actions que peuvent effectuer les 
entités, 
 argument : une balise argument est composée d’une chaîne de caractère id et d’un type. 
L’id est le nom de l’argument. Cette chaîne de caractère apparaît dans la balise ordre, pour 
faire la correspondance entre l’argument de la fonction et son utilisation dans la balise 
ordre. Ainsi, deux balises argument ne doivent pas avoir la même id. Et cette chaîne de 
caractère ne doit pas être assez commune pour pouvoir se trouver dans la balise ordre par 
hasard, 






 Une entité agissante adaptée à ArCo est décrite par un fichier XML qui présente toutes les 
perceptions fournies ou toutes les actions qu’elle peut effectuer. 
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3. Protocole de communication 
Les messages transitent à travers des sockets TCP/IP sous la forme d’une chaîne XML au 
format MICE. La communication est standardisée afin de faciliter l’ajout de nouveaux modules. Le 
format MICE, s’inspirant des emails, est le suivant : 
<mice type=""> 
  <subject></subject> 
  <from></from> 
  <to></to> 
  <size></size> 
  <time></time> 
  <frequency></frequency> 




Un message MICE est une chaîne XML dont la racine est une balise mice. Cette balise possède deux 
types d’informations : 
 Structurelles : ce sont les informations relatives au transport et au type des données. C’est 
une partie fixe du message et tous les modules sont capables de la lire. Il s’agit des balises : 
o type : représente le type de données et permet aux modules qui reçoivent le 
message de savoir rapidement s'ils doivent le traiter ou non, et comment le traiter, 
o subject : apporte une précision sur le contenu du message et permet aux modules 
de savoir comment interpréter le sens du message contenu dans la balise message,  
o from : indique l'expéditeur du message, 
o to : indique le destinataire du message, 
o time : indique l'heure à laquelle le message a été envoyé sous la forme suivante : 
yyyyMMddHHmmss. Par exemple si nous sommes le 24 juin 2012 et qu’il est 12h54 
et 36 secondes, alors la balise time contient : 20120624125436, 
o frequency : indique si ce message revient périodiquement ou non en donnant la 
valeur de la fréquence, 
o size : indique la taille du message, c’est-à-dire le nombre de caractères contenus 
dans la balise message. 
 Sémantiques : Il s’agit de la balise message. Ces informations ne sont pas standardisées, leur 
format est libre. Ainsi chaque module n’est pas capable d’interpréter ces informations. Seuls 
les modules qui ont été programmés pour déchiffrer le message sont capables d’interpréter 
le contenu et de le transformer. 
Le Tableau 5 de la page 86 présente des messages réservés utilisés pour la configuration du système. 
Il existe 4 types de messages : 
 Configuration : ces messages permettent de gérer les modules  et le chemin de l’information, 
 Informationnel : ces messages permettent de récupérer des informations concernant les 
modules (liste des actions et des perceptions et liste des modules connectés), 
 Action : ces messages permettent de gérer les actions, 
 Perception : ces messages permettent de gérer les perceptions. 
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a) Configuration 
Lorsqu’un module se connecte, il envoie le message MICE_1 afin que le serveur enregistre 
son nom et qu’il puisse lui faire parvenir des messages. Un module peut s’inscrire à la réception des 
messages d’identification MICE_2. De cette façon, il reçoit également les messages d’identification 
des modules. Le module reçoit également un message lorsque le module s’est déconnecté du 
serveur. Il peut ainsi connaître la liste des modules connectés. Le message MICE_3 permet de se 
désinscrire à la réception des messages d’identification. Un module peut créer un chemin 
d’information entre deux modules en envoyant le message MICE_4 ou en détruire un avec le 
message MICE_5. Il est possible d’enlever toute référence au module en envoyant le message 
MICE_6. Dans ce cas, le module n’existe plus pour le serveur. 
b) Informationnel 
Lorsque le serveur reçoit un message d’identification, il vérifie dans un fichier spécifique si ce 
module s’est déjà connecté au serveur. Si ce n’est pas le cas alors le module est nouveau et le 
serveur l’inscrit dans le fichier des modules connus et demande sa description avec le message 
MICE_7. Le module fournit le contenu de ses fichiers de description (liste des actions et des 
perceptions) avec le message MICE_8 que le serveur peut enregistrer dans des fichiers spécifiques. 
Un module peut demander la description de tous les modules connus de MICE, actuellement 
connectés ou non. Il envoie le message MICE_7 pour faire sa demande. La réponse du serveur 
correspond au message MICE_8.Les modules peuvent également demander la liste des modules 
actuellement connectés auprès du serveur avec le message MICE_9. Le serveur envoie alors la liste 
des modules connectés avec le message MICE_10. Le client peut alors connaître la description de 
l’environnement en exécution.  
c) Action 
Lorsqu’un module envoie un message d’action MICE_13 à destination d’une entité agissante 
active, l’action est associée à un numéro d’identification et à un nom, ce qui lui permet d’être unique 
au sein de toute l’architecture. Lorsque l’entité agissante a fini de réaliser l’action, elle envoie un 
message MICE_14 au serveur indiquant que l’action est finie. A la réception de la notification de fin 
d’action, le serveur relaie le message à tous les modules qui en ont fait la demande. Pour qu’un 
module reçoive les notifications de fin d’action, il doit s’inscrire auprès du serveur avec le message 
MICE_11. Il peut se désinscrire à tout moment avec le message MICE_12. Ce fonctionnement basé 
sur les inscriptions permet d’éviter que tous les modules voient les messages de fin d’action. Cela 
permet de ne pas trop charger la bande passante. 
d) Perception 
Le message MICE_15 est un message de perception, envoyée par les entités agissantes 
perceptives, pour donner une information sur l’environnement. 
e) Autre message 
Il est toujours possible à chaque développeur de définir des messages personnels pour permettre à 
chaque module d’effectuer des calculs sur l’interaction. Un module n’est pas forcément lié à une 
entité agissante. Par exemple, il peut y avoir des modules de logs ou des modules d’affect chargés de 
calculer l’émotion d’une phrase et d’envoyer une perception d’émotion. Ce sont des modules 
intermédiaires qui peuvent déterminer leur propre sémantique du message MICE. 
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Tableau 5 : Liste des messages MICE réservés 
Identifiant Commande Type Emise par Rôle 
MICE_1 id 
configuration Modules 
Connexion initial à MICE. 
MICE_2 subscribe(id) Souscrit aux notifications indiquant lorsque des modules se connectent au serveur. 
MICE_3 unsubscribe(id) Annule la souscription aux notifications des connexions. 
MICE_4 connect Etablit le chemin de l’information entre deux modules. 
MICE_5 disconnect Détruit le chemin de l’information entre deux modules. 





Demande des descriptions des modules. 
MICE_8 set(description) 
Envoie des descriptions. 
Les modules envoient leur propre description. 
Le serveur envoie la description des modules qui se sont connectés au moins 
une fois. 
MICE_9 get(modules) Modules Demande la liste des modules actuellement connectés. 
MICE_10 set(modules) Serveur Envoie la liste des modules actuellement connectés. 
MICE_11 subscribe(action) 
action Modules 
Souscrit aux notifications indiquant qu’une action est terminée. 
MICE_12 unsubscribe(action) Annule la souscription aux notifications des actions. 
MICE_13 action Message d’action destiné aux entités agissantes actives. 
MICE_14 action state Indique la fin d’une action. 
MICE_15 perception perception Modules Message de perception destiné aux entités agissantes perceptives. 
 
La description détaillée de l’ensemble de ces messages réservés est disponible dans l’annexe C. 
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4. AmbiPath : Module pour la création du chemin logique 
AmbiPath est un module qui permet d’établir les liens entre les modules à partir d’un fichier 
passé en paramètre. Il permet d’éviter de faire ce travail à la main. Il est en effet possible d’établir les 
liens, les uns après les autres, manuellement. Cependant, pour des applications où les modules sont 
fixes (par exemple StimCards, cf. chapitre IV.B), il est intéressant de définir ces liens 
automatiquement. 
AmbiPath est un programme Java, AmbiPath.jar, qui se lance de la façon suivante : 
> java -jar AmbiPath.jar [adresse du serveur] [port du serveur] [chemin de fichier de liens] 
 
Le fichier de liens est composé d’un ensemble de chaînes XML connect et disconnect. En 
ajoutant à notre exemple deux interpréteurs interpreter01 et interpreter02, voici le fichier de 












 Le fichier donne le résultat montré sur la Figure 44. 
 
Figure 44 : Lien logique entre les modules de l'exemple 
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D. Entités agissantes : Modules d’entrées et sorties 
Chacune des entités agissantes appartient à un même environnement qui est, par exemple, 
la maison dans le contexte d’une personne à domicile. La Figure 45 présente les deux types de 
dispositifs numériques contenus dans l’environnement : 
 Les entités agissantes perceptives (caméra, micro, thermomètre, détecteur de 
présence…), mesurent l’environnement. Les données mesurées s’appellent des 
perceptions. Par exemple, une perception peut être : personne_tombee, 
prise_medicament, personne_dit_bonjour … qui indiquent respectivement 
qu’une personne est tombée ou qu’il est l’heure de prendre un médicament.  
Une perception P(m,p,v,c) est un quadruplet composé de : 
 m : Le nom du module émetteur de la perception, 
 p : Le nom de la perception, 
 v : Une valeur associée à la perception, 





La perception P(camera, personne_tombee, 1, 100) indique que l’entité agissante perceptive 
« camera » a envoyé une perception nommée personne_tombee. La valeur 1 indique que la personne est 
tombée. Le coefficient 100 indique que l’entité estime à 100% la fiabilité de l’information. 
 
 Les entités agissantes actives effectuent des actions sur l’environnement. Les entités 
agissantes peuvent être associées à des robots, des personnages virtuels ou des 
actionneurs spécifiques (capteur de présence, thermomètre, accéléromètre…) capables 
d’agir sur l’environnement. Les actions peuvent être, par exemple, baisse_chauffage, 
ferme_porte, dit_bonjour, appel_secours, salue_personne … 
 
Figure 45 : Perceptions et actions dans ArCo 
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Le paragraphe précédent (III.A.1) indique que le comportement14 des entités agissantes est le 
résultat de l’exécution des scénarii d’interaction. Ces scénarii ont pour objectif de faire le lien entre 
les perceptions et les actions. Par exemple, avec une entité agissante perceptive appelée micro et 
une entité agissante active appelée robot, un scénario peut être « Si le micro détecte que la 
personne a dit bonjour, alors le robot salue la personne »15. Le scénario fait le lien entre la perception 
personne_dit_bonjour et l’action salue_personne. 
Il existe un type particulier de perceptions appelé perception symbolique. Il s’agit de 
perceptions évaluées grâce à l’interprétation d’un scénario spécifique. Une perception symbolique 
est créée à partir de perceptions simples. Les perceptions symboliques servent à améliorer l’analyse 
de l’environnement à partir d’informations qui ne sont pas fournies a priori. Par exemple, « si 
l’accéléromètre indique une position horizontale et que la caméra n’affiche plus l’humain, alors la 
perception symbolique personne_tombee est créée ».  Cependant, ce calcul de perception 
symbolique n’est pas toujours possible car l’environnement de l’utilisateur est dynamique. Il est 
possible que certaines perceptions nécessaires au calcul d’une perception symbolique ne soit pas 
fournies car l’entité agissante associée ne se trouve pas en interaction avec un utilisateur. 
Lorsqu’un scénario cible une action simple, il spécifie l’entité agissante qui doit exécuter 
l’action. Mais il n’est pas toujours possible de savoir quelle entité agissante sera disponible pour 
l’effectuer ou alors quelle entité agissante sera la plus efficace pour l’effectuer. Ainsi, si plusieurs 
entités agissantes peuvent effectuer la même action, le scénario peut cibler une action générique, 
qui est un type particulier indiquant qu’une entité agissante précise n’est pas ciblée. Lorsqu’un 
scénario indique qu’une action générique doit être effectuée, au moment de l’exécution,  AmbiCop 
choisit l’entité agissante qui convient le mieux pour effectuer cette action. Ainsi, si un nouveau robot 
est ajouté à l’environnement et que celui-ci est capable d’effectuer une action plus rapidement que 
les autres, il deviendra prioritaire pour l’exécution de cette action. La façon dont l’entité agissante 
est choisie est détaillée dans le 0. Cependant, s’il n’est pas disponible, c’est la meilleure entité 
agissante libre qui sera choisie. Il est également possible que toutes les entités agissantes soient déjà 
en train d’exécuter des actions. Dans ce cas, l’action générique risque de ne pas être exécutée. 
Il existe un autre type d’action : les actions synchronisées, qui ciblent un groupe d’actions 
spécifiques. Cela signifie que les entités agissantes envoient l’ordre de démarrage de toutes les 
actions en même temps, et ne sont toutes libérées que lorsque l’ensemble des dispositifs 
numériques associés a fini d’exécuter leur action. Ainsi, l’interprétation du reste du scénario n’est 
possible que lorsque toutes les entités agissantes sont libérées. 
 
 
Nous posons l’hypothèse que les actions sont effectivement correctement exécutées. 
Chaque entité agissante envoie une notification de fin d’action à l’interpréteur de scénario 




                                                          
14
 Le comportement d’une entité agissante est défini par l’ensemble des actions qui lui sont associées lors qui 
de l’interprétation des scénarii. 
15
 Nous notons entre guillemets une traduction française d’un scénario. Bien évidemment ce n’est pas le 
« micro qui détecte » et « le robot qui salue », mais l’entité agissante micro qui envoie une perception et 
l’entité agissante robot qui envoie une action au robot physique.  
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E. AmbiProg : Outil pour la création de scénario 
Le logiciel AmbiProg offre une interface graphique permettant la réalisation de scenarii 
d’ArCo par une programmation visuelle des entités agissantes. Il se configure automatiquement en 
fonction des entités agissantes disponibles dans l’environnement. Cette configuration automatique 
se base sur un mécanisme de description des fonctionnalités des entités agissantes. Cette description 
est la liste de toutes les perceptions que peut effectuer une entité agissante perceptive et  la liste de 
toutes les actions que peut effectuer une entité agissante active. Elle est contenue dans un fichier au 
format XML (cf. Chapitre III.C.2.c)). C’est ce fichier que charge AmbiProg à son démarrage. Il peut 
alors proposer la liste de toutes les perceptions et toutes les actions disponibles dans 
l’environnement. Le langage de programmation visuelle simple permet à des non-experts de créer 
des scénarii, sans connaissance approfondie en informatique, comme nous avons pu le vérifier au 
cours de deux expérimentations (cf. Chapitre V.B). La partie 1 présente les fichiers XML des entités 
qui seront utilisés, à titre d’exemple, dans la suite du document. La partie 2 montre l’organisation de 
l’interface graphique tandis que la partie 3 décrit le langage visuel proposé. 
 
1. Scénario d’interaction 
Un scénario d’interaction décrit donc des interactions possibles entre les humains et le 
système informatique, et entre les différents éléments du système informatique. La création des 
scénarii permet de répondre à la question : « Que doivent faire les entités agissantes en fonction des 
différents évènements surgissant dans l’environnement ? ». Les scénarii sont les données d’ArCo. En 
leur absence, les entités agissantes ne sont pas coordonnées et effectuent seulement le rôle pour 
lequel elles ont été conçues. Les scénarii d’interaction utilisent les fonctionnalités existantes des 
entités agissantes pour effectuer de nouvelles actions.  
 Ainsi, les scénarii permettent aux utilisateurs de définir un grand nombre d’interactions et de 
personnaliser un Compagnon Artificiel pour un utilisateur. La personnalisation est une condition 
nécessaire à l’acceptation d’une technologie (Chatterjee 2007) par les humains. Notre objectif est de 
fournir un Compagnon Artificiel qui réponde à toutes les attentes de l’utilisateur, grâce à cette 
possibilité de personnalisation, et afin qu’il soit mieux accepté. 
  Les scénarii d’interaction, par l’utilisation des actions génériques (cf. Chapitre III.C.3.c), 
permettent d’unifier la façon de programmer chaque objet numérique et de limiter le temps 
d’apprentissage d’utilisation de chacun d’entre eux. À l’achat d’un matériel, chaque utilisateur doit 
passer un temps non négligeable à apprendre son utilisation. Et deux objets différents ne s’utilisent 
pas nécessairement de la même façon. Par exemple, l’interface de programmation d’un réveil et 
d’une machine à café ne présente pas les informations de la même façon. Il faut un temps 
d’apprentissage pour les deux objets. Avec ArCo, ces deux objets peuvent relier des informations et 
être programmés via l’interface AmbiProg. Un prestataire de service peut alors écrire un scénario qui 
permet de lancer la machine à café lorsqu’un utilisateur a stoppé la sonnerie du réveil. Par défaut, 
une machine à café et un réveil n’ont pas de liens et ne communiquent pas. ArCo offre la possibilité 
de mettre en relation tous types de dispositifs, de les rendre interopérable. 
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 Les scénarii d’interaction se basent sur quatre concepts : 
 La notion de conditionnelle : se présente sous la forme « si… alors…(sinon…) ». 
L’exemple précédent (avec le micro) utilise ce concept, 
 La notion de boucle : permet de répéter un morceau de programme un certain nombre 
de fois ou jusqu’à une certaine perception soit envoyée, 
 L’attente de perception : permet de définir un scénario qui s’exécute lorsqu’une 
perception spécifique est reçue. L’attente de perception bloque le programme jusqu’à 
réception de la perception, 





ArCo est une architecture qui permet de coordonner des entités agissantes perceptives et actives grâce à des 
scénarii d’interaction qui permettent d’adapter le comportement du Compagnon Artificiel pour un utilisateur. 
 
 
2. Configuration d’AmbiProg : un exemple 
Lors du démarrage d’AmbiProg, celui-ci charge deux fichiers de description fournis par le 
serveur de MICE utilisé dans l’architecture ArCo (cf. 0) qui regroupent tous les perceptions d’une part 
et toutes les actions d’autre part. 
 
Dans la suite de ce document, nous utiliserons un exemple composé de quatre entités : une caméra, un 
micro, un robot et un agent virtuel. Les deux fichiers suivants font la liste des perceptions (fichier 
perceptions.desc) et des actions (fichier actions.desc) de ces entités. 
 
Fichier perceptions.desc 
<?xml version="1.0" encoding="UTF-8"?> 
<sensor_description> 
  <sensor id="camera"> 
 <perception name="nom_personne" type="string" /> 
 <perception name="personne_tombee" min="0" max="1" type="boolean" /> 
 <perception name="nombre_personnes" min="0" max="1000" type="number" /> 
  </sensor> 
  <sensor id="micro"> 
    <perception name="dit_bonjour" min="0" max="1" type="boolean" /> 
    <perception name="dit_au_revoir" min="0" max="1" type="boolean" /> 
    <perception name="dit" type="string" /> 
  </sensor> 
</sensor_description> 
Le fichier précédent décrit deux entités agissantes perceptives : une caméra et un micro.  
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La camera peut envoyer trois perceptions :  
 nom_personne : est une chaîne de caractère qui correspond au nom d’une personne. 
 personne_tombee : est un booléen qui informe sur une chute possible de la personne. Si la 
perception vaut 0, cela indique que la personne n’est pas tombée. Si la perception vaut 1, 
cela indique que la personne est tombée. 
 nombre_personnes : est un nombre entre 0 et 1000 qui correspond au nombre de 
personnes présentes dans le champ de la caméra. 
Le micro peut envoyer trois perceptions :  
 dit_bonjour : est un booléen qui indique si la personne a dit bonjour ou pas. Si la 
perception vaut 0, la personne n’a pas dit bonjour (mais a parlé). Si la perception vaut 1, la 
personne a dit bonjour. 
 dit_au_revoir : est un booléen qui indique si la personne a dit au revoir ou pas. Si la 
perception vaut 0, la personne n’a pas dit au revoir (mais a parlé). Si la perception vaut 1, la 
personne a dit au revoir. 
 dit : est une chaîne de caractère qui correspond à une parole prononcée par une personne. 
Fichier actions.desc 
<?xml version="1.0" encoding="UTF-8"?> 
<entity_description> 
  <entity id="robot"> 
    <fonction name="dit"> 
      <argument id="phrase" type="string" /> 
      <ordre> 
        ... 
      </ordre> 
    </fonction> 
    <fonction name="dit_bonjour"> 
      <ordre> 
        ... 
      </ordre> 
    </fonction> 
    <fonction name="dit_aurevoir"> 
      <ordre> 
        ... 
      </ordre> 
    </fonction> 
    <fonction name="appelle_secours"> 
   <argument id="numero_appel" type="string" /> 
      <ordre> 
        ... 
      </ordre> 
    </fonction> 
  </entity> 
  <entity id="agent_virtuel"> 
    <fonction name="dit"> 
      <argument id="phrase" type="string" /> 
      <ordre> 
        ... 
      </ordre> 
    </fonction> 
    <fonction name="dit_bonjour"> 
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      <ordre> 
        ... 
      </ordre> 
    </fonction> 
    <fonction name="dit_aurevoir"> 
      <ordre> 
        ... 
      </ordre> 
    </fonction> 
    <fonction name="appelle_secours"> 
   <argument id="numero" type="string" /> 
      <ordre> 
        ... 
      </ordre> 
    </fonction> 
    <fonction name="lit_informations"> 
      <ordre> 
        ... 
      </ordre> 
    </fonction> 
  </entity> 
</entity_description> 
 
Le contenu des balises ordre n’est pas explicité ici car il est dépendant du robot ou du personnage 
virtuel cible et n’a pas d’importance pour les exemples donnés. Ces exemples se focalisent sur la partie 
« fixe » des fichiers XML.  
 
Le fichier précédent décrit deux entités agissantes actives : un robot et un agent_virtuel.  
Ces deux entités peuvent effectuer les mêmes actions génériques :  
 dit : cette action fait prononcer une phrase passée en paramètre au robot ou à 
agent_virtuel. 
 dit_bonjour : le robot ou l’agent_virtuel disent bonjour à la personne. 
 dit_aurevoir : le robot ou l’agent_virtuel disent au revoir à la personne. 
 appelle_secours : le robot ou l’agent_virtuel appellent les secours en utilisant le 
numéro de téléphone passé en paramètre de la fonction. 
L’agent_virtuel est capable d’effectuer une action en plus : 
 lit_informations : l’agent virtuel donne une liste d’actualités. 
En chargeant ces deux fichiers, AmbiProg peut créer des scénarii qui mettent en relation ces 
quatre entités agissantes. La partie suivante montre l’interface graphique une fois démarrée. 
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3. Présentation générale 
AmbiProg est composé de trois parties, comme le montre la Figure 46. La partie 1 est le 
menu de l’application. La partie 2 est la zone de construction du scénario. Enfin, la partie 3 est la 
zone d’éléments de scénarii. Ces trois parties sont détaillées ci-dessous. 
La partie 1 est le menu de l’application. La partie 2 est la zone de construction du scénario. 
Enfin, la partie 3 est la zone de programmation. C’est à cet endroit que l’on choisit les éléments du 
scénario à assembler dans la partie 2. 
 
Figure 46 : Organisation d'AmbiProg 
 
La zone de programmation propose les éléments suivants : 
 PARALLELISME : cet élément est composée de plusieurs objets BRANCHE. Ainsi, il est possible 
d’écrire plusieurs sous-scenarii qui seront interprétés en même temps, 
 BRANCHE : permet d’écrire un sous-scénario, 
 ACTIONS SYNCHRONISEES : cet élément se compose de BRANCHE, comme l’élément 
PARALLELISME. il permet d’écrire un ensemble d’actions qui seront exécutées de façon 
synchronisées, 
 REPETER : cet élément permet de faire répéter un sous-scénario un nombre de fois choisi par 
l’utilisateur, 
 TANT QUE : cet élément permet d’indiquer qu’un sous-scénario sera interprété tant qu’une 
certaine condition sera vraie, 
 SI ALORS : cet élément représente une conditionnelle « si alors », 
 SI ALORS SINON : cet élément représente une conditionnelle « si alors sinon », 
 EVENEMENT : cet élément est bloquant et indique qu’un sous-scénario sera interprété 
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 ATTENDRE : cet élément permet de faire une pause d’interprétation pendant un laps de 
temps défini par l’utilisateur, 
 BREAK : cet élément permet de sortir des boucles ou de l’élément PARALLELISME, 
 ET, OU, NON, ( ) : ces éléments permettent de créer des conditionnelles plus complètes. 
Une présentation plus complète d’AmbiProg avec des captures d’écran et l’explication complète du 
langage visuel est disponible dans l’annexe D. 
 
4. Grammaire du langage généré par AmbiProg 
































variable { , variable}* 
variable ::= 
 
nb | ident 
répéter ::= 
 
nb *( instructions ) 
tantque ::= 
 








!( condition ) | 
( condition ) | 
condition & condition | 








//( branches ) 
actions_sync ::= 
 
/\( branches ) 
branches ::= 
 
instructions , { instructions }* 
conditionnelle ::= 
 




< condition >( instructions ) 
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Ce langage est construit de façon à pouvoir être écrit sur une seule ligne et sans mot 
(utilisation uniquement de caractères de ponctuation) afin de prendre le minimum de place et 
minimiser le débit sur la bande passante d’ArCo. Le terme ident représente un identificateur (une 
chaîne de caractères). Le terme nb représente un nombre entier. Le symbole * indique que l’élément 
concerné est présent 0, 1 ou plusieurs fois. Le symbole 0/1 indique que l’élément concerné est 
présent 0 ou 1 fois pris au sens habituel. 
 
5. Exemple de scénario 
L’annexe D a montré la création de la macro surveillance_chute dont le scénario visuel est 
représenté par la Figure 47. Ce scénario indique que l’interpréteur est en attente de la réception 
d’une perception personne_tombee en provenance du module camera. Lorsque cette perception 
est reçue, alors le module robot appelle les secours. 
 
Figure 47 : Scénario visuel de la macro "surveillance_chute" 
 
Le code généré par AmbiProg est le suivant : 
<camera.personne_tombee.EstVrai()>(robot.appelle_secours(18);); 
 
 La Figure 48 montre un autre exemple un peu plus complet utilisant l’élément 
CONDITIONNELLE, l’élément ACTIONS SYNCHRONISEES, l’élément EVENEMENT et utilise une action 
générique.  
Ce scénario indique que si une personne dit bonjour (information captée par le micro et envoyée en 
tant que perception) alors le robot et l’agent virtuel effectuent, de façon synchronisée, l’action 
dit_bonjour(). Ensuite, le scénario indique que la perception micro.dit_aurevoir() est 
attendue. Lorsque celle-ci est reçue, soit le robot, soit l’agent virtuel effectue l’action 
dit_aurevoir(). « all » indique qu’il s’agit ici d’une action générique. 
 
Figure 48 : Scénario visuel simple 
  
Le code généré par AmbiProg est le suivant :  
[micro.dit_bonjour.EstVrai()] 
(/\(robot.dit_bonjour();,agent_virtuel.dit_bonjour();,); 
    <micro.dit_au_revoir.EstVrai()>( 
        all.dit_aurevoir(); 
    ); 
); 
Ce code est écrit normalement sur une seule ligne, mais pour faciliter la lecture, il a été affiché ici sur 
plusieurs lignes et avec des indentations. 
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F. AmbiLive : Module d’interprétation des scénarii 
AmbiLive est le module qui permet d’exécuter un scénario d’interaction construit par 
AmbiProg. La Figure 49 montre son organisation générale. AmbiLive charge un scénario et lance 
l’interprétation. Il existe dans ArCo autant de module AmbiLive qu’il y a de scénario à interpréter. Ce 
module reçoit des perceptions en entrée et génèrent des actions en sortie. Pour manipuler ces 
perceptions et ces actions,  il gère deux listes fournies par MICE : 
 Liste des entités agissantes perceptives et leurs perceptions possibles associées, 
 Liste des entités agissantes actives et leurs actions possibles associées. 
L’interpréteur effectue deux tâches principales en parallèle :  
 La gestion des perceptions reçues, 
 L’interprétation d’un scénario. 
À la réception d’une perception, l’interpréteur vérifie qu’elle existe dans la liste et si c’est le 
cas, la rajoute à la mémoire interne. La fréquence fournie par le message MICE (cf. Chapitre III.C.3) 
est utilisée en tant que durée de vie de la perception. Ainsi lorsque la durée de vie est passée, la 
perception est enlevée de la mémoire. 
 
 
Figure 49 : Organisation générale de l'interpréteur 
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Dans le même temps, l’interpréteur lit le scénario qui peut contenir des conditionnelles et 
des fonctions, comme les langages de programmations classiques. Les conditionnelles utilisent les 
perceptions, tandis que les fonctions sont directement liées aux actions. L’interpréteur utilise les 
perceptions et les actions de la façon suivante : 
 Les données d’entrées du scénario sont les perceptions. Chaque fois que l’interpréteur 
analyse une conditionnelle, il lit dans sa mémoire interne, la valeur de la perception 
concernée pour pouvoir effectuer le test, 
 Les données de sorties du scénario sont les actions. Chaque fois que l’interpréteur 
analyse une fonction, il cherche dans la liste des actions possibles l’ordre à envoyer à 
l’entité agissante active. L’interprétation consiste à remettre en sortie la chaîne 
correspondante à la fonction dans la balise ordre du fichier XML de description de 
l’entité agissante (cf. Chapitre III.D). 
L’interpréteur est fondé sur la grammaire décrite dans le Chapitre III.E.4. Il utilise cette 
grammaire pour effectuer une analyse syntaxique qui permet de transformer un scénario en arbre 
syntaxique (cf. Annexe E). Cet arbre syntaxique offre la possibilité d’interpréter simplement et 
automatiquement un scénario (cf. Annexe F). 
L’interpréteur est construit à partir de la bibliothèque JAVA AmbiLib  (cf. Annexe G). qui 
fournit une interprétation des éléments structurels du langage AmbiProg. Par exemple, 
l’interprétation d’une boucle, d’un parallélisme ou d’un break peut se faire de façon générale. Ainsi, 
AmbiLib contient l’interprétation de tous les éléments de programmation d’AmbiProg qui sont 
indépendante d’un contexte d’utilisation et donc indépendante du fonctionnement d’ArCo. Cette 
bibliothèque généralise les entrées et les sorties d’un programme. Les entrées sont les variables dans 
un langage de programmation classique ou les perceptions dans ArCo. Les sorties sont les fonctions 
ou les actions dans ArCo. Ainsi, grâce à AmbiLib, le langage AmbiProg peut facilement être réutilisé 
dans un autre contexte que celui d’ArCo. Et ainsi, on permet à d’autres développeurs de l’utiliser.  
1. Gestion des entrées et sorties du module d’interprétation 
Le module d’interprétation utilise la bibliothèque AmbiLib et surcharge les fonctions 
principales pour inclure le contexte lié à l’architecture ArCo : utilisation de perceptions et d’actions 
en tant qu’entrées et sorties du programme. L’interpréteur a accès aux fichiers de description des 
perceptions et des actions. 
Les perceptions sont gérées par la classe Variables. Ainsi lorsqu’une perception est envoyée 
par une entité agissante perceptive, la perception est ajoutée dans Variables. Lors de l’interprétation 
des scénarii, l’interpréteur peut interroger l’objet de la classe Variables. 
Les actions sont gérées par la classe Action. Une action se décompose en trois parties : une 
liste d’identificateurs, un nom de fonction, une liste de paramètres. Lorsqu’une action doit être 
effectuée, l’interpréteur cherche dans le fichier de description des actions, l’entité agissante qui doit 
envoyer la perception. Ensuite, il fait le lien entre l’action et le message à envoyer à l’entité 
agissante. 
Par exemple, si l’on prend l’action suivante : 
robot.appelle_secours(18) 
Elle est décomposée en : 
 Identificateur : robot 
 Nom de fonction : appelle_secours 
 Paramètre : 18 
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 Dans le fichier de description, l’entité robot possède la fonction suivante :  
<fonction name="appelle_secours"> 
 <argument id="numero_appel" type="string" /> 
 <ordre> 
   <communication type="telephone" message="secours" numerotation="numero_appel" /> 
 </ordre> 
</fonction> 
L’argument passé en paramètre de la fonction est appelé numero_appel dans le message ordre. 
Ainsi, le terme numero_appel est modifié par 18 et le message à envoyer à l’entité robot est : 
<communication type="telephone" message="secours" numerotation="18" /> 
 
 
Il existe un paramètre particulier qui permet de passer la valeur d’une perception ou la 
valeur d’un coefficient à une fonction afin d’avoir un système de variable dans AmbiProg. 
Pour cela, il suffit de passer nom_module.nom_perception pour que l’interpréteur 
remplace par la valeur de la perception ou nom_module.nom_perception.coefficient pour 
que l’interpréteur remplace par la valeur du coefficient. 
 
2. Interprétation des perceptions symboliques 
L’interpréteur des perceptions symboliques est un interpréteur particulier qui reçoit et qui 
génèrent exclusivement des perceptions. Son travail peut être décomposé en 3 étapes : 
 Au démarrage, l’interpréteur récupère tous les scénarii contenus dans le répertoire passé en 
paramètre. Il crée un scénario global avec l’élément PARALLELISME. Sur chaque branche se 
trouve un des scénarii de perceptions symboliques, 
 Ce scénario global est interprété en boucle, jusqu’à l’arrêt de l’interpréteur. L’interprétation 
interroge une mémoire interne qui contient l’ensemble des perceptions reçues par 
l’interpréteur, 
 A chaque fois que le scénario doit interpréter la fonction creePerceptionSymbolique, il 
envoie la perception correspondante. 
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G. AmbiCop : Module d’arbitrage des actions 
AmbiCop est un module qui reçoit les informations de tous les interpréteurs AmbiLive qui 
tournent dans l’achitecture ArCo. 
AmbiCop a trois rôles principaux : 
 Gestion des conflits : dans un contexte de multi-scénarii, il est possible que deux scénarii 
demandent à une même entité agissante d’effectuer une action utilisant les mêmes 
ressources au même moment. C’est ce que nous appelons conflit. Le gestionnaire du monde 
doit gérer ces conflits, 
 Gestion des actions génériques : comme les perceptions symboliques, il est possible de créer 
des actions symboliques qui sont basées sur des actions réelles. Une action symbolique n’est 
pas associée à une entité agissante précise. Cela permet au gestionnaire du monde de choisir 
quelle entité est la plus adaptée pour effectuer cette action. En effet, lorsqu’une personne 
écrit un scénario, elle ne connait pas nécessairement en avance la meilleure entité pour 
effectuer l’action, 
 Synchronisation des actions : l’élément ACTIONS_SYNC permet de déterminer plusieurs 
actions qui doivent commencer en même temps et être exécutées en même temps. Dans ce 
cas, il est important que les entités, qui sont utilisées par le scénario, ne soient pas déjà 
utilisées par d’autres scénarii. La gestionnaire du monde s’assure de lancer les actions 
lorsque les entités sont libres. 
Ce chapitre présente l’organisation générale du gestionnaire du monde, puis décrit le 
fonctionnement des trois rôles du gestionnaire du monde. Ce travail a été réalisé, dans le cadre d’un 
stage de master, avec Germain Lemasson. 
1. Organisation générale d’AmbiCop 
Le module d’arbitrage des actions prend des actions qui viennent des interpréteurs en entrée 
et génère des actions en sortie à destination des entités agissantes actives. Il filtre toutes les actions.  
La Figure 50 montre l’organisation générale d’AmbiCop 
 
Figure 50 : Organisation générale d’AmbiCop 
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Un arbitre (arbitrator) récupère les messages des interpréteurs. L’arbitre reçoit les actions et 
les redirige en fonction de leur cible (entité réelle ou symbolique) et de leurs types (simples, 
symboliques ou synchronisées). Il coordonne les autres éléments du module d’arbitrage des actions. 
C’est l’arbitre qui est inscrit aux notifications de fin d’actions et qui retransmet les notifications aux 
interpréteurs lorsqu’elles ont été traitées.  
AmbiCop prend en compte les connexions dynamiques des entités agissantes. Il est inscrit 
aux notifications d’identification des entités. Si des actions ont été envoyées à une entité pendant 
qu’elle était déconnectée, elles sont stockées. Lorsque l’entité se connecte, les actions lui sont 
envoyées en fonction des priorités et de sa qualité. 
Un gestionnaire d’entité (Entity Manager EM) est chargé de gérer une entité. C’est le seul qui 
peut envoyer des actions à l’entité. Il y a autant de gestionnaires d’entités que d’entités agissantes 
dans l’environnement. Un gestionnaire d’entité générique (GenericEntityManager GEM) gère les 
actions symboliques. Et un gestionnaire d’actions synchronisées (GroupActionManager GAM) gère 
les entités de façon à pouvoir synchroniser les actions associées. 
 Le module d’arbitrage des actions utilise deux dimensions pour assurer ces trois rôles 
principaux : priorité et qualité : 
 L’indice de priorité est envoyé par les scénarii car ceux-ci ont des priorités différentes qui 
peuvent être liés à : 
o l’auteur des scénarii : un scénario écrit par un médecin est plus prioritaire qu’un 
scénario écrit par un ami, 
o le type des scénarii : scénario de vie, de jeu, de surveillance, de santé…, 
o l’état de l’environnement : danger, calme… 
 L’indice de qualité est fourni par les entités agissantes. En effet, celles-ci ont différentes 
fonctionnalités et chaque entité est plus ou moins efficace pour réaliser une même 
fonctionnalité. 
2. Gestion des conflits 
La gestion des conflits concerne l’envoi d’action simple. Il faut éviter que deux actions qui 
ciblent une même entité agissante soient envoyées en même temps. Lorsqu’une action simple est 
envoyée par l’interpréteur, elle est redirigée vers l’EM qui gère l’entité agissante concernée.  
Un EM est composé de deux éléments :  
 Une référence vers l’action actuellement exécutée par l’entité agissante, 
 Une liste d’attente dont un exemple est décrit par le Tableau 6. Cette liste stocke les 
actions en attentes d’être exécutées, regroupées en fonction de la priorité de leur 
scénario. Les scénarii sont les points d’entrée du tableau. A l’intérieur d’un même 
scénario, les actions sont triées en fonction de leur qualité. Seule la liste avec la plus 
haute priorité est triée et maintenue dans l’ordre. 
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Tableau 6 : Exemple de liste d'attente d'un Entity Manager 
Scénarii Actions 
Nom Priorité Nom Qualité 
Scénario 1 10 
Act 1 90 
Act 27 60 
Scénario 2 5 
Act 4 20 
Act12 60 
Act13 40 
Scénario 3 1 Act9 90 
 La priorité du scénario est considérée plus importante que la qualité de l’entité agissante. Par 
exemple, une action d’un scénario de sécurité doit être exécutée avant une action d’un scénario de 
jeu, même si l’action de jeu a une meilleure qualité que l’action de sécurité. 
 La Figure 51 montre un exemple de gestion de priorité. Deux actions doivent être effectuées : 
l’action 01 du scénario 01 et l’action 02 du scénario 02 par la même entité. L’arbitrage des actions 
demande les priorités des deux scénarii. Comme le scénario 02 a une priorité plus élevée, l’action 02 
est effectué en premier. Lorsque l’entité est libre, l’action 01 est effectuée. 
 
 
Figure 51 : Exemple de gestion de priorité de scénario 
AmbiCop : Module d’arbitrage des actions 
 
 
- 101 - 
Si la priorité du scénario change pendant l’exécution, chaque EM, qui contient une action du 
scénario, met à jour sa liste d’attente.  Si la qualité d’une entité change, seule la liste de plus haute 
priorité est triée à nouveau. 
 Cette structure permet à chaque entité de ne recevoir qu’un ordre à la fois, ainsi, il ne peut 
pas y avoir de conflit d’actions. 
3. Gestion des actions génériques 
Dans AmbiProg, les actions génériques sont automatiquement chargées lorsque plusieurs 
entités ont une action qui porte le même nom. Elles se présentent comme le montre la Figure 52, 
dans la sous branche all. 
 
Figure 52 : Actions génériques dans AmbiProg 
 Lorsqu’il crée son scénario, l’utilisateur peut spécifier si une entité précise doit effectuer 
l’action (choix de robot ou agent_virtuel) ou alors si l’action doit être réalisée avec la meilleure 
entité disponible (choix de all). 
Les actions génériques sont gérées par le Generic Entity Manager (GEM). La réception d’une 
action générique enclenche un traitement en 5 étapes : 
1. Création d’une liste L des EM dont l’entité associée est capable d’exécuter cette action 
générique A. 
2. Tri de L dans l’ordre descendant des qualités des entités associées. 
3. Parcours de L où la disponibilité des entités est vérifiée pour chaque EM. Une entité est libre 
si elle n’a pas d’action en cours et si elle est connectée. 
 Lorsqu’une entité libre est trouvée, le GEM passe à l’étape 4, 
 Si aucune entité n’est libre, alors après un certain temps, le GEM envoie une 
réservation à tous les EM. Dès qu’un EM se libère, il vérifie auprès du GEM si l’action 
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générique est toujours disponible. Si elle est toujours disponible, le GEM passe à 
l’étape 4. Sinon, si l’action générique a déjà été envoyée, il l’annule auprès de l’EM. 
4. Le GEM transmet l’action générique à l’EM sélectionné. 
5. L’EM envoie une confirmation au GEM lorsque l’action est envoyée. 
 Le GEM attend alors la notification de fin de cette action. Ce procédé assure que l’action 
générique est envoyée à la meilleure entité libre. 
 La Figure 53 montre un exemple de gestion d’une action générique. L’arbitrage des actions 
vérifie parmi les entités agissantes libres, celles qui sont capables de réaliser l’action. Il choisit alors 
celle qui a la meilleure qualité. 
 
Figure 53 : Exemple de gestion d'une action générique 
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4. Synchronisation des actions 
Les actions à synchroniser (élément actions_sync de la grammaire) appartiennent à un 
groupe spécifique dont le nom est la valeur de l’attribut id_action dans le message d’action. Toutes 
les actions de ce groupe doivent commencer en même temps sur leurs entités agissantes respectives. 
Ces entités doivent être libérées par leur EM uniquement lorsque toutes les actions sont terminées. 
La synchronisation des actions s’effectue en six étapes : 
1. L’arbitre du gestionnaire de monde dirige les messages d’actions synchronisées vers le Group 
Action Manager (GAM). 
2. Le GAM transmet les actions à leur EM respectif, en précisant le type de l’action (simple, 
générique ou synchronisée). 
3. Dans le cas des actions synchronisées, un EM ne lance jamais une action de sa propre 
initiative mais attend l’ordre du GAM.  
4. Le GAM ordonne aux EM d’envoyer l’ordre des actions si toutes les actions d’un même 
groupe sont la première de la liste d’attente et si tous les EM sont libres. Cette condition est 
vérifiée chaque fois qu’une action devient la première de la liste d’attente et que l’EM 
associé est libre. 
5. Lorsque l’action est terminée, l’EM prévient le GAM mais ne libère pas encore l’entité. En 
effet, les entités ne doivent être libérées que lorsque toutes les actions sont terminées. 
6. Lorsque toutes les actions sont terminées, le GAM demande aux EM de libérer les entités 





Ce chapitre a présenté l’architecture ArCo qui sert à coordonner un ensemble de dispositifs 
numériques présents dans l’environnement. ArCo est constitués de modules qui s’appuient sur l’exécutif 
MICE. Les dispositifs numériques sont gérés par deux types de modules d’ArCo : 
 Les entités agissantes actives qui sont associées aux dispositifs numériques capables de calculer des 
données de l’environnement, 
 Les entités agissantes perceptives qui sont associées aux dispositifs numériques capables d’agir sur 
l’environnement. 
 
L’architecture ArCo est composée de trois éléments essentiels : 
 AmbiProg qui permet à des prestataires de programmer des scénarii d’interaction entre un 
utilisateur et le Compagnon Artificiel, 
 AmbiLive qui permet l’interprétation de chaque scénario d’interaction, 
 AmbiCop qui permet de coordonner des actions issues des scenarii que doivent effectuer les entités 
agissantes actives. 
 
Une bibliothèque MICE permettant à des développeurs de créer ses propres modules est disponible à cette 
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Chapitre IV.  
StimCards : une application d’ArCo 
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 Un des objectifs du projet Robadom (Wu1 et al. 2011) est de diminuer les troubles cognitifs 
des personnes atteintes d’Alzheimer. En effet, leurs capacités cognitives devraient être améliorées 
pour assurer un niveau minimum de qualité de vie aussi longtemps que possible, grâce à la 
stimulation cognitive, l’entrainement cognitif et/ou la réhabilitation cognitive (Clare et al. 2003). 
L’informatique peut aider à créer des systèmes pour pratiquer ces activités de façon complètement 
automatique. Les personnes pourraient alors travailler de façon indépendante. 
 Ce chapitre présente notre contribution pour le projet Robadom : un jeu de cartes de 
stimulation cognitive : StimCards. C’est un jeu qui permet une participation active de l’utilisateur et 
qui peut être complètement configuré par les médecins, thérapeutes, psychologues… Des 
expérimentations auprès d’enfants et de personnes âgées ont montré que StimCards est apprécié 
(cf. Chapitre V.C). D’autres expérimentations, réalisées avec des enfants, ont permis d’évaluer 
l’importance d’un robot en tant que compagnon de jeu (cf. Chapitre V.D). 
 Le Chapitre IV.A explique l’intérêt de créer un jeu pour aider à la stimulation cognitive. Il 
explique les bénéfices apportés par les jeux et le besoin d’un jeu configurable. Le Chapitre IV.B 
présente le jeu qui est une instance de l’architecture ArCo. Le Chapitre IV.B.2 montre les modules 
MICE qui sont utilisés pour StimCards et le Chapitre IV.C présente un scénario d’interaction possible. 
 L’annexe I montre comment il est possible de configurer le jeu. 
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A. StimCards : un jeu dans le cadre de la stimulation cognitive 
La création d’un système informatique qui interagit avec un utilisateur se heurte à un 
problème de taille : l’acceptabilité (cf. Annexe A pour une introduction au problème). De plus, une 
étude de Lazar (Lazar 2007) montre que la passivité peut provoquer un sentiment de lassitude et une 
perte d’attention. Pour éviter la passivité des personnes, le système informatique devrait prendre en 
compte l’humain qui devrait participer activement à la tâche et obtenir un retour positif immédiat 
concernant sa participation.  
L’acceptabilité est difficile à mesurer. On sait déjà qu'il n'y a pas de corrélation entre les 
capacités sociales et l'acceptation des technologies (Heerink et al. 2006). Il est très difficile de savoir ce 
dont les personnes âgées ont besoin et ce qu'elles veulent. D'après Vanden et al (Vanden Abeele and 
Van Rompaey 2006), les personnes âgées rejettent les ordinateurs car ils ne doivent pas remplacer les 
personnes réelles. Et pourtant, si ces préjugés sont dépassés, l'ordinateur n'est pas un obstacle. Une 
étude sur des personnes ayant Alzheimer a indiqué que les patients pouvaient apprendre à interagir 
avec un ordinateur (Berenbaum, Lange, and Abramowitz 2011). Ils en tirent même un bénéfice lorsque 
cet ordinateur leur permet, non seulement d'effectuer des exercices de stimulation cognitive, mais 
encore de communiquer avec leur famille et médecins. C'est nécessaire d'après Vanden et al (Vanden 
Abeele and Van Rompaey 2006) qui explique que les personnes âgées ont besoin de se sentir utile, de 
se cultiver et de rester connectées à la société. La solitude est la pire des situations pour elles. Il est 
donc nécessaire de créer un système qui respecte ces trois conditions de bien-être : se sentir utile, se 
cultiver et rester connecté. L'idée des jeux de stimulation cognitive semble être une bonne piste. En 
effet, les jeux apportent des bénéfices cognitifs pendant que les utilisateurs se divertissent (Brandão 
et al. 2010) et sont souvent utilisés dans l'éducation car ils représentent un processus d'apprentissage 
intéressant (Wei et al. 2010). Les jeux qui allient exercices d'entrainement et technologies génèrent 
plus de plaisir que des jeux sur papiers (Imbeault, Bouchard, and Bouzouane 2011) et donc favorisent 
l'amélioration de l'état cognitif des personnes. Un jeu efficace devrait suivre les considérations des 
NUI (Natural User Interface, cf. Chapitre II.A). La question est de savoir comment créer un tel jeu de 
façon à maximiser son impact (Pesty and Duhaut 2011). 
La littérature fournit un ensemble riche de jeux utilisant des technologies variées et 
appliqués à des domaines variés. La majorité des jeux utilisent les ordinateurs et sont loin des 
interfaces du futur promis par le domaine des NUI. Par exemple, on trouve une application de jeux 
de stimulation cognitive nommée SAVION (Berenbaum, Lange, and Abramowitz 2011), une application 
de gestion de budgets (Lopez-Martinez et al. 2011) et une application web pour les enfants (Hussaan, 
Sehaba, and Mille 2011). Tous les trois sont utilisés pour aider les personnes ayant des troubles 
cognitifs. Il existe également un jeu, du domaine des serious game, pour stimuler les personnes 
atteintes d'Alzheimer en leur présentant des situations de la vie quotidienne (Imbeault, Bouchard, and 
Bouzouane 2011). La personne reste dans un environnement connu, ce qui est important pour ce type 
de troubles cognitifs. Ces jeux ont été testés sur les personnes cibles ou par simulation et obtiennent 
de bons résultats. Mais, ce sont des applications classiques qui risquent d’être rapidement limité. 
Pour essayer d'intéresser d'avantage les utilisateurs, certains jeux introduisent un personnage 
virtuel, dans un monde 3D, se rapprochant du domaine des jeux vidéo. Certains sont très généralistes 
et dédiés à toutes les personnes en difficultés (Abreu et al. 2011). L'avantage est de laisser le patient 
évoluer seul pendant que le thérapeute le surveille à distance. D'autres applications, comme Jecripe 
(Brandão et al. 2010) sont spécialisées pour les enfants ayant un syndrome de Down (trisomie 21). 
Même si Jecripe se distingue en ne laissant pas l'utilisateur passif devant l'ordinateur, en l'invitant à 
imiter le personnage, aucune interaction réelle n'est faite avec l'utilisateur et le jeu ne contrôle pas 
les actions faites par l'utilisateur et ne lui donne donc aucun retour alors que « l’humain devrait être 
le cœur du système » (Tedre 2008). Au contraire, certains jeux sont trop invasifs pour les personnes en 
les obligeant à porter des capteurs sur elles pour pouvoir surveiller leur constantes comme ZPLAY 
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(Makedon et al. 2010). Ces technologies semblent trop invasives et devraient être transparentes 
(Ndiwalana et al. 2003) pour l’utilisateur. 
Dans le domaine des NUI, il existe un certains nombres de jeux qui tentent de résoudre les 
problèmes des jeux suscités. On trouve des jeux de stimulation cognitive dans le domaine de la 
réalité augmentée (Zapirain, Zorrilla, and Larra 2010), dans le domaine des jeux vidéo avec la console 
WII, d'une part (Morelli et al. 2010) ou avec un vélo d'appartement relié à un écran, d'autre part 
(Chilukoti et al. 2007). On trouve un jeu urbain de construction d'histoire, basé sur une infrastructure 
ubiquitaire permettant de faire jouer des centaines de joueurs en même temps (Scheible, Tuulos, and 
Ojala 2007). Des iPod Touch ont été utilisés pour le traitement de l’amblyopie (Long To et al. 2011). Et 
enfin, des robots également proposent des jeux. Une étude (Tapus, Tapus, and Mataric 2009) a même 
montré que les participants préfèrent largement le robot pour jouer plutôt que sa version sur 
ordinateur. 
Le Tableau 7 montre la liste des jeux cités en précisant leur domaine cible et les technologies 
utilisées. Tous ces jeux sont spécialisés et ne peuvent pas être adapté à un autre domaine. Cinq des 
six jeux les plus récents utilisent des interfaces graphiques traditionnelles alors que la communauté 
de l’Interaction Homme-Machine a montré qu’ils devaient utiliser des NUI (Goth 2011) (Jain, Lund, and 
Wixon 2011). Peu de jeux sont innovants du point de vue de leur technologie : périphérique mobile, 
vélo augmenté, réalité augmentée, console de jeux. Mais le problème de ces jeux est qu’il n’est pas 
possible de les adapter à un autre contexte. 
Tableau 7 : Les jeux cognitifs actuels 
Noms Année Domaine cible Technologies 
Story Mahsup (Scheible, Tuulos, 
and Ojala 2007) 
2007 Tout le monde Mobiles + PC 
Pas de nom (Chilukoti et al. 
2007) 
2007 Alzheimer Vélo augmenté + PC 
Pas de nom (Tapus, Tapus, and 
Mataric 2009) 
2009 Troubles cognitifs Robot 
Jecripe (Brandão et al. 2010) 2010 Syndrome de Down Ordinateur 
ZPLAY  (Makedon et al. 2010) 2010 Alzheimer Ordinateur + capteurs sensoriels 
Pas de nom (Zapirain, Zorrilla, 
and Larra 2010) 
2010 Personnes âgées Réalité augmentée + tangram  
VI-Tennis (Morelli et al. 2010) 2010 Personnes aveugles Son + vibration (WII) 
Pas de nom (Abreu et al. 2011) 2011 Personnes en difficulté Ordinateur + personnage3D 
SAVION (Berenbaum, Lange, 
and Abramowitz 2011) 
2011 Démences 3D 
Pas de nom (Imbeault, 
Bouchard, and Bouzouane 
2011) 
2011 Alzheimer Ordinateur 
Pas de nom (Hussaan, Sehaba, 
and Mille 2011) 
2011 Difficultés cognitives Ordinateur 
Pas de nom (Long To et al. 
2011) 
2011 Amblyopie Ipod Touch 
Pas de nom (Lopez-Martinez et 
al. 2011) 
2011 Troubles cognitifs Ordinateur 
StimCards est un jeu du domaine des NUI, permettant de faire de la stimulation cognitive, 
tout public et entièrement configurable pour essayer d’apporter une solution à ce problème de jeu 
non adaptable.  
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B. StimCards : son fonctionnement 
1. Présentation 
StimCards s’utilise de la façon suivante :  
1. Un utilisateur dispose d’un paquet de cartes de jeux. Le visuel de chaque carte contient un ou 
plusieurs codes-barres appelés « code QR ». Lorsque le joueur présente une carte à la caméra, 
celle-ci détecte le code QR et décode son contenu. Son contenu est une fiche XML qui contient 
des informations sur l’exercice (type d’exercice, questions, proposition de réponses, indices…). 
Les exercices peuvent être des questions ouvertes, à choix multiples etc.  
2. Si l’interface de StimCards est active, elle affiche la question et des propositions de réponses s’il y 
en a. En l’absence d’interface, un robot ou un personnage virtuel peut énoncer la question. 
(Cette possibilité est laissé libre à l’utilisateur qui configure lui-même son scénario de jeu). 
3. L’utilisateur saisit sa réponse avec le dispositif actif (cela peut être une tablette tactile, une 
manette de jeu, une boîte de réponse…). 
4. La réponse est analysée et l’utilisateur configure le comportement de StimCards en cas de bonne 
ou de mauvaise réponse.  
La Figure 54 montre deux exemples de StimCards. Sur l’exemple de gauche, StimCards est 
accompagné de deux robots : un bioloïd (robot humanoïde à gauche) et un Nabaztag (robot lapin à 
droite) et l’utilisateur saisit sa réponse avec le clavier d’un ordinateur. Sur l’exemple de droite, 
StimCards est accompagné d’un bioloïd pour communiquer avec l’utilisateur et d’une tablette tactile 
pour la saisie de la réponse. 
StimCards est développé avec l’architecture ArCo, ce qui signifie qu’il est possible d’intégrer 
des robots, des agents virtuels, des tablettes tactiles, des manettes de jeux… Il est possible de 
brancher tout type de dispositifs numériques d’entrées et de sorties. La Figure 54 n’est qu’un 
exemple d’implémentation de StimCards.  
StimCards a été évalué afin d’étudier son acceptabilité auprès d’enfants et de personnages 
âgées (cf. Chapitre V.C et Chapitre V.D). 




Figure 54 : Exemple d'utilisation de StimCards 
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 Les questions posées lors d’exercices de stimulation cognitive sont variées. Il peut y avoir des 
questions ouvertes, à choix multiples, des classements à faire, des mots à relier etc. StimCards est 
prévu pour adapter son affichage en fonction du type de la question posée. La Figure 55 montre trois 
exemples. L’écran de gauche montre l’affichage d’une carte de type « question à choix multiple ». Les 
deux autres exemples montrent une question de type « stroop ». 
 
Figure 55 : Affichage de StimCards en fonction du type de la question 
L’interface de StimCards est composée de : 
 Un menu qui permet de charger une carte à la main si l’utilisateur joue seul sur son 
ordinateur, 
 Une zone de titre avec affichage d’une image et d’un titre, 
 Une zone d’affichage de cartes. Par exemple, pour la Figure 56, la question, les réponses 
proposées et une zone d’aide, 
 Une zone de saisie des réponses si l’utilisateur joue seul sur son ordinateur. 
 
Figure 56 : StimCards affichant une question à choix multiples 
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2. Modules utilisés 
Comme l’explique le Chapitre IV.B, StimCards est un jeu modulable développé avec 
l’architecture ArCo. Cela signifie qu’un utilisateur peut y ajouter des entités agissantes perceptives et 
actives. Dans sa forme la plus simple, StimCards est composé de quatre modules : 
 reader : module chargé de décoder le code QR d’une carte de jeu, 
 organizer : module chargé d’indiquer la fiche XML de la question, 
 stimcoquestions : le moteur de jeu, 
 stimcoenv : l’interface de StimCards. 
La Figure 57 montre ces quatre modules dans une configuration de jeu un peu plus complète. 
a) Module reader 
Le module reader utilise la caméra afin de décoder un code QR. Dès qu’un code QR est 
détecté, sa valeur v est envoyée par une perception P(reader, stimcoquestion_id, v, 
100). 
b) Module organizer 
Le module organizer reçoit la perception stimcoquestion_id. Ce module est associé à un 
fichier XML qui fait le lien entre les valeurs connues des codes QR et des noms de fichier. Ces noms 
de fichier représentent les fiches XML des questions de jeu. Ainsi, le module cherche quel est le 
fichier associé à la valeur de la perception reçue. Le nom n du fichier est envoyé par une 
perception P(organizer, stimcoquestion_path, n, 100). 
Dans la version actuelle de ce module, la fiche XML de la question n’est pas encodée dans le code QR car 
les bibliothèques gratuites permettant de coder et décoder ne sont pas aussi efficaces que les produits 
commerciaux. La solution consistant à utiliser les modules reader et organizer est une version temporaire 
et doit impérativement être optimisée. La fiche XML de la question doit être contenue dans le code QR 
pour permettre aux cartes de jeu une réelle autonomie. 
c) Module stimcoquestions 
Le module stimcoquestions est le moteur de jeu. Il gère le chargement des questions, 
l’évaluation des propositions de réponses, l’accès à la question, à la vraie réponse etc. Il est prévu 
pour recevoir la perception stimcoquestion_path. A la réception de cette perception, le 
module effectue deux actions : 
1. Il accède à la fiche XML et charge la question en mémoire. 
2. Si l’accès au fichier s’est bien déroulée, il envoie la perception 
P(stimcoquestions, card_scanned, TRUE, 100), qui indique qu’une carte 
de jeu a été chargée. 
Le module peut effectuer les actions suivantes : 
 read_question() : cette action permet de lire la question, 
 read_suggested_answers(texte) : cette action permet de donner la liste des réponses 
proposées après avoir dit un texte passé en paramètre, 
 read_true_answers(texte) : cette action permet de donner la bonne réponse après 
avoir dit un texte passé en paramètre, 
 read_clue() : permet de lire l’indice en cours. A chaque fois que l’action est exécutée, 
l’indice suivant est lu, 
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 read(texte) : cette action permet de lire un texte passé en paramètre, 
 raz(nom module, nom perception) : cette action permet de « remettre à zéro » la perception 
passée en paramètre. Cela permet de se mettre en attente d’une carte scannée par exemple. 
Puisque la perception vaut FALSE, alors la carte n’a pas été scannée et l’attente peut 
commencer. Lorsque la perception card_scanned est envoyée, la perception vaut TRUE 
et l’attente de carte scannée s’arrête. 
Le module de gestion de question peut envoyer, en plus de card_scanned, les perceptions 
suivantes : 
 P(stimcoquestions, good_answer, TRUE, 100) : cette perception est envoyée 
lorsque le module a reçu une perception stimco_answer et que la réponse envoyée est une 
bonne réponse, 
 P(stimcoquestions, wrong_answer, TRUE, 100) : cette perception est envoyée 
lorsque le module a reçu une perception stimco_answer et que la réponse envoyée est une 
mauvaise réponse. 
d) Module stimcoenv 
Ce module est l’interface de StimCards. Il est prévu pour recevoir la perception 
stimcoquestion_path. A la réception de cette perception, il charge la question en mémoire. 
Le module peut effectuer les actions suivantes : 
 display_question() : cette action permet d’afficher la question dans l’interface de 
StimCards, 
 efface_questions() : cette action permet d’effacer la question actuellement affichée 
dans l’interface, 
 display_clue() : cette action permet d’afficher un indice dans l’interface. 
Ce module peut envoyer deux perceptions : 
 P(stimcoenv, stimco_answer, …, 100) : perception envoyée lorsque l’utilisateur 
clique sur un des boutons de l’interface. La perception est envoyé au module 
stimcoquestions qui vérifie ensuite si la réponse est bonne ou non, 
 P(stimcoenv, stimco_clue, …, 100) : perception envoyée lorsque l’utilisateur clique 
sur le bouton d’aide de l’interface. Cela permet d’écrire avec AmbiProg le scénario : « Si 
l’utilisateur a cliqué sur le bouton d’indice, alors le module stimcoquestions lit l’indice 
pendant que le module stimcoenv affiche l’indice. 
e) Module de réponse 
Un module gérant les réponses des utilisateurs peut être ajouté à StimCards. Ce module doit 
envoyer les perceptions stimco_answer et stimco_clue, qui peuvent être reçues par les 
modules stimcoquestions et stimcoenv. 
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C. StimCards : un exemple 
 
Le scénario présenté ici est celui qui a été utilisé dans le cadre d’une expérimentation de 
StimCards (cf. Chapitre V.D) avec des personnes âgées (à l’hôpital Broca). Les personnes âgées 
utilisaient un boîtier de réponse pour interagir avec leur interlocuteur, l’Agent Conversationnel 
Animé : Greta. Le boîtier de réponse contient cinq boutons de couleurs qui envoient chacun une 
perception différente. 
Le scénario se déroulait de la façon suivante : 
Greta : « Bonjour. Appuyez sur le bouton blanc du boîtier de réponse lorsque vous êtes prêt. » 
Ce message est à destination du thérapeute de la personne âgée. Le système attend que le thérapeute appuie 
sur le bouton blanc. 
Greta : 
« Bonjour. Nous allons faire une série de 10 questions ensemble. Vous utiliserez le boîtier de 
réponse noir pour poser votre carte et saisir votre réponse. Vous utiliserez aussi la caméra pour 
scanner la carte. L’exercice commence maintenant.» 
La suite du scénario est effectuée 10 fois 
Greta : « Vous pouvez montrer une carte à la caméra. » 
La personne âgée présente une carte à la caméra. 
Greta : 
« Une carte a été scannée. Posez la carte sur le boîtier de réponse et appuyez sur le bouton blanc 
lorsque vous êtes prêt. » 
La personne âgée appuie sur le bouton blanc. 
Greta lit la question. 
Le système attend la réponse de la personne âgée qui doit appuyer sur le bon bouton du boîtier de jeu. 
 Si la réponse est bonne : 
Greta : « Bravo ! C’est la bonne réponse ! » 
Si la réponse est mauvaise : 
Greta : 
« Désolée ce n’est pas la bonne réponse. La bonne réponse est : » 
puis Greta énonce la bonne réponse. 
Une fois que la personne âgée a répondu à 10 questions, Greta annonce la fin du jeu. 
Greta : « Les exercices sont terminés. Merci d’avoir participé. » 
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Le scénario du jeu a été créé avec AmbiProg. 
Les modules disponibles étaient ceux de la Figure 57. Les modules reader, organizer, 
stimcoenv et stimcoquestions ont été présentés dans le Chapitre IV.B.2. 
 
Figure 57 : Exemple de chemin logique de StimCards 
  
Le module claviersansfil est celui qui a été fourni aux participants pour interagir avec le 
système. Il peut envoyer les perceptions suivantes : 
 stimcoanswer : cette perception était envoyée lorsque l’utilisateur appuyait sur un bouton 
de réponse, 
 stimcovalidate : cette perception était envoyée lorsque l’utilisateur appuyait sur un 
bouton spécial du clavier indiquant qu’il était prêt. 
Le module greta permet de contrôler l’agent conversationnel animé Greta. Il peut effectuer un 
ensemble d’actions, représentés par des mouvements non verbaux, qui ne sont pas décrits dans ce 
document. 
Le scénario utilisé pour ce jeu est représenté de la Figure 58 à la Figure 65. Le scénario 
commence (Figure 58) par mettre à zéro les perceptions card_scanned, good_answer et 
wrong_answer du module stimcoquestions et la perception stimcovalidate du module 
claviersansfil. Il envoie l’ordre à Greta d’effectuer une action agreement. Ce mouvement fait hocher 
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la tête de Greta. Il a été utilisé pour initialiser la connexion avec le personnage virtuel. Le scénario 
dédie une demi-seconde à l’initialisation du système puis passe à la suite. 
Dans la suite, le module stimcoquestions lit la phrase « Bonjour. Appuyez sur le bouton blanc 
du boîtier de réponse lorsque vous êtes prêt. ». Le « bouton blanc » représente celui qui envoie la 
perception stimcovalidate. Pendant ce temps, Greta effectue l’action bonjour01.  
 
Figure 58 : Scénario de StimCards - partie 01 
 Dans la suite du scénario, représenté par la Figure 59, l’interpréteur est en attente de la 
perception stimcovalidate valant VRAI (appui sur le bouton blanc). Lorsque la perception est 
reçue, la première action effectuée est la remise à zéro de la perception stimcovalidate. 
Ensuite, le module stimcoquestions lit la phrase « Bonjour. Nous allons faire une série de 10 
questions ensemble. ». Pendant ce temps, Greta effectue l’action bonjour02. Le « Break » permet de 
passer à la suite, même si Greta n’a pas fini de réaliser son action.  
 
Figure 59 : Scénario de StimCards - partie 02 
Ensuite (Figure 60), le module stimcoquestions lit la phrase « Vous utiliserez le boîtier de réponse 
noir pour poser votre carte et saisir votre réponse. » pendant que Greta effectue l’action 
indication01. Puis le module stimcoquestions lit la phrase « Vous utiliserez aussi la caméra pour 
scanner la carte. » pendant que Greta effectue l’action indication02. 
 
Figure 60 : Scénario de StimCards - partie 03 
Enfin (Figure 61), le module stimcoquestions lit la phrase « L'exercice commence maintenant. » 





stimcoquestions.raz(claviersansfil, stimcovalidate) claviersansfil.stimcovalidate.EstVrai() 
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du scénario est composé d’une boucle de 10 itérations. C’est le jeu qui commence. Il a été prévu une 
série de 10 questions. La série commence par la lecture de la phrase « Vous pouvez montrer une 
carte à la caméra. » par le module stimcoquestions pendant que Greta effectue l’action indication04. 
 
Figure 61 : Scénario de StimCards - partie 04 
La suite du scénario, représenté par la Figure 62, est une attente de la perception 
card_scanned. Lorsque l’utilisateur a montré une carte à la caméra et que la perception 
card_scanned a été envoyée alors le module lit la phrase « Une carte a été scannée. Posez la carte 
sur le boîtier de réponse et appuyez sur le bouton blanc lorsque vous êtes prêt. » pendant que Greta 
effectue l’action indication05. Ensuite le module stimcoquestions remet à zéro la perception 
card_scanned.  
 
Figure 62 : Scénario de StimCards - partie 05 
La Figure 63 montre la suite du scénario où l’interpréteur attend la réception de la 
perception stimcovalidate qui indique que l’utilisateur a posé la carte sur le boîtier de 
réponse et est prêt pour la suite. Lorsque la perception est reçue, le module stimcoquestions remet 
à zéro la perception stimcovalidate et lit la question pendant que Greta effectue l’action 
pose_Question.  
 
Figure 63 : Scénario de StimCards - partie 06 
La suite du scénario (voir Figure 64) est une attente de perceptions en parallèle. 
L’interpréteur attend la réception de la perception good_answer ou wrong_answer. Dans les deux 
cas, la valeur de la perception reçue est remise à zéro. Si l’utilisateur a donné la bonne réponse, alors 
le module stimcoquestions lit la phrase « Bravo ! C'est la bonne réponse ! » pendant que Greta 
effecue l’action Bravo. Si l’utilisateur a donné la mauvaise réponse, le module stimcoquestions lit 
la phrase « Désolé ce n'est pas une bonne réponse. La bonne réponse est : » puis donne la bonne 
réponse pendant que Greta effectue l’action Désolé. Une fois que la branche a été interprétée, le 
Break permet de continuer le scénario. 
stimcoquestions.raz(stimcoquestions, card_scanned) stimcoquestions.card_scanned.EstVrai() 
claviersansfil.stimcovalidate.EstVrai() 
stimcoquestions.raz(claviersansfil, stimcovalidate) 
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Figure 64 : Scénario de StimCards - partie 07 
La Figure 65 montre le scénario exécuté après 10 itérations. Le module stimcoquestions lit la 
phrase « Les exercices sont terminés. Merci d'avoir participé. » pendant que Greta effectue l’action 
fin. Le scénario se termine après cette action. 
 






L’objectif du projet Robadom est d’étudier l’impact d’un robot d’aide à domicile sur l’état psychoaffectif des 
personnes âgées atteint de troubles cognitifs légers. Nous avons conçu StimCards, un jeu de stimulation 
cognitive, implémenté avec notre architecture ArCo, permettant au robot d’être une des entités agissantes de 
l’architecture. Sur le même principe que l’exemple présenté avec un personnage virtuel, le robot du projet a 
pu proposer des jeux de stimulation cognitive à des personnes âgées souffrant de troubles cognitifs légers. 
 
Nous avons pu mettre en place et expérimenter StimCards qui est une réponse au problème posé par le projet 
Robadom par l’utilisation d’ArCo. Les prestataires de l’hôpital Broca ont pu configurer et utiliser StimCards 
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Chapitre V.  
Différentes expérimentations interactives menées 
avec ArCo 
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Ce chapitre présente le résumé de sept expérimentations réalisées grâce à l’architecture 
ArCo dans un environnement spécifique. Le détail des évaluations se trouve en annexe. 
Deux premières études se sont intéressées aux conditions d’acceptation d’un robot par 
l’homme. Pour apporter un élément de réponse, deux critères ont été évalués : la crédibilité et la 
sincérité d’un robot en fonction d’une gestuelle adaptée ou non au discours (Annexe : J) 
Deux autres études ont permis de valider l’interface de programmation visuelle AmbiProg. La 
première étude évaluait si l’organisation graphique des éléments de l’interface favorisait une prise 
en main rapide de l’application. La deuxième étude évaluait si le langage était suffisamment simple 
et accessible pour être utilisée, sans difficulté, par des non-experts en informatique (Annexe : K). 
Deux autres études ont permis d’évaluer StimCards, l’application présentée dans le chapitre 
IV, qui a été proposée en tant qu’outil de stimulation cognitive. Ces deux études ont été réalisées de 
façon similaire avec des enfants et des personnes âgées. L’objectif de cette étude était de vérifier si 
le jeu était à la fois simple à utiliser, facile à comprendre et intéressant pour les joueurs (Annexe : L). 
Une autre étude, utilisant StimCards, et réalisée avec des enfants, permettait de tester trois 
types d’interface jeu-enfant : un ordinateur, un robot et un agent virtuel. Cette étude visait à étudier 
quel type d’interface était préférée dans le cadre de jeux de stimulation cognitive (Annexe : M). 
Pour finir, ArCo a été utilisé lors d’un stand de démonstration afin de tester le 
fonctionnement d’AmbiCop (Annexe : N). 
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A. Etude sur la gestuelle d’un robot 
 
 
Détail de l’expérimentation : annexe J 
Etude sur la gestuelle d’un robot 
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La première évaluation sur la gestuelle du robot ne contenait pas beaucoup de modules car 
le robot effectuait des mouvements sans aucune interaction. Une interface graphique, pilotée par le 
module adminframe, permettait à l’expérimentateur d’envoyer l’ordre au module bioloid 
d’effectuer des mouvements. Les mouvements avaient été programmés en avance puisque 
l’évaluation consistait à comparer trois mouvements de base. Le module bioloid faisait appel au 
module nommé hautparleur, qui utilisait un système de synthèse vocale pour faire dire au robot des 
phrases prédéfinies à l’avance. L’ensemble de ces modules est présenté sur la Figure 66. 




La deuxième évaluation de la gestuelle du robot contenait le module d’interprétation de 
scénarii : ambilive. Un nouveau module adminframe envoyait des perceptions au module ambilive. 
Ce dernier envoyait des actions au module bioloid et au module hautparleur. Cette évaluation 
contenait peu de modules car c’est l’expérimentateur qui la pilotait entièrement, en magicien d’Oz. 
Chaque participant pouvait observer le robot et l’expérimentateur dialoguer ensemble. En réalité, 
l’expérimentateur cliquait sur un bouton de l’interface graphique du module adminframe pour 
envoyer une perception, qui déclenchait le comportement du robot via l’interprétation du scénario 
d’interaction. Ces modules sont présentés sur Figure 67. 





Figure 66 : Modules de la première évaluation de la 
gestuelle du robot 
 
 
Figure 67 : Modules de la deuxième évaluation de la 
gestuelle du robot 
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B. Evaluation d’AmbiProg 
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La première évaluation consistait à utiliser uniquement AmbiProg, hors contexte. Aucun 
module d’ArCo n’a été utilisé. 
La deuxième évaluation d’AmbiProg contenait les modules utilisés par les enfants pour 
réaliser l’expérimentation. Le module fenetre_boutons gérait la tablette tactile et les modules nabi 
et nabette géraient les deux Nabaztag. Il y avait deux interpréteurs ambilive1 et ambilive2, un pour 
participant enfant, noté « enfant 1 » et « enfant 2 » sur la Figure 68. Les modules de l’évaluation sont 
présentés sur la Figure 68. 









Figure 68 : Modules de la deuxième évaluation d’AmbiProg 
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C.  Evaluation de StimCards (enfants et personnes âgées) 
 
Détail de l’expérimentation : annexe L 
Evaluation de StimCards (enfants et personnes âgées) 
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  Lors de l’évaluation de StimCards avec les personnes âgées, les modules de base, présentés 
dans le Chapitre IV.B.2., ont été utilisés. Pour la saisie des réponses, les participants ont utilisé une 
boîte de réponse, fabriquée à l’aide d’un clavier sans fil, gérée par le module claviersansfil. La Figure 
69 montre les modules utilisés pour l’expérimentation avec Greta. Lors de l’évaluation avec le robot 
ou avec l’ordinateur, le module greta était remplacé par le module ordinateur ou le module robot. 












Figure 69 : Modules de l'évaluation de StimCards avec les personnes âgées 
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D. Evaluation du meilleur partenaire numérique pour StimCards 
 
 
Détail de l’expérimentation : annexe M 
Evaluation du meilleur partenaire numérique pour StimCards 
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L’évaluation de StimCards avec les enfants contenait 9 modules, répartis de la façon suivante : 
 Trois entités agissantes perceptives :  
o participant_response : la fenêtre de réponse fournie aux participants, 
o participant_response2 : la fenêtre de réponse utilisée par l’expérimentateur pour 
cliquer sur les boutons « oui » ou « non » lorsque les enfants répondaient à l’oral aux 
questions posées par le robot, l’agent virtuel ou l’ordinateur, 
o reader : le module décodant les codes QR. 
 Trois modules de type delibetator : stimcoquestions, ambilive et organizer dont le rôle a été 
expliqué dans le Chapitre IV.B.2, 
 Trois entités agissantes actives : bioloid, greta et hautparleur pour effectuer les actions 
requises. Le module bioloid était utilisé à la fois pour le robot métallique et pour le robot 
peluche. 
Les modules de l’évaluation sont présentés sur la Figure 70. 














Figure 70 : Modules de l'évaluation de StimCards avec les enfants 
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E. Evaluation d’AmbiCop 
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L’évaluation d’AmbiCop contenait : 
 Trois entités agissantes perceptives : manette_ps3, manette_android et camera, 
 Cinq modules intermédiaires : 4 interpréteurs chargés d’interpréter les 4 scénarios de 
l’évaluation et un module ambicop, 
 Trois entités agissantes actives : aibo, greta et hexapode. 
Les modules de l’évaluation sont présentés sur la Figure 71. 














Figure 71 : Modules de l'évaluation d'AmbiCop 










Sept expérimentations ont été développées avec l’architecture ArCo. Nous avons pu valider 
expérimentalement 4 des 5 dimensions cités dans les objectifs de notre travail : 
 Prestataires : les évaluations sur AmbiProg ont montré que les non informaticiens peuvent 
facilement créer des scénarii. Et la majorité d’entre eux ont exprimé de l’intérêt à l’utiliser. Certains 
ont même imaginé les services qu’ArCo pourrait leur rendre dans leur vie quotidienne. 
 Conflits : les évaluations effectuées à Robofesta ont permis de vérifier que les conflits étaient gérés 
avec succès par AmbiCop. 
 Dynamique : lors des expérimentations avec StimCards, tous les modules n’étaient pas connectés en 
même temps puisque le but était de comparer trois configurations entre elles. Nous avons pu vérifier 
que la dynamique était correctement prise en compte. 
 Adaptabilité : la mise en place de chaque cas particuliers d’ArCo a permis de valider l’adaptabilité 
puisque dans chaque cas, le serveur était « remis à zero » et ne connaissait aucun module à la 
première utilisation. 
 
La facilité de conception n’a pas été validée lors d’expérimentation même si nous avons proposé un cadriciel 
MICE dans ce but dont un exemple d’utilisation est montré en annexe. Cependant, nous pouvons faire part de 
notre propre expérience car deux intégrations ont été effectuées : 
 La Figure 72 montre l’intégration à ArCo d’une expérimentation du LIG. L’expérimentation initiale ne 
comprenait que l’ordinateur portable. Nous avons fourni la tablette tactile, en tant qu’entité 
agissante perceptive et le robot en tant qu’entité agissante active. Le développeur du LIG a pu, en 
moins d’une heure, connecter un agent virtuel de la plateforme MARC (Courgeon 2011), en tant 
qu’entité agissante active, à ArCo. Le robot et l’agent virtuel recevait les mêmes ordres. 
 Un développeur du laboratoire ISIR a pu utiliser notre protocole de communication pour nous fournir 
une entité agissante perceptive « gestionnaire d’attention » capable de détecter une personne. Les 
perceptions fournies donnent la position de la personne. Ce qui permet de mettre en place le suivi 
d’une personne par un robot. 
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Conclusion 
Ce travail s’inscrit dans le projet pluridisciplinaire Robadom dont l’objectif est d’étudier 
l’impact d’un robot d’aide à domicile sur l’état psychoaffectif et cognitif de personnes âgées ayant 
des troubles cognitifs légers.  
Nos objectifs étaient de créer une architecture plus générique et capable de prendre en 
compte différents objets numériques composant le Compagnon Artificiel. L’architecture devait 
répondre aux cinq points suivants : 
 Dynamique du système : tous les objets numériques ne sont pas toujours disponibles : ils 
peuvent être en panne, déjà utilisés ou éteints. Comment le Compagnon Artificiel s’adapte-t-
il au nomadisme de la personne ? Comment gérer la présence et l’absence des objets 
numériques connus de façon dynamique (informatique ambiante) ? 
 Adaptabilité du système : le système doit prendre en compte des objets numériques qui 
n’existaient pas dans l’environnement avant. Comment intègre-t-il ces objets inconnus de 
façon transparente ?  
 Conception : comment permettre à des concepteurs de créer de nouveaux capteurs et 
actionneurs compatibles au Compagnon Artificiel le plus simplement possible ? 
 Conflit : il ne faut pas qu’un objet numérique ait à effectuer deux actions, utilisant les mêmes 
ressources, en même temps (conflits). Par exemple, on ne peut pas demander à un 
personnage virtuel de sourire ou d’afficher un visage neutre en même temps. Comment 
l’architecture informatique détecte-t-elle et gère-t-elle un conflit ? 
 Prestataire : des personnes non expertes en informatique doivent pouvoir personnaliser et 
utiliser le Compagnon Artificiel. Comment permettre à ces personnes de le faire de façon 
simple ? Comment l’ensemble des objets numériques est-il configuré ? 
 Nous avons proposé une architecture logicielle ArCo (voir Figure 73) permettant de 
coordonner un ensemble de d’objets numériques qui construisent le Compagnon Artificiel d’un 
utilisateur. Un des objectifs de cette architecture est de permettre, à des prestataires, de créer des 
scénarii qui configurent le fonctionnement des dispositifs numériques. Chacun d’entre eux est géré 
par des entités agissantes perceptives ou actives.  
 
Figure 73 : Architecture ArCo 
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Pour permettre aux prestataires de créer de façon simple des scenarii, ArCo offre un 
environnement de programmation AmbiProg. Des expérimentations ont montré que l’usage 
d’AmbiProg est considéré comme simple et accessible à des personnes n’ayant pas de fortes 
connaissances en informatique. (cf. Chapitre V.B.).  
Par ailleurs, ArCo permet la gestion dynamique des objets numériques par des mécanismes 
d’identification, de connexion et de déconnexion qui sont nécessaires en milieu ouvert, ambiant. En 
outre, il est également possible, avec ArCo, de tenir compte de la dynamique des dispositifs 
numériques de l’environnement. Ainsi, un dispositif numérique peut être rendu compatible à 
l’architecture ArCo en créant une entité agissante associée, par l’utilisation d’une bibliothèque 
fournie par le cadriciel MICE (cf. Annexe H). La prise en compte de ce nouveau dispositif numérique 
est alors automatique. Enfin, ArCo permet de gérer les conflits survenant dans l’environnement par 
un gestionnaire AmbiCop. Il choisit la « meilleure » entité pour réaliser les actions génériques, c’est-
à-dire celle qui est la mieux évaluée pour ce service parmi toutes les entités agissantes disponibles. Il 
gère également les conflits d’accès aux entités agissantes. 
Neuf d’expérimentations ont pu être réalisées grâce à ArCo en ayant deux objectifs : 
 la validation expérimentale de l’architecture ArCo,  
 l’évaluation de diverses interactions entre les entités agissantes et l’utilisateur. 
Parmi ces neuf expérimentations, une a été réalisée par l’hôpital Broca pour évaluer un robot 
d’aide à domicile et l’autre (voir Figure 72).  a été réalisée par le LIG pour évaluer la pertinence de la 
réaction d’un agent virtuel (Riviere et al. 2011). Aucune évaluation n’a été réalisée dans le but de 
valider l’architecture, la communication entre les composants, la bonne réception des messages... 
Mais l’absence de disfonctionnement pendant l’utilisation d’ArCo a permis de valider 
expérimentalement l’architecture. 
Concernant l’interaction homme-machine, le LIG avait effectué une expérimentation  (Riviere 
et al. 2011) avec des Agents Conversationnels Animés . Nous l’avons reproduis avec un robot et 
confirmé les résultats obtenus. Cette expérimentation a permis de conclure qu’un robot doit 
également avoir une gestuelle cohérente avec son discours pour paraître crédible et sincère. 
L’évaluation du logiciel AmbiProg (interface graphique de saisi de scénario) a permis de 
vérifier que son langage de programmation visuelle ne nécessite pas de compétences en 
informatique pour créer des scénarii. AmbiProg a été perçu positivement par ses utilisateurs. Les 
enfants n’ont eu besoin que de 15 minutes pour s’approprier chaque élément de programmation. 
Nous avons également évalué StimCards et il en ressort que c’est un jeu apprécié, à la fois 
par les enfants, et par les personnes âgées. Un jeu qui fait participer activement le joueur permet de 
diminuer l’ennui des utilisateurs et augmente leur motivation. Nous avons pu étudier le Compagnon 
Artificiel avec diverses interfaces : agent virtuel, ordinateur et robots. Et dans le cadre d’un jeu de 
stimulation cognitive, nous constatons que le robot favorise l’impact du jeu et est le « partenaire » 
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Perspectives 
 Ce travail nous a permis de créer une première version d’ArCo (voir  
https://sites.google.com/site/compagnonartificiel/), qui est une architecture informatique pour la 
gestion d’un Compagnon Artificiel. Un ensemble de perspectives sont envisageables pour améliorer 
ArCo et créer une deuxième version plus complète. 
1. Calcul dynamique du chemin logique de l’information, de l’indice de priorité et de l’indice de 
qualité 
Le travail sur cette première version d’ArCo avait pour but de créer les modules nécessaires à la 
gestion du Compagnon Artificiel : interpréteur de perceptions symboliques, interpréteur de scénario 
et gestionnaire de conflits. Certaines données utilisées par ces modules sont actuellement fixes : 
 La création du chemin logique 
 L’indice de priorité et l’indice de qualité. 
La première amélioration d’ArCo sera de mettre en place l’automatisation du chemin logique de 
l’information entre les modules. Pour cela, chaque scénario pourrait être accompagné d’un méta-
scénario. L’objectif serait lors de l’activation du scénario que son analyse détermine l’ensemble de 
toutes les perceptions et actions nécessaires à son usage. En cas d’absence de l’un d’entre eux un 
scénario pourrait ne pas être activé par exemple et donc gérer des problèmes de disfonctionnement 
potentiels. L’ensemble des scénarii et l’ensemble des fiches de descriptions pourraient être utilisés 
pour le calcul du chemin logique de l’information entre les entités agissantes. Celui-ci serait réalisé 
automatiquement en fonction des entités agissantes connectées. Lorsqu’une entité agissante, 
utilisée dans un scénario, se déconnecte, le chemin logique serait recalculé. L’utilité d’une telle 
construction serait la possibilité de pouvoir télécharger des scénarii conçus pour d’autres 
compagnons 
 
Le calcul dynamique de l’indice de priorité entre deux scénarii nécessite qu’on puisse différencier 
l’importance des scénarii. Pour cela chaque scénario pourrait contenir un type de scénario, par 
exemple scénario de jeu, de surveillance, de santé, d’information. De plus, il pourrait contenir le nom 
et le type de l’auteur du scénario. Le type peut être médecin, ami, utilisateur… Ainsi on pourrait 
établir des règles. Par exemple, un scénario écrit par un médecin est plus prioritaire qu’un scénario 
écrit par un ami. Pour pouvoir créer un module de calcul de l’indice de priorité, il est nécessaire de 
créer préalablement une ontologie concernant les types de scénario et les types d’auteur afin de 
déterminer une classification ou une hiérarchie entre tous les types existants. 
Le calcul dynamique de l’indice de qualité des entités agissantes doit également être implémenté 
pour qu’ArCo s’adapte dynamiquement aux qualités des entités agissantes. 
2. AmbiProg 
Concernant AmbiProg, trois améliorations principales seront mises en place : 
 Un nouvel élément Aléatoire sera créé. Il s’utilisera comme l’élément Parallélisme et Actions 
Synchronisées. AmbiLive interprétera de façon aléatoire une seule des branches de 
l’élément. Cela permettra, par exemple, de créer des variations pour que les robots ou les 
personnages virtuels n’effectuent pas les actions toujours de la même façon. 
 Actuellement, il est possible de passer des perceptions en paramètre des fonctions en 
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nom_module.nom_perception.coefficient pour passer le coefficient de la perception. Pour 
faciliter  le passage de perception en paramètre, il faudrait créer un type d’argument 
spécifique, par exemple « perception » dans les fiches de description des entités. 
Lorsqu’AmbiProg charge les fichiers de description, pour chaque argument de type 
« perception », une liste déroulante contenant la liste de toutes les perceptions sera 
présentée à l’utilisateur afin de lui éviter de saisir lui-même les données et éviter ainsi les 
erreurs de saisi. 
 Le langage AmbiProg ne possède pas de variables. L’élément le plus similaire est la 
perception. Actuellement il est possible, avec AmbiProg, de créer des perceptions et/ou de 
leur affecter une valeur. Pour utiliser les perceptions comme des variables, il faudrait 
rajouter les deux fonctions suivantes : 
o incremente_perception(module, perception) : qui permet d’incrémenter la valeur 
d’une perception s’il s’agit d’un nombre. 
o decremente_perception(module_perception) : qui permet de décrémenter la valeur 
d’une perception s’il s’agit d’un nombre. 
3. Interface de gestion des utilisateurs 
 Il semble important pour les utilisateurs de visualiser « ce qu’il se passe ». Ainsi, une 
amélioration consisterait à créer une interface graphique qui afficherait l’ensemble des entités 
agissantes connectées ainsi que le chemin logique de l’information. Les utilisateurs pourraient 
visualiser les perceptions et les actions gérées par ces entités agissantes. Ils pourraient également 
visualiser l’état de l’environnement (la liste des perceptions envoyées par les entités agissantes 
perceptives et leur valeur) et les actions en cours. D’une façon plus prospective, il serait souhaitable 
de mettre en place une interface vocale qui permette à l’utilisateur d’interagir directement avec son 
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Résumé 
La progression rapide de la technologie a donné lieu à un panorama riche et varié de 
dispositifs numériques : caméra, téléphones mobiles, GPS, tablettes tactiles, liseuses numériques, 
robots, télévisions, éléments de domotique... La majorité de ces appareils sont aujourd'hui connectés 
à Internet. Et en plus de leurs fonctionnalités principales, ils permettent à leur propriétaire de rester 
en contact avec « le monde » à l'aide de logiciels de communication, de personnages virtuels ou de 
robots. Tous ces dispositifs numériques fonctionnent indépendamment les uns des autres. 
La question qui se pose est de savoir si ces dispositifs numériques doivent être coordonnés 
afin de partager certaines informations et effectuer certaines actions ensembles. Cette collaboration 
entre les dispositifs numériques est gérée par le Compagnon Artificiel qui est en contact permanent 
avec un utilisateur par les biais des divers dispositifs numériques. 
Une architecture modulaire ArCo permettant de mettre en place un Compagnon Artificiel a 
été réalisée dans le cadre de ce travail. Les dispositifs numériques sont gérés par des modules 
spécifiques, créés grâce à un cadriciel MICE (Machines Interaction Control in their Environment). 
L'utilisateur final du système peut programmer des scenarii d'interaction, qui indiquent les actions 
que doivent effectuer les dispositifs numériques, grâce à une interface de programmation visuelle 
AmbiProg. Chaque scénario est interprété par un module AmbiLive. Les conflits d'accès aux 
dispositifs numériques sont gérés par un module AmbiCop. 
Un ensemble d'évaluations a permis de valider expérimentalement l'architecture ArCo et de 




The rapid advance in technology allowed manufacturers to offer a varied panorama of digital 
devices: camera, mobile phones, GPS, tactile tablets, digital readers, robots, televisions, home 
automation elements… Nowadays, most of these devices are connected to the Internet. Thus, their 
users can not only take benefit from their functionalities but also be in touch with “everyone” thanks 
to communicative software, virtual characters or robots. 
It raises a main question: do these digital devices have to be coordinated in order to share 
information and achieve tasks together? This collaboration between digital devices could be 
managed by an Artificial Companion which could permanently be in touch with a user throughout 
these devices. 
 We realized a modular architecture called ArCo which allows the creation of an Artificial 
Companion. Some specialized modules can manage the digital devices. These modules are 
implemented with a framework called MICE (Machines Interaction Control in their Environment). The 
end-user can create interaction scenarios with a visual programming interface called AmbiProg. The 
scenarios contain actions that digital devices have to achieve. Each scenario is interpreted by the 
AmbiLive module. Digital devices access conflicts are managed by the AmbiCop module. 
 Some experiments validated the ArCo architecture from an experimental point of view. They 
also allowed studying some Human-Machine Interaction problems. 
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Introduction 
 
 Ce document contient les annexes du manuscrit « ArCo : une architecture informatique pour 
une interaction avec un Compagnon Artificiel ». Il contient 15 annexes réparties de la façon suivante : 
A. Cette annexe propose une introduction envers l’acceptabilité des systèmes informatiques 
pour compléter les contraintes générales du compagnon artificiel (cf. Chapitre I du document 
principal). 
B. Cette annexe présente une frise chronologique des principaux robots utilisés dans des 
évaluations d’interaction homme-machine depuis le tout premier robot compagnon : Paro de 
T. Shibata. 
C. Cette annexe présente les messages réservés du protocole de communication de MICE. C’est 
le détail du Tableau 2 du document principal. 
D. Cette annexe présente AmbiProg, l’interface de programmation des scenarii de perceptions 
symboliques et d’interaction d’ArCo. Cette annexe est un complément au Chapitre III.D du 
document principal. 
E. Cette annexe présente l’analyse syntaxique effectuée par l’interpréteur AmbiLive. Cette 
annexe est un complément au Chapitre III.E du document principal. 
F. Cette annexe présente le processus d’interprétation de l’arbre syntaxique généré par 
l’analyse syntaxique.  Cette annexe est un complément au Chapitre III.D du document 
principal. 
G. Cette annexe présente la bibliothèque AmbiLib mise à disposition de tous les concepteurs 
pour créer un interpréteur, du langage visuel d’AmbiProg, personnalisé. 
H. Cette annexe présente la bibliothèque MICE mise à disposition de tous les concepteurs pour 
créer des modules. Il donne également un exemple de création d’un module d’action, d’un 
module de perception et du module utilisé pour associer Greta au compagnon artificiel. 
Cette annexe est un complément au Chapitre III du document principal. 
I. Cette annexe présente la façon dont StimCards peut être configuré. 
J. Cette annexe présente les détails de l’évaluation du « partenaire idéal » qui se trouve au 
Chapitre V.A du document principal. 
K. Cette annexe présente les détails de l’évaluation d’AmbiProg qui se trouve au Chapitre V.B 
du document principal. 
L. Cette annexe présente les détails de l’évaluation de StimCards (auprès des enfants et des 
personnes âgées) qui se trouve au Chapitre V.C du document principal. 
M. Cette annexe présente les détails de l’évaluation du « meilleur » partenaire numérique pour 
StimCards qui se trouve au Chapitre V.D du document principal. 
N. Cette annexe présente les détails de l’évaluation d’AmbiCop qui se trouve au Chapitre V.E du 
document principal. 
O. Cette annexe présente le questionnaire de la deuxième étude réalisée lors de l’évaluation de 
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A. Assurer une utilisation à long terme d’une technologie 
Lors de la commercialisation d'une nouvelle technologie, les personnes cibles sont au cœur des 
préoccupations. Si celles-ci jugent un nouveau produit négativement, alors il n'aura aucun succès. 
Cela peut avoir des conséquences catastrophiques pour l'entreprise qui l'a conçue, comme un 
énorme déficit. Pour éviter d'atteindre ces situations extrêmes, les concepteurs étudient les usages 
que pourront avoir les utilisateurs avec ces produits. Ils étudient également les caractères 
intrinsèques nécessaires à cette technologie pour être jugée positivement. Ce jugement positif est 
recherché pour favoriser une utilisation à long terme.  
A. Recommandations de l'ergonomie des logiciels 
Le domaine informatique a connu une grosse révolution lors de la création des interfaces 
graphiques. L'interaction homme-machine a pris une dimension plus vaste. Et l'ergonomie des 
logiciels a commencé à fournir un ensemble de recommandations pour la conception des interfaces. 
Un certain nombre de recommandations concernent l'interaction physique entre l'utilisateur et son 
système. Le choix des dispositifs d'interaction se fait en fonction des tâches à réaliser. D'autres 
recommandations s'attachent à présenter les aspects ergonomiques des périphériques de sorties 
d'informations en fonction de la tâche de l'utilisateur. Les périphériques peuvent être par exemple 
l'écran, l'imprimante ou encore la restitution en trois dimensions. Il existe un troisième type de 
recommandations qui s'intéresse à tous les mots et les phrases utilisées par l'ordinateur. Beaucoup 
d'autres recommandations décrivent les structures des logiciels pour permettre les meilleures 
interactions possibles. Le nombre important de recommandations pose problème car il est difficile 
de toutes les mettre en œuvre. Et pourtant, certaines tentatives de classification des 
recommandations ont permis de déterminer des critères de l'utilisabilité des logiciels.  
B. Normes de l'ergonomie des logiciels 
Les logiciels sont soumis à des contraintes encore plus fortes que les recommandations. Ce sont 
les normes ISO. La norme concernant l'ergonomie de l'interaction homme-machine est ISO 9241. Il 
existe un ensemble de normes décrivant comment doivent être les logiciels, dans les moindres 
détails : boîte de dialogue, menus, formulaires, présentation de l'information, cycle de conception 
centré utilisateur, évaluations, utilisabilité. L'utilisabilité, norme ISO 9241-11, est définie comme « le 
degré selon lequel un produit peut être utilisé, par des utilisateurs identifiés, pour atteindre des buts 
définis avec efficacité, efficience et satisfaction, dans un contexte d'utilisation spécifié ». L'efficacité 
indique que le produit permet à ses utilisateurs d'atteindre le résultat prévu. L'efficience suggère que 
l'utilisateur atteint le résultat avec un effort moindre ou avec un temps minimal. La satisfaction est le 
confort et l'évaluation subjective de l'interaction pour l'utilisateur. Toutes ces recommandations et 
toutes ces normes ont pour cible l'ordinateur.  
C. Critères ergonomiques pour la persuasion technologique 
Dans un autre registre, Nemery et Brangier [159] ont fourni une grille de critères ergonomiques 
pour l’appréciation de la Persuasion Technologique. Ces critères permettent de juger des logiciels qui 
tentent d’engager l’utilisateur à long terme. Cette grille est décomposée en deux types de critères : 
critères statiques et dynamiques. Les critères statiques sont : 
 la crédibilité : désigne la capacité de l'interface à inspirer confiance et à montrer la véracité 
de ses informations.  
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 La privacité : désigne le respect des données personnelles, la préservation de l'intégrité de la 
personne et la sûreté de l'interaction.  
 La personnalisation : désigne la capacité de l’interface à s’adapter à l’utilisateur avec lequel 
elle interagit. 
 L'attractivité : désigne l'utilisation de l'esthétique pour capter l'attention de l'utilisateur et le 
soutenir dans l'interaction. 
Les critères dynamiques sont : 
 La sollicitation : représente la capacité du logiciel à faire accomplir une tâche à l’utilisateur. 
 L'accompagnement initial : désigne les éléments qui permettent la première initiative de 
l’utilisateur, qui pense agir sans contrainte. 
 L'engagement : désigner le fait de continuer à impliquer l’utilisateur pour maintenir 
l’interaction. 
 L'emprise : marque une volonté de contrôler l'utilisateur. A ce stade, son implication est 
totale et il risque de développer une dépendance à l’interface.  
D. Triptyque : utilité, utilisabilité, acceptabilité 
Ce concept d'utilisabilité est commun à d'autres courants de pensées qui définissent un triptyque 
inséparable : utilité, utilisabilité, acceptabilité. Selon Larousse, l'utilité est l'aptitude d'un bien à 
satisfaire un besoin ou à créer les conditions favorables à cette satisfaction. Et l'acceptabilité est le 
caractère de quelque chose qui est plus ou moins tolérable.  
Le modèle de Tricot et al (2003) [160] propose un modèle relationnel indiquant que « toute 
relation formellement possible entre les trois dimensions (utilité, utilisabilité et acceptabilité) peut 
exister. Ainsi, ils montrent qu'il est possible de déterminer logiquement quelle dimension doit être 
améliorée lorsqu'un utilisateur se détourne d'une technologie. 
En 1993, Jakob Nielsen (expert en ergonomie informatique) définit l'acceptabilité des systèmes. 
Celle-ci se décompose en acceptabilité sociale et acceptabilité pratique (voir Figure 1). Ce modèle 
met en lumière utilité et utilisabilité en tant que composants de l'acceptabilité. Il présente plus 
l'acceptabilité pratique que l'acceptabilité sociale. Le rôle de l'homme dans l'acceptabilité du système 
n'est pas clairement défini.  
 
Figure 1 : Le modèle de Nielsen 
En 1996, Dillon et Morris (voir Figure 2) propose une approche d'avantage centrée sur 
l'utilisateur. L'utilité et l'utilisabilité serait le résultat de la perception de l'utilisateur. Une personne 
peut penser qu'un outil sera facile à utiliser mais peu utile alors qu'en réalité, c'est le contraire. La 
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perception de l'utilisateur sur l'utilité et sur l'utilisabilité détermine l'acceptabilité de la technologie 
et ainsi l'usage qu'en fera l'utilisateur. 
 
Figure 2 : Modèle de Dillon et Morris 
 En 2011, Pesty et Duhaut [161] propose un modèle d’acceptabilité basé sur trois approches 
dont le modèle d’acceptabilité de Nielsen (voir Figure 3). Ce modèle montre une description 
beaucoup plus détaillée de l’acceptabilité sociale, tout en conservant l’acceptabilité pratique de 
Nielsen. Ce modèle met l’accent sur la crédibilité du système. Et pour y parvenir, la personnalité, les 
émotions et l’historique de l’humain sont pris en compte.  
 
Figure 3 : Modèle de Pesty et Duhaut 
Acceptation sociale 
Un autre courant de pensées place l'humain au cœur des préoccupations : l'acceptation sociale. 
Ce courant de pensée indique que la technologie est un objet social avant d'être un objet technique, 
comme le suggéraient les courants de pensées cités ci-dessus. L'objectif ici est d'étudier la manière 
dont les utilisateurs réagissent face à des nouvelles technologies. Ce courant de pensées a fait naître 
quatre types de modèles. 
Le premier modèle est celui de Davis (1986) : le modèle d'acceptation des technologies (voir 
Figure 4), venant du domaine de la psychologie sociale. Celui-ci se base sur l'utilité perçue et sur la 
facilité d'utilisation perçue. L'utilisé perçue est l'impression que se fait l'utilisateur sur l'effet qu'a la 
technologie sur son rendement. La facilité d'utilisation perçue est l'impression que se fait l'utilisateur 
sur le faible niveau d'effort mental requis par cette technologie. Ces deux critères déterminent 
l'attitude de l'utilisateur envers cette technologie et déterminent son intention d'utiliser ou non cette 
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technologie. Le problème de cette approche est qu'elle n'est pas assez précise pour définir la réelle 
intention d'utilisation d'une technologie. 
 
Figure 4 : Modèle de l'acceptation des technologies de Davis 
 
Le deuxième type de modèle est basé sur la satisfaction de l'utilisateur et vient des sciences du 
management. Cette approche considère que la satisfaction de l'utilisateur est la condition sine qua 
none du succès d'une technologie. La mesure de la satisfaction se fait alors subjectivement à travers 
des questionnaires ou des interviews des utilisateurs. Plusieurs approches ont permis de déterminer 
que la satisfaction est plus important que les impacts socio-organisationnels qu'elle requiert. 
D'autres approches indiquent que la qualité de service est un critère important de la satisfaction. Si 
le comportement de la technologie est celui qu'attend l'utilisateur alors il l'évaluera de bonne 
qualité. D'autres approches annoncent que l'acceptation d'une technologie aurait tendance à suivre 
un déroulement chronologique qui impacterait d'abord les aspects individuels puis organisationnels. 
Le troisième type de modèle est basé sur la théorie de la disconfirmation des attentes. La 
disconfirmation spécifie la comparaison entre les performances attendues par un utilisateur et les 
performances réelles. Lorsque les performances réelles dépassent les performances attendues, il y a 
alors disconfirmation positive. Au contraire lorsque les performances attendues restent supérieures 
alors, il y a disconfirmation négative. Cette théorie s'intéresse à la raison pour laquelle un utilisateur 
utilise ou pas un produit et pourquoi il utilise certaines technologies à long terme. Oliver (1993) a 
fourni le modèle de la disconfirmation des attentes (voir Figure 5). Il indique que l'utilisation durable 
d'une technologie serait le fruit d'une expérience satisfaisante.  
La satisfaction affecte directement le comportement de l'utilisateur et est directement affectée par 
la disconfirmation. La satisfaction serait donc l'évaluation de la comparaison entre les attentes de 
l'utilisateur et l'usage qu'il fait de la technologie. L'intention de continuer à utiliser une technologie 
repose sur cinq étapes: la formation d'attente à propos du produit, l'utilisation et la formation d'une 
image de sa performance à partir de l'expérience, la comparaison des attentes préformées et de la 
performance perçues, la formation d'un niveau de satisfaction selon la confirmation (performance 
attendue = performance réelle) ou disconfirmation (positive ou négative) des attentes et la 
construction de l'intention d'utiliser ou de continuer à utiliser selon le niveau de satisfaction 
ressentie. Ce type de modèle a deux failles. La première est qu'il est est difficile de déterminer les 
attendes a priori. La deuxième est que ce modèle occulte les pratiques d’accompagnements socio-
organisationnels de la mise en place d'une technologie. 
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Figure 5 : Modèle de disconfirmation des attentes 
Le quatrième type de modèle est au contraire basé sur l'agilité organisationnel. Ce terme renvoie à 
l'idée que la vitesse de transformation de l'environnement et les évolutions des marchés impliquent 
des changements incessants auxquels les entreprises doivent s'adapter. Ce modèle considère que 
l'acceptation des technologies dépend du succès des modalités organisationnelles de sa mise en 
œuvre. Le point important est la façon dont les technologies se conçoivent et sont introduites sur le 
marché. 
E. Symbiose humain-technologie 
Les différentes approches citées précédemment place l'humain comme un élément externe à la 
technologie. Brangier et al expliquent que ces approches positionnent l'humain en tant qu'agent 
d'acceptation qui jugerait de tous les éléments en jeu pour décider s'il souhaite utiliser une certaine 
technologie. Ils « utilisent la notion de symbiose pour restituer le fait que la relation entre l'humain 
et la technologie qui était peut-être au départ plus utilitaire, se mue au fur et à mesure en 
dépendance, en lien intime ou encore en mutuelle influence ». La technologie ferait donc partie de 
l'humain et il y aurait influence réciproque. La symbiose ne cherche pas à évaluer l'acceptation d'une 
technologie mais plutôt à identifier les conditions de couplage entre les humains, les technologies et 
leur contexte. Le modèle proposé par Brangier et al repose sur trois conditions : la symbiose au 
niveau des fonctionnalités de la technologie, la symbiose au niveau de l'utilisabilité et la symbiose au 
niveau des régulations socio-organisationnelles. La symbiose au niveau des fonctionnalités de la 
technologie signifie que les fonctionnalités proposées par la technologie sont conformes à ce que 
l'homme souhaite réaliser pour effectuer une tâche donnée. La symbiose au niveau de l'utilisabilité 
prend trois facteurs en compte : l'utilisabilité de la technologie, les connaissances de l'humain et la 
tâche à réaliser. Si la tâche à réaliser peut être facilement réalisée grâce à l'utilisabilité de la 
technologie et en accord avec la représentation que l'humain se fait des fonctionnalités de la 
technologie, alors il y a acceptabilité du système. Pour finir, la symbiose au niveau des régulations 
socio-organisationnelles indique qu'une technologie doit être utilisée dans un contexte social qui 
l'accepte. Pour apprendre à utiliser une nouvelle technologie, les humains doivent faire des 
compromis et des arrangements qui doivent être acceptables si la technologie n'est pas capable de 
s'adapter elle-même. La technologie évolue avec l'usage de l'humain, en même temps que l'humain 
évolue avec la technologie. 
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B. Frise chronologique de quelques robots principaux 
 
 
Figure 6 : Frise chronologique de quelques robots principaux 
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Paro 1993 Japon AIST 
Kismet 1997 USA (Massachusetts) MIT 
R100 1997 Japon NEC 
Care-o-bot 1998 Allemagne (Stuttgart) Stuttgart Fraunhofer IPA 
Aïbo 1999 Japon (Tokyo) Sony (Digital Creature Lab) 
CosmoBot 1999 USA (Maryland) AnthroTonix, Inc 
PaPeRo 1999 Japon Nec 
eMuu 2001 Hollande (Eindhoven) 
Eindhoven University of Technology 
Advanced Telecommunication Research 
NeCoRo 2001 Japon Omron 
CASIMIRO 2002 Espagne Universidad de Las Palmas de Gran Canaria 
Pearl 2002 USA Michigan, Pittsburgh, Carnegie Mellon 
Mel 2003 USA (Massachusetts) 
MIT & Mitsubishi Electric Research 
Laboratories 
Leonardo 2004 USA (Massachusetts) MIT 
BIRON 2004 Allemagne (Bielefeld) Bielefeld University 
HOAP-3 2005 Japon Fujitsu Automation 
Huggable 2005 USA (Massachusetts) MIT 
iCat 2005 Hollande (Eindhoven) Philips Research 
KASPAR 2005 Royaume-Uni University of Hertfordshire 
Maggie 2005 Espagne University Carlos III of Madrid 
Nao 2006 France (Paris) Aldebaran Robotics 
Jido 2007 Allemagne (Gerlingen) Neobotix 
Nexi 2007 USA (Massachusetts) MIT MediaLab 
Probo 2007 Belgique (Bruxelles) 
VUB - Robotics & Multibody Mechanics 
research groupe R&MM 
EmI 2008 France (Vannes) 
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C. Description des messages réservés 
 
A. MICE_1 et MICE_6 : Connexion, déconnexion et suppression d’un 
module à MIIME 
 
Pour s’enregistrer auprès du serveur, un module doit connaître l’adresse et le port du 
serveur de MICE. Ces deux données permettent de créer un socket lié au serveur. Lorsque le socket 
est créé, le module doit envoyer le message d’identification suivant :  
<mice type="configuration"> 
  <subject>identification</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><id type="type">nom module émetteur</id></message> 
</mice> 
Ce message MICE est un message de configuration du système destiné au serveur, d’où le 
type configuration. C’est ce message que le serveur fait suivre aux entités agissantes inscrites pour 
recevoir les notifications d’identification des modules. C’est un message d’identification, désigné par 
le sujet id. La balise from doit contenir le nom du module qui émet le message tandis que la balise 
from doit contenir server puisque ce n’est pas un message destiné à un autre module. La fréquence 
est 0 car ce message n’est pas répétitif, il n’existe en une seule occurrence. Le cœur du message est 
la chaîne :  
<id type="type">nom module émetteur</id> 
 La balise racine de ce message est id, comme le sujet du message. Une identification est 
définie avec un type et avec un nom de module. Les modules peuvent avoir des types s’ils 
nécessitent un traitement différent en fonction de leur catégorie. Il y a actuellement trois types 
possibles : 
 input : indique que ce module est un module d’entrée. Cela signifie qu’il ne reçoit aucune 
information sur son flux d’entrée et qu’il utilise uniquement son flux de sortie. 
 deliberator : indique que ce module est un module intermédiaire de MIIME relayant des 
messages io. Son flux d’entrée et son flux de sortie sont activés. Il effectue des opérations en 
utilisant les informations des messages qu’il reçoit afin d’envoyer le résultat aux modules qui 
le suivent. 
 output : indique que ce module est un module de sortie. Cela signifie qu’il n’envoie aucune 
information et utilise uniquement son flux d’entrée. 
Lorsqu’un module se connecte, le serveur ajoute le nom de ce module dans une liste de modules 
connectés. Ainsi, il connait à chaque instant la liste des modules disponibles associés à leurs 
Description des messages réservés 
 
 
- 18 - 
informations de connexion. Il peut ainsi envoyer des messages en ciblant précisément le destinataire. 
Lorsqu’un module se déconnecte, il est enlevé de la liste. 
Les entités n’envoient pas de message lors de leur déconnexion car c’est l’arrêt du programme qui 
détermine la déconnexion du serveur. Lorsque le serveur détecte qu’une entité est déconnectée, il 
envoie le message suivant aux entités inscrites :   
<mice type="configuration"> 
  <subject>identification</subject> 
  <from> server </from> 
  <to>nom module émetteur</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><id state="off">nom module émetteur</id></message> 
</mice> 
 Le message que le serveur envoie aux entités est un message id qui contient un attribut state 
ayant pour valeur off. L’absence d’attribut state indique vaut on par défaut. Le message contient le 
nom du module concerné par l’identification. 
  
Lorsqu’un module doit être supprimé du serveur MICE car le dispositif numérique associé a 
été jeté, par exemple,  un module doit envoyer le message suivante : 
<mice type="configuration"> 
  <subject>delete</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><delete type="module">nom module</delete></message> 
</mice> 
Le message que le module envoie au serveur est un message delete de type module. Le sujet 
du message MICE est delete. Le nom du module à supprimer du serveur MICE est le texte de la balise 
delete.  
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B. MICE_2 et MICE_3 : Notification des identifications 
 
Un module peut s’inscrire à la réception des messages d’identification et de déconnexion au 
serveur. Le message de souscription est la suivante :  
<mice type="configuration"> 
  <subject>subscribe</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><subscribe type="id">nom module</subscribe></message> 
</mice> 
 Le message que le module envoie au serveur pour s’inscrire à la réception des identifications 
des entités agissantes est un message subscribe de type id. Le nom du module qui s’inscrit à la 
notification est représenté par nom module dans l’exemple ci-dessus. 
 
Pour se désinscrire, un module doit envoyer le message suivant au serveur :  
<mice type="configuration"> 
  <subject>unsubscribe</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><unsubscribe type="id">nom module</unsubscribe></message> 
</mice> 
 Le message que le module envoie au serveur pour se désinscrire à la réception des 
identifications des entités agissantes est un message unsubscribe de type id. Il est composé de la 
même façon que le message subscribe. 
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C. MICE_4 et MICE_5 : Routage des messages 
 
Chaque module ignore l’identité des expéditeurs des messages qu’il reçoit ainsi que l’identité 
des destinataires des messages qu’il envoie. Les messages suivent un chemin précis qui est enregistré 
auprès du serveur. Pour créer ce chemin, il existe deux messages : 
 connect : ce message permet de créer un lien entre deux modules 
 disconnect : ce message permet de supprimer un lien entre deux modules. 
Ces messages permettent de créer le chemin de transit des messages entre les modules : les liens. Un 
lien entre le module A (module d’entrée) et le module B (module de sortie) indique que les 
informations envoyées par le flux de sortie de A seront transmises au flux d’entrée de B. C’est un lien 
unidirectionnel. Cela signifie que les informations de B ne sont pas envoyées à A. 
Les deux messages sont de type info car ce sont des informations qui concernent uniquement le 
serveur. 
Le message de connexion est le suivant : 
<mice type="configuration"> 
  <subject>connect</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><connect><in>m1</in><out></out>m2</connect></message> 
</mice> 
Les caractéristiques du message io sont les mêmes que le message d’identification sauf pour 
le sujet qui est connect. Le contenu de la balise message indique qu’un lien est établi entre le module 
m1 et le module m2.  
Le message de déconnexion est le suivant : 
<mice type="configuration"> 
  <subject>disconnect</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><disconnect><in>m1</in><out></out>m2</disconnect></message> 
</mice> 
Les messages de connexion et de déconnexion sont quasiment similaires. La différence est le 
sujet du message et le contenu de la balise message qui sont disconnect ici. Le message ci-dessus 
indique que le lien entre le module m1 et le module m2 est rompu.  
Les connexions et déconnexions des liens entre les modules peuvent être faites de  façon 
dynamique sans que cela nuise au routage des informations de l’architecture. Le serveur stocke les 
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liens dans un tableau clef/valeur. La clef est le nom d’un module d’entrée et la valeur associée est 
l’ensemble de tous les modules de sortie associés à ce module d’entrée.   
D. MICE_7 et MICE_8 : Accès aux descriptions des entités agissantes 
 
La connaissance sur l’environnement est apportée par les descriptions des modules et par la 
liste des modules connectés. Ce paragraphe décrit les messages permettant de demander une 
description, de fournir une description, de demander la liste des modules connectés et de fournir 
cette liste. 
 Le serveur peut demander la description d’un module en envoyant le message suivant :  
<mice type="informationnel"> 
  <subject>get</subject> 
  <from>server</from> 
  <to>nom module destinataire</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><get type="description" /></message> 
</mice> 
 Le message que le serveur envoie aux modules pour demander les descriptions des entités 
est un message get de type description. Ce message MICE a un type informationnel car il permet la 
configuration de l’architecture et ne participe pas à l’interaction entre l’homme et les entités. 
 
 Le client fournit sa description en envoyant le message suivant :  
<mice type="informationnel"> 
  <subject>set</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><set type="description">Description du module</set></message> 
</mice> 
 Le message que les modules envoient au serveur pour envoyer les descriptions est un 
message set de type description, qui est le pendant du message get précédent. C’est également un 
message MICE de type informationnel. Le contenu du message set est l’ensemble des fichiers de 
description de l’entité agissante concernée. 
 Un module peut également envoyer ce message pour mettre à jour sa fiche de description si, 
l’entité agissante a été modifiée. 
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Un client peut également demander la liste de toutes les descriptions possibles. Pour cela il envoie le 
message suivant au serveur :  
<mice type="informationnel"> 
  <subject>get</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><get type="description" /></message> 
</mice> 
 Le message que le module envoie au serveur pour connaître la liste des descriptions des 
perceptions et des actions est également un message get de type description. 
 
 Le serveur donne la liste de toutes les descriptions en envoyant le message suivant : 
<mice type="informationnel"> 
  <subject>set</subject> 
  <from>server</from> 
  <to>nom module destinataire</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><set type="description">Toutes les descriptions<set></message> 
</mice> 
 Le message que le serveur envoie au module pour partager la description des entités est un 
message set de type description. 
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E. MICE_9 et MICE_10 : Liste des modules connectés 
 
Un client peut demander la liste des modules en envoyant le message suivant :  
<mice type="informationnel"> 
  <subject>get</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><get type="modules" /></message> 
</mice> 
 Le message que le module envoie au serveur pour demander la liste des modules connectés 
est un message get de type modules. 
 Le serveur fournit la liste des modules connectés en envoyant le message suivant :  
<mice type="informationnel"> 
  <subject>set</subject> 
  <from>server</from> 
  <to>nom module destinataire</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><set type="modules">Liste des modules<set></message> 
</mice> 
Le message que le serveur envoie au module pour fournir la liste des modules connectés est 
un message set de type modules. La liste des modules est envoyée sous le format présenté dans le 
chapitre III.D.2.d. 
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F. MICE_13 : les actions 
Dans MICE, les perceptions sont envoyées à n’importe quel moment, ainsi que les actions. Il 
n’est pas possible de connaître en avance le temps que prend chaque action car l’architecture se 
heurte aux contraintes réelles. Si on demande à quelqu’un d’aller faire les courses, il n’est pas 
possible de connaître l’heure à laquelle cette personne rentrera. L’architecture doit pouvoir 
s’adapter à un environnement où les actions ne sont pas prévisibles. Pour cette raison, les entités 
agissantes actives doivent être capables d’indiquer la fin d’une action. Pour éviter le transit 
d’informations qui ne sont pas utiles pour tous les modules – c’est-à-dire des informations qui ne 
participent pas à l’interaction – les modules qui veulent connaître la fin des actions doivent s’inscrire 
auprès du serveur. Seuls ces modules recevront le message de fin d’action.  
Une action A(a,e,o) est un triplé composé de : 
 a : l’identifiant d’une action. C’est une valeur unique au sein d’un scénario. 
 e : le nom du scénario qui envoie l’action. Cela permet de définir un identifiant d’action 
unique au sein de toute l’architecture composé de a et e. 
 o : l’action en elle-même qui est une chaîne XML qui peut être interprété uniquement par 
l’entité agissante. C’est un ordre écrit dans son langage. 
Il y a trois types d’actions : 
 Actions simples : elles visent une entité précise et sont envoyées une par une. Elles ne 
peuvent pas être synchronisées avec d’autres actions. 
 Actions génériques : elles ne visent pas une entité précise mais plutôt une capacité d’action. 
Le gestionnaire choisit l’entité qui peut effectuer l’action. 
 Actions synchronisées : elles visent plusieurs entités précises et doivent être exécutées en 
même temps. 
Les actions simples sont envoyées de la façon suivante :  
<mice type="action"> 
  <subject>nom module destinataire</subject> 
  <from>nom module émetteur</from> 
  <to>nom module destinataire</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><action id="a" src="e">o</action></message> 
</mice> 
 L’action est représentée par un identifiant a et par un nom e qui représentent la source de 
l’action, par exemple le nom du module émetteur. En effet, si deux modules envoient une action à la 
même entité et que les identifiants sont identiques, il sera impossible de savoir quel ordre a été 
réalisé lorsque l’entité indiquera avoir fini l’action. Et comme il n’est pas possible d’avoir deux 
modules portant le même nom dans l’architecture, en ajoutant le nom d’un possible émetteur, on 
assure d’identifier de façon unique une action au sein de l’architecture. 
Les actions génériques sont envoyées par le même message que les actions simples sauf que le sujet 
du message est systématiquement all. 
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Les actions synchronisées sont gérées différemment. Toutes les actions sont envoyées dans un seul 
message action qui contient tous les ordres : 
<mice type="action"> 
  <subject>synchronized actions</subject> 
  <from>nom du module émetteur</from> 
  <to>premier identificateur de l’action </to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message> 
    <action id="a" src="e"> 
      <sync_act module="id module 1">o</sync_act> 
      … 
      <sync_act module="id module X">o</sync_act> 
    </action> 
  </message> 
</mice> 
 La chaîne XML, représentée par la lettre o dans l’exemple, est dépendante de l’entité 
agissante. MICE assure de conserver le langage propre à chaque entité en plus de permettre une 
interopérabilité entre toutes les entités numériques, MICE assure un protocole de communication 
similaire entre chaque module pour un bon fonctionnement global. Par exemple, il est possible 
d’intégrer Greta à MICE en écrivant une chaîne FML ou BML à la place du mot Ordre et en 
développant un module qui récupère le FML ou le BML reçu et qui le transmet à Greta. Grâce à la 
bibliothèque fournie, le nombre de lignes de code est minimal (voir l’exemple fourni dans H.D).
  
G. MICE_14 : fin des actions 
 Une entité agissante active indique la fin d’une action en envoyant le message suivant :  
<mice type="action"> 
  <subject>action</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><action id="a" src="e" state="STOPPED" /></message> 
</mice> 
 Le message indiquant la fin d’une action est constitué de la même balise que celui qui 
indique le début d’une action. La différence ici est l’ajout du paramètre state qui a pour valeur 
STOPPED. Un message action ne contenant pas de paramètre state indique que l’état est RUNNING, 
par défaut. 
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H. MICE_11 et MICE_12 : Notification des actions 
  
Pour s’inscrire à la réception de la notification de fin d’action, un module doit envoyer le 
message suivant au serveur :  
<mice type="action"> 
  <subject>subscribe</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><subscribe type="action">nom module</subscribe></message> 
</mice> 
 Le message que le module envoie au serveur pour s’inscrire à la notification des actions est 
un message subscribe de type action. Le nom du module qui s’inscrit à la notification est représenté 
par nom module dans l’exemple ci-dessus. 
 
Pour se désinscrire, un module doit envoyer le message suivant au serveur :  
<mice type="action"> 
  <subject>unsubscribe</subject> 
  <from>nom module émetteur</from> 
  <to>server</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>0</frequency> 
  <message><unsubscribe type="action">nom module</unsubscribe></message> 
</mice> 
Le message que le module envoie au serveur pour se désinscrire à la notification des actions 
est un message unsubscribe de type action. Il est composé de la même façon que le message 
subscribe. 
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I. MICE_15 : les perceptions 
Les perceptions ne possèdent pas de durée d’exécution et il n’y a pas de message indiquant 
la fin d’exécution d’une perception. Une entité agissante perceptive analyse l’environnement, 
effectue des calculs, des traitements puis détermine qu’un évènement s’est passé. Cet évènement 
est envoyé sous forme de perception. Le destinataire de ce message dépend du chemin stocké par 
IOLink. 
Une perception P(m,p,v,c) est un quadruplet composé de : 
 m : Le nom du module émetteur de la perception 
 p : Le nom de la perception 
 v : Une valeur associée à la perception 
 c : Un coefficient de vraisemblance 
Par exemple, la perception P(camera, personne_tombee, 1, 100) indique que l’entité agissante 
perceptive « camera » a envoyé une perception nommée personne_tombee. La valeur 1 indique 
que la personne est tombée. C’est un booléen. Cela signifie que la personne n’est pas tombée si la 
perception vaut P(camera, personne_tombee, 0, 100). Le coefficient 100 indique que l’entité estime 
à 100% la fiabilité de l’information. 
Pour envoyer une perception, une entité doit envoyer le message suivant :  
<mice type="perception"> 
  <subject>perception</subject> 
  <from>nom module émetteur</from> 
  <to>all</to> 
  <size>nombre de caractères du contenu de la balise message</size> 
  <time>yyyyMMddHHmmss</time> 
  <frequency>une fréquence d’envoie</frequency> 
  <message> 
    <perception module="m" name="p" value="v" coefficient="c" /> 
  </message> 
</mice> 
La chaîne XML qui correspond à la perception contient les quatre informations décrites ci-
dessus. C’est un message dont la balise racine est perception et qui contient quatre attributs : 
module, name, value et coefficient.  
Dans l’exemple ci-dessus, le destinataire du message est « all ». Les modules peuvent utiliser 
ce mot clef lorsqu’ils n’adressent pas le message au serveur puisqu’ils ignorent le nom des modules 
qui composent l’architecture. Le serveur fera suivre ce message jusqu’au dernier module sauf si un 
des modules stoppent le relai. 
 Dans les exemples précédents, la fréquence était toujours à 0 car ces messages n’étaient 
envoyés qu’une seule fois, pour la configuration de l’architecture. Dans les messages de perception, 
cette valeur peut être importante pour les modules qui utilisent cette perception afin d’adapter la 
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D. AmbiProg : Outil pour la création de scénario 
A. Présentation générale 
 
AmbiProg est composé de trois parties, comme le montre la Figure 7. La partie 1 est le menu 
de l’application. La partie 2 est la zone de construction du scénario. Enfin, la partie 3 est la zone 
d’éléments de scénarii. Ces trois parties sont détaillées ci-dessous. 
La partie 1 est le menu de l’application. La partie 2 est la zone de construction du scénario. 
Enfin, la partie 3 est la zone de programmation. C’est à cet endroit que l’on choisit les éléments du 
scénario à assembler dans la partie 2. 
 
Figure 7 : Organisation d'AmbiProg 
1. Le menu 
Le menu, visualisé sur la Figure 8, permet de gérer les scénarii et la configuration visuelle de 
l’interface. 
Le menu Fichier permet d’afficher une nouvelle page de construction de scénario, d’ouvrir un 
scénario existant, d’enregistrer le scénario. Il est également possible d’exporter le scénario actuelle 
sous forme d’une image jpg ou png. 
Le menu Edition permet d’annuler l’action précédente ou d’effectuer à nouveau une action 
annulée. 
 
Figure 8 : Le menu d'AmbiProg 
 Le menu Compilation permet de vérifier si le scénario est syntaxiquement correct. Ce menu 
permet également d’enregistrer le scénario dans une forme compatible avec ArCo, qui n’est pas 
lisible par l’utilisateur mais uniquement par AmbiLive, le module d’interprétation d’ArCo. 
 Le menu Options permet de définir l’apparence de l’interface et de choisir si une aide 
visuelle doit être affichée pendant la construction du scénario. 
 Le menu Aide permet d’afficher une fenêtre d’aide sur l’utilisation d’AmbiProg et une fenêtre 
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 La zone de droite permet de modifier la taille d’affichage de la zone de construction de 
scénario. 
 Un menu contextuel existe lorsqu’on clique, avec le bouton droit de la souris, sur une 
sélection de scénario. La Figure 9 montre un exemple de menu contextuel. Il permet d’effectuer des 
opérations classiques comme le couper, copier et coller. Il permet aussi de modifier les paramètres 
lors du clic droit sur une boîte d’actions ou d’éléments de scénario qui propose des paramètres. Il est 
également possible de supprimer la sélection. Le sous-menu Plier permet de réduire un ensemble de 
scénario. A la place, un   apparaîtra. Cela permet de gagner de la place dans la zone de 
construction de scénario. Le menu contextuel permet également de transformer la sélection en une 
macro (définie et détaillée dans la partie 3). 
 
Figure 9 : Menu contextuel d'AmbiProg 
2. La zone de construction de scénarii. 
 
La zone de construction de scénario, présentée dans la Figure 10, commence par l’icône Start 
et se termine par l’icône Stop. Une barre grise relie ces deux icônes et représente le scénario actuel 
qui est vide. L’utilisateur doit ajouter des éléments sur la barre grise pour créer un scénario. La partie 
3 détaille la construction des scénarii. 
 
Figure 10 : Zone de construction du scénario 
3. La zone d’éléments de scénarii. 
 
La zone d’éléments de scénario, représentée par la Figure 11, contient un arbre qui permet 
de sélectionner rapidement les informations souhaitées. L’arbre est composé de quatre branches : 
 Perceptions : cette branche regroupe toutes les perceptions qui se trouvent dans le fichier 
XML capteurs.desc. 
 Actions : cette branche regroupe toutes les actions qui se trouvent dans le fichier XML 
entites.desc. 
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 Programmation : cette branche regroupe tous les éléments de programmation qui 
permettent de faire le lien entre les perceptions et les actions. 
 Macros : cette branche regroupe toutes les macros qui sont des morceaux de scénarii 
préalablement construits pour pouvoir être utilisé dans un scénario à la manière d’un sous-
scénario. Les macros permettent d’éviter des répétitions dans les scénarii. 
 
Figure 11 : Zone d'éléments de scénario 
La branche Macros ne contient aucune information à l’initialisation d’AmbiProg. C’est 
l’utilisateur qui construit ses propres macros. Les trois autres branches contiennent les informations 
suivantes (avec les deux fichiers montrés dans la partie 1)  du tableau 1. 




 Les branches Perceptions et Actions montrent les informations qui se trouvent dans les 
fichiers .desc.  
Les perceptions sont accompagnées de plusieurs fonctions qui dépendent du type de la 
perception. Les types peuvent être number, string ou boolean. Si c’est un nombre, alors AmbiProg 
permet de vérifier si la valeur de la perception est égale, différente, inférieure ou supérieure à une 
valeur entrée par l’utilisateur. Si c’est une chaîne de caractère, AmbiProg permet de vérifier si la 
valeur de la perception est égale ou différente à la valeur entrée par l’utilisateur. Si c’est un booléen, 
alors AmbiProg permet de vérifier si la perception est vraie ou fausse. Chaque perception est 
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accompagnée de son coefficient de vraisemblance. Il est possible de faire des tests sur ce coefficient 
de la même façon que sur le type number. 
La branche Actions contient autant de sous-branches qu’il existe d’entités agissantes dans le 
fichier de description. Pour chaque entité agissante, les actions disponibles sont affichées sous forme 
de fonctions qui peuvent avoir des paramètres si cela était spécifié dans le fichier de description. 
Dans l’exemple donné, le robot et l’agent virtuel peuvent dire une phrase écrite par l’utilisateur, dire 
bonjour, dire au revoir ou appeler les secours avec un numéro spécifié par l’utilisateur. L’ensemble 
des actions portant la même signature sont regroupées dans la sous branche all qui permet de gérer 
les actions génériques (cf. Document principal). La sous branche AmbiProg est fixe et contient deux 
fonctions : 
 creePerceptionSymbolique(nom du module, nom de la perception, valeur, coefficient, type) : 
permet de créer une perception symbolique. 
 affectePerception(nom du module, nom de la perception, valeur, coefficient) permet 
d’affecter une valeur et un coefficient à une perception désignée par le nom du module et le 
nom de la perception. 
La branche de programmation contient un ensemble d’élément qui permet de créer les 
scénarii en utilisant les perceptions en tant que conditions (dans un langage de programmation 
classique) et les actions en tant que fonctions. Chacun des éléments de programmation est décrit 
dans la partie 4. 
B. Présentation du langage visuel 
 
Cette partie explique la procédure pour créer des scénarii puis présente le langage visuel 
d’AmbiProg en détail. 
1. Procédure de construction d’un scénario 
Pour créer un scénario, les utilisateurs doivent sélectionner les éléments de scénario et les 
faire glisser jusqu’à la zone de construction de scénario et les déposer (drag & drop).  
La première étape dans la construction d’un scénario est de sélectionner les éléments du 
scénario en cherchant dans l’arborescence de l’arbre, comme sur la Figure 12. 
 
Figure 12 : Sélection d'un élément de scénario 
 Après avoir sélectionné un élément de scénario, l’utilisateur déplace l’élément sur une zone 
foncée de la barre grise de la zone de construction de scénario, comme illustré sur la Figure 13. La 
barre grise est le fil conducteur du scénario, une sorte de frise chronologique qui montre quelles sont 
les actions à effectuer les unes après les autres. 
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Figure 13 : Glisser/Déposer un élément de scénario 
 Lorsque l’élément déplacé est une fonction avec un ou des paramètres, une fenêtre apparaît 
pour saisir le paramètre. La Figure 14 montre la saisie d’une phrase qui est le paramètre de la 
fonction dit().  
 
Figure 14 : Saisir un paramètre d'une fonction 
 Une fois que l’utilisateur a validé sa saisie, l’élément apparaît dans la zone de construction du 
scénario, comme le montre la Figure 15. Sur l’exemple, l’action est représentée par une boîte. 
 
Figure 15 : Un élément de scénario dans la zone de construction 
 D’autres éléments peuvent être déposés sur la barre grise. Une aide visuelle permet de 
localiser les endroits où peuvent être placés les éléments. La Figure 16 montre un exemple d’aide. Il 
est possible de placer des éléments de scénario partout où une coloration foncée est visible. 
AmbiProg : Outil pour la création de scénario 
 
 
- 34 - 
 
Figure 16 : Aide visuelle indiquant où déposer les éléments de scénario 
 Lorsque le scénario est fini, il reste à le compiler, via le menu Compilation, afin qu’il soit pris 
en compte par ArCo. L’intégration est détaillée dans la partie E.1. 
2. Eléments du langage visuel 
Le langage visuel propose de manipuler quatre concepts qui permettent de réaliser un 
nombre maximum de scénarii différents de façon simple. Ce n’est pas un langage de programmation 
traditionnel qui propose tous les concepts manipulés par les informaticiens. Ce langage est proche du 
langage naturel de façon à être le plus évident possible à comprendre pour les utilisateurs. Tous les 
éléments vus dans cette partie se trouvent dans la branche Programmation. Le premier concept 
abordé ici est la notion de conditionnelle. Dans un deuxième temps, les boucles seront présentées. 
Ensuite la construction de sous-scénarii en parallèle. Puis, pour finir, nous aborderons l’attente de 
perception. 
La notion de conditionnelle est représentée par les deux feuilles « Si Alors » et « Si Alors 
Sinon » auxquelles s’ajoutent les « Et », « Ou », « Non », et « () ». Cette notion est la plus simple à 
comprendre car elle s’exprime de la même façon en langage naturel : « Si la personne tombe, alors le 
robot appelle les secours». La Figure 17 montre la représentation graphique de l’élément « Si Alors » 
à gauche et de l’élément « Si Alors Sinon » à droite. La flèche bleue montre les endroits où l’on doit 
insérer des perceptions. Il n’est pas possible d’insérer un autre élément qu’une condition. Une 
condition peut être une perception. Mais il est également possible de faire des conditions plus 
complexes mêlant le ET, le OU, le NON et les parenthèses, par exemple : 
  
 
 La flèche verte montre les endroits où doivent être insérées le sous-scénario qui fait suite à 
cette condition. Ce sous-scénario peut être une simple action, une suite d’actions ou alors un 
ensemble plus complexe utilisant n’importe quel autre éléments de scénarii. 
 
Figure 17 : L'élément "Si Alors" et "Si Alors Sinon" d’AmbiProg 
Si Alors Si Alors Sinon
Perception
Sous-scénario
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 AmbiProg offre également la possibilité de faire des boucles. La Figure 18 montre la 
représentation graphique de l’élément. C’est une boucle qui permet de répéter un sous-scénario un 
nombre de fois déterminé par l’utilisateur. La Figure 18 montre l’exemple de dix itérations. 
 
Figure 18 : L'élément "Répéter" d’AmbiProg 
 La Figure 19 montre un exemple d’utilisation de l’élément Tant Que, c’est une boucle 
bloquante. Tant que la condition – perception ou un ensemble de perceptions jointes par ET, OU, 
NON et les parenthèses – est vraie, alors le sous-scénario spécifié après Faire est effectué. La suite du 
scénario ne pourra être effectuée que lorsque la condition sera fausse. 
 
Figure 19 : L'élément "Tant Que" de AmbiProg 
 Le troisième concept que permet de manipuler AmbiProg est la programmation de tâches en 
parallèle. La Figure 20 montre l’élément Parallélisme qui permet de doubler la barre grise et donc de 
doubler le nombre d’actions à effectuer dans un même temps. Il est possible de mettre tous les 
éléments de scénario sur chacune de ces barres et donc d’avoir deux scénarii en parallèle. Ces 
scénarii en parallèle sont notés Sous-scénario sur la figure. 
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 L’élément Parallélisme ne permet d’afficher que deux barres grises. Mais il peut être 
intéressant de définir d’avantage de sous-scénarii en parallèle. Pour cela, AmbiProg propose 
l’élément Branche qui permet d’augmenter le nombre de barre grise de l’objet Parallélisme, comme 
le montre la Figure 21. 
 
Figure 21 : L'élément Branche d'AmbiProg 
 L’élément Actions Synchronisées, illustrée sur la Figure 22, fonctionne de la même façon que 
l’élément Parallélisme. L’élément n’affiche que deux barres grisées, dont le nombre peut augmenter 
grâce à l’élement Branche. Cet élément est très spécifique car il n’est possible d’y insérer que des 
actions. Chaque branche doit avoir le même nombre d’actions. Le fonctionnement est le suivant : les 
premières actions de chaque branche démarrent en même temps. Lorsque toutes les premières 
actions de chaque branche sont terminées, les deuxièmes actions peuvent alors démarrer. Ainsi de 
suite jusqu’à ce que toutes les actions ait été effectuées. 
 
Figure 22 : L'élément Actions Synchronisées d'Ambiprog 
 Le quatrième concept proposé par AmbiProg est l’attente de perception. C’est de la 
programmation évènementielle du point de vue de l’informatique. La Figure 23 montre l’élément 
Evénement qui permet d’attendre la réception d’une perception spécifique avant d’effectuer le sous-
scénario suivant. Cet élément est bloquant. Le scénario attendra que la perception soit envoyée. 
C’est la différence avec la conditionnelle qui est calculée directement pendant l’interprétation du 
scénario. L’élément Si Alors suggère que la perception a déjà été envoyée alors que l’élément 
Evènement attend une perception qui n’a pas encore été envoyée. 
Sous-scénario
Action
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Figure 23 : L'élément Evénement d'AmbiProg 
 Afin d’augmenter les possibilités dans la construction des scénarii, il existe deux autres 
éléments : Attendre et Break. L’élément Attendre, montré sur la Figure 24, permet de suspendre 
l’interprétation de la barre grisée qui contient l’élément pendant un laps de temps défini par 
l’utilisateur. 
 
Figure 24 : L'élément Attendre d'AmbiProg 
 L’élément break, illustrée sur la Figure 25 (hors contexte), permet de sortir des boucles ou de 
l’élément parallélisme. Son fonctionnement est expliqué en détail dans le chapitre 0. 
 
Figure 25 : L'élément Break d'AmbiProg 
3. Création de Macro 
Les macros sont des morceaux de scénarii qui ont été enregistrés par l’utilisateur pour être 
utilisé dans plusieurs scénarii. Ce paragraphe explique comment enregistrer une macro et comment 
l’utiliser. La Figure 26 montre le scénario qui est utilisé pour illustrer l’explication. Ce scénario est une 
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Figure 26 : Procédure de création de macro - programme à transformer 
 Pour transformer ce scénario en macro, il faut le sélectionner. Cela consiste à maintenir le 
bouton gauche de la souris en encadrant la zone du scénario à transformer. La zone sélectionnée 
devient bleu comme illustrée sur la Figure 27. La suite de la procédure consiste à effectuer un clic 
droit sur la zone sélectionnée afin de faire apparaître le menu contextuel et de cliquer sur Créer 
macro… 
 
Figure 27 : Procédure de création de macro – transformation 
 La Figure 28 montre la fenêtre d’enregistrement de la macro, enregistrée sous le nom 
surveillance_chute. 
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Figure 28 : Procédure de création de macro – enregistrement 
 La macro se trouve dans la branche Macros, identifiée par le nom enregistré précédemment, 
comme le montre la Figure 29. Pour utiliser la macro, il suffit de la glisser et déposer sur la barre 
grise, comme tout autre élément de scénario. Il est possible de voir le contenu de la macro, avec le 
menu contextuel, en cliquant sur Ouvrir macro. 
 
Figure 29 : Procédure de création de macro – résultat 
 
4. Gestion des perceptions symboliques 
Les perceptions symboliques sont des perceptions qui sont envoyées par des scénarii en 
utilisant la fonction creePerceptionSymbolique qui se trouve dans Actions. 
 
Cette fonction prend 5 arguments : le nom du module, le nom de la perception, la valeur de la 
perception, le coefficient de vraisemblance et enfin le type de la perception (string, boolean et 
number). Les 4 premiers arguments sont les données envoyées en tant que perception brute. Le 
dernier argument sert à l’affichage des perceptions dans AmbiProg (chapitre III.E.4.b). Le dernier 
argument de la fonction permet à AmbiProg de proposer les bonnes fonctions de test. Ces 
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perceptions peuvent être utilisées dans tous les scénarii. L’interpréteur de perception symbolique 
permet d’interpréter l’ensemble des scénarii de perceptions symboliques (chapitre III.E.4.c). 
Création de perceptions symboliques 
La création de perceptions symboliques s’effectue avec AmbiProg comme le montre 
l’exemple de la Figure 30. La procédure consiste à écrire un scénario. Tous les éléments de scénario 
peuvent être utilisés. La seule condition est d’utiliser la fonction creePerceptionSymbolique. La figure 
montre les 5 paramètres saisis par l’utilisateur. Cette perception symbolique vaut P(micro, 
personne_presente, 1, 90) et est un booléen. 
 
Figure 30 : Création d'une première perception symbolique 
Le scénario indique que « si le micro a détecté que la personne a dit bonjour, alors on crée 
une perception qui s’appelle personne_presente et qui vaut VRAI » : 
 
 La Figure 31 montre la création d’une deuxième perception symbolique. L’image montre la 
saisie d’une perception P(camera, personne_absente, 1, 100) qui est aussi un booléen. Le scénario 
indique que « lorsque la caméra indique que le nombre de personne est de 0, alors on crée une 
perception qui s’appelle personne_absente et qui vaut VRAI ». 
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Figure 31 : Création d'une deuxième perception symbolique 
 
Les scénarii de perceptions symboliques doivent être enregistrés dans un répertoire 
spécifique afin que l’interpréteur puisse les retrouver facilement et les interpréter. La Figure 32 
montre l’enregistrement des scénarii de perception symbolique dans le répertoire symboliques. 
 
Figure 32 : Enregistrement des perceptions symboliques 
 
Affichage des perceptions symboliques dans AmbiProg 
Dans la version actuelle, le logiciel AmbiProg doit être redémarré pour prendre en compte les 
modifications car il charge le répertoire des perceptions symboliques passé en paramètre au 
démarrage.  Par exemple : 
> java -jar AmbiProg.jar "../serveur/perceptions/" "../serveur/actions/" "../symboliques/" 
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La Figure 33 montre la liste des perceptions après le redémarrage d’AmbiProg qui montre la 
prise en compte des perceptions symbolique en tant que perception brute. Ces perceptions peuvent 
être utilisées dans des scénarii. Le type booléen de ces perceptions a permis à AmbiProg d’afficher 
les fonctions EstVrai et EstFaux pour ces deux nouvelles perceptions. AmbiProg a également ajouté 
les coefficients des perceptions. 
 
Figure 33 : Affichage des perceptions symboliques dans AmbiProg 
 
C. AmbiProg : une interface complètement personnalisable par fichiers 
XML 
 
AmbiProg peut être entièrement configuré par deux fichiers XML :  
 Objets.xml : fichier qui contient l’ensemble des perceptions et des actions à afficher 
dans AmbiProg. 
 Constructeurs.xml : fichier qui contient toutes les informations sur le langage de 
programmation visuelle. 
1. La branche Perceptions en XML 
Le fichier objets.xml contient la description de l’ensemble des perceptions affichées dans 
AmbiProg. Ces informations sont contenues dans une balise ListeConditions. Chaque perception est 
contenue dans une balise Condition. L’exemple ci-dessous concerne la perception 
camera.non_personne vue dans le tableau 1. 
<ListeConditions> 
    <Condition> 
      <Nom>camera.nom_personne</Nom> 
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      <ListePrimitives> 
        <Primitive> 
          <Methode>EgalA</Methode> 
          <Parametres> 
            <Param> 
              <NomParam>valeur</NomParam> 
              <ValMin></ValMin> 
              <ValMax></ValMax> 
              <TypeParam>string</TypeParam> 
            </Param> 
          </Parametres> 
          <Type>Condition</Type> 
          <TypeAttendu>Opérateur</TypeAttendu> 
          <Image>images/objets/RectangleCondition.gif</Image> 
          <TextePresent /> 
        </Primitive>       
      </ListePrimitives> 
    </Condition> 
</ListeConditions> 
 Chaque condition possède un nom et une liste de primitives associées. Les primitives sont les noms 
des fonctions disponibles pour la perception. Par exemple : EgalA, EstDifferentDe, InferieurA et 
SuperieurA. Chaque balise Primitive est déterminée par un nom (balise Methode), par une liste de 
paramètres, un type, un type attendu et une image. Le type attendu indique le type d’objet qui peut 
être placé sur la barre grisée de cet élément. Ici, il n’est pas possible de mettre une autre perception 
dans cet élément. De plus, il est possible de personnaliser chaque perception à un utilisateur en lui 
associant une image. La balise TextePresent permet de définir si le texte doit être écrit sur l’image ou 
non. Pour ne pas afficher le texte, il suffit d’enlever cette ligne. 
La balise ListeConditions nourrit la branche Perceptions d’AmbiProg et est créé par la lecture du 
fichier de descriptions des perceptions des entités agissantes.  
2. La branche Actions en XML 
Le fichier objets.xml contient également la description de l’ensemble des actions affichées 
dans AmbiProg. Ces informations sont contenues dans une balise ListeActionneurs. Chaque action 
est contenue dans une balise Actionneur qui est définie par un Nom et une ListePrimitives. C’est la 
même organisation XML que pour les perceptions. Ainsi, chaque action possède un nom de fonction 
qui peut posséder un nombre indéterminée de paramètres (dont 0).  
La personnalisation est également possible pour les actions. Par exemple, pour l’action 
robot.dit(phrase). Si l’on remplace la balise image par <Image>images/objets/bouche.png</Image> 
et qu’on enlève la balise TextePresent alors on obtient un nouvel affichage pour cette action. La 
Figure 34 montre la différence entre l’affichage par défaut et l’affichage personnalisé. 
La balise ListeActionneurs nourrit la branche Actions d’AmbiProg et est créé par la lecture du fichier 
de descriptions des actions des entités agissantes. 
 
Figure 34 : Personnalisation d'une action dans AmbiProg 
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3. La branche Programmation en XML 
Le fichier constructeurs.xml contient la description de l’ensemble des éléments de scénarii 
affichés dans AmbiProg. Ces informations sont contenues dans une balise ListeConstructeurs. 
Chaque élément de scénario est contenu dans une balise Constructeur. Cette balise contient le nom 
de l’élément qui apparaît dans la branche Programmation et un ensemble de balises permettant de 
décrire l’élément de programmation. Ces balises décrivent la façon dont se construisent 
graphiquement les éléments de scénario, leur type, leur type attendu, le code qu’ils génèrent et 
l’image qui représente chacun des éléments. L’ajout de nouveaux éléments de scénario se fait alors 
très simplement. 
La balise ListeConstructeurs nourrit la branche Programmation d’AmbiProg et n’est pas généré 
dynamiquement. Ce fichier est fixé. 
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E. Analyse syntaxique du langage AmbiProg 
 
L’analyse syntaxique détermine la structure du scénario et crée un arbre syntaxique qui 
permet d’automatiser son interprétation.  
Pour chaque scénario, le nœud parent PROG de l’arbre est automatiquement créé (voir 
Figure 35). L’arbre est construit de gauche à droite et de façon descendante. Le nœud PROG a autant 
de nœuds fils que de nombre d’instructions dans le scénario. 
 
Figure 35 : Premier élément de l'arbre syntaxique 
 Chaque action a pour nœud parent ACTION qui est décomposé en un nœud IDENT et un 
nœud FUNCTION (voir Figure 36). Le nœud IDENT contient la liste des identificateurs d’une fonction. 
Le nœud FUNCTION est composé d’un nœud NAME qui contient le nom de la fonction et d’un nœud 
PARAM qui contient l’ensemble des valeurs des paramètres de la fonction. Le nœud ACTION est 
utilisé pour les actions et pour les perceptions car elles ont la même structure. 
La tableau 3 montre un exemple de cette structure identique. 
Tableau 2 : Décomposition d’une action et d’une perception 





robot.appelle_secours(18) robot Appelle_secours 18 
 
 
 La Figure 36 montre l’arbre syntaxique généré du scénario suivant : 
Lumière.Rouge.Allume(54, "test"); 
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Figure 36 : Arbre syntaxique de l'élément Action 
 Chaque conditionnelle (élément Si Alors et Si Alors Sinon) est représentée par le nœud 
CONDITIONNEL, illustré sur la Figure 37. Ce nœud a 2 ou 3 fils. Le fils n°1 est toujours la condition qui 
suit le si. Le fils n°2 contient les instructions qui suivent le Alors. Le fils n°3 concerne les instructions 
qui suivent le Sinon.  
 
Figure 37 : Arbre syntaxique de l'élément Conditionnel 
 
Le nœud fils du nœud CONDITION est soit un nœud ACTION, soit un nœud ET (&), soit un 
nœud OU (|). Prenons l’exemple suivant : 
 
 L’arbre de la Figure 38 est la représentation du sous-scénario précédent. Les conditions les 
plus proches des feuilles de l’arbre sont calculées en premières. D’abord A ET B sont calculés (résultat 
noté E ici). Ensuite C ET D sont calculés (résultat noté F ici). Ensuite, la condition E OU F est calculée.  
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Figure 38 : Arbre syntaxique de l'élément Conditionnel avec ET et OU 
 
La Figure 39 présente l’élément répéter est représenté par un nœud REPETER ayant deux 
fils : une feuille qui contient le nombre de répétitions à effectuer et le nœud INSTRUCTIONS qui 
contient le scénario à effectuer plusieurs fois. 
 
Figure 39 : Arbre syntaxique de l'élément Répéter 
 
 L’élément tant que est composé de la même façon que l’élément Si Alors avec deux fils qui 
représentent la condition et les instructions à effectuer, comme illustré sur la Figure 40. 
 
Figure 40 : Arbre syntaxique de l'élément TantQue 
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 L’élément parallèle contient au minimum deux nœuds BRANCHE. L’exemple de la Figure 41 
montre l’arbre syntaxique correspondant au scénario suivant :  
//(code1;, code2;, code3;,); 
Le nœud BRANCHE contient les mêmes nœuds que PROG et INSTRUCTIONS. Chaque branche 
contient un scénario entier. 
 
Figure 41 : Arbre syntaxique de l'élément Parallelisme 
L’élément actions_sync  contient au minimum deux nœuds BRANCHE. L’exemple de la Figure 
42 montre l’arbre syntaxique correspondant au scénario suivant :  
/\(action1, action2, action3,); 
 Ici les nœuds branches ne contiennent qu’un nœud action. 
 
Figure 42 : Arbre syntaxique de l'élément Actions Synchronisées 
 L’élément événement est représenté par le nœud EVENT (voir la Figure 43). Les nœuds fils 
sont les mêmes que pour l’élément tant que à savoir la condition et les instructions. 
Analyse syntaxique du langage AmbiProg 
 
 
- 49 - 
 
Figure 43 : Arbre syntaxique de l'élément Evènement 
 
 L’élément wait ne possède qu’un nœud WAIT et une feuille qui contient la durée d’attente, 
comme illustrée sur la Figure 44. 
 
Figure 44 : Arbre syntaxique de l'élément Attendre 
 
 L’élément break est représenté par un nœud BREAK (voir Figure 45) et est toujours une 
feuille de l’arbre. Break ne peut avoir aucun nœud fils. 
 
Figure 45 : Arbre syntaxique de l'élément Break 
 
La construction de l’arbre syntaxique est l’étape nécessaire à l’interprétation des scénarii. Cela 
permet d’automatiser l’interprétation. 
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F. Interprétation de l’arbre syntaxique du langage AmbiProg 
 
Composition de l’arbre : Chaque nœud de l’arbre contient les informations suivantes : 
 Une identification définie par la position du nœud dans l’arbre. La Figure 46 montre 
un exemple d’identification. Le nœud parent a pour valeur 0. Les nœuds fils ont pour 
identification une valeur composée de la valeur du nœud parent suivi d’un nombre 
indiquant la position du fils : 01, 02, 03… Et ainsi de suite pour chaque niveau de 
l’arbre. Chaque nœud de l’arbre porte une identification unique. 
 Un nom ayant pour valeur PROG, ACTION, IDENT, FUNCTION, NAME, PARAM, 
INSTRUCTIONS, CONDITION, TANTQUE, REPETER, EVENEMENT, CONDITIONNEL, 
PARALLEL, BRANCHE, WAIT, BREAK ou une valeur (nombre ou chaîne de caractère). 
 La liste de ses nœuds fils. 
 Le nœud père. 
Ces informations permettent de récupérer les nœuds en fonction de leur identification, de 
connaître rapidement la façon d’interpréter chaque nœud et de parcourir l’arbre de façon 
descendante et ascendante. 
Principe d’interprétation : L’interprétation commence par le nœud père. S’il a plusieurs fils alors 
ils sont interprétés les uns après les autres. Il y a donc toujours un seul nœud à interpréter. Mais 
dans le cas d’un nœud PARALLEL, chaque branche doit être interprétée en même temps. Il y a donc 
plusieurs nœuds à interpréter. 
Le principe est donc de gérer une liste de nœuds de l’arbre. C’est cette liste qui est 
interprétée à chaque fois. La Figure 46 montre un exemple de répartition des nœuds à interpréter. 
 
Figure 46 : Procédure d’interprétation 
  
La Figure 47 montre le chemin parcouru par un pointeur de programme et le principe général 
de l’interprétation. Tout d’abord, le curseur est sur le nœud PROG. Ce nœud n’est pas interprété. Le 
curseur passe donc au nœud fils. Si ce nœud fils ne peut pas être interprété et qu’il possède plusieurs 
fils, le curseur passe au premier fils suivant. Le curseur continue son parcours descendant jusqu’à 
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pouvoir interprété un nœud. Lorsque le nœud est interprété, le curseur remonte au père et coupe le 
lien entre le père et le fils. Si le père possède encore un fils alors le curseur descend et reproduit le 
même schéma. A la fin de l’interprétation, il ne reste plus que le nœud PROG qui finit par être 
supprimé également. L’interprétation s’effectue récursivement sur le fils. 
 
Figure 47 : Chemin d'interprétation 
 Objets utilisés : L’interprétation est effectuée avec l’aide de trois objets : 
 TabActionsState[id_action, state] : liste de toutes les actions, identifiées par leur 
valeur id_action, associées à leur état state valant RUNNING ou STOPPED. 
 TabIdentificationAction[identification, id_action] : liste de toutes les identifications 
des nœuds associées aux identifications des actions, identifiées par leur valeur 
id_action. 
 TabIdentificationTimer[identification, temps] : liste de toutes les identifications des 
nœuds associées à une durée d’attente (dans le cas du nœud WAIT). 
Initialisation de l’interprétation : L’interprétation est effectuée par la fonction interprete(N, L) qui 
prend en paramètre un nœud N et une liste de nœuds à interpréter L. Le premier nœud à interpréter 
est le nœud PROG. A l’initialisation, la liste L est vide. 
Interprétation : La fonction interprete(N,L) est décomposée de la façon suivante : 
 Si N = PROG ou N = INSTRUCTIONS alors  
     Si N a des enfants, ajouter dans L le premier enfant de N 
     Si N n’a pas d’enfant et a un père P, enlever N à P et mettre P dans L 
 Les nœuds PROG et INSTRUCTIONS n’ont pas d’interprétation. C’est pour cela que si le nœud 
a un fils, cela veut dire que le curseur est en phase descendante, et le fils est ajouté à la liste des 
nœuds à interpréter. Si le nœud n’a pas de fils, cela signifie que le curseur est en phase ascendante 
et le père est mis dans la liste des nœuds à interpréter. Si le nœud n’a ni père ni fils, alors 
l’interprétation est terminée. 
 Si N = REPETER 
     Si N a deux enfants 
           Récupérer Nombre_repeter le premier enfant de N 
          Si Nombre_repeter > 0 
  Récupérer Instructions le deuxième enfant de N 
  Mettre Instructions dans L 
  Faire une copie C de Instructions 
  Ajouter C à N 
  Diminuer la valeur de Nombre_repeter de N 
          Si Nombre_repeter = 0 
  Si N a un père P 
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      Enlever N de P et mettre P dans L 
 Le nœud REPETER est interprété en fonction du nombre de fois où les instructions doivent 
être répétées. Si ce nombre est supérieur à 0, alors le nœud Instructions est mis dans la liste des 
nœuds à interpréter. De plus, ce nœud est copié et ajouter aux enfants du nœud REPETER et le 
nombre de répétition est décrémenté. Il est nécessaire de copier le nœud Instructions car lorsque le 
curseur est en phase ascendante, le nœud Instructions d’origine est supprimé alors que le nombre de 
répétition est supérieur à 0. S’il n’y a plus de répétition à exécuter alors si le nœud REPETER a un 
père, celui-ci est mis dans la liste des nœuds à interpréter et le nœud TANTQUE est supprimé. 
 Si N = TANTQUE 
     Si N a deux enfants 
         Récupérer Condition le premier enfant de N 
          Récupérer Resultat le résultat de Condition 
         Si Resultat est vrai 
  Récupérer Instructions le deuxième enfant de N 
  Mettre Instructions dans L 
  Faire une copie C de Instructions 
  Ajouter C à N 
         Si Resultat est faux 
  Si N a un père P 
      Enlever N de P et mettre P dans L 
 Le fils Instructions du nœud TANTQUE est interprété seulement si le résultat du fils Condition 
est vrai. Ainsi, si le résultat est vrai, le nœud Instructions est mis dans la liste des nœuds à interpréter 
et une copie est créé et ajouter aux enfants du nœud TANTQUE. En effet, tant que la condition est 
vraie, les instructions doivent être interprétées. Or, une fois que l’interprétation est terminée, le 
curseur supprime les instructions dans sa phase ascendante. La copie permet de pouvoir refaire une 
phase descendante. SI le résultat est faux et que le nœud TANTQUE a un père, celui-ci est mis dans la 
liste des nœuds à interpréter et le nœud TANTQUE est supprimé. 
 Si N = EVENEMENT 
     Si N a deux enfants 
        Récupérer Condition le premier enfant de N 
          Récupérer Resultat le résultat de Condition 
         Si Resultat est vrai 
  Mettre dans L le deuxième enfant de N 
         Si Resultat est faux 
  Si N a un père P 
      Mettre P dans L 
     Si N n’a pas deux enfants 
         Si N a un père P 
  Enlever N de P et mettre P dans L 
 Le nœud EVENEMENT est bloquant jusqu’à ce que la condition soit vraie. Donc tant que le 
résultat renvoyé est faux, les instructions ne sont pas interprétées et le père est mis dans la liste des 
nœuds à interpréter. Si le résultat renvoyé est vrai, le fils Instructions est mis dans la liste des nœuds 
à interpréter. Lorsque l’interprétation est terminée, le nœud Instructions est supprimé. Ainsi, le 
nœud EVENEMENT ne possède plus qu’un fils et la dernière condition de l’algorithme est vérifiée. Si 
le nœud EVENEMENT n’a pas deux enfants et s’il a un père, alors le nœud est retiré des enfants du 
père et le père est mis dans la liste des nœuds à interpréter. 
 SI N = WAIT 
     Si TabIdentificationTimer contient l’identification de N 
         Récupérer DateM la date de maintenant 
         Récupérer DateT la date associée à l’identification de N 
         Si DateM < DateT 
  Mettre N dans L 
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         Si DateM >= DateT 
  Retirer l’identification de N dans TabIdentificationTimer 
  Si N a un père 
      Enlever N de P et mettre P dans L 
     Si TabIdentificationTimer ne contient pas l’identification de N 
         Récupérer DateM la date de maintenant 
         Si N a un enfant 
  Récupérer D la durée d’attente 
  Créer DateT = DateM+D 
  Ajouter dans TabIdentificationTimer DateT associé à l’identification de N 
  Mettre N dans L 
 L’interprétation du nœud WAIT nécessite l’utilisation de l’objet TabIdentificationTimer. Si le 
curseur interprète le nœud WAIT pour la première fois, la date et l’heure actuelle sont récupérées 
dans DateM. Si le nœud WAIT a un enfant, c’est-à-dire une valeur d’attente, alors la date limite est 
calculée en ajoutant cette durée à DateM. La nouvelle date associée à l’identifiant du nœud 
interprété est ajoutée à l’objet TabIdentificationTimer. Le nœud WAIT est ajouté à la liste des nœuds 
à interpréter. Si le curseur interprète un nœud WAIT déjà interprété préalablement alors 
l’interpréteur compare l’heure actuelle avec l’heure de fin d’attente. Si l’heure n’est pas passée, alors 
le nœud WAIT est ajouté à la liste des nœuds à interpréter. Si la l’heure est passée alors la date et 
l’identification de nœud sont enlevés de l’objet TabIdentificationTimer. Et si le nœud a un père, celui-
ci est mis dans la liste des nœuds à interpréter et le nœud WAIT est supprimé. 
 SI N = BREAK 
     Si N a un père P 
         Tant que P n’est pas REPETER ou TANTQUE ou PARALLEL 
  Si P a un père GP 
      P = GP 
         //Arrivé ici, P = REPETER, TANTQUE ou PARALLEL 
         Break_enfant(P) 
         Si P a un père GP 
  Enlever P de GP et mettre GP dans L 
 L’interprétation du nœud BREAK nécessite de vérifier qu’il n’y a pas de timer en route, ni 
d’action en attente de notification de fin. Pour cela, si le nœud a un père, le curseur remonte au père 
tant que le nœud courant n’est ni REPETER, NI TANTQUE, NI PARALLEL. En effet, le break ne peut 
être utilisé que dans un de ces trois nœuds. Si le nœud courant est un de ces trois nœuds, alors 
l’interpréteur soustraite l’interprétation à la fonction Break_enfant(N), chargé de supprimer tous les 
nœuds et toutes les dépendances. Ensuite, si le nœud courant a un père, celui-ci est mis dans la liste 
des nœuds à interpréter et le nœud courant est supprimé. 
Fonction Break_enfant(N) : 
 Si N = WAIT 
     Créer DateP une date quelconque dans le passé 
     Mettre DateP dans TabIdentificationTimer associé à l’identification de N 
 Si N = ACTION 
     Stopper l’action associée dans TabActionsState 
 Sinon 
     Récupérer liste_E les enfants de N 
     Si le nombre d’éléments de liste_E supérieur à 0 
         Pour chaque enfant E de liste_E 
  Si E a un père 
      E supprime son père 
  Break_enfant(E) 
     Supprimer les enfants de N 
 La fonction Break_enfant permet de supprimer les dépendances des nœuds qui ont été 
supprimés suite au BREAK.  Si le nœud N passé en paramètre est un WAIT alors l’interpréteur modifie 
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l’heure associée à l’identification de N dans TabIdentificationTimer en mettant une heure passée. 
Ainsi le timer est annulé. Si le nœud N est un ACTION, alors l’action associé est stoppée dans 
TabActionState. Si c’est un autre nœud et que le nœud a des enfants alors l’interpréteur récupère la 
liste liste_E des enfants du nœud. Si les enfants ont un père, alors celui-ci est supprimé de façon à ce 
que le curseur ne puisse pas effectuer de phase ascendante et que l’interprétation s’arrête. Ensuite, 
la fonction Break_enfant est appelée pour chaque nœud de liste_E. Ensuite, les enfants de N sont 
supprimés pour le curseur ne puisse pas être en phase descendante. 
 Si N = PARALLEL 
     Si N a des enfants liste_E 
         Pour chaque enfant E de liste_E 
  Mettre E dans L 
     Si N n’a pas d’enfant 
         Enlever N de P et Mettre P dans L 
 Si le nœud à interpréter est de type PARALLEL, chaque enfant est mis dans la liste des nœuds 
à interpréter. Lorsque tous les fils ont été interprétés, le nœud n’a plus enfant et le père est mis dans 
la liste des nœuds à interpréter et le nœud courant est supprimé.  
 Si N = ACTIONS_SYNC 
     Si N a des enfants liste_E 
         Pour chaque enfant E de liste_E 
  Mettre E dans L 
     Si N n’a pas d’enfant 
         Enlever N de P et Mettre P dans L 
 Si le nœud à interpréter est de type ACTIONS_SYNC, chaque enfant est mis dans la liste des 
nœuds à interpréter. Lorsque tous les fils ont été interprétés, le nœud n’a plus enfant et le père est 
mis dans la liste des nœuds à interpréter et le nœud courant est supprimé. 
 Si N = BRANCHE 
     Si N a des enfants 
         Mettre le premier enfant dans L 
     Si N n’a pas d’enfant 
         Si N a un père 
  Enlever N de P 
  Si P n’a pas d’enfant 
      Mettre P dans L 
 L’interprétation du nœud BRANCHE est similaire au nœud PROG et au nœud INSTRUCTIONS. 
Si le nœud a des enfants, alors le premier enfant est mis dans la liste des nœuds à interpréter. Si le 
nœud n’a pas d’enfant, cela signifie que l’interprétation des enfants est terminée, alors le père est 
mis dans la liste des nœuds à interpréter et le nœud BRANCHE est supprimé. 
  Si N = CONDITIONNEL 
     Si N a au moins un enfant 
        Récupérer Condition le premier enfant de N 
          Récupérer Resultat le résultat de Condition 
         Si Resultat est vrai 
  Récupérer Instructions1 le deuxième enfant de N 
  Mettre Instructions1 dans L 
  Supprimer les enfants de N 
  Ajouter Instructions1 aux enfants de N 
         Si Resultat est faux 
  Si N a deux enfants ET N a un père P 
      Enlever N de P et Mettre P dans L 
  Si N a trois enfants 
      Récupérer Instructions2 le troisième enfant de N 
      Mettre Instructions2 dans L 
      Supprimer les enfants de N 
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      Ajouter Instructions2 aux enfants de N 
     Si N n’a pas d’enfant 
         Si N a un père 
  Enlever N de P et Mettre P dans L 
 L’interprétation du nœud CONDITIONNEL nécessite le test du premier fils CONDITION comme 
les nœuds EVENEMENT et TANTQUE. Si le résultat de la condition est vrai alors, que ce soit un Si 
Alors ou un Si Alors Sinon, c’est le premier fils Instructions qui est mis dans la liste des nœuds à 
interpréter. Les autres enfants du nœud courant sont supprimés. Si le résultat de la condition est 
vrai, alors si le nœud est un Si Alors, le père est mis dans la liste des nœuds à interpréter et le nœud 
CONDITIONNEL est supprimé du point de vue du père. Si le nœud est un Si Alors Sinon, le deuxième 
fils instructions est mis dans la liste des nœuds à interpréter. Les autres enfants du nœud courant 
sont supprimés. Si le nœud n’a pas d’enfant, cela signifie que les enfants ont été interprétés alors le 
père est mis dans la liste des nœuds à interpréter et le nœud CONDITIONNEL est supprimé du point 
de vue du père. 
 Si N = ACTION 
     Si TabIdentificationAction contient l’identification de N 
         Récupérer id_action l’action associée à l’identification de N 
         Récupérer state l’état associée à l’action id_action 
         Si state = RUNNING 
  Mettre N dans L 
         Si state = STOPPED 
  Supprimer l’identification de N dans TabIdentificationAction 
  Supprimer l’action id_action de TabActionsState 
  Si N a un père 
      Enlever N de P et Mettre P dans L 
     Si TabIndentificationAction ne contient pas l’identification de N 
         Créer id_action avec setOutput(action) 
         Ajouter N à L 
         Ajouter identification de N et id_action dans TabIdentificationAction 
         Ajouter id_action dans TabActionsState  
 L’interprétation du nœud ACTION nécessite l’utilisation des objets TabIdentificationAction et 
TabActionsState. Si le curseur passe pour la première fois sur le nœud ACTION, alors l’action est 
lancée avec la fonction setOutput(action). Cette fonction retourne une chaîne de caractère qui est un 
identifiant de cette action : id_action. Le nœud ACTION est ajouter à la liste des nœuds à interpréter 
car l’interpréteur doit attendre que l’action soit terminée pour poursuivre l’interprétation. La valeur 
id_action et l’identification de N sont ajoutés dans TabIdentificationAction. De plus, la valeur 
id_action et l’état RUNNING sont ajoutés dans TabActionsState.  
Si le curseur interprète à nouveau le nœud ACTION, alors TabIdentificationAction contient un 
identifiant d’action associé à l’identification du nœud courant. L’interpréteur récupère id_action et 
l’état de l’action. Si l’action est RUNNING, alors elle n’est pas encore terminée et le nœud courant est 
ajouté à la liste des nœuds à interpréter. Au contraire, si l’action est STOPPED, alors l’identification 
du nœud est supprimée dans TabIdentificationAction et TabActionsState. Si le nœud courant a un 
père, alors le père est mis dans la liste des nœuds à interpréter et le nœud ACTION est supprimé du 
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G. Bibliothèque AmbiLib 
Le module d’interprétation utilise une bibliothèque JAVA1 : AmbiLib. Cette bibliothèque a 
pour objectif de fournir un ensemble de classes capables d’interpréter le langage AmbiProg. Elle est 
générale de façon à pouvoir être utilisée dans des cas différents.  
La Figure 48 montre l’organisation globale de la bibliothèque. Elle se compose de trois 
paquetages : 
 ubs.robadom.interpreter.interpret : ce paquetage est le point d’entrée de la 
bibliothèque et contient les classes qui permettent d’interpréter un programme, 
 ubs.robadom.interpreter.parsing : ce paquetage contient les classes qui permettent 
d’analyser les programmes pour créer l’arbre syntaxique nécessaire pour 
l’interprétation, 
 ubs.robadom.interpreter.structure : ce paquetage regroupe les différentes structures 
utilisées pendant l’interprétation. 
 
 
Figure 48 : Bibliothèque de l'interpréteur : organisation globale 
 
  
                                                          
1
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A. Paquetage ubs.robadom.interpreter.structure 
 
Nous avons réutilisé le vocabulaire et la structure utilisés pour les arbres en informatique :  
 La classe Tree représente un arbre syntaxique et contient un Node père, 
 La classe Node représente, classiquement, un nœud de l’arbre. Le détail d’implémentation 
de ces nœuds est donné en Annexe F. 
Plus spécifiquement au langage AmbiProg, ce paquetage contient les classes suivantes : 
 La classe Actions stocke l’ensemble des actions que l’interpréteur a rencontré et qui doivent 
être exécutées. Cet ensemble contient la liste des identifiants des actions associés à leur 
état : RUNNING ou STOPPED, 
 La classe Variables stocke l’ensemble des perceptions qui ont été reçues par l’interpréteur, 
 La classe Action permet de gérer une fonction. Elle stocke l’ensemble des identificateurs, le 
nom et l’ensemble des paramètres d’une fonction, 
 La classe condition stocke une conditionnelle composée d’un élément SI, d’un élément 
ALORS et d’un élément SINON s’il existe (cf. Annexe E). 
B. Paquetage ubs.robadom.interpreter.parsing 
La classe Parsing est la classe principale du paquetage parsing. Elle utilise la classe Cutting et 
RegularExpression pour créer l’arbre syntaxique. La classe Cutting est chargée de découper un 
scénario en bloc. Le tableau 4 montre un exemple de découpage en blocs (zone verte). La classe 
RegularExpression permet de déterminer si une chaîne de caractère est un des éléments du langage 
AmbiProg. Ainsi, à l’initialisation du tableau 4, aucun élément n’est détecté et la classe Cutting 
effectue une première itération de découpage. Au bout de la première itération, la classe Cutting 
détecte qu’il y a trois blocs : une action, un élément EVENEMENT et un élément PARALLEL. L’action 
peut être interprétée directement, mais pas les deux autres. Ainsi, la classe Cutting est utilisée pour 
chaque élément jusqu’à ce que les blocs contiennent des actions ou des perceptions afin de pouvoir 
les interpréter. 
Tableau 3 : Découpage d'un scénario en bloc 
Itération Découpage du scénario : act1;<perception>(act2;act3);//(act4,act5,act6); 
1 act1 <perception>(act2,act3) //( act4,act5,act6) 
2  perception act2,act3 // act4,act5,act6 
3   act2 act3  act4 act5 act6 
  
C. Paquetage ubs.robadom.interpreter.interpret  
La classe AbstractInterpreter est le point d’entrée de la bibliothèque. C’est une classe 
abstraite qui doit être étendue pour pouvoir être utilisée. Elle se sert de la classe BooleanFunction 
pour tester les conditions. C’est elle qui permet de renvoyer le résultat vrai ou faux dans les 
algorithmes présentés dans l’annexe F. La Figure 49 montre le diagramme de la classe 
AbstractInterpreter. Les propriétés de la classe sont présentées sans l’annexe F : TabActionsState, 
TabIdentificationAction et TabIdentificationTimer. L’objet parsing permet de récupérer l’arbre 
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Figure 49 : Bibliothèque de l'interpréteur : interpréteur abstrait 
 Les fonctions privées permettent d’interpréter chacun des éléments de scénario. 
L’interprétation des éléments tels que PROG, INSTRUCTIONS REPETER, WAIT, BREAK, PARALLEL, 
ACTIONS_SYNC et BRANCHE ne nécessitent aucune information venant de l’extérieur. Ainsi, leur 
interprétation est toujours la même, peu importe la spécialisation de l’interpréteur. Cependant, les 
éléments tels que TANTQUE, EVENEMENT, CONDITIONNEL et ACTION nécessitent des informations 
venant de l’extérieur. Ces informations peuvent être de deux natures : 
 Soient ce sont des entrées et elles apportent des informations aux programmes, 
 Soient ce sont des sorties et le programme peut faire effectuer des actions. 
Quatre fonctions permettent de gérer ces entrées et ces sorties : 
 getPerceptionType : cette fonction prend le nom d’un module et d’une perception en 
paramètre et renvoie le type de la perception (string, number ou boolean). Cela permet à 
l’interpréteur de savoir comment évaluer cette perception, 
 getInput : cette fonction prend le nom d’un module et d’une perception en paramètre et 
renvoie un objet Perception. Cela permet de connaître les valeurs de la perception et de son 
coefficient, 
 removeInput : cette fonction permet de supprimer une perception reçue en prenant en 
paramètre le nom d’un module et d’une perception. Cela peut être utile si la perception n’est 
plus valable, 
 setOutput : cette fonction permet d’appeler un objet Action passé en paramètre afin 
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 Dans le cadre d’ArCo, les perceptions sont gérées par la classe Variables. Ainsi lorsqu’une 
perception est envoyée par une entité agissante perceptive, la perception est ajoutée dans 
Variables. Lors de l’interprétation des scénarii, l’interpréteur peut interroger l’objet de la classe 
Variables. Les actions sont gérées par la classe Action. Une action se décompose en trois parties : une 
liste d’identificateurs, un nom de fonction, une liste de paramètres. Lorsqu’une action doit être 
effectuée, l’interpréteur cherche dans le fichier de description des actions, l’entité agissante qui doit 
envoyer la perception. Ensuite, il fait le lien entre l’action et le message à envoyer à l’entité 
agissante. 
 Les fonctions précédentes sont gérées de la façon suivante : 
 getPerceptionType : cette fonction lit le fichier de descriptions des perceptions et récupère 
dans le fichier le type de la perception passée en paramètre, 
 getInput : cette fonction lit l’objet variables et récupère l’objet Perception qui correspond 
aux noms du module et de la perception passés en paramètre, 
 removeInput : cette fonction supprime l’entrée dans l’objet variables qui correspond aux 
noms du module et de la perception passés en paramètre, 
 setOutput : cette fonction lance l’action passée en paramètre.  
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H. Ecriture d’un nouveau module pour ArCo 
 
Une bibliothèque MICE a été implémentée en JAVA et en C++ pour faciliter la création de 
modules MICE. En quelques lignes de code, un développeur peut créer un module de perception ou 
d’action par ArCo, par exemple. Ce chapitre donne une description simple de la bibliothèque MICE 
(pour les détails, veuillez-vous référer à la Javadoc). Cette introduction à la bibliothèque est un 
prérequis aux parties 2 et 3 qui expliquent comment écrire un module de perception et d’action pour 
MICE. Enfin, à titre d’exemple, la partie 4 montre le module développé pour rendre compatible ArCo 
à Greta. 
A. Bibliothèque MICE disponible 
 
La bibliothèque est composée des neuf paquetages suivants : 
 mice : c’est le paquetage parent  qui contient l’ensemble des classes de la bibliothèque et qui 
définit l’organisation d’un module de MICE. 
 mice.client : gère l’ensemble du protocole de communication exigé d’un module client de 
MICE. 
 mice.runtime : gère le serveur et le protocole de communication exigé d’un module serveur 
de MICE. Ce paquetage contient l’exécutable du serveur de MICE. 
 mice.perception : gère les messages de type perception 
 mice.action : gère les messages de type action 
 mice.xml : gère l’ensemble des parseurs XML utiles pour la bibliothèque MICE. Ce paquetage 
définit quelques méthodes STATIC utilisées par tous les parseurs. 
 mice.xml.actuator : permet de créer, de lire et d’interpréter le fichier XML qui contient 
toutes les actions disponibles pour une entité agissante active. 
 mice.xml.sensor : permet de créer, de lire et d’interpréter le fichier XML qui contient toutes 
les perceptions disponibles pour une entité agissante perceptive. 
 mice.xml.modules : permet de créer, de lire et d’interpréter le fichier XML qui contient la 
liste de tous les modules connus par le serveur. 
1. Le paquetage mice 
 
 Ce paquetage, présenté par la Figure 50, contient une interface MICEModuleInterface et une 
classe MICEModule, implémentant cette interface, qui décrivent la base du fonctionnement des 
modules de MICE. Le principe est le suivant : 
 Un module est défini par un id et un type. 
 Pour démarrer un module, il faut utiliser la fonction startModule() qui lance le thread qui se 
met en attente de réception de message. La fonction treatmentBeforeRun() est appelé avant 
le lancement du thread. 
 Pour stopper le thread, il faut utiliser la fonction stopModule(). 
 La communication s’effectue avec des objets de type IOMessage (paquetage runtime).  
Ecriture d’un nouveau module pour ArCo 
 
 
- 62 - 
 Les informations envoyées sur le flux d’entrée du module sont récupérées par la fonction 
treatAnswer(IOMessage) qui prend un paramètre un objet IOMessage et retourne un objet 
IOMessage. Le message retourné peut être : 
o Le même si le module ne l’a pas transformé (soit il l’a simplement ignoré, soit il l’a 
consulté sans le modifier). 
o Un nouveau message généré par la transformation du précédent. 
o Un message vide (fonction makesEmpty() de la classe IOMessage). Dans ce cas, cela 
indique au serveur qu’il n’y a aucun message à relayer. Le module stoppe la 
transmission de l’information. 
 Les informations sont envoyées sur le flux de sortie du module avec la fonction 
sendMessage(IOMessage). Pour créer un objet de type IOMessage spécifique au protocole 
de communication MICE, il faut utiliser la fonction buildMessage(…). 
 
Figure 50 : Bibliothèque MICE - package mice 
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2. Le paquetage mice.client 
 
Ce paquetage, présenté par la Figure 51, contient une seule classe MICEClient. C’est la classe 
à étendre pour créer un module de MICE. La fonction treatAnswer(IOMessage) traite la réception de 
tous les messages MICE_1 à MICE_15 (cf. Annexe C). Tous les messages qui ne sont pas des messages 
réservés sont traités par la fonction treatOtherAnswer() à étendre lors de la création d’un module de 
MICE si besoin. Les messages de perception sont traités par la fonction treatPerceptionMessage et 
les messages d’action sont traités par la fonction treatActionMessage. 
 
Figure 51 : Bibliothèque MICE - package mice.client 
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3. Le paquetage mice.runtime 
 
 Cette bibliothèque, présentée par la Figure 53, met à disposition un serveur fonctionnel dont 
le point d’entrée est la fonction main de la classe MICERuntime. Le constructeur prend 4 
paramètres : 
 Le numéro de port du serveur. 
 Le nom du fichier qui contient la liste des modules connus du serveur. 
 Le nom du fichier contenant la description de toutes les entités agissantes perceptives. 
 Le nom du fichier contenant la description de toutes les entités agissantes actives. 
Le serveur de MICE gère le chemin logique de l’information avec l’objet IOLink et l’ensemble des 
clients connectés avec la variable lesClients. A chaque fois qu’un client se connecte, le serveur crée 
un gestionnaire de clients (une instance de la classe MICEClientManager) qu’il stocke dans un 
vecteur. Cet objet est un sous-traitant du serveur qui bénéficie d’un lien direct avec le client. Il 
s’occupe de la communication entre ce client et le serveur. 
Lorsque le gestionnaire de clients reçoit un message du client, si c’est un message 
d’identification, l’objet MICEClientManager affecte sa variable id. Ainsi lorsque le serveur appellera la 
fonction getID() du MICEClientManager, il aura accès au nom du module associé. Si c’est un message 
connect ou disconnect, le serveur ajoute ou retire de l’objet IOLink, les modules concernés. Si le 
message reçu n’est pas un message de MICE_1 à MICE_14 (excepté MICE_13), alors le serveur relaye 
le message à tous les modules liés à la sortie du module qui a émis le message. Le serveur agit 
comme un routeur, il n’effectue jamais aucune modification sur le contenu des messages. Seuls les 
modules ont un rôle sur le contenu des messages. 
 
4. Le paquetage mice.xml 
 
 Le paquetage, représenté par la Figure 52, contient une classe Parser. Cette classe contient 
des fonctions statiques utiles pour chaque parseur de la bibliothèque MICE. 
 
Figure 52 : Bibliothèque MICE - package mice.xml 
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Figure 53 : Bibliothèque MICE - package mice.runtime 
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5. Le paquetage mice.perception 
 
 Cette bibliothèque, présentée par la Figure 54, gère la sérialisation des messages de type 
Perception. A partir d’une chaîne de caractère, représentant le message XML d’une perception, le 
parser crée un objet de Perception ou inversement. 
 
Figure 54 : Bibliothèque MICE - package mice.perception 
 
6. Le paquetage mice.action 
 
 Cette bibliothèque, présentée par la Figure 55, gère la sérialisation des messages de type 
Action. A partir d’une chaîne de caractère, représentant le message XML d’une action, le parser crée 
un objet de Action ou inversement. 
 
Figure 55 : Bibliothèque MICE - package mice.action 
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7. Le paquetage mice.xml.actuator 
 
 Le paquetage, représenté par la Figure 56, contient les classes qui permettent de gérer les 
fichiers de description XML des entités agissantes actives. 
 
Figure 56 : Bibliothèque MICE - package mice.xml.actuator 
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8. Le paquetage mice.xml.sensor  
 
Le paquetage, représenté par la Figure 56, contient les classes qui permettent de gérer les 
fichiers de description XML des entités agissantes perceptives. 
 
Figure 57 : Bibliothèque MICE - package mice.xml.sensor 
9. Le paquetage mice.xml.modules 
 
 Le paquetage, représenté par la Figure 58, contient les classes qui permettent de 
gérer le fichier XML des modules connus du serveur MICE. 
 
 
Figure 58 : Bibliothèque MICE - package mice.xml.modules 
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B. Ecriture d’un module de perception 
 
L’exemple ci-dessous montre le code JAVA qui permet de créer un module de perception. La 
classe contient un constructeur, une fonction analyseEnvironnement et une fonction main qui est le 







public class ModulePerceptif extends MICEClient { 
 
  public ModulePerceptif(String address, int port, String id, String   
description_file_path) throws Exception { 
    super(address, port, id, MICEClient.TYPE_INPUT, description_file_path); 
  } 
  
  public void analyseEnvironnement(){ 
    //traitement 
    Perception p = new Perception(); //à remplir 
    IOMessage ioMessage = this.buildPerceptionMessage(p); 
    this.sendMessage(ioMessage); 
    //traitement 
  } 
 
  public static void main(String[] args) { 
    ModulePerceptif module; 
    try{ 
      if(args.length==4){ 
        String adresse = args[0]; 
        int port = Integer.valueOf(args[1]); 
        String id = args[2]; 
        String perceptions_file_path = args[3]; 
        module = new ModulePerceptif(adresse, port, id, perceptions_file_path); 
        module.startModule(); 
      } 
      else{ 
        System.out.println("Usage: java -jar ModulePerceptif [adresse] [port] [id] 
[perceptions_file_path]"); 
      } 
    }  
    catch (Exception e) { 
      e.printStackTrace(); 
    } 
  } 
} 
  
Pour qu’un module envoie une perception, il doit créer une perception : 
Perception p = new Perception(); 
 
Une fois que la perception contient les informations à envoyer, il faut la transformer en message 
IOMessage :  
IOMessage ioMessage = this.buildPerceptionMessage(p); 
 
Ensuite, le message doit être envoyé au serveur de MICE :  
this.sendMessage(ioMessage); 
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C. Ecriture d’un module d’action 
 
L’exemple ci-dessous montre le code JAVA qui permet de créer un module d’action. La classe 
contient  
 un constructeur, 
 la fonction treatPerceptionMessage utilisée si le module doit analyser des perceptions, 
 la fonction treatActionMessage utilisée si le module doit effectuer des actions, 
 la fonction treatOtherAnswer utilisée si le module doit analyser d’autres sortes de message, 













public class ModuleActif extends MICEClient { 
 
  public ModuleActif(String address, int port, String id, String 
description_file_path) throws Exception { 
    super(address, port, id, MICEClient.TYPE_OUTPUT, description_file_path); 
  } 
  
  public IOMessage treatPerceptionMessage(IOMessage ioMessage){ 
    try { 
      String message = ioMessage.getData().get(IOMessage.MESSAGE); 
      PerceptionParser parser = new PerceptionParser(); 
      Perception perception = parser.stringToPerception(message); 
      System.out.println(perception); 
    } catch (IOException e) { 
      e.printStackTrace(); 
    } catch (JDOMException e) { 
      e.printStackTrace(); 
    } 
    //ioMessage.makesEmpty(); 
    return ioMessage; 
  } 
 
  public IOMessage treatActionMessage(IOMessage ioMessage){ 
    String message = ioMessage.getData().get(IOMessage.MESSAGE); 
    ActionParser parser = new ActionParser(); 
    Action action = parser.stringToAction(message); 
    String id_action = action.getId(); 
    String message = action.getMessage(); 
 
    //traitement 
    ioMessage.makesEmpty(); 
    return ioMessage; 
  } 
 
  public IOMessage treatOtherAnswer(IOMessage iom){ 
    String message = iom.getData().get(IOMessage.MESSAGE); 
    System.out.println("Message reçu : "+message); 
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    //on relaie le message 
    return iom; 
  } 
 
  public static void main(String[] args) { 
    ModuleActif module; 
    try{ 
      if(args.length==4){ 
        String adresse = args[0]; 
        int port = Integer.valueOf(args[1]); 
        String id = args[2]; 
        String actions_file_path = args[3]; 
        module = new ModuleActif(adresse, port, id, actions_file_path); 
        module.startModule(); 
      } 
      else{ 
        System.out.println("Usage: java -jar ModuleActif [adresse] [port] [id] 
[actions_file_path]"); 
      } 
    }  
    catch (Exception e) { 
      e.printStackTrace(); 
    } 
  } 
} 
 
1. Récupérer une perception 
Pour qu’un module traite une perception, il doit d’abord récupérer le message : 
String message = ioMessage.getData().get(IOMessage.MESSAGE); 
 
Il faut ensuite instancier un objet PerceptionParser :  
PerceptionParser parser = new PerceptionParser(); 
 
L’objet Perception est créé en appelant la fonction stringToPerception :  
Perception perception = parser.stringToPerception(message); 
 
2. Récupérer une action 
Pour qu’un module traite une action, il doit d’abord récupérer le message : 
String message = ioMessage.getData().get(IOMessage.MESSAGE); 
 
Il faut ensuite instancier un objet ActionParser :  
ActionParser parser = new ActionParser(); 
 
L’objet Action est créé en appelant la fonction stringToAction :  
Action action = parser.stringToAction(message); 
 
3. Récupérer tout type de messages 
Pour qu’un module traite n’importe quel message, il doit récupérer le message, comme vu 
précédemment, puis effectuer le traitement du message.    
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D. Exemple : Module MICE associé à Greta 
 
 A titre d’exemple, voici le code JAVA du module qui permet de faire effectuer des actions à 
Greta (version psyclone). Le module reçoit des actions dont le message est une chaîne XML au format 
FML. 
 Ce module utilise la fonction treatActionMessage pour ne recevoir que les messages 
d’actions. Ensuite, il vérifie que ce message lui est adressé :  
if (iom.getData().get(IOMessage.SUBJECT).equals(this.id)){ 
 
Ensuite, le module vérifie que le message d’action commence par la balise FML [134] puis fait suivre 


















public class GretaModule extends MICEClient{ 
 
  FMLSender fmlSender; 
 
  public GretaModule(String address, int port, String id, String type, String 
filePath) throws Exception { 
    super(address, port, id, type, filePath); 
    fmlSender = new FMLSender(); 
    fmlSender.connect("127.0.0.1", 10000); 
  } 
   
  public IOMessage treatActionMessage(IOMessage ioMessage){ 
    String message = ioMessage.getData().get(IOMessage.MESSAGE); 
    ActionParser parser = new ActionParser(); 
    Action action = parser.stringToAction(message); 
    String id_action = action.getId(); 
    String message = action.getMessage(); 
     
    if ((iom.getData().get(IOMessage.TYPE).equals("output")) && 
        (iom.getData().get(IOMessage.SUBJECT).equals(this.id))){ 
       
      if (message.startsWith("<fml")){ 
        this.sendFML(message); 
      } 
   
      this.sendMessage(this.buildActionMessage(id_action, "STOPPED")); 
    } 
 
    ioMessage.makesEmpty(); 
    return ioMessage; 
  } 
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  public static void main(String[] args) { 
    GretaModule module; 
    try { 
      if(args.length==5){ 
        String adresse = args[0]; 
        int port = Integer.valueOf(args[1]); 
        String id = args[2]; 
        String type = args[3]; 
        String filePath = args[4]; 
        module = new GretaModule(adresse, port, id, type, filePath); 
        module.startModule(); 
      } 
      else{ 
        System.out.println("Usage: java -jar GretaModule.jar [adresse] [port] [id] 
[type] [filePath]"); 
 } 
    } catch (Exception e) { 
      e.printStackTrace(); 
    } 
  } 
 
  private void sendFML(String fml){ 
    fmlSender.sendFML(fml); 
  }   
} 
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I. Configuration de StimCards 
A. Configuration des cartes de jeu 
  
Chaque carte  est donc associée à un fichier XML. Par exemple, le fichier XML de la Figure 56 
du document principal est le suivant :  
<question label="Qui a chanté l'Aigle noir en 1970 ?" 
url="images_cartes/musique.png" type="mcq" category="musique"> 
    <defs_color> 
     <color name="red" red="255" green="0" blue="0" /> 
     <color name="green" red="0" green="255" blue="0" /> 
     <color name="blue" red="0" green="0" blue="255" /> 
     <color name="white" red="255" green="255" blue="255" /> 
     <color name="black" red="0" green="0" blue="0" /> 
 <color name="pink_answer" red="255" green="200" blue="200" /> 
 <color name="green_answer" red="111" green="255" blue="162" /> 
 <color name="blue_answer" red="30" green="183" blue="255" /> 
 <color name="yellow_answer" red="255" green="255" blue="128" /> 
 <color name="blue_background" red="50" green="130" blue="163" /> 
 <color name="orange_background" red="225" green="160" blue="63" /> 
    </defs_color> 
    <color> 
     <background_color color="blue_background" /> 
     <label_color color="black" /> 
     <font_color color="black" /> 
    </color> 
    <clues> 
     <clue>Il s'agit d'une chanteuse née en 1930</clue> 
     <clue>Ce n’est pas Juliette Greco</clue> 
    </clues> 
    <suggested_answers> 
        <answer code="A" url="" code_color="pink_answer" 
answer_color="black">Barbara</answer> 
        <answer code="B" url="" code_color="green_answer" 
answer_color="black">Juliette Greco</answer> 
        <answer code="C" url="" code_color="blue_answer" answer_color="black">Edith 
Piaf</answer> 
        <answer code="D" url="" code_color="yellow_answer" 
answer_color="black">Petula Clark</answer> 
    </suggested_answers> 
    <true_answers> 
        <code>A</code> 
    </true_answers> 
</question> 
 
 Chaque question lue par StimCards contient une balise racine question qui groupe les 
informations principales : 
 label : contient la question à poser à l’utilisateur 
 url : contient l’adresse d’une image à associée à la question ou une chaîne vide s’il n’y a aucune 
image à afficher. 
 type : contient le type de la question 
 category : contient une catégorie de questions. Cela peut être divertissement, sciences, maths… 
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Le fichier contient également un ensemble de définition de couleurs, contenu dans la balise 
defs_color. Chaque couleur est définie par une balise color qui contient les attributs :  
 name : contient le nom de la couleur qui pourra être utilisé dans le reste du fichier XML. 
 red : contient la valeur, entre 0 et 255, du rouge. 
 green : contient la valeur, entre 0 et 255, du vert. 
 blue : contient la valeur, entre 0 et 255, du bleu. 
 
Le fichier contient également la description des couleurs utilisés pour l’affichage de la question, 
contenue dans la balise color. La balise color contient trois balises : 
 background_color : indique la couleur de fond de la zone d’affichage de la question. 
 label_color : indique la couleur dans laquelle sont écrites les informations qui ne sont pas 
contenus dans le fichier XML. Sur la Figure 56 du document principal, il s’agit des mots : 
« Questions » et « Réponses » et des indices. 
 font_color : indique la couleur dans laquelle sont écrites les informations contenues dans le 
fichier XML, hormis celles dont la couleur est précisée. Dans l’exemple, il s’agit de la couleur 
de police des indices. 
Chacune de ces trois balises contiennent un attribut color dont la valeur est le nom d’une des 
couleurs définies dans la balise defs_color. Cette séparation des couleurs permet de rendre plus 
simple la saisie de fichiers XML de questions par des non-experts en informatique. 
Le fichier contient un ensemble d’indices contenus dans la balise clues. Lorsque l’interface affiche la 
question, les indices ne sont pas visibles. L’utilisateur peut afficher les indices les uns après les autres 
en cliquant sur le bouton d’aide s’il joue seul avec l’ordinateur (ou avec le dispositif prévu lorsqu’il 
joue avec ArCo).  
Chaque indice est contenu dans des balises clue et est une chaîne de caractère 
 
Dans le cas d’une question à choix multiple, les réponses proposées à l’utilisateur sont contenues 
dans la balise suggested_answers. Chaque réponse proposée est contenu dans la balise answer dont 
les attributs sont : 
 code : le code représente une lettre, un symbole qui permet de distinguer la réponse. Par 
exemple, A, B, C ou D dans l’exemple. 
 url : contient l’adresse d’une image à associée à la question ou une chaîne vide s’il n’y a 
aucune image à afficher. 
 code_color : indique la couleur dans laquelle il faut écrire le code spécifié par la balise code. 
La couleur est une représentée par le nom d’une des couleurs contenue dans la balise 
defs_color. 
 answer_color : indique la couleur dans laquelle la réponse sera écrite. La couleur est 
également représentée par le nom d’une des couleurs contenue dans la balise defs_color. 
La réponse proposée à l’utilisateur est le texte de la balise answer. 
Le fichier contient la réponse à la question dans la balise true_answers.  
Chaque bonne réponse est contenue dans une balise code et fait référence à l’attribut code d’une 
des balises answer. Il est possible qu’une question ait plusieurs réponses correctes. 
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B. Configuration de l’interface 
 
 Chaque utilisateur peut configurer l’interface de StimCards, par exemple si une charte 
graphique doit être respectée ou pour maintenir le logiciel si le logo ou le nom change. Cette 
configuration se fait avec un fichier XML que l’interface charge au démarrage. Le fichier, chargé par 
l’interface de la Figure 56 du document principal, est le suivant : 
<stimcards> 
  <title>StimCards </title> 
  <logo>images/logo_petit.png</logo> 
  <color> 
    <background red="0" green="0" blue="255" /> 
    <foreground red="0" green="255" blue="0" /> 
  </color> 
  <font> 
    <title_font> 
      <name>Comic sans ms</name> 
      <size>70</size> 
    </title_font> 
    <label_font> 
      <name>Comic sans ms</name> 
      <size>30</size> 
    </label_font> 
    <default_font> 
      <name>Comic sans ms</name> 
      <size>24</size> 
    </default_font> 
  </font> 
  <label_question url ="" >Question : </label_question> 
  <label_answer url="">Réponses : </label_answer> 
  <label_help url="images/aide.png"></label_help> 
</stimcards> 
 
Le fichier de configuration de l’interface est défini par la balise racine stimcards. Cette balise contient 
deux balises qui permettent de renseigner le nom et le logo de l’interface : 
 title : contient le titre de l’interface qui est aussi utilisé en tant que nom de l’application. 
 logo : adresse de l’image à afficher à côté du titre 
 
Le fichier de configuration permet de déterminer la couleur de fond et la couleur de police du 
bandeau de titre de l’interface. Ces informations sont contenues dans la balise color et contient deux 
balises : 
 background : permet de spécifier les valeurs rouge, vert et bleu de la couleur de fond du bandeau de 
titre. 
 foreground : permet de spécifier les valeurs rouge, vert et bleu de la couleur de la police de titre. 
 
Le fichier de configuration permet également de fixer le nom de la police utilisée dans l’interface 
ainsi que sa taille. Cela permet d’adapter la fenêtre aux utilisateurs qui l’utilisent. Ces informations 
sont contenues dans la balise color. Cette balise contient trois balises : 
 title_font : cette balise permet de spécifier la taille et le nom de la police utilisée dans le bandeau de 
titre. 
 label_font : cette balise permet de spécifier la taille et le nom de la police utilisée par les 
informations non contenues dans le fichier XML des questions (Questions, Réponses et indices dans 
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la Figure 56 du document principal). 
 default_font : cette balise permet de spécifier la taille et le nom de la police utilisée pour afficher les 
informations du fichier XML des questions, comme la question et les propositions de réponses. 
Chacune de ces balises contient deux balises : 
 name : contient le nom de la police à utiliser. 
 size : contient la taille en pt de la police à utiliser. 
 
Il est également possible de configurer les chaînes de caractères ou les images utilisées par 
l’interface avec trois balises : 
 label_question : cette balise concerne la chaîne de caractère ou image affichée avant l’intitulé de la 
question. 
 label_answer : cette balise concerne la chaîne de caractère ou image affichée avant les propositions 
de réponses. 
 label_help : cette balise concerne la chaîne de caractère ou image affichée pour demander un indice. 
Ainsi, l’utilisateur choisit si une chaîne de caractère est affichée en la saisissant en tant que texte de la balise 
ou si c’est une image qui doit être affichée en saisissant l’adresse dans l’attribut url de la balise. 
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J. Evaluation sur la gestuelle d’un robot 
 
Ces deux expérimentations ont fait l’objet de l’article [162]. 
Le Chapitre II du document principal a montré qu’il existe beaucoup de robots, de différentes 
formes, de différentes couleurs, avec différents objectifs, qui interagissent avec l’homme dans son 
quotidien. Certains robots sont mieux acceptés que d’autres et nous nous intéressons aux conditions 
qui favorisent leur acceptation par l’homme. Pour apporter un élément de réponse, l’étude 
présentée dans ce chapitre se concentre sur l’importance de la gestuelle d’un robot en fonction de 
son discours. La première étude mesure la crédibilité et la sincérité d’un robot en fonction de sa 
gestuelle lors de l’expression d’une seule phrase dite par le robot. La deuxième étude mesure la 
crédibilité et la sincérité d’un robot lors de quatre dialogues. Ces deux études ont pour objectif de 
vérifier si la gestuelle du robot participe à son acceptation. 
A.  Importance de l’adéquation entre le discours et les gestes 
 
Cette étude a été réalisée en reprenant le protocole expérimental de Jérémy Rivière et Sylvie 
Pesty [163] dans leur étude sur les agents virtuels. L’objectif était de pouvoir évaluer le robot d’une 
part afin de comparer l’acceptation des agents virtuels et des robots d’autre part. Dans cette étude, 
le robot ou l’agent virtuel effectuait trois séries de gestes différents pour une même phrase. Il était 
mis en présence d’un observateur qui donnait ensuite son ressenti. L’expérimentation s’est déroulée 
pendant une journée, lors un concours de robotique, Robofesta.  
1. Participants 
Le concours Robofesta est un évènement qui amène des participants venant de collèges et de 
lycées de Bretagne. C’est un public qui a quelques notions des robots, ainsi il n’était pas nécessaire 
de faire une explication préalable sur la robotique et il était possible de faire des courtes évaluations 
pour libérer rapidement les participants. Ceux-ci ont été sélectionnés sur la base du volontariat parmi 
les concourants et les spectateurs de l’évènement. Soixante personnes ont participé à 
l’expérimentation (17 femmes et 43 hommes) âgées de 10 à 57 ans (moyenne de 18,1 ans). 
2. Méthode 
L'expérimentation s'est déroulée dans un stand isolé du concours, où les participants 
pouvaient se rendre en dehors de leurs épreuves. Le robot était positionné debout sur la table. La 
première partie de l’étude consistait à expliquer la consigne aux participants et à leur distribuer un 
questionnaire (cf. Annexe O). Ensuite, le robot exécutait des mouvements en prononçant des 
phrases. Individuellement, chaque participant observait le robot et donnait son impression en 
remplissant un questionnaire. 
Equipement : La Figure 59 présente le cadre expérimental de l’expérimentation. Le robot se trouvait 
face aux participants. Il était relié à un ordinateur qui permettait de le piloter. L’expérimentateur 
était assis face à l’ordinateur pour lancer les mouvements. Le participant se tenait debout, face au 
robot pour lui assurer une bonne observation. 
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Figure 59 : Cadre expérimental de la première étude 
Déroulement de l’expérimentation : la première partie de l’expérimentation consistait à expliquer 
aux participants le contexte de l’évaluation. Il s’agissait d’une sorte de jeu de rôle présenté de la 
façon suivante : 
Ce soir vous avez prévu d'aller au cinéma, sans avoir décidé quel film aller voir. Vous décidez de 
demander son avis au robot qui vous conseille d'aller voir un film car il a de bonnes critiques. Vous 
écoutez son conseil et vous partez au cinéma. 
Au retour du cinéma, il y a deux possibilités : 
 Scénario A : Vous n'avez pas du tout aimé le film proposé. 
 Scénario B : Vous avez beaucoup aimé le film proposé. 
Les consignes indiquaient que les participants devaient observer six mouvements du robot. Les trois 
premiers mouvements jouaient le scénario A et les participants devaient observer la réaction du 
robot lorsqu’il apprenait que le participant n’avait pas du tout aimé le film. Les trois mouvements 
suivants jouaient le scénario B et les participants devaient observer la réaction du robot lorsqu’il 
apprenait que le participant avait bien aimé le film.  
Lors du scénario A, le robot disait : «Je suis vraiment désolé. Ce film avait de bonnes critiques. Je 
pensais qu'il te plairait. ». Et lors du scénario B, le robot disait : «Alors tu as aimé le film. Je suis 
content de t'avoir si bien conseillé. » 
 
Les mouvements proposés pour les deux scénarii étaient identiques.  
Le mouvement 1, illustré par la Figure 60, représentait le comportement que nous proposions pour 
symboliser l'excuse. Le robot débutait chacun de ses mouvements par une expression neutre 
(vignette 1). Dans le cas du mouvement 1, il commençait par baisser la tête (vignette 2) puis il 
joignait ses bras et effectuait un gauche-droite du bassin (vignette 3). A la fin du mouvement, le 
robot retournait en position neutre (vignette 4). 
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Figure 60 : Mouvement 1 représentant une gestuelle d'excuse 
Le mouvement 2, illustré sur la Figure 61, était une expression neutre très légèrement négative. En 
partant de la position neutre (vignette 1), le robot baissait très légèrement la tête et effectuait une 
petite vague avec ses bras (vignette 2). Il remontait ensuite la tête (vignette3) pour retourner en 
position neutre (vignette 4). 
 
Figure 61 : Mouvement 2 représentant une gestuelle neutre 
Le mouvement 3, illustré sur la Figure 62, représentait le comportement que nous proposions pour 
symboliser une joie intense. Le robot effectuait de grands mouvements de bras tout en bougeant le 
bassin, le faisant s’appuyer sur une jambe, puis sur l’autre, comme s’il dansait un peu. 
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Figure 62 : Mouvement 3 représentant une gestuelle de joie 
La situation congruente pour le scénario A était le mouvement 1 et pour le scénario B le mouvement 
3. 
Après avoir vu chacun des mouvements, les participants devaient dire dans quelle mesure le robot 
était sincère et crédible : 
 Sincère : Le robot semble-t-il exprimer ce qu’il pense ? 
 Crédible : Son expression vous paraît-elle plausible ? 
3. Collecte de données et analyses 
Après chaque mouvement, les observateurs devaient répondre à un questionnaire, représenté 
par le Tableau 4. Pour chacun des mouvements, ils devaient indiquer si le robot leur semblait sincère 
et crédible en utilisant l’échelle de Likert [164] suivantes : Pas du tout, Plutôt pas, Plutôt, Tout à fait. 
Le neutre avait volontairement été retiré du questionnaire pour forcer les participants à trancher. En 
effet, nous voulions éviter la tentation du neutre qui n’aurait pas permis de répondre à la question. 
Dans le tableau chaque mouvement est codé par la lettre du scénario et par le numéro du 
mouvement. Par exemple, A1 indique que c’est le mouvement 1 du scénario A qui a été joué. 
Tableau 4 : Questionnaire de la première étude 
Garçon/Fille    Age : ______ 
A1 
Sincère ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
Crédible ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
A2 
Sincère ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
Crédible ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
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A3 
Sincère ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
Crédible ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
B1 
Sincère ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
Crédible ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
B2 
Sincère ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
Crédible ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
B3 
Sincère ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
Crédible ? Pas du tout □ Plutôt pas □ Plutôt □ Tout à fait □ 
 
Les analyses statistiques ont été réalisées avec le logiciel Minitab 15©. Le test du Chi Deux a 
permis de vérifier les réponses significatives. Le seuil de significativité (p) a été fixé à 0,05.  
4. Résultats 
La Figure 63 : Résultats sur la crédibilité et la sincérité des mouvements du robot en fonction 
des scénarii A et B présente les résultats qui sont détaillés dans cette partie. 
 
Figure 63 : Résultats sur la crédibilité et la sincérité des mouvements du robot en fonction des scénarii A et B 
Niveau de significativité : * p<0,05, ** p<0,01, *** p<0,001 
NS : non significatif (Test du Chi-deux). 
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Concernant le scénario A, les participants n’ont pas répondu au hasard (X²=189,1, dl=33, 
p<0.001). Le Tableau 5 : Résultats obtenus pour le scénario A de la première étude. présente les 
résultats significatifs obtenus pour chacun des trois mouvements. 
Le mouvement 1 (Excuse) est celui qui a été jugé comme étant le plus sincère et le plus crédible. 
C’est ce mouvement qui a fait l’unanimité contrairement aux deux autres mouvements dont les 
réponses ont été plus contrastées.  
Le mouvement 2 a été le plus souvent trouvé plutôt sincère. Néanmoins, il faut noter des réponses 
contrastées puisque si 18.3% l'ont estimé pas du tout sincère, 15% l'ont tout à fait estimé sincère. Ce 
mouvement a été plus fréquemment estimé pas du tout crédible.  
Le mouvement 3 n’a pas donné de résultats concernant la sincérité du robot. Cependant, il est à 
noter une différence selon le genre : les femmes ont significativement plus fréquemment estimé le 
robot "pas du tout sincère" par rapport aux hommes (41,2% des femmes et 23,3% des hommes; 
X²=10.5, dl=3, p=0.015). La crédibilité a été très contrastées, 61,67% des réponses se partagent les 
réponses « pas du tout » et « tout à fait », alors que les situations intermédiaires sont moins 
représentées (25% et 13,3%) 
Tableau 5 : Résultats obtenus pour le scénario A de la première étude. 
 Sincère Crédible 
A1 
60% plutôt 
36,7% tout à fait 
X²=132.7, dl=3, p<0.001 
48,3% plutôt 
35% tout à fait 
X²=63.0, dl=3, p<0.001 
A2 
18,3% pas du tout 
40% plutôt 
15% tout à fait 
X²=20.1, dl=3, p<0.001 
43% pas du tout 
 
 
X²=39.7, dl=3, p<0.001 
A3 
Aucune différence statistique 
 
X²=5.9, dl=3, p=0.117 
30% pas du tout 
31,67% tout à fait 
X²=12.4, dl=3, p=0.006 
 
 Concernant le scénario B, les participants n’ont pas répondu au hasard (X²=88.4, dl=15, 
p<0.001). Le Tableau 6 présente les résultats significatifs obtenus pour chacun des trois 
mouvements. 
Le mouvement 1 est contrastée puisque un tiers des participants ont trouvé le robot plutôt sincère 
alors qu’un autre tiers le trouvait plutôt pas sincère. La réponse à la question sur la crédibilité est 
plus marquée puisque très peu de participants ont trouvé le robot tout à fait crédible. 
Le mouvement 2 a donné à peu près le même ressenti que le mouvement 1 puisqu’un tiers des 
participants a trouvé le robot plutôt sincère et un autre tiers plutôt pas sincère. Et comme le 
mouvement 1, la crédibilité est d’avantage marquée puisque très peu de participants ont trouvé le 
robot tout à fait crédible. 
Le mouvement 3 est celui qui a été jugé comme étant le plus sincère et le plus crédible. 
 
Tableau 6 : Résultats obtenus pour le scénario B de la première étude 
 Sincère Crédible 
B1 
38,88% plutôt pas 
33,33% plutôt  
 
X²=26, dl=3, p<0.001 
38,3% pas du tout 
38,3% plutôt pas 
3,3% tout à fait 
X²=46.7, dl=3, p<0.001 
B2 
38,3% plutôt pas 
33,3% plutôt 
 
X²=29.9, dl=3, p<0.001 
33,3% pas du tout 
43,3% plutôt pas 
8,3% tout à fait 
X²=42.7, dl=3, p<0.001 
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B3 
38,3% plutôt 
41,7% tout à fait  
X²=56.5, dl=3, p<0.001 
36,7% plutôt 
41,7% tout à fait 
X²=26.2, dl=3, p<0.001 
 
5. Discussion 
 Concernant le scénario A, le robot s'excusait d'avoir mal conseillé le participant. Le robot a 
été clairement jugé crédible et sincère lorsqu'il a effectué le mouvement 1 (Excuse). Cette situation 
est congruente et comprise par un panel large de personne. Pour les mouvements 2 (Neutre) et 3 
(Joie), les réponses sont contrastées. Les personnes ne semblent pas réussir à se positionner. On 
peut imaginer que les réponses mitigées reflètent un niveau d'hésitation due à une incompréhension 
de la situation. Par exemple, pour la crédibilité du mouvement 3, le choix semble être fait au hasard 
(répartition équivalente des réponses dans les 4 choix).  Ainsi, les mouvements 2 et 3 semblent 
difficiles à évaluer par les participants. L'intention du robot semble peu claire. 
Concernant le scénario B, le robot se « félicitait d'avoir si bien conseillé le film ». Les 
participants ont jugé le mouvement 3 crédible et sincère. C'est la situation congruente qui a donc été 
choisie par les participants. Les deux autres mouvements ont été jugés fortement non crédibles alors 
que la sincérité est plus mitigée. Il semble donc que la sincérité soit plus difficile à évaluer que la 
crédibilité dans des contextes plus mitigés.  
De façon générale, les participants ont plus facilement pensé que le robot semblait exprimer 
ce qu'il pensait même si son expression ne leur paraissait pas plausible. Dans les deux scénarii, les 
situations congruentes ont été choisies sans équivoque. Concernant les mouvements non 
congruents, il ne semble pas y avoir d'hésitation dans le cas d'une émotion positive. Au contraire, 
dans le cas d'une émotion négative, le robot est tout de même jugé plutôt sincère, même si sa 
crédibilité est diminuée et même si sa gestuelle est positive. De plus, le mouvement 2, qui était un 
neutre négatif n'a pas été retenu. Pourtant, le robot baissait la tête et effectuait un léger mouvement 
des mains contre ses jambes. Le mouvement 3 était exagéré. Ainsi puisque c'est le mouvement 
exagéré qui a été choisi, et puisque la sincérité est la même pour un mouvement neutre ou pour un 
mouvement positif, il semble important d'exagérer la gestuelle, dans le cas d'une émotion négative, 
pour rendre le robot d'avantage crédible et sincère. Rien ne peut être conclu sur la gestuelle d'une 
émotion positive.  
6. Comparaison entre agent virtuel et robot 
Le Tableau 7 présente les résultats obtenus par l’agent virtuel [163] et par le robot à propos de 
leur sincérité et de leur crédibilité en fonction des mouvements d’excuse et de joie. En comparant 
ces résultats, on remarque que les résultats du robot sont au moins aussi bons que ceux de l'agent 
virtuel. En moyenne, le robot semble plus crédible et sincère qu'un agent virtuel. Cela amène à la 
question suivante : est-ce qu'un robot est un meilleur partenaire social qu'un agent virtuel ? Pour 
répondre à cette question, une étude a été réalisée pour comparer l'impact d'un robot et d'un agent 
virtuel sur l'interaction homme-machine (voir le chapitre V.D). 
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B. Crédibilité et sincérité d’un robot malgré quelques incohérences dans 
la communication 
 
 Cette étude s’est également inspirée d’un protocole expérimental de Jérémy Rivière et Sylvie 
Pesty. L’objectif de leur étude était d’évaluer les capacités expressives de leur agent virtuel en 
fonction d’un certain nombre d’actes conversationnels au cours d’une série de dialogue entre 
l’homme et l’agent virtuel. L’étude que nous avons réalisée est un peu différente. Notre travail n’est 
pas de déterminer le meilleur comportement non verbal en fonction d’un contexte mais d’étudier les 
conditions d’acceptation d’un robot. Les résultats de l’étude précédente ont montré que la gestuelle 
du robot doit être cohérente au discours prononcé pour que le robot paraisse sincère et crédible. La 
question qui se pose à la suite de ce résultat est la suivante : est-ce qu’un robot est rejeté si sa 
gestuelle est, de temps en temps, incohérente avec son discours ? Est-ce que des incohérences ont 
un impact sur la perception de l’humain ? 
 Pour répondre à cette question, une expérimentation a été mise en place. Elle consistait à 
demander à un participant d’observer un robot et un expérimentateur dialoguer ensemble, dans 4 
contextes différents. De façon aléatoire le robot exprimait une gestuelle non adaptée à son discours. 
1. Participants 
Cette étude a été réalisée par 26 personnes (9 femmes et 17 hommes) âgées de 18 à 28 ans 
(moyenne de 22,5 ans). Les participants n'avaient pas de connaissance spécifique en robotique. Ils 
étaient étudiants en informatiques, mathématiques et statistiques et étaient de niveau bac+2 et 
bac+4. Le choix de ces différences entre les cursus des étudiants avait pour objectif d'éviter d'obtenir 
des réponses biaisées par un environnement commun. 
2. Méthode 
L’expérimentation s’est déroulée dans une pièce dédiée. Chaque participant était isolé dans 
cette pièce avec l’expérimentateur et le robot. Les participants ont été choisis sur la base du 
volontariat parmi les étudiants de deuxième année d’IUT et de première année de Master. Le robot 
était positionné debout sur la table comme dans l’étude précédente. La première partie de l’étude 
consistait à expliquer la consigne aux participants et à leur faire prendre connaissance du 
questionnaire à remplir. Ensuite, les dialogues s’enchainaient et les participants devaient remplir le 
questionnaire pendant le déroulement de l’expérimentation. Il était très difficile pour les participants 
de suivre et remplir le questionnaire en même temps. De cette façon, l’étude reproduisait au 
maximum des conditions réelles où l’on ne peut pas mettre pause lorsque quelqu’un parle et où l’on 
se fait une perception globale d’une personne avec qui l’on interagit.  
Equipement : La Figure 64 présente le cadre expérimental de l’étude. Le robot était positionné 
debout sur la table, face à l’expérimentateur. Le robot de contrôle était positionné sur sa gauche et 
servait à lancer l’interaction. Le participant était un peu à l’écart de façon à pouvoir observer le robot 
et l’expérimentateur.  
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Figure 64 : Cadre expérimental de la deuxième étude 
Déroulement de l’expérimentation : la première partie de l’expérimentation consistait à expliquer 
au participant qu’il devait observer une interaction entre l’humain (H) et le robot (R). Le Tableau 8 
présente les quatre dialogues observés. 
 
Tableau 8 : Les quatre dialogues de la deuxième étude 
Dialogue 1 Dialogue 2 
H : Bonjour Bioloïd  
R : [Bioloïd salue l’humain] 
H : Aides moi à organiser mes vacances, s’il te 
plait. 
R : D’accord, j’ai besoin d’un certain nombre 
d’informations.  
H : Je voudrais me changer les idées et prendre 
l’air. 
R : [Bioloïd remercie l’humain]  
R : Je m’occupe de tout  
H : Merci Bioloid, au revoir ! 
R : Je t’ai trouvé un camping, regardes sur 
l’écran.  
H : Merci, il a l’air super ! 
R : [Bioloïd se rejouit] 
R : Puis-je te proposer des randonnées ?  
H : Oui. 
R : Quels genres ?  
H : Je n’ai pas le temps pour ça, fait le toi-
même. 
R : [Bioloïd se plaind] 
Dialogue 3 Dialogue 4 
H : Aujourd’hui, j’ai fait une super rando ! 
R : [Bioloïd se rejouit] 
H : Je suis déçue, le sentier était plein de détritus. 
R : [Bioloïd désapprouve] 
H : Mais j’ai tout ramassé dans un sac poubelle. 
R : [Bioloïd adhère et complimente l’humain] 
 
H : Il pleuvait aujourd’hui pour ma randonnée 
R : [Bioloïd pleure] 
H : Tu aurais pu regarder la météo ! 
R : [Bioloïd s’excuse] 
H : C’est de ta faute, c’est bien beau de 
s’excuser ! 
R : Mais tu ne m’as pas demandé. 
H : Du coup, je suis partie du camping sans 
payer. 
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R : [Bioloïd fait des reproches] 
3. Collecte de données et analyses 
Pendant chaque interaction, les participants devaient répondre à un questionnaire. Les 
questions portaient sur chaque phrase prononcée par le robot, puis sur chaque dialogue dans son 
ensemble puis sur le ressenti de l'interaction en entière. 
Pour chacune des phrases, le participant devait indiquer s'il était d'accord avec les affirmations 
suivantes : 
 Le geste s'accorde-t-il avec le contenu de la phrase ? 
 La vitesse du geste est correcte ? 
 Le geste semble-t-il souple et naturel ? 
 Le robot est-il crédible quand il parle ? 
Pour chaque dialogue dans son ensemble, le participant devait indiquer s'il était d'accord avec les 
affirmations suivantes : 
 L'enchaînement des répliques est-elle correct ? 
 La vitesse de réponse du robot et de l'homme est-elle correcte ? 
 Les expressions du robot quand il écoute l'homme sont-elles correctes ? 
 Est-ce que le robot est attentif ? 
A la fin de l'interaction, le participant devait donner son point de vue sur l'affirmation suivante : Est-
ce que le robot est agréable ? 
Les réponses possibles étaient : Pas du tout, Un peu, Beaucoup, Sans idée ; sauf pour la 
deuxième affirmation où l'échelle de Likert a été utilisée : Trop lent, Lent, Normal, Rapide, Trop 
rapide. Le questionnaire peut être vu en annexe O. 
Les analyses statistiques ont été réalisées avec le logiciel Minitab 15©. Le test du Chi Deux a 
permis de vérifier les réponses significatives. Le seuil de significativité (p) a été fixé à 0,05. 
4. Résultats 
La figure 5 présente les résultats qui sont détaillés dans cette partie. 
Significativement et de façon globale, le geste est considéré comme un peu souple et naturel 
(50.51% un peu, X²=318.29, dl=3, p<0,001), alors qu'il s'accorde beaucoup avec le contenu de la 
phrase (62.31% beaucoup, X²=365.03, dl=3, p<0,001). De plus, la vitesse du geste est normale 
(66.67%, X²=623.32, dl=4, p<0,001). L'enchaînement des répliques est correcte (67.31% beaucoup, 
X²=69.57, dl=2, p<0,001). 
Seulement 4.81% des participants estiment que la vitesse de réponse du robot et de l'homme n'est 
pas du tout correcte (X²=50.21, dl=2, p<0,001).  Et seulement 6.73% des participants estiment que les 
expressions du robot quand il écoute l'homme ne sont pas correctes (X²=31.27, dl=2, p<0,001). 
Concernant le robot lui-même, il est jugé crédible (60% beaucoup, X²=353.26, dl=3, p<0,001) et 
attentif (67.31% beaucoup, X²=64.18, dl=2, p<0,001). Pour finir, le robot n'a jamais été considéré 
comme désagréable (X²=13.04, dl=2, p=0,001). 
5. Discussion 
La Figure 65 montre que l'interaction entre l'homme et le robot a été positivement perçue par 
l'observateur. Quelques affirmations n'ont pas été bien notées. Cela illustre la perception des erreurs 
d'adéquation placées aléatoirement dans la communication du robot. Par exemple, les expressions 
du robot quand il écoute l'homme n'ont pas toujours été jugées correctes. Les gestes du robot ne 
semblent qu'un peu souple et naturel. C'est normal étant donné que le robot utilisé n'a pas 
d'énormes capacités de mouvements. Malgré les imperfections des actions du robot, il est largement 
jugé attentif au cours de l'interaction et personne n'a estimé qu'il fût désagréable. 
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Figure 65 : Résultat sur l'acceptabilité du robot au cours d'une interaction moyenne 
Niveau de significativité : * p<0,05, ** p<0,01, *** p<0,001 
NS : non significatif (Test du Chi-deux). 
Cette étude montre que les humains ne perçoivent pas de manière négative un robot, même si 
de temps en temps son comportement non verbal n'est pas en adéquation avec son discours. Le 
robot semble avoir dépassé le statut de simple objet. En effet, si un objet ne remplit pas 
correctement sa fonction, l'homme ne s'y intéresse plus. Alors que dans le cas du robot, le jugement 
est moins sévère. Puisque l’homme semble avoir accepté les « défauts » du robot, il est possible qu’il 
ait dépassé le stade de simple objet et cela permet de penser, qu’un jour, le robot pourra être un 
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K. Evaluation d’AmbiProg 
 
AmbiProg est une interface graphique permettant de créer des scénarii pour ArCo. En 
d’autres termes, AmbiProg est une interface de programmation visuelle. Généralement, la 
programmation est accessible à un cercle fermé de personnes qui ont un bon degré d’expertise de 
l’informatique. Mais l’objectif d’AmbiProg est de fournir un langage de programmation visuelle qui 
offre suffisamment de possibilités pour écrire des scénarii de tout type et qui soit suffisamment 
simple pour être accessible aux non experts. Deux études ont été réalisées pour se rendre compte du 
niveau de difficulté d’AmbiProg. La première étude avait pour objectif d’évaluer la façon dont les 
données sont présentées dans AmbiProg. Est-ce qu’un non expert comprend la philosophie de 
l’interface et retrouve facilement les informations qui l’intéressent ? La deuxième étude avait pour 
objectif d’étudier le niveau de difficulté de la conception de scénario avec AmbiProg. Est-ce qu’un 
non expert est capable d’apprendre à écrire des scénarii pour une utilisation future personnelle ? 
A. Evaluation de la prise en main d’AmbiProg 
 
Cette expérimentation a fait l’objet de l’article [165]. 
Cette étude avait pour objectif d’évaluer la facilité de compréhension du fonctionnement 
d’AmbiProg auprès de personne ne l’ayant jamais utilisé avant. De plus, cette étude avait pour 
objectif de vérifier si des connaissances en informatique étaient nécessaires pour comprendre le 
fonctionnement d’AmbiProg. 
1. Participants 
Cette étude a été réalisée par 14 personnes (5 femmes et 9 hommes) âgées de 23 à 58 ans 
(moyenne de 31,7 ans). La moitié d’entre eux étaient considérés comme des experts en informatique 
(groupe nommé experts). Les autres avaient des connaissances en informatique limitées à une 
utilisation bureautique (groupe nommé non experts). Les participants ont été choisis sur la base du 
volontariat parmi la population pour obtenir un échantillon diversifié.  
2. Méthode 
L’expérimentation a été réalisée au domicile des personnes, dans un environnement connu. 
Chaque participant était isolé dans une pièce du logement avec l’expérimentateur et son ordinateur, 
sans aucun son pour perturber les personnes et faciliter leur concentration. Chaque participant a 
utilisé le même matériel pour effectuer le test. 
Equipement : la Figure 66 montre l’interface graphique qui était affichée sur l’écran de l’ordinateur 
portable qui était prêté aux participants. Ils pouvaient utiliser l’interface avec une souris pour faciliter 
la manipulation, plutôt qu’avec un touchpad que tout le monde ne sait pas utiliser. Le participant 
était assis face à l’ordinateur alors que l’expérimentateur se trouvait debout, en retrait. Un 
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Figure 66 : Organisation d'AmbiProg présentée lors de la troisième étude 
Déroulement de l’expérimentation : la première étape de l’expérimentation était d’expliquer le 
contexte de l’étude. L’expérimentateur expliquait qu’avec les progrès de la technologie, 
l’environnement numérique des personnes était de plus en plus compliqué à contrôler. La solution 
consistait à proposer une interface graphique pour permettre de programmer facilement un 
environnement numérique. Ensuite, l’expérimentateur indiquait que l’expérimentation commençait 
par une présentation d’AmbiProg puis par un exercice à réaliser. Ensuite, l’expérimentateur 
demandait au participant s’il souhaitait continuer l’expérimentation. 
La deuxième étape consistait à expliquer l’organisation d’AmbiProg, comme le suggère la figure 6. 
L’expérimentateur présentait la zone d’éléments de scénario, les branches perceptions et actions, en 
insistant sur les concepts. Le contenu d’AmbiProg était abstrait. Les perceptions et les actions avait 
été choisies pour ne pas être compris par les participants de façon à ce que les exemples n’aident pas 
pendant la réalisation de l’exercice.  
Après avoir donné les instructions l’expérimentateur vérifiait que le participant avait compris les 
consignes et proposait de répondre aux éventuelles questions. Lorsque le participant indiquait qu’il 
était prêt, alors il lui était demandé de réaliser le scénario suivant : « Si la personne est tombée alors 
le bioloïd appelle la personne pendant que la nabaztag appelle les secours ». Cette phrase était 
énoncée et écrite sur un papier à côté de l’ordinateur en tant qu’aide-mémoire. 
Chaque participant pouvait prendre le temps de lire la phrase et commençait lorsqu’il était prêt. Le 
chronomètre était démarré lorsque le participant touchait la souris pour la première fois. 
L’expérimentateur stoppait le chronomètre soit lorsque le participant avait fini le scénario, soit 
lorsque celui-ci indiquait avoir fini. 
3. Collecte de données et analyses 
Le nombre d’aides données et le nombre d’erreurs observées sans demande d’aide était 
consignés par l’expérimentateur. A la fin de la session d’expérimentation, les participants 
répondaient à un court questionnaire.  
Le questionnaire interrogeait les participants sur leur sexe, leur âge, leur niveau d’études et sur leur 
connaissance en informatique. Pour répondre aux sept questions posées, les participants utilisaient 
l’échelle de Likert avec les propositions suivants : Pas du tout d’accord (1), pas d’accord (2), ni en 
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Les questions posées étaient les suivantes : 
1. Avez-vous trouvé l’exercice facile ? 
2. Etes-vous à l’aise avec cette programmation ? 
3. Est-il facile de comprendre le fonctionnement de l’interface graphique ? 
4. Est-il facile d’apprendre à programmer des scénarii ? 
5. Vous sentez-vous capable de programmer d’autres scénarii de votre choix ? 
6. Si vous pouviez programmer les dispositifs numériques vous entourant, le feriez-vous avec 
cette interface graphique ? 
7. Etes-vous favorable à ce type de pilotage des dispositifs vous entourant ? 
Pour chaque question, le score minimum était de 1 et le score maximum de 5. Le score global de 
chaque question était calculé en fonction des réponses données. Plus le score était élevé, plus 
AmbiProg était perçu positivement. Tous les commentaires étaient enregistrés pour sauvegarder les 
commentaires spontanés et les explications dans le contexte. 
Les observations ont permis de calculer trois données supplémentaires pour chaque session 
expérimentale : 
 Le temps  utilisé pour réussir ou échouer dans la création du scénario (en seconde) : si le 
participant réussissait le scénario, l’expérimentateur stoppait le chronomètre au moment où 
le participant pensait avoir fini sa tâche. Si le participant abandonnait, le chronomètre était 
stoppé au moment de l’abandon. 
 Le nombre d’aides données : soit le participant posait des questions pour l’aider à créer le 
scénario, soit l’expérimentateur notait que le participant avait faux et allait être bloqué dans 
la réalisation du scénario et dans ce cas, l’expérimentateur corrigeait l’erreur pour que le 
participant puisse continuer le scénario. 
 Le nombre d’erreurs observées : l’expérimentateur notait lorsque le participant avait faux. 
Généralement c’était suivi par une aide donnée si le participant ne corrigeait pas de lui-
même l’erreur. 
Les analyses statistiques ont été réalisées avec le logiciel Minitab 15©. Le test du Chi Deux a 
permis de vérifier les réponses significatives. Le seuil de significativité (p) a été fixé à 0,05. Les 
données collectées étaient le score des questions et le temps (en seconde). Comme les données 
n’étaient pas normalement distribuées, nous avons utilisé un test statistique non paramétrique 
appelé le test U de Mann-Whitney et un test de corrélation de Pearson [166]. Ces tests étaient 
utilisés pour étudier si les connaissances en informatique ou l’âge des participants avaient une 
influence sur les données collectées. 
4. Résultats 
Tous les participants ont réussi la tâche proposée avec un temps moyen de 131 secondes. Le 
temps minimum était de 51 secondes et le temps maximum de 284 secondes. La Figure 67 montre 
que plus la personne était âgée, plus le temps de succès de la tâche était long (Pearson : rs=0,81, 
p<0,001). Même si les experts étaient un peu plus rapide dans la résolution de la tâche, la différence 
avec le temps de résolution des non experts n’étaient pas significatif ((X ±SD: 101,0±18,8 versus 
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Figure 67 : Temps pour réussir la tâche en seconde en relation avec l'âge des participants 
Corrélation de Pearson. Niveau de significativité : p<0,05 
La Figure 68 montre les scores obtenus par toutes les questions en fonction du niveau de 
connaissance en informatique des participants. Le score total moyen du questionnaire était de 32,1 ± 
1,9. Le score maximum était de 35. Aucune différence statistique n’a été noté entre les experts et les 
non experts (X ±SD: 33,6±0,9 contre 30,6±2,4; Tests U de Mann-Whitney; n1=7 n2=7, U=60 p=0,360).  
Le score moyen de toutes les questions était supérieur à 4, ce qui montre qu’AmbiProg était 
perçue positivement. Là non plus, il n’y avait aucune différence statistique entre les experts et les 
non experts (tests U de Mann-Whitney, p>0,05) sauf pour la question 4 (facilité d’apprendre à 
programmer les scénarii) où les non experts semblaient moins à l’aise que les experts (X ±SD: 5,0±0,0 
contre 4,36±0,4; Mann-Whitney U tests; n1=7 n2=7, U=65 p=0,072).  
Plus le participant était âgé, moins il se sentait à l’aise avec la programmation (question 2; 
Pearson: rs=-0,626, p=0,017) et moins il trouvait qu’il était facile de créer des scénarii (question 4; 
Pearson: rs=-0,767, p=0,001).  
Il n’y avait aucune autre différence statistique concernant l’âge des participants (Pearson, 
p>0,05). 
 
Figure 68 : Réponses aux questions de la troisième étude. 
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La Figure 69 montre les résultats concernant les aides données et les erreurs observées en 
fonction de la connaissance en informatique des participants. Six personnes ont reçu de l’aide de 
l’expérimentateur ((X ±SD: 0,71 ±0,46) avec un nombre d’aide maximum de deux aides. Neuf 
participants ont fait des erreurs (X ±SD: 0.93 ±0.41) avec un maximum de deux erreurs. Plus la 
personne était âgée, plus elle a reçu d’aide (Pearson: rs=0,687, p=0,007). Il n’y avait aucune 
différence statistique entre les experts et les non experts (pour les deux, test U de Mann Whitney, 
p>0,05) et en fonction de l’âge pour les erreurs observées (Pearson: rs=0,183, p=0,532).  
 
Figure 69 : Aides données et erreurs observées 
Niveau de significativité : p<0,05 ; NS : Non significatif ; test U de Mann Whitney. 
Les participants étaient libres de donner des commentaires concernant l’expérimentation et 
concernant AmbiProg. Deux types de commentaires ont été relevés : des commentaires techniques 
et des commentaires d’expériences personnels. L’avantage principe d’AmbiProg est que les 
participants l’ont trouvé facile à utiliser et marrant. Ils avaient envie de continuer à l’utiliser, ce qui 
pourrait permettre une intégration à domicile du système. L’inconvénient principal concerne la 
partie technique de l’interface graphique. Deux participants ont indiqué que la zone avec les 
fonctions, les perceptions et les éléments de scénario n’étaient pas assez intuitifs. Et il est possible 
que ce n’est pas accessible à tout le monde. Un participant a indiqué que les aides visuelles 
manquaient de visibilité. Cependant ce point peut être débattu car deux participants pensaient 
qu’AmbiProg était intuitifs et qu’il était possible de s’adapter rapidement. Ils ont aimé le fait qu’ 
« une fois que le fonctionnement est compris, la création de scénario est vraiment rapide. » 
5. Discussion 
Les résultats ont montré qu’AmbiProg était positivement perçu et que les connaissances en 
informatique n’étaient pas requises pour la création de scénarii. 
Pas de différence significative entre les experts et les non experts : les experts et les non experts ont 
tous réussi la tâche et n’ont pas abandonné ce qui était cohérent avec les réponses données par 
première question. De plus, ils ont mis le même temps moyen pour réussir la tâche. Tous les 
participants ont été capables de créer des scénarii, après une courte explication, en moins de cinq 
minutes. Ainsi, AmbiProg semble facile à comprendre et à utiliser et requière un temps court 
d’apprentissage (ici 5 minutes). 
Concernant les questionnaires, les experts et non experts ont répondu différemment à la quatrième 
question. L’hypothèse était que les non experts n’étaient pas à l’aise avec la programmation et ne 
connaissaient pas leur compétence dans le domaine, au contraire des experts qui ont l’habitude de 
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des participants (explorée par le questionnaire) et la réalité (succès dans la réalisation du scénario) 
parce que les non experts étaient capables de créer des scénarii sans montrer de réelles difficultés. 
Des besoins qui augmentent avec l’âge ? Les résultats ont montré que, plus les participants étaient 
âgés, et plus le temps de succès était long. Il est possible que c’est dû au fait que l’informatique est 
une science jeune (les ordinateurs personnels sont apparus il y a une quarantaine d’années) et que 
les participants les plus âgés sont moins à l’aise avec l’informatique que les participants plus jeunes. 
De plus, les participants plus âgés ont reçu plus d’aide que les participants plus jeunes. Soit, cela 
confirme l’hypothèse que les personnes plus âgées ne sont pas à l’aise avec l’informatique et n’ont 
pas été capable d’être autonome avec l’ordinateur, soit c’était un biais apporté par 
l’expérimentateur qui a peut-être été plus tenté d’aider les participants plus âgés. Les prochaines 
expérimentations doivent lever ce genre de doutes. 
Une réticence des experts ? Pendant l’expérimentation, l’attitude des experts étaient totalement 
différente de l’attitude des non experts. Les experts ont montré un manque d’engagement et ont 
évalué AmbiProg au nom des non experts. Trois d’entre eux n’étaient pas favorable à AmbiProg parce 
qu’ils préféraient l’idée de programmer eux même l’environnement numérique. Cependant, ils ont 
bien noté la question car ils étaient favorables à l’utilisation d’Ambiprog par des non informaticiens. 
AmbiProg : un enthousiame global : Les résultats ont montré que l’expérimentation était positive, 
même si les non experts ont eu tendance à limiter leur notation à 4, contrairement aux non experts 
qui ont facilement donné 5. Tous les experts ont eu un jugement similaire, plus contrasté que celui 
des non experts. Par exemple, les réponses des questions six et sept étaient variables. Soit, les 
personnes ont clairement accroché avec AmbiProg  ou pas indiquant que l’interface provoque un avis 
tranché, soit cela signifie que les non experts n’étaient pas habitués à utiliser ce genre de système et 
qu’il leur était difficile d’imaginer des applications possibles. Cette seconde hypothèse a été 
confirmée par des commentaires. Trois femmes étaient très intéressées, voulaient continuer les 
exercices et trouvaient que la programmation pourraient être marrante avec un peu plus 
d’expériences. Deux participants ont imaginé comment AmbiProg pourrait leur apporter une solution 
dans leur environnement de travail.  
B. Evaluation de l’apprentissage de la création de scénarii 
 
Cette expérimentation a fait l’objet de l’article [167]. 
Cette étude avait pour objectif d’évaluer le langage de programmation visuelle de façon à 
savoir s’il est accessible à un grand nombre de personnes et si les gens peuvent facilement apprendre 
comment contrôler leur environnement avec ArCo. Chaque participant devait créer des scénarii et 
lancer l’interpréteur pour voir les robots effectuer les actions demandées. 
1. Participants 
L’étude a été réalisée avec 16 enfants (8 filles et 8 garçons), âgés de 10 à 11 ans (moyenne de 
10,44 ans).  Les participants étaient des élèves de CM2 d’une école primaire. Les participants ont été 
choisis parmi un ensemble d’enfants qui avaient  obtenus l’autorisation de leurs parents pour 
participer à une évaluation. 
Nous avons choisi de faire tester ArCo par des enfants parce que nous voulions vérifier si le langage 
de programmation visuelle était réellement facile à manipuler. Les jeunes personnes ne sont pas des 
experts en informatique, ainsi ils représentent un échantillon intéressant de la population. 
De plus, les enfants n’ont pas de préjugé envers la technologie. Il était donc intéressant de tester 
ArCo d’abord sur des enfants pour éviter le biais dû à un rejet de la technologie. En effet, si les 
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2. Méthode 
L’expérimentation a été réalisée dans une pièce de l’école. Deux participants y étaient isolés 
avec un expérimentateur. La présence de deux participants permettait de maintenir un bon niveau 
de concentration car les enfants se sentaient en compétition. Mais pour éviter la triche ou les 
influences réciproques, ils étaient positionnées presque dos à dos. 
Equipement : La Figure 70 montre le cadre expérimental de l’évaluation. Les participants devaient 
utiliser un ordinateur qui affichait AmbiProg. Ils manipulaient le glisser/déposer avec une souris pour 
faciliter la réalisation des exercices. Ils avaient la possibilité de contrôler deux Nabaztag et une 
tablette numérique. Les robots étaient des entités agissantes actives capables d’effectuer des 
actions : chorégraphies (mouvements des oreilles, coloration de quatre leds placées sur le ventre) et 
prononciation de paroles. La tablette affichait une interface graphique avec quatre boutons et était 
une entité agissante perceptive capable d’envoyer quatre perceptions, une pour chaque bouton. 
Chaque participant pouvait contrôler les deux robots et recevoir les perceptions de la tablette. Un 
point d’accès permettait la communication entre les cinq dispositifs numériques. 
 
Figure 70 : Cadre expérimental de la quatrième étude 
Déroulement de l’expérimentation :  
Explication : La première partie consistait à expliquer le fonctionnement de l’interface graphique aux 
enfants. D’abord l’expérimentateur présentait les deux robots : Nabette et Nabi, représentés sur la 
Figure 71. Ensuite, l’expérimentateur expliquait que la tablette était une entité capable d’envoyer 
des perceptions (une donnée de l’environnement) et que dans cette expérimentation, il y avait 
quatre perceptions : « clic sur le bouton bleu », « clic sur le bouton rose », « clic sur le bouton vert » 
et « clic sur le bouton noir ». L’expérimentateur expliquait ensuite qu’il était possible de contrôler les 
robots en écrivant des scénarii, par exemple : « si l’utilisateur a cliqué sur le bouton rouge, alors 
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Figure 71 : Nabette et Nabi 
 
L’expérimentateur expliquait ensuite qu’il était possible de le faire avec AmbiProg. Les enfants 
recevaient une explication de cinq minutes sur l’organisation d’AmbiProg. C’était une explication plus 
courte que dans la troisième étude. 
Ensuite, l’expérimentateur expliquait le processus utilisé pendant l’expérimentation : 
1. Les participants devaient créer un scénario en respectant une consigne donnée par 
l’expérimentateur. 
2. Les participants devaient compiler le scénario, c’est-à-dire cliquer sur le menu « compiler » et 
sauver le scénario sous un nom prédéfini. 
3. Les participants devaient double-cliquer sur un fichier exécutable pour lancer 
l’interprétation. 
Exercices : La deuxième partie de l’évaluation consistait à réaliser six exercices classés selon les trois 
concepts suivants : 
 Séquentialité : les actions sont effectuées les unes après les autres 
 Parallélisme : plusieurs actions peuvent être effectuées en même temps 
 Evènement : les actions dépendent de la réception d’une perception. Le système attend de 
recevoir la perception avant d’effectuer l’action demandée. 
Nous considérions que les trois concepts avaient presque le même niveau de difficulté. Ainsi, l’ordre 
donné par les exercices ne représente pas une progression dans le niveau de difficulté. Cependant, 
au sein de chaque concept, il y a plusieurs niveaux de difficulté. 
Explications données avant les exercices de séquentialité : L’expérimentateur expliquait le langage 
de programmation par un exemple montrant la séquentialité, représenté sur la Figure 72. Le scénario 
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Figure 72 : Etude 4 - explications avant l'exercice 01 
Exercices sur la séquentialité : La première explication fit la transition avec le premier exercice. Les 
participants devaient utiliser le même concept et choisir d’autres actions. La réalisation de cet 
exercice permettait de vérifier si les premières explications étaient comprises. Le premier exercice 
(Figure 73) consistait à écrire le scénario : « Nabi dit bonjour, puis Nabi dit au revoir ». 
 
Figure 73 : Etude 4 - exercice 01 
Le deuxième exercice complétait le premier (Figure 74). Le scénario était : « Nabi joue la 
chorégraphie 01, puis dit bonjour, ensuite Nabi joue la chorégraphie 02 puis dit au revoir ». Cet 
évènement était le dernier du concept « séquentialité ». 
 
Figure 74 : Etude 4 - Exercice 02 
Explications données avant les exercices de parallélisme : L’expérimentateur présentait l’élément 
parallélisme. Cela augmentait un peu le niveau de difficulté parce que les participants devaient 
utiliser un élément de scénario pour la première fois. Celui-ci fait apparaître une seconde barre 
grisée qui permet de glisser/déposer deux actions qui seront exécutées en même temps. La Figure 75 
montre le scénario qui était présenté aux participants : « Nabi joue la chorégraphie 01 pendant que 
Nabette joue la chorégraphie 01 ». 
 
Figure 75 : Etude 4 - explications avant l'exercice 03 
Exercices sur le parallélisme : L’explication de l’élément parallélisme permettait de faire la transition 
avec le troisième exercice. Les enfants devaient utiliser à nouveau de concept. La Figure 76 montre le 
troisième exercice qu’ils devaient réaliser : « Nabette dit bonjour et joue la chorégraphie 01 en 
même temps ». 
 
Figure 76 : Etude 4 - exercice 03 
Le quatrième exercice complétait le précédent. Il était demandait aux enfants d’écrire le scénario 
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bonjour et joue la chorégraphie 01 en même temps. ». Cet exercice utilisait à la fois le concept de 
séquentialité et de parallélisme ce qui augmentait le niveau de difficulté. 
 
Figure 77 : Etude 4 - exercice 04 
Le cinquième exercice complétait l’exercice précédent (cf. Figure 78). Les enfants devaient écrire le 
scénario : « Nabette dit bonjour et joue la chorégraphie 01 en même temps. Ensuite Nabi dit bonjour 
et joue la chorégraphie 01 en même temps. Ensuite, Nabi dit enchanté et joue la chorégraphie 02 
pendant que Nabette dit enchantée et joue la chorégraphie 02. Ces quatre actions sont effectuées en 
même temps. ». Le niveau de difficulté était un peu augmenté car les participants devaient utiliser un 
nouvel élément de scénario : l’élément Branche qui permet d’ajouter une barre grisée à l’élément 
Parallélisme. 
 
Figure 78 : Etude 4 - exercice 05 
Explications données avant l’exercice d’évènement : L’expérimentateur présentait le concept 
d’évènement. Les participants devaient utiliser un nouvel élément de scénario. Cet élément requière 
une perception et une action. L’expérimentateur montrait l’exemple de la Figure 79 : « Si l’utilisateur 
a cliqué sur le bouton bleu alors Nabi joue la chorégraphie bleue ». 
 
Figure 79 : Etude 4 - explications avant l'exercice 06 
Exercice sur les événements : L’explication donnée faisait transition pour le dernier exercice, illustré 
sur la Figure 80. Les enfants devaient utiliser les éléments Evènement et Parallélisme. Ils devaient 
écrire le scénario : « Si l’utilisateur a cliqué sur le bouton noir, alors Nabi dit bonjour et joue la 
chorégraphie 03 en même temps ». 
 
Figure 80 : Etude 4 - exercice 06 
3. Collecte de données et analyses 
Cette étude s’intéressait à deux valeurs : les observations faites par l’expérimentateur pendant 





  - 101 - 
Observations : pendant l’expérimentation, l’expérimentateur observait les facilités et les difficultés 
concernant les concepts et les exercices. Les concepts suivants étaient surveillés : glisser/déposer, 
compilation, instructions, séquentialité, parallélisme et évènement. L’expérimentateur notait si 
chaque participant comprenait (noté 1) ou non (noté 0) ces concepts. Si un participant demandait de 
l’aide à propos d’un concept, celui-ci était noté comme étant incompris (noté 0). Dans ce cas, 
l’expérimentateur aidait le participant pour qu’il puisse continuer l’évaluation. L’aide donnée n’était 
pas un biais de l’évaluation car elle était prise en compte dans la notation. Ensuite, l’expérimentateur 
notait le succès ou l’échec pour chaque exercice indépendamment et pour chaque concept. La durée 
de l’expérimentation était également notée. 
Questionnaire : A la fin de l’évaluation, les participants devaient remplir un questionnaire quoi 
contenait les questions suivantes : 
 A – Je n’ai eu aucun problème pour faire les exercices 
 B – A partir de quel exercice tu as pensé pouvoir programmer tout seul ? 
 C – J'ai trouvé qu'il était facile de faire des programmes avec l'interface graphique. 
 D – Je me sens capable de faire d'autres programmes. 
 E – L'interface graphique me plaît. 
 F – Je pense qu'avec cette interface graphique, je peux programmer d'autres robots. 
 G – Est-ce que tu souhaites continuer à utiliser l'interface graphique ? 
 H – Est-ce que tu changerais quelque chose dans l'interface graphique ? 
Ces questions permettaient de faire la représentation mentale des enfants et l’évaluation 
d’AmbiProg. Les questions de A à F, excepté la question B, étaient évalués avec une échelle de Likert 
comprenant les valeurs suivantes : pas du tout d’accord (noté 0), Pas d’accord (noté 1), Ni d’accord ni 
en désaccord (noté 2), d’accord (noté 3), tout à fait d’accord (noté 4). La question B n’imposait pas 
de format spécifique de réponse. Les deux dernières questions pouvait être répondu par oui (noté 1) 
ou non (noté 0). 
4. Résultats 
Quelques problèmes rencontrés lors de l’expérimentation sont à noter car il a fallu s’y adapter 
sans mettre en péril l’expérimentation. Les deux grands problèmes ont été la compréhension des 
instructions et le temps. Les résultats présentés sont de deux types : les observations faites par 
l’expérimentateur et les réponses du questionnaire. 
Problèmes d’instructions : La moitié des participants ont reçu des instructions écrites. Nous avons 
remarqué qu’ils prenaient beaucoup de temps pour comprendre la nature des tâches à effectuer. Les 
observations et des discussions avec les enseignants des enfants ont indiqué que le problème venait 
de la compréhension des instructions. Il semblerait que les enfants étaient trop concentrés sur la 
lecture et que cela les empêchait de comprendre les instructions puisqu’ils utilisaient leurs 
ressources pour déchiffrer la consigne. Cela semblait être un biais pour l’expérimentation. Pour 
vérifier que le problème venait bien de l’écrit, la seconde moitié des participants ont reçu des 
instructions orales. Et nous avons comparé la compréhension des consignes dans les deux cas. Il était 
important de vérifier si la difficulté venait des consignes ou d’AmbiProg. 
Problème de temps : En parallèle du premier problème, nous avons rencontré un problème de 
temps. Les enseignants n’ont pas pu mettre à disposition chaque enfant pour une même durée. 
Avant cette contrainte, notre idée était de laisser autant de temps que nécessaire aux enfants pour 
effectuer les exercices et d’observer combien de temps cela leur prenait pour réaliser les tâches. Le 
temps n’avait pas d’importance dans cette évaluation car son objectif était de tester si les enfants 
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temps fut l’impossibilité de tester le troisième concept : les évènements. Et le rythme de l’évaluation 
a dû être accéléré au dépend du temps d’explication d’AmbiProg. 
Observation : La Figure 81 montre les différences entre la compréhension des concepts en fonction 
de la façon dont les instructions étaient données. Le graphique montre la valeur moyenne obtenue 
pour chaque participant (Compris=1, pas compris=0). Les résultats ont révèle que les participants 
avait une meilleure compréhension lorsque les instructions étaient données oralement. Concernant 
le glisser/déposer, la totalité des participants l’ont correctement effectué avec les instructions orales 
contre 87,5% avec les instructions écrites. Il n’y a aucune différence concernant la compilation (75%). 
Les instructions écrites ont été comprises par 37,5% des participants tandis que 80,50% ont compris 
les instructions orales. La séquentialité a été comprise à 62,50% et le parallélisme à 75% dans le 
premier cas, alors que dans le deuxième cas, la totalité des participants a compris ces deux concepts. 
Enfin, 37,5% des participants ont compris le concept Evènement quand les instructions étaient 
données à l’écrit alors que personne ne l’a compris lorsque les instructions étaient données à l’oral. 
 
Figure 81 : Comparaison de l'effet des instructions écrites et orales. 
Légende de la Figure 81 : 
A : Drag & drop 
B : Compilation 
C : Instructions 
D : Sequentialité 
E : Parallélisme 
F : Evénement 
 
La Figure 82 montre le pourcentage de résolution des exercices. Presque tous les participants ont 
réussi les exercices avec un maximum de deux aides. Les résultats sont vraiment prometteurs car les 
participants n’ont eu que peu de temps pour recevoir des explications et faire les exercices. Le 
graphique montre que les deux premiers exercices ont mieux été réussis lorsque les conditions 
étaient données à l’oral. Tous les autres exercices ont été mieux réussis avec les instructions écrites. 
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Figure 82 : comparaison entre la réussite aux exercices en fonction du type d’instructions 
Questionnaire : la représentation mentale des enfants semblaient différentes des résultats de 
l’observation. La Figure 83 montre leur réponse aux questions A-F du questionnaire. Malgré le 
manque de contrôle complet d’AmbiProg, la majorité des enfants ont considéré n’avoir aucun 
problème pour faire les exercices (score de 4,44/5). La majorité d’entre eux ont jugé qu’il était facile 
de programmer (score de 4,25/5). Ils se sentaient capables de faire d’autres programmes seuls (score 
de 4,56/5). Leur jugement de l’interface était très positif. Ils ont aimé l’interface graphique (score de 
4,88/5) et ils pensaient pouvoir contrôler d’autres robots avec AmbiProg (score de 4/5). 
Concernant leur autonomie, ils pensaient être capables de créer des scénarii seuls à partir du second 
ou du troisième exercice (moyenne de 2,31). 
 
Figure 83 : réponses aux questions A, C, D, E et F. 
Concernant l’acceptabilité d’AmbiProg, les résultats ont été très positifs. La Figure 84 montre les 
réponses aux questions G et H. Tous les participants ont aimé l’interface et ont indiqué vouloir 
continuer à l’utiliser. Seulement un participant voulait changer quelque chose à l’interface, sans 
donner d’autres précisions. Tous les autres ont indiqué que l’interface n’avait pas besoin d’être 
modifiée. 
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Figure 84 : réponses aux questions G et H. 
5. Discussion 
Différence entre les instructions écrites et orales : Les Figure 81 et Figure 82 comparent la 
compréhension des concepts et le succès des exercices en fonctions des instructions écrites et orales. 
Malgré l’amélioration de la compréhension des concepts dans la condition orale, le succès des 
exercices a diminué. En fait, les enfants ont mieux réussi les exercices dans la condition orale mais 
cela n’apparaît pas dans les statistiques à cause du manque de temps. En effet, les sessions 
expérimentales avec les premiers enfants n’étaient pas limitées dans le temps et duraient presque 
une heure. Mais après quelques passages, les enseignants ont expliqué que cela prenait trop de 
temps car chaque participant manquait une leçon complète. Les passages suivants étaient réalisés en 
fonction des activités des enfants et duraient entre 30 et 45 minutes. Ainsi, l’expérimentateur n’avait  
plus beaucoup de temps pour laisser les enfants réfléchir et chercher longtemps. Il fallait alors 
enchainer les exercices rapidement et les noter comme étant incomplet même si les participants 
étaient sur le bon chemin. Cela explique pourquoi les exercices semblent avoir été mieux réussis avec 
les instructions écrites. Cette complication a ajouté un biais dans l’expérimentation et devrait être 
évité dans les futures expérimentations. Le manque de temps est également responsable du manque 
de compréhension de la condition orale. L’expérimentateur n’avait plus le temps de proposer le 
dernier exercice. Cela a faussé les résultats. 
Cependant, cette expérience sur le temps a permis de comprendre qu’un enfant de 10 ans a besoin 
de 15 minutes pour comprendre un concept d’AmbiProg. 
Cette hypothèse devrait être vérifiée lors d’une prochaine expérimentation. Pour éviter les biais et la 
perte de temps, il faudrait borner chaque session à 15 minutes et enseigner les concepts un par un.  
Différences entre la représentation mentale des enfants et la réalité : la représentation mentale des 
enfants ne reflétait pas la réalité. Les enfants pensaient ne pas avoir de problème pour contrôler le 
robot ni pour effectuer les exercices. C’est extrêmement positif car cela signifie qu’ils étaient 
volontaires et motivés alors qu’ils devaient réaliser des tâches complexes. AmbiProg leur a permis de 
faire des scénarii, d’exécuter les scénarii et de contrôler les robots sans difficulté. Dans un processus 
d’apprentissage ce n’est pas un problème d’effectuer des erreurs au moment de créer des scénarii. 
Le plus important est d’assurer la motivation des apprenants. En effet, si des utilisateurs sont 
motivés pour utiliser AmbiProg, ils apprendront plus facilement comment créer des scénarii et 
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L. Evaluation de StimCards (enfants et personnages âgées) 
 
Le Chapitre IV du document principal a présenté StimCards, une application, réalisée avec 
ArCo, qui propose un jeu de cartes pour la stimulation cognitive. StimCards possèdent deux 
particularités par rapport aux autres jeux qui existent : 
 Le jeu est complètement ouvert et configurable. Il est ainsi possible de créer ses propres 
questions de jeu. Il n’y a donc pas de limite de questions et cela évite la redondance du jeu et 
in fine l’ennui des joueurs. 
 StimCards fait partie des nouvelles générations d’Interface Homme-Machine : les NUI 
(Natural User Interface). Ces nouvelles interfaces permettent d’éviter la passivité des 
utilisateurs. Dans ce cas de StimCards, les joueurs manipulent des cartes de jeu et 
interagissent avec des robots ou des agents virtuels au moyen de caméra et de tablettes 
tactiles. La multiplication des modalités de communication permettent d’éviter l’ennui. 
StimCards semble posséder des bonnes propriétés pour favoriser l’interaction entre l’homme et le 
jeu mais est-il vraiment accepté ? Deux études ont été réalisées pour tester son acceptabilité. Les 
deux études ont suivi le même protocole expérimental mais ont ciblé deux types de participants : des 
enfants de 10 ans et des personnes âgées. 
A. Evaluation de StimCards auprès d’enfants 
 
Cette expérimentation a fait l’objet de l’article [168]. 
1. Participants 
Les participants de l’étude 5 étaient 52 élèves de CM2 (28 filles et 24 garçons) d’une moyenne 
d’âge de 10,27 ans. Pour cette première étude de StimCards, le choix s’est porté sur des enfants car 
l’objectif était de vérifier si le jeu était simple à comprendre et facile à utiliser. De plus, les enfants ne 
sont pas experts en informatique, ce qui représente un large échantillon de la population. Et comme 
ils n’ont pas de préjugés concernant la technologie, ils représentaient des bons indicateurs de 
l’acceptabilité de StimCards auprès des personnes âgées. Ce qui ne signifie pas que si StimCards plaît 
aux enfants alors il plaît aux personnes âgées. Mais cela signifie surtout que si StimCards ne plaît pas 
aux enfants, alors cela ne sert à rien de le proposer aux personnes âgées. 
2. Méthode 
L’expérimentation s’est déroulée dans une pièce spécifique où chaque participant était isolé 
avec StimCards. Les participants passaient les uns après les autres et jouaient avec StimCards 
pendant 4 sessions expérimentales.  
Equipement : La Figure 85 présente la configuration minimale du cadre expérimental de 
l’expérimentation. Dans les quatre sessions, un ordinateur affiche l’interface de StimCards et la vue 
de la caméra. Cette vue permet de vérifier que la carte est bien scannée. La caméra est contenue 
dans un boîtier noir fendue. Chaque participant doit glisser la carte dans la fente pour que le système 
la détecte. Un jeu de carte est disposé, en cinq paquets devant l’ordinateur. Sur la gauche, se trouve 
une boîte en carton dans laquelle le participant dispose les cartes après les avoir utilisé. Enfin, une 
tablette tactile permet aux participants de saisir leur réponse. Dans les sessions 2, 3 et 4, un robot ou 
un agent virtuel accompagnait StimCards et donnait les consignes. (cf. chapitre V.D). 
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Figure 85 : Cadre expérimental de la cinquième étude. 
Déroulement de l’expérimentation : Lors de la première partie de l’expérimentation, l’ordinateur, le 
robot ou l’agent virtuel expliquait les règles du jeu au participant. Ensuite, le participant suivait les 
instructions. Il devait présenter une carte à la caméra et répondre à la question. Après chaque 
réponse, le participant était félicité, s’il avait donné une bonne réponse, ou encouragé, si se réponse 
était mauvaise. Ensuite, il était invité à prendre une nouvelle carte. Après neuf cartes, le participant 
était remercié et la session était terminée. (cf. chapitre V.D pour plus de détails). 
Après les 4 sessions, le questionnaire du Tableau 9 était distribué et chaque participant devait y 
répondre. 
3. Collecte de données et analyses 
A la fin des 4 sessions,  les participants devaient remplir un questionnaire qui évaluait 
StimCards. Le Tableau 9 montre les six questions posées aux participants. Les deux premières 
questions évaluaient l’intérêt de StimCards, la troisième question évaluait sa simplicité. Les 3 
dernières questions s’intéressaient à la personnalisation de StimCards. Est-ce que chaque participant 
souhaite avoir un jeu totalement personnalisé ? 
Tableau 9 : Questionnaire de l'étude 5 
1. As-tu aimé ce jeu ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
2. Aimerais-tu avoir ce jeu à la maison ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
3. Est-ce que les règles du jeu étaient faciles ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
4. Est-ce que les interlocuteurs sont intervenus au bon moment ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
5. Est-ce que tu voudrais pouvoir faire intervenir ton interlocuteur quand tu veux et comme tu veux ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
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6. Est-ce que tu aimerais que ton interlocuteur soit personnel (spécialement adapté pour toi) ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
 
4. Résultats 
La Figure 86 présente les résultats du questionnaire. Les enfants ont énormément aimé jouer 
avec (4, X²=86,8462, p=0,000). Ils aimeraient d'ailleurs l'avoir à la maison (4, X²=61,8462, p=0,000). 
Les règles du jeu ont été jugées très faciles (4, X²=53,5769). Concernant le scénario du jeu, les élèves 
ont estimé que les interlocuteurs sont intervenus au bon moment (4, X²=21,2549, p=0,000). Les 
élèves ont majoritairement exprimé leur envie de pouvoir faire intervenir leur compagnon quand ils 
veulent et comme ils veulent (4, X²=31,6538, p=0,000). Il faut cependant noter que cette question est 
contrastée car la deuxième réponse la plus formulée est le Pas du tout. Pour finir, les élèves 
aimeraient que leur compagnon soit personnalisé (4, X²=69,7308, p=0,000). 
 
Figure 86 : Résultats de l'étude de l'acceptabilité de StimCards par les enfants. 
Niveau de significativité : *p<0,05, **p<0,01, ***p<0,001 (Test du Chi-deux) 
 
 StimCards a été accepté par les enfants. Malgré des exercices qu’ils ont parfois jugés 
difficiles, ils ont aimé le jeu. Ces résultats montrent que StimCards motive les enfants. 
B. Evaluation de StimCards auprès de personnes âgées 
 
Cette étude a été réalisée avec la collaboration de Ya-Huei Wu et Jérémy Wrobel de l’hôpital 
Broca et d’un ensemble de participants volontaires. 
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1. Participants 
Les participants ont été contactés par téléphone parmi une base de données de participants 
potentiels. L’expérimentation a été effectuée par 18 personnes, âgées de 63 à 88 ans avec une 
moyenne d’âge de 75,71 ans. Chaque participant a signé un formulaire de consentement avant 
d’effectuer l’expérimentation. 
2. Méthode 
Tout comme l’étude 5, l’expérimentation s’est déroulée dans une pièce spécifique où chaque 
participant était isolé avec StimCards. Les participants passaient les uns après les autres et jouaient 
avec StimCards pendant 3 sessions expérimentales. 
Equipement : La Figure 87 présente la configuration minimale du cadre expérimental de 
l’expérimentation. Dans les trois sessions, un ordinateur affiche l’interface de StimCards et la vue de 
la caméra. Cette vue permet de vérifier que la carte est bien scannée. La caméra n’est pas contenue 
dans un boîtier noir comme dans l’étude 5 car les enfants avaient parfois eu des difficultés à glisser la 
carte dans la fente. Ainsi, dans cette étude, les participants devaient présenter le code barre devant 
la caméra. Un jeu de carte est disposé devant l’ordinateur. Sur la gauche se trouve un boîtier de 
réponse que les participants devaient utiliser pour saisir la réponse aux questions. Dans les sessions 2 
et 3, un robot ou un agent virtuel accompagnaient StimCards et donnait les consignes. 
 
Figure 87 : cadre expérimental de la sixième étude 
3. Collecte de données et analyses 
A la fin des 3 sessions,  les participants devaient remplir un questionnaire qui évaluait 
StimCards. Le Tableau 10 montre les six questions posées aux participants. C’étaient les mêmes 
questions que pour l’étude faite avec les enfants mais reformulées d’une autre façon, plus adaptée 
au langage et à la culture des personnes âgées. Les deux premières questions évaluaient l’intérêt de 
StimCards, la troisième question évaluait sa simplicité. Les 3 dernières questions s’intéressaient à la 
personnalisation de StimCards. Est-ce que chaque participant souhaite avoir un jeu totalement 
personnalisé ? 
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Tableau 10 : Questionnaire de l'étude 6 
1. J’ai apprécié de jouer au jeu. 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
2. J’aimerais continuer à utiliser ce jeu dans l’avenir. 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
3. J’ai trouvé les règles du jeu facile. 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
4. L’ordinateur, l’agent virtuel ou le robot ont parlé aux bons moments pour dire les bonnes choses ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
5. Il serait intéressant de pouvoir modifier le scénario du jeu (décider des paroles prononcées, du 
moment où elles sont dites, du nombre de questions posées…) 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
6. Il serait intéressant que l’interlocuteur s’adresse à moi d’une façon particulière, avec de l’empathie, 
des émotions. 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
 
4. Résultats 
La Figure 88 présente les résultats du questionnaire. StimCards provoque un avis tranché 
puisque soit les participants ont beaucoup apprécié de jouer avec StimCards, soit pas du tout. Mais 
pour la majorité des personnes, l’avis est positif. En effet, 38,89% des personnes ont beaucoup 
apprécié le jeu et 55,56% l’ont énormément apprécié. La majorité des personnes ont souhaité 
continuer à utiliser le jeu dans l’avenir (27,78% Beaucoup, 38,89% Enormément). Seules 11,11% des 
personnes ne veulent plus utiliser ce jeu. Les questions 3 et 4 ont reçu des réponses positives 
puisque personne n’a répondu « Pas du tout », « Un peu » et « Moyen ». Tous les participants ont 
trouvé les règles du jeu faciles (11,11% Beaucoup, 88,89% Enormément). Tous les participants ont 
estimé que l’ordinateur, l’agent virtuel et le robot ont parlé aux bons moments pour dire les bonnes 
choses (44,44% Beaucoup, 55,56% Enormément). Les réponses aux deux dernières questions sont 
plus mitigées puisqu’autant de personnes ont répondu « Pas du tout » et « Enormément » pour les 
deux questions (27,78% pour la question 5 et 22,22% pour la question 6). La réponse la plus souvent 
donnée pour la question 6 est « Moyen » (27,78%).  
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Figure 88 : Résultats de l'étude de l'acceptabilité de StimCards par les personnes âgées. 
5. Discussion 
StimCards a été accepté et apprécié par les personnes âgées. C’est un jeu qui semble être 
apprécié de tous, sans distinction d’âge, ni de sexe. Par contre, on note une différence en ce qui 
concerne les 4 dernières questions. Les personnes âgées ont exprimé beaucoup plus de voix positives 
concernant la facilité des règles du jeu et la participation correcte des ordinateur, agent virtuel et 
robot. Par contre, concernant les questions 5 et 6, les personnes âgées ont semblé moins intéressées 
que les enfants. Ceci est peut-être dû au fait qu’il est difficile de savoir ce qu’il est possible de faire 
avec StimCards. Lorsqu’on n’est pas initié à la programmation d’un jeu avec ArCo, il n’est pas évident 
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M. Evaluation du meilleur partenaire numérique 
 
Cette expérimentation a fait l’objet de l’article [168]. 
Cette septième étude a été réalisée avec la collaboration du laboratoire Ethos de Rennes I, 
dans le cadre d’un stage de Master effectué par Vanessa André. L’objectif était de faire interagir un 
enfant avec un ordinateur, un robot ou un agent virtuel afin de mesurer lequel de ces trois 
interlocuteurs était préféré des enfants. 
 Cette étude a été mise en place avec le jeu StimCards et a permis d’effectuer l’évaluation du 
chapitre V.C.  
A. Participants 
Les participants étaient des élèves de CM2 (moyenne d'âge : 10,27 ans) de deux écoles 
françaises (28 filles et 24 garçons). 
B. Méthode 
Equipement : L'expérimentation se passait dans deux écoles différentes. Il n'était donc pas possible, 
à priori, d'obtenir le même cadre expérimental pour tous les élèves puisque les pièces fournies par 
les directeurs étaient différentes. Nous avons donc construit une structure, placée à l'intérieur de 
chaque pièce. La Figure 89 montre l'organisation de la structure. C'était une cabine cubique d'environ 
1m60, fermée par des rideaux verts. Le vert avait été choisi non seulement pour augmenter la 
luminosité dans la cabine mais encore pour sa gaieté et sa nature apaisante.  
 
Figure 89 : Cadre expérimental de la septième étude 
Deux miroirs sans tain se trouvaient sur les murs latéraux de la cabine, afin de contrôler le 
bon déroulement de l'expérimentation, puisque l'enfant était isolé à l'intérieur. Un bureau et une 
chaise se trouvaient au fond de la cabine, face à l'entrée. Deux caméras positionnées sur la gauche 
filmaient l'interaction. Une première caméra filmait le visage de l'enfant, tandis qu'une deuxième 
caméra filmait l'enfant en entier, sous un autre angle, pour apercevoir les mouvements des jambes 
et des mains et la posture générale. Un projecteur illuminait l'intérieur de la cabine. Le matériel sur le 
bureau était à disposition des enfants pendant la durée de l'expérimentation. Un ordinateur affichait 
l'interface de StimCards. Les cartes de jeu étaient posées devant l'ordinateur. Elles étaient séparées 
en cinq paquets : jaune clair, jaune foncé, vert clair, vert foncé et bleu. Chaque couleur représentait 
un niveau de difficulté, du plus facile au plus difficile. Une tablette tactile était posée devant l'enfant 
et affichait l'interface graphique de la Figure 90. Une caméra se trouvait dans un boîtier noir, à 
gauche de l'ordinateur. Les enfants devaient positionner une carte dans la fente, afin que 
A 
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l'ordinateur puisse lire le code barre et traiter la question. Une boîte « poubelle » permettait de 
déposer chaque carte, une fois qu'elle avait été utilisée. La zone A était l'emplacement réservé au 
compagnon. Grâce à cette mise en place, le cadre expérimental était le même pour chacun des 
participants. 
 
Figure 90 : Interface de réponse proposée sur la tablette tactile 
Déroulement de l’expérimentation : L'expérimentation a duré 4 jours dans chacune des écoles. 
Chaque jour, les enfants passaient les uns après les autres pour une série d'exercices. La durée était 
d'environ 10 minutes, comprenant les explications et le jeu. La différence entre les 4 jours était le 
contenu de la zone A : l'ordinateur, un personnage animé projeté sur un écran, un robot et un animal 
(le robot déguisé en habit de peluche). La Figure 91 montre chacun des compagnons proposés. 
L'interlocuteur du jeu était soit l'ordinateur, le personnage, le robot ou l'animal et énonçait les 
consignes. Pour l'école 1, l'ordre de passage était le suivant : ordinateur, robot, personnage et 
animal. Pour l'école 2, l'autre de passage était le suivant : animal, personnage, robot et ordinateur. 
 
Figure 91 : Les quatre conditions de la septième étude 
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Chaque session se déroulait de la façon suivante : Le compagnon se présente et explique les règles 
du jeu. C'est un jeu de calcul mental à 5 niveaux, du plus simple au plus complexe : jaune clair, jaune 
foncé, vert clair, vert foncé et bleu. L'utilisateur doit présenter une carte à la caméra. S'il ne fait rien 
pendant une minute, le compagnon lui demande à nouveau de présenter une carte à la caméra. S'il 
prend une mauvaise carte, le compagnon lui rappelle le niveau de la carte qu'il doit présenter. La 
question s'affiche dans l’interface de StimCards, par exemple : « Quel est le résultat de 28+31 ? » 
L'utilisateur saisit sa réponse sur la tablette tactile à l'aide de l'interface illustrée sur la Figure 3. Si 
l'utilisateur donne la bonne réponse, il monte d'un niveau. S'il donne une mauvaise réponse ou s'il ne 
répond pas, il est invité à prendre une nouvelle carte du même niveau.  
Il dispose en effet de 5 cartes par niveau. L'utilisateur est invité à refaire la même opération 9 fois 
afin de vider le paquet de cartes de plus haut niveau s'il ne se trompe jamais. 
Le scénario du jeu est montré sur la Figure 92. Les phrases dites par le compagnon sont les suivantes 
: 
A Bonjour je suis le compagnon. Tu te souviens ? Je me suis présenté la dernière fois. Comment t'appelles-tu ? (A' = Quel est ton nom ?) 
B 
Nous allons jouer à un jeu ensemble. Pour cela tu as besoin du jeu de cartes sur la table devant toi, 
de la caméra qui se trouve dans le boitier noir, du clavier tactile devant toi et de la poubelle à 
gauche du clavier tactile. Est-ce que tu vois tout cela ? 
C 
Prends un instant pour repérer les touches sur le clavier tactile, il y a des touches jaunes avec des 
chiffres de 0 à 9 pour taper ta réponse. Ta réponse s'affichera dans la case blanche. Il y a aussi une 
touche rouge en haut à droite pour effacer ta réponse si tu te trompes. Il y a aussi une touche verte 
en bas à droite pour valider ta réponse. Est-ce que tu vois tout cela ? 
D Les cartes de jeu sont réparties dans des paquets de couleurs différentes : jaune clair, jaune foncé, vert clair, vert foncé et bleu. Tu vois ces paquets ? 
E 
Je vais t'expliquer les règles du jeu. Prends une carte et retourne là. Tu vois il y a un code barre 
derrière la carte. Quand je te dirais, "montre le code barre à la caméra", tu glisseras la carte dans le 
boitier noir en faisant attention de mettre le code barre vers la caméra ensuite je te lirais la 
question. Tu as compris ? 
F Pour répondre à la question tu tapes la réponse sur le clavier tactile puis tu valides ta réponse. Tu as compris ? 
G Tu as une minute pour répondre. Quand tu as répondu a la question tu peux poser la carte dans la poubelle. Tu as tout compris ? 
H Maintenant nous allons jouer et je vais te guider pendant le jeu. 
I Prends une carte dans le paquet jaune clair et glisse la carte dans le boîtier. 
I’ Je t'explique à nouveau. Prends une carte dans le paquet jaune clair et glisse la carte dans le boîtier. 
I’’ Attention, tu t'es trompé de carte. Prends une carte dans le paquet jaune clair et glisse la carte dans le boîtier. 
J La question est la suivante : Quel est le résultat de […] ? 
K Bravo c'est une bonne réponse 
K’ Le temps est écoulé, mais ce n'est pas grave, nous allons essayer une nouvelle carte. 
K’’ Ce n'est pas la bonne réponse mais ce n'est pas grave nous allons essayer une nouvelle carte 
L 
Le jeu est terminé. Merci beaucoup d'avoir joué avec moi. A bientôt ! 
Les phrases de B à G possèdent une phrase alternative, de B' à G', dans le cas où l'enfant n'a pas 
compris la consigne. Les phrases I, I' et I'' évoluent en fonction du niveau de la question : jaune clair, 
jaune foncé, vert clair, vert foncé et bleu. 
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C. Collecte de données et analyses 
Après chacune des sessions, les participants devaient remplir le questionnaire décrit par le 
Tableau 10. Les treize premières questions étaient évaluées avec une échelle de Likert. Les réponses 
de la question 14 étaient un classement des mots suivants : ordinateur, personnage, robot et animal. 
La réponse de la question 15 était un des mots de la liste précédente. 
 
Tableau 11 : Questionnaire de l'étude 7 
1. As-tu trouvé les exercices faciles ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
2. Penses-tu que la présence du compagnon t’ait aidé pour répondre aux questions ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
3. As-tu aimé jouer avec le compagnon ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
4. T’es-tu senti(e) encouragé(e) par le compagnon pendant le jeu ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
5. Trouves-tu le compagnon sympa ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
6. Trouves-tu le compagnon énervant ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
Figure 92 : Scénario d'interaction de StimCards lors de la septième étude 
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Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
7. Aimerais-tu avoir le compagnon pour t’aider à faire tes devoirs à la maison ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
8. Penses-tu que le compagnon sait faire des calculs mentaux ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
9. Penses-tu que le compagnon ait compris tes réponses ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
10. Penses-tu que le compagnon puisse te voir ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
11. Penses-tu que le compagnon puisse t’entendre ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
12. Penses-tu que le compagnon t’aime bien ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
13. Penses-tu que le compagnon soit content de jouer avec toi ? 
Pas du tout □ Un peu □ Moyen □ Beaucoup □ Enormément □ 
14. Quel est ton ordre de préférence des compagnons ? 
15. Si tu pouvais choisir un compagnon pour t’aider dans la vie quotidienne, lequel choisirais-tu ? 
 
Pour les questions 1-13, l’échelle de Likert était utilisée pour les propositions de réponse : Pas du 
tout, Un peu, Moyen, Beaucoup, Énormément. Dans le reste du document, les notations sont 0 pour 
Pas du tout, 1 pour Un peu, 2 pour Moyen, 3 pour Beaucoup et 4 pour Énormément. 
Les analyses statistiques ont été réalisées avec le logiciel Minitab 15©. Le test du Chi Deux a permis 
de vérifier les réponses significatives. Le seuil de significativité (p) a été fixé à 0,05. A chaque question 
de 1 à 13, les statistiques ont été calculées pour chaque compagnon (ordinateur, personnage, robot 
et animal) pour tous les élèves confondus, mais également en séparant les deux écoles. Les 
statistiques ont également été calculées pour l'ensemble des compagnons confondues et pour tous 
les élèves. En plus des statistiques, chaque question a reçu un score qui correspond à une somme 
pondérée (valeur de la réponse en fonction du nombre de votes obtenus). Ainsi, plus un score est 
élevé, plus la question a reçu de vote positif et inversement. 
 
D. Résultats 
Tout élève confondu, les exercices ne sont pas jugés difficiles que ce soit avec l'ordinateur (0, 
X²=23,3846, dl=4, p=0,000), avec le personnage (0, X²=9,53846, dl=4, p=0,049) ou avec le robot (0, 
X²=11,2692, dl=4, p=0,024). Les résultats ne sont pas significatifs dans l'ensemble pour l'animal. La 
première école juge les exercices plus faciles avec l'animal (4, X²=22, dl=4, p=0,000) et ni faciles, ni 
difficiles avec l'ordinateur (2, X²=18,5217, p=0,001). Les autres résultats ne sont pas significatifs. La 
tendance est inversée pour la deuxième école qui juge les exercices plus faciles avec l'ordinateur (4, 
X²=16,6897, dl=4, p=0,002) et ni faciles, ni difficiles avec l'animal (2, X²=16,3448, dl=4, p=0,003). 
L'ordinateur reçoit le score le plus élevé et le personnage le score le moins élevé. 
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Les résultats ne sont pas significatifs concernant la question 2, sauf pour l'école 1 où la présence du 
personnage n'a pas aidé les élèves pour répondre aux questions (0, X²=11,1305, p=0,025). 
Globalement, les réponses sont mitigées mais Pas du tout obtient le plus grand nombre de voix. Le 
score le plus élevé est obtenu par l'ordinateur et le plus faible par le personnage. 
Les enfants ont aimé jouer avec les compagnons (4, X²=117,529, p=0,000 pour l'ensemble des 
compagnons). Il n'y a aucune différence significative entre les différents compagnons. Le score le plus 
élevé est obtenu par l'animal et le score le plus faible est obtenu par le robot. 
Les résultats ne sont pas significatifs pour la question 4, excepté pour l'animal où les élèves se sont 
sentis encouragés (les deux écoles : 3, X²=10,8846, p=0,028, l'école 1 : NS, l'école 2 : 4, X²=34,2759, 
p=0,000). Le score le plus élevé est obtenu par l'animal et le score le plus faible est obtenu par le 
robot. 
Les élèves ont trouvé tous les compagnons sympas (Ordinateur : 4, X²=10,1154, p=0,039, Personnage 
: 4, X²=18,9615, p=0,001, Robot : 4, X²=18,5769, p=0,001, Animal : 4, X²=39,1538, p=0,000). Le score 
le plus élevé est obtenu par l'animal et le score le plus faible est obtenu par l'ordinateur. 
Concernant la question 6, les élèves n'ont pas jugé les compagnons énervants (Ordinateur : 0, 
X²=73,5769, p=0,000, Personnage : 0, X²=66,8462, p=0,000, Robot : 0, X²=68,9615, p=0,000, Animal : 
0, X²=113,385, p=0,000). Le meilleur score, qui est ici le score le plus faible est obtenu par l'animal, 
tandis que le moins bon score est obtenu par le robot. 
De façon générale, les élèves aimeraient avoir le compagnon à la maison pour les aider à faire leurs 
devoirs (4, X²=56,4541, p=0,000). Dans le détail, les résultats ne sont pas significatifs pour 
l'ordinateur. Le score maximal est obtenu par l'animal et le minimal par le personnage. 
Les résultats ne sont pas significatifs pour la question 8 pour chacun des compagnons, mais en les 
prenant dans l'ensemble, il s'avère que les élèves pensent que leurs compagnons savent faire des 
calculs mentaux (4, X²=11,7596, p=0,019). Une exception est fait pour l'école 1, qui considère de 
façon significative que le personnage ne sait pas faire de calcul mental (1, X²=11,5652, p=0,021). Le 
score maximal est obtenu par l'ordinateur, tandis que le minimal est obtenu par l'animal. 
Les élèves considèrent que les compagnons ont compris leurs réponses (dans l'ensemble : 4, 
X²=115,894, p=0000). Les résultats sont les mêmes pour tous les compagnons et pour les deux écoles 
indépendamment, sauf pour la deuxième école qui ne montre aucun résultat significatif pour 
l'ordinateur. Le résultat le plus fort est obtenu par l'animal, tandis que le résultat le plus faible est 
obtenu par le robot. 
Concernant la question 10, dans l'ensemble, les élèves ne pensent pas que le compagnon peut voir 
(0, X²=31,2788, p=0,000). Dans le détail, ces résultats ne sont significatifs que pour l'ordinateur et le 
robot. Le score le plus élevé est obtenu par le personnage tandis que le score le plus faible est 
obtenu par le robot. 
Les élèves pensent dans l'ensemble que le compagnon peut les entendre (4, X²=22,5411, p=0,000). 
Individuellement, les résultats ne sont pas significatifs, même si la réponse Énormément est choisie 
majoritairement pour tous les compagnons. Le score le plus élevé est obtenu par le robot et le plus 
faible par l'animal. 
Concernant la question 12, il n'y a pas de résultats significatifs, ni dans l'ensemble, ni dans le détail. 
Les réponses sont très mitigées. Dans l'ensemble, les cinq réponses ont quasiment toutes obtenues 
le même nombre de votes, même si l'ordinateur et le personnage semble donner d'avantage 
l'impression d'aimer les élèves que le robot et l'animal. Le score maximal est obtenu par le 
personnage et le score minimal par le robot. 
Evaluation du meilleur partenaire numérique 
 
 
  - 117 - 
Les élèves pensent que le compagnon est content de jouer avec eux (Dans l'ensemble : 4, 
X²=56,2609, p=0,000, Ordinateur : 3, X²=213,1923, p=0,010, Personnage : 4, X²=17,8077, p=0,001, 
Robot : 4, X²=13,4118, p=0,009, Animal : 4, X²=20,1154, p=0,000). Les statistiques les plus 
significatives sont celles de l'animal, suivies par le personnage, puis le robot et l'ordinateur. Le score 
le plus élevé est obtenu par l'animal et le score le plus faible est obtenu par l'ordinateur. 
Pour toutes les questions, aucune différence significative entre les compagnons n'est apparue. 
Le Tableau 12 répertorie le nombre de fois que chaque compagnon a obtenu le score maximal (m1) 
et le score minimal (m2). Le score total est la somme de tous scores obtenus auquel on a soustrait le 
score de la question 6 qui est négative.  
Tableau 12 : Score obtenu par les compagnons au questionnaire de l'étude 7 
Compagnon m1 m2 
Score 
total 
Ordinateur 3 2 1450 
Personnage 2 3 1432 
Robot 1 6 1411 
Animal 7 2 1483 
 
Concernant le choix du compagnon préféré des enfants, le robot et l'animal arrive tous les deux en 
tête avec 39,22% des voix. Le système robotique totalise donc 78,43% des voix. Le troisième 
compagnon est le personnage avec 11,76% des voix, puis finalement l'ordinateur avec 9,80%. 
Significativement, l'ordinateur n'est pas le compagnon choisi par les enfants (X²=16,5294, p=0,001, 
Figure 93). 
 
Figure 93 : Résultat du compagnon choisi par les enfants 
Niveau de significativité : *p<0,05, **p<0,01, ***p<0,001 (Test du Chi-deux) 
La Figure 94 montre l'ordre de préférence donné par les enfants, qui indique que le robot a été le 
plus de fois cité en premier (46,15%, X²=21,2308, p=0,011). Il n'a jamais été cité en dernier. Le 
deuxième compagnon le plus cité est également le robot avec 36,54% des voix, suivi de près de 
l'animal avec 30,77% des voix. Significativement, l'ordinateur est le moins cité en deuxième position 
(5,77%, X²=11,2308, p=0,011). Le troisième compagnon est le personnage (42,31%, X²=10,3077, 
p=0,016) et enfin le dernier compagnon est l'ordinateur (55,77%, X²=33,0769, p=0,000). L'animal est 
plus cité en quatrième position qu'en troisième position, à hauteur de 21,15%. 
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Figure 94 : Résultat du compagnon choisi en fonction de l'ordre de préférence 
Niveau de significativité : *p<0,05, **p<0,01, ***p<0,001 (Test du Chi-deux) 
 
E. Discussion 
L’étude statistique des questions 1 à 13 n’ont pas déterminé l’interlocuteur préféré, qui a été 
jugé en tant que coordinateur du jeu. Il semblerait que l’apparence de l’interlocuteur n’avait pas 
d’importance sur la préférence des enfants. Nous pensons que les enfants auraient pu faire un choix 
si les interlocuteurs avaient eu un caractère et une personnalité. En effet, ils avaient tous un 
comportement neutre et cela confirme que l’apparence ne suffit pas à créer une relation avec un 
être humain. Les émotions et l’empathie sont nécessaires. Cependant, malgré cela, l’animal semble 
avoir provoqué le plus d’intérêt puisqu’il a obtenu le meilleur score. Mais ce résultat est contredit par 
l’ordre de préférence des enfants. Même la dernière question n’a pas pu départagé le robot et 
l’animal car ils ont  obtenu tous deux la première place. Pour conclure, il n’y a aucun doute que le 
système robotique est l’interlocuteur préféré des enfants puisqu’il a reçu environ 80% des votes. 
Discussion: The statistical study of the questions 1-13 did not determine the preferred HGI. These 
questions judged it as game coordinator. The study showed that the HGI shape was not important to 
be liked. However, the children would surely be able to make a choice if the HGI had some character 
and personality. Nevertheless the animal seemed to be the most interesting for the children because 
it obtained the best questions score. This result was contradicted by the children order of 
preference. Indeed, the robot won this question. Even the last question was not able to decide 
between the robot and the animal, because they were tied as the first place. To conclude, there is no 
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N. Evaluation d’AmbiCop 
 
Cette évaluation n’est pas une étude comme les évaluations précédentes. Les participants 
n’ont pas eu de questionnaires à remplir ni de tâches à effectuer. Cette expérimentation consistait à 
tester AmbiCop en conditions réelles. Lors du concours Robofesta, évoqué au J.A.1, beaucoup de 
personnes peuvent avoir du temps libre entre chaque épreuve. Nous avons profité de cette occasion 
pour demander à des participants du concours de tester nos outils. La Figure 95 montre 
l’organisation de cette évaluation. Elle montre qu’il y avait : 
 3 entités agissantes perceptives : une manette de PS3, un smartphone androïd utilisé comme 
une manette et une caméra. 
 3 entités agissantes actives : un hexapode, un chien Aibo de Sony et Greta. 
 4 scénarii : permettant de gérer indépendamment les 3 entités agissantes actives et ayant 
des priorités différentes.   
 
Figure 95 : Organisation de l'évaluation d'AmbiCop 
A. Les scenarios 
 
Scénario 1 : le premier scenario utilisait la manette de PS3, l’hexapode et l’Aibo. Il avait une priorité 
de 10, c’était donc le scénario le moins prioritaire. Il consistait à piloter un robot. Le scénario utilisait 
des actions génériques, donc la manette devait piloter le robot dont l’entité agissante était libre et 
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Scénario 2 : le deuxième scénario permettait à l’utilisateur de choisir le robot qu’il voulait piloter en 
saisissant son choix sur l’interface présenté par le smartphone android. Il pouvait choisir l’hexapode 
ou l’Aibo. La priorité de ce scénario était supérieure à celui du premier scénario. 
Scénario 3 : le troisième scénario utilisait la caméra et Greta. Il avait la même priorité que le 
deuxième scénario. Ceux-ci n’utilisant pas le même matériel, il n’était pas nécessaire de mettre une 
priorité différente. Lorsque la caméra détectait un visage, alors Greta saluait la personne qui se 
trouvait devant la caméra. 
Scénario 4 : le quatrième scénario utilisait la caméra, l’hexapode, l’Aibo et Greta. Ce scénario avait la 
priorité la plus haute des quatre scénarii. Pour ce scénario, il fallait utiliser une carte de StimCards. 
Lorsque la caméra détectait le code barre prévu, l’hexapode, l’Aibo et Greta saluaient l’utilisateur de 
façon synchronisée. Aucun des trois ne pouvait participer à un nouveau scénario tant que les trois 
n’avaient pas complètement fini leur action. 
B. Déroulement de l’expérimentation 
 
La configuration par défaut était que l’hexapode avait une meilleure qualité que l’Aibo. Ainsi, 
si un premier utilisateur choisissait la manette PS3, il pilotait forcément l’hexapode. Si un deuxième 
utilisateur choisissait de piloter l’hexapode avec le smartphone, alors il devenait prioritaire et la 
manette PS3 contrôlait alors l’Aibo. Lors de cette expérimentation, tous les cas ont été testés. Par 
exemple, un premier utilisateur choisissait de piloter l’Aibo ou l’hexapode avec le smartphone. 
Lorsqu’un deuxième utilisateur commençait à manipuler la manette de PS3, le robot libre était choisi 
et le deuxième utilisateur pilotait le deuxième robot. En parallèle, Greta saluait toutes les personnes 
détectées par la caméra. De temps en temps, le carte de jeu était passée devant la caméra pour 
tester le bon fonctionnement de la synchronisation. 
C. Conclusion 
 
Cette expérimentation a permis de tester le bon fonctionnement d’AmbiCop en vérifiant : 
 L’absence de conflits d’accès aux entités agissantes (et donc aux dispositifs numériques 
associés) lors de multi-scénarii. 
 La synchronisation des actions. 
Les actions génériques en fonction de la priorité des scénarii et de la qualité des entités agissantes.  
Questionnaire de l’étude sur la gestuelle du robot 
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O. Questionnaire de l’étude sur la gestuelle du robot 
 
Garçon/Fille                        Age : ______ 
Dialogue 1 
Phrase Le geste 
s’accorde-t-il avec 
le contenu de la 
phrase ? 
La vitesse du geste 
est-elle correcte ? 
 
Le geste semble-
t-il souple et 
naturelle ? 
Le robot est-il 
crédible quand 
il parle ?  
P1 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
P2 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
P3 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
P4 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
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Trop rapide  □ 
 
L’enchainement des répliques est-elle 
correcte ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
La vitesse de réponse du robot et de l’homme 
est-elle correcte ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
Les expressions du robot quand il écoute 
l’homme sont-elle correction ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
Est-ce que le robot est attentif ? Pas du tout  □     Un peu □      Beaucoup □ 
Dialogue 2 
Phrase Le geste 
s’accorde-t-il 
avec le contenu 
de la phrase ? 
 








Le robot est-il 
crédible quand 
il parle ?  
P1 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
P2 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
P3 Pas du tout  □ 
Un peu       □ 
Trop lent      □ 
Lent           □ 
Pas du tout  □ 
Un peu        □ 
Pas du tout  □ 
Un peu       □ 
Questionnaire de l’étude sur la gestuelle du robot 
 
 
  - 123 - 
Beaucoup   □ 
Sans idée    □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Beaucoup    □ 
Sans idée    □ 
Beaucoup   □ 
Sans idée    □ 
P4 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
 
L’enchainement des répliques est-elle 
correcte ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
La vitesse de réponse du robot et de l’homme 
est-elle correcte ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
Les expressions du robot quand il écoute 
l’homme sont-elle correction ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
Est-ce que le robot est attentif ? Pas du tout  □     Un peu □      Beaucoup □ 
Dialogue 3 
Phrase Le geste 
s’accorde-t-il 
avec le contenu 
de la phrase ? 








Le robot est-il 
crédible quand 
il parle ?  
P1 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
P2 Pas du tout  □ Trop lent      □ Pas du tout  □ Pas du tout  □ 
Questionnaire de l’étude sur la gestuelle du robot 
 
 
  - 124 - 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
P3 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
 
 
L’enchainement des répliques est-elle 
correcte ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
La vitesse de réponse du robot et de l’homme 
est-elle correcte ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
Les expressions du robot quand il écoute 
l’homme sont-elle correction ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
Est-ce que le robot est attentif ? 
 






Phrase Le geste 
s’accorde-t-il 




Le robot est-il 
crédible quand 
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avec le contenu 





il parle ?  
P1 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
P2 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
P3 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
P4 Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
Trop lent      □ 
Lent           □ 
Normal       □ 
Rapide        □ 
Trop rapide  □ 
Pas du tout  □ 
Un peu        □ 
Beaucoup    □ 
Sans idée    □ 
Pas du tout  □ 
Un peu       □ 
Beaucoup   □ 
Sans idée    □ 
 
L’enchainement des répliques est-elle 
correcte ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
La vitesse de réponse du robot et de l’homme Pas du tout  □     Un peu □      Beaucoup □ 
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est-elle correcte ? 
 
Les expressions du robot quand il écoute 
l’homme sont-elle correction ? 
Pas du tout  □     Un peu □      Beaucoup □ 
 
Est-ce que le robot est attentif ? Pas du tout  □     Un peu □      Beaucoup □ 
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