Convergence properties of random ergodic averages have been extensively studied in the literature. In these notes, we exploit a uniform estimate by Cohen & Cuny who showed convergence of a series along randomly perturbed times for functions in L 2 with max(1, log(1 + |t|))dµ f < ∞. We prove universal pointwise convergence of a class of random averages along randomly perturbed times for L 2 functions with max(1, log log(1 + |t|))dµ f < ∞. For averages with additional smoothing properties, we obtain a universal variational inequality as well as universal pointwise convergence of a series define by them for all functions in L 2 .
Introduction.
Ergodic averages along sequences that are well behaved, in terms of pointwise convergence, loose the convergence properties if the sequence is slightly perturbed. To be more specific, a sequence of operators T n acting on a probability space has the strong sweeping out property if, for any ǫ > 0, there exists a set E with 0 < m(E) < ǫ, such that lim sup n→∞ T n 1 E = 1 a.e. and lim inf n→∞ T n 1 E = 0 a.e.. Let (X, D, m) be a non-atomic probability space and {τ t } t∈R an aperiodic, ergodic, measure preserving flow on it. Ackoglu, Bellow, del Junco and Jones [1] showed that for any increasing sequence of integers {n k }, if {t k } is a sequence such that t k → 0, the averages
have the strong sweeping out property and therefore, there exist bounded functions for which pointwise convergence fails on sets of positive measure. Earlier Bergelson, Boshernitzan and Bourgain [7] had used Bourgain's entropy method [12] to show that the averages B n f diverge a.e. for some f ∈ L ∞ when the sequence {t k } is independent over the rationals. Ackoglu, del Junco and Lee [2] proved that the related averages
for f in [0, 1), have the δ-sweeping out property. In [3] , Ackoglu et all showed that these averages have in fact the strong sweeping out property.
In these notes we consider the behavior of averages such as B n f and C n f when the perturbations {t k } are random rather than deterministic. For example, let {n k } be a non-decreasing sequence of integers, {δ k } and {ǫ k } independent sequences of i.i.d. random variables defined on a probability space (Ω, F , P). Given a semi-flow of positive contraction operators {T t } t∈(R + ) ⊂ (R + ), we may consider the following averages:
T n k +δ k (ω) f (x) and H n f (ω, x) = 1 n n k=1 T δ k (ω) f (x).
"Universal" convergence results concerns finding a subset Ω ′ ⊂ Ω with P (Ω ′ ) = 1 such that, for every ω ∈ Ω ′ , the averages in consideration converge almost everywhere for all functions in a certain class. Reinhold [25] considered averages F n f for the sequence n k = k and obtained universal convergence results for f ∈ L p , p ≥ 1, when e
. Schneider [31] considered averages of the form G n f for the sequence n k = k 2 and the sequences δ k taking values 1 and −1 with probability 1/2. He established universal a.e. converge for f ∈ L 2 . Schneider in [32] then extended this result for sequences with the growth condition n k = O(2 k s ) for some s ∈ (0, 1), and integer-valued sequences of random variables δ k . Cohen and Cuny [15] considered the averages G n f and H n f for sequences {δ k } that do not take integer values and f ∈ L 2 . In light of [7, 3] , pointwise convergence of G n f fails for some functions in L 2 but positive results are obtained by considering a subclass. Cohen and Cuny [15] proved universal pointwise convergence of averages G n f and H n f for f ∈ L 2 such that log(2 + |t|)dµ f (t) < ∞.
for some 0 < β < 1. Then, there exists a set Ω ′ ⊂ Ω with P (Ω ′ ) = 1, such that for every ω ∈ Ω ′ , for any probability space (X, D, m), any continuous semi-flow of isometries
converges to 0 almost everywhere.
Cohen and Cuny's approach aimed at proving the convergence of the above series which yielded pointwise convergence as a consequence. In section 3, we exploit the uniform estimates they obtained for almost periodic polynomials to prove a variational inequality.
This approach allowed us to obtain universal pointwise convergence of the above averages under the weaker condition max(1, log log(|t|))dµ f (t) < ∞.
, for some 0 < β < 1. Then, there exists a set Ω ′ ⊂ Ω with P (Ω ′ ) = 1, such that for every ω ∈ Ω ′ , for any probability space (X, D, m), any continuous semi-flow of positive isometries {T t } t∈(R + ) d , and any f ∈ L 2 (X)
converges to 0 almost everywhere for any ρ > 1. If in addition the sequence {δ k } are i.i.d. and the sequence {n k } is such that the regular ergodic averages along that sequence satisfy a variational inequality
Note that when n k = 0 for all k ≥ 1, and {δ k } are i.i.d., the above theorem gives a universal convergence result for the averages
is proven in section 3 for a wider class of averages that include r-dimensional averages of random measures.
When the kernels associated with the averages have additional smoothing properties, such as the random averages F n f above, the averages converge almost everywhere for all
). Let {δ k } k∈N r and {ǫ k } k∈N r be independent sequences of i.i.d. positive random vectors, and {n k } k∈N r ⊂ (R + ) d . From here on, F n f (x) denotes the following smoothed average around the observations n k + δ k (ω), a. E(min 1≤j≤d |ǫ e,j | −α ) < ∞ for some α > 0;
b. j≥1 j r−1 P (δ e > 2 j rβ ) < ∞, for any e ∈ N r ; and c. |n k | = O(2 |k| rβ ), for some 0 < β < 1.
Then, there exists a set Ω ′ ⊂ Ω with P (Ω ′ ) = 1, such that for every ω ∈ Ω ′ , for any probability space (X, D, m), and any continuous semi-flow of positive isometries
converges a.e. for any f ∈ L 2 (X) and
for some α > 0, and the averages along the subsequence {n k } satisfy A n f v(s)
, then there exists a positive function C(ω) finite P-a.e., such that, for every ω ∈ Ω ′ , for any probability space (X, D, m), and any continuous semi-flow of positive isometries
Uniform Estimates
Universal pointwise convergence theorems in L 2 can be obtained, by using a transfer argument or spectral representation, through uniform estimates of Fourier transforms of the associated kernels. Estimates for random trigonometric polynomials have been essential in proving convergence of random Fourier series as well as ergodic averages along subsequences and modulated ergodic averages. Paley and Zygmund(1930-32) [24] and Salem and Zygmund (1954) [30] provided the first estimates for trigonometric sums in their study of Fourier series with random signs:
Rademacher sequence, and {c k } is a sequence of complex numbers. They were also used to prove convergence of random Fourier and almost periodic series [18, 20, 33, 15, 16, 14] .
In ergodic theory, their study yielded applications to the convergence of averages along subsequences and averages with random weights. Bourgain [9, 10, 11, 12] used them to prove pointwise convergence of ergodic averages along polynomial sequences and Bourgain and Weirdl [34] applied them to pointwise convergence of ergodic averages along sequences of primes. Bourgain, Bergelson and Boshenitzan [7] use them to prove pointwise convergence of ergodic averages with random weights as well as Assani [4, 5] , Rosenblatt and Weirdl [28] , and Cohen and Lin [17] . Schneider [32] used them to prove convergence of ergodic averages along perturbed sequences of squares, with integer perturbations.
These works used an estimate of the associated trigonometric polynomial by means of an estimate on the derivative of those polynomials. The work of Cohen and Cuny [16] extended the estimates of Salem and Zygmund to obtain uniform estimates of multidimensional random exponential sums of the form
, where {X n } is a sequence of random variables, {α k } ⊂ R d are sequences of real numbers, and t ∈ R d . The estimates on the exponential sums allowed them to prove pointwise convergence results for series of the form
Several additional authors studied the convergence of power series of contractions includ- Cohen [14] .
To handle the kernels corresponding to the averages F n f, G n f, H n f above, we introduce a larger framework that allow us to work with R d -actions rather than Z d -actions.
) is a finite complex valued measure on B, for any ω ∈ Ω, and ii. ν(., B) is an F -measurable function for any B ∈ B.
iii. Letting |ν(ω)| := |ν|(ω, R d ) denote its variation norm, we also require E(|ν(.)|) < ∞.
Notation 2.2
If ν is a finite complex valued transition measure, Eν denotes the measured on B defined by Eν(B) = Ω ν(ω, B)dP , for any B ∈ B.
Definition 2.3 Let {ν k } k∈I be a collection of transition measures. The sequence {ν k } is independent if for every finite set of Borel measurable simple functions g 1 , . . . , g m on R d , and any finite set k 1 , k 2 , . . . , k m of pairwise distinct indices, the random variables
Given a sequence of independent transition measures {ν k } k∈N r , consider averages of the form
The kernels associated with such averages are
is the Fourier-Stieljes transform corresponding to the measure ν k (ω, .). Uniform estimates that control such kernels have already been considered by Cohen in [14] .
be the sum of the difference of the (truncated) Fourier-Stieljes transform corresponding to the measures {ν k (., t)} and their expected values. And let
Then, there exists ǫ > 0 and C > 0, independent of {ν k }, such that
An immediate consequence is the following application.
Proposition 2.5 Let ϕ : R → R + with ϕ(x) |x|. Let {ν k } k∈N r be independent complex valued transition measures on Ω × B, {a k } k∈N r be a sequence in (0, 1]. Assume that
Let N n,m = {k ∈ N r : n < |k| ≤ m}. Then there exists C : Ω → R + finite P-a.e. such that, for all m,
In particular, if {ν k } k∈N r are independent probability transition measures with
Decompose k∈Nn,mD ν k (ω, t) = P n,m + Q n,m , where
The estimate for P n,m is obtained from the previous theorem by computing
Yielding the existence of C 1 : Ω → R + finite P -a.e. such that
By assumption, there exists
Combining both estimates, (2.5.1) is obtained.
If {ν k } k∈N r are independent probability transition measurThus, then
Combining both estimates, (2.5.2) is obtained.
independent copies of a probability measure θ on R d which are independent of {δ k }. Let
If |n k | ≤ c(2 |k| rβ ), for some 0 < β < 1 and all k, we use ϕ(x) = (2 + c) 2 |x| rβ , and the assumption of Proposition 2.5 becomes
If this series is finite, then by Proposition 2.5 there exists
In particular, forD n (ω, t) = 1 n r P n (ω, t) and T ≤ 2 n rβ , we obtain
Applications to Ergodic Theory
In this section, {ν k } k∈N r denotes a sequence of independent transition measures on Ω × B,
have associated kernelŝ 
are well behaved averages. Let
and letD n (t) =K n (t) −Ê n (t) denote the corresponding centered kernels. Lastly, for 
and the map t →< T t f, f > is continuous.
Spectral representation of unitary actions allow us to study random averages of the 
Define (log ψ) + (t) = log 2 ψ(t) if ψ(t) > 2, and 1 otherwise. For any positive real E|ν k |(|t| > ϕ(|k|)) < ∞, and
Then, there exists C(ω) ∈ L 1 (Ω) such that for any probability space (X, D, m) with any
By assumption (a) and Proposition 2.5, there exist C : Ω → R + , finite P-a.e., such
Therefore, by assumption (b),
For the second term in (3.3.1), note that sup n sup t |D n (t)| is bounded.
Combining the estimates for both terms I and II, the proposition is proven.
Proposition 3.4
Let {ν k } k∈N r be a sequence of independent, probability transition measures on Ω × B such that, for some constant c > 0,
Let K n be defined as in (3.0.1) and D n the corresponding centered averages. Then there
(Ω) such that, for any probability space (X, D, m) with any continuous
Proof Since {ν k } k∈N r are probability transition measures, b m ∼ m r and V m ∼ m r . ϕ(x) = c 2 x rβ , for x ≥ 0, has inverse (log 2 (y/c)) 1/(rβ) , y ≥ 1. It suffices to check the assumptions of Theorem 3.3. Assumption (b) is immediately satisfied for β ∈ (0, 1).
for all ρ > 1. And assumption (a) becomes the assumption of this proposition.
Example 3.5 Given a sequence {θ k } k∈N r of independent probability transition measures
Then the sequence ν k = θ k * δ n k satisfies the condition of Proposition 3.4. In particular, if {θ k } k∈N r are independent copies of one probability transition measure θ, condition (b)
After the square function result along exponential subsequences {ρ n } is obtained, Theorem 3.3 or Proposition 3.4, one is tempted to prove a variational inequality for averages with kernelsK n . But without additional control on the decay of the kernels, this approach fails to be fruitful. However, this result is enough for universal pointwise convergence of the averages. The steps for proving convergence were inspired by [28] and related works.
Definition 3.6 Given a set of real numbers {x n } n∈I , where I is a countable index set, define its variation s-norm by x n v(s) = sup ∞ j=1 |x n j −x n j+1 | s 1/s where the supremum is taken over all possible sub sequences {n j } in I.
Proposition 3.7 (Properties of variation norms)
A proof of these properties can be found in [21] along with some discussion of the applications of the variation norm to ergodic theory.
Proposition 3.8 With the same assumptions and notation as in Theorem 3.3, if for any
, then there is a universal set Ω ′ ⊂ Ω of probability 1 such that, for any ω ∈ Ω ′ , (a) for any probability space (X, D, m) with any continuous semi-flow of isometries
(b) If in addition, for any ρ > 1, (a) lim ρ →1 sup n b ρ n+1 /b ρ n = 1, for any probability space (X, D, m) with any continuous semi-flow of positive isometries {T t } t∈(R + ) d acting on it, the averages K ω n f converge almost everywhere for any f ∈ L 2 (X), such that
Proof Part (a): By Theorem 3.3, there exists a set Ω ′ ⊂ Ω of probability 1 such that, for any
Suppose that for some ω ∈ Ω ′ , there exists f ∈ L 2 (X) with (log ψ) + |t|dµ f < ∞, for which the limit does not exists. Then there exist positive numbers a and b and a set E ⊂ X, with m(E) > b > 0, such that, for all x ∈ E, lim sup
Then, for any x ∈ E, there is an increasing sequence n j (x) such that
Thus
Letting J → ∞, we obtain a contradiction.
Part (b)
Consider a sequence of ρ k decreasing to 1. By part (a), there exists sets Ω k ⊂ Ω of probability 1 such that for any ω ∈ Ω k , K ρ n k f converges almost everywhere for any
a.e. convergence of the full sequence K , we have
The general case follows. Theorem 1.2 follows as a corollary of Proposition 3.4 and 3.8.
Example 3.9 Let {n k } k∈N be an integer valued sequence such that n k = O(2 k β ) (0 < β < 1), and such that A ρ n f v(s)
Using Proposition 3.8 with ν k = δ n k +δ k or ν k = δ δ k respectively, there exists a universal
set Ω ′ ⊂ Ω such that, for any ω ∈ Ω ′ , and for any probability space (X, D, m) with any continuous semi-flow of positive isometries {T t } t∈(R + ) d acting on it, both averages G ω n f and H ω n f converge almost everywhere for any f ∈ L 2 such that (log log)
Similar results holds when we use
under mild conditions on the sequence {ǫ k }. However, for these averages we have stronger results.
Smoother Averages
We now consider the averages F ω n f (x) defined in (1.2.1). Their corresponding kernelŝ
, and φ(t) = E(ζ(ǫ k .t)). (b) for some constant c ≥ 1,
Let ζ : R d → R be positive, integrable with unit integral satisfying
(X, D, m) with any continuous semi-flow of positive isometries
Proof Fix e ∈ N r . Since
their variational inequality ensues,
It remains to prove the variational inequality for {D
First we obtain a variational inequality along a well chosen sub sequence. For k ≥ 1, consider {a j } j∈I k to be the sequence of equally spaced integers such that 2 k ≤ a j < 2 k+1 , a j+1 − a j ∼ 2 k /k 2 , and the smallest element in this sequence is 2 k . Rename this sequence
The estimate for first term I follows the same argument as Proposition 3.4. By Proposition 2.5 there exists C(ω), a positive integrable function on Ω, such that, for k ≤ a j < 2 k+1 , max
Since |I k | ∼ k 2 and 0 < β < 1,
For the second term, the assumptions on ζ imply
By assumption (a), there exist Ω ′′ ⊂ Ω of probability 1 such that, for all ω ∈ Ω ′′ ,
A+B. The second term B is the variation along the subsequence {m l } handled above.
For the first term, by Proposition 3.7,
and for m l ∈ I k ,
Now that the variation inequality is established, pointwise convergence for f ∈ L 2 (X)
follows by an argument similar to Proposition 3.8.
The variational inequality of {F n f } for f in L 2 was possible due to the decay of the kernelF n (t). Such decay also yields the a.e. convergence of the related series. This result requires Moricz's [23] estimates for moments of sums of random variables and its extension in Cohen and Cuny [16] .
Proposition 3.11 [16] Let (Y, C, µ) a probaility space and {G n } ⊂ L 2 (Y ). Let {α n } a sequence of non-negative numbers, γ > 0, C > 0 constants, and {A n } a non-decreasing sequence with growth condition A n n γ such that, for all m > n ≥ 1, If n≥1 α n A n (log n) 2 < ∞, then n≥1 G n converges a.e. in L 2 (Y ), and
α n A n (log n) 2 .
Proposition 3.12 Let {δ k } and {ǫ k } be two independent sequence of i.i.d positive random
variables with E(min 1≤j≤d ǫ −α e,j ) < ∞, for some α > 0, e ∈ N r . Let ζ be positive, integrable with unit integral satisfying sup t 1≤j≤d max(1, |t j | α )|ζ(t)| < ∞. Let {n k } k∈N r ⊂ (R + ) d such that n k = O(2 |k| rβ ) for some 0 < β < 1, then there exits a universal set Ω ′ ⊂ Ω of probability 1 such that for any ω ∈ Ω ′ , for any probability space (X, D, m) with any continuous semi-flow of isometries {T t } t∈(R + ) d acting on it, the partial sums
|k| r converges for a.e. x.
Moreover, there is a function C : Ω → R + finite P-a.e. such that
Proof I n,m = {k ∈ N r : n < |k| ≤ m}. Combining both estimates, there is C(ω) > 0 finite P-a.e. such that k∈In,m The result follows by Proposition 3.11.
