The area law for entanglement provides one of the most important connections between information theory and quantum many-body physics. It is not only related to the universality of quantum phases [1, 2], but also to efficient numerical simulations in the ground state [3]. Various numerical observations have led to a strong belief that the area law is true for every non-critical phase in short-range interacting systems [4]. However, the area law for long-range interacting systems is still elusive as the long-range interaction results in correlation patterns similar to the ones in critical phases. Here, we show that for generic non-critical one-dimensional ground states, the area law robustly holds without any corrections even under long-range interactions. Our result guarantees an efficient description of ground states by the matrix-product state in experimentally relevant long-range systems, which justifies the density-matrix renormalization algorithm.
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FIG. 1. (Area law in 1D system) When we decompose the total system into two subsystems L and R, the boundary area between the two subsystems is described by points. The area law simply argues that the entanglement entropy is bounded from above by a constant value as in Eq.
(1).
As the interactions in quantum many-body systems are approximately local, the quantum correlation is expected to be typically short-range. This intuition leads to a conjecture that the entanglement entropy naturally scales as the boundary area. We investigate the robustness of the area law under long-range interactions which induce non-local quantum correlations.
states using the matrix-product state (MPS), which further results in the classical polynomial-time algorithm to calculate the ground states [7, 11] . Finally, in the characterization of ground states, complete classification of 1D quantum phases has been achieved under the MPS ansatz [12] . Recent experimental advances enable fine-tuning of the interactions between particles [13] [14] [15] [16] [17] . These advances push the long-range interacting systems from the theoretical playground to the field relevant to practical applications. One of the examples of controllable 1D long-range interacting spin systems is the following long-range transverse Ising model:
with {σ x , σ y , σ z } the Pauli matrices, where r i,j is the distance between the spins i and j and the exponent is tunable from α = 0 to α = 3 [15, 17] . In theoretical studies, new types of quantum phases induced by long-range interactions have been reported in the transverse Ising model [18] , the Kitaev chain [19] , the XXZ-model [20] , the spin-1 Heisenberg model [21] , and so on. Typically, non-trivial quantum phases are induced by long-range interactions with power exponents smaller than three (α ≤ 3). For α > 3, the universality class is the same as that of short-range interacting systems [22, 23] (i.e., α = ∞).
We can now turn to the question of whether the area law of the entanglement entropy (1) is still satisfied in the presence of long-range interactions. Typically, longrange interacting systems show power-law decay of the correlations even in non-critical ground states [18, 19] ; this property is similar to critical ground states in shortrange interacting systems. Although various numerical studies suggest that the area law holds at least for shortrange regimes (i.e., α > 3), the possibility of a sublogarithmic correction to the standard area law (1) has been indicated for α ≤ 3 [18] . On the other hand, theoretical studies on the long-range case are scarce. Most analyses regarding the area law rely on the strict locality of the interactions and cannot be directly applied to the power-law decay of interactions even for sufficiently large α values.
One of the natural routes to prove the area law under long-range interactions is connecting the entanglement entropy to the power-law decay of the bi-partite correlation by extending the area-law proof from exponential clustering [8, 9] . However, such a connection cannot be generalized because there exist strange quantum states [24] having arbitrarily large entanglement entropy values while keeping the correlation length of order O[log(n)] (i.e., corresponding to α = ∞). The other route relies on assuming the existence of the quasiadiabatic path [25] to a trivial ground state satisfying the area law. Using the small-incremental-entangling theorem [26] , this assumption allows us to prove the area law in generic gapped short-range interacting systems. However, regarding 1D long-range interacting systems, the area law has been proved only for shortrange regimes α > 4 even under this strong assumption [27] .
MAIN RESULTS
Based on the above discussion, we report a general theorem on the area law in long-range interacting spin chains in this letter. It applies to generic 1D gapped systems with α > 2 and ensures a constant-bounded entanglement entropy even in the non-trivial quantum phases owing to their long-range nature (α ≤ 3). To concentrate on the physics, we provide all the details of the proofs in the supplementary material.
We consider a 1D system with n sites, each of which has a d-dimensional Hilbert space. We focus on the Hamiltonian H with power-law decaying interactions:
where {h i,j } i<j are the bi-partite interaction operators,
are the local potentials, g is a constant of O(1) and r i,j is the distance between the spins i and j. For simplicity, we restrict ourselves to two-body interactions, but our results are generalized to generic k-body interactions with k = O(1). One typical example is given by the long-range Ising model, shown in Eq. (2), where d = 2 and h i,j = J i,j σ x i σ x j /r α i,j . We consider the entanglement entropy of the ground state |0 in terms of the spectral gap ∆ just above the ground energy. We assume that the ground state is not degenerate.
We now discuss our main theorem. Before providing the main statement, we will mention the condition under which the area law is obtained (Fig. 2) . Therefore, we define the interaction between two concatenated sub-
FIG. 2. (Condition for the area law in long-range interactions).
For arbitrary subsystems X and Y separated by r from each other, we assume the total interaction strength between X and Y decay as r −ᾱ , as shown in (5). This condition implies that α > 2 in Eq. (3) if we consider the most general class of long-range interacting systems. On the other hand, if we restrict ourselves to a special class of fermion systems with long-range hopping (7), the condition is relaxed to α > 3/2.
systems X and Y as follows:
It simply selects all the interaction terms {h i,j } i<j between two sites in X and Y . Here, we assume the existence of a constant g 0 ≥ 1 such that
for arbitrary choices of X and Y , separated by a distance r. Under the condition (5), the entanglement entropy S(ρ L ) is bounded from above by
for arbitrary choices of L and R, where η is an arbitrary positive constant and c is a constant that depends on α and g 0 . When the local dimension d and the spectral gap ∆ are independent of the system size n, the above inequality results in a constant upper bound for the entanglement entropy. Our area-law result can also be applied to quasi-1D systems (e.g., ladder systems) by appropriately choosing the local dimension d. There are several remarks pertaining to the above area law results. First, in the short-range limit (i.e., α → ∞), our area-law bound reduces to log 3 (d)/∆ and reproduces the state-of-the-art bound in short-range interacting systems [6, 7] . Second, the assumption (5) is always satisfied for α > 2 because ofᾱ ≥ α − 2. This condition covers important classes of long-range interactions such as van der Waals interactions (α = 6) and dipole-dipole interactions (α = 3). Third, we believe that the condition α > 2 is the best general condition. If the exponent α is small enough such that the condition (5) breaks down, the norm of the boundary interaction along a cut, namely V L,R , diverges in the thermodynamics limit (n → ∞). Then, the system energy possesses a high-dimensional character, and hence its 1D character should be lost; indeed, other types of general entropic bounds such as the dynamical-area-law bound [27] and thermal-area-law bound [28] also collapse for α ≤ 2.
The condition α > 2 is the most general sufficient condition for the inequality (5) to be satisfied. Hence, when considering special classes of Hamiltonians, this condition can be relaxed. As one such example, we n } is associated with one spin, and the product of these n matrices gives the coefficient of |s1, s2, . . . , sn for |ψD . Each edge (red color) denotes the product of A [s i ] i and A [s i+1 ] i+1 . This MPS has entanglement entropy less than log D for arbitrary cut of the system, and the essence of the density-matrix renormalization algorithm lies in the MPS description of ground states.
consider fermion systems with long-range hopping as follows:
where
are the creation and the annihilation operators for the fermion, and V is composed of arbitrary finite-range interaction terms such as
with r i,j = O(1). In the above cases, we can prove that for α > 3/2, the condition (5) is satisfied. For V = 0, this model is integrable and exactly solvable. For example, the Kitaev chain with long-range hopping corresponds to this class. Interestingly, in the longrange Kitaev chain, the point α c = 3/2 is linked to a phase transition resulting from conformal-symmetry breaking [19] . Based on our analysis, we can also determine the efficiency of approximation of ground states |0 in terms of the matrix-product representation. We approximate the exact ground state |0 using the following MPS (Fig 3) :
where each of the matrices {A [si] i } i,si is described by the D × D matrix. We refer to the matrix size D as the bond dimension. Although arbitrary quantum states can be described by the MPS, generic quantum states require exponentially large bond dimensions, namely
. If a quantum state is well approximated by the MPS with small bond dimensions, we can calculate the expectation values of local observables (e.g., energy) efficiently. On the MPS representation of the ground state |0 , we prove the following statement: If the condition (5) is satisfied and the spectral gap is nonvanishing, there exists an MPS |ψ D with bond dimensions D = exp[c log 5/2 (1/δ)] (c : constant) such that
for an arbitrary concatenated subregion X, where · 1 is the trace norm and |X| denotes the cardinality of X. The MPS is the basic ansatz for various types of variational methods [3] and it is crucial to determine whether ground states can be well approximated by the MPS with a small bond dimension. From the approximation (8), to achieve an approximation error of δ = 1/poly(n), we need quasi-polynomial bond dimensions, namely D = exp[log 5/2 (n)]. Our result justifies the MPS ansatz with small bond dimensions, obtained at a moderate computational cost. It in turn explains the empirical success of the density-matrixrenormalization-group algorithm in long-range interacting systems [18, 19, 21] . On the other hand, our estimation is still slightly weaker than a polynomial-size bond dimensions D = exp[log(n)]. This is in contrast to the short-range interacting cases, where only sub-linear bond dimensions D = exp[log 3/4 (n)] are required to represent the gapped ground states using the MPS [6] .
Finally, we mention the relevance to the experimental observations regarding the long-range area law. Recent advances in experimental setups have achieved direct observation of the second-order Rényi entropy [29] . The second-order Rényi entropy for a subsystem L (as in Fig. 1 
, and S 2 (ρ L ) provides a lower bound for the entanglement entropy S(ρ L ) in Eq. (1). Hence, we can obtain the same arealaw bound as (6) for S 2 (ρ L ). Recently, the measurement of Rényi entropy was reported [30] in long-range XY models with tunable power exponents 0 < α < 3. We expect that our area-law bound would support the outcome of experimental observations regarding entanglement entropy of ground states.
OUTLOOK
We discuss several future research directions and open questions. First, could we find an explicit example that violates the entanglement area law for α ≤ 2 or for α ≤ 3/2 in free fermion systems? So far, rigorous violations of the area law have been observed for α = 1 in gapped free fermionic systems [31] . Moreover, at α ≈ 1, all the existing area-law violations are at most logarithmic, namely S(ρ L ) log(|L|). It is an intriguing question whether there exists a natural long-range interacting gapped system where the entanglement entropy obeys the sub-volume law as S(ρ L ) |L| γ (0 < γ < 1). Conversely, it is also challenging to generalize our arealaw bound to the sub-volume-law bound for α ≤ 2. This regime is more relevant to high-dimensional systems, and any entropic bound better than the volume law would be helpful in tackling the high-dimensional area-law conjecture.
Second, can we develop an efficiency-guaranteed algorithm to calculate the ground state under the gap condition? In the inequality (8), we have proved the existence of an efficient MPS description of the ground state, while it is not clear how to find such a description. In short-range interacting systems, this problem has been extensively investigated in popular works by Vidick et al. [7, 11] . We expect that their formalism would be generalized to the present cases and leads to a quasi-polynomial-time algorithm for calculating ground states within a polynomial error 1/poly(n). Furthermore, we still have scope to improve the quasipolynomial bond dimension of exp[log 5/2 (n)] to approximate the ground states. We leave it as a future problem whether this bound can be relaxed to a polynomial form of exp[log(n)] = poly(n).
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I. SET UP AND ASSUMPTION
We here restate the setup of the system. We consider a one-dimensional quantum system with n sites, where each of the sites has d-dimensional Hilbert space. We denote the total set of the sites by Λ, namely Λ = {1, 2, . . . , n}.
We now define the system Hamiltonian H as
with |Z| the cardinality of Z, where each of {h Z } |Z|≤k denotes an interaction between the spins in Z ⊂ Λ. The Hamiltonian (S.1) describes a generic k-body-interacting system. We assume the power-law decaying interaction as
where diam(Z) = max i,j∈Z (|i − j|) and · · · is the operator norm. From Ineq. (S.2), we immediately obtain
We assume a non-degenerate ground state |0 with a spectral gap ∆. We notice that now the spectral gap is always smaller than 2g (see Sec. I 1 for the derivation):
Throughout the paper, we set g = 1 by scaling the Hamiltonian H → H/g, or equivalently ∆ → ∆/g. In order to give the condition under which the area law is obtained, we define the interaction between two subsystems X ⊂ Λ and Y ⊂ Λ as follows: 
where each of the terms h Z is given by h i,j . On the other hand, in the case of k ≥ 3, V X,Y (Λ 0 ) usually depends on choice of the subsystem Λ 0 . Throughout the paper, we assume the following algebraic decay of V X,Y (Λ 0 ) (see Fig. 4 ).
Assumption 1.
Let X and Y be arbitrary concatenated subsystems with dist(X, Y ) = r. Then, for arbitrary choice of Λ 0 ⊂ Λ, there exists a constant g 0 such that
withᾱ > 0. In Sec. III, we will discuss how the parameters {g 0 ,ᾱ} are given in terms of {J, α} in Eq. (S.2).
4. Subsystem-subsystem interaction. In order to define VX,Y (Λ0), we pick up all the terms hZ in Λ0 ⊂ Λ which connects X and Y . Our condition for the area law is that the norm VX,Y (Λ0) decays algebraically with respect to the distance between X and Y .
In order to discuss the entanglement entropy, we spatially split the total space into two subsystems L and R (Fig. 5) , respectively. We denote the reduced density matrix of the ground state in L by ρ L :
where tr R (· · · ) denotes the partial trace operation with respect to the subsystem R. We define the entanglement entropy of this split as
Our purpose is to bound the entropy S(L) from above by a function of d, α and ∆.
Proof of the inequality (S.4)
Let us decompose the Hamiltonian as H = H Λi + V i , where H Λi acts only on the sites Λ i := Λ \ {i} and V i := H − H Λi . We note that V i ≤ g from the inequality (S.3). we consider a quantum state |φ = |φ i ⊗ |0 Λi with |0 Λi the ground state of H Λi . By choosing |φ i such that 0|φ = 0, we have
(S.10)
On the other hand, we have
By combining the inequalities (S.10) and (S.13), we obtain the inequality (S.4).
II. MAIN RESULTS
Theorem 1 (Area law for 1D long-range interacting systems). For an arbitrary bipartition of the system Λ = L∪R. The entanglement entropy S(|0 ) is bounded from above by
where η is an arbitrary positive constant, c 1 is a constant which depends only on k, α and η. Also, there exist a quantum state |ψ such that
with the Schmidt rank of
for sufficiently small δ.
This theorem implies that in the limit ofᾱ → ∞, the entanglement entropy is given by 
for an arbitrary concatenated subregion X, where · 1 is the trace norm and |X| denotes the cardinality of X. We here denote the complementary subset of X by X c := Λ \ X.
From the corollary, in order to approximate the ground state |0 by using the matrix product states with δ = 1/poly(n), we need the bond dimension D MPS of order
Hence, the simulation of the gapped ground states requires quasi-polynomial computational time. This contrasts to the short-range interacting cases, where the sufficient bond-dimension for δ = 1/poly(n) is sub-linear [6] as
III. SPECIFIC VALUES OFᾱ AND g0
We first derive the upper bound for V X,Y (Λ 0 ) only from the inequality (S.2). We prove the following other lemma (see Sec. III 1): Lemma 1. Let X ⊂ Λ be an arbitrary concatenated subsystem and Y ⊂ Λ be the subsystem such that dist(X, Y ) = r (see Fig. 4 ). Then, the norm of V X,Y (Λ 0 ) is bounded from above by
in the inequality (S.7).
From the lemma, the assumption 1 is always satisfied for α > 2. This lower bound of α is the most general one and applied to arbitrary quantum many-body systems. On the other hand, the condition α > 2 can be relaxed if we consider a specific class of Hamiltonians. For example, we here consider a fermion system with long-range hopping as follows:
are the creation and the annihilation operators for fermion, and V is arbitrary short-range interacting terms such as a i a † i a j a † j with r i,j ≤ O(1). In this case, we can prove the following lemma: Lemma 2. Let X ⊆ Λ be an arbitrary concatenated subsystem and Y ⊆ Λ be the subsystem such that dist(X, Y ) = r. We assume that the distance r is larger than the short-range interaction length which comes from V . Then, the norm of V X,Y (Λ 0 ) is bounded from above by
From the lemma, the assumption 1 is satisfied for α > 3/2 (instead of α > 2). In this way, depending on the situation, the condition for the power exponent α can be loosen. Other cases which gives a better condition than α > 2 include quantum many-body systems with random long-range interactions [33] .
For the proof, we estimate the upper bound of
which clearly gives an upper bound of V X,Y (Λ 0 ) for arbitrary choices of Λ 0 ⊂ Λ. From the inequality (S.2), we first obtain
where we use r −α ≤ r −α+1 . Second, in order to estimate the upper bound of V X,Y , we define
Without loss of generality, we assume that the subsystem Y locates on the right side of X. Then, because of dist(i 0 + j, X) = r − 1 + j we have
where we use the inequality (S.27) in the second inequality. This completes the proof.
Proof of Lemma 2
Without loss of generality, we assume that the subsystem Y locates on the right side of X. Then, we notice that
By using A i,j ≤ J, the first term is bounded from above by
where we define r i = dist(i, Y ) and utilize the inequality
The summation with respect to i ∈ X reduces to the summation from r i = r to r i = r + |X| − 1. Hence, we obtain i∈X j∈Y
We can derive the same inequality for the summation of B i,j a j /r α i,j with respect to i ∈ X and j ∈ Y . By applying the above inequality to (S.30), we prove the inequality (S.24).
IV. OUTLINE OF THE PROOF

A. Preliminaries
[Schmidt rank]
We consider an operator O and define the Schmidt rank SR(O, X) for X ⊆ Λ as the minimum integer such that
where O X,m and O X c ,m are supported on the subsystems X and X c , respectively. We also define the Schmidt rank SR(|ψ , X) of a state |ψ as follows:
where the above is given by the Schmidt decomposition. Especially in considering SR(O, L), we simply write SR(O) by omitting the subsystem dependence.
[Approximate ground state projection (AGSP)]
We here introduce the projection operator onto the ground state. It is usually difficult to construct the exact ground-state projection operator, and hence we consider an approximate one as
where (1 − |0 0|) is equivalent to the projection operator onto the space of the excited eigenstates. We assume that K is the Hermite operator (i.e., K = K † ). In the following, we characterize the approximate ground state projection (AGSP) operators by several parameters. If an AGSP operator has parameters {δ K , K , D K }, there exists a quantum state |0 that is invariant by K such that
The second inequality implies for arbitrary |ψ ⊥ which is orthogonal to |0 (i.e., ψ ⊥ |0 = 0)
Note that the state |0 is an approximate ground state if δ K 0. When δ K = K = 0, the operator K is the exact ground state projection, namely K = |0 0|. In the standard definition of the AGSP [6, 34, 35], we do not need to consider the parameter δ K explicitly. However, in the present case of the long-range interacting systems, the error of |0 − |0 is too large to ignore and we have to correctly take the effect of δ K into account.
[Interaction-truncated Hamiltonian]
We first decompose the total system into B 0 , {B s } q s=1 and B q+1 with q+1 s=0 B s = Λ, where q is an even integer (q ≥ 2) and we choose
(S.40)
We now truncate the interaction of the Hamiltonian so that only the interactions between the adjacent blocks are left, namely
Interaction truncation in the Hamiltonian. Across the dashed line indicated at the center of the system, we decompose the system into (q + 2)-blocks. Each of the blocks {Bs} q s=1 has a length l, and the edge blocks B0 and Bq+1 extend to the left and right ends of the system, respectively. Then, we truncate all the interactions between separated blocks. Because we only truncate the long-range interactions near the cut point, the truncated Hamiltonian Ht is still close to the original Hamiltonian H as shown in Lemma 3.
. Schematic picture of our effective Hamiltonian. In the effective HamiltonianHt, we modify the energy spectrum so that the energy higher than τs is constant in each of the Hamiltonians {hs} q+1 s=0 , whereas the other part of the Hamiltonian (i.e., {hs,s+1} q s=0 ) is the same as the original Hamiltonian. As long as we focus on the low-energy spectrum, the effective Hamiltonian looks almost the same as the original Hamiltonian. It will be shown in Theorem 5 that the accuracy exponentially approaches with the cut-off energy τ .
where h s,s+1 := V Bs,Bs+1 (B s ∪ B s+1 ) as in Eq. (S.5), and h s collects all the terms supported only on B s . We notice that the assumption 1 with r = 1 gives
In the following, we describe H t by
We denote by |0 t the ground state of the truncated Hamiltonian H t . Throughout the paper, we take the origin of the energy so that E t,0 = 0, where E t,0 is the ground-state energy of H t . Note that we set the origin of the energy through not the original Hamiltonian H, but the truncated Hamiltonian H t .
[Effective Hamiltonian by multi-energy cut-off]
In the construction of the AGSP operator (S.36), we need an effective HamiltonianH t which has a small norm but possesses almost the same low-energy properties as the original 
Schematic picture of the proof of the one-dimensional area law. We split the total system Λ into the two subsystems L and R. In the proof of the area law, we first perform a projection onto a product state which has the maximum overlap with the ground state |0 . We then recover the original state from this product state by the use of the approximate ground state projector K (AGSP) as in Eq. (S.36). The entanglement entropy can be bounded from above by the entanglement generation of AGSP (the Schmidt rank of K) because the product state contains no entanglement.
B. Brief outline
We here show the basic strategy of the area-law proof in one-dimensional long-range interacting systems (see Fig. 7 ). We first completely break the entanglement entropy of the ground state by performing a projection operator onto a product state with respect to the partition L ∪ R. Note that the entanglement entropy is equal to zero for product states. We second consider a reverse operator K from the product state to the ground state |0 . The operator K is now taken as an approximate ground state projector (AGSP) as in Eq. (S.36).
We need to consider the following two problems: i) how small is the overlap between the ground state and the product state? and ii) how large is the Schmidt rank of the AGSP operator K in order to guarantee a precision in Eq. (S.38)? On the first problem, we can utilize the bootstrapping lemma [5, 6] (i.e., Lemma 7 in our manuscript); that is, under a good choice of the AGSP operator, an overlap between the ground state and a product state is lower-bounded by using the AGSP parameters K and D K .
The primary problem is how to construct the AGSP operators with appropriate properties to apply the basic strategy. For the purpose, we first perform the truncation of long-range interactions. If we simply truncate all the long-range interactions in the entire region, the truncated Hamiltonian H t and the original Hamiltonian H is extensively different, namely H − H t ≈ O(n). This may completely change the ground state's property. To avoid it, we truncate the long-range interaction only around the cut between L and R (see Fig. 6 ). This truncation ensures the small norm distance between the original Hamiltonian and the truncated Hamiltonian, which preserves the gap condition of H t (Lemma 3) and ensures the closeness between both of the ground states (Lemma 4).
In the second step, we perform the multi-energy cut-off in each of the blocks as in Fig. 6 to define an effective HamiltonianH t . It is necessary to construct the AGSP operator which ensures small precision error K (see the inequality (S.155)). The gap preservation and the closeness of the ground state is still ensured as long as the cut-off energy satisfies τ log(q) (Theorem 5). In the standard construction of the effective Hamiltonian [6, 36] , we suppose to perform the energy cut-off only in the edge blocks (i.e., B 0 and B q+1 ). However, this simple procedure allows us to prove the long-range area law only in the short-range power-exponent regimes (i.e., α > 3). The multi-energy cut-off is crucial to prove the long-range area law even in the long-range power-exponent regimes (i.e., α ≤ 3).
We then need to derive basic properties of the AGSP so that they meet our present setup and purposes. In Proposition 2, we lower-bound the overlap between the ground state and low-entangled state. We then derive the upper bound of the entanglement entropy by using a sequence of the AGSP operators (Proposition 3). As for the connection between the AGSP parameters {D K , K , δ K } and polynomials of the effective HamiltonianH t , we derive Lemma 8 and Proposition 4 for the Schmidt rank, and give Lemma 11 to upper-bound the precision error K in terms of the norm of the effective Hamiltonian H t . Finally, based on Proposition 2 and Proposition 4, we first construct a quantum state with small Schmidt rank by applying the bootstrapping lemma (Proposition 6). Then, based on Proposition 3 and Lemma 8, we construct the complete ground state |0 to upper-bound the entanglement entropy (Proposition 7). These two propositions immediately yields our main Theorem 1. In Fig. 8 , we give the flow chart of the whole proof.
V. DETAILS OF TECHNICAL LEMMAS, PROPOSITIONS AND SUB-THEOREMS
Before giving the proof of Theorem 1, we show technical lemmas, propositions and sub-theorems, which are the key ingredients to prove the theorem. Several lemmas can be trivially derived from the previous analyses in 
Refs [5, 6, [34] [35] [36] by extending their setups to the present setup. We show the details of almost all the lemmas, propositions, and sub-theorems so that all the readers can follow the proofs.
In the following analyses, we assume the open-boundary condition. In the periodic-boundary condition, we can also define the truncated Hamiltonian in the same way (see Fig. 9 ) by regarding the system as a one-dimensional ladder.
A. Gap condition for the truncated Hamiltonian Ht
First of all, we analyze the ground state of the truncated Hamiltonian H t . For the purpose, we need to clarify the gap condition for H t . It is ensured by the following lemma which gives the norm difference between H and H t :
Lemma 3. The norm distance between H and H t is bounded from above by
where we define δH t := H − H t . Also, the spectral gap ∆ t of H t is bounded from below by
Proof of Lemma 3. We define X s := j≥s+2 B j and Λ s = j≥s B j for s = 0, 1, 2, . . . , q − 1. Then, from the definition of the truncated Hamiltonian (S.41), we obtain
Interaction truncation in the Hamiltonian in the periodic-boundary condition. In this case, we can apply the same discussion as in the case of the open-boundary condition by regarding the system as a one-dimensional ladder.
By using the assumption 1, the inequality (S.7) gives
From the inequalities (S.49) and (S.50), we obtain the inequality (S.47).
In order to derive the inequality (S.48), we utilize the Weyl's inequality:
where {E j } j≥0 and {E t,j } j≥0 are eigenvalues of H and H t in ascending order (i.e., E j ≤ E j for j ≤ j ), respectively. We thus obtain the inequality (S.48) as follows:
This completes the proof.
B. Perturbation of the ground state
Lemma 4. Under the assumption of ∆ > 4 δH t , the original ground state |0 have an overlap with that of the truncated Hamiltonian |0 t as follows:
Also, for an arbitrary quantum state |φ , the norm distance between |0 and |φ is bounded from above by
Proof of Lemma 4. The inequality (S.54) is simply derived from the triangle inequality. We need to prove the inequality (S.53). We first expand |0 as follows:
where 0 t |ψ t,⊥ = 0 and we choose the phase term of |0 t so that 0|0 t has a positive real value, namely |ζ 1 | = | 0|0 t | = 0|0 t = ζ 1 . Then, the coefficients {ζ 1 , ζ 2 } is determined by the eigen-problem of the following matrix:
Then, the ground-state energy of H is formally given by 57) and the corresponding coefficients {ζ 1 , ζ 2 } are
where we will prove the assumption f ⊥ > f 0 afterward. From the equation ζ 2 1 + |ζ 2 | 2 = 1, we obtain
where we use the fact that ζ 1 ∈ R + . By combining the inequalities (S.59), (S.60) and (S.61), we obtain
which reduces to
The remaining task is to obtain the upper bound or the lower bound of |f |, f ⊥ and f 0 . First, we have
where we use H t |0 t = 0. Also, we have
where we use ψ t,⊥ |H t |ψ t,⊥ ≥ ∆ t and Ineq. (S.52) in the first and second inequalities, respectively. Finally, we have
By combining the above three inequalities (S.64), (S.65) and (S.66) with (S.63), we obtain the main inequality (S.53).
Finally, under assumption of ∆ > 4 δH t , the inequalities (S.65) and (S.66) implies f ⊥ > f 0 , which has been assumed in (S.59). This completes the proof.
C. Convenient lemmas on the Schmidt rank
We here show several convenient lemmas on the Schmidt rank.
Lemma 5. For arbitrary quantum state |ψ and operator O, the Schmidt rank of O|ψ is bounded from above by 
Lemma 5 is immediately derived from the definition. On the Schmidt rank of the Hamiltonian (S.1), we prove the following lemma. 
for arbitrary interaction terms {h Z } Z⊂Λ,|Z|≤k . The block-block interaction h s,s+1 contains at most
, and hence
By combining the inequalities (S.73) and (S.75), we obtain
D. The Young-Eckart theorem
We here show the Young-Eckart theorem [37] without the proof. Let us consider a normalized state |ψ and give its Schmidt decomposition as
where 
We then expand the state |0 Kt by the use of the Schmidt decomposition:
where the Schmidt coefficients {µ Kt,m } are in non-ascending order as µ Kt,1 ≥ µ Kt,2 ≥ µ Kt,3 · · · . Each of {|P Kt,m } is a product state with respect to the partition Λ = L ∪ R (see Fig. 5 ). Hence, for an arbitrary product state |P , the overlap with |0 Kt is smaller than 0 Kt |P Kt,1 = µ Kt,1 :
Let us choose the state |ψ as
in the inequality (S.81). Then, our task is to upper-bound the following quantity γ Kt :
The value of γ Kt is bounded from above as follows. First, from the triangle inequality, we obtain
where the last inequality is given by the inequality (S.82). Second, we prove the inequality of 
From the above equation, we obtain where we use (1 + x) −1/2 ≥ 1 − x/2 for x ≥ 0 in the first inequality. We thus obtain the inequality (S.88), and hence the inequality (S.89) is also proven.
To finish the proof, we need to derive a relationship between the coefficient This completes the proof of Proposition 2.
Proof of Lemma 7.
We first denote the Schmidt decomposition of K t |P Kt,1 by
Note that K t |P Kt,1 is not normalized. We obtain
where the first inequality is given by the Cauchy-Schwartz inequality. We now have 
Second, we apply the Young-Eckart theorem by letting |ψ = |0 , |φ =
Therefore, in order to derive the inequality (S.103), we need to prove γ p ≤γ p withγ p defined in Eq. (S.104). In order to upper-bound γ p by using the AGSP parameters ({δ p , p , D p } ∞ p=1 ), we start from the triangle inequality as follows:
where the last inequality is derived from the inequality (S.38) and the definition δ p = |0 p − |0 . We, in the following, derive the upper bound of the first term in (S.109). By using Eq. (S.106), we decompose the quantum state e −iθp |ψ D by
where |ψ s,⊥ is a state orthogonal to |0 p . We then derive the upper bound of ν p with ν p := | 0 p |ψ D |, which is given by
where we use | 0|ψ D | ≥ 1 − |ψ D − |0 = 1 − ν 0 in the last inequality. We then follow the same steps as the derivations of Ineq. (S.91), (S.92) and (S.93); in these inequalities, we replace as
Thus, we obtain
where we use (S.111) in the second inequality. By combining the inequalities (S.109) and (S.113), we obtain γ p ≤γ p . The remaining task is to upper-bound the entanglement entropy to derive the inequality (S.105). We first define
where we define D 0 = 0. From the inequality (S.108), we have
where the last inequality is given by the condition in the proposition. From the above definition, we have
where in the last inequality we use D p ≤ DD p in (S.107). By using {Γ p } ∞ p=1 and the ineuqlaity (S.116), the entanglement entropy of |0 is bounded from above by
where we use
We have −x log(x/3) ≤ −y log(y/3) for 0 < x ≤ y ≤ 1, and hence
which reduces the inequality (S.117) to the main inequality (S.105). This completes the proof of Proposition 3.
G. Schmidt rank of the polynomials of the truncated Hamiltonian
We first show the following lemma: 
which yield the inequality (S.119). This completes the proof. Roughly speaking, the inequality (S.119) gives the Schmidt rank of order of l O(m) . In fact, when q is large, we obtain much better bound for SR(H 
where for the simplicity we assume (q + m) q+1 ≤ d ql which yields the second inequality.
Proof of Proposition 4. We can prove the proposition by extending the original argument in Ref.
[6] to the present long-range interacting case. In order to estimate the Schmidt rank of H m t , we first describe it as As shown in the following lemma, the Schmidt rank of P i,s ( z) can be efficiently estimated:
Lemma 9. The Schmidt rank of P i,s ( z) is bounded from above as
Second, we can prove the following lemma:
Lemma 10. There exists a set of { z α } Ns α=1 which gives Eq. (S.128) as long as
From the lemmas 9 and 10, the inequality (S.129) reduces to 
This completes the proof of Proposition 4.
Proof of Lemma 9
We first define parametrized Hamiltonian H( z) as follows:
We now estimate the Schmidt rank of δH( z) t and z i H i . The latter one has been already given by Lemma 6 as 
for ∀j, and hence the Schmidt rank of
is bounded from by
We thus obtain
where we use the relations
Finally, by combining the inequalities (S.140) and (S.69), we obtain the inequality (S.130). Note that max(
Proof of Lemma 10
For the proof, we first choose each of
i with x a parameter which is fixed afterward. It reduces Eq. (S.127) to . We notice that we have
, where the total number N is equal to the (m − s)-multicombination from a set of q elements:
In this notation, Eq. (S.142) reduces to 
has full rank, an arbitrary O u is described by This completes the proof of Lemma 10.
H. Construction of the AGSP
We here discuss how we can find the AGSP operator satisfying (S.80). In order to construct the AGSP, we utilize a polynomial of the Hamiltonian Poly(H t ). For example, one of the candidate for AGSP {K p } for ∆ t ≤ x ≤ H t with m a positive number (Fig. 10) . From the definition E t,0 = 0, this polynomial gives
In the construction of the polynomial K(m, x), we employ the Chebyshev polynomial [6, 34, 35] :
The first few polynomials are given by
As shown in the following lemma, the Chebyshev polynomial T n (x) approximately behaves as a boxcar function in the range [−1, 1].
Lemma 11 (Lemma B.2 in Kuwahara, Arad, Amico and Vedral [35] ). The Chebyshev polynomial T n (x) satisfies
We now choose K(m, x) as follows:
where K(m, 0) = 1 and the lemma 11 implies
Thus, m in the inquality (S.147) is upper-bounded by
We therefore conclude that the error of the AGSP K(m, H t ) decreases as e
However, in this case, we have to take m as large as O( √ n) for a good approximation, which may result in a high Schmidt rank of the AGSP operator. We thus need to achieve a good approximation with small m. We thereby consider an effective Hamiltonian instead of the original Hamiltonian.
I. Effective Hamiltonian with a small norm
In order to construct the AGSP operator that satisfies the condition (S.80) for the bootstrapping lemma, it is convenient to utilize an effective HamiltonianH t instead of the original Hamiltonian H t . Here, the effective HamiltonianH t has almost the same ground state as the original one. The points are the followings:
1. The effective Hamiltonian has the norm much smaller than that of the original Hamiltonian, namely H t H t . Note that because of the inequality (S.155) the norm of the Hamiltonian critically determines the error of the AGSP operators. By applying the Chebyshev-based AGSP construction (S.153) to the effective Hamiltonian, we can prove that the AGSP K(m,H t ) satisfies the condition (S.80).
The Schmidt rank ofH
We, in the following, analyze the fundamental property of the effective Hamiltonian given in Eq. (S.46) (see also Fig. 6 
where g 0 has been defined in (S.7).
By following Lemma 12, we shift the energy origin so that the inequality (S.160) is satisfied. We then obtain the upper bound of H t as follows:
which is roughly as large as O(qτ ). Note that the condition (S.159) guarantees that H t remains the same as before shifting energies. If the cut-off energy τ becomes sufficiently large, we expect that the low-energy behavior of both Hamiltonians H t andH t are approximately identical. We now want to know the τ -dependence of the accuracy of the lowenergy spectrum ofH compared to that of the original Hamiltonian. The accuracy has been investigated by Arad, Kuwahara and Landau [36] when the energy cut-off is considered only for a single block Hamiltonian. Unfortunately, the accuracy of the multi-energy cut-off has not been considered so far.
We prove the following theorem, which ensures the exponentially accurate approximation with respect to the value of τ log(q):
Theorem 5. Let us choose τ such that
where g 0 has been defined in (S.7) and we define {λ, λ } as follows:
(S.163) Then, the spectral gap∆ t of the effective Hamiltonian is preserved as
Moreover, the norm distance between the original ground state |0 t and the effective one |0 t is exponentially small with respect to the cut-off energy τ :
The proof of this theorem is quite intricate, and we show the proof in Sec. VII. 
By combining the above three inequalities, we have
We here shift the energy origins such that E s,0 + E s = E s ,0 + E s for ∀s, s , which implies
, where we use q+1 s=0 E s = 0. We note that the above choice satisfies q+1 s=0 E s = 0. From the inequality (S.169), the above choice of E s leads to
for s = 0, 1, 2, . . . , q + 1. This completes the proof.
VI. PROOF OF MAIN THEOREM 1
We now have all the ingredients to prove the main theorem. Proof of Theorem 1 consists of the following two Propositions which we will prove in the subsequent subsections. In the first proposition, we prove the existence of a quantum state which has an O(1) overlap with the exact ground state and has a small Schmidt rank. Proposition 6. There exists a quantum state |φ such that
where η is an arbitrary positive constant andc constant which depends only on k, g 0 ,ᾱ and η.
In the second proposition, by using the quantum state given in Proposition 6, we construct an approximate ground state with a desired accuracy and estimate the Schmidt rank of the state. Based on this approximation, we also give the upper bound of the entanglement entropy.
Proposition 7. Let |φ be an arbitrary quantum state such that
with D φ := SR(|φ ). Then, there exist a quantum state which approximates the ground state |0 by
with the state |ψ satisfying
Also, the entanglement entropy S(|0 ) is bounded from above by
Here, c 1 , c 2 , c 3 , c 4 are constants of O(1) which depend only on k, g 0 andᾱ.
By applying Proposition 6 to Proposition 7, we immediately prove Theorem 1.
A. Proof of Proposition 6
In the following, we choose the number of the blocks q such that
where the second inequality comes from (S.52), namely ∆ t ≥ ∆ − 2 δH t . The inequality (S.178) implies from Ineq. (S.47)
From Ineq. (S.54) in Lemma 4, the above choice of q gives the following inequality:
for an arbitrary quantum state |φ . From Proposition 2, if we find the AGSP operator K t such that
there exists a quantum state |ψ D which satisfies
Hence, if we can prove the existence of the AGSP operator which satisfies
we prove the Proposition 6 by choosing |ψ D as |φ in Ineq. (S.180). Also, in the construction of the AGSP operator, we utilize the effective Hamiltonian from the truncated Hamiltonian H t . We here consider the operator K(m,H t ) as the AGSP operator K t for the ground state |0 t , where the function K(m, x) was defined in Eq. (S.153). It has the parameters (δ Kt , Kt , D Kt ) as defined in (S.38), which depend only on m, q and τ . We need to appropriately determine these three parameters so that the conditions (S.181), (S.183) and (S.184) are satisfied.
The parameters are bounded from above as follows. First, from Ineq (S.165) in Theorem 5, we obtain
under the condition of (S.162), where we use ∆ t ≥ 3 4 ∆ as in (S.178). Second, from Ineqs. (S.155) and (S.161), we obtain
where we use∆ t ≥ ∆ t /2 ≥ 3 8 ∆ in the third inequality. Third, from Proposition 4, we obtain
under the assumption of (q + m) q+1 ≤ d ql . We choose τ such that
where c τ is a constant depends only onᾱ, g 0 and k. Then, for the inequality (S.183) to be satisfied, we need to choose m and q such that
From the inequalities (S.178) and (S.179), we can formally give Kt and D Kt as 190) where the constants b 1 and c 1 depend only onᾱ, g 0 and k. Note that l ∝ (q/∆) 1/ᾱ from Eq. (S.179).
In the following, we choose m and q as such
K , which reduces the conditions (S.181) and (S.189) to
Kt is satisfied for
The first inequality in (S.192) gives the lower bound of m as follows:
The second one implies 194) which is satisfied for 197) where η 3 is an arbitrary positive constant andc depends only on k, g 0 ,ᾱ, η 1 , η 2 and η 3 . We let η 1 + η 2 + η 3 = η and prove Eq. (S.184). This completes the proof.
B. Proof of Proposition 7
In the proof, we utilize Proposition 3. For the purpose, we set q = 2 and construct the AGSP operator for |0 by using K(m,H t ). From Ineq. (S.47) with q = 2, we obtain the upper bound of δH t as
From the inequality (S.52), namely ∆ t ≥ ∆ − 2 δH t , the condition
implies ∆ t ≥ 3∆/4. In the following discussions, we choose l as
Also, from Lemma 4, for an arbitrary quantum state |φ , we have
where we use Ineq. (S.199) in the first inequality and Ineq. (S.198) in the second inequality. For the construction of the AGSP operator, we utilize the effective Hamiltonian from the truncated Hamiltonian H t with q = 2. We here assume for τ the condition (S.162), which is now given by
Then, Theorem 5 gives
where we use ∆ t ≥ 3∆/4 in the second inequality. Here, the operator K(m,H t ) depends only on the parameters m, l and τ , and hence we denote it by K m,l,τ and define the AGSP parameters as (δ m,l,τ , m,l,τ , D m,l,τ ) . We note that the parameters (δ m,l,τ , m,l,τ , D m,l,τ ) do not depend on the choice of the energy origin for H t . Hence, when we consider the truncated Hamiltonians H t with different parameters q and l, we will retake the energy origin so that E t,0 = 0.
The upper bounds of the parameters are given as follows. First, δ m,l,τ is bounded from above by
where we use the inequality (S.201) with |φ = |0 t and apply Ineq. (S.203) to |0 t − |0 t . Second, we obtain the same inequality to (S.186) as
where we use q = 2 and the inequality (S.204). Third, from Lemma 8, we obtain
In the following, we consider a sequence of the AGSP operator {K p } ∞ p=1 . We here characterize the AGSP parameters of K p by δ p = δ mp,lp,τp , p = mp,lp,τp and D p = D mp,lp,τp . From Proposition 3, the entanglement entropy S(|0 ) is bounded from above by 208) where ν 0 := |0 − |φ and D φ = SR(|φ ). Moreover, the quantityγ p characterizes the norm distance between |0 and K p |φ (see Ineq. (S.103)). We then choose {m p , l p , τ p } such that
which is satisfied by choosing
where the second inequality comes from
Note that the condition in this proposition gives ν 0 ≥ 1/2, which is used for the first inequality in (S.211).
From the inequality (S.205), for δ p ≤ 1/(3p), we choose τ p and l p such that
which implies
where λ p is a constant for the condition (S.202) to be satisfied. Under the above choice, the Schmidt rank (S.207) is formally given by
with c 1 and c 2 constants which depend only on k andᾱ. Note that λ is defined by using k andᾱ. Thus, by using Ineq. (S.103) with Eq. (S.104), we obtain the inequality (S.176) in Proposition 7. Finally, from the inequality (S.208), we have
where c 3 and c 4 are constants which depend only on k andᾱ. We also use
We thus obtain the upper bound (S.177) for the entanglement entropy. This completes the proof of Proposition 7.
VII. PROOF OF THEOREM 5: ACCURACY OF THE EFFECTIVE HAMILTONIAN WITH MULTI-ENERGY CUT-OFF
In this section, we show the proof of Theorem 5. Throughout the section, we explicitly take the parameter g into account; in the setup, g was defined in (S.3) and set to be 1. For the convenience for the reader, we show the statement again in the following:
Then, the spectral gap∆ t of the effective Hamiltonian is preserved as
We notice that in Sec. V I the above theorem was given by setting g = 1 in the definitions of λ and λ .
A. Preliminaries
We first define the projection operator on to the eigenspace of h s as
for I ⊂ R. Especially for Π Especially, for the total Hamiltonian H t and the effective HamiltonianH t , we define Π I andΠ I as
, we denote them by Π <x (Π ≤x ) andΠ <x (Π ≤x ), respectively.
Upper bound of the spectral gap forHt
We first estimate the upper bound of the spectral gap∆ t for the effective HamiltonianH t , which is necessary in utilizing the inequality (S.270) in Proposition 8. We can prove the following lemma.
Lemma 13. The spectral gap∆ t =Ẽ t,1 −Ẽ t,0 is bounded from above bỹ
Proof of Lemma 13. For the proof, let us pick up the block B 0 and consider a quantum state
where |Ẽ Λ0,0 is the minimum energy state forH t −h 0 − h 0,1 and is supported on Λ 0 := Λ \ B 0 . We define the energy Ẽ Λ0,0 |(H t −h 0 − h 0,1 )|Ẽ Λ0,0 asẼ Λ0,0 Here, we choose c 0 and c 1 such that ψ|0 t = 0. We then obtain
where we use h s,s+1 ≤ g 0 for ∀s ∈ {0, 1, . . . , q + 1} and E 0,1 − E 0,0 ≤ 2g from the inequality (S.4).
On the other hand, we have for the ground state |0 t
We thus obtain the upper bound of∆ t as follows
where we use g 0 ≥ 1 = g. This completes the proof of Lemma 13.
Lower bound of the spectral gap∆t forHt
In the following lemma, we obtain a lower bound of∆ t :
Lemma 14. Let us define the spectral decomposition of |0 t as follows:
Then, the quantum state
Also, the spectral gap of the HamiltonianH t is bounded from below bỹ
Proof of Lemma 14. First, the quantum state as arg inf ψ: ψ|0t =0 ( ψ|H t |ψ ) is given in the form of
Then, due to the constraint of ψ|0 t = 0, the coefficients {b 0 , b 1 } are uniquely determined as
up to a phase factor. We thus prove Eq. (S.233). Also, the definition (S.232) implies
On the other hand, the decomposition (S.231) yields
By combining the inequalities (S.237) and (S.238), we obtain
Lower bound of ψ|Ht|ψ
In order to apply Lemma 14, we need to give a lower bound of ψ|H t |ψ with |ψ defined in Eq. (S.232). It is given by the following lemma:
Lemma 15. Let |ψ be in the form of Eq. (S.232). We then obtain
where we define 
, and hencẽ
We here prove the following inequality:
where the second inequality is derived from
for s ∈ {0, 1, 2, . . . , q + 1}. Note that the definition (S.232) implies |ψ =Π ≤Ẽt,1 |ψ . In order to prove the first inequality in (S.247), we consider
where we set P (−1) = 1. Then, by combining the inequalities
we obtain the first inequality in (S.247). By using the notations of P (q+1) and Q (q+1) , we obtain
We consider the lower bound of the first term in (S.252). From the inequality (S.247), we immediately obtain
where we use Π ≥∆t |ψ = |ψ due to 0 t |ψ = 0. In the same way, we obtain P (q+1) |ψ ≥ 1 − κ. We thus obtain 
where we use h s,s+1 ≤ g 0 and P (q+1) + Q (q+1) = 1 in the second inequality, and use Ineq. (S.247) in the last inequality. We obtain the same the inequality for the third term. Finally, the fourth term is bounded from below by
where we use Q (q+1) |ψ = (1 − P (q+1) )|ψ ≤ κ and
Note that we use Ineq. (S.169) in order to bound E s,0 from below. By applying the inequalities (S.254), (S.255) and (S.256) to (S.252), we prove the inequality (S.240). This completes the proof of Lemma 15.
Upper bound of the norm difference |0t − |0t
Finally, we prove the following lemma which estimate |0 t − |0 t :
Lemma 16. Under the assumption of
the norm of |0 t − |0 t is bounded from above as follows:
Proof of Lemma 16. The proof is almost the same as that of Lemma 4. For the convenience for readers, we show the full proof. We first expand |0 t as follows:
where 0 t |φ 0 = 0 and we choose the phase term of |0 t so that 0 t |0 t has a positive real value, namely |ζ 1 | = | 0 t |0 t | = 0 t |0 t = ζ 1 . Then, the coefficients {ζ 1 , ζ 2 } is determined by the eigen-problem of the following matrix:
Then, the ground-state energy ofH t is formally given bỹ 262) and the corresponding coefficients {ζ 1 , ζ 2 } are
By using Ineq. (S.243), we have f ⊥ ≥ E ⊥ , and hence the assumption (S.258) implies f ⊥ − f 0 ≥ 0. We thus obtain 
where we use the fact that ζ 1 ∈ R and ζ 1 ≥ 0. By combining the inequalities (S.264), (S.265) and (S.266), we obtain
which reduces to the inequality (S.259). This completes the proof.
B. Outline of the proof
We here prove Theorem 5. For the proof, we need to derive the following two proposition. The first proposition is related to the energy distribution of the subsystem B s ⊂ Λ under the condition that the total energy is involved in an interval (−∞, E]. We can prove the exponential decay of the distribution of h s : Proposition 9. Let us define τ s such that τ s − E s,0 = τ , where τ is a fixed constant. We then obtain
where δE has been defined as δE := E − E t,0 .
Remark. We can derive the similar inequality for (H t −H t )Π ≤E . However, the inequality becomes rather weak as follow
which does not work in the thermodynamic limit as H t → ∞.
Before going to the proof, we give the upper bound of κ and H t |0 t . From the definition (S.242) of κ: 
where we use∆ t ≤ 4g 0 in Lemma 13. Also, by using Proposition 9 with E = 0, we obtain
Under the assumption of (S.218), we can obtain by straightforward calculations
where in the first inequality we use g 0 ≥ 1, q ≥ 2 and ∆ t ≤ 2. In particular, from the inequality (S.278), we have
where E ⊥ has been defined in Eq. (S.241). We now have all the ingredients to prove the main inequalities in Theorem 5. First, from Lemmas 14 and 15, we obtain∆
By applying the upper bounds of (S.279) and (S.280) to the above inequality, we prove the inequality (S.220). In addition, from Lemma 16, we have
By applying the inequalities (S.277), (S.279) and (S.280) to the above inequality, we have
This gives the proof of Ineq. (S.165). This completes the proof of Theorem 5.
C. Proof of Proposition 9 by utilizing Proposition 8
We first prove the Proposition 9 by assuming Proposition 8. We will prove Proposition 8 afterward. From the definition of the effective Hamiltonian (S.223), we calculate (H t −H t )Π ≤E as
(S.284) Hence, we need to estimate the upper bound of The inequalities in (S.297) imply the lower bound of H t φ in (S.296) as follows:
By applying the inequality (S.294) with (S.299) to Eq. (S.293), we prove the inequality (S.268).
[Proof of the inequality (S.294)] We, in the following, prove the inequality (S.294). We start from the following equality:
φ|H t |φ = φ|Π ≤x H t Π ≤x |φ + This completes the proof.
Proof of Lemma 17
In order to derive the lemma, we utilize the following additional lemma where F (x) := e xG F e −xG and T → , T ← are the ordering operator: 
