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Abstract
The quality of digital pictures is often degraded by various processes (e.g, acquisition
or capturing, compression, filtering process, transmission, etc). In digital image/video
processing systems, random noise appearing in images is mainly generated during the
capturing process; while the artifacts (or distortions) are generated in compression
or filtering processes. This dissertation looks at digital image/video quality degra-
dations with possible solution for post processing techniques for coding artifacts and
acquisition noise reduction for images/videos.
Three major issues associated with the image/video degradation are addressed in
this work. The first issue is the temporal fluctuation artifact in digitally compressed
videos. In the state-of-art video coding standard, H.264/AVC, temporal fluctuations
are noticeable between intra picture frames or between an intra picture frame and
neighbouring inter picture frames. To resolve this problem, a novel robust statistical
temporal filtering technique is proposed. It utilises a re-descending robust statistical
model with outlier rejection feature to reduce the temporal fluctuations while pre-
serving picture details and motion sharpness. PSNR and sum of square difference
(SSD) show improvement of proposed filters over other benchmark filters. Even for
videos contain high motion, the proposed temporal filter shows good performances in
fluctuation reduction and motion clarity preservation compared with other baseline
temporal filters.
The second issue concerns both the spatial and temporal artifacts (e.g, block-
ing, ringing, and temporal fluctuation artifacts) appearing in compressed video. To
vi
vii
address this issue, a novel joint spatial and temporal filtering framework is con-
structed for artifacts reduction. Both the spatial and the temporal filters employ a
re-descending robust statistical model (RRSM) in the filtering processes. The robust
statistical spatial filter (RSSF) reduces spatial blocking and ringing artifacts whilst
the robust statistical temporal filter (RSTF) suppresses the temporal fluctuations.
Performance evaluations demonstrate that the proposed joint spatio-temporal filter
is superior to H.264 loop filter in terms of spatial and temporal artifacts reduction
and motion clarity preservation.
The third issue is random noise, commonly modeled as mixed gaussian and im-
pulse noise (MGIN), which appears in image/video acquisition process. An effective
method to estimate MGIN is through a robust estimator, median absolute deviation
normalized (MADN). The MADN estimator is used to separate the MGIN model
into impulse and additive Gaussian noise portion. Based on this estimation, the
proposed filtering process is composed of a modified median filter for impulse noise
reduction, and a DCT transform based denoising filter for additive Gaussian noise
reduction. However, this DCT based denoising filter produces temporal fluctuations
for videos. To solve this problem, a temporal filter is added to the filtering process.
Therefore, another joint spatio-temporal filtering scheme is built to achieve the best
visual quality of denoised videos. Extensive experiments show that the proposed
joint spatio-temporal filtering scheme outperforms other benchmark filters in noise
and distortions suppression.
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Chapter 1
Introduction
For over several decades, there have been numerous research results published in the
literature on the topic of image noise reduction covering linear filters for additive
random noise stained images to more recent nonlinear filtering approaches for images
corrupted by impulse noise or additive Gaussian noise [36] [49] [9] [57]. There also
have been a number of papers focused on the reduction of coding artifacts [89] [16]
[86] [21], due to image/video compression processes, commonly seen in standardised
codecs (JPEG, JPEG2000, MPEG-2, H.263, MPEG-4/AVC) [61] [73]. Most of these
filters have been designed to handle single pattern noise or artifact reduction rather
than multiple noise with artifacts reduction. Moreover, it is worth noting that many
filters which are used to reduce one type of coding artifacts (e.g, blocking or ringing)
often leads to the propagation of other coding artifacts (e.g, blurring). Therefore,
an integrated restoration approach is required to minimize various noise and coding
distortions in compressed digital pictures.
1
21.1 Research Directions
This dissertation focuses on analysis and restoration of spatio-temporal artifacts of
digitally compressed and filtered videos. In addition, noise generated during the im-
age/video acquisition or capturing process, is investigated as well. The benefits of
this research to the community and industry lay in forensic investigation, as well as
defence and border security, with the end result of the research being directly ap-
plicable in areas of video surveillance and security for analysis and restoration. For
instance, the infrared images used for defence and border security are often corrupted
by random noise. In order to remove noisy background and identify the interested
objects, image denoising techniques are necessary [47]. For the consumer electronics
area, the restoration of digital video with noise and artifacts provides better quality
of services to digital TV broadcasting, video conferencing, and digital video enter-
tainment (DVD, video on Demand, etc) [15]. The objective here is to construct at
post filtering framework for the spatio-temporal artifacts reduction, as well as a post
filtering framework for the random noise reduction for digital images and videos.
1.2 Organization of the Thesis
Chapter 2 addresses the issue of noise and distortions in digital images and videos.
It begins with the introduction of characteristics and causes of several models for
digital picture acquisition noise. Then characteristics and causes of the spatial and
the temporal coding artifacts are discussed. DCT domain filtering techniques are also
discussed since some artifacts are caused by these filtering techniques. Finally, image
and video quality metrics are provided to qualitatively and quantitatively evaluate
3digital images/videos with noises and artifacts.
Chapter 3 discusses the maximum a posterior (MAP) framework that is used to
analyze the statistics of image/video compression processes and post filtering pro-
cesses from a probabilistic point of view. Based on this framework, a novel robust
statistical filtering process is proposed for noise and artifacts reduction.
Chapter 4 addresses the issue of temporal fluctuation artifact that exists in the
digitally compressed and filtered videos using DCT based techniques. A robust sta-
tistical temporal filtering technique is used to suppress fluctuation artifact as well as
preserve picture and the motion sharpness of videos. The proposed robust temporal
filter is an implementation of MAP filtering framework discussed in Chapter 3.
Chapter 5 begins with a survey of denoising work on spatial artifacts (e.g, blocking
and ringing). It is widely known that attenuating coding artifacts with a filtering
process is often accompanied by blurring effects. Therefore, the robust statistical
filtering technique is applied to solve blurring issue. A novel joint spatio-temporal
filtering framework is constructed in order to reduce both spatial and temporal coding
artifacts in the whole coding process.
Chapter 6 deals with the issues of video corrupted by mixed Gaussian and impulse
noise (MGIN), as well as spatio-temporal artifacts generated during the coding or
filtering process in transform domain (e.g., DCT). With the statistical analysis of
the MGIN model, MGIN can be reduced by first suppressing impulse noise and then
additive Gaussian noise. The Gaussian noise can be reduced using the DCT-based
denoising filters, because of their effectiveness in Gaussian noise reduction with little
blurring of images [69] [24] [31] [28]. However, similar to image compression process,
the transform domain filters often introduce spatio-temporal artifacts back into the
4denoised images and videos. Therefore, a temporal filter is applied in the final filtering
stage to attenuate these artifacts.
Finally, conclusions are drawn in Chapter 7. In addition, discussions and sugges-
tions for future work are given.
1.3 Contributions
The major contributions of this dissertation are listed as follows:
• Proposition of a novel re-descending robust statistical model with outliers re-
jection characteristics for images and videos restoration. Use of Bayesian MAP
estimation framework for the interpretation of image/video compression and
restoration processes from a probabilistic point of view.
• Design of the robust statistical temporal filter (RSTF) for temporal fluctuation
artifact reduction in videos encoded by the state-of-art compression standard,
H.264/AVC. The RSTF is able to both reduce temporal fluctuations while min-
imizing blurring of images/videos.
• A joint spatio-temporal filtering scheme applying robust statistics is devised
for spatial and temporal coding artifacts (e.g. blocking, ringing and temporal
fluctuations) reduction for compressed videos.
• For acquisition noise of images, modeling and estimating MGIN with appli-
cation of a robust MAD/MADN estimator. The MADN estimator is used to
determine a threshold, which divides the MGIN into impulse noise part and
AGWN part in a MGIN histogram. Based on the above analysis of MGIN, a
5two-stage filtering scheme is proposed. The first stage is an impulse reduction
filter while the second stage is an AGWN reduction filter. Two different ap-
proaches of impulse noise reduction, IPAMF and DMWMF are designed. The
IPAMF applies the MADN estimator into the filtering process. The DMWMF is
a rank order statistics based filtering process. The state-of-art BM3D reference
filter is applied for AGWN reduction in the second filtering stage.
• Another joint spatio-temporal filtering scheme is designed for MGIN reduction
for videos. This filtering scheme consists of three components: the MCI filter
for impulse noise suppression; the DCT-based (BM3D) filter for AGWN noise
reduction; and the RSAT filter for attenuation of basis image effect and temporal
fluctuation artifacts generated by the BM3D filter.
Chapter 2
Digital Image/Video Noise and
Distortions
Noise can be defined as a random, generally unwanted, signal that interferes with the
presentation, measurement or transmission of other signals that contain meaningful
information [11]. Distortion is a term which describes a systematic undesirable change
in a signal [3]. Digital image/video noise and distortions may both be regarded as
interfering variations in picture brightness, colour, motion, etc, caused during im-
age/video acquisition, compression, or other processing operations. For example,
random noise is often seen when an image is captured under poor lighting conditions
[11]. Thermal and electronic noise are also common causes of random noise [82].
Coding artifacts such as blocking and temporal fluctuation effect could be seen in a
harshly compressed digital video clip [89]. Other distortions, e.g., blurring or tempo-
ral fluctuation effect [89], may also appear when the images or video sequences are
processed using non-ideal pre- or post-filters.
In order to restore noisy or distorted images and videos, characteristics and causes
of noise and distortions must be explored. Various noise have been well classified and
approximated with mathematical models. These hypothetical models have been used
6
7as a part of denoising filters, e.g., a commonly used least square (LS) error filter [14].
In this Chapter, the characteristics and causes of common acquisition noise, coding
artifacts and the secondary distortion induced to digital videos by single frame based
video processing techniques are discussed. This is followed by a presentation of some
hypothetical noise models.
2.1 Acquisition Noise
Acquisition noise is introduced during image/video capturing process [11]. It is often
seen that additive random noise appears in images captured under low exposure.
This is because the quantity of photons received by image sensors is random in such
conditions. The behavior of this noise distribution is consistent in images regardless
of contents. Impulsive error may occur due to the malfunctioning pixel elements in
electrical image sensors, analog-to-digital conversion, data transmission, etc. This
noise only affects a proportion of image pixels. In literature, acquisition noise is
generally approximated by classic noise models, i.e., additive Gaussian white noise
(AGWN) model, impulse noise model, and mixed Gaussian and impulse noise model
(MGIN) [11][36][58].
Additive Gaussian White Noise (AGWN)
A contaminated image that contains AGWN can be expressed as [11][5],
xG[i, j] = xO[i, j] + ηG[i, j] (2.1)
8where xO[i, j] and xG[i, j] respectively denote an original noise-free pixel and a noisy
pixel corrupted by AGWN, at image location, (i, j), 1 ≤ i ≤ H, 1 ≤ j ≤ W . H
denotes the height of an image whilst W denotes the width. ηG is the AGWN image,
whose distribution has a zero mean and a standard deviation σ, i.e., N (0, σ2). The
Gaussian distribution can be characterized by its probability density function (PDF),
which is given as,
fG(ηG) =
1√
2piσ
e−
(ηG)
2
2σ2 (2.2)
Figures 2.1(a) and 2.1(b) show the Barbara images corrupted by AGWN with
different noise variances at σ = 10 and σ = 25. As the noise factor σ increases, the
degradation is more annoying. Various filtering techniques should be used to remove
the noise to improve the visual quality.
(a) σ = 10 (b) σ = 25
Figure 2.1: Images of Barbara with AGWN
9Impulse Noise
Impulse noise model is another most frequently investigated noise model. Different
from the AGWN, the primary characteristic of the impulse noise is that a portion of
pixels within an image are corrupted by random-value impulses, while the remaining
pixels are unaffected. The mathematical expression of impulse noise model (xI) is
given as [8],
xI [i, j] =
ηI [i, j] with probability pIxO[i, j] with probability 1− pI (2.3)
where ηI [i, j] denotes an impulse-corrupted pixel in the noise image ηI , whose pixel
values are uniformly distributed within [Lmin, Lmax]. Usually Lmin = 0, Lmax = 255
for 8-bit gray-scale images. Another impulse noise model for colour images can be
referred to [58]. pI is the probability of a pixel being corrupted by the impulse noise.
The PDF (fI) of the uniformly distributed impulse noise image ηI can be expressed
as [8],
fI(ηI) =
1
Lmax − Lmin (2.4)
A special case of the impulse noise is the salt and pepper noise. This noise appears
as visually extremely bright (salt) or dark (pepper) dots scattered in the images.
This noise may appear when transmitting the images over noisy or unreliable digital
networks or capturing images with faulty dead digital sensors. The corrupted pixels
have no random values but fix values at either Lmin or Lmax. The probabilities of Lmin
and Lmax may be equal. The salt and pepper noise model (xSP ) can be expressed as,
10
xSP [i, j] =

Lmin with probability pmin
xO[i, j] with probability 1− pmin − pmax
Lmax with probability pmax
(2.5)
Figure 2.2(a) shows the Barbara image corrupted by the random-value impulse
noise with pI = 10%, while Figure 2.2(b) shows the same image corrupted by the
salt and pepper noise with pmin = pmax = 5%. Although these two images contain
the same percentage of noise, image 2.2(b) is visually more noisy than image 2.2(a).
This is because image 2.2(b) contains more extreme white and black dots than image
2.2(a) does.
(a) Random valued noise, pI = 10% (b) Salt and pepper noise, pmin = pmax = 5%
Figure 2.2: Images of Barbara with impulse noise
Mixed Gaussian and Impulse Noise (MGIN)
The mixed Gaussian-and-impulse noise (MGIN) is a mixture of Gaussian white noise
due to imprecise image sensors and the impulse noise generated by faulty transmission
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channel. A portion of pixels within the image is corrupted by the random-value
impulse noise, while the rest part of pixels is corrupted by the additive Gaussian
noise. An image contaminated by the MGIN noise can be given as [8],
xMGIN [i, j] =
ηI [i, j] with probability pIxO[i, j] + ηG with probability 1− pI (2.6)
where ηI and ηG have been defined previously.
Figures 2.3(a) and 2.3(b) present the Barbara images corrupted by the MGIN
with different noise parameters. It can be seen that every pixel in these images is
corrupted by either Gaussian noise or impulse noise. Different from Figure 2.1, Figure
2.3 contains more annoying white and black dots.
(a) σ = 25, pI = 10% (b) σ = 10, pI = 30%
Figure 2.3: Images of Barbara with MGIN
12
2.2 Coding Artifacts
Systematic distortions may appear in image/video capturing processes. Quantization
error is a simple case of systematic distortions. It occurs when a capturing device
digitizes an image using a limited number of bits. A low sampling rate applied to
capturing moving pictures tends to result in motion blur or jittering effects. Distor-
tions may also appear in digital image/video compression systems. Such distortions
are commonly referred to as Coding Artifacts [89].
In order to understand the characteristics and causes of coding artifacts, a de-
scription of digital image/video compression process will be provided in the following
subsections. Some key components of the compression system, i.e., transformation,
quantization, and motion estimation (ME), are discussed in detail.
2.2.1 Digital Video Coding
Image Compression Framework
A basic framework of lossy picture compression algorithm is depicted in Figure 2.4
to understand the digital picture information-lossy compression [40].
Figure 2.4: General Digital Picture Compression Framework
Its forward operation consists of three main components: transformation, quanti-
zation and entropy coding. Inversely, the corresponding decoding process consists of
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entropy decoding, de-quantization and inverse transformation.
The transformation process is usually a linear mapping operation of source im-
age/video from the time-domain to the frequency domain. The purpose of transfor-
mation is to translate pixel data from time domain into frequencies and orientations
coefficients. Commonly, low frequency coefficients that are vital and most sensitive
to human’s perception are reserved; while the high frequency coefficients that are
less sensitive to human’s perception are often discarded. Different types of trans-
form have different characteristics of the source data. For example, the Discrete
Cosine Transform (DCT) anatomizes only the frequency information of the source
[62], whilst Discrete Wavelet Transform (DWT) provides better frequency and spatial
localization of information of the source data [51].
Following transformation, quantization operation is performed to increase com-
pression ratio. The extent to which these coefficients are quantised on depends on
the desired bit-rate of the compressed image. If an image is compressed at low bit-
rates, most of the transformed coefficients of high frequencies with low magnitudes
are quantized to zero; on the other hand, the coefficients of low frequencies with high
magnitudes are converted to a quantitatively limited symbol set [40].
After the quantization process, entropy coding is used to reduce statistical re-
dundancies in quantized transform coefficients without any further information loss
[68].
Decoding is an inverse of the encoding process. A compressed bitstream is first
entropy decoded to quantized transform coefficients. Then these coefficients are de-
quantized then inversely transformed into time-domain pixel data.
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Video Compression Framework
Video compression inherits transformation, quantization, and entropy coding pro-
cesses from image compression. Different from the still image compression, the video
compression has to deal with two-dimensional (2-D) spatial information and one-
dimensional (1-D) temporal information. Digital video compression techniques aim at
minimizing spatio-temporal redundancies in video data to achieve a compression ratio
which is suitable for a given application. Figures 2.5 and 2.6 depict the general block
based motion-compensation, the differential pulse code modulation (DPCM), and the
discrete cosine transform (MC/DPCM/DCT) encoding and decoding framework [61].
This video coding framework has been adopted by the International Standards Orga-
nization (ISO) and International Telecommunications Union (ITU) in various video
coding standards (MPEG-1, MPEG-2, H.261, H.263, and H.264/MPEG-4 AVC) [61]
[63].
Figure 2.5: General Video Encoding Framework [61] [63]
Besides the block based DCT and quantization processes, the motion estimation
(ME) is used to exploit temporal correlations between neighbouring image frames.
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Figure 2.6: General MC/DCT/DPCM Video Decoding Framework [61] [63]
The following inter-frame coding process encodes the differences between a current
frame and its reference frames. This strategy is derived from the Differential Pulse-
Code Modulation (DPCM) coding technique [23]. A feedback loop, which consists
of inverse decoding and motion compensation (MC), provides reference images for
motion estimation and reduces accumulated quantization error in successive motion
prediction. The MC process reproduces the current reconstructed frame using its
previous frame and a prediction frame [10].
For lossy video compression, the quantization process is not only a contributor of
information loss, but also a major contributor to coding artifacts. Combined with
the DCT and ME, quantization may produce different forms of artifacts such as
blocking, ringing, temporal fluctuation, etc. Detailed analysis of these distortions
will be presented later. Entropy coding is a lossless and reversible process. It does
not generate the coding artifacts. Therefore, it is not discussed in detail in this thesis.
Discrete Cosine Transform
Discrete cosine transform (DCT) is one of the most widely used transformation oper-
ation for image and video coding. It is a variation of the Discrete Fourier Transform
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(DFT). It transforms an N-point time domain signal into N-point frequency domain
coefficients [62]. Where the DFT consists of real and imaginary coefficients, the DCT
only has real coefficients. The DCT has a very high energy de-correlation ability that
is suitable for decomposing highly correlated natural image/video contents.
The forward M ×N point 2-D DCT is defined as [40]
XDCT [u, v] = a[u]a[v]
M−1∑
m=0
N−1∑
n=0
x[m,n]cos
[
(2m+ 1)upi
2M
]
cos
[
(2n+ 1)vpi
2N
]
(2.7)
where x[m,n] represents a pixel at spatial location (m,n). M and N are height
and width of DCT transform block. XDCT [u, v] denotes a DCT coefficient at the
frequency location (u, v), for 0 ≤ u ≤ M − 1, and 0 ≤ v ≤ N − 1. a[u] and a[v] are
defined as
a[u] =

1√
M
, u = 0,√
2
M
, 1 ≤ u ≤M − 1.
(2.8)
a[v] =

1√
N
, v = 0,√
2
N
, 1 ≤ v ≤ N − 1.
(2.9)
The corresponding inverse DCT is defined as
xˆ[m,n] =
M−1∑
u=0
N−1∑
v=0
a[u]a[v]XDCT [u, v]cos
[
(2m+ 1)upi
2M
]
cos
[
(2n+ 1)vpi
2N
]
(2.10)
DCT is separable, therefore, the 2-D DCT can be computed through a cascade of two
separated 1-D DCT [41].
For picture coding, a picture is usually split into N × N point blocks. These
small image blocks are transformed into blocks of coefficients in frequency domain.
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The MPEG-1, MPEG-2, H.261, H.263 generally use an 8× 8 point DCT as the basic
transformation unit, while H.264 or MPEG-4/AVC generally uses a 4×4 point integer
cosine transform.
For natural images and videos, most energy of pictures is contained in low fre-
quency DCT coefficients. A number of fast DCT algorithms have been implemented
for real-time applications.
Quantization
Quantization is a process which converts the continuous analogue signals into a finite
set of symbols in digital signal processing. The practical realization is to re-map data
from one alphabet set to another, i.e.,
A 7→ B (2.11)
S(A) ≥ S(B) (2.12)
where A denotes one alphabet set; while B denotes another. S(·) denotes size of (·). It
is actually an information-lossy process. In digital image/video compression systems,
the quantization process is used to reshape the probability density function (PDF) of
the transformed coefficients to be coded by the entropy coder to achieve a high com-
pression ratio. The quantization processes can be categorized as scalar quantization
or vector quantization, uniform quantization or non-uniform quantization, symmetric
or non-symmetric, and memoryless or with memory [40]. The scalar quantization
only processes the singular values, while the vector quantization processes the vec-
tor values. Uniform quantization has the constant step size for all the input values.
Non-uniform quantization has varying step sizes for different input values. It may be
used when the distribution of the input is not uniform.
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A major consideration for quantization is the balance between the distortion gen-
erated from the quantization process and the compression ratio. This has been ex-
plored in the Rate-Distortion (RD) Theory [40]. The quantization distortion may be
measured with error-based approaches, e.g., the mean square error (MSE) and the
mean absolute error (MAE) [25]. MSE and MAE are defined as
εMSE = E
[
(x− xˆ)2] = 1
n
n∑
i=1
(x[i]− xˆ[i])2 (2.13)
εMAE = E |x− xˆ| = 1
n
n∑
i=1
|x[i]− xˆ[i]| (2.14)
where n denotes the number of the image pixels.
The discussion here applies to the scalar uniform quantizer design. Equations
(2.15) and (2.16) are mathematical expressions of the scalar uniform quantizer and
de-quantizer.
Quantization:
XQ[u, v] = bX[u, v]
Qstep
c (2.15)
where X[u, v] denotes the input data at location (u, v), while XQ[u, v] denotes the
quantized result. Qstep is the quantization step size. For a uniform quantizer, Qstep
is constant. b·c is the flooring function.
De-quantization:
Xˆ[u, v] = XQ[u, v]×Qstep (2.16)
where Xˆ[u, v] denotes the de-quantized values from the de-quantization process.
Figure 2.7 shows the graphical representation of the scalar uniform quantizer. The
input values fall into a number of sub intervals with the equal length. The output
values are chosen at the middle point of each input interval. When the Qstep is
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Figure 2.7: Scalar Uniform Quantizer
large, the quantizer returns a coarsely quantized output. The quantization error can
be statistically evaluated by computing the variance of the uniform distribution [40],
i.e.,
σ =
Qstep2
12
(2.17)
Intra/Inter Prediction Mode
In the early video coding standards, e.g., H.261 and H.263, there are two picture
coding modes [10] [61]. One is the intra-frame coding mode, while the other is the
inter-frame coding mode. When a frame is encoded using the intra-frame coding
mode, each block of the frame is individually encoded with no reference. When a
frame is encoded using the inter-frame coding mode, each block is the prediction
error between the current block to be encoded and a motion compensated reference
block. The latest H.264 advanced video coding (AVC) standard introduces an addi-
tional intra prediction mode [63]. Each intra-prediction block is formed based on the
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previously encoded blocks within the same frame. There are a total of nine prediction
modes for 4 × 4 luma block, four modes for 16 × 16 luma block, and one for chroma
block. Figure 2.8 shows the nine prediction modes used for a 4 × 4 block. The dark
gray pixels represent the previously encoded pixels. The light gray pixels are pre-
dicted from the dark pixels with various directions. The mode selection criterion first
checks for the availability of reference pixels, then chooses one of these nine modes
that causes the minimum prediction error [7] [63].
Figure 2.8: 9 Intra Prediction Modes for 4 × 4 Luma Block
2.2.2 Characteristics and Causes of Spatial and Temporal
Artifacts
In the video coding, the MC/DPCM/DCT coding framework generates a number of
visibly annoying coding artifacts [89]. Classification and evaluation of these coding
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artifacts are essential in evaluating the overall visual quality of the digitally com-
pressed videos. There are, at least, three motivations to classify and evaluate the
coding artifacts. The first is it assists in choosing the best coding configuration that
achieves high compression ratio and yields the least visible distortions. Second, it
is to help improve coding techniques so as to minimize coding artifacts. The third
is to help refine post processing algorithms for the restoration of videos corrupted
by coding artifacts. Coding artifacts can be categorized into spatial and temporal
artifacts. The characteristics, causes and relationships of several dominant artifacts
are discussed as follows [89].
Blocking Artifact
Blocking artifact is the most recognizable and widely studied distortion in block based
DCT coders. Generally, the blocking effect is perceived as a discontinuity between
the boundaries of two neighbouring blocks. Figure 2.9 illustrates the blocking effect.
The main cause of blocking artifact is the non-overlapping block coding strategy.
A picture is divided into a number of non-overlapping blocks. Each block is indepen-
dently transformed with the DCT and then quantized. The distortion levels varies
from block to block. It is understood that the variance of quantization error at block
boundaries (especially at four corners) is larger than the variance at the center of
the block [64]. Large variances in quantization error at block boundaries make the
discontinuity between the adjacent blocks more visibly prominent.
22
Figure 2.9: Example of the blocking and ringing artifacts coded by H.264 without
de-blocking filter
Ringing Artifact
The ringing effect usually appears as shimmering ripples along high contrast edges
surrounded by smooth texture areas. With coarse quantization, large ripples often
appear around the high contrast edges. Moreover, these ripples are only constrained
inside blocks that contain high contrast edges. An example of the ringing effect can
also be seen along the black edges of teeth in Figure 2.9. However, ringing may not be
visibly noticeable in high texture areas because rough texture areas can hide ringing
artifacts. This phenomenon can be regarded as the masking effect of the human visual
system (HVS).
Different from blocking artifacts, ringing artifacts may appear in DCT or DWT
coded pictures. For DCT based coders, high contrast edges can appear anywhere in
DCT subband. That depends on orientation of edge and its frequency. For example,
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high frequency edge goes to high frequency band in DCT domain. The H.264 uses 4×4
DCT algorithm to reduce the number of AC coefficients, however, the ringing artifact
is still perceivable. For DWT coders, ringing effect is also caused by quantization of
DWT coefficients.
Basis Image Effect
A DCT basis image is a spatial pattern, which is the inverse transform of a DCT
coefficient (shown in Figure 2.10). The basis image effect behaves as one of these
DCT basis patterns or a combination of them displaying on the compressed or filtered
images. It has been observed that the basis image effect in the compressed pictures
is caused by the coarse quantization of the DCT coefficients in areas of high spatial
activity [89]. The DCT coefficients representing different frequencies contents are
uncorrelated and they are individually quantized. Similar DCT basis patterns also
appear in the DCT domain filtered images/videos, in cases where DCT coefficients
are not correctly estimated and restored.
Temporal Fluctuation
Temporal fluctuation is perceived as pixels fluctuating temporally in textured areas.
It is more noticeable in low motion regions than in high motion regions, since the HVS
is not overtly sensitive to a minor changes of moving objects. Hence, this artifact is
also named stationary area fluctuations [89]. This fluctuation effect usually appears
between two intra frames or between an inter frame and a subsequent intra frame.
Figure 2.11 shows an example of the temporal fluctuation indirectly through with a
residual image. The residual image is taken as the difference between a frame and its
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(a) 8 × 8 DCT Basis Patterns (b) 4 × 4 DCT Basis Patterns
Figure 2.10: DCT Basis Patterns
adjacent frame plus an 128 offset and clipping. Thus both the positive errors (bright)
and the negative errors (dark) appears in the residual image.
The temporal fluctuations effect generally appear as low magnitude ripples. If
there is motion or a significant change in colour, the pixel value will change signifi-
cantly as demonstrated in Figure 2.12.
The temporal fluctuation is caused by varying coding strategies applied to the
same spatial area over a number of consecutive frames. The varying coding may in-
clude transformation, quantization, intra prediction, motion compensated prediction
or a combination of them. Figure 2.13 illustrates that a small temporal variation
between X[u, v, t] and X[u, v, t+ 1] is amplified following coarse quantization process
with XQ[u, v, t] and XQ[u, v, t+ 1].
Another case where temporal fluctuation appears is the frequent change of pixel
values of the same spatial areas in consecutive intra frames, which is caused by varying
intra predictions. It may also appears between the periodically inserted intra frames
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Figure 2.11: Example of the temporal fluctuation artifact
and their preceding inter frames. These cases are shown in Figure 2.14.
Mosquito Noise
Mosquito effect is commonly seen in smooth textured regions as the luminance or
chrominance fluctuations around high contrast moving edges [42]. This effect is re-
lated to the high frequency distortions introduced by the spatial ringing effect, pre-
diction errors produced by MC mismatch, and coarse quantization.
For the ringing related mosquito effect, predictive coding can propagate ring-
ing artifact by selecting a block that contains the ringing distortion as a reference
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Figure 2.12: Temporal Track of the Pixel Value
block. Then the prediction error propagates from one frame to the next. In this
case, the AC coefficients of a DCT block play a significant role in causing mosquito
artifacts. Quantized AC coefficients vary temporally, resulting in the fluctuation dur-
ing video playback. For MC mismatch-related mosquito effect, distortions appears
around boundaries of the moving objects, due to imprecise MC.
Other Coding Artifacts
Blurring artifact is perceived as the smoothing or a loss of texture details in the
luminance plane of a picture. There are two factors that can induce blurring. The
first is AC coefficients of DCT blocks are quantized to zero, hence, texture details
are lost. The other occurs during motion compensated predictive coding. In this
instance, low spatial activity blocks are selected to predict those with high spatial
activity, with residuals between them quantized to zero. In information theory, when
information is lost, it can not be restored. Corresponding to blurring, the smearing
of colour details in chrominance planes (Cb and Cr) is defined as colour bleeding. It
is also caused by the quantization high order AC coefficients to zero.
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Figure 2.13: Temporal Fluctuation Caused by Quantization
2.3 DCT Domain Filters and Artifacts
In recent years, a number of transform domain based filters have been introduced
which have achieved good performances in terms of reducing AGWN [11]. The state-
of-the-art DCT based filters include the block-matching 3-dimensional (BM3D) DCT
filter and the shape-adaptive (SA) DCT filter [24] [31]. However, these filters reintro-
duce secondary artifacts, as a result of filtering to denoised images and videos, which
include basis image effects and temporal fluctuations [89].
The BM3D filter was originally used to reduce Gaussian random noise in still
images. Here, it is extended to video process. The filtering is a two-pass process. In
the first pass, the BM3D filter uses a block-matching process to stack a number of
two-dimensional (2-D) image blocks with similar content into a 3-D voxel. Then, a
2-D DCT followed by a 1-D Haar wavelet transform (WT) is performed on the 3-D
voxel. The transformed coefficients are shrunk or truncated to attenuate Gaussian
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(a) All Intra Frames
(b) Periodical Intra Frames
Figure 2.14: Temporal Fluctuation Caused by Intra Prediction
noises through either pre-set soft-thresholds or hard-thresholds to generate the de-
noised image. This de-noised image is used as a reference image. In the second pass,
the block-matching process is performed on the reference image to locate similar
blocks. The second block-matching operation is generally superior than the first
block-matching, because the reference image contains less Gaussian noises. 3-D voxels
are formed from the second block-matching operation and transformed with a 2-D
DCT followed by a 1-D Haar WT. In this second-pass, the transformed coefficients
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are processed using Wiener filter. The coefficients are inversed transformed to return
a de-noised voxel.
(a) BM3D (b) SADCT
Figure 2.15: Example of Basis Image Effect contained in spatially filtered frames
of Foreman sequence (both frames were zoomed and cropped to facilitate better
visualisation).
Another transform domain de-noising algorithm is the SADCT filter. This filter
groups a number of spatial-neighbouring pixels together with similar pixel values.
The groups of pixels can be of any shape. Each group of pixels is transformed into
DCT coefficients, which are then processed by a Wiener de-noising filter. It has been
observed that secondary artifacts, i.e., the basis image effect and the temporal fluc-
tuation, were introduced back to the de-noised video with BM3D and SADCT filter
as seen in Figure 2.15 on the forehead of Foreman. Figure 2.16 shows temporal fluc-
tuations in adjacent images of the de-noised video sequence Foreman. However, the
blocking artifact commonly associated with block based DCT image/video processes,
does not appear in these de-noised examples, because these filters use overlapped
block filtering strategy.
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(a) BM3D (b) SADCT
Figure 2.16: Example of Temporal Fluctuation Artifact on Foreman
2.4 Picture Quality Evaluation
Picture quality is a term used to measure the fidelity of the perceived picture quality
[41]. When people say that the image quality is good or bad, it usually means how
they appreciate the image psychovisually. Since a natural scene may be regarded as
an original image, any image obtained from analog or digital capturing devices, e.g.,
cameras, may be considered as a degraded version of the scene. The degradation
could be zero, if there is no noise or distortions introduced by capture devices. In
this case, the image quality evaluation is needed to measure how similar the cap-
tured image is with that natural scene. If a captured image is assumed or used as
the original image, which may be degraded during the compression, transmission,
pre/post-filtering or other image processing operations, the image quality assessment
is required to measure not only how good the processed image is, but also how well
the image processing system performs.
There are generally two approaches measuring picture quality: Subjective Quality
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Assessment (SQA) and Objective Quality Assessment (OQA) [20]. SQA involves the
evaluation of picture quality using human subjects. OQA measures the statistical
aspects of the physical picture signals, e.g., error and variance. In recent years, the
objective measure design has a trend to simulate some basic spatial and temporal
characteristics of the HVS [75][78].
2.4.1 Subjective Quality Evaluation
The SQA is a psychovisual method that involves human participants for evaluating
quality or impairment of picture. Compared with OQA, SQA is a more reliable way to
gauge perceived picture quality. A formal subjective quality testing process consists
of test materials, test environments, test subjects, and test/score methods [12].
Test materials include different impaired picture and their corresponding refer-
ence picture. It is better to use as many pictures as possible to fully examine the
performance of a newly developed compression or transmission algorithm. Several or-
ganizations and universities have made standard testing images and video sequences
available online for free [53][74][76].
The test environment varies from simple to complex. Three major factors, i.e.,
lighting, ambient noise, and quality and calibration of the display, are to be considered
for setting up a basic test chamber [20]. One of the most advanced subjective quality
assessment chamber is at the Communications Research Centre (CRC) in Ottawa,
Canada.
From a statistical point of view, to get valid and reliable results in subjective
testing requires as many and diverse participants as possible for the testing. Of course,
the participants should be screened for visual deficiencies. The subjects may include
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experts and non-experts. Experts are usually those people who specialize in designing,
producing, or evaluating picture processing systems in the field. Test results from
experts are useful for algorithm development due to their technical and professional
judgements. Non-experts are those average consumers and users of entertainment.
Non-experts may provide a large variety of the test results due to their different
backgrounds and different opinions on what they watch.
To generate reliable and repeatable testing results, it is recommended to apply in-
ternationally accepted and standardized test methods. For example, Double Stimulus
Impairment Scale (DSIS), Double Stimulus Continuous Quality Scale (DSCQS), and
Single Stimulus Continuous Quality Evaluation (SSCQE) are those adopted by the
International Telecommunications Union (ITU), and are parts of the international
standard, ITU-R BT.500-11 [12].
2.4.2 Objective Quality Evaluation
The objective picture quality evaluation uses objective metrics to measure the picture
quality or impairment. An advantage of using objective quality metrics is that, the
assessed results are unique in repeated experiments. While the subjective assessed
results may vary due to the change of subjects or subjects’ opinions. An objective
metric can be embedded into image processing systems for quality control. For exam-
ple, a quality metric can be employed to minimize the distortion with a given bit-rate
in an image encoding system [61] [73].
Objective quality metrics can be classified into three categories, i.e., Full-reference
(FR) metrics, No-reference (NR) metrics and Reduced-reference (RR) metrics [79].
This classification is based on the availability of the reference/original images and
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videos used in the quality metrics. In FR metrics, the reference video is fully available
for quality/impairment computation, usually frame by frame or pixel by pixel. In NR
metrics, no reference signal is available for quality/impairment computation. This is
suitable for the applications such as the video receiving and video decoding systems.
Different from the above two extreme approaches, RR metrics only utilize partial
information from the reference video, e.g., spatial details and motion information, in
the quality assessment.
The most common FR quality metrics are the mean squared error (MSE) and the
peak signal-to-noise ratio (PSNR). The MSE is a error-based metric defined as
MSE =
1
MN
M−1∑
m=0
N−1∑
n=0
(x[m,n]− xˆ[m,n])2 (2.18)
where M and N are the numbers of rows (height) and columns (width) of an image.
x and xˆ represent the reference image and the degraded image, respectively. (m,n)
denotes the spatial location. If an RGB colour image is measured, the MSE is an
average of the MSE in three colour channels. The PSNR metric is a derivative of the
MSE, in decibel (dB).
PSNR = 10 log10
Lmax
2
MSE
(2.19)
where Lmax denotes the maximum value. If an image processing system is using the
8-bit precision, then Lmax is equal to 255.
The MSE and the PSNR can reflect how physically close/similar the degraded
image and the reference image are. However, they do not always correlate well with
perceived picture quality [35][77]. For example, Figure 2.17 shows two images with
the same PSNR, but the left image is visually better than the right image since the
34
noise is less visible.
(a) High frequency noise (b) Band-pass filtered noise
Figure 2.17: Images corrupted with different noise having identical PSNR (Winkler)
[79]
It has been believed that the human subjects tend to assess the image quality
by inspecting the structures and detail features rather than checking the pixels one
after another. The Structural SIMilarity (SSIM) Index [78] is used to compared the
similarity of the structural information (i.e, the mean, variance, and covariance of
small patches or blocks) extracted from both a test image and a reference image.
In stead of measuring the general or structural information of the image, several
NR quality metrics have been proposed to measure one or more specific forms of
artifacts caused by the DCT-based image/video compression techniques. Wu and
Yuen introduced the first HVS-based NR blocking artifact impairment metric, referred
to as the generalized block-edge impairment metric (GBIM), which is performed in
the spatial domain [81]. In addition, more recent research work on quality metrics
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that measure blurring and temporal distortions issues can be referred to [43] [30] [52].
Not only spatial distortions but also temporal distortions were considered in the
video quality assessment [72] [38] [80]. Wolf and Pinson designed a video quality
metric (VQM) [71] that is used to measure the spatial distortions, e.g., blocking and
blurring, as well as the temporal distortions, e.g., temporal noise, temporal edge noise,
error blocks, and jerkiness. This metric has been adopted as ANSI T1.801.03-2003
for measuring the quality of digital video systems.
However, the above temporal metrics do not specifically address the issue of tem-
poral fluctuations caused by the video compression. Fan, Gao, Lu, and Zhao first
proposed an FR temporal metric to measure temporal fluctuations (or flickering) in-
tensity in the spatial domain [29]. The Sum of Squared Differences SSD metric first
sorts out the non-fluctuating patches or blocks in a reference video sequence. The
process is carried out by computing the differences of blocks between two adjacent
frames and comparing the differences of blocks with a fluctuation threshold. Then,
in a compressed video sequence, the differences of blocks, whose spatial locations cor-
respond to the non-fluctuating blocks in the reference sequence, are also computed.
Large differences of blocks in the compressed sequence indicate high fluctuation in-
tensity in the compressed or processed video sequence. The SSD can be computed as
follows,
Sflickering =
1
card (I)
∑
(x,t)∈I
[et (x)− eˆt (x)]2 (2.20)
I =
Ii| ∑
(x,t)∈Ii
[et (x)]
2 < τ, i = 1, 2, ..., N
 (2.21)
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et (x) = |ft (x)− ft−1 (x)| (2.22)
eˆt (x) =
∣∣∣fˆt (x)− fˆt−1 (x)∣∣∣ (2.23)
where Sflickering is the SSD value. Large Sflickering means high flickering intensity;
and vice versa. card (I) denotes the cardinality of I. Ii represents the i
th low motion
macroblock classified by threshold τ . In other words, card (I) counts the number of
the low motion macroblocks in a frame. x stands for a pixel index in a macroblock.
ft (x) denotes the x
th pixel value in macroblock I of the tth frame of the original
sequence. et (x) represents the difference between two temporally adjacent pixel values
in an original raw signal sequence, while eˆt (x) and fˆt (x) are defined with respect to a
de-compressed sequence or a filtered sequence, which have similar meanings to those of
et (x) and ft (x), respectively. The low motion threshold τ is set to 500 experimentally
[18].
2.5 Summary
In this Chapter, various models of noises arising during image/video acquisition pro-
cess are presented and analyzed, as well as the spatial or temporal artifacts generated
by the compression process and filtering process. The acquisition noise models, i.e.,
AGWN, impulse noise, and MGIN models, have been studied for decades. At present,
substantial attention is centered on systematic distortions, such as artifacts in com-
pression and filtering processes, since digital image/video compression and filtering
operations are prevalent in TV broadcasting, digital movies, video surveillance, etc
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in the 21th century.
Evaluations of the quality and impairment of image/video can be conducted by
either through subjective assessment or objective quality metrics. The research chal-
lenge remains regarding how to devise an objective quality metric that better matches
subjective visual opinions.
Chapter 3
Maximum a Posterior Framework
and Robust Post Filtering Process
The Bayesian theorem based estimation framework have played an important role in
image analysis, restoration, and enhancement. Derivation of this framework, i.e., max-
imum likelihood (ML) and maximum a posterior (MAP), have been used to estimate
data from a probabilistic point of view [34] [66]. In this Chapter, the MAP estimation
framework for image/video compression and restoration is discussed. Each process
is translated into a probabilistic term. Then, adaptive recursive filtering techniques
and robust statistical models are applied to the MAP framework for image/video
restoration.
3.1 Maximum a Posterior (MAP) Framework
The MAP estimation aims at maximizing the probability of an original event given
an observed event. Mathematical definition of the MAP estimation is given as follows
[4] [55],
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θˆMAP = arg max
θ
[
logPΘ|Y (θ|y)
]
= arg max
θ
[
log
PY |Θ (y|θ)PΘ (θ)
PY (y)
]
= arg max
θ
[
logPY |Θ (y|θ) + logPΘ (θ)− logPY (y)
] (3.1)
where θˆMAP is the MAP estimation of the source vector θ given an observed vector
y. Θ is the source vector space of a random process and Y is the observed vector
space. PΘ|Y (θ|y) is the posterior that denotes the probability of the evidence θ
under condition y. PY |Θ (y|θ) is the likelihood which denotes the probability of y
with occurrence θ. PΘ (θ) is the prior representing the probability of θ, while PY (y)
is the probability of y. In addition, PY (y) is generally a constant, because variable
y in space Y can be obtained [3].
Figure 3.1 shows a systematic approach to the application of MAP framework for
video compression and restoration.
Figure 3.1: MAP framework for video compression and restoration
The original video can be taken as Θ, while the compressed video containing
artifacts can be treated as Y . Hence, the filtering process can be interpreted as max-
imizing the posterior PΘ|Y (θ|y) that equals approximating the original video Θ with
the given noisy video Y , where θ is the original frame and y is the noisy video frame.
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PY |Θ (y|θ) is considered as a video compression process. Segall, Katsaggelos, Molina
and Mateos proposed a uniform distribution model limited within quantization inter-
val in transform domain to describe PY |Θ (y|θ) [67]. Robertson and Stevenson also
obtained the same result [64]. Such a uniform distribution model is used to describe
the scalar quantization in the video compression process.
PY (y) denotes compressed video with artifacts. The probability of the source
video PΘ (θ) is an unknown priori. Therefore, it is essential to apply an appropriate
model which describes the hypothetical source video well.
Since a digital video sequence consists of a large number of spatially and tem-
porally correlated pixels, it can be modelled as a Markov Random Field (MRF).
Gibbs distribution has been used to formulate the distribution of the MRF. Its prior
probability is described as [55] [64],
PΘ (θ) =
1
Z
exp
(
−λ
C−1∑
c=0
∑
m∈Mc
ρ (θc − θm)
)
(3.2)
where θ denotes a video frame and θ denotes a pixel value. Z is a normalizing constant
with λ is a scalar constant that is greater than zero. c is the pixel index of a frame
and C is the total number of pixels in a frame. Mc is a set of the neighbouring pixels
of the cth pixel and m is the pixel index to an element in the set Mc. ρ (·) is the
accumulated influence function that represents a sum of sensitivity to the difference
between θc and its neighbor pixel θm.
Since PY (y) is regarded as a constant, logPY (y) can be ignored from the esti-
mation. The PY |Θ (y|θ) is used to model the quantization noise in DCT domain.
In [64], a simple uniform distribution is proposed for this term. Using the uniform
distribution model is equivalent to assuming no prior knowledge of the coefficients.
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Moreover, the PY |Θ (y|θ) has been proven to have little effect on θˆMAP when the
quantization intervals are large [64]. Therefore, in instances where temporal fluctu-
ations appear due to coarse quantization, logPY |Θ (y|θ) can be ignored in order to
simplify the filtering process as well. Only logPΘ (θ) is taken into account in the
following filtering process. Consequently, the MAP estimation is finally reduced to
(3.3):
θˆMAP = arg min
θ
(
λ
C−1∑
c=0
∑
m∈Mc
ρ (θc − θm)
)
(3.3)
To find a proper θc that minimizes ρ (·), the gradient of
∑
m∈Mc ρ (θc − θm) is used.
If ρ (·) is differentiable, then the optimization problem in (3.3) can be solved using a
gradient descent algorithm [2]. The gradient is the first derivative of ρ (·), denoted as
ψ (·). The estimation process can be explicitly computed with a recursive updating
function,
θ(ω+1)c = θ
(ω)
c − g
(
θ(ω)c
)
(3.4)
where θ
(ω)
c represents the ωth iterative estimation of θc. g (·) is a gradient function
given by
g
(
θ(ω)c
)
= α(ω)
∑
m∈Mc
ψ
(
θ(ω)c − θm
)
(3.5)
where α is a step-size parameter. ψ (·) is an influence function that represents the
sensitivity to the difference, (θc − θm). A large value of ψ (·) corresponds to high sen-
sitivity. In (3.4), the initial condition θ
(0)
c uses the received/observed pixel. Theoreti-
cally, the updating function is computed recursively until it meets the stop condition∣∣∣θ(ω+1)c − θ(ω)c ∣∣∣ < ε, where ε is a user defined value. In practical applications, especially
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in real-time processing, it is unnecessary to strictly obey this condition. Readers are
referred to [55] and [64] for more detailed discussions on the MAP estimation method.
3.2 Robust Statistical Filtering Models
In (3.2), if ρ (·) is a quadratic function, PΘ (θ) is a common Gaussian type function.
Gaussian distribution is a classic function applied in image and video de-noising and
post-filtering [14]. A deficiency with Gaussian filtering is that it often blurs filtered
image. This is because the square function of Gaussian model has large responses to
high contrast contents in images and videos [55].
A number of non-Gaussian type models have demonstrated their robust charac-
teristics against outlier data (e.g., high contrast contents) and thus offered better
estimations [39], [3]. These models can represent both smoothness and sharpness
of the video sequences. One example is the Huber model [39], [70], [55], [64]. Its
ψH (·) filtering function has lower sensitivity to outlier data than the Gaussian type
quadratic function, ψG (·), does [39], [3].
There is another type of robust models, named as the re-descending models. These
models are more robust than Gaussian and Huber models, because they have damp-
ened sensitivities characteristics to outlier data [3]. Examples of the re-descending
models include Turkey’s bi-square function and Lorentzian function [3], [60]. The Hu-
ber and Lorentzian models were previously used to reduce the spatial random noise
or blocking and ringing artifacts. As yet, they have not been applied to suppression
of temporal fluctuations. Both Turkey’s bi-square and Lorentzian models have high
computational complexity and may not be desirable for real-time applications.
Here, a modified re-descending robust statistical model [84] [85] is proposed to
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reduce coding artifacts as well as preserve picture and motion sharpness [30] [32].
Picture sharpness represents edge contrast, whilst motion sharpness represents the
clarity of motion. A set of piece-wise linear functions is used where possible to avoid
costly calculations (multiplication and power operations), which is more efficient than
the aforementioned traditional robust models. The rule for setting parameters of the
proposed model differs to that of other models. It will be elaborated in proceeding
sections with respect to specific applications. The accumulated influence function
ρT,LT (·) and the influence function ψT,LT (·) are given by (3.6) and (3.7), respectively,
whose curves are shown in Figure (3.2).
ρT,LT (u) =

u2 if |u| ≤ T ,
2T (|u| − T ) + T 2 if T < |u| ≤ (LT − T ),
2T (LT − T )− (|u| − LT )2 if (LT − T ) < |u| ≤ LT ,
2T (LT − T ) if |u| > LT .
(3.6)
ψT,LT (u) =

2u if |u| ≤ T ,
sgn(u)× 2T if T < |u| ≤ (LT − T ),
sgn(u)× (−2)(|u| − LT ) if (LT − T ) < |u| ≤ LT ,
0 if |u| > LT .
(3.7)
u is equal to θc−θm in (3.3). The parameter T determines the maximum sensitivity
of the cost function ψT,LT (·); while the parameter LT denotes the rejection point of
outlier data. As u moves from 0 to T , ψT,LT (·) ascends linearly to the maximum
magnitude. This part is designed to suppress the noise and artifact. When u is
between T to LT − T , ψT,LT (·) retains the maximum magnitude. This is the major
part for artifact reduction. When u moves from (LT − T ) to LT , ψT,LT (·) descends
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(a) ρ-function (b) ψ-function
Figure 3.2: The ρ-functions and ψ-functions of the Huber model and the proposed
re-descending model
towards zero, where u is partially considered as the artifact. Such a soft or fuzzy
transition reduces reintroducing discontinuity back to the filtered pixels. When u
begins from LT to +∞, ψT,LT (·) remains 0, where u is treated as the variance of true
signal (e.g., spatially sharp edges or temporal motion) other than the artifacts. Since
ψT,LT (·) is odd, the curve also smoothly transits from the negative part to the positive
part. In summary, the proposed iterative estimation process is mainly composed of
(3.4), (3.5), and (3.7).
3.3 Summary
The MAP estimation framework is used here to interpret the chain of the image/video
compression and restoration processes from a probabilistic point of view. The re-
descending robust statistical model and the iterative filtering process which are based
on the MAP framework specify how to execute the estimation. The estimation result
is affected by the parameterisation configuration of the statistical model and the
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number of iterations of the filtering loop. Therefore, these parameters are selected
differently according to the specific applications.
Chapter 4
Filtering for Temporal Fluctuation
Reduction
4.1 Survey of Denoising Work on Temporal Cod-
ing Artifacts
To date there have been a number of publications on temporal fluctuation reduction
techniques for MPEG and/or H.264 compressed video. Some techniques are embed-
ded to video encoding algorithms, while others are post filtering algorithms. Fan et
al proposed a modified encoder which applied temporal fluctuation distortion met-
ric SSD (as discussed in Subsection 2.4.2) to improving predictions of intra blocks
for all-intra-frame coded sequences [29]. SSD was also used in [18] with an intra-
prediction-mode selection algorithm for rate-distortion optimization in the encoder
[18]. Sakaida et al presented an H.264/AVC compliant encoder which adaptively
controlled the quantization parameter (QP) by using the SSD metric [65]. Chono,
Senda, and Miyamoto proposed a modified H.264/AVC encoder that used a Detented
Quantization method to reduce the flickering noise patterns between an inter-coded
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frame and an intra-coded frame [17]. Pre/post filtering methods were also investi-
gated for flicker suppression. In [83], Yang et al implemented a Kalman filter as a
pre-processing method to smooth a video sequence before compression, while in [45],
Kuszpet et al used a weighted average filter to process the low frequency coefficients
in DCT domain for reducing temporal fluctuations. Recently, Vo˜ et al proposed a
motion compensated fuzzy filter to reduce coding artifacts for both images and videos,
and a temporal impairment metric for temporal fluctuation measurement [54].
Since the temporal fluctuations can be generated by video encoders, it would be
ideal to minimize this distortion by devising new coding techniques. It is also bene-
ficial to perform flickering reduction operations at the encoder side, where reference
videos are available for distortion estimation.
When intra-coded frames are periodically generated and inserted within a com-
pressed stream, temporal discontinuities occur between each intra-coded frame and
its previous intra-coded or inter-coded frame. When the scalar quantization process
is used, discontinuities also occur between coarsely quantized inter- and intra-frame.
Post filtering provides a reasonable means to overcome these discontinuities. Imple-
mentation of de-blocking filter in the H.264 coding standard is an example of how
to address the coarse quantization issue. It is also worth noting that, the traditional
frequency selective low-pass filtering approach has been shown to be ineffective in
combating temporal fluctuations and generally produces secondary distortions, such
as the ghosting effect [32].
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4.2 Temporal Fluctuation Reduction Using Robust
Statistical Temporal Filters (RSTF)
To reduce temporal fluctuations, a pixel of the current frame is filtered by making
use of its temporal neighbouring pixels in the previous and the subsequent frames.
To present a more specific interpretation of this temporal estimation, amendments
are made to Equation (3.5) as follow:
g
(
θ(ω)c
)
= α(ω)
(∑
p∈Pc
ψ
(
θ(ω)c − θp
)
+
∑
q∈Qc
ψ
(
θ(ω)c − θq
))
(4.1)
where Pc and Qc are sets of neighbouring pixels in the immediate previous frame and
next frame of pixel θc, respectively. p and q are pixel indexes. Therefore, the proposed
robust statistical temporal filter (RSTF) is governed by (3.4), (3.7), and (4.1). The
parameter u in equation (3.7) stands for
(
θ
(ω)
c − θp
)
and
(
θ
(ω)
c − θq
)
for the forward
and the backward temporal estimation, respectively.
Figure 4.1 demonstrates the application of temporal estimation through applying
the re-descending robust statistical model. The centre pixel of a 3×3 window is
estimated by its neighbouring pixels in two adjacent frames. Neighbouring pixels with
similar colour dark pixels to that of the centre pixel are used to smooth the centre
pixel, while those with dissimilar colour bright pixels are excluded from the estimation.
This minimises blurring of the centre pixel by dissimilar (bright) neighbours. For each
recursive estimation, the 3×3 filtering window processes a whole image in a raster
scan order.
A general temporal filtering scheme is presented shown in Figure 4.2. A current
unfiltered frame is estimated by its preceding filtered frame and subsequent unfiltered
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Figure 4.1: Estimating a centre pixel in a 3×3 window with the re-descending prior
model
frame. The estimation uses the re-descending model. The bottom row represents
decoded video sequences with temporal fluctuations; while the top row denotes a
temporally filtered sequence. θn and θˆn are the current unfiltered and filtered frames,
respectively. F denotes the filter.
Figure 4.2: The temporal filtering scheme for fluctuation reduction
Figure 4.3 illustrates temporal flickering of a pixel, its denoised output using the
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re-descending model and the Huber model, all relative to time fixed at the same
spatial position. If flicker occurs, the pixel value oscillates within a small range. If
there is motion or any significant change in colour, the value of the pixel changes
dramatically. With the outlier rejection characteristic of the re-descending model,
flicker is suppressed whilst the motion or any significant change of colour is preserved
(indicated by blue arrows). While without this characteristic, the Huber model,
reduces flicker along with motion or any significant change of colour resulting in
blurring (indicated by red arrows). Therefore, in the case of blurring resistance, the
re-descending model is superior to the Huber model.
Figure 4.3: Temporal tracking of a flickering pixel, an RSTF filtered pixel, and a
Huber filtered pixel.
In Section 2.3, the basis image effect and the temporal fluctuations caused by
the DCT-based filtering operations were discussed. The later experiment of tem-
poral filtering addresses the implementation of RSTF to solve the artifact problems
of DCT-based filtered videos. The efficiency in artifact reduction is dependent on
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the configuration of parameters T and LT of the statistical filter model, step-size
parameter α and the number of iterations.
4.3 Experimental Results and Analysis
4.3.1 Temporal Filtering for Coded SD Video with Various
Frame Structure and QPs
The temporal post filtering algorithm described above is applied to video sequences
compressed by an open source H.264/AVC software codec [1].
Procedures of the Experiment
In this experiment, two standard test video seqences, Suzie and Ship, were used
as source videos [76]. They are 4:2:0 component sequences. Each sequence has 172
frames in D1 resolution (720×480 pixels, NTSC format) at 30 frames per second (fps).
These sequences were encoded with the H.264/AVC compression software (version JM
12.4) [1], using Main Profile and CAVLC syntax codec configurations [7].
Results and Analysis
In Table 4.1, Suzie and Ship are encoded using five frame structures, including all-
Intra-frame mode, IPP mode, etc. Two QPs (32 and 38) are chosen in this experi-
ment. The group of pictures (GOP) with M=3, N=15 is a 15-frame I-B-P structure
(cf. notes of Table 4.1), which has been used in typical MPEG coded videos [37].
M denotes the distance between two anchor (I or P) frames, while N denotes the
distance between two key (I) frames. Two quantization parameters (QP) were used
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Table 4.1: Configurations of Video Source Data for Temporal Filtering
SD Seq.
Frame
QP
Bit-rates Parameters of RSTF
Structure (kb/s) α T LT
Suzie
I... 32 2151.5 0.024 1 9
IPP... 38 483.5 0.042 2 14
IPPPPP... 32 576.0 0.024 1 9
IBBPBB... 38 538.5 0.036 2 14
M=2, N=15 32 372.7 0.024 1 9
Ship
I... 32 8920.1 0.024 1 9
IPP... 38 1688.6 0.040 2 14
IPPPPP... 32 1707.9 0.024 1 9
IBBPBB... 38 1654.2 0.030 2 14
M=2, N=15 32 812.2 0.030 1 9
Notes: I... – all I; IPP... - IPPIPP...; IPPPPP... – IPPPPPIPPPPP...;
IBBPBB... – IBBPBBIBBPBB...; M=2, N=15 – IBBPBBPBBPBBPBB.
to generate compressed video of different bit-rates with varying flickering intensities.
The corresponding bit-rates of test sequences and configurations of temporal filtering
parameters, T and LT , are also listed in Table 4.1.
The T and LT parameters are not arbitrarily selected but chosen from experi-
ments. For example, Figure 4.4(a) and Figure 4.4(b) respectively show the PSNR
and the SSD plots when different T and LT are chosen for the Suzie (I-frame, QP
= 32) sequence. Figure 4.4(a) indicates that the PSNR drops significantly when T
increases and also drops slightly when LT increases. It can be seen clearly in Fig-
ure 4.4(b), as T and LT increase, the SSD decreases significantly as well. In this
case, T = 1 and LT = 9 (also listed in Table 4.1) are the appropriate configurations
in terms of preserving image quality as well as reducing temporal fluctuations. The
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Table 4.2: SSD and PSNR Results of the Temporal Fluctuation Reduction
Seq.
Frame
QP
H.264 RSTF
Structure SSD PSNR SSD PSNR
S
u
zi
e
I... 32 2687.6 41.81 1880.5 42.17
IPP... 38 5142.1 39.40 3538.1 39.60
IPPPPP... 32 973.8 41.73 757.3 41.85
IBBPBB... 38 1888.7 39.39 1184.9 39.44
M=2, N=15 32 536.5 41.74 449.6 41.78
S
h
ip
I... 32 2505.6 35.75 1969.3 35.89
IPP... 38 1997.7 32.77 1363.4 32.77
IPPPPP... 32 1690.0 35.60 1541.4 35.63
IBBPBB... 38 1068.9 32.97 877.3 32.97
M=2, N=15 32 762.9 35.70 727.9 35.70
Notes: I... – all I; IPP... - IPPIPP...; IPPPPP... – IPPPPPIPPPPP...;
IBBPBB... – IBBPBBIBBPBB...; M=2, N=15 – IBBPBBPBBPBBPBB.
parameter configurations for other video sequences are trained with the same method.
Comparison of SSD and PSNR between the H.264 compressed video with loop-
filtering and the post-processed video with the RSTF filter is given in Table 4.2. From
4.2, serious flickering appears in those short I-frame distance and coarsely quantized
sequences. In such situations, the RSTF significantly reduced flickering by about 20
to 30 percent in terms of SSD. While in long I-frame distance situations, the RSTF
reduced flickering by around 4 to 10 percent. The PSNR results of RSTF filtered
video are comparable between H.264 with loop-filtering and RSTF. However, RSTF
is marginally superior to loop-filtering. The filtering parameters T and LT are chosen
empirically according to the QP. Hence, the sequences with high fluctuation intensity
are smoothed using large filtering parameters; and vice versa. Figure 4.5 shows the
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(a) PSNR vs T, LT (b) SSD vs T, LT
Figure 4.4: PSNR and SSD vs T, LT selection, at Suzie, I-frame, QP = 32
original frames, unfiltered frames, and post-filtered frames of the Suzie sequence.
Residual images shown in Figure 4.6 demonstrate the temporal fluctuation intensities
of the corresponding video frames in Figure 4.5. Each residual image is the difference
between two consecutive frames. It can be seen that flickering on Suzie’s cheek and
hair displayed in the RSTF filtered image is less prominent than that in the H.264
loop-filtered image. Details, such as Suzie’s lips, have not been blurred in the RSTF
filtered images. Similar results for Ship sequence are also shown in Figure 4.7 and
Figure 4.8 for the Ship sequence. The flickering intensity on the shell of the Ship in
the RSTF filtered images is weaker than that in the H.264 loop-filtered images. In
addition, the colour of the H.264 loop-filtered frames and RSTF filtered frames are
slightly off. This is caused by the H.264 compression.
The RSTF normally operates with 2 to 3 iterations per frame. Therefore, it is
feasible to implement for real-time applications.
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(a) Original frame 125 (b) Original frame 126
(c) H.264 loop-filtered frame 125 (d) H.264 loop-filtered frame 126
(e) RSTF filtered frame 125 (f) RSTF filtered frame 126
Figure 4.5: A comparison between original frames, H.264 loop-filtered frames, and
RSTF filtered frames on Suzie, IPP, QP=38
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(a) Original residual between frame 125 and 126
(b) H.264 loop-filtered residual between frame 125 and 126
(c) RSTF filtered residual between frame 125 and 126
Figure 4.6: The corresponding residual images that demonstrates the temporal fluc-
tuation artifact, on Suzie, IPP, QP=38
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(a) Original frame 107 (b) Original frame 108
(c) H.264 loop-filtered frame 107 (d) H.264 loop-filtered frame 108
(e) RSTF filtered frame 107 (f) RSTF filtered frame 108
Figure 4.7: A comparison between original images, H.264 loop-filtered images, and
RSTF filtered images on Ship, IPP, QP=38
58
(a) Original residual between frame 107 and 108
(b) H.264 loop-filtered residual between frame 107 and 108
(c) RSTF filtered residual between frame 107 and 108
Figure 4.8: The corresponding residual images that demonstrates the temporal fluc-
tuation artifact, on Ship, IPP, QP=38
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4.3.2 Temporal Filtering for CIF Format Coded Video with
Variates QP and Bit-rates
Procedures of the Experiment
In this experiment, six standard video sequences, Akiyo, Container, Foreman, Mobile,
Mother & Daughter, and News were used as reference videos [53]. These Common
Intermediate Format (CIF) (352×288) 4:2:0 component video sequences were en-
coded by H.264/AVC codec. Each test sequence is compressed with different levels
of impairments, by choosing different Quantization Parameters (QP) and different
bit-rates. Detailed encoding conditions are shown in Table 4.3.
Table 4.3: Encoding Conditions Using H.264 (JM)
Video Sequence
Akiyo, Container, Foreman, Mobile,
Mother & Daughter, News
Frame Rate 30(Hz)
Frames Encoded 100
Encoder Control Profile Main, Level IDC 40
Constant QP 28, 32, 38, 44,
or 64(Kb/s), 128(Kb/s), 256(Kb/s)
Constant Bit-rate 320(Kb/s), 640(Kb/s)
Coding Option
RD Optimization with High complexity,
IPPPP frame structure, CABAC symbol mode
The parameter configurations of the RSTF are listed in Table 4.4. These param-
eters are also trained in the same way, which has been described in Subsection 4.3.1.
It has been shown mathematically that the artifact variance is directly related to
QP [64]. Therefore, the same filtering parameters can be used for different sequences
60
Table 4.4: Parameter Configurations of RSTF
QP Filtering Window T LT α No. of Iterations
28 3×3 1 12 0.03 3
32 3×3 1 20 0.04 3
38 3×3 1 28 0.05 3
44 3×3 1 36 0.06 3
compressed with the same QP. For example, when QP equals 28, low intensity flicker
can be perceived. A 3× 3 filtering window is experimentally chosen as an appropri-
ate size for preserving image and motion sharpness. Since the maximum |ψT,LT (u)|
in (3.7) is 2T , setting T = 1 is equivalent to choosing the lowest influence by each
neighbouring pixel. This can result in a small increment for gradient g (θc). It is also
more efficient that the magnitude of each computed g (θc) in (4.1) is greater than 1,
i.e.,
|g (θc)| =
∣∣∣∣∣α
(∑
p∈Pc
ψ (θc − θp) +
∑
q∈Qc
ψ (θc − θq)
)∣∣∣∣∣ ≥ 1, (4.2)
with
∣∣∣∣∣
(∑
p∈Pc
ψ (θc − θp) +
∑
q∈Qc
ψ (θc − θq)
)∣∣∣∣∣ ≤ 3× 3× |2T |+ 3× 3× |2T | , (4.3)
α ≥ 1
18× 2T + δ (4.4)
where δ is a small constant (e.g., 10−7) to avoid division by zero. From above, one
can deduce that if T = 1 then α ≈ 0.03. With regard to setting the threshold
value LT and the number of iterations, if both LT and iterations are too small,
then the flicker reduction effect will not be significant. If they are too large, image
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sharpness and motion sharpness will be degraded. These parameters are trained by
using a full parameter search to achieve a satisfactory tradeoff between the PSNR
and the SSD results, as well as visual quality. In stronger flicker cases (e.g., QP =
32 and above), the number of iterations is fixed at 3 and α is enlarged in order to
reduce the processing time. In addition, it has also been experimentally tested that
3 iterations with appropriate filtering parameter configurations (as shown in Table
4.4) are sufficient to achieve good objective and subjective results. For this reason,
the RSTF does not have to strictly obey the stop condition of the iteration, (3.4) for
practical applications.
Another point to note is that, when a sequence is encoded with a constant bit-rate,
the situation is slightly more complex. This is because the QP fluctuates according to
picture content. For the RSTF, different configurations of filtering parameters have
been trained for different QPs. Therefore, the RSTF can adapt according to the QP
of each frame, in order to achieve the best visual result.
Results and Analysis
Table 4.5 provides the SSD and the PSNR results of the sequences under constant
QP conditions. In the table, a high QP value corresponds to low video quality.
These sequences are processed by the RSTF, the Huber filter, and three existing
non-iterative motion-variation-preserved video temporal filtering methods, including
Kuszpet’s DCT weighted average filter [45], three-dimensional (3-D) rational filter [19]
and the K-nearest neighbor (KNN) filter [90]. The Kuszpet’s DCT weighted average
filter processes the 4 lowest frequency coefficients and keeps the other coefficients
unmodified. The 3-D rational filter incorporates the motion information of the video
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with given threshold parameters. The K-nearest neighbor (KNN) filter orders the
pixels of a 3-D cube and then averages the clustered ones. The performance results
of the unfiltered sequences produced by the H.264/AVC compression software (JM)
is also included for comparison. It shows that the RSTF reach a good tradeoff overall
between reducing flickering (indicated by the Flicker S) and preserving spatial and
motion sharpness (indicated by the PSNR). The Huber filter achieves a high flicker
reduction, at the expense of slightly lower PSNR in sequences with high quality or
large motion, e.g., Container, Foreman, and Mobile with QP=28, due to its blurring
effect. The flicker reduction performance of the Kuszpet’s filter and that of the KNN
filter are not significant. While the 3-D rational filter reduces temporal flickering, its
PSNR values are also lower.
Table 4.6 shows the SSD and the PSNR results of sequences under constant bit-
rate coding conditions. RSTF demonstrates its effectiveness at low bit-rates. The
SSD decrement percentage is high under low bit-rate conditions, around 30∼50%,
compared with 10∼30% under high bit-rate conditions. The PSNR is also preserved.
The analysis is based on 28 samples, without the 64Kb/s, and 128Kb/s Mobile se-
quences. This is because Mobile contains high motion, which can not be encoded
under the above low bit-rate conditions with the encoding conditions listed in Table
4.3.
Processed images shown in Figures 4.9, 4.10, and 4.11 also demonstrate the visual
performance on fluctuation reduction and quality preservation of the RSTF. Figure
4.9 shows an original frame and its residual image of the Foreman sequence. Figure
4.10 shows a set of the processed frames, compressed by JM with QP=38, and filtered
by different post-filtering methods. Related residual frames are shown in Figure 4.11.
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Figures 4.12 and 4.13 show a set of Akiyo images, which also consist of filtered and
residual frames, respectively. The Akiyo sequence is compressed at 128Kb/s.
(a) Original frame 20 (b) Original residual between 19 and 20
Figure 4.9: An original image and a related residual image of Foreman with QP=38
Computational Complexity Analysis
The computational complexity is also considered, by calculating the actual time taken
to filter each frame. Since the Kuszpet’s filter contains motion estimation, it is difficult
to evaluate its operations, i.e., number of addition, multiplication, etc, required to
process one pixel. Table 4.7 shows the average filtering time per frame of all tested
filters, using Foreman sequence with QP=38. Other sequences also provide similar
results. Please note that RSTF program is written in C++ without code optimization.
In addition, the simulation platform is the Intel Core2 1.86 GHz/2GB DDR/500GB
HDD/Window XP Pro Service Pack II Operating System. It can be seen that the
RSTF has potential for real-time applications.
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(a) JM frame 20 (b) RSTF frame 20
(c) Huber frame 20 (d) Kuszpet’s frame 20
(e) 3-D Rational frame 20 (f) KNN frame 20
Figure 4.10: Temporal filtered images of Foreman with QP=38
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(a) JM residual between 19 and 20 (b) RSTF residual between 19 and 20
(c) Huber residual between 19 and 20 (d) Kuszpet’s residual between 19 and 20
(e) 3-D Rational residual between 19 and 20 (f) KNN residual between 19 and 20
Figure 4.11: Corresponding residual images of Foreman with QP=38
66
(a) Original frame 79 (b) Original frame 80
(c) JM frame 79 (d) JM frame 80
(e) RSTF frame 79 (f) RSTF frame 80
Figure 4.12: Temporal filtered images of Akiyo at 128Kb/s
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(a) Original residual between 79 and 80
(b) JM residual between 79 and 80
(c) RSTF residual between 79 and 80
Figure 4.13: Corresponding residual images of Akiyo at 128Kb/s
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4.3.3 Temporal Filtering for DCT-based Filtered Video
Procedures of the Experiment
In the experiment, five 100-frame CIF format (352×288) colour sequences, Akiyo,
Foreman, Mobile, Mother & Daughter, and News, were corrupted by the Gaussian
random noise with different noise intensities. The BM3D filter and the SADCT filter
were applied to reduce the Gaussian random noise, which result in the basis image
effect and the temporal fluctuation artifact in the denoised video sequences. Then,
the proposed robust statistical adaptive temporal (RSAT) filter and two baseline
temporal post filters, i.e., the Kuszpet’s weighted average filter and the KNN filter,
were used to process artifacts in denoised video sequences [45] [90].
For the RSAT filter, T = 1 and α = 0.03 following the same deduction described
in (4.2), (4.3) and (4.4). With regard to the threshold LT , it can be determined by
computing the median absolute non-zero differences between a filtered pixel and its
temporal-neighbouring pixels as given by (4.5) and (4.6).
LTm,n = 3×
(
median
(∣∣∣U˜m,n∣∣∣))+ 2T (4.5)
U˜m,n = {x[m,n]− x[k, l] | x[m,n] 6= x[k, l]} (4.6)
where U˜m,n is defined as a set of non-zero differences between a pixel x[m,n] and its
neighbouring pixels x[k, l]. LT adapts to local variances for each x[m,n]. Due to the
condition T < (LT − T ) in (3.7), an offset 2T is added to LTm,n. From a number
of filtering tests, the number of iterations is set at 3 and α can be slightly enlarged
when the artifacts are severe.
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Results and Analysis
The PSNR results are listed in Table 4.8. It shows that with the use of the RSAT
filter, the PSNR results of filtered sequences are around 1dB on average higher than
the results using other temporal filters. The RSAT filter achieves high improvement in
videos containing still backgrounds, e.g., Akiyo, Mother & Daughter and News, rather
than in videos containing high motion, e.g., Mobile, and moving backgrounds, e.g.,
Coastguard. This is because, at high motion areas and moving backgrounds, the pixels
differences exceed the LT threshold, thus, the values of these pixels have little change
after the filtering process. In addition, there is no significant relationship between the
PSNR improvement of the RSAT filter and the noise level. Figure 4.14 demonstrates
the filtered samples of Akiyo, which exhibit the basis image effect, whilst Figure 4.15
image displays the residuals between two consecutive frames. The residual images
show the intensity of temporal fluctuation. It can be seen that the basis image effect
and the temporal fluctuation artifact are significantly reduced in the samples with
the RSAT filtering, which are visually superior to other filtered samples.
4.4 Summary
This Chapter focuses on the reduction of temporal fluctuations caused by the video
compression technique as well as the DCT-based filtering techniques. The robust
statistical filter discussed in Chapter 3 is applied here to process video sequences
with temporal fluctuations, which have been compressed using the H.264/AVC codec.
Although the video sequences were encoded with various frame structures, QPs, and
bit-rates, the proposed RSTF still shows good performances in fluctuation reduction
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(a) Original (b) Random noisy
(c) BM3D (d) BM3D + RSAT
(e) BM3D + Kuszpet’s (f) BM3D + KNN
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(g) SADCT (h) SADCT + RSAT
(i) SADCT + Kuszpet’s (j) SADCT + KNN
Figure 4.14: The filtered samples of Akiyo, σ = 25
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(a) Original (b) Random noisy
(c) BM3D (d) BM3D + RSAT
(e) BM3D + Kuszpet’s (f) BM3D + KNN
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(g) SADCT (h) SADCT + RSAT
(i) SADCT + Kuszpet’s (j) SADCT + KNN
Figure 4.15: The corresponding residual images of Akiyo
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compared with other baseline temporal filters. In addition, the RSTF adapts to QP
of H.264 compressed videos to ensure temporal fluctuations are reduced regardless of
picture content.
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Table 4.5: Comparison of SSD and PSNR for Post Processing Video Sequences En-
coded by H.264/AVC with Constant QPs
CIF Seq. QP Measure JM RSTF Huber Kuszpet’s 3-D Rational KNN
Akiyo
28
PSNR(dB) 42.34 42.41 42.42 42.31 42.19 41.89
Flicker S 259.3 193.9 182.1 259.4 194.5 255.5
32
PSNR(dB) 40.36 40.54 40.55 40.36 40.36 40.13
Flicker S 337.0 228.4 217.9 322.7 239.9 316.8
38
PSNR(dB) 37.49 37.72 37.75 37.51 37.67 37.40
Flicker S 552.1 349.8 325.2 499.8 372.8 495.0
44
PSNR(dB) 35.39 35.65 35.66 35.41 35.39 35.37
Flicker S 882.9 534.5 496.4 800.4 471.9 791.7
Container
28
PSNR(dB) 40.38 40.41 40.33 40.37 40.23 39.88
Flicker S 860.2 745.9 691.9 790.4 759.1 790.3
32
PSNR(dB) 38.46 38.52 38.47 38.47 38.33 38.20
Flicker S 1162.5 920.0 857.4 978.1 890.4 991.8
38
PSNR(dB) 35.64 35.76 35.74 35.67 35.65 35.60
Flicker S 2148.8 1576.0 1417.5 1629.5 1451.9 1615.6
44
PSNR(dB) 33.82 33.96 33.96 33.84 33.92 33.84
Flicker S 3791.4 2662.5 2355.2 2867.5 2396.6 2927.4
Foreman
28
PSNR(dB) 40.82 40.82 40.73 40.70 40.73 40.52
Flicker S 414.8 374.5 374.7 430.1 386.4 407.0
32
PSNR(dB) 39.16 39.23 39.17 39.11 39.12 39.08
Flicker S 470.6 399.8 400.1 479.1 413.8 452.6
38
PSNR(dB) 36.61 36.74 36.72 36.60 36.74 36.64
Flicker S 591.0 486.3 484.8 595.7 492.2 572.3
44
PSNR(dB) 34.69 34.88 34.88 34.70 34.86 34.73
Flicker S 1064.1 698.0 691.5 1037.8 795.6 1014.3
Mobile
28
PSNR(dB) 36.46 36.54 36.29 36.25 36.17 35.30
Flicker S 427.1 376.5 374.2 458.5 393.8 408.0
32
PSNR(dB) 33.94 34.00 33.82 33.85 33.71 33.46
Flicker S 501.9 412.6 408.2 522.2 440.9 470.3
38
PSNR(dB) 30.58 30.62 30.54 30.56 30.42 30.51
Flicker S 655.3 516.3 507.9 653.7 542.2 593.9
44
PSNR(dB) 28.38 28.40 28.37 28.37 28.25 28.41
Flicker S 1237.5 726.5 714.2 1076.1 858.6 1098.6
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Table 4.6: Comparison of SSD and PSNR for Post Processing Video Sequences En-
coded by H.264/AVC with Constant Bit-rates
CIF Seq.
Bit-rates
Measure JM RSTF ∆Increment
(Kb/s)
Akiyo
64
PSNR(dB) 35.34 35.68 +0.34 dB
Flicker S 1467.8 767.9 -47.7 %
128
PSNR(dB) 38.36 38.68 +0.32 dB
Flicker S 989.7 490.5 -50.4 %
256
PSNR(dB) 41.58 41.77 +0.19 dB
Flicker S 513.8 290.4 -43.5 %
320
PSNR(dB) 42.70 42.84 +0.14 dB
Flicker S 413.5 252.0 -39.1 %
640
PSNR(dB) 46.04 46.08 +0.04 dB
Flicker S 245.5 184.4 -24.9 %
Container
64
PSNR(dB) 32.80 32.99 +0.19 dB
Flicker S 9382.2 6819.0 -27.3 %
128
PSNR(dB) 34.86 35.04 +0.18 dB
Flicker S 5384.4 3665.0 -31.9 %
256
PSNR(dB) 37.08 37.22 +0.14 dB
Flicker S 2547.5 1798.3 -29.4 %
320
PSNR(dB) 37.97 38.07 +0.10 dB
Flicker S 2065.1 1501.2 -27.3 %
640
PSNR(dB) 40.81 40.84 +0.03 dB
Flicker S 1119.4 908.0 -18.9 %
Foreman
64
PSNR(dB) 33.09 33.35 +0.26 dB
Flicker S 2086.9 1288.2 -38.2 %
128
PSNR(dB) 35.27 35.48 +0.21 dB
Flicker S 1056.5 756.6 -28.4 %
256
PSNR(dB) 37.65 37.78 +0.13 dB
Flicker S 598.9 492.6 -17.7 %
320
PSNR(dB) 38.41 38.50 +0.09 dB
Flicker S 560.1 452.0 -19.3 %
640
PSNR(dB) 40.70 40.70 +0.00 dB
Flicker S 438.8 390.1 -11.1 %
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CIF Seq.
Bit-rates
Measure JM RSTF ∆Increment
(Kb/s)
Mobile
64
PSNR(dB) - - -
Flicker S - - -
128
PSNR(dB) - - -
Flicker S - - -
256
PSNR(dB) 27.43 27.48 +0.05 dB
Flicker S 1561.8 858.9 -45.0 %
320
PSNR(dB) 28.19 28.23 +0.04 dB
Flicker S 1305.9 774.1 -40.7 %
640
PSNR(dB) 30.37 30.41 +0.04 dB
Flicker S 785.2 553.3 -29.5 %
64
PSNR(dB) 37.27 37.65 +0.38 dB
Flicker S 2532.8 1789.4 -29.4 %
128
PSNR(dB) 39.35 39.65 +0.30 dB
Mother Flicker S 910.7 584.1 -35.9 %
&
256
PSNR(dB) 41.75 41.92 +0.17 dB
Daughter Flicker S 597.2 449.6 -24.7 %
320
PSNR(dB) 42.68 42.81 +0.13 dB
Flicker S 500.7 412.4 -17.6 %
640
PSNR(dB) 45.28 45.33 +0.05 dB
Flicker S 418.8 373.2 -10.9 %
News
64
PSNR(dB) 32.11 32.33 +0.22 dB
Flicker S 4612.4 3085.1 -33.1 %
128
PSNR(dB) 34.38 34.60 +0.22 dB
Flicker S 3296.7 1900.5 -42.4 %
256
PSNR(dB) 37.29 37.44 +0.15 dB
Flicker S 1481.5 880.9 -40.5 %
320
PSNR(dB) 38.30 38.43 +0.13 dB
Flicker S 1006.0 623.2 -38.1 %
640
PSNR(dB) 41.91 41.96 +0.05 dB
Flicker S 508.5 346.3 -31.9 %
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Table 4.7: Average Filtering Time per Frame of the RSTF, the Huber filter, and
other post filters, using Foreman with QP=38
Method RSTF Huber Kuszpet’s 3-D Rational KNN
Time(ms/f)* 129.8 127.7 20.7 52.0 269.4
*ms/f denotes milliseconds per frame
Table 4.8: PSNR results of the RSAT filter and other post filters
CIF Seq. Akiyo Coastguard Foreman
σ 10 25 51 10 25 51 10 25 51
Random Noisy 28.13 20.24 14.36 28.13 20.21 14.22 28.13 20.24 14.32
BM3D 41.07 36.30 31.83 39.91 36.23 33.12 39.59 35.83 32.44
BM3D + RSAT 42.31 37.76 33.09 40.07 37.28 34.89 39.92 36.77 33.69
BM3D + Kuszpet’s 41.11 36.57 32.03 39.26 36.17 33.37 39.07 35.78 32.52
BM3D + KNN 41.24 36.61 32.10 39.67 36.33 33.38 39.53 36.02 32.66
SADCT 40.63 36.00 31.50 39.79 35.94 33.02 39.34 35.47 32.17
SADCT + RSAT 41.55 37.35 32.46 39.92 37.16 34.71 39.65 36.46 33.24
SADCT + Kuszpet’s 40.61 36.20 31.57 39.14 35.86 33.16 38.87 35.45 32.19
SADCT + KNN 40.53 36.21 31.69 39.56 36.08 33.27 39.25 35.70 32.35
CIF Seq. Mobile Mother & Daughter News
σ 10 25 51 10 25 51 10 25 51
Random Noisy 28.14 20.24 14.39 28.13 20.19 14.18 28.13 20.27 14.41
BM3D 33.66 28.57 24.84 41.42 37.36 33.84 38.91 34.27 30.39
BM3D + RSAT 34.01 28.98 25.18 42.39 39.04 35.75 39.51 35.15 31.31
BM3D + Kuszpet’s 33.34 28.65 24.80 41.09 37.42 34.06 38.80 34.41 30.50
BM3D + KNN 33.39 28.66 24.92 41.54 37.64 34.17 38.91 34.49 30.60
SADCT 33.49 28.60 24.72 41.22 37.12 33.97 38.68 34.08 30.34
SADCT + RSAT 33.91 28.99 24.94 41.98 38.71 35.56 39.20 34.89 31.05
SADCT + Kuszpet’s 33.24 28.67 24.61 40.87 37.13 34.08 38.58 34.18 30.36
SADCT + KNN 33.19 28.64 24.75 41.32 37.41 34.24 38.59 34.21 30.49
Chapter 5
Spatial and Temporal Filtering
Processes for Coding Artifacts
Reduction
5.1 Survey of Denoising Work on Spatial Coding
Artifacts
Over the years, significant efforts have been made to reduce blocking and ringing
artifacts in video coding. Generally, there are two approaches to digital video coding
artifacts reduction. One approach is to implement a loop-filter in the coding process,
such as the ITU-T H.261 or H.264 loop-filter [10] [63]. The other is to only implement
a post-filter in the decoder. In the post-filtering approach, iterative filtering schemes
form a special category that includes projection onto convex sets (POCS) [87] [46]
and MAP [70] [64] methods. The latter method is derived from Bayesian estimation,
which uses a Huber-Markov random field (HMRF) as a model for estimation [70].
The HMRF model has been considered to be more robust than the Gaussian-Markov
random field (GMRF) model since the GMRF model is unable to exclude outliers [3],
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which leads to blurring of picture details. In contrast, the HMRF model achieves a
compromise between coding artifact reduction and edge preservation because of its
lighter penalty to the large discontinuities in the images [48].
However, the HMRF model employed in the existing MAP post-filter is not robust
enough to restrict outliers, i.e., the HMRF model still blurs details, especially the
sharp or high contrast edges.
5.2 Spatial and Temporal Filtering Process for Cod-
ing Artifacts Reduction
To reduce the spatial blocking, ringing and temporal fluctuations, each frame within a
sequence is spatially and temporally filtered by the proposed robust statistical spatio-
temporal filtering (RSSTF) scheme. A decompressed sequence with artifacts is first
processed by a spatial filtering module. Pixels of each frame is estimated by their
neighbouring pixels within the same frame as represented by (3.4), (3.5), and (3.7).
Blocking and ringing artifacts are suppressed in this process. Then, each frame is
temporally estimated by its adjacent frames through (3.4), (4.1), and (3.7) in order
to reduce the temporal fluctuation artifact. The whole process is illustrated in Figure
5.1. The bottom row denotes an un-filtered sequence with spatial and temporal
artifacts, while the top row denotes the sequence processed by the RSSTF. Take
θn as the current un-filtered frame for example. It is first processed by the Spatial
Filter then by the Temporal Filter. Its preceding temporal-filtered frame θˆn−1 and
the subsequent spatial-filtered frame θn+1 are used as reference frames to filter the nth
frame and then render a frame θˆn as the current temporal-filtered frame. The Spatial
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Filter and the Temporal Filter, which apply a robust statistical model, successively
operate on one frame by another.
Figure 5.1: Spatial and temporal filtering scheme for artifacts reduction
Figure 5.2 demonstrates spatial and temporal filtering of one pixel using the robust
re-descending model. The centre pixel is spatially estimated by its neighbouring pixels
within the same frame, and then temporally estimated by neighbouring pixels in
adjacent frames. Neighbouring pixels with similar colours to the centre pixel (shown
as dark pixels), are used to smooth the centre pixel (the estimation process is indicated
with blue arrows). Pixels with dissimilar colours to the centre pixel (shown as bright
pixels) are excluded from filter to avoid blurring the centre (dark) pixel.
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Figure 5.2: Spatial pixel estimation and temporal pixel estimation
5.3 Experimental Results and Analysis
5.3.1 Spatial Filtering for Blocking and Ringing Artifacts
Procedures of the Experiment
In this experiment, four full D1 resolution (720x480 pixels) VQEG sequences were
used for comparison. We investigate luma (Y) component for simplicity. Each se-
quence contains about 200 frames.
Results and Analysis
Figure 5.3 illustrates a comparison of the 3-D Animation video sequence processed by
different post-processing methods. This clip was compressed with a H.264 (JM) codec
with QP = 46. Figure 5.4 shows the comparison of the Mobile & Calendar video
sequence with QP = 28. Once these video clips are decoded, they are separately
processed by the H.264 post-filter, the Huber-MAP filter and the proposed robust
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statistical spatial filter, in comparison with the reconstructed video without post-
filtering. As seen in Figures 5.3(c) and 5.3(d), in the Animated clip, most of the
blocking and ringing artifacts in Figure 5.3(b) have been suppressed by the Huber-
MAP filter and the proposed filter, while the black lines in the proposed filtered image
look darker than those in the Huber-MAP filtered image. Ringing artifacts remain
in H.264 post-filtered image (Figure 5.3.(e)). For Mobile & Calendar clip, contours
of objects look blurry in Figure 5.4(d), compared with Figure 5.4(c), where these
contours look as sharp as those in Figure 5.4(b) and 5.4.(e). Residuals between the
post filtered images and the original image show that the Huber-MAP filtered image
(Figure 5.5(c)) blurs the high contract edges, compared with other filtered images
(Figure 5.5(b) and 5.5(d)).
Table 5.1 presents the PSNR values of post-filtered sequences relative to simu-
lation parameters, i.e., the QP, α, T and LT . The Huber-MAP filter shares some
parameters, α and T , with the proposed filter. Result shows that, the proposed
filter achieved PSNR improvements compared with the Huber-MAP post-filter, in
sequences Mobile & Calendar, at QP 28 and 32, and Colour Characters, at QP 28,
by around 0.4 dB, 0.7 dB, and 0.4 dB, respectively. This is because more details
of these sequences were preserved by the proposed filter. Compared with the H.264
post-filter, the PSNR performance of the proposed filter is comparable. Consider-
ing sequences 3-D Animation with QP=36 and QP=46, and Suzie with QP=36, the
PSNR performance of the proposed filter is comparable with that of the Huber-MAP
post-filter and the H.264 post-filter. This is because the video compression process
discarded substaintial picture details and introduced significant level of artifacts. Un-
der this circumstance, the proposed filter’s performance is just similar to that of the
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(a) Original frame
(b) H.264 decompressed and un-filtered frame
85
(c) Proposed robust statistical spatial filtered frame
(d) Huber-MAP filtered frame
86
(e) H.264 decompressed and loop-filtered frame
Figure 5.3: Post filtered video frames of 3-D Animation sequence for de-blocking and
de-ringing comparison
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(a) Original frame
(b) H.264 decompressed and un-filtered frame
88
(c) Proposed robust statistical spatial filtered frame
(d) Huber-MAP filtered frame
89
(e) H.264 decompressed and loop-filtered frame
Figure 5.4: Post filtered video frames of Mobile & Calendar sequence for de-blocking
and de-ringing comparison
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(a) H.264 decompressed and un-filtered residual
(b) Proposed robust statistical spatial filtered residual
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(c) Huber-MAP filtered residual
(d) H.264 decompressed and loop-filtered residual
Figure 5.5: Residual images between the post filtered frames and the original frame
of Mobile & Calendar
92
Huber-MAP filter, however, it still has about 0.5 dB PSNR gain over the un-filtered
sequence.
Table 5.1: PSNR of mono-chrome videos using different post filters
SD Seq. QP α T LT
PSNR (dB) of Post-filtered Video
Un-filtered Loop-filtered Huber Proposed
Mobile Calendar 28 0.0020 3 16 35.74 35.78 35.47 35.81
Mobile Calendar 32 0.0020 3 16 32.46 32.55 31.71 32.41
3D Animation 36 0.0040 3 26 35.47 35.98 35.96 35.95
3D Animation 46 0.0065 3 56 29.71 30.26 30.21 30.20
Colour Characters 28 0.0025 3 12 39.39 39.74 39.68 40.15
Suzie 36 0.0025 3 16 35.61 36.06 36.01 35.90
5.3.2 Spatial-temporal Filtering for Coding Artifacts
Procedures of Experiments
In this experiment, Akiyo, Container, Foreman, Mobile, Mother & Daughter, and
News are used again as source noise-free video sequences. Each sequence is encoded
twice, once loop-filtering in H.264 disabled to generate blocking and temporal fluctua-
tions, and the second time with loop-filtering to generate a sequence with no blocking
artifacts for comparison.
Results and Analysis
Tables 5.2 and 5.3, respectively, provides the PSNR and the SSD results of the com-
pressed sequences. Note that higher QP corresponds to lower video quality. From
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these testing sequences, it can be seen that the PSNR of the proposed filtered se-
quences is generally better than that of loop-filtered sequences. This means the spa-
tial blocking artifact has been reduced by the proposed filter. The SSD of sequences
filtered by the proposed is lower than those of loop-filtered and without loop-filtered,
meaning the temporal fluctuations have also been suppressed by the proposed filter.
Table 5.2: Comparison of PSNR for Spatial and Temporal Artifacts Reduction
Seq. QP
Un- Loop-
Proposed Seq. QP
Un- Loop-
Proposed
filtered filtered filtered filtered
A
k
iy
o
28 41.93 42.34 42.44
M
ob
il
e
28 36.45 36.46 36.58
32 39.81 40.36 40.50 32 33.89 33.94 33.94
38 36.83 37.49 37.51 38 30.51 30.58 30.43
44 34.70 35.39 35.43 44 28.31 28.38 28.20
C
on
ta
in
er
28 40.18 40.38 40.48
M
&
D
28 42.19 42.55 42.73
32 38.15 38.46 38.48 32 40.38 40.81 41.07
38 35.23 35.64 35.53 38 37.53 38.02 38.25
44 33.44 33.82 33.74 44 35.60 36.15 36.43
F
or
em
an
28 40.63 40.82 40.92
N
ew
s
28 40.60 40.87 40.96
32 38.87 39.16 39.24 32 38.51 38.93 38.94
38 36.30 36.61 36.68 38 35.40 35.80 35.83
44 34.36 34.69 34.85 44 33.20 33.67 33.70
Besides these objective measures, Figure 5.6 and Figure 5.7 also demonstrate the
visual performance of the reduction of spatial blocking and temporal fluctuations
with quality preservation by the proposed filter. In Figure 5.6, blocking artifacts
shown with sub-figure (b) have been reduced compared with sub-figure (d). The
visual quality of sub-figure (d) is comparable with sub-figure (c). On the other hand,
in Figure 5.7, small bright areas, visible in sub-figure (b) and sub-figure (c), denote
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Table 5.3: Comparison of SSD for Spatial and Temporal Filtering the Video Sequences
Seq. QP
Un- Loop-
Proposed Seq. QP
Un- Loop-
Proposed
filtered filtered filtered filtered
A
k
iy
o
28 363.8 259.3 255.16
M
o
b
il
e
28 450.6 427.1 384.0
32 518.8 337.0 286.7 32 565.5 501.9 434.5
38 828.9 552.1 366.2 38 785.8 655.3 560.5
44 1257.4 882.9 531.8 44 1377.7 1237.5 707.5
C
on
ta
in
er
28 897.6 860.2 800.3
M
&
D
28 415.2 385.6 378.7
32 1253.9 1162.5 980.9 32 470.1 429.0 392.8
38 2419.9 2148.8 1487.8 38 598.5 546.3 464.2
44 4566.8 3791.4 2368.3 44 1487.5 550.0 1274.0
F
or
em
an
28 426.6 414.8 373.4
N
ew
s
28 467.4 385.6 351.3
32 500.5 470.6 396.0 32 840.2 636.7 493.2
38 687.7 591.0 488.9 38 1890.5 1277.9 832.8
44 1289.0 1064.1 655.9 44 2785.5 1888.0 1203.1
temporal fluctuations. These are also suppressed by proposed filter, shown with sub-
figure (d).
5.4 Summary
This Chapter addresses the issue with regard to reduction of the spatial blocking and
ringing artifacts caused by Hybrid MC/DPCM/DCT video compression techniques.
A robust statistical spatial filter is designed for spatial artifacts reduction. By com-
bining the temporal filter discussed in Chapter 4, a joint spatial and temporal filtering
process is presented to deal with the spatial blocking and temporal fluctuation coding
artifacts. The performance of this joint spatial and temporal filter has been evalu-
ated with the PSNR, spatially, and the SSD temporally. It remains a challenging
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(a) Original frame 0 (b) JM un-filtered frame 0
(c) JM loop-filtered frame 0 (d) Proposed filtered frame 0
Figure 5.6: Spatial and temporal filtered images of Akiyo with QP=38
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(a) Original frame 0 (b) JM un-filtered frame 0
(c) JM loop-filtered frame 0 (d) Proposed filtered frame 0
Figure 5.7: Spatial and temporal filtered residual images of Mobile with QP=38
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task to reduce both the spatial and temporal coding artifacts simultaneously with an
integrated filtering process.
Chapter 6
Joint Spatial Filtering for Mixed
Gaussian and Impulse Noise
(MGIN) Reduction and Temporal
Filtering for Temporal Fluctuation
Reduction
6.1 Survey of Denoising Work on Mixed Gaussian
and Impulse Noise (MGIN)
Structure-adaptive hybrid vector filter (SAHVF) [50] has been suggested for MGIN
suppression. It applies a quad-tree decomposition to evaluate the activity of image
areas to drive a switch among a set of ad hoc MGIN filters, e.g., peer group filter
(PGF) [44], adaptive nearest neighbor filter (ANNF) [59] and structure weighted
average filter (SWAF). Garnett et al proposed a rank-ordered absolute differences
(ROAD) method as an impulse detector combined with a bilateral Gaussian filter for
MGIN suppression [33]. Although these filters yield impressive quantitative results,
estimation of statistical properties of an MGIN model that varies within a wide range
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of noise intensities have not been fully investigated as yet, especially in the situation
where the percentage of impulse noise and the standard deviation of Gaussian noise
are large.
This Chapter begins with a quantitative investigation of MGIN statistics. The
histogram profile of MGIN indicates that MGIN can be separated into two parts,
impulse noise part and AGWN part. Therefore, the filtering process consists of two
stages. The first stage is to remove impulse noise while the second stage is to reduce
AGWN. For impulse noise reduction, two filtering methods, impulse proportion adap-
tive median filter (IPAMF) and directional masked weighted mean filter (DMWMF),
are proposed. For AGWN noise reduction, the block-matching 3-dimensional filter
(BM3DF) [24] is used because of its good noise reduction performance. When this
DCT-based filtering scheme is applied to videos, another issue is raised that temporal
fluctuations are perceived in filtered videos as discussed in Chapter 2. To cope with
the temporal fluctuation problem, a temporal filter, i.e., RSATF, is also plugged into
the filtering scheme.
6.2 Statistical Analysis of Mixed Gaussian and Im-
pulse Noise
The brief description of the causes and characteristics of MGIN model has been given
in Chapter 2. A general method to compute the noise is simply subtracting a noisy
image from a corresponding noise-free image. Figure 6.1(a) shows a histogram of the
absolute residuals between a noisy image (σ = 10, p = 30%) and a noise-free image
of Lena. Absolute residuals close to 0 form a half-bell shape, while those further away
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from 0 approximately form a uniform distribution histogram, which can be regarded
as a tail in the distribution. This tail reflects the proportion/percentage of impulse
under the condition of low or moderate σ, i.e., σ < 30. The rationale of analyzing
the absolute residuals rather than simple residuals is that the histogram of residuals
may be asymmetrically distributed if the image is too dark or too bright. However,
the histogram of the absolute residuals can avoid this problem. Figure 6.1(b) is the
histogram of the absolute residuals following a 32 window median filter. Figure 6.1(c)
shows the differences between two histograms, 6.1(a) and 6.1(b). It is obvious that
the differences between tail parts of 6.1(a) and 6.1(b) are very small. Similar results
are also achieved by using different testing images. Hence, the noise distribution can
be approximately obtained without a noise-free reference.
The statistical properties of the MGIN model have not been fully investigated
[44] [50]. Therefore, the goal here is to evaluate the statistical properties of both the
half-bell shape and the tail of MGIN. Median Absolute Deviation (MAD) is a robust
estimator defined in (6.1) [6].
MAD(x) = Med{|x(c)−Med(x(c))|} (6.1)
where x = [x(0), ...,x(c), ...]T , for c ∈ C. Here, T represents the transpose operator.
C is a set of the image pixels. Med is the median operator.
The normalized MAD, named as MADN, defined in (6.2), is often used to evaluate
the standard deviation of a Gaussian model (i.e., σ = MADN), due to its robustness
against the presence of some outlier data [3]. The MAD is also used to estimate the
variance of impulse noise [13] [56] [6].
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(a) Using original image reference (b) Using median filtered image reference
(c) difference between (a) and (b)
Figure 6.1: Histograms of absolute residuals between a noisy image and a reference
image of Lena.
MADN(x) = 1.4826×MAD(x) (6.2)
MAD/MADN is used here to analyze statistical characteristics of the MGIN
model. If the tail is considered as a cluster of outliers, then the remaining por-
tion of the distribution may be regarded as a normal distribution. Hence, the noise
characteristics evaluation for MGIN consists of the following steps:
1) Compute a modified MAD, given by
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MADin (2N+1)2(x) = Med{
∣∣x(c)−Med(2N+1)2(x(c))∣∣} (6.3)
where Med(2N+1)2 is the local median within a (2N + 1)
2 window area, (e.g., N =
1, 2, 3), while Med is a global median for the whole image.
2) Define a tail threshold Ttail as the start point of the tail. Any absolute residuals
larger than Ttail is considered as part of the tail. Ttail is written as
Ttail (2N+1)2(x) = s×MADNin (2N+1)2(x) (6.4)
For a bell shape normal distribution, only 5% of samples lay beyond 2σ and 0.3%
distribute beyond 3σ [6]. Hence, it is appropriate to get the first estimation of the
tail (i.e., Ttail 32), with (N = 1, s = 2.5), assuming MADNin 32 ≈ σ.
3) Compute the percentage of the tail, Ptail,
Ptail =
card(Tail)
total pixel number
(6.5)
Tail = {Tailc| |x(c)−Med32 (x(c))| > Ttail 32 , c ∈ C} (6.6)
where card(Tail) denotes the cardinality of Tail. Ptail provides an approximate pro-
portion of impulse noise in MGIN.
Figure 6.2(a) shows the response of MADNin 32 with the Lena image, subjected
to 5 ≤ σ ≤ 50 and 0.05 ≤ p ≤ 0.5. MADNin 32 increases with σ or p, but increments
are more significant with σ than with p. Figure 6.2(b) shows the difference between
MADNin 32 and σ. The range where MADNin 32 best estimates σ is (0.1 ≤ p ≤
0.35) with errors between MADNin 32 and σ within [−5, 5]. Figure 6.3(a) shows the
responses of Ptail. Ptail indicates whether the proportion of impulse noise is low or
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(a) MADNin 32 (b) MADNin 32 − σ
Figure 6.2: Lena, MADNin 32 responses, (5 ≤ σ ≤ 50, 0.05 ≤ p ≤ 0.5)
high, when σ is between 5 ∼ 30. The decision of low or high proportion of impulse can
be made by comparing the Ptail with some user-defined thresholds. Ptail value remains
small when σ is between 30 ∼ 50. Figure 6.3(b) also shows the errors between Ptail
and p. Ptail cannot reflect the proportion of impulse when both σ and p are large (e.g.,
σ = 40, p = 0.4). In this condition, the half-bell part becomes flat. The estimated
MADNin 32 is larger than σ, and the estimated Ptail is smaller than p. Similar results
can be also achieved with a number of other testing images.
The proposed filtering method for MGIN suppression uses the two-stage impulse-
then-Gaussian filter.
6.3 Mixed Gaussian and Impulse Noise Reduction
6.3.1 Impulses Reduction Method One
A median filter using a small (e.g., 32) window provides a fine estimation for the low
density impulse noise, while large (e.g., 52 or 72) windows provide better robustness for
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(a) Ptail (b) Ptail − p
Figure 6.3: Lena, Ptail responses, (5 ≤ σ ≤ 50, 0.05 ≤ p ≤ 0.5)
the high density impulse noise. Therefore, an impulse proportion adaptive median
filter (IPAMF) is proposed for impulse suppression. The IPAMF applies a set of
cascaded median operations, whose window size can adaptively increase, from 32 up
to 72, according to the estimated proportion of impulse in MGIN. Except the 32
median operation, the 52 and 72 median operations are adapted to MADN and Ptail.
The median operation is defined as
x(N)(c) =

Med(2N+1)2
(
x(N−1)(c)
)
, if
∣∣x(N−1)(c)−Med(2N+1)2 (x(N−1)(c))∣∣ >
Ttail (2N+1)2
(
x(N−1)
)
x(N−1)(c), otherwise
(6.7)
The impulse noise filtering process is composed of three steps:
1) Let N = 1, s = 2.5, then compute (6.7) to reduce the impulse noise.
2) If (MADNin 32 ≤ 30, Ptail > 0.1) or (MADNin 32 > 30), let N = 2, s ∈ [3, 8]
and compute (6.7).
3) If (MADNin 32 ≤ 30, Ptail > 0.3) or (MADNin 32 ∈ (30, 40], Ptail > 0.08) or
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(MADNin 32 > 40), let N = 3, s ∈ [3, 5] and compute (6.7).
The above parameter thresholds are experimentally selected to remove impulse
noise as well as avoid blurring images. Moreover, the estimated Gaussian standard de-
viation, denoted as σˆ, is evaluated with σˆ = MADNin (2N+1)2 , whereMADNin (2N+1)2
is updated in each filtering step. Then, σˆ is used in the AGWN denoising filter in the
next step.
6.3.2 Impulses Reduction Method Two
Another impulse reduction method proposed here is composed of an impulse detector,
termed the rank-ordered weighted multi-relative differences (RWMD), and an impulse
restoration filter, coined the directional masked weighted mean filter (DMWMF).
RWMD Impulse Detector
The RWMD impulse detector is a rank-ordered statistic based algorithm [33] [88]
[26]. In [88], the rank-ordered relative differences (RORD) method used a standard
median-filtered image as the reference image. If the window size of the median filter
is small (e.g., 32), a small amount of impulses may remain in the reference image.
If the window size is large (e.g., 52 or 72), details in the reference image may be
lost. Instead of using one median-filtered image as the reference, the RWMD method
computes an average of three median-filtered images, which respectively use different
window sizes. A relative residual image is defined as
xres = x− α ·
(
Med32(x) +Med52(x) +Med72(x)
3
)
(6.8)
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where xres denotes the residual between a noisy image x and a scaled average of
three median-filtered images, α = 0.5 is the scaling parameter and Medn2(x) denotes
a median operation on x using an n2 window. ΩN(i, j) is defined as a set of (2N+1)
2
pixels whose centre position is located at (i, j), i.e.,
ΩN(i, j) = {(k, l)| 0 ≤ |k − i|, |l − j| ≤ N} (6.9)
and Ω0N(i, j) = ΩN(i, j)\(i, j), which denotes as a subset of ΩN(i, j) without the centre
index pair (i, j). Define dk,l(x
res[i, j]) as the weighted absolute difference between
xres[k, l] and xres[i, j],
dk,l(x
res[i, j]) = |xres[k, l]− xres[i, j]| ·Wg(k, l, i, j),∀(k, l) ∈ Ω0N(i, j) (6.10)
where xres[i, j] and xres[k, l] are the pixels in the residual image xres. Different from
the absolute difference defined in RORD, a weighting matrix Wg is used to enlarge
the difference when xres[k, l] is spatially away from xres[i, j]. The difference dk,l whose
xres[k, l] is away from xres[i, j] may be preferably dropped by a ranking process. Here,
N = 2 is considered, therefore, Wg(·) is given as
Wg(k, l, i, j) =
1.5 if max(|k − i|, |l − j|) == 21 if max(|k − i|, |l − j|) == 1 (6.11)
where max(a, b) represents the maximum operation between a and b. The ranking
process on dk,l is defined as,
RWMD(x[i, j]) =
m∑
n=1
rn(x
res[i, j]), 1 ≤ m ≤ (2N + 1)2 − 1 (6.12)
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where rn is the n
th smallest among dk,l in Ω
0
N(i, j). The number of selected rn is set
by m (e.g., m = 10). The higher the RWMD(x[i, j]) value is, the more probable it is
considered as an impulse-corrupted pixel. Similar to RORD, a threshold, T , is used
to measure whether a pixel is corrupted by impulse noise [88].
T = 15m+
2
m
· (Mean (RWMD (x))− 50)+
·Kurtosis (RWMD (x)) (6.13)
where (·)+ = Max(0, ·). Since RWMD(·) is a sum of m smallest differences rn.
Therefore, T is first determined by the m times of the average of rn, set as 15 here.
In addition, T is adjusted using the mean and the kurtosis of RWMD(x). The
T follows the increment of Mean (RWMD (x)) with a dead zone (e.g., 50) in the
positive range. The mean with dead zone is scaled by 2
m
and Kurtosis (RWMD (x)).
If the quantity of outliers is large in the distribution of RWMD(·), T would be large.
The quantity of outliers can be measured using the kurtosis of the distribution. The
Kurtosis(·) is the fourth central moment of a sampled data set, divided by the fourth
power of its standard deviation.
Kurtosis(u) =
E (u[i, j]−Mean (u))4
σ4
(6.14)
where u is a sampled data set, σ is the standard deviation of u. E(·) represents the
expected value.
A general impulse noise map can be generated by
mapI(x[i, j]) =
1 if RWMD(x[i, j]) > T0 else (6.15)
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where 1 is used to indicate that the pixel is corrupted by impulse noise.
Directional Edges Extraction From Impulse Noise Map
Although the impulse noise map can identify pixels corrupted by impulse noise, it
may also contain some edge or texture details as well. For restoring corrupted pixels
containing edge details, it is better to use pixels representing edges only rather than
uncorrelated neighbouring pixels. Therefore, the impulse noise map is divided into
four directional sub-maps, i.e., the vertical sub-map (mapVI ), horizontal sub-map
(mapHI ), diagonal 135
◦ sub-map (mapAI ), diagonal 45
◦ sub-map (mapDI ) and a non-
directional sub-map (mapNI ). Each directional sub-map is computed by extracting
edges from mapI with one of the following 3
2 directional edge detectors, shown in
Figure 6.4. mapNI is the remainder of mapI after the edge details are extracted. It
is computed as follows:
(a) vertical (b) horizontal (c) anti-diagonal (d) diagonal
Figure 6.4: Four directional edge detectors, where ’X’ denotes don’t-care.
mapNI = mapI ∧ ¬
(
mapVI ∨mapHI ∨mapAI ∨mapDI
)
(6.16)
Directional Filtering Process
After the impulse noise map is divided into different sub-maps, a directional masked
weighted mean filter (DMWM) is introduced to restore the impulse-corrupted pixels.
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The filtering process is defined as
x˜[i, j] =
∑
(k,l)∈Ω01(i,j) Wd ·Wc[k, l] ·Wr[k, l] · x[k, l]∑
(k,l)∈Ω01(i,j) Wd ·Wc[k, l] ·Wr[k, l]
(6.17)
where x˜[i, j] represents a restored pixel. Wd denotes a directional filtering mask,
which can be one of five directional/non-directional choices, shown in Figure 6.5.
If an impulse-corrupted pixel is categorized in a directional noise sub-map, then a
corresponding directional filtering mask is selected. If this pixel is categorized in
more than one directional noise sub-maps or in a non-directional sub-map, then the
non-directional filtering mask is used. The aim of implementing the directional mask
Wd is to choose only the correlated directional texture neighbors for pixel restoration.
Examples will be shown in experimental results.
(a) vertical (b) horizontal (c) anti-diagonal (d) diagonal (e) non-directional
Figure 6.5: Five directional filtering masks.
The weight of an impulse-corrupted pixel or a non impulse-corrupted pixel, Wc,
depends on the mapI [88]. Such that
Wc(k, l) =
0.6 if mapI(k, l) == 11 if mapI(k, l) == 0 (6.18)
Wr, represents the similarity between a current filtered pixel and its neighbouring
pixel in the residual image xres. It is defined as
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Wr(k, l) = exp
(
−|x
res[k, l]− xres[i, j]|
σ
)
(6.19)
σ (e.g., σ = 120) serves as a threshold that identifies pixels as sufficiently close in
pixel value [33] [88].
6.3.3 MGIN Reduction Using DCT-based Filtering Process
For still images, the impulse noise can be attenuated with the IPAMF or RWMD im-
pulse reduction filters, the remaining Gaussian noise is processed with a discrete cosine
transform (DCT) domain filter, that is, the block-matching 3-dimensional (BM3D)
DCT filter [24]. The detailed filtering procedures of the BM3D filter have been dis-
cussed in Chapter 2 as well as in [24]. In addition, the variance of AGWN, σˆ, is
estimated using the normalized median absolute deviation (MADN) of the wavelet
coefficients in the highest-frequency sub-band [3] [27].
For moving pictures, the above BM3D DCT-based filtering process generates the
temporal fluctuations to filtered video sequences. To solve this problem, the RSAT
filter is used to reduce the temporal fluctuations, which remain in denoised videos.
A denoising solution for MGIN-corrupted video is presented with three filtering com-
ponents: impulse noise reduction; additive Gaussian noise reduction; and temporal
artifact reduction. However, these three filtering components consume much pro-
cessing time. Moreover, processing videos is more time-critical than processing still
images. Therefore, reducing the complexity is necessary. A modified Chen’s impulse
(MCI) filter [13] is used instead of the IPAMF or the RWMD filter as the first filtering
component. Similar to the IPAMF, the MCI filter applies the MADN estimator and
the median filtering algorithm. But it is much simpler than the IPAMF.
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6.4 Experimental Results and Analysis
6.4.1 Spatial Filtering for MGIN Reduction
Procedures of the Experiment
To demonstrate the effectiveness of the IPAMF-BM3D and the RWMD-DMWM-
BM3D (RWMD-BM3D for short) filters [24], a comparison of MGIN reduction per-
formance is conducted with the SAHVF [50], the ROAD-Trilateral filter [33], the
PWMAD-BM3D filter [22], and a combined RORD-BM3D filter [88]. 512×512 pixels
gray scale images Lena, Bridge, Boats, Peppers, Barbara and Hill have been selected
as test images. These images were corrupted by MGIN with varying noise intensities.
During the experiment, all the above benchmark filters are tuned to achieve the best
results. Moreover, to eliminate the bias created by different manifestations of noise,
a common set of noisy images are created and used.
Results and Analysis
Quality of the restored images is assessed by PSNR. Numerical results are listed in
Table 6.1. From these PSNR results, the RWMD-BM3D filter, the IPAMF-BM3D
filter and the RORD-BM3D filter are considered as the top three filters among the
overall benchmark filters. The RWMD-BM3D filter may be the best one because it
has a majority of the highest PSNR results. However, the IPAMF-BM3D filter and
the RORD-BM3D filter also perform the best results in some test images, such as
Bridge and Boats. The PSNR results of BM3D filter are listed to illustrate that, the
power of BM3D on AGWN reduction is sealed if the images contain impulse noise as
well.
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Figure 6.6 shows the restored images of Boats degraded by MGIN (σ = 10, p =
30%). In the images processed by the SAHVF, the ROAD-Trilateral filter, the BM3D
filter and the PWMAD-BM3D filter, a few impulses have not been removed and the
fine details (e.g., lines) have been destroyed. While the images processed by the
RWMD-BM3D filter, the IPAMF-BM3D filter, and the RORD-BM3D filter obtain
high picture quality in terms of noise attenuation as well as detail (fine lines) preser-
vation. Similar results are also shown in the restored images using Barbara, which
is degraded by MGIN (σ = 30, p = 20%). It can be concluded that the IPAMF-
BM3D filter and the RWMD-BM3D filter can eliminate a large amount of noise as
well as preserving picture details. The RWMD-BM3D filter is better, in terms of
higher PSNR improvement, than the IPAMF-BM3D filter on the expense of high
computational complexity.
6.4.2 Joint Spatio-temporal Filtering for MGIN and Tempo-
ral Fluctuations Reduction on Video
Procedures of the Experiment
In this experiment, four 100-frame CIF format (352×288) testing colour sequences,
Akiyo, Foreman, Mobile, and Mother & Daughter, were corrupted by the MGIN with
different noise intensities. Here, it is assumed that the percentage of the impulse noise
is low. The MGIN model with low impulse noise can be considered as a Gaussian
noise model with a low percentage of outliers.
For the filtering process, firstly, a modified Chen’s impulse (MCI) filter is used
to suppress the impulse noise [13]. The MCI filter is a detect-and-replace algorithm,
defined as
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(a) Original (b) Noisy
(c) SAHVF (d) ROAD-Trilateral
(e) BM3D (f) PWMAD-BM3D
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(g) RORD-BM3D (h) IPAMF-BM3D
(i) RWMD-BM3D
Figure 6.6: Filtered images of Boats with MGIN (σ = 10, pI = 30%)
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(a) Original (b) Noisy
(c) SAHVF (d) ROAD-Trilateral
(e) BM3D (f) PWMAD-BM3D
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(g) RORD-BM3D (h) IPAMF-BM3D
(i) RWMD-BM3D
Figure 6.7: Filtered images of Barbara with MGIN (σ = 30, pI = 20%)
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xˆ =
Med32 (x) , if |x−Med32 (x)| > TIx, otherwise (6.20)
where xˆ is a restored pixel. Med32 is the median operator with a 3
2 window.
|x−Med32 (x)| is the absolute difference between a noisy pixel and its filtered version
using 32 window. If the absolute difference is larger than the impulse threshold, TI ,
the pixel will be considered as an impulse noise and filtered accordingly. Different
from Chen’s method, TI used here is only determined by MADN. The definitions of
TI is given as
TI = s×MADNin 32 (6.21)
MADNin 32 = 1.4826×MADin 32 (6.22)
MADin 32 = Med{|x−Med32(x)|} (6.23)
where s is set to 2.5, because any datum beyond 2.5×σ could be coarsely considered
as an outlier [6]. MADin 32 represents the inner median operation using a 3
2 window.
x represents an image.
Secondly, the BM3D filter and the SADCT filter are applied to reduce AGWN,
which result in temporal fluctuations in denoised sequences [24] [31].
Thirdly, the proposed RSAT filter and two other temporal post filters, i.e., the
Kuszpet’s weighted average filter and the K-nearest neighbor (KNN) filter, are used
to process the temporal fluctuations [45] [90].
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Results and Analysis
Tables 6.2 and 6.3 list the PSNR results of the post filtered video sequences, Akiyo,
Foreman, Mobile and Mother & Daughter. Tables 6.4 and 6.5 also list the SSD results
of these video sequences. These sequences are degraded by MGIN with low to moder-
ate levels of impulses (p = 5 ∼ 10%). Both the PSNR and the SSD results show that
the proposed MCI+BM3D+RSAT and MCI+SADCT+RSAT filtering schemes are
superior to other benchmark spatio-temporal filtering schemes. The average PSNR
gains are about 1dB for Akiyo, Foreman and Mother & Daughter and about 0.4dB
for Mobile. The SSD values of these two filtering schemes are on average half of the
SSD values of the other benchmark filters.
Figure 6.8 illustrates the filtered images of Foreman using different spatio-temporal
filtering schemes. All four filtering schemes perform well in MGIN suppression.
However, the spatial artifacts (e.g., basis image distortions and color distortions)
can be seen in the benchmark filters except the proposed MCI+BM3D+RSAT and
MCI+SADCT+RSAT filters. Figure 6.9 shows the residual images between two con-
secutive video frames, highlighting the intensity of temporal fluctuations. It can be
seen that the temporal fluctuations are significantly reduced in the images using the
RSAT filtering scheme, which are visually superior to other post-filtered images.
6.5 Summary
In this Chapter, a complete filtering solution for MGIN reduction for still images as
well as moving pictures is presented. The MGIN can be divided into impulse noise
and AGWN. For still images noise reduction, the proposed denoising solution consists
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(a) Original (b) Noisy
(c) MCI + BM3D (d) MCI + BM3D + RSAT
(e) MCI + BM3D + Kuszpet’s (f) MCI + BM3D + KNN
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(g) MCI + SADCT (h) MCI + SADCT + RSAT
(i) MCI + SADCT + Kuszpet’s (j) MCI + SADCT + KNN
Figure 6.8: The filtered samples of Foreman at 18th frame, (σ = 25, pI = 10%)
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(a) Original (b) Noisy
(c) MCI + BM3D (d) MCI + BM3D + RSAT
(e) MCI + BM3D + Kuszpet’s (f) MCI + BM3D + KNN
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(g) MCI + SADCT (h) MCI + SADCT + RSAT
(i) MCI + SADCT + Kuszpet’s (j) MCI + SADCT + KNN
Figure 6.9: The corresponding residual images of Foreman between 18th and 19th
frames
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of two processes. First, the IPAMF or the RWMD filter is employed for the impulse
noise reduction. Second, a DCT-based reference filter, i.e., the BM3D filter is used
to remove the AGWN. For video noise reduction, the RSAT filter is added at the
end of the above filtering process. This temporal filter reduces the temporal artifacts
caused by spatial DCT-based filtering. In order to reduce the video processing time,
the MCI filter is chosen to reduce the impulse noise at the first filtering stage, instead
of the IPAMF and the RWMD filter.
Results of experiment one show that, the RWMD-BM3D filter performs better
than the IPAMF-BM3D filter and the other benchmark filters in reducing MGIN for
still images. The second experiment shows that the three-stage filtering solution, i.e.,
the MCI+BM3D+RSAT filter performs the best in comparison with other combina-
tions of the spatio-temporal filters, in terms of PSNR as well as visual quality.
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Table 6.1: Comparative results of PSNR of filtered images corrupted by MGIN(σ, pI)
Image Lena Bridge
σ 10 30 10 30
p(%) 20 30 20 30 20 30 20 30
Noisy 15.96 14.31 14.62 13.44 14.34 13.12 13.89 12.85
SAHVF [50] 31.03 29.47 26.67 25.27 24.38 23.75 22.35 21.65
ROAD-Trilateral [33] 29.68 27.50 26.44 25.15 24.37 23.20 22.87 22.00
BM3D [24] 25.48 23.25 25.55 23.12 22.00 20.29 21.57 19.97
PWMAD-BM3D [22] 31.73 28.22 27.51 25.73 26.03 23.95 23.38 22.15
RORD-BM3D [88] 32.07 30.58 28.91 27.63 26.12 24.84 23.58 22.74
IPAMF-BM3D 32.38 30.86 29.03 27.75 25.68 24.79 23.72 22.85
RWMD-BM3D1 32.59 31.15 28.98 27.63 26.48 25.27 23.71 22.88
Image Boats Peppers
σ 10 30 10 30
p(%) 20 30 20 30 20 30 20 30
Noisy 16.06 14.41 14.66 13.52 15.70 14.04 14.40 13.21
SAHVF 27.84 26.92 24.89 23.91 31.07 29.47 26.92 25.36
ROAD-Trilateral 26.98 25.52 24.76 23.69 29.94 27.61 26.63 25.14
BM3D 24.06 22.39 24.11 22.25 24.65 22.44 24.60 22.21
PWMAD-BM3D 29.09 26.59 25.87 24.43 31.33 27.98 27.38 25.38
RORD-BM3D 29.22 27.85 26.56 25.47 31.94 30.55 28.78 27.29
IPAMF-BM3D 29.18 26.93 26.42 25.47 32.08 30.33 28.76 27.51
RWMD-BM3D 29.71 28.38 26.70 25.63 32.30 31.03 28.85 27.37
Image Barbara Hill
σ 10 30 10 30
p(%) 20 30 20 30 20 30 20 30
Noisy 15.65 13.94 14.35 13.15 15.83 14.15 14.52 13.33
SAHVF 24.09 23.52 22.58 21.93 28.64 27.81 25.51 24.32
ROAD-Trilateral 24.34 23.20 22.65 21.93 28.26 26.52 25.66 24.50
BM3D 24.07 21.84 23.91 21.56 24.37 22.27 24.38 22.13
PWMAD-BM3D 26.52 24.40 24.61 23.18 30.16 27.33 26.31 24.77
RORD-BM3D 27.17 26.31 25.54 24.83 30.97 29.04 26.65 26.12
IPAMF-BM3D 25.51 24.90 25.65 24.71 30.58 29.27 27.32 26.23
RWMD-BM3D 28.22 26.29 26.41 24.70 30.68 29.48 27.27 26.17
1RWMD denotes RWMD-DMWM filter.
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Table 6.2: PSNR results of the denoised video which are corrupted by MGIN
CIF Sequence Akiyo Foreman
σ 10 25 51 10 25 51
Noisy (p = 5%) 21.65 18.41 13.94 21.83 18.48 13.92
MCI + BM3D 39.29 35.17 30.96 37.95 34.77 31.38
MCI + BM3D + RSAT 40.46 36.85 32.58 38.52 36.09 33.06
MCI + BM3D + Kuszpet 39.48 35.54 31.32 37.71 34.89 31.68
MCI + BM3D + KNN 39.53 35.51 31.30 38.03 35.03 31.70
MCI + SADCT 39.10 35.14 31.09 37.83 34.70 31.69
MCI + SADCT + RSAT 39.98 36.59 32.29 38.24 35.82 32.97
MCI + SADCT + Kuszpet 39.19 35.41 31.25 37.58 34.78 31.80
MCI + SADCT + KNN 39.12 35.36 31.31 37.84 34.92 31.89
Noisy (p = 10%) 19.16 17.13 13.57 19.37 17.25 13.57
MCI + BM3D 38.86 34.74 30.37 37.71 34.41 30.87
MCI + BM3D + RSAT 40.11 36.52 31.92 38.37 34.93 32.58
MCI + BM3D + Kuszpet 39.13 35.17 30.76 37.52 34.60 31.21
MCI + BM3D + KNN 39.12 35.12 30.72 37.82 34.71 31.21
MCI + SADCT 38.67 34.73 30.51 37.56 34.34 31.21
MCI + SADCT + RSAT 39.66 36.31 31.70 38.06 35.62 32.58
MCI + SADCT + Kuszpet 38.85 35.07 30.69 37.37 34.49 31.37
MCI + SADCT + KNN 38.75 35.02 30.75 37.61 34.61 31.44
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Table 6.3: PSNR results of the denoised video which are corrupted by MGIN
CIF Sequence Mobile Mother & Daughter
σ 10 25 51 10 25 51
Noisy (p = 5%) 21.55 18.37 13.96 22.08 18.60 13.87
MCI + BM3D 29.94 27.20 24.42 40.40 36.32 32.52
MCI + BM3D + RSAT 30.12 27.63 24.93 41.72 38.48 34.85
MCI + BM3D + Kuszpet 29.89 27.29 24.44 40.26 36.56 32.93
MCI + BM3D + KNN 29.92 27.30 24.56 40.58 36.66 32.93
MCI + SADCT 29.84 27.18 24.34 40.36 36.44 33.30
MCI + SADCT + RSAT 30.06 27.56 24.66 41.30 38.22 35.16
MCI + SADCT + Kuszpet 29.82 27.25 24.26 40.15 36.57 33.50
MCI + SADCT + KNN 29.81 27.23 24.39 40.46 36.70 33.58
Noisy (p = 10%) 19.06 17.07 13.56 19.67 17.45 13.59
MCI + BM3D 29.63 26.98 24.19 40.16 35.88 32.00
MCI + BM3D + RSAT 29.90 27.49 24.71 41.60 38.18 34.30
MCI + BM3D + Kuszpet 29.65 27.11 24.21 40.09 36.21 32.48
MCI + BM3D + KNN 29.64 27.12 24.34 40.37 36.28 32.44
MCI + SADCT 29.52 26.96 24.14 40.10 36.02 32.78
MCI + SADCT + RSAT 29.83 27.43 24.50 41.15 37.99 34.70
MCI + SADCT + Kuszpet 29.57 27.07 24.06 39.95 36.25 33.06
MCI + SADCT + KNN 29.54 27.07 24.22 40.24 36.36 33.12
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Table 6.4: SSD results of the denoised video which are corrupted by MGIN
CIF Sequence Akiyo Foreman
σ 10 25 51 10 25 51
Noisy (p = 5%) 3.7E5 7.4E5 1.9E6 5.5E5 8.3E5 1.6E6
MCI + BM3D 2.7E3 8.0E3 1.9E4 1.5E3 3.5E3 8.4E3
MCI + BM3D + RSAT 7.4E2 1.7E3 4.5E3 6.7E2 8.6E2 1.6E3
MCI + BM3D + Kuszpet 1.8E3 5.7E3 1.4E4 1.2E3 2.7E3 6.6E3
MCI + BM3D + KNN 2.2E3 6.3E3 1.5E4 1.2E3 2.8E3 6.9E3
MCI + SADCT 2.5E3 7.3E3 1.3E4 1.3E3 3.1E3 5.3E3
MCI + SADCT + RSAT 8.1E2 1.7E3 3.0E3 7.4E2 9.0E2 1.1E3
MCI + SADCT + Kuszpet 1.7E3 5.3E3 1.0E4 1.1E3 2.5E3 4.3E3
MCI + SADCT + KNN 2.0E3 5.9E3 1.1E4 1.1E3 2.5E3 4.4E3
Noisy (p = 10%) 6.6E5 1.0E6 2.1E6 1.0E6 1.2E6 2.0E6
MCI + BM3D 3.2E3 9.2E3 2.1E4 1.9E3 4.0E3 9.8E3
MCI + BM3D + RSAT 9.9E2 1.9E3 5.2E3 9.6E2 1.0E3 1.9E3
MCI + BM3D + Kuszpet 2.1E3 6.5E3 1.5E4 1.5E3 3.0E3 7.8E3
MCI + BM3D + KNN 2.6E3 7.2E3 1.6E4 1.5E3 3.2E3 7.9E3
MCI + SADCT 3.2E3 8.6E3 1.5E4 2.2E3 3.7E3 6.3E3
MCI + SADCT + RSAT 1.2E3 2.0E3 3.5E3 1.4E3 1.1E3 1.2E3
MCI + SADCT + Kuszpet 2.2E3 6.2E3 1.1E4 1.9E3 3.0E3 5.1E3
MCI + SADCT + KNN 2.6E3 6.8E3 1.2E4 1.4E3 2.9E3 5.1E3
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Table 6.5: SSD results of the denoised video which are corrupted by MGIN
CIF Sequence Mobile Mother & Daughter
σ 10 25 51 10 25 51
Noisy (p = 5%) 4.3E5 8.0E5 1.8E6 3.9E5 7.3E5 1.9E6
MCI + BM3D 1.6E3 4.8E3 1.1E4 2.5E3 6.4E3 2.0E4
MCI + BM3D + RSAT 6.3E2 9.7E2 2.6E3 1.0E3 1.6E3 6.4E3
MCI + BM3D + Kuszpet 1.3E3 3.4E3 9.0E3 1.9E3 4.5E3 1.5E4
MCI + BM3D + KNN 1.3E3 3.6E3 9.5E3 1.8E3 4.5E3 1.6E4
MCI + SADCT 1.8E3 4.9E3 9.0E3 3.4E3 7.4E3 1.4E4
MCI + SADCT + RSAT 6.8E2 1.0E2 2.0E3 1.9E3 2.7E3 4.2E3
MCI + SADCT + Kuszpet 1.4E3 3.7E3 7.1E3 2.5E3 5.4E3 1.0E4
MCI + SADCT + KNN 1.3E3 3.7E3 7.3E3 2.7E3 5.3E3 1.1E4
Noisy (p = 10%) 8.0E5 1.1E6 2.1E6 6.9E5 1.0E6 2.1E6
MCI + BM3D 2.1E3 5.6E3 1.4E4 3.7E3 7.5E3 2.3E4
MCI + BM3D + RSAT 7.5E2 1.1E3 3.4E3 1.7E3 2.0E3 7.2E3
MCI + BM3D + Kuszpet 1.6E3 4.0E3 1.0E4 2.6E3 5.2E3 1.7E4
MCI + BM3D + KNN 1.5E3 4.2E3 1.1E4 2.7E3 5.3E3 1.8E4
MCI + SADCT 2.5E3 6.1E3 1.1E4 5.7E3 9.1E3 1.6E4
MCI + SADCT + RSAT 1.0E3 1.3E3 2.4E3 3.8E3 3.5E3 4.9E3
MCI + SADCT + Kuszpet 1.9E3 4.4E3 8.2E3 4.4E3 6.6E3 1.2E4
MCI + SADCT + KNN 1.7E3 4.4E3 8.5E3 4.6E3 6.5E3 1.3E4
Chapter 7
Conclusions and Future Work
7.1 Concluding Remarks
The efforts of this thesis have been devoted to the design of parameter-based/adaptive
temporal filter and joint spatio-temporal filter. These filters provides a mean to
reduce noises and distortions generated in digital image/video processing systems,
including capture, compression and post-filtering. The efficiency of these filters has
been demonstrated with other temporal/spatio-temporal benchmark filters.
Chapter 2 gives clear descriptions of digital image/video noise and distortions.
Then characteristics and causes of classic acquisition noise models and coding arti-
facts were analysed. For acquisition noise, classic hypothetical noise models, e.g.,
AGWN, impulse noise and MGIN are studied with mathematically expressions. For
coding artifacts, blocking, ringing, temporal fluctuations and etc are also discussed.
The analysis of image and video compression systems provides an understanding of
the causes of these spatial and temporal coding artifacts. Means of measuring im-
pairment of noise and distortions have been provided in terms of spatial and temporal
quality/impairment metrics as well as subjective evaluations.
129
130
In Chapter 3, the MAP estimation framework has been used to interpret the
chain of the image/video compression and restoration processes by translating these
processes into probabilistic terms. This estimation framework has been used as the fil-
tering foundation through out this research work. Chapter 3 proposed a re-descending
robust statistical model and an iterative filtering process. The re-descending statis-
tical model has been mathematically proven to be more robust than other statistical
models in terms of efficiency of outliers rejection.
Chapter 4 provides a contemporary overview of different pre/post processing
methods and variations of coding algorithms in relation to temporal fluctuations.
The primary focus here is for fluctuations reduction with the proposed temporal filter,
RSTF. The RSTF consists of the MAP estimation framework and the re-descending
robust statistical model, designed in Chapter 3. Testing materials were selected from
the VQEG reference database and coded at various frame structures, QPs and bit-
rates, by the state-of-art H.264/AVC video codec. Experimental results show the
effectiveness of RSTF with temporal fluctuations reduction while maintaining motion
sharpness compared with other advanced temporal filters.
Chapter 5 reviews previous denoising methods, e.g., POCS and Huber MAP filters
on spatial blocking and ringing artifacts for compressed videos. However, these filters
reduce artifacts at the expense of blurring image details. To overcome this problem,
a robust statistical spatial filter (RSSF) has been designed to reduce the blocking
artifacts while minimizing blurring. Based on the RSSF and the RSTF, a novel
robust statistical joint spatio-temporal filtering framework was designed to remove
both spatial blocking and temporal fluctuations coding artifacts. Numerical results
of PSNR (spatial quality metric) and SSD (temporal impairment metric) show that
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performance of this joint spatio-temporal filter is superior to H.264 loop filter in terms
of artifacts reduction and detail preservation.
Chapter 6 focuses on the issue of random noises generated in image/video acqui-
sition processes, modeled as mixed Gaussian and impulse noise (MGIN). Past efforts
in denoising for MGIN were more concerned with techniques for noise reduction than
estimating the MGIN characteristics. Therefore, an effective method for MGIN esti-
mation has been devised by using a robust estimator, MADN. The MADN is used to
determine the threshold that separates the MGIN histogram into the impulse noise
part and the AGWN part. Based on this analysis of MGIN statistics, the noise re-
duction process for MGIN can be composed of a impulse denoising filter followed by
a AGWN denoising filter. In this Chapter, two impulse filters, IPAMF and RWMD,
were proposed. The IPAMF makes use of the statistics of MGIN, i.e., proportion
of impulse noise. The RWMD impulse filter is rank order statistical based impulse
filter. For denoising the AGWN part, the DCT-based BM3D filter was used because
of its good denoising performance. However, since the BM3D filter involves DCT
operation, it inevitably re-introduces secondary artifacts, e.g., basis image effect and
temporal fluctuations into the filtered images/videos. To address with this problem,
the RSATF, was also used in the final stage of the whole denoising process. This filter-
ing scheme consists of three components: a modified median filter for impulse noise
suppression; a DCT-based BM3D filter [24] for AGWN reduction; and a temporal
filter, RSATF, to attenuate artifacts generated by the DCT-based filter. Numerical
results of extensive experiments show that the proposed joint spatio-temporal filtering
scheme outperforms other benchmark filters.
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7.2 Future Work Suggestions
Although a prototype of temporal/spatio-temporal filtering framework based on ro-
bust statistics has been designed, there is still a number of interesting possibilities
based on the current line of investigation. The first step is to devise a more efficient
temporal filtering approach. Since the current RSTF is recursively executed to ob-
tain the best filtering result, it is more efficient to design a temporal filter with same
denoising performance but only needing one pass filtering. In addition, The RSTF
can be implemented in the same fashion as the H.264 loop-filter at the encoder side.
The second area of research is to design a more integrated filtering algorithm for
spatial and temporal coding artifacts reduction rather than the cascaded spatial and
temporal filters for separately suppressing spatial artifacts and temporal artifacts,
respectively. As discussed in Chapter 4, the RSSTF processes each video frame with
the spatial filter to reduce blocking artifacts then processes between inter frames with
the temporal filter to reduce temporal fluctuations. Such a filtering scheme is time-
consuming. Simplifying the filtering procedures is required if it is to be implemented
in practical applications.
The last potential work would involve the development of impairment/quality
metric for spatio-temporal for digital videos. Implementing a video quality metric
into the denoising filter would be another challenging task in the future.
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