Abstract This paper presents a predictor-based watermark scheme that embeds secret bit streams and a DSA signature into an image. For the copyrighting of digital media, a DSA signature is appropriate as a watermarking technique. To improve security, we apply an Arnold transform (AT) to secret messages. We propose new predictors, Left-Top, which the predict current pixel values using neighboring pixel values. Our proposed scheme conceals secret messages by using the difference between current pixel values and predictive pixel values. Experimental results show that our method has low complexity and achieves a higher embedding performance with good perceptual quality compared to the earlier arts. Experimental results verified our proposed watermark method in multimedia communications.
is added to the underlying content file, it can impart unique information. For example, watermarks are added to copies of motion pictures and television programs. The ability to track illegal copies to their source is a powerful piracy deterrent. An important advantage of a watermark is its ability to survive digital-to-analog conversion. Thus anyone recording a TV broadcast also records its watermark. If the recording is later posted on the Internet the forensic watermark gets posted as well.
This kind of data hiding is suitable for some specific applications where images are sensitive to further processing, such as medical images, satellite images, and artwork. Data hiding [10, 27] has applications in secure communications [5, 11, 14, 15, 17, 18, 20, 21, 23] where an insecure but readily available medium such as the Internet is used to transmit hidden data. It can also be used for transmitting different kinds of information securely over an existing channel dedicated to transmitting something else, such as transmitting hidden speech over a channel meant for transmitting H.263 video.
Fragile watermarking [26] is used for the authentication of the cover image. A fragile watermark is destroyed, even in the case of minimal modification of the cover image. The digital image is popularly used as a host image to convey side information in the image. In a watermark system, the image used to embed secret data is referred to as the host image (i.e., cover image). The image with the embedded secret data is called a stego image. The stego-image should be perceptually identical to the host image in order to not come under attack from a hacker. Stego images can be used as a copyright and safety channel for data communication. On the Internet, a receiver can extract the secret data from a stego image.
To hide secret data, it is possible to use the spatial domain [10, 12, 27] or frequency domain [3, 9] of an image. The first scheme conceals secret data by flipping the rightmost, four least significant bits (LSB) per pixel.
The second scheme is based on the frequency domain and uses a transformation function such as the discrete cosine transforms (DCT) [9] and the discrete wavelet transforms (DWT) [3] . These schemes are very resistant to attacks; however, their hiding capacities are limited.
Galand and Kabatiansky [8] proposed a new data hiding scheme called matrix encoding. The F5 algorithm [24] implemented by Westfeld was based on matrix. One can find the definition of the cover coding [1, 2, 8] in [7] . Westfeld showed matrix encoding using Hamming codes. The performance of "+/− steganography" was introduced by [25] . Zhang and Wang [29] showed ternary Hamming codes using the concept of efficiency by exploiting the modification direction (EMD). Chang et al. [4] proposed (7, 4) Hamming code for data hiding, which improves on the "Hamming+1" scheme [30] . Yu et al. [28] proposed a data hiding scheme via predictive coding and showed good image quality using MED and GAP predictors, Yu et al. [28] which hide secret data in an image. This scheme shows the high quality and high capacity of stego images.
BCH codes were applied to achieve a tradeoff between the embedding complexity and efficiency [16] . The CPT method [22] shows embedding efficiency by hiding messages based on the weighted value of a block.
In this paper, we propose a novel steganographic watermarking scheme, which is used to conceal a bit in each pixel to predict the original pixel's value using a LeftTop Predictor. This will help securely transmit secret data to the receiver. Based on this, we propose an image-hiding scheme based on predictive coding, which exploits the prediction error values to hide secret data.
The advantage of our technique is that we can conceal more bits in an image than previous schemes. Hence, our technique is robust to attacks such as noise and cropping.
The following are the major contributions of this paper:
-Identication of the copyright of an image through watermarking as an important and technically challenging problem for multimedia. -Experiment of the robustness and effectiveness of the proposed technique to demonstrate the feasibility of watermarking images.
The remainder of this paper is organized as follows. In Section 2, descriptions of some schemes related to this paper are provided. In Section 3, we present our proposed scheme. The experimental results are given in Section 4. Finally, the conclusions are given in Section 5.
Related works

Arnold transform (AT)
In 1960, Vladimir Arnold proposed Arnolds cat map (ACM) or the Arnold Transform (AT) [19] , which is a chaotic map that randomizes a digital image when applied to it, rendering the image imperceptible or noisy. However, it has a period p and if iterated p number of times, the original image reappears.
Definition 1
The generalized form of Arnold's cat map can be given by the transformation : T2 → T2 such that:
where x, y ∈ {0, 1, 2, · · · , N − 1} and N is the size of a digital image. Let p be the transform period of an N × N digital image I. Applying ACM for a random iteration of t times (t ∈ [1, p] ) to I, a scrambled image I is obtained which is completely chaotic and is different from I.
Prediction of JPEG-LS
The prediction and modeling units in JPEG-LS are based on the causal template depicted in Fig test to detect vertical or horizontal edges. Specifically, the fixed predictor in LOCO-I/JPEG-LS [28] guesses:
The predictor in (2) switches between three simple predictors: it tends to pick b in cases where a vertical edge exists to the left of the current location, a in cases of an horizontal edge above the current location, or a + b − c if no edge is detected. The guessed value is seen as the median of three fixed predictors, a, b , and a + b − c. By combining both interpretations, this predictor was renamed during the standardization process as "median edge detecto" (MED).
DSA Digital Signature Algorithm
The Digital Signature Algorithm (DSA) [13] is a United States Federal Government standard or FIPS for digital signatures. It was proposed by the National Institute of Standards and Technology (NIST) in August 1991 for use in their Digital Signature Standard (DSS).
Definition 2 (Digital Signature
Algorithm) The triplet ( p, q, r) denotes public parameters, where p and q are prime numbers satisfying q| p-1 and g ∈ Z * p is the generator of the subgroup of order q in Z * p , i.e., g q ≡ 1(mod p). The private key x ∈ Z q is chosen randomly with a uniform distribution. The corresponding public key y ∈ Z p is computed as y = g x mod p. The couple (x, y) is called the DSA key pair. To create a signature (r, s) for a message m ∈ 0, 1 * , the owner of the private key x first generates a random number k ∈ Z * p , which is usually referred to as a nonce (number used once). The signer computes
where h is the hash function SHA-1 and k
To verify the validity of the signature pair (r, s) of message m, the verifier first checks whether 0 < r < q and 0 < s < q hold: he rejects the signature otherwise. Secondly, he computes.
The signature is accepted if and only if v = r;
Lemma 1 Let (r, s) be a given signature of message m to be verif ied. Then the value v computed during the signature verif ication is equal to r, if (r, s)
was generated using the DSA signing operation described in Def inition 1.
Proposed scheme
In this section, we shall present the proposed image hiding based on the predictive coding technique.
Left-Top pixel predictor
We propose a predictor method, the Left-Top pixel predictor. In Fig. 2a , x is the current pixel, a and b are a neighboring pixels. The x pixel can be predicted using (5) . Figure 2b shows the procedure for reading the next x pixel. In Fig. 2b , pixels x is supposed to be the pixel b , respectively. The function ( · ) transforms a real value into an integer value.
Embedding procedure
Our proposed scheme for embedding a watermark into a cover image is shown in Fig. 3 . Before the embedding procedure, the watermark is scrambled and encrypted. We generate hash a code using SHA-1 with the watermark. Applying SHA-1 to the (a) (b) Fig. 2 Example of Left-Top predictor watermark can reduce the signature. To authenticate the watermark, DSA encryption is used with the watermark for authentication. These message bits and DSA signature are embedded in the cover image. We present the embedding procedure step by step:
Input:
Cover image I with size H × W and binary secret message m. Output: A watermarked image I with size H × W.
-Step 1: Scramble a copyright image (watermark) m using (1). After scrambling, we get m , which is the scrambled secret message. -Step 2: The scrambled watermark is encrypted using a one way hash function SHA-1, i.e., sm = h(m ). such as a, b , c, d , and x, which are read as a 2 × 2 pixel block from the cover image I of Fig. 2a . To read the next block, move from left to right 1 pixels, as seen in Fig. 2b .
-Step 6: Compute prediction value x of a block using (5). Choose one bit out of b .
-
Step 7: The "⊕" operator denotes "Exclusive Or." This equation can be used to hide a binary bit at this stage. The x in the following equation is the current pixel.
-Step 8: If count = 0, then exit. Otherwise, count = count − 1. Go to Step 5.
Extraction procedure
In Fig. 4 , we show the extraction procedure for the watermarked image using the proposed scheme. After finishing the extraction procedure, DSA verifies the 
Experimental results
We proposed a watermarking scheme based on grayscale images using the Left-Top predictor, which is applied to blocks in the images. Our proposed scheme has a higher dB than previous schemes. The predictor based fragile watermarking schemes show the steganography features. Thus, it is difficult to detect watermark images using the human eye. To prove that our proposed scheme is correct, we performed an experiment to verify that the hidden image can be restored. The results showed that it is feasible to use our method for making good quality watermarked images from the original grayscale image. The proposed scheme includes an authentication function using the DSA signature. To carry out our experiment, 512 × 512 grayscale images were used as cover images. Figure 5 shows a cover image used in the experiment to verify our proposed scheme. In our experiments, the quality of each watermarked images was measured using the peak-signal-to-noise ratio (PSNR) [3] . PSNR is the most popular criterion for measuring the distortion between the original image and shadow images. It is defined as follows: where MSE is the mean square error between the original grayscale image and the shadow image:
The variables I(i, j) and I (i, j) represent the pixel values of the original grayscale image and the watermarked image at position (i, j), respectively; m and n are the width and height of the original image, respectively.
In (13), p denotes the bits-per-pixel (bpp), which is the embedding payload. Our experiment compared the number of secret bits that can be carried by a cover pixel. |b | is the number of bits for watermark b . There is a tradeoff between the payload and quality of an image. Increasing the embedding rate clearly requires a sacrifice in image quality. Table 1 Comparison results of Matrix encoding, Hamming+1 scheme, and proposed scheme Images Matrix coding [6] Hamming+1 [30] Scheme-MED (h = 1) [28] Scheme-GAP(h = 1) [28] Left-Top predictor Through a comparison between our proposed scheme and previous schemes, we explain superiority of the proposed scheme's performance. Yu et al. [28] proposed a data hiding method based on the frequency domain using MED and GAP predictors. Comparisons of the PSNRs of the watermarked images are shown in Table 1 . According to the results, shown in Table 1 , the PSNRs of the watermarked image of the proposed scheme are better than those of Scheme-MED, Scheme-GAP, and "Hamming+1." The average PSNR value of the watermarked images in the proposed scheme is more than 51.19 dB, whereas the values for Scheme-MED and Scheme-GAP are 51.14 and 51.13 dB, respectively. The "Hamming+1" scheme shows various PSNRs based on the frequencies of the images used for the experiments. However, the average values of the proposed schemes are higher than that of the "Hamming+1" scheme. The matrix coding scheme is a steganographic scheme and the embedding rate is 0.43. Thus, it shows high PSNR values. Therefore, our method is feasible for making good quality watermarked images from the original grayscale image. However, if it is possible to maintain the balance between the payload and the quality of an image, we then accomplish our purpose from the perspective of steganography. The payload of the "Hamming+1" scheme is 0.499 bpp, while those of MED & GAP schemes are 0.25 bpp. Matrix coding has a value of 0.43, while the other schemes' payload is 0.9961 bpp.
There are two kinds of watermark attacks: non-intentional attacks such as the compression of a legally obtained, watermarked image or video file, and intentional attacks such as an attempt by a multimedia pirate to destroy the embedded information and prevent the tracing of illegal copies of a watermarked image. In our experiment, we considered salt and pepper noise and cropping. Salt and pepper noise is a form of noise typically seen in images. It presents itself as randomly occurring white and black pixels. In this section we show the result of our proposed scheme after using salt and pepper noise to corrupt images by up to 40 %. This algorithm can recover the embedded information from the effected watermarked images. From the results (see Fig. 6 ) it is clear that the proposed algorithm can withstand even a 40 % salt and pepper attack with ease, and the information logo that is derived from the watermarked image closely resembles the information logo that was embedded in the image. Thus we can say that the proposed algorithm efficiently handles salt and pepper noise. The robustness of the proposed method against different types of image cropping operations that may be performed (as deliberate external attacks) on the watermarked image was also tested. In all cases the extracted watermarks, although affected by noise by different amounts, were still recognizable. Figure 7 shows that the visual quality of the extracted watermark will as good if watermark pixels are inserted, even in the desired area of the cover image in a sequential manner rather than the pseudo-random fashion obtained by chaotic mixing. 
Conclusion
Fragile watermarking is necessary for digital rights management, information protection, and concealing secrets, because it is not easy to protect a secret message from hackers and attackers. Most watermarks are based on the frequency domain. Thus, the hidden bit capacity is lower than that of a domain based scheme. In this paper, we proposed a Left-Top predictor schemes that uses the LSBs of pixels in an image, using the difference errors between the original pixels and the predicted pixels. The results of experiments showed that the watermarked images of our proposed scheme had PSNR values greater than 51.19 dB, which demonstrated that our scheme is a reasonably acceptable steganography method. Thus, we can conclude that the LeftTop predictors are suitable for steganographic applications. 
