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Abstract 
 
This  issue contains descriptions of  four  parsers of  Dutch. Yet,  building parsers is  not a 
standard occupation among (Dutch) linguists. Computation deserves more attention in 
linguistics than it actually gets. 
 
 
 
 
 
 
• 1 Aanleiding 
 
In januari 2001 organiseerde de Landelijke  Onderzoeksschool Taalwetenschap (LOT) haar 
jaarlijkse  winterschool, met  workshops voor  taalkundige AIO’s. Een  van  die workshops, 
getiteld   Battle of the Parsers, werd   gegeven   door  de  computerlinguïsten Gosse  Bouma 
(RUG),  Peter-Arno Coppen (KUN), Crit Cremers (UL) en Ton van  der Wouden (UU). De 
workshop had tot doel de vergelijking van een viertal  computerprogramma’s voor de ana- 
lyse van  het  Nederlands (parsers), en het  vaststellen van  de stand  van  zaken  met  betrek- 
king tot het  parseeronderzoek in de Lage Landen. 
Deze workshop vormde de aanleiding tot  dit themanummer. In dit nummer bespre- 
ken  de vier docenten en  leden  van  hun respectievelijke onderzoeksgroepen nog  eens  in 
wat  uitgebreidere vorm  hun parsers. 
In  deze  inleiding op  het  themanummer  bespreken de  twee  initiatiefnemers van  de 
workshop in het kort de verhouding tussen taalkunde en technologie, de stand  van zaken 
in het  parseeronderzoek, en de perspectieven voor  de toekomst. 
 
 
• 2   Taalkunde en technologie 
 
“Als menselijke gedragingen computerprogramma’s waren, dan was menselijke taal de kil- 
ler application”, zo formuleerde de Amerikaanse journalist Franklin Cook in een  artikel  op 
de website  <www.yourdictionary.com> het  belang  van  menselijke taal.  Het eigenaardige 
is dat  deze  stelling  voor  werkelijke computerprogramma’s niet  op lijkt te gaan.  Compu- 
terprogramma’s die menselijke taal verwerken worden alom aangekondigd als de techno- 
logie die ons  leven  in de komende decennia gaat  beheersen (zie paragraaf 3 hieronder), 
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maar  sceptici laten  niet na op te merken dat er in de laatste  dertig jaar maar  weinig  voor- 
uitgang is geboekt  in het automatisch verwerken van menselijke taal. Waar blijft de auto- 
matische vertaalmachine? Hoe zit het met de automatische grammaticacontrole? Waarom 
kunnen de duurste spellingcorrectieprogramma’s op de grafsteen voor  Pim Fortuyn het 
woord nog nog niet  van  noch onderscheiden? 
Taalwetenschappers en  technologen zijn  het  erover eens  dat  de  verwerking van 
natuurlijke taal  door  computers geen  louter technologische aangelegenheid is. Zelfs bij 
een haast  zuiver  natuurkundige exercitie als het herkennen van menselijke spraak  is ken- 
nis van  de taal  die er gesproken wordt (het  taalmodel) onontbeerlijk. En dat  die kennis 
eigenlijk  aangeleverd zou moeten worden door  de taalwetenschap, ook daarover bestaat 
geen  onenigheid. 
Rond  het  midden van  de  vorige  eeuw  viel  de  opkomst van  de  moderne computer 
samen met  een  aantal opeenvolgende formaliseringstrends in  de  taalwetenschap,  zoals 
structuralisme en generativisme. Het prachtige informatiekundige leerstuk van de Chomsky- 
hiërarchie van  talen,  grammatica’s en  automaten getuigt  nog  daarvan. Al vrij snel  in de 
confrontatie van taal en computer werd  echter duidelijk dat echte  alomvattende taalkun- 
dige analyse  behoorde tot het  soort  taken waarvan niet gegarandeerd  kan  worden dat ze 
met  beperkte inzet  van  middelen (geheugen, rekentijd, etc.)  op  computers uitgevoerd 
kunnen worden. Steekhoudende ontleding van  natuurlijke taal  behoort tot  de ingewik- 
keldste  computationele problemen die we kennen. De veelzijdige,  ingebakken ambiguïteit 
van  natuurlijke taal  is de belangrijkste bron  van  deze  complexiteit. Daarnaast bleek  dat 
betrouwbare grammaticale modellen van  natuurlijke taal al snel gigantisch groot  en dus 
lastig te ontwikkelen en te onderhouden zijn. Dat vergt meer  samenwerking, paradigma- 
tische  discipline  en eensgezindheid dan  taalkundigen lief lijkt. Toch danken grammatica- 
modellen als GPSG (Gazdar  e.a. 1985)  en HPSG (Pollard  & Sag 1987)  hun bestaan en hun 
ontwikkeling aan  het  computationeel gerichte onderzoek. 
Voorts brak in technologische en andere niet-taalkundige kringen het inzicht  door dat 
niet  elke  vorm  van  taalverwerking op strikt  grammatische leest  geschoeid hoeft  te zijn. 
Veel  interessante of bruikbare kenmerken van taal en tekst kunnen door statistische data- 
analyse  benaderd worden. Voor  sommige kenmerken  van  teksten is het  zelfs moeilijk 
andere dan  statistische modellen voor  de geest te halen. 
Het gevolg van  deze  ontwikkelingen is dat  hedendaagse taalverwerkende automaten 
voor een belangrijk deel weinig  meer  uitstaande hebben met de klassieke  taalwetenschap. 
Zelflerende systemen worden afgestemd op grote hoeveelheden taalmateriaal, en de daar- 
bij onstane taalmodellen hebben eerder het  karakter van  de neerslag van  een  statistische 
regelmaat dan  van  een  grammaticaal regelsysteem. De meeste computerprogramma’s die 
in een  concrete taalverwerkende toepassing functioneren beperken zich dan  ook tot een 
taalkundig oppervlakkige analyse:  woorden en woordsoorten worden herkend en onder- 
scheiden, en  af en  toe,  afhankelijk van  noodzaak in  de  beoogde toepassing, een  stukje 
woordgroep (chunk). 
Er is één  domein waar  technologen en taalwetenschappers elkaar  op dit moment nog 
vinden: beiden  erkennen het belang  van de aanleg  van grote taalcorpora ten behoeve van 
hun eigen  onderzoek. Voor de technoloog is een  taalcorpus een  onontbeerlijke bron  van 
trainingsmateriaal, en de taalwetenschapper vindt  in het  corpus  de voedingsbodem voor 
linguïstische observaties of het  materiaal waarop hypotheses empirisch getoetst kunnen 
Parseren in de polder 
307 
 
 
 
 
worden. Voor  beide  doeleinden is een  rijk  geannoteerd corpus  het  meest  geschikt:  een 
corpus  waarin de woordvormen gerelateerd zijn aan lemma’s, en benoemd naar  hun cate- 
gorie,  liefst met  verfijnde onderspecificaties (Oostdijk & Van Halteren 2001).  Nog mooier 
wordt het  als het  corpus  syntactisch geannoteerd is, dat wil zeggen:  de uitingen voorzien 
van  een  syntactische structuur bestaande uit  ten  minste een  woordgroepenverdeling en 
een  benoeming van  de woordgroepen en de relaties  daartussen. 
De vervaardiging van  zo’n syntactisch geannoteerd corpus  stelt  technologen en  taal- 
kundigen echter voor  een  kip-en-ei-probleem: handmatige syntactische annotatie van 
een corpus  met een beetje redelijke omvang (enkele miljoenen woorden) lijkt ondoenlijk. 
Dat zou  dus  automatisch moeten kunnen. Daarvoor is een  parser  nodig,  een  computer- 
programma dat  een  syntactische analyse  geeft  van  aangeboden taaluitingen. Gezien  de 
combinatorische complexiteit waarmee zo’n parser  bij de analyse  van  realistisch taalma- 
teriaal  geconfronteerd wordt, lijkt  een  statistische keuze  van  de  goede  analyse  uit  een 
veelheid  van   mogelijkheden  noodzakelijk. Zo’n  statistische  keuze   kan   echter  alleen 
gemaakt worden na  training op grote  hoeveelheden geannoteerd materiaal. Maar  daar- 
voor  is dan  eigenlijk  al de parser  nodig  die ermee getraind zou moeten worden. 
Er zijn verschillende uitwegen mogelijk  uit deze vicieuze  cirkel: sommigen zoeken de 
oplossing  in  parsers  die  een  minder diepe  analyse  nastreven (shallow parsing). Anderen 
zetten in  op  de  (gedeeltelijke) automatisering van  de  keuze  uit  alle  analyses (desambi- 
gueringssoftware of discourse oriented parsing). En ten  slotte  worden er steeds  betere  anno- 
tatiemiddelen ontwikkeld: software waarmee een  in  wezen handmatige analyse  sneller 
gemaakt kan  worden. 
 
 
• 3   De huidige toestand 
 
Wie taal door een computer wil laten  verwerken, heeft  vroeg of laat een model van die taal 
nodig, een beschrijving van de structurele kenmerken van die taal. Die zitten  immers niet 
al in de bestaande processorchips ingebakken. In de loop van de geschiedenis van de taal- 
technologie zijn er diverse  soorten taalmodellen ontwikkeld. Voor taalverwerkende auto- 
maten bestaan op dit moment drie globale soorten architectuur: 
 
•   probabilistische modellen 
•   grammatische modellen 
•   subsymbolische modellen 
 
Probabilistische modellen werken op basis van statistische analyses. Ze ontlenen de waar- 
schijnlijkheden voor  woordcombinaties en structuren of andere eigenschappen aan  grote 
tekstbestanden (corpora). Op het eerste  gezicht lijkt er in dergelijke modellen weinig  taal- 
kundige creativiteit geïnvesteerd; het gaat immers gewoon om tellen.  Toch wordt de kwa- 
liteit van  zo’n probabilistisch model  gemeten aan  de kwaliteit van  de analyse, en om die 
te garanderen moeten juist de relevante data aan het corpus  zijn onttrokken. En het vergt 
wel degelijk taalkundig inzicht  om te beslissen  wat  relevante data  zijn. 
Daarnaast is het  inderdaad zo dat de in probabilistische modellen verwerkte inzichten 
niet  per se deel hoeven uit te maken van  een  samenhangende taaltheorie; in de praktijk 
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blijkt er bij statistische analyse  veel ruimte voor taalkundig opportunisme. Ook zonder een 
zingevend of totalitair taalkundig systeem  kunnen talige verschijnselen op een  intelligen- 
te  manier met  elkaar  in  verband worden gebracht. Aldus  gebouwde modellen hebben 
daardoor vaak  naast   het  nadeel van  taalkundige  ondoorzichtigheid het  voordeel van 
robuustheid. 
Grammatische modellen komen het  dichtst  in de buurt van  de klassieke  ontleder of 
generator. Op basis van een  eindige  hoeveelheid geformaliseerde taalbeschrijving worden 
zinnen herkend en  gestructureerd of voortgebracht. Die formalisering is essentieel: een 
computer kan  nu  eenmaal niet  gevoed  worden met  in vage regels  of suggestief  gestelde 
grammatica’s. Grammatische modellen kunnen  dan  ook goed dienen om na te gaan  hoe 
precies  en nauwkeurig een  bepaalde grammatica (theoretisch of descriptief) per saldo is. 
Men  kan  stellen  dat  dit eigenlijk  de core business van  de moderne taalkunde zou  moeten 
zijn: formele toetsing van  stelsels van  beweringen over  taal.  Maar  niet  alle grammatica’s 
lenen zich voor  formalisering, en er zijn zelfs taalkundigen die volhouden dat grammati- 
ca’s van  natuurlijke taal nu  eenmaal niet  formaliseerbaar zijn. 
Drie van  de vier in dit nummer besproken ontleders horen tot  deze  klasse:  Amazon, 
Alpino  en  Delilah.  De onderliggende taalkundes lopen  nogal  uiteen, maar  elk  systeem 
heeft  een  expliciete grammatische ruggegraat. Amazon is gericht  op shallow parsing, Alpi- 
no maakt gebruik van expliciete desambiguering, en Delilah combineert syntactische met 
semantische ontleding. 
Subsymbolische modellen vormen de jongste  ontwikkeling in  de opzet  van  taalver- 
werkende automaten. Het model  bestaat hier uit een netwerk van processoren die onder- 
ling met  elkaar  verbonden zijn en op elkaar  reageren. Omdat  de afzonderlijke taken van 
iedere  processor niet  corresponderen met  een  klassieke  taalkundige of  technologische 
taak (een  symbool), spreken we van subsymbolische processen. Een dergelijk  netwerk als 
geheel  voert  dan  bepaalde –tot  op heden: elementaire– taalkundige taken uit,  zoals het 
toekennen van  woordklassen aan  de woorden in een  tekst,  of het  herkennen van  consti- 
tuenten. Daartoe wordt het  “getraind”, dat  wil zeggen  het  wordt gevoed  met  invoer en 
beoogde uitvoer, net  zolang  totdat het  zelf heeft  “ontdekt” hoe  de beoogde uitvoer het 
beste kan  worden afgeleid van  de invoer. 
Het bijzondere van zo’n training is dat er geen  expliciete  informatie over de aard  van 
de taak  aan  het  netwerk wordt aangeboden. Als een  netwerk erin  slaagt na training een 
taak  uit te voeren, is de status  van  het  netwerk op dat moment het  model  van  het  taak- 
domein. Het netwerk is zo de grammatica. De CGN-parser  draait  op een subsymbolisch tot 
stand  gebrachte annotatie en bedrijft  shallow parsing ten  behoeve van  een  corpus. 
Het ligt voor de hand dat er ook allerlei  hybride vormen van taalkundige modellen in 
zwang  zijn. Elk van  de modeltypes heeft  z’n eigen  merites. De probabilistische modellen 
lenen zich het best voor beschrijving en analyse  van taal-in-extensie: herkenning en analy- 
se van concreet taalgebruik en productie van genormaliseerde taal. De grammatische 
modellen implementeren bij definitie  taal-in-intensie, zoals het  taalvermogen, voor  zover 
te  onderscheiden als een  apart  cognitief  systeem. De subsymbolische systemen leveren 
weinig informatie over taalstructuur, omdat het model  niet expliciet  is, maar  zijn juist bui- 
tengewoon geschikt  om leer-  en verwervingsprocessen te analyseren en te simuleren. 
In Nederland wordt het  modelleren van  taal nauwelijks opgevat  als een  deel van  het 
taalkundige ambacht. Computationele taalkunde is in verreweg de meeste linguïstische 
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programma’s aan  de universiteiten niet  vertegenwoordigd. De instellingen bieden  door- 
gaans  alleen  bijvakprogramma’s aan  –vaak  verzorgd  door  aparte opleidingen als alfa- 
informatica. Het is niet  overdreven om te stellen  dat er beduidend meer  computationele 
taalkunde buiten dan  binnen het  taalkunde-onderwijs te vinden is: bij informatici, psy- 
chologen en logici bijvoorbeeld, en in aparte programma’s voor  alfa-informatica. 
In het  onderzoek is de situatie niet  veel anders. Een minderheid van  computationeel 
actieve  taalkundigen is verbonden aan de taalkunde-opleidingen. Alle auteurs in dit num- 
mer  zijn oorspronkelijk neerlandici en bouwen ontleders van  het  Nederlands, maar  geen 
werkt  bij een  opleiding Nederlandse taalkunde. Overal  in de wereld  wordt gewerkt aan 
allerlei  taaltechnologische toepassingen, en  de taalkundigen lopen  meestal niet  voorop. 
Ook  hier  lijkt sprake  van  een  duivelse  cirkel:  omdat veel  bestaande talige  toepassingen 
van informatietechnologie slechts in bescheiden mate  taalkundig zijn gefundeerd, 
beschouwen taalkundigen dit domein als beunhazerij, zonder dat ze zelf bereid  of in staat 
zijn een betere  bijdrage  te leveren. Bijgevolg laten  ze de kansen over aan taalkundig min- 
der  bezwaarden, die dan  weer  succesvolle  systemen ontwikkelen zonder al te veel taal- 
kunde. 
Overal  waar  informatietechnologie opdringt, dienen zich perspectieven aan  voor  taal- 
kundig werk.  In Nederland is een  tak van  het  Openbaar Vervoer  Informatie Systeem inge- 
richt met behulp van een natuurlijke taal-interface: de mogelijkheid om met behulp van 
gesproken taal een computer gesproken informatie te ontlokken over het treinverkeer. Voor 
dit systeem  zijn naast  elkaar  twee  taalkundige modellen ingezet:  één  op statistische en een 
op grammatische grondslag, geleverd door de afdelingen alfa-informatica van respectievelijk 
de UvA en de RUG. De beide systemen zijn  uitvoerig geëvalueerd (Veldhuyzen van Zanten 
e.a., 1999).  Het OVIS project  heeft  relatief  veel impact  gehad,  al lijkt het  niet op de uitwer- 
king  van  het  Duitse  Verbmobil-project  (<http://verbmobil.dfki.de/overview-us.html>) dat 
vijftig miljoen euro  en  navenant veel taalkundige onderzoekers op vernieuwende  wijze 
van  de straat  heeft  gehouden. Ook in allerlei  Nederlandse bedrijven wordt gewerkt aan 
gerichte toepassingen, variërend van robuuste herkenning van namen tot aan  vertaalsys- 
temen. 
Sceptici  terzake kunnen wijzen  op  de  deconfiture van  de  Vlaamse  taal-  en  spraak- 
technologiegigant Lernout en Hauspie  en op het  einde  van het  Eindhovense Rosetta-pro- 
ject.   In beide  gevallen is deze  teloorgang echter niet  te wijten  aan  technologische – laat 
staan  aan  taalkundige –   maar  aan  bedrijfskundige tekortkomingen.  In  het  geval  van 
Rosetta,  een  ambitieus, op taalkundige inzichten gebaseerd automatisch vertaalsysteem, 
is weliswaar het  gebrek  aan  baten op korte  termijn aangevoerd om het  project  af te bou- 
wen  maar  de  taalwetenschappelijke en  vertaaltechnische opbrengst van  het  project  is 
meer  dan  aanzienlijk (Rosetta 1994). 
Hier zit overigens wel een  probleem: taalkundig verantwoorde toepassingen zijn vaak 
zo arbeidsintensief en complex dat de ontwikkeling ervan altijd economisch kwetsbaar zal 
zijn. Niet alle vraag  naar  taaltechnologie drijft op het  bewustzijn dat een  kwalitatief goed 
product geld en tijd kost.  Niettemin wordt er veel meer  bedacht en al dan  niet  succesvol 
geknutseld dan  een  rondgang langs de huisaltaren van  de vaderlandse academische taal- 
kunde zou doen  vermoeden. Tegelijk zijn er weinig,  te weinig  taalkundigen bij betrokken. 
Dat is slecht  voor  de toepassingen, en buitengewoon belabberd voor  de taalkunde. 
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• 4  Perspectieven 
 
Ook niet-profeten kunnen voorzien dat de confrontatie tussen taal en computer een  van 
de wedstrijden van de eeuw  wordt. De informatie die wij over elkaar  uitstorten, neemt in 
de tijd exponentieel toe. Alle informatie is vroeg of laat talig: de waarheid is een zin, geen 
grafiek  en ook geen  plaatje.  De mogelijkheden voor  mensen om die informatie te absor- 
beren en  te  verwerken nemen nauwelijks toe.  Als we  dan  die  informatie wel  serieus 
nemen en  geïnformeerdheid beschouwen als een  voorwaarde voor  meepraten, is het  in 
ieders  belang  om  de instrumenten voor  opslag,  ontsluiting en  weergave van  informatie 
drastisch te verbeteren. 
De afgelopen decennia zijn er allerlei  technieken en technologieën ontwikkeld die de 
informatisering schragen, zoals  de  markuptalen (html, bijvoorbeeld) en  databases. Deze 
technologieën organiseren en  reorganiseren informatie, maar  parasiteren hierbij  op  de 
vorm  van  informatie en veronderstellen opgelegde orde.  Noodzakelijkerwijs blijven  deze 
instrumenten ver van  de inhoud, en zeker  ver van  de interpretatie van  (talige)  informa- 
tie. Er is hier  een  wereld  te winnen voor diepstekende, subtiele en ambitieuze taalkunde: 
het  ontwikkelen van  instrumenten die op informatie-inhoud kunnen opereren. 
Wat minder ambitieus lijken  al die taalhulpen die de tekstverwerkers zeggen  te heb- 
ben  maar  die het  vooralsnog niet  zo goed doen.  Het probleem is duidelijk: zelfs een  een- 
voudige   spellingchecker vergt  bijna  totale  syntacto-morfologische analyse, en  dat  kost 
geld. Maar niemand stapt van Word naar  WP over omdat die beter d’s van t’s onderscheidt, 
wanneer de software daardoor drie  keer  zo duur wordt. Er valt moeilijk  te concurreren 
met   betere   taalhulpmiddelen. Betrouwbare en  interessante spelling-   en  grammatica- 
checkerij vallen  dus samen, en zullen  eerder als spin-off van grotere ondernemingen in de 
tekstverwerking terechtkomen dan  als zelfstandig ontwikkelingsdoel. 
Zelfs profeten kunnen niet  voorspellen wat  de  aard  van  de  inhoudsgerichte instru- 
menten zal zijn die uiteindelijk de informatie-explosie moeten kanaliseren. Het kan  best 
zijn dat regelgestuurde taalkunde niet of niet goed opgewassen is tegen  eisen van robuust- 
heid,  onderhoudbaarheid of economie. Anderzijds is het  zeer wel denkbaar dat de statis- 
tische modellen stuitend onprecies blijken  als het  om betekenis en duiding gaat, of dat de 
subsymbolische modellen voor inhoudelijke analyse  niet in menselijke tijd trainbaar zijn. 
Misschien zullen  er nooit  ergens  voldoende brein  en pecunia te vinden zijn om veel- 
omvattende taaltechnologische systemen te ontwikkelen. Maar  wellicht  ook zal ooit –om 
een  gedachte van  de Utrechtse taaltechnoloog Steven  Krauwer  te volgen–  een  publiek- 
private joint-venture een  man-naar-de-maan-project voor  de  computationele taalkunde 
entameren, waarin taalkunde een  core-technologie wordt met  uitstraling en doorwerking 
op vele aanverwante terreinen. 
Het meest  waarschijnlijke is echter dat  er in de nabije  toekomst door  kleine  groepen 
tot  op  heden niet  vertoonde mengvormen van  benaderingen en  subsystemen worden 
geconstrueerd, zoals dat ook bij het  eerder genoemde Duitse  on-line-vertaalsysteem Verb- 
mobil is gebeurd. Taalkundigen zouden het  voortouw moeten nemen bij de ontwikkeling, 
toetsing en inzet  van  dergelijke hybride taalmodellen. 
In ieder  geval zal de taalkunde zelf er niet aan  ontkomen de grenzen van de bereken- 
baarheid van  taal  op  te  zoeken: welke  aspecten van  natuurlijke taal  laten  zich formeel 
modelleren en welke  niet  of niet  goed?   Het is duidelijk dat de gemiddelde zinslengte in 
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geschreven Nederlands bepaalbaar is, en het is anderzijds ook duidelijk dat psychologische en  sociale  
connotaties van  de zin ik zeg wat ik denk nooit  geheel  berekenbaar zullen  zijn. Maar  daartussen liggen  
nog   talloze  andere eigenschappen van  taal  besloten, en  ergens gaat het  berekenbare in het  niet-  of 
niet-goed-berekenbare over.  Wanhopig maar  vastbe- raden zoeken van die 
berekenbaarheidsovergangen is een hoge vorm van taalwetenschap, en bijna  een  mission statement voor  
de linguïstiek. 
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