SUMMARY For a kernel-based topographic map formation, kMER (kernel-based maximum entropy learning rule) was proposed by Van Hulle, and some effective learning rules related to kMER have been proposed so far with many applications. However, no discusions have been made concerning the determination of the number of units in kMER. This letter describes a unit-pruning rule, which permits automatic contruction of an appropriate-sized map to acquire the global topographic features underlying the input data. The effectiveness and the validity of the present rule have been confirmed by some preliminary computer simulations. key words: self-organizing map, kernel-based topographic map, kMER, pruning rule
Introduction
In the study of self-organizing map (SOM) [1] , [2] , kernelbased topographic map [3] was proposed in order to increase the description ability of the probability distribution of the input data. This kernel-based topographic map has more biological knowledge as its background. It has the lattice units with local kernel functions as shown in Fig. 1 , e.g., Gaussian type, rather than introducing winner-take-all (WTA) scheme.
As a leaning rule for this map, kMER (kernel-based maximum entropy learning rule) was proposed by Van Hulle M.M. [4] . kMER efficiently forms a map where all of the units activate with an equal probability. This has been successfully applied to the problems of clustering, estimation of the distribution of the input data, and so on. However, no discussions have been made on how many units should be prepared beforehand for the given data, which makes it difficult to grasp globally the topographic features of the data when many units exist on the map.
This letter proposes a new learning rule for a kernelbased topographic map in order to solve the above problem. In the new rule, pruning of units is introduced in the conventional kMER, which enables us to acquire easily the global topographic features underlying the input data. The effectiveness and the validity of the proposed unit-pruning rule have been confirmed by some preliminary computer simulations. 
Kernel-Based Maximum Entropy Learning Rule: kMER
In this section, kMER [4] is briefly introduced. For the mathematical and algorithmic details including some proofs related to a convergence of kMER learning algorithm, refer to [3] , [4] . Now consider a lattice of N units with a regular and fixed topology. Each unit i corresponds to a kernel K(v − w i , r i ), v ∈ V, with a radially-symmetric receptive field (RF), which has center w i and radius r i . v is an input to a kernel, and V is an input space. A Gaussian function is often used for this kernel. The RF region S i is defined as shown in Fig. 2 by the the unit's activation threshold τ i .
In "batch" mode kMER, for a set of M input data samples, the RF centers w i are updated as follows:
where Ξ i (v k ) is a fuzzy code membership function and satisfies 0
is a sign function to be applied component wise. Λ(·) is a neighborhood function and r Λ (t) is its range in lattice space coordinates. t is present time step, and η is a learning rate. Furthermore, the kernel radii r i are updated as follows so that the activation probability for unit i converges to P(ξ i (v) 0) = ρ/N with a constant scale factor ρ:
with ρ r ρN/(N − ρ) [3] , [4] .
Pruning Rule for kMER
In this section, kMER with unit-pruning rule is discussed.
In the unit-pruning rule, overlapping degree m i ( j) between units i and j is calculated at first. The overlapping degree is defined as follows:
with
As shown in Fig. 3 , m i ( j) approximately stands for the value which is proportional to the overlapping area between S i and S j . After calculation of m i ( j), it is determined whether to delete the unit i according to m i ( j). That is, if m i ( j) is greater than the threshold value θ, then the unit i is deleted from the map. In kMER, the probability, to which the unit is activated, converges to P(ξ i (v) 0) = ρ/N. In our case, the joint activating probability of units i and j is considered to be an index to measure the overlapping between S i and S j . Thus, the threshold value θ is given by:
Furthermore, in the present unit-pruning rule, topology-preservingprocedure is taken after a deletion of unit i as shown in Fig. 4 . In this procedure, unit j inherits from unit i the neighborhood relationship on a lattice (competitive layer) as follows:
where C j is a set of units in the neighborhood of unit j. And the position of unit j, p j ∈ R 2 , on the lattice is updated as follows:
The present unit-pruning rule is added to the conventional kMER, and the kernel-based topographic map is obtained, which is automatically tuned to form an appropriatesized map to acquire the global topographic features of the input data. 
Simulation Results
The effectiveness and the validity of the proposed unitpruning rule are verified by some preliminary computer simulations.
First, kMER with the proposed pruning rule is applied to the input data with three clusters as shown in Fig. 5 (a) . The input space consists of two-dimensional 600 vectors (M = 600), and has a probability distribution on [0, 1] 2 as shown in Fig. 5 (b) . Concretely, the probability density function is given by: 
where N(µ, σ 2 ) is a probability density function of a normal distibution with a mean µ and a variance σ 2 . Figs. 6 and 7 show the evolutional changes in time of the RF (receptive field) regions of the kernel-based topographic map, which is obtained by the respective learning rule in "batch" mode. In both kMER and kMER with unit-pruning rule, the following neighborhood function Λ(i, j, r Λ (t)) was employed:
with 
The common parameters for the respective learning rule are N = 100 (10 × 10) as an initial value, η = 0.0005, r Λ0 = 5, t max = 30, 000 and ρ = max(1, 30N/M) [3] . The proposed unit-pruning rule is used after every 3,000 learning steps of the conventional kMER method. From Figs. 6 and 7, it is observed that kMER with the proposed pruning rule makes a map of an appropriate size to acquire the global topographic features underlying the input data. Figure 8 shows the activation probability of each unit obtained by the respective learning rule after 30,000 steps. It is confirmed that kMER with the proposed unit-pruning rule inherits equiprobabilistic activation performance from the conventional kMER.
kMER with unit-pruning rule is also applied to the input data with five clusters as shown in Fig. 9 (a) . The in- put space consists of two-dimensional 1,000 vectors (M = 1, 000) and has a probability distribution on [0, 1] 2 as shown in Fig. 9 (b) . Concretely, the probability density function is 
In the respective learning rule, the number of units are N = 25 (5 × 5) as an initial value. Other parameters are the same as the simulation for the input data of Fig. 5 . Figure 10 shows the resulting RF regions obtained after 30,000 steps of the respective learning. In this figure, it is seen that kMER with unit-pruning rule also grasps roughly the global topographic features of the input data. On the other hand, it is also seen that the conventional kMER grasps the topograhic features of the input data precisely, although it needs more units. This means that it depends on the purpose which to use kMER or kMER with unit-pruning rule. Figure 11 shows the activation probability of each unit obtained by the respective learning rule. It is also confirmed that kMER with the proposed unit-pruning rule inherits equiprobabilistic activation performance from the conventional kMER similar to the simulation for the input data of Fig. 5 .
Conclusions
In this letter, we have proposed the unit-pruning rule for the conventional kMER. The proposed rule enables us to acquire the global topographic features of the input data with only a small number of units.
Furthermore, the number of units that the proposed rule obtains is not dependent on the number of input data, which is one of the features of the present method.
The effectiveness and the validity of the proposed method have been confirmed by some preliminary computer simulations. Future studies are to analyze in detail the relationship between the threshold parameter θ of Eq. (7) and the performance of the proposed unit-pruning rule. The sophistication of the present method to be applied to the real-world clustering problems is also a future study.
