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The supersonic flow separating past a cylindrical afterbody generates a complex, 
compressible and highly turbulent flowfield. This flow models several realistic applications, such 
as the wake region behind projectiles, bullets and unpowered rockets. A blowdown-type 
supersonic wind tunnel built specifically for axisymmetric base flows, located at the University of 
Illinois at Urbana-Champaign, is used to investigate these base flows. The flow is studied here via 
non-time-correlated instantaneous velocity vector fields obtained using stereo particle image 
velocimetry (S-PIV). Two overlapping velocity vector fields are simultaneously acquired and 
stitched together to obtain a high-resolution velocity vector field of the full flow. Statistics derived 
from the measurements, including the mean velocities and turbulence statistics (such as the 
kinematic Reynolds stresses), are presented in order to study the overall flow organization and 
turbulence levels. The obtained data are also used to provide benchmark data for CFD simulation 
comparison. The in-plane velocity component data are validated against LDV and planar PIV data 
obtained previously in the same facility. In order to gain further insight into the global organization 
of the flow, proper orthogonal decomposition (POD) is performed. The energy convergence and 
the structures found in the eigenmodes are used to gain insight into the organization of the flow 
that may not be apparent by observation of the mean flow statistics or the instantaneous images. 
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CHAPTER 1: INTRODUCTION 
Background and Motivation 
High-speed, separated flows are complex fluid flows found in many different systems, 
including gas turbine blades, helicopter blades, UAVs, space vehicles, missiles and rockets. 
Specifically, this study considers the separated flow found behind a cylinder aligned with a 
supersonic freestream. This flow has direct applications to high-speed projectiles such as bullets, 
as well as unpowered rockets and missiles. These so-called “base flows” produce a very complex 
flowfield, even for this simple geometry. These flows are massively separated, turbulent, 
compressible, and typically have a large Reynolds number. These features make the base flow 
difficult to predict via standard numerical methods, such as Reynolds-Averaged Navier-Stokes 
(RANS) solvers. Due to this complexity, RANS CFD methods typically do not even accurately 
predict the base pressure.1 The base pressure is a critical feature for predicting flight performance, 
as it can account for 30-50% of the total vehicle drag.2 Additionally, RANS CFD methods tend to 
overpredict the velocity magnitude and size of the recirculation region, but do match the general 
contour shapes.1 Turbulence predictions, however, do not accurately reflect the turbulence 
intensity either in trend or magnitude. Therefore, to improve and validate CFD methods, accurate 
experimental velocity measurements at a high spatial resolution are required. Additionally, a better 
understanding of the fundamental flow physics of high-speed, separated flows is necessary.  
Supersonic Base Flow 
A schematic of the mean near-wake base flow is shown in Fig. 1. A turbulent boundary 
layer forms along the afterbody, which then separates at the shoulder of the base. This forms a free 
shear layer between the low-speed recirculation region and the high-speed outer freestream. An 
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expansion fan also forms at the shoulder of the base, causing the high-speed outer freestream to 
turn inwards. The free shear layer then converges downstream of the rear stagnation point, forming 
the compressible wake. Additionally, the outer high-speed flow also converges, and then turns 
back towards the freestream direction, creating a recompression shock. It is important to note that 
the schematic shown in Fig. 1 is a simplified sketch of the mean flowfield, and that instantaneous 
velocity components in all three directions can vary greatly from the mean. The flow is highly 
unsteady, and contains large-scale turbulent structures that are only captured in instantaneous 
realizations.3 Figure 2 shows instantaneous Mie scattering images of the supersonic base flow, 
highlighting the presence of these turbulent structures.4 The recirculation region and shear layer 
can expand and contract axially, as well as move in a flapping motion.5 Thus, mean-based 
measurements are insufficient to fully understand the dynamic behavior of this flow. The overall 
Figure 1. Schematic of mean flowfield. Image courtesy of Reedy.9 
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focus of this study is to better understand the effect of the turbulent, dynamic behavior of this flow, 
in addition to providing accurate, well spatially-resolved velocity measurements.  
Experimental Studies 
The summary by Dutton et al.4 provides a review of experimental studies up to the mid-
1990s. Early work primarily focused on surface pressure and pitot probe measurements, such as 
the study by Badrinarayanan.6 Pitot probes can possibly interfere with the flow, and are unable to 
obtain turbulence data, and thus are not well-suited for this flow. Hotwire probes are able to obtain 
both mean velocity and turbulence measurements, and thus were used to investigate the incoming 
flow, shear layer, and wake of a supersonic base flow in a study by Gaviglio et al.7 The 
recirculation region was avoided due to concerns about the probe interfering with the flow. As 
measurement technology advanced, non-intrusive techniques such as laser Doppler velocimetry 
(LDV) allowed for measurements of fluid velocity without the interference of a probe or other 
physical object. Herrin and Dutton8 used LDV to study the supersonic axisymmetric base flow, 
Figure 2. Instantaneous Mei scattering image of base flow showing a) full flowfield and b) 
closeup of reattachment region. Image courtesy of Dutton et al.4 
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providing the first detailed experimental data set with mean velocity and turbulence intensity 
measurements over the entire near-base flowfield. This data, along with mean base pressure 
measurements, has been the benchmark data set for base flow prediction validation studies for 
many years. The data set is limited, however, as LDV is a point-by-point measurement technique. 
Thus, it is only able to provide mean velocity and turbulence intensity data at a single point at a 
time. As previously discussed, the flow contains large-scale turbulent structures3 that cannot be 
resolved by point-by-point velocity measurements. To accomplish this, simultaneous velocity 
measurements across the entire flowfield are required. This task is well suited to particle image 
velocimetry (PIV), as this method obtains an instantaneous velocity snapshot of the flow within 
an entire plane of the flow. 
The axisymmetric supersonic base flow has been studied via planar, two-component PIV 
by Reedy.9 This measurement technique gives velocity measurements for both in-plane 
components, but neglects the out-of-plane velocity component. Additionally, two fields of view 
were acquired separately: the near-base region and the far-wake region. This only allows for the 
merging of vector or scalar fields for certain statistical quantities, such as mean velocities and 
kinematic Reynolds stresses, but not for instantaneous measurements. It is worth noting that the 
focus of Reedy’s work was active and passive flow control of the base flow, rather than to further 
understanding of the fundamental turbulent behavior. 
 A 2D planar compressible base flow has been studied by Humble et al.10 using planar PIV. 
Although the planar geometry was different from the more practically relevant axisymmetric case, 
useful comparisons can be made between the axisymmetric case presented here and the 2D planar 
study by Humble et al.10 The latter authors were able to examine the planar base flow at three 
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different Mach numbers (M = 1.46, 1.78, and 2.27), providing insight as to how the flow changes 
with increases in compressibility. 
Numerical Studies 
Numerical simulations of flowfields can be extremely useful for both the study of 
fundamental fluid physics, as well as the design of systems for real-world applications. The 
complex nature of this supersonic axisymmetric base flow presents problems in matching the 
results of the simulations to the results from experiments, however. 
 RANS models have been used for many years to simulate axisymmetric base flows with 
limited success.1,11,12 These computational models are generally insufficient for this flow, as they 
fail to accurately predict key features of the flow, such as the base pressure.1,12 These studies are 
often performed at a lower Reynolds number than what is observed in experiments in order to 
reduce the computational cost. In both the study by Sahu12 and the study by Papp1, the simulations 
predicted higher base pressure at the centerline that decreased radially. This trend was not found 
in the experiments performed by Herrin and Dutton.8 Rather, the latter authors found that in the 
experiments, the base pressure was relatively constant across the base, possibly slightly increasing 
radially. Additionally, both simulations had difficulty predicting the mean velocities in the 
recirculation region, as well as the turbulence intensity’s magnitude and trend.1,12 
Fureby et al.13 have utilized large eddy simulations (LES) to simulate the flow with more 
success, but at a limited spatial resolution. For the velocity and turbulence measurements, good 
qualitative agreement is found everywhere; however, quantitative measurements do not agree with 
experimental data in the recirculation region. Hybrid LES/RANS methods14,15 and detached eddy 
simulations (DES)16,17 have been much more successful with regards to matching the base pressure 
and mean velocities in both qualitative trends and quantitative measurements. Though these 
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simulations predict these features more accurately, they still do not match the turbulence intensity 
found in the experimental data. 
Direct numerical simulation (DNS) studies are able to produce accurate simulations at high 
spatial resolution; however, this comes at a very large computational cost.18,19,20 To reduce this 
computational cost, the simulations are often performed at a much lower Reynolds number than 
what is observed in real-world scenarios. Sandberg’s20 DNS study of a supersonic, axisymmetric 
base flow at a Mach number of 2.46 and Reynolds number of 1 x 105 proved to be very accurate, 
closely matching the experimental velocity measurements provided by Herrin and Dutton,8 
although the simulation predicts a higher base pressure coefficient. This is particularly notable 
considering that the Reynolds number of the simulation is approximately 33 times less than that 
of the experiment. Additionally, Sandberg20 found that the wake structure is similar for both 
laminar and turbulent inflow conditions, suggesting that the wake structure is a consequence of 
the global near-wake instabilities, and not the upstream flow conditions.  
Present Investigation 
The current work seeks to provide highly spatially-resolved velocity measurements of all 
three velocity components within a plane of a canonical, axisymmetric, supersonic base flow in 
order to provide data useful for CFD comparisons, as well as to study the dynamic and turbulent 
behavior of the flow. The velocity measurements for the full flowfield are obtained using stereo 
particle image velocimetry (S-PIV). To obtain the full flowfield, two side-by-side S-PIV vector 
fields are acquired simultaneously, allowing for the stitching of instantaneous velocity vector 
fields. These vector fields are then processed in order to analyze the flow structure, specifically 
via kinematic Reynolds stresses and proper orthogonal decomposition.  
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CHAPTER 2: WIND TUNNEL FACILITY 
The wind tunnel used in these experiments is located at the newly constructed Gas 
Dynamics Laboratory (GDL), an extension to the Aerodynamics Research Laboratory (ARL). The 
wind tunnel was moved in winter of 2015-2016 from Aeronautical Laboratory A (ALA) to the 
new location in ARL. The new lab is equipped with better support for experiments, including more 
space and improved electrical outlet access. In addition, the Gas Dynamics Laboratory is located 
within ARL, which allows equipment to be consolidated and removes the need to transfer 
equipment between labs outdoors. Overall, the new facility allows for easier implementation of 
experiments and improved storage quality of the equipment. 
Wind Tunnel Description 
The wind tunnel used is a supersonic, axisymmetric, blow-down wind tunnel, designed 
specifically for the investigation of supersonic base flows. A CAD model of the tunnel is shown 
in Fig. 3. The nominally Mach 2.5 wind tunnel has an axisymmetric cross section and contains a 
central sting which is cantilevered from the stagnation chamber, through the nozzle, and into the 
test section. A cutaway view of the stagnation chamber and test section is shown in Fig. 4. The 
sting terminates near the upstream end of the test section to generate a supersonic base flow. The 
Figure 3. CAD model of wind tunnel. 
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tunnel is operated by manually opening a gate valve that connects a tank farm to the stagnation 
chamber, which is a schedule 40, class 250 pipe cross. The base flow model is formed by the sting 
which is composed of a hollow stainless steel tube fitted with a brass end, which forms the base. 
The brass end is interchangeable, allowing for different base geometries to be fitted to study 
different base flows. The hollow steel tube that forms the sting allows for running pressure lines 
or other measurement equipment to the cylinder base from outside the wind tunnel. The sting is 
supported at two locations upstream of the flow conditioners: at the back of the stagnation chamber 
and just before the flow-conditioning section. In this way, there are no sting supports anywhere in 
the high-speed portion of the flow that would generate shock or expansion waves to interfere with 
the base flow. The sting forms the center of the nozzle, generating the base flow, and has a radius 
of Ro = 31.75 mm.  
 
Figure 4. Cutaway view of stagnation chamber and test section. Image courtesy of Reedy.9 
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High pressure filtered and dried air at 1 MPa (150 psia), supplied by an Ingersoll-Rand 
compressor, enters the stagnation chamber from above, where it is deflected towards the back plate 
of the stagnation chamber. This is done to facilitate stagnation-like conditions in the chamber, 
improve mixing, and is useful for the dispersion of seed particles. The air then passes through a 
screen and honeycomb structure (downstream of the sting support) to straighten the flow and to 
break up large-scale turbulent structures. Continuing downstream, the air passes through the 
converging-diverging (C-D) nozzle and exhausts into the test section. The sting terminates 
approximately ¼” past the nozzle exit into the test section, forming the base flow. The nozzle can 
be centered around the sting by loosening bolts that connect the nozzle to the stagnation chamber. 
The nozzle and test section assembly can then be adjusted vertically and horizontally using 
adjustment screws located on the sides of the stagnation chamber.  
The test section contains two square windows measuring 6.5” x 6.5”, located on the sides 
for optical access, and a 4” x 6.5” window located on the bottom for laser sheet access. The top of 
the test section has a slot to allow for measurement equipment access; however, it is capped off 
and was unused for the experiments presented here. A flow catcher forms the back of the test 
section, a conical-shaped fitting designed to catch and direct the base flow into the supersonic 
diffuser. Continuing downstream, the flow eventually becomes subsonic and enters the subsonic 
diffuser, then passing through a noise-dampening exhaust system, and finally exhausting into the 
atmosphere.  
Wind Tunnel Instrumentation 
The wind tunnel is equipped to make pressure measurements at various locations, as well 
as temperature measurements inside the stagnation chamber. The pressure measurements are made 
inside the stagnation chamber, in the nozzle, on the base model, and in the test section. The 
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temperature measurements are used in conjunction with the PIV measurements to calculate 
freestream Mach number. 
Essential Instrumentation 
Pressure measurements were recorded by a Pressure Systems Inc. Netscanner Model 
98RK, fitted with eight Model 9816 modules. Each module is capable of recording 16 different 
pressures; however, the pressure range measured varied with each module. The module used to 
measure stagnation pressure has a differential range of 0-690 kPa (100 psid), with a full-scale 
accuracy of ±0.05%, as reported by the manufacturer. All other pressure measurements were made 
using modules with a differential range of 0-103 kPa (15 psid), and a full-scale accuracy of 
±0.05%. The pressure transducers are calibrated at least annually using a multi-point calibration 
as described in Reedy,9 appendix C. Before each run, a zero-point calibration is done to correct for 
thermal drift and differences in atmospheric pressure. The atmospheric pressure is recorded using 
a Setra Model 370 Digital Pressure Gauge. The manufacturer reports a full-scale accuracy of 
±0.02%. The pressure measurements from the Netscanner Model 98RK are displayed and recorded 
using LabVIEW on a custom-built desktop computer. The Netscanner connects to the computer 
via a Cat5E Ethernet cable and is able to send pressure data to the computer at 5.1-5.2 Hz. This is 
limited in the LabVIEW VI to 5 Hz to ensure that there is the same time resolution between each 
set of pressure measurements. This limit applies to the temperature measurements as well, so that 
the temperature and pressure data are recorded at the same time. The atmospheric pressure must 
be read from the digital pressure gage and input manually into the LabVIEW VI. 
As mentioned previously, pressure measurements were acquired in the stagnation chamber, 
nozzle, test section, and on the base. A single measurement is made in the stagnation chamber, 
upstream of the flow conditioners. The nozzle measurements have four taps around the nozzle wall 
11 
 
towards the exit, which are averaged in LabVIEW. The test section also has 4 pressure taps, spaced 
around the exit of the nozzle in the same orientation. These taps are connected to a single line, 
creating a manifold average for the test section. These pressure measurements are used to monitor 
the flow conditions and to operate the tunnel. It should be noted that the tubes connecting the 
pressure taps to the Netscanner modules are very long, and thus also dampen out measured pressure 
fluctuations. Additionally, the recording rate of 5 Hz is a much lower frequency than the pressure 
frequencies that can be expected from a supersonic base flow. Thus, no aliasing is suspected in the 
signal due to the time scales of the measurement frequency being much longer than the time scales 
of the pressure fluctuations. Thus, the pressure measurements only provide time-mean data.  
Temperature measurements were made using a Type J (iron/constantan) thermocouple. The 
temperature probe enters through the side wall of the stagnation chamber, near the bottom wall. It 
is located upstream of the flow conditioners to minimize interference with the flow. The 
thermocouple is connected via extension wires to an amplifier, which is then connected to a 
National Instruments USB 6009 DAQ. The DAQ converts the analog temperature signal to a 
digital signal, which is read and recorded using LabVIEW on the same custom-built desktop PC 
that is used for pressure measurements and wind tunnel operation. The estimated uncertainty of 
the thermocouple measurements is ±2.2 K, as reported by the manufacturer. Calibration of the 
thermocouple was done by recording the output voltage when inserting the thermocouple into a 
beaker filled with boiling water and an ice bath, making a two-point calibration. The calibration 
was verified by comparing the thermocouple in a beaker of water at varying temperatures to the 
measured values of a separate all-in-one thermocouple/temperature readout placed in the same 
beaker of water at the same time.  
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A LabVIEW (2015) virtual instrument (VI) is used as an interface between the 
measurement equipment and the PC. In addition, the VI also allows for control of an automatic 
control valve, specifically a ValTek Mark I valve, for control of the tunnel airflow. This is done 
by taking a digital signal from the LabVIEW VI and converting it to an analog output of 4 to 20 
mA via an NI cDAQ-9181 chassis and an NI 9265 current output module. The output current is 
sent to a ValTek NT-3000 transducer, which then outputs a pressure signal to a ValTek Beta valve 
positioner. The valve positioner then regulates the airflow going through the ValTek Mark I globe 
valve. When the wind tunnel was in ALA, the tunnel could be operated in manual or automatic 
mode. It was found that manual operation of the wind tunnel could be controlled more accurately, 
and thus manual operation was used. When the tunnel was moved to the new lab, the LabVIEW 
VI was completely remade for the new wind tunnel to improve its utility and to make it more 
modular. Because of this, the automatic mode was not implemented due to the complexity it would 
add to the code. The front panel of the new VI is shown in Fig. 5. The VI is designed for manual 
operation of the wind tunnel, making use of large visual displays. The tunnel is operated by 
maintaining a desired pressure difference of 0.0-0.1 psid between the nozzle and test section, which 
is indicated by the DP bar on the VI. To the left of that is a bar that shows the remaining tank 
pressure. The large blue bars create an easy-to-see reference for the operator during the wind tunnel 
run. The blue color is used because it is still very visible when wearing laser goggles during PIV 
experiments. In addition, a separate “Record” feature was added to the system to distinguish when 
PIV acquisition is occurring. The LabVIEW VI needs to display data at all times so that the proper 
operating condition may be reached. To isolate the data taken during the PIV data acquisition from 
the startup and shutdown conditions, a “Record” button was added. The “Record” button is pressed 
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at the same time as the record button in DaVis (PIV data recording and processing program), thus 
allowing the operator to extract the pressure measurements made only during the PIV acquisition.  
The VI was completely remade to better suit the facility and to make manual operation of 
the valve more accurate. LabVIEW sizes the front panel based on pixels; thus, using a different 
resolution monitor will display the VI differently. The new VI is designed to be used with a 1680 
x 1050 resolution monitor. The desktop is equipped with two monitors of the specified resolution. 
One is to be located at the desk behind the wind tunnel with the measurement equipment. The 
second monitor is placed near the globe valve so that the operator of the wind tunnel can view the 
necessary information when running the tunnel. The back panel of the VI was also redesigned. The 
code is made to be modular, and to be read left to right, as this helps the user follow the sequence 
of code. If code is to be added in the future, a frame can be inserted into the sequence so as to not 
disturb the other components of the code. A new version is created any time changes are made to 
Figure 5. LabVIEW VI front panel. 
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the VI, and a changelog can be found commented within the code to record changes from version 
to version. This keeps a record of old LabVIEW VIs, and prevents the VI from becoming too 
cluttered. In addition, care should be taken to initialize all variables at the beginning of the code 
so that if an error occurs, the necessary variables are reset when running the code again. 
PIV-Specific Instrumentation 
All equipment was controlled via a LaVision PTU X programmable timing unit. The 
PTU X, in turn, was controlled via the LaVision DaVis software, which allows for the user to 
control the timing of the connected devices. A double-pulsed New Wave Solo Nd:YAG laser was 
used for particle illumination, with an output wavelength of 532 nm, and a maximum double-
pulsed operating frequency of 15 Hz. The laser has a nominal output of 200 mJ; however, the 
actual output used was approximately 140 mJ. The delay between pulses was set to 0.6 µs in 
DaVis, but was measured to be 0.583 µs by an oscilloscope and photodiode. This discrepancy is 
due to each laser head having a different, but alas constant, delay between receiving the trigger 
signal and firing the lamp.  
Proper alignment of the laser sheet is critical to PIV experiments, so a laser alignment tool 
was made (Fig. 6). It is a 3D printed part that fits on the end of the sting, and cantilevers a flat plate 
off the end of the sting. The part is made in two sections which are glued together. Each part was 
printed using a Multimaker 2 Extended 3D printer, which is a fused deposition modeling (FDM) 
printer. It uses an additive process, specifically melting plastic fed via a spool and depositing a 
pattern in layers. This builds the part layer by layer. This printer does not allow for a separate 
support material to be added, and thus, any cantilevered surfaces being built (for example, a 
horizontally oriented hole), will have a rough upper surface. For this reason, the cup portion of the 





surface that will sit perfectly flush with the base. If the whole part were to be built as one piece in 
this orientation, it would have a very small footprint on the building platform, which would be 
likely to topple over during the printing process. To compensate, the cantilever portion was built 
separately so that it may have the thickest part on the bottom. As an additional benefit, this allowed 
for multiple cup portions to be made. The dimensional accuracy of 3D printed parts is much lower 
compared to parts that are machined. Thus, creating the proper tolerance between parts can be 
difficult. Several rings were made in slightly varying sizes in order to find a proper snug fit over 
the sting. The part cools and contracts after being printed, reducing the inner diameter of the cup. 
To compensate, the part was printed slightly oversized, hence the printing of multiple rings. Once 
the cup and cantilever portion were printed, the two sections were glued together using JB weld 
brand epoxy. This created a cantilevered surface that is perpendicular to the base, with imprinted 
lines to ensure that the laser sheet is parallel to the centerline of the sting. 
Figure 6. Photo of laser alignment device. 
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Four 16-bit LaVision Imager sCMOS cameras were used to acquire the PIV particle 
images. Each camera has a resolution of 2560 x 2160 px, and is capable of recording double-frame 
images at a rate of 25 Hz. The cameras do not store the images locally on the device. Instead, each 
camera is connected to the data acquisition computer by two specially made high-bandwidth 
Camera Link cables. This transfers the images directly to the computer’s RAM as the images are 
recording. Thus, the number of images that can be acquired in a single recording session is limited 
by the amount of RAM installed on the computer. It follows that using more cameras reduces the 
length of the recording session, as the RAM then needs to hold images for more cameras. With 
four cameras operating in double-frame mode at 15 Hz, the system acquires data at a rate of 
approximately 1.25 GB per second. 128 GB of RAM is installed on the computer, allowing for 
over 1000 images to be recorded in a single session, which lasts 66.7 seconds. As will be discussed 
later, the tunnel can maintain steady conditions for approximately 90 seconds which allows for the 
acquisition of 1000 images per run, with time to spare.  
A modified Concept Smoke Systems ViCount 1300 aerosol generator was used to generate 
seed particles for the PIV experiments. The smoke generator was adapted with a high-pressure 
fitting, allowing it to connect to the supply pipe for the stagnation chamber, which is typically 
operated at approximately 40 psig. The device works by utilizing pressurized nitrogen to blow a 
mineral oil-based fluid over a hot plate, which vaporizes the fluid into particles and mixes it with 
the nitrogen. The diameter of the particles produced is reported as 0.2-0.3 microns by the 
manufacturer,21 and has been confirmed by in-house experiments. The smoke generator has 
adjustable output that can be controlled by two factors: an internal adjustment screw which 
controls the smoke particle density (particles per unit volume of nitrogen), and the input nitrogen 
pressure, which adjusts the mass flow rate. The two factors are not entirely independent of each 
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other, i.e., increasing the nitrogen pressure will also affect the smoke particle density. The internal 
adjustment screw has no quantitative measurement, so it must be adjusted empirically. To find the 
proper seed density, an iterative, empirical process was used. The smoke generator was placed 
outside, and was supplied with 20-30 psig of nitrogen. While the smoke generator was running, 
the adjustment screw was used to increase the smoke density to make it as dense as possible, 
without the smoke generator spewing liquid oil. Then, the smoke generator was connected to the 
tunnel, and test PIV runs were conducted. The nitrogen pressure was iteratively varied until there 
was a balance between increased seed density and the formation of large oil droplets. During this 
time, a dial-set regulator (Fig. 7) was installed between the nitrogen tank regulator and the smoke 
generator. This allowed for more precise control of the nitrogen pressure feeding into the smoke 
generator, allowing the user to set the desired pressure accurate to 1 psi. It was found that for these 
experiments, a pressure of 52 psig provided sufficient particle seeding without excessive large-
droplet accumulation.  
 
Wind Tunnel Operating Conditions 
The flow exiting the nozzle exhausts into the test section, forming a jet. The center of the 
jet contains the sting, forming the base flow. The jet can have three possible operating conditions: 
Figure 7. Dial-set regulator. 
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over-expanded, ideally-expanded, and under-expanded. The over-expanded condition occurs 
when the static pressure at the nozzle exit is lower than the pressure inside the test section. This 
condition causes oblique shocks to form at the lip of the nozzle, which interfere with the base flow. 
The opposite condition, in which the static pressure at the nozzle exit is greater than the pressure 
in the test section, causes the flow to be under-expanded. This forms expansion waves at the lip of 
the nozzle. The expansion waves are a diffuse isentropic process, and thus are less intrusive to the 
base flow than the oblique shocks formed by the over-expanded condition. Due to the difficulty in 
maintaining an exactly ideally-expanded operating condition, the wind tunnel is operated at 
slightly under-expanded conditions to minimize interference with the base flow. This claim is 
supported by experiments via a previous study done by Reedy9 in the same tunnel. Reedy found 
that the base pressure coefficient varies significantly for over-expanded conditions, but he found 
the base pressure coefficient to be invariant for ideally and slightly under-expanded conditions 
over the range of stagnation pressures tested.  
 As previously mentioned, the wind tunnel is operated by the manual operation of a gate 
valve. The gate valve is opened, and the stagnation pressure is monitored via the LabVIEW VI. 
Once the stagnation pressure is greater than 50 psia, the nozzle flow is well into the started 
supersonic region. From this point, the stagnation pressure should be increased, trying to maintain 
a 0.0-0.1 psi pressure difference between the nozzle and the test section, with Pnozzle – Pcell > 0. 
This ensures a close to ideally-expanded (but perhaps slightly underexpanded) operating condition 
for the run. During the runs for the data presented here, the average pressure difference was 0.066 
psid, with a standard deviation of 0.037 psid. This corresponds to an average stagnation pressure 
of 56.52 psia with a standard deviation of 0.22 psi (0.38%). The stagnation pressure is dependent 
on the ambient pressure; thus, conducting experiments on the same day is preferable to maintain a 
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similar stagnation pressure across different runs of the wind tunnel.  Due to the size of the tank 
farm, close to ideally-expanded conditions can only be maintained for approximately 90 seconds. 
The tank farm can run the tunnel longer (up to 3 minutes on fully charged tanks), but it becomes 
more difficult to maintain a constant stagnation pressure toward the end of a run. Typically, during 
a data run, the first 90 seconds are used for recording data, and then the tunnel continues to run in 
order to purge residual PIV seeding oil.  
 The average stagnation temperature was 287K, with a range of approximately 7K during a 
given run, and a standard deviation of 2K (0.70%). This change in temperature causes a change in 
the freestream velocity during a run. This change in freestream velocity is estimated to vary by 
1.2%, as determined from PIV experiments.  
Wind Tunnel Modifications 
There were four main modifications made to the wind tunnel after moving it to the new lab 
in ARL. A new computer was custom-built to operate the measurement equipment and automatic 
valve. Additionally, the gate control switch for the installation in ALA was modified to become a 
safety shutoff. The smoke generator was moved upstream of the stagnation chamber to improve 
particle seed injection. Finally, the sting-alignment mechanism was repaired and modified to 
improve its range of motion and reparability.  
The new PC was custom-built to accommodate a variety of devices. It features an Intel i5 
processor and an MSI H97 motherboard, which has both PCI and PCIe expansion slots for 
installing different equipment. Also, two additional RJ45 Ethernet ports were fitted to the computer 
to allow it to connect to more devices. 
Prior to moving to ARL, the wind tunnel shared an exhaust with a second wind tunnel. As 
a result, shutoff gates were added to the tunnels to prevent the flow from one wind tunnel traveling 
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upstream into the other wind tunnel. To ensure safety, electronic safety gates were installed. For 
current to go to the automatic valves (thus allowing them to be opened), one tunnel had to have 
the “open” gate installed with the electronic key, and the other had to have the “closed” gate 
installed. When the tunnels were moved to ARL, they were given separate exhausts, and this 
feature was no longer needed. Instead, the two switches were separated. Now the electronic key 
acts as a safety device. Removing the key by pulling on the cord (which is located by the desktop 
computer, Fig. 8) closes the automatic valve, instantly shutting off the tunnel. 
 
 
In previous experiments, the smoke generator injected seed particles into the stagnation 
chamber just before the flow conditioners. It was found that the smoke generator does not release 
a constant output of smoke particles. As a direct result of this, seeding density varied significantly 
from image to image. With this former method, the seed particles were injected too close to the 
flow conditioners, inhibiting significant mixing. To compensate for the inconsistency in the smoke 
Figure 8. Safety shutoff key. 
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generator output, it was moved upstream of the stagnation chamber in the supply piping. It is worth 
noting that the air entering the stagnation chamber is deflected towards the back wall, which aids 
in dispersing the seed particles and improving stagnation-like conditions. Two modifications had 
to be made to the wind tunnel to accommodate this change in seeding location. First, a mechanism 
needed to be designed to mount the smoke generator. C-channel struts were attached to the top 
flange of the stagnation chamber to form a cantilevered support (Fig. 9). A raised shelf was built 
on top of this to raise the smoke generator above a smaller flange leading into the stagnation 
chamber. Finally, a new inlet needed to be made for the pipe that feeds into the stagnation chamber 
to allow for the injection of the smoke particles. This created safety concerns over weakening the 
pipe, as well as possible failure of the threads used to connect the smoke generator. The smoke 
generator is equipped with a Yor-Lok compression fitting. To connect this to the wind tunnel, a 
Yor-Lok to ¼” NPT fitting is used. As a result, the pipe feeding into the stagnation chamber  
 
Figure 9. Smoke generator and mount. 
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requires a tapped ¼ NPT hole. The accepted method for this is to weld on a thread-o-let; however, 
this comes with a steep labor cost as well. It was hypothesized that a hole could be drilled and 
tapped directly into the wall of the pipe, but this raised two safety concerns. The first concern is 
that the pipe may rupture due to the stress concentration around the hole. The second consideration 
is that the threads tapped into the pipe may strip out. 
The rupture concern was approached first. The pipe was modeled in AutoDesk Inventor, 
and finite-element analysis (FEA) was performed at the maximum tank pressure of 150 psig. The 
actual pressure in the pipe should never exceed 40 psig during standard operation, but the 
maximum pressure in the tank was used to incorporate a factor of safety. The type of steel used in 
the pipe is not known, so different properties for common types of steel were researched. It was 
found that the properties of steel do not vary significantly for many types of common steel. For 
this reason, the default values for the steel material were used in AutoDesk Inventor, which were 
comparable to values found for common steel from various sources. The mechanical properties 
used are tabulated in Table 1. Using these properties, it was found that the maximum stress 
occurred at the hole, as is expected. The mesh of the whole part is shown in Fig. 10. A close-up of 
the hole is shown in Fig. 11, showing the Von Mises stress (Fig. 11a), and the factor of safety 
(Fig. 11b). 






Young's Modulus 3.05 x 107 psi 
Poisson's Ratio 0.3  
Shear Modulus 1.16 x 107 psi 
Yield Strength 3.00 x 104 psi 
Ultimate Strength 5.00 x 104 psi 
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The solution for the maximum Von Mises stress converged after five iterations to a value of 5.4 
ksi (Fig. 12). This corresponds to a minimum factor of safety of 5.6 based on the yield strength of 




Figure 10. Mesh used for FEA of pipe with tapped hole. 
Figure 11. FEA results showing a) Von Mises stress and b) Factor of safety. 
24 
 
The tapered threads were also of concern, as previously mentioned. A study by the United 
States Steel Corporation22 investigated axial loading on pipes with a tapered thread. The group 
hypothesized that the threads could fail due to the shearing of the threads, fracture of the pipe, or  
 
 
by the joint jumping out. Through experiments, it was found that jump-out was the typical cause 
of failure for the tapered threads. It is important to note that the study focused on the joints between 
threaded pipe and standard couplings. In the case of the smoke generator modification, the 
coupling would be the wall of the pipe feeding into the stagnation chamber, and the pipe would be 
the Yor-Lok to ¼” NPT fitting. It is assumed for the purposes of investigating the smoke generator 
modification that the NPT fitting and the pipe wall act similarly to the pipe and coupling system 
studied. The assumption is made that with a sufficient factor of safety, differences between the 
pipe and coupling system and the modified smoke generator system can safely be neglected. 
Following the analysis derived in the study, it was found that the factor of safety was 26.5. This 
Figure 12. Convergence of maximum Von Mises stress. 
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assumes that the maximum force applied to the fitting was the maximum possible pressure in the 
pipe of 150 psig, multiplied by the area of the area of the fitting’s face.  
Alignment of the sting within the nozzle is important for accurately representing the flow 
found behind projectiles at zero angle of attack. The alignment of the sting within the nozzle can 
be measured by oil flow visualization and by PIV measurements. The alignment process is iterative 
and tedious. First the bolts attaching the C-D nozzle to the stagnation chamber must be loosened. 
Then, fine adjustment screws located on the sides and bottom of the tunnel must be tightened or 
loosened in order to push the nozzle/test section assembly around the nozzle. The bolts must then 
be retightened to seal the stagnation chamber. After making the adjustment, the tunnel alignment 
measurements can be made. Oil flow visualization can be useful for coarse adjustments, as it is 
simple to implement, and can indicate misalignment in both the vertical and horizontal directions. 
For precise alignment, PIV measurements should be made. After moving the tunnel to the new 
facility, oil flow visualization measurements were performed to center the sting. Then, planar PIV 
measurements were made with the camera viewing through the bottom window, and the light sheet 
horizontal. This was used to measure the misalignment in the horizontal direction. Once aligned 
horizontally, the laser sheet was changed to be aligned vertically. Stereo PIV measurements were 
performed to align the sting vertically, while ensuring that the horizontal alignment did not change. 
The misalignment is visible in the mean velocity measurement by the location of the maximum 
reverse velocity. For example, consider the case with the laser sheet vertical. If the maximum 
reverse velocity is above the line of symmetry, the nozzle should be moved downwards. Reynolds 
kinematic stresses can be a useful statistic for measuring alignment as well, but this higher-order 
turbulence moment does not converge as quickly as the mean flow field measurements. Thus, the 
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Reynold stress should be used to confirm the final alignment rather than being used during the 
iterative adjustment process.  
Two problems were discovered with the adjustment mechanism during the alignment of 
the wind tunnel. It appeared that turning the adjustment screws had no effect on adjusting the wind 
tunnel. It was determined that the adjustment screws had dug into the steel flange, forming a hole 
that the screw fit into (Fig 13a). The steel flange was intended to slide on the end of the screw, but 
because of the indentation due to wear, this motion was inhibited. To correct for this, the 
adjustment mechanism was tapped with larger holes to allow for larger diameter screws. In 
addition, the steel flange was ground flat, and a sacrificial plate was added between the adjustment 
screw and the steel flange (Fig. 13b). It is expected that the screw will wear into the plate, and that 
the large area of contact between the plate and the steel flange will prevent further wear on the 
steel flange, which cannot be easily replaced.  
After the plates were added, the tunnel could move freely, but it had a limited range of 
motion of approximately 1 mm. This was insufficient for centering the sting, and thus further 
adjustments had to be made. The steel flange had a cylindrical protrusion that inserted into the 
stagnation chamber to limit this range of motion. The protrusion had a diameter approximately 
1 mm smaller than the stagnation chamber’s inner diameter, creating the very limited range of 
motion. The steel flange was removed, and the diameter of the protrusion was reduced to increase 
the range of motion. This modification, along with the steel plate mechanism, allowed the tunnel 






Figure 13. Centering mechanism showing a) hole worn into flange and b) inserted plate. 
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CHAPTER 3: BASE FLOW INVESTIGATION 
This chapter describes the investigation of the base flow through base pressure 
measurements and full field of view stereoscopic particle image velocimetry (S-PIV) 
measurements. The associated uncertainty of each measurement method is also discussed. Pressure 
measurements are used to determine the base pressure coefficient distribution. The S-PIV 
measurements yield velocity vector fields spanning the full field of view. These velocity vector 
fields provide the necessary information for investigating the flow using statistics-based methods 
such as the mean flow field and kinematic Reynolds stresses, as well as more advanced methods, 
such as proper orthogonal decomposition. 
Pressure Measurements 
Base pressure measurements were made on the face of the base, with the taps arranged as 
shown in Fig. 14. Pressure taps located on the sides of the brass base (afterbody region) measure 
the freestream static pressure approaching the base. Figure 15 shows the pressure distribution 
across the base for both this study and data previously acquired by Reedy,9 normalized by the 
freestream static pressure. Note that the P/P∞ range is 0.45-0.63, which exaggerates the variations 
in pressure. The pressure is actually relatively constant across the base, increasing slightly towards 
the outer edge. The vertical bars on the plot represent the standard deviation of the measured base 
pressure. As previously mentioned, the manufacturer’s reported uncertainty in the measurement is 
0.05% of the full-scale range of 0-15 psid. Thus, the standard deviation is largely dominated by 
fluctuations in the pressure itself, and not the instrument noise.  
 The standard deviation values of Pbase/P∞ ranged from 0.00092 to 0.015, or equivalently 
0.20% to 3.0% of the measured pressure ratio. The maximum pressure at the outermost 
measurement point was 8.5% higher than that of the pressure measured in the center. This is a 
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slightly larger variation than for the pressure distribution reported by Herrin and Dutton8 and 
Reedy,9 who found the variation to be 3.9% and 5.3%, respectively. This is suspected to be because 
of the relatively high pressure found at the outermost point. Previous studies show that the increase 
in the base pressure seems to be fairly linear with increases in the radius (Reedy,9 Herrin and 
Dutton8). The base pressure measurements reported here, on the other hand, sharply increases at 
the outer-most point. Error at this outermost could be introduced by several factors. Firstly, if there 
is a crack or leak in the pressure line, this would bias the measurement towards atmospheric 
pressure, manifesting itself as an increase in the base pressure measurement. Additionally, residual 
oil is present on the inner walls of the wind tunnel from PIV runs. This oil tends to collect on the 
sting and then flow downstream, collecting around the outer edge of the base. It is possible that oil 
collected in the pressure tap holes and thus introduced error into the measurement.  





The mean base pressure coefficient was determined from the measured base pressure data using 
Eq. 1. In the equation, the pressure ratio is the area-averaged base pressure normalized by the 
freestream static pressure. γ is the gas specific heat ratio, and M∞ is the freestream Mach number. 
The average normalized base pressure was calculated using an area-weighting method utilizing a 
trapezoidal numerical integration scheme. The mean base pressure coefficient was found to be 
CP = -0.110. The magnitude of the base pressure coefficient is approximately 10% higher than 
what was measured by Reedy9 and Herrin and Dutton,8 who found a value of CP = -0.103 
and -0.102, respectively. This is attributed to the overall lower P/P∞ found across the entire base 








Stereo Particle Image Velocimetry (S-PIV) Measurements 
 Stereoscopic particle image velocimetry (S-PIV) experiments were performed to obtain 
quantitative velocity measurements in all three Cartesian directions within a plane. To acquire the 
data, two side-by-side S-PIV velocity field measurements were obtained simultaneously, and then 




stitched together using Matlab. The merging of instantaneous vector fields allows for more 
sophisticated analysis techniques, such as proper orthogonal decomposition. The experimental 
setup, results, and uncertainty of the measurements are presented here. 
Experimental Setup 
A photo of the PIV setup is shown in Fig. 16. It contains four cameras viewing two 
overlapping regions, which are arranged to obtain side-by-side instantaneous stereo PIV vector 
fields. Cameras 1 and 2 are located downstream, and view the upstream portion of the field of view 
(view A). Cameras 3 and 4 are positioned in the opposite orientation, viewing the downstream 
field of view (view B).  The two views have a 30% overlap to facilitate smoother stitching, shown 
in Fig. 17. View B is slightly smaller, creating the step that is shown in the Fig. 17 along the upper 
edge of the image at x/Ro = 3.  
 
Figure 16. Experimental S-PIV setup. 
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The laser sheet had to be spread over two fields of view, which requires the beam to be 
diverged significantly. In addition to spanning a larger area, a diverging lens distorts the circular 
beam into an ellipse. As a result, the center of the sheet is thicker than the edges, creating a non-
uniform sheet thickness. Having two fields of view enhances this non-uniformity. To compensate 
for this effect, the beam is diverged even further, and the edges of the laser sheet are clipped. 
Expanding the beam further reduces the ratio of the change in thickness per unit length of the sheet. 
This greatly reduces the intensity of the laser light at a given location, and thus, the laser was 
operated at a higher energy than what would be used for a single field-of-view. The laser was 
operated at 140 mJ for this study.  
In order to form the laser sheet necessary for proper particle illumination, a spherical 
converging lens and cylindrical diverging lenses were used. Typically, a large focal length is 
preferred for the converging lens, as it yields a shallow converging of the laser beam. This allows 
for a more uniform laser sheet thickness over the measurement volume. For reasons that will be 
explained in more detail later, a laser sheet thickness of approximately 1 mm was desired for the 
current setup. First, an f = 1000 mm converging lens was used, but it was found that the beam 




coming from the laser was not well collimated, and the waist formed was over 2 mm thick. This 
was significantly greater than the desired sheet thickness. An f = 500 mm lens was then used, 
which yielded a laser sheet thickness of ~1.2 mm in the center, tapering off to its lowest value of 
~ 0.8 mm towards the downstream edge of the laser sheet. The laser sheet thickness was measured 
by placing a piece of Zap-It brand laser burn paper on a 3D printed laser sheet alignment device. 
To diverge the beam into a sheet, three diverging lenses were used in succession. A single lens of 
the correct focal length was not available; therefore, multiple diverging lenses were used instead. 
The focal lengths used were f = -25, -50, and -100 mm.  
 Stereo PIV differs from the more common planar PIV in that it is able to resolve the out-
of-plane motion of the particles. It does this by using two cameras viewing the same region with a 
unique perspective. The unique perspective is created by mounting the cameras at an angle relative 
to the measurement plane, rather than viewing the plane normally as in planar PIV.   A schematic 
of a particle moving out of plane as viewed by a camera is shown in Fig. 18. As the angle of the 
camera relative to the normal to the plane increases, changes in the z-direction become greater 
(with respect to the perspective of the camera), and changes in the x-direction become smaller. 
Because of this, there is a tradeoff between measurement accuracy of the in-plane measurements 
versus the out-of-plane measurements. This error was quantified by Prasad,23 who developed the 
equation below to represent the out-of-plane error, 𝓌𝑧, relative to the in-plane error, 𝓌𝑥, as a 









This equation would imply that the optimum angle for stereo PIV would be 45°; however, in 
practice this is not the case. As the angle of the camera increases, the same pixel covers a larger 
region of space in the x-direction, effectively losing resolution in that direction. In addition, the 
largest velocity component, in this case the freestream, is usually aligned with one of the in-plane 
directions. So in practice, the actual ideal angle for stereo PIV is generally closer to 30°-35° for a 
symmetric camera setup.24 
 There are many factors to consider when implementing a stereo PIV setup. As a general 
procedure, it is easiest to start by setting up the PIV equipment with the desired field of view, and 
then iteratively changing parameters until the desired results can be achieved. Once the experiment 
is set up preliminarily, the particle images can be inspected. The particles should be 2-3 pixels in 
diameter. Particles that are only as large as a single pixel can cause peak-locking, an effect in 
which the particle locations (and thus the cross correlations) are biased towards integer locations.25 
This can be corrected by changing the field of view, using particles with a larger diameter, or using 
higher resolution cameras. Modern cameras often have high enough resolution that pixel locking 
Figure 18. Comparison of planar and stereo PIV setups viewing a single particle pair. 
Image from LaVision Flowmaster manual.24 
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is not a problem for many configurations. When processing PIV images, there should be at least 
8-10 particles per interrogation window. In general, smaller interrogation windows will yield an 
increase in spatial resolution, and will reduce velocity gradients found within an interrogation 
volume. The lower limit is found by shrinking the windows until the minimum number of particles 
remain in a typical interrogation window. For this experiment, interrogation windows of 32 x 32 
px were able to achieve this result. The timing between images should be set so that the particles 
shift by approximately one-quarter of an interrogation window,26 which is approximately 8 px for 
this experiment. The in-plane particle shift is used to estimate a suitable laser sheet thickness. It 
was estimated that the magnitude of the w-velocity component would be similar to that of the v-
velocity component, which is approximately one-third of the freestream velocity. Thus, using the 
px/mm scaling found by the calibration, it was determined that the particles move approximately 
0.3 mm out of plane. It was also estimated that the laser sheet thickness should be 3-4 times this 
to allow particles to remain within the sheet. This sheet thickness should be sufficiently large that 
the particles don’t leave the illuminated region excessively; however, excessive thickness creates 
a spatial average over the thickness of the sheet. Additionally, errors can accumulate as particles 
deviate from the centerline. Recall that S-PIV works by utilizing two cameras viewing the same 
particle from different perspectives. The calibration corrects the two images so that a particle at a 
certain (xo, yo, zo) location will be able to be located by both cameras. When the particle deviates 
from the centerline, the deviation is not the same for each camera, and creates a disparity between 
each view as shown in Fig. 19. For the example in Fig. 19, the particle is off-center in the positive 
z-direction. When de-warped, camera 1 will view this particle to the left of its true location along 
x. Camera 2 will view the opposite, and will estimate the particle to the right of its true location 




To minimize this effect, special calibration methods are utilized by DaVis, in addition to keeping 
the measurement volume thin.  
 For this experiment, 3000 velocity snapshots were acquired from 1000 snapshots per run 
over three runs of the wind tunnel. All image acquisition and processing were done using 
DaVis 8.3.0. The raw images have background objects that can contaminate the data and introduce 
error into the vector cross correlation. This was most noticeable in the raw particle images for the 
upstream cameras (Fig. 20a). The objects in the background can act as static peaks, and will bias 
the velocity measurement towards zero.27 To reduce this effect, a sliding average background was 
subtracted from each frame. Then, a constant 50 intensity count subtraction was done to remove 
small peaks and to floor the background noise to zero. This significantly reduced the background 
contamination, as shown in Fig. 20b. The particle images were then processed using a multi-pass
Figure 19. Schematic showing particle disparity due out of plane motion. Image from 





scheme, performing two passes with 64 x 64 px interrogation windows, followed by four passes 
with 32 x 32 px interrogation windows. An adaptive window was used to deform the window to 
capture more particle pairs with each pass. Vectors were post-processed by removing vectors with 
a Q-ratio less than 1.75. In addition, vectors that differed by more than three times the standard 
deviation of the mean of their neighbors were also removed. This helps remove erroneous vectors 
that are present in the data. This filtering is very strict, but typically removes less than 0.1% of the 
vectors in an image, confirming the excellent quality of the data.  
 The upstream and downstream fields of view were processed separately in DaVis and then 
merged in Matlab. To merge the vector fields, the X-Y grid spacing of the downstream vector field 
was extrapolated to extend upstream. Then, the upstream vector field was linearly interpolated 
onto the new grid. Once the upstream and downstream fields of view were placed on the same 
uniform grid spacing, the two vector fields were merged, using an average of the two values in the 
overlapping region. This was done on the instantaneous velocity snapshots, creating merged vector 
fields spanning the entire field of view. The final resulting vector fields after merging yielded 294 
a) b) 
Figure 20. Particle images showing a) raw image and b) processed image. 
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vectors in x and 127 vectors in y, spaced 0.56 mm apart (i.e., > 37,000 vectors per snapshot). The 
composite field of view extends from 2 mm off the face of the base to 165 mm (5.2Ro) downstream 
of the base. This field of view is sufficient to capture the entire recirculation region, the rear 
stagnation point, and the initial portion of the trailing wake. 
Particle Image Velocimetry Uncertainty 
 The uncertainty of the velocity measurements from PIV is quantified using the method 
described by Lazar et al., which has been slightly modified herein to adapt to stereo PIV.28 The 
method quantifies four sources of error: equipment, particle lag, processing error, and sampling 
uncertainty. This method produces an uncertainty value for each interrogation region (i.e., an 
uncertainty for each vector). All results here are expressed as a percentage of the freestream 
velocity (U∞ = 565 m/s). 
 The method described by Lazar was intended for use in planar, two-component PIV 
experiments. To compensate for this, the stereo PIV data were processed as planar PIV data for 
both the upstream and downstream fields of view. The uncertainties in the two fields of view are 
not stitched together, as each field of view has a different uncertainty due to the unique perspective 
of each camera. Thus, the uncertainty estimates for each field of view are provided separately. This 
analysis method only provides uncertainty estimates for the in-plane velocity components u and v. 
To estimate the uncertainty in the w-velocity component (out-of-plane), the estimation by Prasad 
is used.23 The estimate of the out-of-plane velocity uncertainty relative to the in-plane 
measurement error is estimated to be a function of the camera angle relative to the normal of the 
plane, as was previously shown in Eq. 2.23 The angle of the cameras relative to the normal to the 
measurement plane are 20° and 30° for the upstream and downstream fields of view, respectively. 
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This estimates the out-of-plane uncertainty relative to the in-plane uncertainty at 2.7 and 1.7 for 
the respective fields of view. 
 The equipment error is the smallest contributor to the overall uncertainty in the 
measurements. The original method assumed a calibration method by placing an object of known 
length in the image to obtain the pixel/mm scaling. This is only suitable for viewing the plane 
normally, which is not the case for stereo PIV. Instead, a dot card is used for both scaling and 

































The uncertainty 𝓌𝑙 represents the uncertainty in the length of the calibration device (ruler, 
measurement block, etc.) in mm. This has been changed to the accuracy of the dot placement on 
the dot card for S-PIV, which is ±0.02 mm for the LaVision Type 11 plate used in this study. The 
variable 𝓌𝐿1 represents the uncertainty in the pixel length of the calibration device, typically 1 px. 
For the calibration plate, the RMS of the polynomial calibration fit is used instead, which is 0.14 
px. The uncertainty 𝓌𝐿2 accounts for image distortion from the lens, and for planar PIV was 
assumed to be a uniform uncertainty of 0.5% of the total length of the calibration scale. The 
calibration plate for S-PIV has markers across the entire field of view and corrects for the image 
distortion, so this uncertainty is assumed to be zero. Similarly, the uncertainty in the magnification, 
𝓌𝜆, was also assumed to be zero for use with a calibration plate. The uncertainty in the timing of 
the laser and the timing unit are represented by 𝓌𝑡1 and 𝓌𝑡2, respectively. Both have an 
uncertainty of ±1 ns, per the respective manufacturer’s manual. As shown in Eq. 3, the total 
equipment uncertainty is proportional to the velocity. Thus, the uncertainty is higher in the high-
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speed freestream than the low-speed recirculation region. Even considering this, the equipment 
uncertainty is still very low, with an average uncertainty of 0.3% U∞ in the freestream, and only 
0.1% U∞ in the recirculation region. 
 The particle lag is another source of uncertainty, caused by the particles having a greater 
density than the air. This causes the particles to not perfectly follow the flow in regions of high 
fluid acceleration, particularly near shocks or in shear layers. It is assumed that for these flows, 
the particle lag is dependent only on the Stoke’s drag force.28 The particle lag uncertainty is 
described in Eq. 4. 







The calculation of the Reynolds number and drag coefficient are done through an iterative process, 
which was implemented by Hortensius.29 The particle lag uncertainty is one of the largest sources 
of uncertainty presented within certain high-gradient regions of the flowfield. The freestream and 
recirculation regions have particle lag uncertainties of approximately 1% of U∞. The shear layer 
has the highest fluid acceleration, and thus the largest particle lag uncertainty. The uncertainty is 
typically less than 3% U∞; however, it can occasionally peak to 30% U∞ at a single vector location. 
The uncertainty due to particle lag is highest within the shear layer very close to the base, where 
sharp velocity gradients are present.  
 The processing error is analyzed through the use of synthetic particle images. For a given 
instantaneous vector field, 36 synthetic particle images are generated with random noise added. 
The synthetic images are then processed using the exact same steps as the real particle images, and 
are averaged. The difference between the average of the synthetic images and the real image 
provides the measurement uncertainty from the processing. LaVision’s DaVis also provides an 
estimate of the processing uncertainty using correlation statistics,30 and is discussed in 
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Appendix B. Similar to the particle lag, the highest processing error comes from large velocity 
gradients within an interrogation volume, which are found within the shear layer. The uncertainty 
is typically less than 2% U∞, though it can peak higher, especially in the shear layer close to the 
base.  
 The combined uncertainty for a single instantaneous velocity snapshot consists of the 
uncertainty from the equipment, particle lag, and processing error. The uncertainties are combined 
using Eq. 5. 
𝓌𝑒𝑥𝑝 = √𝓌𝑒𝑞𝑢𝑖𝑝
2 + 𝓌𝑙𝑎𝑔
2 + 𝓌𝑝𝑟𝑜𝑐2 (5) 
The total experimental uncertainty is shown below in Figs. 21 and 22 for both velocity components 
of the upstream and downstream fields of view for a typical instantaneous velocity snapshot. As 
previously mentioned, the uncertainty is highest in regions with the sharpest velocity gradients, 
generally, in the shear layer. 
 The sampling error estimates the uncertainty in the mean velocity measurement. Due to the 
Figure 21. Total experimental uncertainty of u-velocity component for a typical velocity 
snapshot for a) upstream and b) downstream fields of view. 
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excessive amount of computational resources required to process synthetic images for each 
velocity snapshot, only 50 PIV images had the uncertainty processed. Their uncertainty is 






2 + ⋯+ 𝓌𝑒𝑥𝑝,𝑁
2 (6) 
To estimate the uncertainty in the mean, the average and standard deviation of all 3000 velocity 
snapshots were used with a t-test to approximate the uncertainty from the contribution of all 3000 
velocity snapshots, as shown below in Eq. 7. 
𝓌𝑡𝑜𝑡𝑎𝑙 = √𝑤𝑒𝑥𝑝,𝑡𝑜𝑡𝑎𝑙
2 + (𝑡𝑛,𝑃 ∗ 𝑆?̅?)
2
(7) 
The results for the u and v-velocity components for both fields of view are shown below in Figs. 23 
and 24. The incoming freestream has an uncertainty of 0.5% U∞, or 3 m/s. The uncertainty is higher 
within the shear layer, as expected, though still well below 3% U∞ everywhere except very close 
to the base. The uncertainty in the mean v-velocity component is very low, generally below 2% U∞, 
Figure 22. Total experimental uncertainty of v-velocity component for a typical velocity 
snapshot for a) upstream and b) downstream fields of view. 
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and shows evidence of the weak recompression shocks, where particle lag and processing 




Figure 23. Uncertainty of mean u-velocity component for a) upstream and 
b) downstream fields of view. 
 
Figure 24. Uncertainty of mean v-velocity component for a) upstream and 
b) downstream fields of view. 
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CHAPTER 4: S-PIV RESULTS 
Results of the S-PIV experiments are presented here. The results provide an investigation into the 
turbulent flow structure behind a cylindrical afterbody aligned with a supersonic freestream. The 
current work provides velocity data useful for understanding the highly separated, compressible, 
and turbulent behavior of this flow and for comparison to numerical CFD simulations, including 
instantaneous and mean flow fields, as well as kinematic Reynolds stresses. In addition, proper 
orthogonal decomposition is performed on the data in order to investigate the flow structure for a 
low-order description of the flow. Flow conditions for the experiments and the relative 
uncertainties are shown in Table 2. The uncertainty reported for the stagnation temperature and 
pressure are twice the measured variance (RMS), yielding 95% confidence. 
Table 2. Incoming flow conditions 
Flow conditions 
Parameter Mean Estimated Uncertainty Percentage 
Mach Number 2.49 0.05 2.0% 
unit Reynolds Number 44 x 106 m-1 3 x 10
6 m-1 6.8% 
Freestream velocity 565 m/s 3 m/s 0.5% 
Stagnation Pressure 389.6 kPa (56.5 psia) 1.0 kPa (0.1 psia) 0.3% 
Stagnation Temperature 287 K 4 K 1.4% 
 
Mean and Instantaneous Flow Structure 
The mean flow velocity magnitude normalized by the freestream velocity is shown in Fig. 25 with 
streamlines overlaid. The figure displays the overall structure of the flow. In the results presented 
here, there is a slight asymmetry in the flow due to slightly imperfect centering of the sting. The 
streamlines are the most sensitive to this asymmetry, and subsequent results are not as dramatically 
affected.  Directly behind the base, a conical recirculation region forms which is symmetric in the 
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mean. When the flow from the freestream along the cylinder body meets the shoulder of the base, 
a sharp expansion occurs, causing the flow to turn inwards towards the centerline. A free shear 
layer develops between the high-speed outer freestream and the low-speed recirculation zone, 
increasing in thickness as it progresses downstream. The rear stagnation point can be observed on 
the centerline by the streamlines at x/Ro = 2.60. This is similar to what was found by Reedy
9 and 
Herrin and Dutton,8 who reported the location at x/Ro = 2.77 and x/Ro = 2.65, respectively. 
Downstream of the stagnation point, the free shear layer converges, forming the compressible 
wake.  
 Some typical instantaneous velocity snapshots are shown in Fig 26. The overlaid vectors 
show the u and v in-plane velocity components, and the w-velocity component is represented by 
the color-contour background. For clarity, only every 6th vector in the x-direction and every 3rd 
vector in the y-direction are shown. It is immediately apparent that each instantaneous velocity 
snapshot differs significantly from the mean for all three velocity components. An example of this 
is shown in Fig. 26a, where the recirculation region has a mostly negative w-velocity component, 
whereas the opposite trend is observed in Fig. 26b. Furthermore, the instantaneous velocity 




snapshots show small structures that are not present in the mean velocity measurements. For 
example, the w-velocity component in both figures shows small finger-like structures in the 
compressible wake, tilted at an angle of approximately 25 degrees to the streamwise direction. 
These structures are found in most snapshots, and are very dynamic, change in size, sign of the w-
component, and its magnitude, thus further justifying the need for more advanced methods of 
investigating the flow. Observation of the instantaneous images also shows that the conical shear 
layer is not static, but rather moves up and down (and likely in and out of this plane). Later, this 
a) 
b) 
Figure 26. Typical instantaneous velocity images. 
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will be referred to as a flapping motion. Also present is a stretching and contracting of the shear 
layer and the recirculation zone in the x-direction, which will be referred to as an axial pulsing 
motion. 
 The mean velocity components, normalized by the freestream mean approach velocity, are 
shown in Figs. 27 - 30. The base of the sting is superimposed on the left side of the image as a 
reference point. Due to imperfect background subtraction, some contamination of the results is 
present in some of the results images immediately adjacent to the base. In the PIV images, a ring-
shape reflection was present from y/Ro = -0.25 to 0.25. In addition, the edge of the base is also not 
completely removed, which creates some artifacts in the form of a ring from y/Ro = -1 to 1. Also 
present in some results, in particular results that include contributions from the w-velocity 
component, is a stitch mark located at the positions x/Ro = 2 and 3. This is a result of differences 
in the measured velocity by each camera system in the overlapping region. As previously 
mentioned, the w-velocity component has the highest measurement uncertainty, and thus more 
discontinuities are likely to be found there.  
 The mean velocity measurement of the u-velocity component is shown in Fig 27. It shows 
good transverse symmetry about the y/Ro = 0 axis, which is expected from the model geometry. 
The formation and growth of the shear layer between the high-speed outer flow and the low-speed 
recirculation region is clearly visible. The free shear layer is thin near the base (just a few mm), 
but grows in thickness as it progresses downstream until it converges with the shear layer from the 
opposite side (in this planar image), downstream of the stagnation point, forming the compressible 
wake. Figure 28 shows a line plot of the u-velocity component down the centerline of the flow. As 
was found in the streamlines in Fig. 25, the stagnation point location (i.e., u/U∞ = 0) can be 
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observed at x/Ro = 2.60. In addition, the plot shows a maximum reverse velocity on the centerline 
of 0.26U∞ at x/Ro = 1.52. This is in good agreement with Herrin and Dutton,
8 who reported a 
maximum reverse velocity of 0.27U∞ at x/Ro = 1.50. Experiments by Reedy
9 do not match quite 
as closely, but are still in relatively good agreement, reporting a maximum reverse velocity of u = 
0.26U∞ at x/Ro = 1.66, which is slightly further downstream.  
 The mean v-velocity component is shown in Fig. 29. Good transverse symmetry is 
observed in this small (and, therefore, sensitive) component as well. The expansion fan formed at 
Figure 27. Mean measurement of u-velocity component. 
 
Figure 28. Line plot of mean u-velocity across centerline. 
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the shoulder of the base is clearly visible here due to the change in the v-velocity component 
induced by the flow turning inward towards the centerline. This velocity component reaches a 
maximum magnitude of 0.24U∞ at a location approximately two radii from the base. The maximum 
velocity and its location are in good agreement with Reedy9 and Herrin and Dutton,8 who reported 
a maximum transverse velocity of 0.23U∞ and 0.22U∞ respectively, at the same location. When 
the flow reaches the stagnation point, the flow turns back towards horizontal, creating another 
change in the v-velocity component. This velocity change is due to the recompression shock that 
forms from the convergence of the shear layer. The transverse velocity magnitude is very low in 
the recirculation region, which is to be expected.  
 Figure 30 shows the mean w-velocity component, which is the out-of-plane velocity 
measurement. The velocity is very nearly zero everywhere, varying only by about ±0.02U∞ 
(±11 m/s). This result is expected in the mean measurement, as the measurement plane is aligned 
with a geometric plane of symmetry of the model. This result verifies the good alignment of the 
sting in the facility C-D nozzle. Herrin and Dutton8 also reported that the mean velocity 
measurement in this direction is very low compared to the in-plane velocity measurements. The 




shear layer very near the base shows a mean slightly non-zero w-velocity component. This is 
attributed to error in the measurement of the velocity component (or more unlikely, a local swirling 
flow) at this location. The shear layer is very thin in this region, and there are very sharp velocity 
gradients within the interrogation volume that can cause error in the calculation of the velocity 
vector. It should be noted that the magnitude of the w-velocity component here is still only about 
5% of the freestream velocity, indicating that the overall uncertainty of the velocity measurements 
is low. 
Kinematic Reynolds Stresses 
The kinematic Reynolds stresses are shown in this section to gain further understanding of the 
turbulent behavior of the flow. The results are normalized by the square of the freestream velocity. 
Some effects of the background present in the particle images are visible in the results presented 
here, but the effects are small and do not affect the conclusions that are drawn from the data. Note 
that all the normal stresses share the same scaling of the color contours, but this is not the case for 
the shear stresses. 




 Figure 31 shows Rexx/U∞
2, the Reynolds normal stress in the x-direction. The top shear 
layer shows slightly greater magnitudes than the bottom shear layer; this asymmetry is again due 
to slightly imperfect centering of the sting in the nozzle, which doesn’t manifest itself as strongly 
in other results. The shape of the Rexx contours is similar to the shape of shear layer, which suggests 
that the free shear layer is the dominant contributor to the kinematic Reynolds stresses found in 
this direction. The contour defined by higher Rexx is very thin near the base, which is to be expected 
due to the shear layer being very thin in this region. Following this contour downstream, the 
contour grows in size, increasing in thickness from a few mm to approximately one base radius. 
This region of high kinematic Reynolds stress approximately spans the region from x/Ro = 1.2 to 
4.5, with peak values centered somewhat upstream of the rear stagnation point at x/Ro = 2.6. The 
maximum value within this region is Rexx/U∞
2 = 0.030 at (x,y)/Ro = (2.4, 0.35). This region of high 
Rexx is attributed to the beginning of the recompression region and the strong interaction of the 
recirculating flow with the outer shear layer, which likely produces vortices and large turbulent 
structures that contribute to strong Rexx. Reedy
9 and Herrin and Dutton8 did not show the kinematic 
Reynold stress in this direction, but they did provide turbulence intensity measurements, which 
Figure 31. Kinematic Reynolds normal stress, Rexx. 
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quantify similar features. Both publications show comparable results: regions of turbulence 
intensity that match the shape of the shear layer, and a region of higher turbulence intensity 
spanning the same x/Ro = 1.2 to 4.5 region.  
 Results for Reyy/U∞
2 are shown in Fig. 32. As was the case for the Rexx, the contour showing 
regions of high Reyy is narrow near the base. The magnitude of Reyy increases gradually as it 
progresses downstream until it hits a maximum near the stagnation point. A similar result is found 
in the radial turbulence intensity results shown by Reedy.9 Herrin and Dutton8 obtained a 
somewhat similar result, but it is more difficult to distinguish in their contour plot. Following the 
contour downstream, the strength of Reyy increases, forming a triangular region roughly centered 
around the rear stagnation point. Reyy is noticeably stronger in the shear layer, particularly after 
x/Ro = 1.5 where the recirculation zone interacts strongly with the shear layer. The maximum value 
is Reyy/U∞
2 = 0.016. Reyy maintains a large magnitude far downstream, extending even beyond the 
field of view. This is likely due to the global flapping motion of the wake that can be observed in 
the instantaneous images. 
 
Figure 32. Kinematic Reynolds normal stress, Reyy. 
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 The final normal stress component is shown in Fig. 34. The contour showing regions of 
high Rezz is thin near the base, and grows in thickness as it progresses downstream, as was shown 
in the other normal stresses. Also present in the figure is an elliptical region of high Rezz, 
approximately one base radius long, and centered about x/Ro = 1.8, y/Ro = 0. This may indicate 
that the center of the recirculation zone is not static, but may move in and out of the symmetry 
plane. This feature is not observed in the contour plot of turbulence intensity presented by Herrin 
and Dutton.8  
 For better comparison between the three normal Reynolds stresses, profiles of the stresses 
are plotted at different axial locations in Fig. 33. The contour background shows the mean velocity 
magnitude for context. As previously discussed, the normal stress is typically highest within the 
shear layer. At x/Ro = 0.5, the magnitudes of all three normal stresses are very low within the 
recirculation region, and are much larger within the shear layer. Rexx and Reyy are comparable in 
magnitude within the shear layer at this axial location, and are much greater than Rezz.  In the 
Figure 33. Line profiles of kinematic Reynolds normal stresses. 
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recompression region, located near at x/Ro = 2.5, Rexx becomes the dominant normal stress in this 
region. Further downstream in the wake region, the normal stresses decrease in magnitude, which 
is attributed to viscous diffusion effects. Although all the normal stresses decrease in magnitude, 
Rexx is still the most dominant in this region. 
 The primary kinematic Reynolds shear stress, Rexy, is shown in Fig. 35. The distribution 
looks similar to that of Rexx, suggesting that the u-velocity component fluctuation is the more 
dominant contributor. As was observed in the normal kinematic Reynolds stresses, the in-plane 
shear stress is highest within the shear layer. As before, this is attributed to the strong interaction 
of the shear layer and recirculation region. The maximum value of the shear stress is 0.015Rexy/U∞
2 
at x/Ro = 2.0. This is very similar to the results found by Reedy,
9 who reported a maximum value 
of 0.016 at x/Ro = 2.35. The difference in the axial location of the peak is attributed to the 
observation that the shear stress is approximately constant in the region spanning x/Ro = 1.4 to 1.6, 
where there are very slight differences in the value of the shear stress. Thus, the uncertainty in the 
exact location of the peak is high due to the peak value not being particularly distinguishable from 
its surrounding values.  
 
 




 The other two shear stresses are shown in Figs. 36 and 37. Note that the color contour 
scaling for these stresses is not the same as for the in-plane shear stress, and that the magnitudes 
of these two shear stresses are about an order of magnitude lower than the in-plane shear stress. 
This is to be expected because the v and w-velocity fluctuations have smaller velocity magnitudes, 
and there is no mechanism to produce these shear stresses in this plane. The images also appear to 
have more noise, which again is due to the very low magnitudes and the higher uncertainty in the 
measurement of the w-velocity fluctuations. 
 For all kinematic Reynolds stresses considered, the stress is low in the recirculation region, 
and increases in the shear layer, even more so past x/Ro = 1. This further suggests that much of the 
turbulence in the flowfield results from the interaction of the shear layer and the recirculation zone, 
particularly where the outer flow experiences recompression and reattachment. To further 
investigate this claim, proper orthogonal decomposition is used to analyze the flowfield. 




Proper Orthogonal Decomposition 
Proper orthogonal decomposition (POD) is performed on the data, utilizing the method of 
snapshots developed by Sirovich in 1987.31 The implementation of the method is outlined by 
Meyer et al.,32 and a more detailed explanation can be found in Appendix A.  
Figure 36. Kinematic Reynolds shear stress, Rexz. 
Figure 37. Kinematic Reynolds shear stress, Reyz. 
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POD is an eigenvector-based analysis that obtains orthogonal eigenmodes (also referred to 
simply as “modes”) that represent dominant velocity fluctuations of a flow. The POD analysis is 
performed by first obtaining a correlation matrix from the velocity fluctuations. The correlation 
matrix is then solved for its eigenvalues and eigenvectors. The eigenvectors are used to create the 
eigenmodes, and the corresponding eigenvalues are used to determine the relative energy of each 
eigenmode. The relative energy of a mode is the eigenvalue of that mode divided by the sum of all 
the eigenvalues. Modes with more relative energy represent more dominant velocity fluctuations. 
Thus, the energy convergence of the POD analysis is also very important when analyzing the 
eigenmodes. The number of POD eigenmodes produced is equal to the number of vector fields 
used in the analysis. To verify convergence of the current analysis, POD was processed on 
ensembles of size 500, 1000, 2000, and the full 3000. There was little distinguishable difference 
between the results from the 1000 and 2000 ensembles, thus indicating that the results had 
sufficiently converged. The results from 3000 vector fields are presented here, though they are 
indistinguishable from results using 2000 vector fields. 
POD has several advantages that make it suitable for analysis of vectors fields acquired 
from PIV. Perhaps the strongest advantage is that POD is an entirely data-driven analysis, so it 
requires no knowledge of the governing motion of the flow prior to performing the analysis. This 
makes POD applicable to a wide variety of flow fields. In addition, the vector fields required do 
not need to be time-correlated. This is important because time-correlated PIV vector fields are 
difficult to obtain for supersonic flows. POD can be used on time-resolved data to obtain temporal 
modes, comparable to the spatial eigenmodes presented here. Since the data presented here are 
non-time-correlated, the temporal modes are not presented. Finally, POD is a very fast analysis, 
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with the results being produced in a few minutes. This makes it possible to quickly process the 
vector fields in different ways, such as processing each velocity component separately.  
The relative energy for all velocity components of each mode for the current supersonic 
base flow is shown in Fig. 38a. The energy of the first mode is low at only 8%. This is comparable 
to what was found by Humble et al.,10 who also reported a value of 8% for the first mode for a 2D 
compressible planar base at Mach 2.27. The low relative energy of each mode suggests that the 
relative energy is distributed across many modes. This is also shown in Fig. 38b, which plots the 
cumulative energy. The first ten modes capture about 24% of the total energy in the flow, which 
is even poorer energy convergence than what was found by Humble et al.10 for the 2D planar 
compressible base flow. As a point of comparison, POD of the wake of a subsonic cylinder in 
crossflow can have more than half the total energy of the flow in just the first two modes.33,34 The 
low energy convergence in the supersonic base flow is attributed to the high compressibility and 
high Reynolds number of the flow, which results in a large range of scales for this flow. 
The eigenmodes are presented in Figs. 39 - 41. The eigenmodes are comparable to basis 
functions, and their magnitude is not important for this analysis. The conclusions drawn from the 
data are based on the shape of one eigenmode and its associated relative energy relative to that of 
another eigenmode. For this reason, the scale for the color contours of the eigenmodes has been 
omitted. It is also important to note that the modes do not necessarily represent physical structures 
within the flow such as vortices or eddies. Rather, they represent dominant velocity fluctuations, 
which can be attributed to a wide variety of sources.  
The first four eigenmodes of the u-velocity component are shown in Fig. 39. The structures 
present in the first several modes are elongated and oriented horizontally. In some modes, these 
structures span almost the entire streamwise length field of view. This indicates that the most 
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dominant fluctuations have a streamwise orientation. In addition, a pairing of modes can be found, 
which suggests oscillatory behavior. A pairing of two modes is indicated by two modes sharing 
similar features, but having opposite magnitudes or an inversion about an axis. This pairing can be 
observed in Figs. 39b and c, where mode three appears to be the same as mode two if it had the 
magnitudes inverted and was flipped about the y/Ro = 0 axis. The pairing of modes two and three, 
combined with the elongated, streamwise oriented structures, suggests that there is a dominant 
streamwise oscillatory motion. In combination with observation of the instantaneous images, this 
dominant horizontal oscillatory motion is attributed to a dominant axial pulsing motion of the shear 
layer. This is consistent with the findings of Humble et al.10 for a 2D planar compressible base 
flow. They found that the flow transitions from a dominant flapping motion to a more streamwise 
pulsing motion with increasing Mach number. The tested Mach numbers were 1.46, 1.78, and 2.27. 
They found that the lower Mach number cases had smaller structures in the eigenmodes, with a 
length approximately equal to half the base height. The higher Mach number case (M = 2.27) had 
much longer eigenmodes, which are similar to the eigenmodes found in this study. Thus, the 
Figure 38. POD energy plots showing a) relative energy of each mode and b) cumulative 
energy of each mode. 
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findings are consistent at these higher Mach numbers, providing evidence for a dominant axial 
pulsing motion. 
The first four eigenmodes of the v-velocity component are shown in Fig. 40. The structures 
are still elongated and oriented horizontally; however, the structures found in these modes do not 
span as far in the streamwise direction as the structures found in the u-velocity component 
eigenmodes. In addition, little to no pairing is found between modes. This lack of pairing suggests 
weaker oscillatory behavior in the v-velocity component compared to the u-velocity component, 
thus providing further evidence for a more dominant axial pulsing motion, rather than a flapping 
or helical motion. The results are somewhat comparable to those found by Humble et al.,10 with 
the shape of the first and second eigenmodes containing elongated structures. A significant 
difference is found in the recompression shock region. In the findings of Humble et al.,10 the 
recompression shock seems to be the dominant feature in the eigenmodes, appearing in many 
different modes, even in lower energy modes such as mode eight. It is likely that the recompression 
shock is a strong source of transverse velocity fluctuations in the planar geometry, resulting in its 




dominant place within the eigenmodes. This could hide other velocity fluctuations found within 
the shear layer and wake. The eigenmodes presented here in Fig. 40 show only very weak 
indication of the recompression shock. This is attributed to the much weaker recompression shock 
found in the axisymmetric flow due to the 3D relief effect. Thus, the most dominant features found 
in the eigenmodes are found within the shear layer and wake. It is also worth noting that the 
recompression shock is not visible in the kinematic Reynolds stresses, but is visible in the POD 
analysis, showing that the POD analysis can extract different features than would be found by 
other methods of flow analysis.  
The eigenmodes of the final velocity component, w, are shown in Fig. 41. Mode one shows 
a much smoother, more organized pattern in the eigenmodes compared to both the other modes of 
the w-velocity component, as well as the modes of the other velocity components. Additionally, 
eigenmode one appears to have a similar structure to Rezz, a trait that is not found in any other 
Figure 40. Eigenmodes of the v-velocity component. 
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eigenmode or the other velocity components. This can be explained by comparing how the 
kinematic Reynolds stresses and the modes of POD are calculated. The kinematic Reynolds 
stresses show the RMS of the square of all the velocity fluctuations. The important distinction is 
that the Reynolds stress shows the contribution from all the velocity fluctuations for a given 
direction. The POD shows only the most dominant velocity fluctuations for a given mode. Thus, 
in the case of the u and v-velocity components, the velocity fluctuations are distributed across 
many modes, suggesting weakly dominant behavior. For the w-velocity component, on the other 
hand, it is shown that a substantial portion of the velocity fluctuations are represented by a single 
mode. In other words, to approximate the velocity fluctuations for the u and v-velocity 
components, many eigenmodes would be needed. For the w-velocity component, the first mode 
represents a significantly larger fraction of the velocity fluctuations, and thus can create a better 
approximation using a single mode. This can be further investigated by more closely inspecting 
the energy convergence of the POD analysis. 




The POD analysis can be performed on each velocity component separately, or it can be 
performed on all velocity components at once, which yields a velocity magnitude-weighted 
average of the individual velocity components. The latter approach is what is shown above in 
Fig. 38. When comparing the two methods, the eigenmodes will appear the same for each velocity 
component. The difference is that performing the POD analysis separately on each velocity 
component produces a unique energy convergence for each velocity component. The latter method 
produces what is essentially a weighted average of the energy convergence for all the velocity 
components. Using this technique, the energy convergence of the velocity components can be 
separated. The relative energy of the first ten modes for each velocity component, as well as the 
combination of all velocity components, is shown in Fig. 42. The u-velocity component closely 
resembles the combined energy convergence, which is to be expected as it has the largest velocity 
fluctuations due to this velocity component being aligned with the freestream. The v-velocity 
component is similar, although it shows an even lower relative energy for the first mode at 6%. 
The w-velocity component, however, shows a very different result, with the first mode having a 
relative energy of more than 20%. As previously mentioned, the better the energy convergence, 
the fewer modes are needed to recreate an accurate approximation of the velocity fluctuations. In 
this instance, the first mode approximates over 20% of the velocity fluctuations. This is consistent 
with the first mode’s resemblance to Rezz, which is also a measure of the velocity fluctuations. The 
large relative energy of the first mode of w indicates that the velocity fluctuations depicted in the 




Figure 42. Energy of the first ten modes, separated by velocity component. 
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CHAPTER 5: CONCLUSIONS 
Summary of Work 
The highly separated, compressible flow behind a cylinder aligned with a supersonic freestream 
was investigated using stereo PIV. The wind tunnel used at the University of Illinois Gas Dynamics 
Laboratory can generate a supersonic base flow at a Mach number of 2.49 with a unit Reynolds 
number of 44 x 106 m-1. Two overlapping planar vector fields measuring all three velocity 
components were obtained simultaneously and stitched together using Matlab. This captured non-
time-correlated, instantaneous velocity vector fields of the full flow at high spatial resolution. 
Additionally, mean base pressure measurements are provided, and the area-averaged base pressure 
coefficient was found to be CP = -0.11. 
 The mean flow field measurements show the overall structure of the flow, and confirm that 
the flow is axisymmetric in the mean. The mean measurements show the essential flow features, 
specifically the free shear layer, recirculation region, and compressible wake, as well as the 
expansion fan at the shoulder of the base and the recompression shocks near the rear stagnation 
point. The mean velocity measurements on the wake centerline indicate a maximum reverse 
velocity of 0.26U∞ at x/Ro = 1.52. The rear stagnation point was located on the axis of symmetry 
at x/Ro = 2.60.  
The instantaneous velocity vector fields provide insight into the dynamic behavior of the 
flow. Observation of the instantaneous velocity snapshots shows that the velocity for those 
instantaneous snapshots can vary greatly from the mean. Additionally, the outer shear layer is 
observed not to be static, but to move up and down in a flapping motion (and likely in and out of 
the measurement plane), as well as expanding and contracting axially. The shear layer is also 
energetic and contains eddies and other turbulent structures. Although the velocities found within 
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the recirculation region are much lower than those found in the shear layer and freestream, the 
recirculation region is still very energetic, with a velocity that can exceed 300 m/s (53% U∞) 
instantaneously in the reverse direction. Additionally, the w-velocity component can reach 
velocities over 84 m/s (15% U∞) instantaneously. Thus, the recirculation region is not a “dead-air 
region,” but is very dynamic and energetic. The far wake is also very energetic and contains eddies 
and other turbulent structures. Specifically, the w-velocity component measurements show finger-
like structures that are angled at approximately 25° to the streamwise direction. These structures 
are not steady, and can change in size, shape, and velocity magnitude. 
Kinematic Reynolds stresses are used to show areas of higher velocity fluctuations, which 
indicate regions of high turbulence. The kinematic Reynolds stresses for all components are largest 
in the shear layer, as expected. Within the shear layer, these stresses are largest near the 
recompression region. This region of high kinematic Reynolds stress is attributed to the strong 
interaction of the outer shear layer and the recirculation zone in the region where recompression 
occurs. The similarity between Rexx and Rexy suggests that the u-velocity component is the 
dominant fluctuating velocity component in the flow, which is to be expected as this is the velocity 
component aligned with the freestream.  
 Proper orthogonal decomposition was used in order to further investigate the dynamic 
behavior of the flow. Due to the high Reynolds number and Mach number of the flow, the energy 
convergence of successive modes is poor. The relative energy of the first eigenmode was low at 
8%, and the first ten modes only accounted for about 24% of the total energy. This indicates that 
the dominance of the velocity fluctuations is spread across many modes, i.e., even the most 
dominant mode is still not very dominant. This is to be expected for the high Reynolds and Mach 
numbers of this flow, which lacks dominant large-scale structure as, say, in a von Kármán vortex 
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street wake. Observation of the eigenmodes shows horizontally oriented, elongated structures. 
These are most prominent in the u-velocity component, where a pairing of eigenmodes is also 
observed. The pairing of modes is indicative of oscillatory behavior in this velocity component. 
The shapes of the modes, in combination with the pairing of modes in u, suggest that there is an 
overall dominant axial pulsing motion, as opposed to a dominant radial flapping motion. This 
agrees with the findings of Humble et al.10 for a planar supersonic base flow at a similar freestream 
Mach number. 
The eigenmodes of the w-velocity component differ from the eigenmodes of the in-plane 
measurements in that contours of the first mode of w are much smoother and symmetric than the 
other modes of w, which appear to have substantial noise in the eigenmodes. Further investigation 
of the energy convergence of the individual velocity components shows that while the modes of w 
are weak with respect to u and v, the first mode of w is much more dominant than the other modes 
of w. When the energy convergence measures the relative energy of just the w-velocity component, 
then the first mode of w shows a relative energy of over 20%. This is to be expected, as the first 
eigenmode of w has smooth, clearly defined features. This also agrees with the similarity of the 
contours of the first eigenmode of w and Rezz. The kinematic Reynolds normal stress is a measure 
of all the velocity fluctuations for a given velocity component, and the eigenmodes show the most 
dominant velocity fluctuations. Since the first eigenmode of w is so dominant with more than 20% 
of the relative energy, it is unsurprising that it has similar contour shapes as Rezz.  
POD has proven useful for extracting the globally dominant motion of the flow; however, 
there are limitations to how much information can be extracted from the eigenmodes due to the 
poor energy convergence of the POD. Because the first modes have such low relative energy, they 
cannot be used to find large-scale turbulent structures that may dominate the flow. As mentioned 
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previously, the low energy convergence is attributed to the high Reynolds and Mach numbers of 
the base flow. 
Although the conclusions that can be drawn from POD are somewhat limited, POD can 
still be very useful for CFD validation and comparison. It is possible that a CFD simulation could 
match experimental data in the mean velocity measurements and the Reynolds statistics, and still 
not accurately match the dynamic behavior of the flow. POD offers an alternative method for 
comparing the dynamic behavior between a CFD simulation and experimental data. If the mean 
measurements, Reynolds statistics, and POD results match between the CFD simulation and the 
experimental data, this would strongly suggest that the two data sets are in good agreement. 
Recommendations 
Though POD has been useful for characterizing the dominant global behavior, other data-
processing methods may be better suited for large-scale turbulent structure identification in these 
high Mach and Reynolds number flows. One technique that may be better suited towards this task 
is multidimensional ensemble empirical mode decomposition (MEEMD). MEEMD is a technique 
that separates an instantaneous scalar field (such as velocity or vorticity magnitude) into 
components that are similar to intrinsic mode functions. These components attempt to separate 
structures in the flow based on their length scale. This technique may be more successful in 
identifying large-scale turbulent structures within the flow than, say, POD. MEEMD is currently 
being used by Koll et al.35 to investigate this same supersonic axisymmetric base flow. 
A limitation of stereo PIV is that it is unable to obtain the full velocity gradient tensor due 
to its inability to measure the spatial derivatives of velocity in the out-of-plane direction. This 
limitation can be overcome by using tomographic PIV, which is a measurement method that 
obtains velocity measurements within a volume. This can then be used to find the full velocity 
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gradient tensor, which is required for many 3D flow structure identification techniques such as the 
Q-criterion and swirling strength (λci) criterion.
36 These techniques are more well-suited to 
identifying 3D flow features in the base flow. Tomographic PIV measurements of the current 
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APPENDIX A: POD METHOD 
Method 1: Eigenvalue Decomposition 
The adaptation of POD used in this study is the Method of Snapshots developed by Sirovich 
in 1987.31 The code implementation follows the steps outlined by Meyer et al.32 The analysis 
requires velocity vector fields, which are obtained from PIV experiments in this study. Any 
removed vectors are interpolated so that there are no gaps in the data. The analysis is performed 
on velocity fluctuations, such that the velocity of a given snapshot is described by the sum of the 
mean velocity from all snapshots, ?̅?, and the instantaneous velocity fluctuation, 𝑢′, as shown in 
Eq. 8. 
𝑢 = ?̅? + 𝑢′ (8) 
The fluctuating components of the velocity then must be arranged such that each vector 
field is reshaped into a column. The method of reshaping does not matter, but the exact reverse 
procedure will be needed later to format the eigenmodes back into vector fields. This procedure 
can be done for a single velocity component, or all velocity components can be stacked, as shown 
below in Eq. 9. Note that the velocities are the fluctuating components, but the apostrophe has 
been dropped for clarity. The subscripts represent the vector number, ranging from 1 to M vectors 
per snapshot, which is greater than 37,000 for this analysis. The superscript represents the nth 
velocity snapshot, which ranges from 1 to 3000 in this analysis. 





































































The fluctuating velocities for all snapshots are contained in a single matrix. The number of 
rows is equal to the number of vectors per snapshot times the number of velocity components. The 
number of columns is the number of velocity snapshots. The autocovariance matrix should then 
be calculated as shown in Eq. 10. 
?̃? = 𝑼𝑇𝑼 (10) 
 This can be used to solve the eigenvalue problem in Eq. 11. 
?̃?𝑨𝑖 = 𝜆𝑖𝑨𝑖 (11) 
 The eigenvalues and the corresponding eigenvectors should be sorted from largest to 
smallest, as shown in Eq. 12. 
𝜆1 > 𝜆2 > ⋯ > 𝜆𝑁 = 0 (12) 
The eigenmodes can then be calculated using the eigenvectors and original velocity components. 






           𝑖 = 1,⋯ ,𝑁 (13) 
Each eigenmode is now a column vector that can be reshaped back into a vector field, using the 
reverse of the process used for Eq. 1. The relative energy of each mode is the eigenvalue of that 
mode divided by the sum of all eigenvalues.  
 
Method 2: Singular Value Decomposition 
 Alternatively, singular value decomposition (SVD) can be used. In this case, the velocity 
vectors should be arranged in the same way, but it is not necessary to use the velocity fluctuations. 
Thus, the velocities can be arranged as shown below in Eq. 15, where the velocities are the (non-






































































Using Matlab, the POD is performed simply by performing SVD on the matrix X, as shown below. 
[U,S,V] = svd(X,'econ'); 
where U represents the eigenmodes. As before, a column represents one eigenmode and must be 
deconstructed using the reverse method that X was constructed. The variable S is a diagonal matrix 
of the square roots of the eigenvalues. V represents temporal modes, which are not needed in this 
study. It is important to note that one of the modes is representative of the mean, and should be 
excluded, and its associated eigenvalue should not be included in the relative energy. Typically, if 
the analysis is performed on the velocity components, the first mode is the mode that is excluded. 
If the mean of the flow field is zero, or the analysis is performed on the velocity fluctuations, then 
the mean mode is likely the last mode, and should be omitted. The advantage of SVD is that it is 
faster and requires fewer computational resources compared to solving the eigenproblem of the 
autocovariance matrix. In practical terms, importing the data takes much longer and is necessary 
for both methods, so the advantages are small for most datasets on modern computational 
hardware. The disadvantage is that the SVD method requires omission of a mode, which may not 
necessarily be either the first or last mode. In this study, when SVD is performed on just the 
w-velocity component, the mean mode that must be removed is the second mode. This is because 
the first mode of w has quite high relative energy (and thus a larger eigenvalue), as previously 
shown. Additionally, the mean of the w-velocity component is nearly zero everywhere, making its 
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corresponding mode from SVD have a lower-valued eigenvalue. For this reason, solving the 
eigenvalue problem for the autocovariance matrix is preferable, as it is more robust and requires 
no manual omission of data. In this study, the results presented are from the analysis using 
eigenvectors and eigenvalues of the autocovariance matrix, which was chosen because of its 
robustness. The SVD method was used as a verification method, and produced nearly identical 




APPENDIX B: PROCESSING UNCERTAINTY COMPARISON 
 As previously mentioned, the estimation of the processing error in the PIV experiments in this study 
was performed using the method outlined by Lazar et al.28 This method uses the PIV vector fields to 
generate synthetic particle images with random noise added. These particle images are then reprocessed 
and compared to the original vector field to estimate the uncertainty in the velocity measurements.  
LaVision’s DaVis also provides estimates of the processing error using correlation statistics, as described 
by Wieneke.30 The advantage to the synthetic particle image method is that it can account for numerical 
error from interpolation in the de-warping of particle images. The correlation statistics do not account for 
this, as the correlations are performed only on the de-warped images. The correlation statistics, however, 
are able to account for other sources of error such as reflections present in the raw particle image.  
Figure 43a shows the PIV processing error for a typical instantaneous velocity vector field, 
processed using synthetic particle images. A vertical band of low measurement uncertainty can be observed 
down the middle, increasing as it progresses towards the edges. This increase in the uncertainty is attributed 
to the increased de-warping that occurs at the edges of the images, which is a result of the camera viewing 
the measurement plane at an angle. It should be noted that this processing method first warps, and then de-
warps the particle images, likely over-estimating this error. 
Figure 43b shows the processing error for the same instantaneous vector field, estimated using 
correlation statistics. Notably, the banding pattern observed in Fig. 43a is not present, but there is increased 
uncertainty near the base. This is attributed to the reflections present in the raw particle image. This suggests 
that the correlation statistics may more accurately predict uncertainty in the presence of reflections; 






Figure 43. Comparison between processing uncertainty calculated using a) synthetic 
particle images and b) correlation statistics. 
