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Abstract
In this paper we present an extension of regular languages to support graph queries. The proposed extension
is based on the introduction of a partial order on the strings of the languages. We extend regular expressions and
regular grammars by introducing partial orders on strings and production rules, respectively. The relations between
regular expressions and regular grammars are analyzed. We show how partially ordered languages can be used to
deﬁne path queries to search graph databases and present results on their computational complexity. Finally, we
present an application of partially ordered languages for searching the Web.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Graph data is an emerging model for representing a variety of database contexts ranging from ob-
ject oriented databases to hypertext and semistructured data [18,19,7,16,22,25,26,28]. Also many of the
recursive queries that arise in relational databases are in practice graph traversals [2,12,13,27,29]. Re-
cently, several languages and prototypes have been proposed for searching graph-like data such as the
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Web [1,3–5,14,20,21,23,24]. All these languages permit us to express (declarative) navigational queries,
called path queries, by means of regular expressions denoting paths in the graph [3,8,9,11,13,22].
Path queries permit us to express queries of the form “ﬁnd all objects reachable from a given node by
paths whose labels form a word in r” where r is a regular expression over an alphabet of labels. However,
path queries are not satisfactory since the result is the complete set of answers. In practical applications,
where the number of answers can be large, the result should be a (limited) list of answers ordered with
respect to some criteria speciﬁed by the user [10]. This is conﬁrmed by current index servers which
enable the user to search documents in the Web, by deﬁning criteria based on the content of documents
[6]. Generally, the answer of index servers is a list of documents, ordered on the basis of the criteria
speciﬁed by the user.
Thus, in order to better capture the navigational aspects of graph-like data, we introduce partially
ordered regular languages, an extension of regular languages where strings are partially ordered. Two
strings s1 and s2, such that s1 > s2, denote two paths in the graph with the constraint that the path s1
should be preferred to the path s2. Thus, in terms of grammars generating (partially ordered) strings, the
relation s1 > s2 implies that the string s1 should be generated before the string s2. In terms of paths, this
means that the paths spelling the string s1 should be navigated before the paths spelling the string s2.
Whenever the user wants a limited set of answers, the whole graph does not need to be explored and the
possibility of expressing a preference between paths should be given to the user. This is a very common
situation in searching graph-like data such as the Web, where the number of paths and solutions can be
extremely high. Thus, partially ordered languages capture the important aspect of navigational queries
such as “search ﬁrst the paths starting with the edge e1 and next, in case the solution is not complete,
those starting with the edge e2”.
1.1. Contributions
The main contributions of this paper are
• the extension of regular expressions by introducing a partial order between ‘alternative’ strings;
• the extension of regular grammars to generate sets of partially ordered regular strings;
• results on the complexity of and algorithms for graph searching by means of partially ordered path
queries.
A practical contribution is the application of partially ordered languages, in query languages for searching
graph-like data such as the Web.
1.2. Organization of the paper
The rest of the paper is organized as follows. In Section 2, we present basic deﬁnitions on regular
languages and regular grammars. InSection 3,we introduce partially ordered languages.More speciﬁcally,
we introduce, in Section 3.1, extended regular expressions and then, in Section 3.2, we present partially
ordered regular grammars. In Section 4, we show how partially ordered regular languages can be used to
search graph data and present an algorithm to compute path queries. In Section 5, we show how partially
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ordered regular languages can be used to search theWeb. Finally, in Section 6, we present our conclusions
and ongoing work.
2. Preliminaries
We assume familiarity with the basic concepts of regular languages and regular grammars [17] and
report only non-standard deﬁnitions.
2.1. Regular languages and ﬁnite automata
A string over an alphabet is a ﬁnite sequence of symbols from the alphabet. The empty string is denoted
by . The set of all strings over an alphabet  is denoted by ∗. The concatenation of two strings x and y,
written xy, is the string x followed by the string y. Any set of strings over an alphabet —i.e. any subset
of ∗—is called a language. Let  be a ﬁnite set of symbols and let L and L′ be two languages over
∗. The concatenation of L and L′, denoted LL′, is the set {xy|x ∈ L ∧ y ∈ L′}. Let L0 = {} and let
Li = LLi−1 for i1. The (Kleene) closure of L, denoted L∗ is the set⋃∞i=0 Li , i.e. L∗ is the set of all
strings obtained by concatenating zero or more strings from L. Moreover, L+ = ⋃∞i=1 Li denotes the
positive closure of L. Clearly L+ = LL∗.
Let  be an alphabet. The regular expression over  and the set that they denote are deﬁned recursively
as follows:
1. ∅ is a regular expression and denotes the empty set;
2.  is a regular expression and denotes the set {};
3. For each a ∈ , a is a regular expression and denotes the set {a};
4. If r and s are regular expressions denoting the languages R and S, respectively, then (a) r + s denotes
the language R ∪ S, (b) rs denotes the languages RS and (c) r∗ denotes the languages R∗.
Any language denoted by a regular expression is called regular.
Given an alphabet , a ﬁnite automaton is 5-tuple (Q,, , q0,Qf ), where Q is a set of states, q0 ∈ Q
is the initial state, Qf ⊆ Q is the set of ﬁnal states and  is the transition function from Q×  to Q. A
nondeterministic automaton is an automaton where the transition function is a mapping from Q ×  to
2Q. Moreover, given a symbol a ∈  and a string w ∈ ∗, (q, aw) = {(q ′, w)|q ′ ∈ (q, a)}.
We say that a stringw is accepted by a nondeterministic automaton (Q,, , q0,Qf ) if (q0, w)∩Qf =
∅. The language accepted by a nondeterministic automaton M is denoted L(M). A language L is regular
iff there exists a ﬁnite automaton M such that L(M) = L.
2.2. Regular grammars
A grammar G is a quadruple (V , T , P, S), where V denotes the set of nonterminal symbols also called
variables, T denotes the set of terminal symbols, P is a set of productions and S ∈ V is the start symbol.
We assume that V ∩ T = ∅. A production is a rule of the form A →  where  ∈ (V ∪ T )∗. In the
following, as usual, two productions of the form A→  and A→  are denoted as A→ |. Moreover,
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we assume the following notation: capital letters denote variables, lower-case letters denote terminals and
strings of terminals, greek letters denote strings of terminals and variables.
For any strings ,  ∈ (V ∪ T )∗ we write  ⇒  if and only if there are strings , , ∈ (V ∪ T )∗
and A ∈ V such that  = A,  =  and A→ . The relation⇒∗ is the reﬂexive, transitive closure
of⇒. The language generated from G, denoted L(G) is the set of terminal strings {w ∈ T ∗|S ⇒∗ w}.
Let G = (V , T , P, S) be a grammar and let 0, 1, . . . , n be strings in (V ∪ T )∗. We call any sequence
0 ⇒ 1 ⇒ · · · ⇒ n a derivation in G of n from 0. The composition of two derivations d1 = 0 ⇒
· · · ⇒ m and d2 = m ⇒ · · · ⇒ n, denoted d1d2, gives the derivation 0 ⇒ · · · ⇒ m ⇒ · · · ⇒ n.
A grammarG = (V , T , P, S) is called regular if its productions are either of the form A→ wB or of
the form A→ w with w ∈ T ∗. 2
Fact 2.1. A language is regular if and only if it is generated by a regular grammar.
Given two variables (nonterminal symbols) A and B, we say that A depends on B, written A  B if
there is a production A → B or there exists a variable C such that A  C and C  B. A variable A
is said to be recursive if A  A. Two variables A and B are said to be mutually recursive if A  B and
B  A. A production p = A→ B is said to be recursive if B  A. Given a production p = A→ ,
we denote with head(p) the head of the rule (head(p) = A) and with body(p) the body of the rule
(body(p) = ). Given a grammarG and a variableA, defG(A) (or simply def (A)whenever the grammar
G is understood) denotes the set of production rules with head A.
3. Partially ordered languages
Usually graph like databases are queried by deﬁning navigations of the database, i.e. by deﬁning paths
in the graph spelling some regular expression. Therefore, it is possible to express queries of the form
“ﬁnd all nodes reachable from a given node by means of paths spelling a given regular expression”. In
practical applications, where the number of answers can be large, the result should be a (limited) list of
answers ordered with respect to some criteria speciﬁed by the user. Thus, in order to better capture the
navigational aspects of queries on graph-like data, we introduce partially ordered regular languages, an
extension of regular languages where strings are partially ordered.
3.1. Regular expressions
Deﬁnition 3.1. A partially ordered language over a given alphabet  is a pair 〈L,>L〉 where L is a
(standard) language over  (a subset of +) and >L is a partial order on the strings of L.
2 Observe that we have used a non standard deﬁnition since usually w is assumed to be a single terminal symbol (possibly the
 symbol). Clearly, our deﬁnition is equivalent to the standard one.
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It is worth noting that we are considering a particular context were strings are used to denote (not
empty) paths in a given graph. As paths must have at least one arc, we do not allow empty strings.
The relation >L is antisymmetric and transitive. Given two partially ordered sets O1 = 〈L1, >L1〉
and O2 = 〈L2, >L2〉, we say that O2 is an instance of O1, written O2O1 if and only if L1 = L2 and
>L1 ⊆ >L2 . A partially ordered setO1 is linearly ordered if there is no partially ordered setO2 different
from O1 such that O2O1.
Next we extend classical operations deﬁned for standard languages to partially ordered languages. This
is carried out by deﬁning, for each operation, the new set of strings and the partial order on this set.
Union: The union of two partially ordered languages O1 = 〈L1, >L1〉 and O2 = 〈L2, >L2〉, denoted
O1 unionsqO2, is equal to O3 = 〈L3, >L3〉 where L3 = L1 ∪ L2 and >L3 is deﬁned as follows:
1. if a >L1 b and a >L2 b then a >L3 b;
2. if a >L1 b (resp. a >L2 b) and b ∈ L2 (resp. b ∈ L1) then a >L3 b.
Observe that the union operator is commutative, i.e.O1unionsqO2 = O2unionsqO1. Observe also thatO1unionsqO1 =
O1.
Priorized Union: The priorized union of two languagesO1 = 〈L1, >L1〉 andO2 = 〈L2, >L2〉, denoted
O1 ⊕O2, is equal to O3 = 〈L3, >L3〉 where L3 = L1 ∪ L2 and >L3 is deﬁned as follows:
1. if a >L1 b then a >L3 b;
2. if a >L2 b and b ∈ L1 then a >L3 b;
3. if a ∈ L1, b ∈ L2 and b ∈ L1 then a >L3 b.
Observe that the priorized union operator is not commutative, i.e. O1 ⊕O2 = O2 ⊕O1 since, in the
priorized union of two languages O1 and O2, the strings of O1 are ‘preferred’ to the strings of O2. The
idea behind the priorized union operator is that we give preference to the paths deﬁned by strings in the
ﬁrst set.
Fact 3.2. Let O = 〈L,>L〉 be a partially ordered set. Then, O ⊕O = O.
Proof. O⊕O = O derives from the deﬁnition of the operator⊕ sinceL∪L = L and every pair a >L b
is in the result (by Condition 1). Conditions 2 and 3 are never satisﬁed. 
Concatenation: The concatenation of two partially ordered languages O1 = 〈L1, >L1〉 and O2 =
〈L2, >L2〉, denotedO1O2, is equal toO3 = 〈L3, >L3〉whereL3 = L1 L2 and>L3 is deﬁned as follows:
x >L3 y if for each y1 ∈ L1 and for each y2 ∈ L2 such that y1y2 = y there are x1 ∈ L1 and x2 ∈ L2
such that x1x2 = x and either (i) x1 >L1 y1 or (ii) x1 = y1 and x2 >L2 y2.
Thus, in the comparison of two strings x and y we search partitions x1 and x2 of x and y1 and y2 of y
and then compare x1x2 with y1y2. In the comparison of x1x2 and y1y2 we ﬁrst compare x1 and y1 and
then, if x1 = y1, compare x2 and y2. Observe that the strings comparison introduced here coincides with
the classical comparison of strings if the order relation between the corresponding elements of x and y is
already deﬁned.
It is worth noting that the standard concatenation operator is distributive with respect to the standard
union operator, i.e. (L1 ∪ L2) L3 = L1L3 ∪ L2L3 and L1 (L2 ∪ L3) = L1L2 ∪ L1L3. This property is
not true in the general case and we have the following results:
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Proposition 3.1. Let A, B and C be three partially ordered languages. Then
1. (A unionsq B)C = AC unionsq BC, and
2. (A⊕ B)C = AC ⊕ BC.
Proof. 1. Let us ﬁrst prove that (A unionsq B)C = AC unionsq BC. Let L1 = (A unionsq B)C, L2 = AC unionsq BC, it is
straightforward that L1 contains the same strings of L2. Thus we have to show that ∀x, y ∈ L1, x >L1 y
iff x >L2 y.
Suppose ﬁrst that x >L2 y and x >L1 y. By deﬁnition of the concatenation operator, x >L1 y implies
that ∃y1, y2 such that y1y2 = y, y1 ∈ (A unionsq B), y2 ∈ C and  ∃x1, x2 such that x1x2 = x, x1 ∈ (A unionsq B),
x2 ∈ C and either x1 >(AunionsqB) y1 or x1 = y1 and x2 >C y2. Moreover, x >L2 y implies that either
x >AC y or x >BC y. But x >AC y (resp. x >BC y) implies that ∀y1, y2 such that y1y2 = y and y1 ∈ A
(resp. y1 ∈ B) and y2 ∈ C there are x1, x2 such that x1x2 = x and x1 ∈ A (resp. x2 ∈ B) and x2 ∈ C and
either x1 >A y1 (resp. x1 >B y1) or x1 = y1 and x2 >C y2. This contradicts the original hypothesis that
x >L1 y.
Suppose now that x >L1 y and x >L2 y. By deﬁnition of concatenation, x >L2 y implies that ∃y1, y2
such that y1y2 = y, y1 ∈ A (resp. y1 ∈ B) and y2 ∈ C and  ∃x1, x2 such that x1x2 = x, x1 ∈ A (resp.
x1 ∈ B) and x2 ∈ C and either x1 >A y1 (resp.x1 >B y1) or x1 = y1 and x2 >C y2. Moreover, x >L1 y
implies that ∀y1, y2 = y such that y1 ∈ AunionsqB and y2 ∈ C there are x1, x2 such that x1x2 = x, x1 ∈ AunionsqB
and x2 ∈ C and either x1 >(AunionsqB) y1 or x1 = y1 and x2 >C y2. This contradicts the original hypothesis
that x >L2 y, since x1 >(AunionsqB) y1 iff x1, y1 ∈ W and x1 >W y1 withW ∈ {A,B}.
2. The proof of this part is similar to the proof of part 1. 
However, in the general case,O1 (O2unionsqO3) (resp.O1 (O2⊕O3)) may be different fromO1O2unionsqO1O3
(resp. O1O2 ⊕O1O3).
Example 3.1. Consider the languages O1 = 〈{a, b}, {a > b}〉, O2 = 〈{b}, ∅〉 and O3 = 〈{a, b},
{b > a} 〉.
1. O2 unionsqO3 = 〈{a, b}, {b > a}〉 and O1(O2 unionsqO3) = 〈{aa, ab, ba, bb}, {ab > aa > bb > ba}〉.
O1O2 = 〈{ab, bb}, {ab > bb}〉 and O1O3 = 〈{aa, ab, ba, bb}, {ab > aa > bb > ba}〉, O1O2 unionsq
O1O3 = 〈{aa, ab, ba, bb}, {ab > bb > ba, ab > aa > ba}〉.
Therefore, O1 (O2 unionsqO3) = O1O2 unionsqO1O3.
2. O2 ⊕O3 = 〈{a, b}, {b > a}} and O1(O2 ⊕O3) = 〈{aa, ab, ba, bb}, {ab > aa > bb > ba}〉.
O1O2 ⊕O1O3 = 〈{aa, ab, ba, bb}, {ab > bb > aa > ba}〉.
Therefore, O1 (O2 ⊕O3) = O1O2 ⊕O1O3.
Closure: The (positive) closure of a partially ordered language O, denoted O+, is deﬁned as usual by
using concatenation and union of ordered languages, i.e.
O+ =
∞⊔
i=1
Oi.
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Priorized closure: The priorized (positive) closure of a partially ordered language O, denoted O, is
deﬁned by using concatenation and priorized union of ordered languages. That is
O =
∞⊕
i=1
Oi.
Observe that
⊕
is not commutative and O is equal to (O1 ⊕ O2 ⊕ · · · ⊕ Oi ⊕ Oi+1 ⊕ · · ·). The
main difference between the closure operators + and  is that the operator  gives preference to shorter
strings.
For a given language 〈L,>L〉, because >L deﬁnes a partial order on the strings of L, we shall often
omit the subscript L whenever it can be understood from the context.
Example 3.2. Consider the two partially ordered languages P = 〈{a, b}, {a > b}〉 and Q = 〈{b, c},
{b > c}〉. Then
1. P unionsqQ = 〈{a, b, c}, {b > c}〉;
2. P ⊕Q = 〈{a, b, c}, {a > b > c}〉 andQ⊕ P = 〈{a, b, c}, {b > c}〉;
3. PQ = 〈{ab, ac, bb, bc}, {ab > ac > bb > bc}〉;
4. P 1 = 〈{a, b}, {a > b}〉, P 2 = 〈{aa, ab, ba, bb}, {aa > ab > ba > bb}〉;
5. P 1 unionsq P 2 = 〈{a, b, aa, ab, ba, bb}, {a > b, aa > ab > ba > bb}〉,
6. P 1 ⊕ P 2 = 〈{a, b, aa, ab, ba, bb}, {a > b > aa > ab > ba > bb}〉.
It is well known that for a standard regular language L is (L+)+ = L+ andL+L+ = LL+. For partially
ordered languages we have the following equivalence relations:
Proposition 3.2. Given an alphabet  and letting O be a partially ordered language over , then
1. OO = OO,
2. (O) = O.
Proof. Consider two ordered languagesO1 = 〈L1, >L1〉 andO2 = 〈L2, >L2〉. Clearly, if L1 ⊇ L2 then
O1 ⊕O2 = O1. The language OO can be rewritten as (O ⊕OO ⊕OOO . . .)O which is equal
to OO = OO ⊕ OOO ⊕ OOOO . . . according to Part 2 of Proposition 1. Moreover, every
string in OiO with i > 1 is also in Oi−1O. Therefore, OO = OO.
Consider now the language (O). It can be written as (O ⊕OO ⊕ . . .). According to Part 1, it
can be rewritten as (O ⊕ OO ⊕ OOO ⊕ . . .). Since every string in OiO with i > 1 is also in
Oi−1O we derive that (O) = O. 
Deﬁnition 3.2. Let  be an alphabet. The (extended) regular expressions over  and the set that they
denote are deﬁned recursively as follows:
1. ∅ is a regular expression and denotes the empty language 〈∅, ∅〉;
2. For each a ∈ , a is a regular expression and denotes the language 〈{a}, ∅〉;
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3. If r and s are regular expressions denoting the languages R and S, respectively, then (a) r + s denotes
the language R unionsq S, (b) r > s denotes the language R ⊕ S, (c) rs denotes the languages RS, (d) r+
denotes the languages R+ and (e) r denotes the languages R. 
Observe that an extended regular expression is associated to a partially ordered language where the
partial order is implicit.
Example 3.3. The language associatedwith the regular expression (a+b)+ consists of all strings over the
alphabet  = {a, b}. Consider the languages associated with the extended regular expression (a > b)+.
As above, the language consists of all strings over  = {a, b} but we now have a partial order between
strings which states that the symbol a is preferred to the symbol b. Thus, for every two strings uav and
ubw with u, v,w ∈ ∗ we have uav > ubw.
Consider now the language (a+ b). In this case we have a partial order on the strings of the language
which says that shorter strings are preferred to longer ones. Finally, observe that the language (a > b)
has a linear order where strings are ordered following the lexicographic order. 
3.2. Partially ordered regular grammars
A partially ordered regular grammar is an extension of a regular grammar where the productions are
partially ordered.
Deﬁnition 3.3. A partially ordered regular grammar Go is a pair 〈G,>G〉 where G = (V , T , P, S) is a
standard grammar whose productions are either of the formA→ Aw orA→ w such thatw ∈ (V ∪T )+
does not contain variables depending on A and >G is a partial order on the production of P such that for
each two productions p1 and p2, p1 > p2 only if head(p1) = head(p2). 
In the above deﬁnition the conditions on the structure of rules are quite standard. Indeed they state
that each rule may have at most one body variable mutually recursive with the head variable and that
the recursive body variable coincides with the head variable. However, here we have also assumed that
productions may have n0 variables in their bodies, whereas the standard deﬁnition admits at most one
variable in the body. For the order relation among productions, here we have assumed that two rules can
be ordered only if they have the same head variable. In the following we assume that strings are generated
by means of leftmost derivations, i.e. by applying the productions to the leftmost variable.
The language generated from an ordered regular grammar Go = 〈G,>G〉, denoted L(Go) =
〈L(G),>L(G)〉, is a set of partially ordered strings. The next deﬁnition introduces an order relation
on left most derivations which is used to deﬁne the order relation >L(G).
Deﬁnition 3.4. Let Go = 〈G,>G〉 be a partially ordered grammar with G = (V , T , P, S) and let
p1 = A → 1 and p2 = A → 2 be two productions in P such that p1 > p2. We say that a derivation
d1 has priority on a derivation d2 (written d1  d2), if
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1. d1 and d2 are, respectively, of the form A⇒ 1⇒∗ w1 and A⇒ 2⇒∗ w2, or
2. there are three derivations d, d3 and d4 such that d1 = dd3 and d2 = dd4 and d3  d4.
Given two stringsw1, w2 ∈ T ∗, we say thatw1 >L(G) w2 if for each derivation of the form d2 = S ⇒∗ w2
there is a derivation d1 = S ⇒∗ w1 such that d1  d2. 
Example 3.4. Consider the partially ordered grammar Go = 〈({a, b, c, d}, {S, S1, S2},
{p1, p2, p3, p4, p5, p6}, S), {p3 > p4, p5 > p6}〉 where the productions are deﬁned as follows:
p1 = S → a S1, p3 = S1 → b, p5 = S2 → c,
p2 = S → a S2, p4 = S1 → c, p6 = S2 → d.
The strings generated by the grammar are ab, ac and ad and there are four distinct derivations generating
these strings:
d1 = S ⇒ aS1 ⇒ ab, d2 = S ⇒ aS1 ⇒ ac,
d3 = S ⇒ aS2 ⇒ ac, d4 = S ⇒ aS2 ⇒ ad.
Since d1  d2 and d3  d4 we have only ac > ad. 
Two productions p1 = A →  and p2 = A →  with p1 > p2 are denoted as A →  >  and as
A→  |  if p1 and p2 are not related. For instance the productions of the grammar of Example 3 can be
rewritten as follows: S → a ( (b > c) | (c > d) ). We next present some results on the relation between
partially ordered regular grammars and partially ordered regular languages.
Lemma 3.1. LetGo = 〈G,>G〉 withG = (V , T , P, S) be a partially ordered regular grammar and let
L(Go) = 〈L(G),>L(G)〉 be the language generated by Go. Then, >L(G) is a partial order on L(G).
Proof. (1) (Transitivity) We have to show that w1 > w2 and w2 > w3 implies w1 > w3, i.e. that if (i)
for each derivation d2 : S ⇒∗ w2 there is a derivation d1 : S ⇒∗ w1 such that d1  d2 and (ii) for each
derivation d3 : S ⇒∗ w3 there is a derivation d2 : S ⇒∗ w2 such that d2  d3 then, d1  d3 holds. Thus,
we show that for all triplets of derivations d1, d2 and d3 such that d1  d2 and d2  d3 the condition
d1  d3 holds. Generally, a derivation di can be deﬁned as the composition of two derivations, di1di2 with
di1 possibly empty. Select d21 and d31 as the maximal sequences such that d21 = d31. Clearly, d22  d32,
d22 = A⇒ 1⇒ . . . ., d32 = A⇒ 2⇒ . . . . and there are two productions inG0 of the form
p1 = A→ 1 and p2 = A→ 2 with p1 > p2. For each d11 we have that either d11  d21 or d11 = d21.
If d11  d21 then d11  d31 and, therefore, d1  d3.
Consider now the case with d11 = d21 and d12  d22. d12  d22 implies that d12 and d22 are of
the form A ⇒ 1 ⇒ . . . ., A ⇒ 2 ⇒ . . . . and there are two productions in G0 of the form
p1 = A→ 1 and p2 = A→ 2 s.t. p1 > p2 or 1 = 2. d32 = A ⇒ 3 ⇒ . . . ., since d31 = d21
and there is a production p3 = A→ 3 such that p2 > p3. This implies that p1 > p3 and then d12  d32.
Since d1 = d11d12, d3 = d31d32 and d11 = d31 we have that d1  d3.
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(2) (Anti symmetricity).Wewill show it by contradiction.Assume that there are two stringsw1 andw2 in
L(G0) such thatw1 > w2 andw2 > w1. Sincew2 > w1, for each derivation di,1 ofw1 there is a derivation
di,2 ofw2 s.t. di,2  di,1. But sincew1 > w2, a derivation di+1,1 ofw1 must exist, such that di+1,1  di,2.
This implies the existence of a sequence of derivations such that: . . . di+1,2  di+1,1  di,2  di,1 . . ..
This is impossible because there exists only a ﬁnite number of derivations for w1 and w2. 
The following theorem shows that partially ordered regular languages can be generated by partially
ordered regular grammars.
Theorem 3.1. A partially ordered language is regular only if it is generated by a partially ordered regular
grammar.
Proof. See Appendix. 
However, as shown by the following example, partially ordered regular grammars may also be used to
generate languages which are not partially ordered regular.
Example 3.5. Consider the partially ordered regular grammarGo = 〈G,>G〉 whereG = (V , T , P, S),
P contains the productions p1 = S → Sa, p2 = S → c and the partial order >G contains the pair
p1 > p2.
Clearly this grammar does not deﬁne a partially ordered regular language since it gives priority to
strings containing a greater number of a.
We next introduce a restricted class of partially ordered regular grammars which is equivalent to the
class of partially ordered regular languages.
Deﬁnition 3.5. A partially ordered regular grammar 〈G,>G〉 where G = (V , T , P, S) is said to be
restricted if
1. for each A ∈ V , P contains at most a (recursive) production of the form A→ A and,
2. ifP contains a recursive production, sayp = A→ A, then, either (a) for all non-recursive productions
p′ of the form A →  is p′ > p or (b) does not exist a non-recursive productions p′ of the form
A→  such that either p′ > p or p > p′. 
Theorem 3.2. A partially ordered language is regular if and only if it is generated by a restricted partially
ordered regular grammar.
Proof. See Appendix. 
We next present some results on the complexity of comparing strings. We ﬁrst deﬁne the complexity
of checking, given a derivation d2 producing a string, say s2, whether there exists a derivation d1  d2
producing the a given string s1. This result will then be used to compare two strings.
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Fig. 1. Function check.
Lemma 3.2. Given a partially ordered regular grammar G, two strings s1, s2 ∈ L(G) and a leftmost
derivation d2 for s2. Checking if a derivation d1 for s1 such that d1  d2 exists, can be done in time
polynomial in the size of G and in the length of s1.
Proof. The check is done by the function reported in Fig. 1. The complexity of the function is bounded
by O(|P | × |d2| × cost ( ⇒∗ s1)) where |P | denotes the number of production in the grammar, |d2|
denotes the length of the derivation d2 and cost ( ⇒∗ s1) denotes the cost of deriving s1 from .
Moreover, the length of d2 is bounded by O(|s2| × |V |) where |V | denotes the number of variables in
the grammar whereas the cost of deriving s1 from  is bounded polynomially by the size of G and the
length of s1. Therefore, the complexity of the function is polynomial in the size of G and in the length of
s1. 
Theorem 3.3. Given a partially ordered regular grammar Go and two strings s1, s2 ∈ L(Go).
1. The problem of checking if s1 > s2 is in NP;
2. The problem of checking if s1 > s2 is in coNP.
Proof. 1. It sufﬁces to guess a leftmost derivation d2 of s2 and to check that there is no derivation d1 of
s1 such that d1  d2. Both guess and check (by Lemma 3.2) can be done in polynomial time.
2. In this case we have to show that for each derivation d2 of s2 there is a derivation d1 of s1 such that
d1  d2. From the ﬁrst point, it is straightforward that this is a coNP problem. 
The bound on the complexity of comparing strings is not tight. We have not further investigated this
topic since in practical applications such as querying graph databases, regular languages are used to
specify the active domain used to evaluate queries. This is shown in the next section.
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4. Searching graph databases
Many of the recursive queries that arise in practice in relational databases and, more generally, in
graph-like data, are in practice graph traversals. These kind of queries can be formulated by means of
regular expressions. A typical query is “ﬁnd all nodes reachable from a given node by paths whose labels
form a word of a regular expression r”.
4.1. Graph databases and path queries
Database graphs:A database graph  = (N,E,	,, 
) is a directed labeled graph, where N is a set of
nodes,E is a set of edges, is a ﬁnite set of symbols denoting labels associated with arcs,	 is an incidence
function mapping E toN×N and 
 is an edge labeling function mapping E to . Let  = (N,E,	,, 
)
be a database graph and let p = (v1, e1, v2, e2, . . . , vn) where vi ∈ N and ej ∈ E be a path in . The
label path of p, denoted 
(p), is a subset of ∗ deﬁned as 
(e1), . . . , 
(en−1). Given a regular expression
r over  and a string w ∈ ∗, we say that w spells a path p in  if w = 
(p) and we say that p satisﬁes r
if 
(p) ∈ L(r).
Given a graph  and a regular expression r over  we denote with LL(, r) the set of strings in L(r)
spelling paths in , i.e. LL(, r) = {
(p) |p is a path on  ∧ 
(p) ∈ L(r)}. Moreover, given a node x0
we denote with LL(, r, x0) the set of strings in L(r) spelling paths in  starting from x0.
Path queries: Given a database graph  = (N,E,	,, 
), a set of nodes N0 ⊆ N and a regular
expression  over , a path queryQ = N0[] is deﬁned as the set of nodes y such that there is a path from
x0 ∈ N0 to y in  satisfying .
Proposition 4.1. Let  = (N,E,	,, 
) be a database graph, N0 ⊆ N a set of nodes, y a node in N
and  a regular expression over . The problem of checking if y ∈ N0[] is NL-complete. 3
Proof. (Membership) Recall ﬁrst that testing whether y belongs to N0[] can be done by considering a
NDFA with  movesM = (Q,, , q0, {qf }) accepting L(). Consider now the graph I, intersection of
the data graph  and M, deﬁned as follows:
• the set of nodes is NI = Q×N ,
• there is an arc from a node (q ′, x) ∈ NI to a node (q ′′, y) ∈ NI labelled with l iff q ′′ ∈ (q ′, l) and
∃e ∈ E such that 	(e) = (x, y) and 
(e) = l.
Denoting the size ofM as size(M) and the size of  as size(), the size of I is bounded byO(k2), where
k is the maximum between size(M) and size().
The problem of checking whether y ∈ N0[] is equivalent to solving an instance of REACHABILITY on
I, i.e. to decide whether the node (sf , y) is reachable from (s0, x) in I, for some x ∈ N0.
3NL = NSPACE(log n) is the class of decision problems which can solved by means of a nondeterministic Turing machine
using logarithm space.
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Since REACHABILITY is NL-complete, we have that the problem of deciding whether y ∈ N0[] belongs
to NSPACE( log(size(I )) ) = NSPACE( log(k) ). Since the input has size O(k), the problem is in NL.
Observe that, it is not necessary to really build the intersection graph I and store it as we need to only
store the current node, say (q, x) and consider the sets of arcs in M and  starting, respectively, in q and
x. Observe also that we do not need to build and store the automatonM since we can consider directly the
input expression  and storing the current position in the expression which is associated to a state of M.
(Completeness) Every instance of REACHABILITY on a graph D = (N,E, 
) whose edges are labelled
with symbols in  can be reduced to checking whether a node belongs to 〈{y},∗〉, where y is the input
node in the instance of REACHABILITY. 
Given a database graph  and an extended regular expression r over  we denote with POL(, r) the
partially ordered set of strings 〈LL(, r),>LL(,r)〉 where >LL(,r) is the set of all pairs (x, y) in >L(r)
with both x and y in LL(, r). Moreover, given a node x0 we denote with POL(, r, x0) the restriction
of POL(, r) to strings spelling paths in  starting from x0.
Extended path queries:
Deﬁnition 4.1. Let  be a database graph. An extended path query is of the form N [] where N is a set
of nodes in  and  is an extended regular expression. 
A path query Q = N [] deﬁnes a partially ordered set of nodes S such that y ∈ S iff there is a path
from x ∈ N to y in  satisfying . The partial order on the result S is deﬁned as follows: given two nodes
x and y in S, x > y iff for each path p1 from some xi ∈ N to y there is a path p2 from some xj ∈ N to x
such that 
(p2) > 
(p1).
LetQ = N [] be a path query. An answer to Q is any linearly ordered set X such that XN []. Since
Q may have one or more than one answer, we denote with Ans(Q) the complete set of answers.
Example 4.1. Consider the database graph shown in Fig. 2 and the regular expression r = (a > b) a b∗.
The path query {1}[r] gives the following partially ordered set 〈{1, 3, 4}, {3 > 4, 3 > 1}〉. Thus, the
complete set of answers consists of the sequences of nodes [3, 4, 1] and [3, 1, 4]. 
4.2. Computing path queries
We now discuss the problem of computing extended path queries. Before presenting our algorithm we
introduce some notation. We shall use sets of nodes and lists of sets of nodes where each two sets of
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Fig. 2. Database graph.
nodes are disjunct, i.e. the same node cannot belong to two different sets. A list containing the elements
S1, S2, . . . , Sn will be denoted as [S1, S2, . . . , Sn] where S1 is the head of the list and [S2, . . . , Sn] is the
tail. An empty list is denoted by [ ]. We shall also use the functions
1. choice, which receives in input two lists (containing sets of nodes) and selects nondeterministically
one of them;
2. append, which receives in input two lists of disjunct sets of nodes, say [S1, . . . , Sn] and [T1, . . . , Tm]
and returns the list [S1, . . . , Sn, U1, . . . , Um], where Ui = Ti − (S1 ∪ · · · ∪ Sn), for 1im.
Observe that the function append returns a list of disjunct sets if the input lists contain disjunct sets. Since
the output of a query Q is one answer, we introduce a function which computes an instance of Q which
can then be linearized to obtain one answer.
Our algorithm is implemented by means of the function Query reported in Fig. 3. It receives in input a
list of sets of nodesN1, a regular expression  and returns a list of sets of nodesN2. A list of sets of nodes
N = [S1, . . . , Sn] deﬁnes a partial order on the nodes contained in the sets; in particular x > y holds if
x ∈ Si , y ∈ Sj and i < j (i.e. the set Si precedes the set Sj in the list). Let N2 be the list computed by
the function Query, a possible answer is any linearly ordered set N3N2. 4 The nodes contained in the
same set of the list computed by the function Query are reachable from a set of nodes in N1 by means
of paths spelling the same string. Moreover, if a node is reachable by means of paths spelling different
strings, it is stored only once (recall that the sets are disjoint). Thus, our algorithm uses partially ordered
sets represented by means of lists of sets of nodes. The following example shows how path queries are
computed.
Example 4.2. Consider the path query {0}[(a + b)(b > c)] and the database graph pictured in Fig. 2
The algorithm receives in input the listL0 = [{0}] and the regular expression (a+b)(b > c). From the
application of thea+b toL0 weget either the listL1 = [{1, 2}, {3}]or the listL2 = [{3}, {1, 2}].Assuming
we select the list L1, from the application of (b > c) to L1 we get the list L3 = [{4, 6}, {5}, {7}]. Thus,
possible answers are [4, 6, 5, 7] and [6, 4, 5, 7]. Moreover, if we select the listL2, from the application of
4 Here N2 and N3 are partially ordered set represented by means of list of sets.
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Fig. 3. Extended path query evaluation.
(b > c) to L2 we get the list L4 = [{7}, {4, 6}, {5}] and possible answers are [7, 4, 6, 5] and [7, 6, 4, 5].
Indeed, the language associated with the regular expression is 〈{ab, ac, bb, bc}, {ab > ac, bb > bc}〉.
Basically, the function Query checks the type of the input regular expression  and if  is either of the
form +1 or of the form 

1 , it calls the function Closure, otherwise it calls for each set in the list, the
function Base. The function Base receives in input a set of nodes S and a regular expression  and returns
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a list of sets of nodes computed as follows:
1. if  = 1+2 it calls recursivelyQuery([S], 1),Query([S], 2) and, lettingN1 andN2 be the results
of the two calls, it returns either the result of append(N1, N2) or the result of append(N2, N1);
2. if  = 1 > 2 it calls recursively Query([S], 1), Query([S], 2) and, letting N1 and N2 be the
results of the two calls, it returns the result of append(N1, N2);
3. if  = 12 it calls ﬁrstQuery([S], 1), then lettingN1 be the result of the call, it calls recursively the
functionQuery(N1, 2). The result given by the second call is returned.
4. if  = a it returns a list containing a unique set of nodes. The set contains all nodes reachable from a
node in S by means of an arc labeled a.
The function Closure computes the closure of a regular expression  starting from a list of sets of nodes
N. Basically, at each step it applies the regular expression  to a list of sets of nodes and appends the result
to the current list. It stops when the application of the regular expression does not produce new nodes.
The output of the function Query is a partially ordered set of nodes. The following theorem states that
our algorithm is correct.
Theorem 4.1. Let  be a database graph and let N [] be an extended path query. Let U be the result of
the function Query applied to [N ] and . Then, UN [].
Proof. The nodes contained in the same set of the list are reachable from the starting set of nodes by
means of paths spelling the same string. As stated above, the function Query must compute a list of sets
of nodes ON [].
The functions reported inFig. 3 introduce additional orders among the set of nodeswithout contradicting
the partial order deﬁned by the input regular expression. Indeed, the function Base applied to an input set
S and a regular expression  works as follows:
1. If  = 1 + 2 it ﬁrst computes two lists of sets of nodes and next concatenates the two lists. The
concatenation introduces additional orders without contradicting the partial orders deﬁned by the two
lists.
2. If  = 1 > 2 it does not introduce additional orders since it appends to the nodes computed by
means of the regular expression 1, those computed by means of the regular expression 2.
3. If  = 12 it ﬁrst computes a list of sets of nodes, say S1, by using the regular expression 1 and next
applies the regular expression 2 to S1.
The correctness of the application of ﬁrst 1 and then 2, derives from the fact that given three partially
ordered languages P,Q and R such that P Q, PRQR. In fact, let O1 = QR and O2 = PR, and let
x, y be two strings in O1 such that x >O1 y. This means that for each y1 ∈ P and y2 ∈ Q such that
y1y2 = y, there exists x1 ∈ Q and x2 ∈ R such that x1x2 = x and either x1 >Q y1 or x1 = y1 and
x2 >R y2. Since x1 >Q y1 implies that x1 >P y1, we derive that x >O2 y.
Analogously, the function Closure computes an instance ofN [] since it uses the same operators used
in the function Base to compute union, priorized union and concatenation. This is sufﬁcient to guarantee
that in the computation of path queries we can decompose the regular expression. 
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Example 4.3. The partially ordered set deﬁned by the query {0}[(a + b)(b > c)] reported in Exam-
ple 4.2 is 〈{4, 5, 6, 7}, {4 > 5, 6 > 5}〉. Moreover, the list computed by the function Query can be
either [ {4, 6}, {5}, {7} ] (representing the partially ordered set 〈{4, 5, 6, 7}, {4 > 5, 6 > 5, 5 > 7}〉)
or [ {7}, {4, 6}, {5}, ] (representing the partially ordered set 〈{4, 5, 6, 7}, {7 > 4, 7 > 6, 4 > 5,
6 > 5}〉). 
Theorem 4.2. The function Query takes polynomial time in the size of the database graph.
Proof. Let n be the number of nodes in the graph. The cycle in the function Closure is executed at
most n times. Consequently, the number of recursive calls is also polynomial in the size of the
graph. 
Corollary 4.1. Let  be a database graph and let N [] be a path query. Computing one answer of N []
can be done in polynomial time.
Proof. Let L = [S1, . . . , Sn] be the result of the function Query applied to N and . It is sufﬁcient to
replace every Si with a list Li containing all elements of Si and to ﬂatten L. 
5. Searching the web
The World Wide Web is a large, distributed, collection of documents connected by hyperlinks. This
collection can be represented by means of a directed graph where nodes denote documents and arcs
denote hyperlinks. Usually the Web is searched by navigating the graph. Navigational queries are ex-
pressed by means of regular expressions denoting paths in the graph. Standard regular expressions can
be used to ﬁnd all documents reached by paths satisfying a regular expression. Since the size of the
graph is huge, the number of documents accessed can be enormous and, therefore, not useful. Par-
tially ordered regular languages can be used to introduce preferences in searching for documents in
the Web.
In this section we show how extended regular expressions can be used to search the Web by means
of examples. Since not all documents in the Web are known, documents are searched by means of
path queries starting from a given node (URL specifying a document). We use generalized path queries
as deﬁned in [3,23]. In particular, for labels we use (i) the standard “meta-symbols” “%” and “_”,
used by SQL to denote, respectively, “any character string” and any “character” and (ii) the symbols⇒
and → to denote, respectively, global (or standard) links and local links. A local link is a standard link
connecting two documents stored on the same machine. Thus “a”→ denotes all documents reachable
from the document with URL “a” by navigating only local links whereas “a” “dep%” denotes the set of
all documents reachable from the document with URL “a” by navigating a local link whose label starts
with the string “dep”. The following example presents three applications of path queries which use both
standard and extended regular expressions.
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Example 5.1. Theﬁrst query computes all documents reachable from thenodewithURL“www.unical.it”
by navigating ﬁrst a link with label “departments” or “faculties” and then navigating local links.
FIND ALL Documents d
SUCH THAT ‘‘www.unical.it’’ (‘‘departments’’ + ‘‘faculties’’) ∗→d
The next query computes at most 10 documents reachable from the node with URL “www.unical.it”
by navigating ﬁrst a link with label “departments” followed by any number of local links and next, if the
solution is not complete, by navigating the link with label “faculties” followed by any number of local
links.
FIND 10 Documents d
SUCH THAT ‘‘www.unical.it’’ (‘‘departments’’ > ‘‘faculties’’ ) ∗→d
The last query computes at most 10 documents reachable from the node with URL “www.unical.it” by
ﬁrst navigating local links and next, if the solution is not complete, by navigating also ‘external’ links.
FIND 10 Documents d
SUCH THAT ‘‘www.unical.it’’ ( ∗→ > ∗⇒)d
Observe that the ﬁrst query, which uses a standard regular expression, is deterministic whereas the
following two queries, which use extended regular expressions, may be nondeterministic. Thus, the ﬁrst
query gives the complete set of documents reachable from “www.unical.it” by means of paths satisfying
the regular expressionwhereas the following queries give a list of atmost 10 documents, reached bymeans
of paths satisfying the regular expressions. Moreover, the list of documents computed by the queries also
satisﬁes the partial order deﬁned by the regular expressions.
6. Conclusions
In this paper we have presented an extension of regular languages where strings are partially ordered.
Partially ordered languages may be used in the case where the input may be represented by means of
a graph. We have shown that partially ordered languages can be used to deﬁne path queries to search
graph databases and present results on their computational complexity.We have also shown that partially
ordered languages can be used to implement efﬁcient languages for searching the Web.
Currently, we are working on the deﬁnition of a complete algebra and calculus for partially ordered
relations and on the deﬁnition of efﬁcient algorithms for the computation of path queries. The deﬁnition
of the algebra and the calculus can be used to query general hypertext databases such as the Web as well
as relational databases.
We conclude by mentioning that a prototype of a language, based on partially ordered path queries to
search the Web, is under development at the University of Calabria.
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Appendix A. Proofs of section 3
A.1. Proof of Theorem 3.1
Theorem 3.1. A partially ordered language is regular only if it is generated by a partially ordered regular
grammar.
Proof. Wemust prove that given any extended regular expression r there exists a partially ordered regular
grammar G such that L(G) = L(r). In the proof we omit showing that L(G) and L(r) contain the same
string (it is trivial) and concentrate on the identity of the partial orders. We will reason by induction on
the form of r.
The base case is trivial since for r = a ∈ , the grammar G = 〈({S},, {p1 = S → a}, S),∅〉
generates L(r). For the inductive case we must consider how the operators are used to build regular
expressions.
Let r and s be two regular expressions denoting the languages R and S and let Gr = 〈(Vr,, Pr, Sr),
>Pr 〉 and Gs = 〈(Vs,, Ps, Ss),>Ps 〉 be two grammars generating R and S, respectively. Assume that
Vs ∩ Vr = ∅
1. R unionsq S is generated by the grammarG = 〈 ((Vr ∪ Vs ∪ {S}),, (Pr ∪ Ps∪ {p1 = S → Sr, p2 = S →
Ss}), S), (>Pr ∪ >Ps ) 〉 where S is a new variable symbol not belonging to Vs or Vr and the partial
orders are considered as standard sets of couples.
We shall prove, by contradiction, that the partial orders on L(G) =>Pr ∪ >Ps and R unionsq S are the
same. Let x, y ∈ R unionsq S and suppose that x >RunionsqS y but x >L(G) y. Since x, y ∈ R unionsq S then for each
derivation dry : Sr ⇒∗ y (resp. dsy : Ss ⇒∗ y) in Gr (resp. Gs) there is a derivation drx : Sr ⇒∗ x
(resp. dsx : Ss ⇒∗ x) in Gr (resp. Gs) such that drx  dry (resp. dsx  dsy).
Each derivation dy for y in G is either of the form dy : p1dry or dy : p2dsy . But there also exists
a derivation dx for x in G either of the form dx : p1drx or of the form dx : p2dsx such that dx  dy .
This contradicts the initial hypothesis.
Suppose now that x >L(G) y and x >RunionsqS y. Each derivation dy for y in G is either of the form
dy : p1dry or of the form dy : p2dsy , where dry and dsy are derivations for y, respectively, in Gr and
Gs . For each such dy a derivation dx s.t. dx  dy exists since x >L(G) y. p1 and p2 being unordered,
dx must be of the form dx : p1drx (resp. dx : p2dsx), where drx (resp. dsx) is a derivation for x in Gr
(resp. Gs) and drx  dry (resp. dsx  dsy). The existence of such a derivation for all derivations dry ,
since L(Gr) = R (resp. L(Gs) = S), assures that x >RunionsqS y, contradicting the initial hypothesis.
2. R ⊕ S is generated by the grammar G = 〈 (Vr ∪ Vs ∪ {S},, (Pr ∪ Ps ∪ {p1 = S → Sr, p2 = S →
Ss}), S), (>Pr ∪ >Ps ∪{p1 > p2}) 〉, where S is a new variable symbol not belonging to Vs or Vr and
the partial orders are considered as standard sets of couples. The proof that >L(G) = >R⊕S follows
the proof of Part 1, we need only to consider that p1 > p2.
3. The language RS is generated by the grammar G = 〈 ((Vr ∪ Vs ∪ {S}),, (Pr ∪ Ps ∪ {p1 = S →
SrSs}), S)..., (>Pr ∪ >Ps ) 〉, where S is a new variable symbol not belonging to Vs or Vr . We prove
that the partial orders on L(G) and on RS coincide.
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Assume that there are two strings x, y ∈ R S such that x >R S y and x >L(G) y. The condition
x >R S y implies that for all yrys = y, there are xrxs = x such that either (i) xr >R yr or (ii) xr = yr
and xs >S ys . The condition xr >R yr (resp. xs >S ys) implies that for each derivation dyr : Sr ⇒∗ yr
(resp. dys : Ss ⇒∗ ys) there is a derivation dxr : Sr ⇒∗ xr (resp. dxs : Ss ⇒∗ xs) such that dxr  dyr
(resp. dxs  dys ). Since each derivation of G is of the form d = p1drds , we derive that for each
derivation dy = p1dyr dys there exists a derivation dx = p1dxr dxs s.t. dx  dy which contradicts the
hypothesis.
Assume now that x >RS y and x >L(G) y. As above, since each derivation of G is of the form
d = p1drds , we have that for each derivation dy = p1dyr dys producing y there exists a derivation
dx = p1dxr dxs producing x such that dx  dy , i.e. that either dxr  dyr or dxr = dyr and dxs  dys .
But this implies x >R S y.
4. The language R+ is generated by the grammar G = 〈 ((Vr ∪ {S}),, (Pr ∪ {p1 = S → S Sr, p2 =
S → Sr}), S), >Pr 〉, where S is a new variable symbol not belonging to Vr . We shall prove that the
partial orders on L(G) and on r+ coincide.We note that every derivation ofG has the form d = pi1p2,
where pi1 denotes the application of the production p1, i times. The string derived from d has the
form Sr Sir . Since two different derivations, say pi1p2 and p
j
1p2, are “unordered” we derive that no
additional pair is added to partial order.
5. The language r is generated by the grammar G = 〈 ((Vr ∪ {S}),, (Pr ∪ {p1 = S → S Sr, p2 =
S → Sr}), S), (>Pr ∪{p2 > p1}) 〉 where S is a new variable symbol not belonging to Vr . The proof
follows the schema of Part 4. It differs only in the fact that two different derivations, say di = pi1p2
and dj = pj1p2 with i < j , are “ordered”, i.e. di  dj . This partial order can be obtained by adding
the pair p2 > p1 to the initial partial order. 
A.2. Proof of Theorem 3.2
To prove Theorem 3.2 we introduce a new class of regular grammars.
Deﬁnition A.1. A restricted partially ordered grammar is said to be in canonical form if every variable
is deﬁned by at most two production rules. 
Thus, every canonical partially ordered grammar satisﬁes the constraint that |def (A)|2 for each variable
A. Every restricted partially ordered grammar can be rewritten into an equivalent one that is in canonical
form. This rewriting is performed by the algorithm reported in Fig. 4 that uses the procedure canonical
reported in Fig. 5. The algorithm receives in input a restricted partially ordered grammar Go = 〈G,>G〉
and produces in output a grammar in canonical from G′. Given a partially ordered set grammar G0,
we say that a production rule p is minimal (resp. maximal) if there is no production rule p′ such that
p′ < p (resp. p′ > p). Moreover, given a partially ordered set of productions P and a production q ∈ P ,
greaterP (q) = 〈X,>X〉 where X = {q} ∪ {p ∈ P |p > q}, and >X is the projection of >P on X, i.e.
greaterP (q) denotes the partially ordered set containing q plus all productions in P which are greater
than q.
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Fig. 4. Canonical rewriting of grammars.
The following example shows how restricted partially ordered grammars are rewritten in canonical
form.
Example A.1. Consider the grammar whose productions are
p1 = S → a,
p2 = S → b,
p3 = S → c,
p4 = S → S d
with the partial order p2 > p1, p3 > p1 and p1 > p4.
The algorithm ﬁrst generates the rules q1 : S → S1 and q2 : S → S d with q1 > q2. Next, the algorithm
replaces the symbol S with S1 in the ﬁrst three rules and calls the function canonical with input variable
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Fig. 5. Procedure canonical.
symbol S1. The function canonical produces the rules q3 : S1 → a and q4 : Sn → S2 with q4 > q2,
replaces the symbol S1 with the symbol S2 in the rules p2 and p3 and calls the function canonical with
input variable symbol S2. The function canonical adds to the resulting set the rewritten rules p3 and p4.
The resulting set of rules is:
q1 : S → S1,
q2 : S → S d,
q3 : S1 → a,
q4 : S1 → S2,
q5 : S2 → b,
q6 : S2 → c,
with q1 > q2 and q4 > q3.
LemmaA.1. Let Go be a restricted partially ordered regular grammar, and let Gc be the restricted
partially ordered grammar with only two productions for each variable produced by the application of
AlgorithmA.2 to Go. Then, L(Go) = L(Gc).
Proof. At each step the algorithm selects a variable X and adds to Gc a set of productions equivalent to
defG0(X).
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In particular, if defG0(X) is in canonical form it is added toGc whereas if defG0(X) does not contain
recursive productions the function canonical, producing an equivalent set in canonical form, is called
with input defG0(X).
Moreover, if defG0(X) contains recursive rules, it is ﬁrst rewritten into an equivalent (partially ordered)
set, by partitioning the set into two sets containing, respectively, the recursive production and the nonre-
cursive ones. The partial order between nonrecursive rules and the recursive rule, if deﬁned, is preserved.
Next, the function canonical is applied to the set of nonrecursive rules. Observe that the partition of the
set of productions produces an equivalent set. Indeed, it rewrites a set of productions {X → X, X →
1, . . . , X → n} into two new sets {X → X′, X → X} and {X′ → 1, . . . , X′ → n} where the order
on the rewritten non recursive productions (rules of the form X′ → i) coincides with the order deﬁned
on the source nonrecursive productions (rules of the form X → i), and X → X′ > X → X iff all
nonrecursive productions are greater than the recursive production in the source set.
A string in is produced by a unique derivation in the ﬁrst grammar and also in the second one. Further,
it is evident that the order among derivations is the same in both the sets of productions.
To complete the proof. We have to show that the function canonical introduces a set of productions
that is equivalent to the input set of productions P. Since function canonical is recursive, we prove the
claim reasoning inductively on the cardinality of P. Observe that the set P contains only nonrecursive
productions having the same head symbol.
The base case (cardinality of P less than or equal to 2) is trivial since P is added to the resulting setG′.
Consider now the inductive case (cardinality of P greater than 2). We have two different cases:
1. P has a minimum element p.
For the inductive hypothesis, canonical(P ′, Xp) introduces in G′ a set of productions equivalent to
P ′. Further, since p is the minimum element of P it is preferred to all other productions in P and then
P ′ united to p, p′ is equivalent to P.
2. P does not have a minimum element.
The function selects a minimal element p and splits the set P into two sets of productions P ′ =
greaterP (p) and P ′′ = ∪q ∈P ′greaterP (q). Let Q′ (resp. Q′′) be derived from P ′ (resp. P ′′)
by replacing the symbol X in the head of the productions with Xp (resp. Xnp). The union of the
rules in Q′,Q′′ and 〈{X → Xp,X → Xnp}, ∅〉 is equivalent to P. By induction, the application
of the function canonical to Q′ and Q′′ gives two partially ordered sets equivalent to Q′ and Q′′,
respectively. 
Theorem 3.2. A partially ordered language is regular if and only if it is generated by a restricted partially
ordered regular grammar.
Proof. only if ) Straightforward since the grammars used in the proof of Theorem 3.1 are restricted.
if ) It sufﬁces to show that, given a restricted partially ordered regular grammar in canonical form
Go, there exists an extended regular expression r such that L(r) = L(Go). We show this reasoning by
induction on the number of variables in the grammar. Let Go = 〈G,>G〉 where G = (V , T , P, S).
1. Base case: V = {S}.
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Assume P = {p1 = S → , p2 = S → } (i.e. P is not recursive), with ,  ∈ T +. If p1 > p2 (resp.
p2 > p1) then r =  >  (resp. r =  > ) otherwise (there is no ordering among p1 and p2), r = +.
Clearly L(r) = L(Go).
Assume P = {p1 = S → S, p2 = S → } (P is recursive), , with ,  ∈ T +. If p2 > p1 then
r =  > ( ) otherwise r = + ( +). It is obvious that L(r) = L(Go).
2. Inductive case. Assume that for every variable X in the body of the productions deﬁning S there is
an extended regular expression rX such that L(rX) = L(GoX) where GoX = 〈(V , T , P,X),>G〉.
If the deﬁnition of S consists of two nonrecursive productions p1 = S →  and p2 = S → 
with p1 > p2, the regular expression rS such that L(rS) = L(Go) is r > r where r and r denote,
respectively, the extended regular expressions associated with  and . Moreover, if the productions p1
and p2 are not ordered the regular expression rS is r + r.
The regular expression associatedwith a terminal symbol a is awhereas that associatedwith a sequence
X a, with X ∈ V and a ∈ T , is rX a, where rX is the extended regular expression associated with X.
If the deﬁnition of S consists of two productions p1 = S →  and p2 = S → S  with p1 > p2, the
regular expression rS such that L(rS) = L(Go) is r > (r r ). Moreover, if the productions p1 and p2
are not ordered the regular expression rS is r + (rr+ ).
The regular expression associated with a variable X = S is derived inductively by considering the
grammar Go′ = 〈(V ′, T , P ′, X),>G′ 〉 where V ′ = V − {S}, P ′ = P − defGo(S) and >G′ is derived
from >G by deleting the pairs comparing productions deﬁning S. Clearly, L(GoX) = L(Go′). 
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