The capabilities of super-resolution (SR) reconstruction (i.e., techniques for enhancing image spatial resolution) have been boosted recently by the use of deep convolutional neural networks. For SR, they are learned using huge training sets composed of original images, each of which is coupled with a low-resolution counterpart. In this paper, we explore how the SR performance depends on the procedure employed to obtain the training data. Up to date, this has not been given much attention-commonly, bicubic downsampling is used. Our extensive experimental study indicates that the training data characteristics have a large impact on the reconstruction accuracy, and the widely-adopted approach is not the most effective for dealing with satellite images. Overall, we argue that developing better training data preparation routines may be pivotal in making SR suitable for real-world applications.
INTRODUCTION
Super-resolution (SR) reconstruction is aimed at generating a high-resolution (HR) image from a low-resolution (LR) observation (a single image or multiple images) [10] . SR is a deeply explored research topic of considerable practical potential, as developing effective SR techniques may allow for overcoming the spatial resolution limitations of the imaging sensors, which is a common problem in remote sensing.
Related work
Existing single-image SR methods can be categorized into: (i) frequency-domain techniques [2] , (ii) reconstruction-based methods which exploit prior knowledge on the object appearance [11] , and (iii) algorithms that learn the mapping between LR and HR [12] . Recently, we have witnessed a breakthrough in the learning-based single-image SR, attributed to the use This work is funded by European Space Agency (SuperDeep project). The work was partially supported by Institute of Informatics funds no. 02/020/BK 18/0128 (MK) and BKM-556/RAU2/2018 (PB, DK, JN). of deep convolutional neural networks (CNNs). Deep learning SR originates from sparse coding [12] , aimed at creating a dictionary of LR patches, associated with their HR counterparts. The reconstruction consists in exploiting that dictionary for converting each LR patch from the input image into HR.
Super-resolution CNN (SRCNN) [3] , followed by its faster version (FSRCNN) [4] , was proposed for learning the LR-to-HR mapping from a number of LR-HR image pairs. Despite relatively simple architecture, SRCNN outperforms the state-of-the-art example-based methods. In [8] , SRCNN was trained with Sentinel-2 images, which according to the authors improved its capacities of enhancing satellite data. Certain limitations of SRCNN were addressed with a very deep super-resolution network [6] , trained relying on fast residual learning. The domain expertise was exploited in a sparse coding network [9] , achieving high training speed and model compactness. Recently, generative adversarial networks are being actively explored for SR [7] . They are composed of a generator (ResNet in [7] ), trained to perform SR, and a discriminator which tries to distinguish the ResNet reconstruction outcomes from real HR images.
Contribution
Deep CNNs for SR are trained from a dataset of corresponding LR-HR patches. As deep networks commonly require huge amounts of training data, LR images are obtained by subjecting the original HR images to a degradation procedure based on an assumed imaging model. In most works [3, 7, 8] , bicubic downsampling is applied to transform HR into LR, and in some cases [4] , the training set (T ) is additionally augmented with translation, rotation, and scaling. However, it has not been analyzed whether and how T (including the degradation procedure) influences the reconstruction accuracy.
In this paper, our contribution consists in addressing the aforementioned research gap. We investigate the influence of T , used for training a CNN, on the reconstruction performance. We trained two different CNNs (Section 2) with natural images from the DIV2K single-image SR benchmark, and with Sentinel-2 images. The trained CNNs are tested in two settings: for reconstructing artificially-degraded satellite images (original images are treated as reference HR data), as well as in a real-world scenario-for original Sentinel-2 images, matched with SPOT and Digital Globe WorldView-4 images of the same region. The results of our extensive experiments (reported in Section 3) indicate that the degradation procedure used for creating T plays a pivotal role here. It has a larger impact on the SR performance than the domain of images exploited for training (natural vs. satellite), and it is even more important than the choice of the CNN architecture.
DEEP LEARNING FOR SUPER-RESOLUTION
In this work, we investigate the impact of T on two CNNs of different complexity: FSRCNN [4] , being a relatively shallow CNN, and a much deeper residual net (SRResNet [7] ). Figure 1 shows the architecture of FSRCNN [4] -the network is composed of five major parts aimed at: (i) feature extraction, realized by the first convolutional layer (denoted as Conv) with n = 56 kernels of size k = 5 × 5, (ii) shrinking, performed using n = 16 kernels (1 × 1) to reduce the number of features (from 56 to 16), (iii) non-linear mapping using multiple (m = 4) convolutional layers with n = 16 kernels (3 × 3), (iv) expansion which inverses the shrinking and increases the dimensionality of the feature vectors from 16 back to 56, and (v) deconvolution which produces the reconstructed HR image. FSRCNN can be trained faster than SRCNN and it offers real-time performance after training [3, 4] . [4] . For each layer, we report the number of filters n, and the size of a square filter k (e.g., k5n56 means 56 filters of size 5 × 5).
The SRResNet [7] architecture (Fig. 2 ) benefits from the residual connections between the layers [5] . The residual blocks (RBs) are the groups of layers stacked together with the input of the block added to the output of the final layer contained in this block. In SRResNet, each block encompasses two convolutional layers, each followed by a batch normalization (BN) layer that neutralizes the internal covariate shift. The upsampling blocks (UBs) allow for image enlargement by pixel shuffling (PS) layers that increase the resolution of the features. The number of both RBs and UBs is variable-by increasing the number of RBs, the network may model a better mapping, whereas by changing the number of UBs, we may tune its scaling factor. However, by adding more blocks, the architecture of the network becomes increasingly complex, which makes it harder to train. Fig. 2 . SRResNet architecture proposed in [7] . In this work, we used N rb = 16 RBs and N ub = 1 UB. 
EXPERIMENTAL STUDY
We trained FSRCNN and SRResNet using natural images from the DIV2K dataset 1 , and Sentinel-2 images. From these images, the patches were extracted 2 to create T and validation set (V ), as specified in Table 1 . LR images were obtained from HR ones using different downsampling techniques: nearest neighbor (NN), bilinear, bicubic, and Lanczos. We also created a mixed set-the downsampling technique was randomly selected for each image. For Lanczos, we additionally applied Gaussian blur with σ b = 0.7 (Lanczos-B), Gaussian noise with σ n = 0.01 (Lanczos-N), and both blur and noise with σ n = 0.022 (Lanczos-BN). Examples of patches in T are shown in Fig. 3 . We used Python with Keras to implement the CNNs. The experiments were run on an Intel i9 4 GHz computer with 64 GB RAM, and two RTX 2080 8 GB GPUs. We used ADAM optimizer with learning rate of 10 −3 . The optimization stops, if after 50 epochs the accuracy over V does not increase. After training, the nets were tested using two kinds of test sets (Ψ): (i) artificially-degraded (AD) images-10 HR images of size 500 × 500 pixels, bicubically downsampled to 250 × 250 pixels, and (ii) real satellite (RS) images acquired at different resolution-we used three Sentinel-2 scenes as LR, two of which are matched with SPOT images and one is matched with Digital Globe WorldView-4 image. We evaluate the reconstruction accuracy relying on peak signal-to- noise ratio (PSNR), structural similarity index (SSIM), visual information fidelity (VIF), universal image quality index (UIQI), and keypoint features similarity (KFS) [1] . For all these metrics, higher values indicate higher similarity between the reconstruction outcome and the reference image.
In Table 2 , we show the reconstruction accuracy obtained with FSRCNN and SRResNet trained using different T 's. We highlight PSNR and SSIM scores (in gray) for AD after training with bicubically downsampled T , as this is the scenario most often reported in the literature. From these scores, SR-ResNet is slightly better than FSRCNN, and using satellite data for training appears to be beneficial. However, from all the scores, it is clear that the degradation procedure is more significant than both the type of images in T and the network architecture. Actually, the nets trained with T 's based on NN perform in the best way, which can also be assessed qualitatively from Fig. 4 . If T is blurred (Lanczos-B), then the image sharpening is too strong, resulting in many high-frequency artifacts. A surprising outcome can be observed for SRResNet (Bicubic, Sentinel)-the details in the sea area are lost after reconstruction, but the land area is reliably restored.
For RS images, it is not clear from the metrics in Table 2 which T is the best. The values are much lower than for AD, as the reference HR images were acquired using different sensors, so even if an image is well reconstructed, it is substantially different from HR-if HR images are downsampled to the LR dimensions using NN, then their average PSNR to LR images is 16.46 dB, which may be treated as a baseline value (this problem is given more attention in [1] ). From Fig. 5 , it can be seen that NN downsampling (best for AD) results in a blurry outcome. Interestingly, Lanczos-B (very poor for AD), delivers better results in this case (and it is consistently picked by the KFS metric-the similarity to HR in the domain of the detected keypoints is the highest here). Similarly to AD, severe artifacts in the sea area can be observed for SRResNet trained with some T 's (Mixed and NN, for Sentinel). In our opinion, visually most plausible results are obtained using bilinear downsampling (for both Sentinel and DIV2K), which is also reflected with the highest UIQI scores in Table 2 .
CONCLUSIONS
In this paper, we reported our experimental study on preparing the data to train deep CNNs for satellite image SR. The results indicate that the degradation procedure used to generate the training data has a tremendous impact on the SR performance, which is usually neglected in the literature. Furthermore, it is worth noting that much deeper architecture of SRResNet does not seem to outperform a relatively simple FSRCNN, when appropriate T is used.
Currently, we are exploring how to combine different degradation procedures, including data augmentation techniques, to create training sets which better reflect the actual imaging conditions. We expect that this will allow deep CNNs to increase their performance for real satellite images.
