If a Brownian motion is physically constrained to the interval [0, γ] by reflecting it at the endpoints, one obtains an ergodic process whose exponential rate of convergence to equilibrium is π 2 2γ 2 . On the other hand, if Brownian motion is conditioned to remain in (0, γ) up to time t, then in the limit as t → ∞ one obtains an ergodic process whose exponential rate of convergence to equilibrium is ], and then continues until it again hits an endpoint at which time it is catapulted again to pγ , etc. The resulting process-Brownian motion physically returned to the point pγ-is ergodic and the exponential rate of convergence to equilibrium is independent of p and equals 2π 2 γ 2 . In this paper we define a conditioning analog of the process physically returned to the point pγ and study its rate of convergence to equilibrium.
If a Brownian motion is physically constrained to the interval [0, γ] by reflecting it at the endpoints, one obtains an ergodic process whose exponential rate of convergence to equilibrium is π 2 2γ 2 . On the other hand, if Brownian motion is conditioned to remain in (0, γ) up to time t, then in the limit as t → ∞ one obtains an ergodic process whose exponential rate of convergence to equilibrium is 3π 2 2γ 2 . A recent paper [2] considered a different kind of physical constraint-when the Brownian motion reaches an endpoint, it is catapulted to the point pγ, where p ∈ (0, 1 2 ], and then continues until it again hits an endpoint at which time it is catapulted again to pγ , etc. The resulting process-Brownian motion physically returned to the point pγ-is ergodic and the exponential rate of convergence to equilibrium is independent of p and equals 2π 2 γ 2 . In this paper we define a conditioning analog of the process physically returned to the point pγ and study its rate of convergence to equilibrium.
1. Introduction and statement of results. Consider a free Brownian particle that one wants to constrain to the interval [0, γ] in such a way that the resulting process is Markovian and ergodic. There are two classical ways to do this-one via a physical constraint and one constrained via conditioning. For the physical constraint, one introduces reflection at the two endpoints to obtain reflecting Brownian motion. The infinitesimal generator of this process is the Neumann Laplacian on For t > 0, one considers the conditioned process P x (X(·) ∈ ·|T 0,γ > t). This process is a time inhomogeneous Markov process, and as t → ∞, it converges weakly to a limiting diffusion process that we call Brownian motion conditioned to remain in (0, γ), and which can be described as follows [5] . Let L D denote the Dirichlet Laplacian on [0, γ] . It is the closure of the operator L = 
Denoting the invariant probability densities by µ (N ) and µ
, we find that
The spectrum is invariant under h-transforms; thus the spectrum of (
2 )(φ 0 u) = −λφ 0 u, and φ 0 u satisfies the Dirichlet boundary condition if u is bounded.) The first positive eigenvalue for −L N is given by λ
Since the principal eigenvalue is 0, this first positive eigenvalue is the spectral gap. As is well-known, the spectral gap controls the rate of convergence to equilibrium. Letting p (N ) (t, x, y) and p (D) (t, x, y) denote the transition probability densities for the two processes, one can show that
(To prove this, one writes the transition probability density in an eigenfunction expansion as in the proof of (2.11) below. However, in the present case unlike in (2.11), all the eigenvalues and eigenfunctions can be calculated explicitly.) Thus, the exponential rate of convergence to equilibrium for Brownian motion conditioned to remain in (0, γ) is three times the rate for reflected Brownian motion. Now consider the following alternative physical conditioning. Fix p ∈ (0, 1 2 ]. The Brownian particle starts from some point in (0, γ) and runs freely until it hits 0 or γ. When it hits one of these endpoints, the particle is immediately catapulted to pγ from where it continues its Brownian motion until it again hits an endpoint and is again catapulted to pγ, etc. We will call this process Brownian motion physically returned to the point pγ. (We consider p ∈ (0, 1 2 ] instead of in (0, 1) because the cases p and 1 − p are equivalent by symmetry.) This process, which is of course discontinuous, was investigated in a recent paper [2] . Among other things, it was shown that the process is an ergodic Markov process with invariant measure γ 2 on the right hand side above; they didn't realize that the two larger order terms that ostensibly contribute to the slower rate of decay in fact cancel one another.)
We were intrigued by the fact that the exponential rate of convergence to equilibrium for Brownian motion physically returned to pγ is independent of p. Note that the exponential rate of convergence to equilibrium is four times as fast as that of reflected Brownian motion and a little faster than that of Brownian motion conditioned to remain in (0, γ). In light of the above considerations, we were interested in constructing a Markov process which would constitute the conditioning analog of the Brownian motion physically returned to a point, and to investigate its spectral gap and rate of convergence to equilibrium. The process in question should be such that when it is in (0, pγ) it looks like Brownian motion conditioned to hit pγ before 0, and when it is in (pγ, γ) it looks like Brownian motion conditioned to hit
As is well-known [6, chapter 7] , Brownian motion on (0, pγ) conditioned to hit pγ before hitting 0 corresponds to the h-transformed operator (
dx and Brownian motion on (pγ, γ) conditioned to hit pγ before hitting γ corresponds to the h-transformed operator (
dx . Thus the process we are looking for is the solution to the martingale problem for the operator
Note that the drift has a discontinuity at pγ. However, since the drift is bounded in a neighborhood of pγ, this discontinuity causes no problem; the martingale problem is well-posed for bounded measurable drifts and continuous diffusion coefficients [10] . (The drift is unbounded at the endpoints but this too is no problem; indeed, this is what prevents the process from leaving (0, γ).) We will call this process Brownian motion returned to the point pγ by conditioning. The process can also be obtained via a procedure similar to the one used to obtain the Brownian motion conditioned to remain in (0, γ). can be obtained as the following weak limit: 
where
Remark. Note that the Radon-Nikodym derivative "rewards" paths that spend a lot of time at pγ (through the term exp( l pγ t∧T 0,γ 2γp(1−p) )), and "penalizes" paths that stray away from pγ toward the endpoints (through the term ψ p (X(t ∧ T 0,γ ))).
We will prove the following theorem. Let p cond,p (t, x, y) denote the transition probability density for Brownian motion returned to the point pγ by conditioning.
Theorem 1. Brownian motion returned to the point pγ by conditioning has invariant probability density given by
µ cond,p (x) = 3x 2 p 2 γ 3 , if 0 < x ≤ pγ; 3(γ−x) 2 (1−p) 2 γ 3 , if pγ ≤ x < γ.
One has
where Q(p) is a continuous, strictly increasing function on (0, 
In fact, for p ∈ (0,
, where q is the smallest positive root of the equation
The theorem allows us to conclude that for Brownian motion returned to a point by conditioning, the exponential rate of convergence to equilibrium depends on the particular point, unlike in the case of Brownian motion physically returned to a point. For p = 1 2 , the exponential rate of convergence to equilibrium is equal to that of Brownian motion physically returned to a point, but for all other p the rate is slower. Even the slowest rate is more than twice as fast as the rate for reflected Brownian motion. For p sufficiently close to 0 (sufficiently close to 1 2 ), the rate is less than (greater than) that of Brownian motion conditioned to remain in (0, γ).
and with the Dirichlet boundary condition. More precisely, A p is defined via the quadratic form q(φ) = The two propositions and the theorem will be proved in the next section.
Proof of Results.

Proof of Proposition
It follows from the definitions that for m ≤ n, the process corresponding to P
, is Brownian motion conditioned to hit pγ + δ before hitting 0. This conditioned Brownian motion on (0, pγ + δ) is the diffusion corresponding to the h-transformed operator (
Note that this operator has the same form as has the restriction of L p (in (1.1)) to the interval (0, pγ). Thus, for f ∈ C ∞ 0 (R) and m ≤ n,
Similarly, for m < n, it follows that on F is Brownian motion conditioned to hit pγ before hitting γ. This conditioned Brownian motion on (pγ, γ) is the diffusion corresponding to the h-transformed operator
This operator is the restriction of L p (in (1.1) ) to the interval (pγ, γ). Thus, for f ∈ C ∞ 0 (R) and m < n,
, for m < n, and since lim n→∞ P (n,δ) x (σ δ n ≤ t) = 0, for all t ≥ 0, it follows that there exists a measure P Thus, from Girsanov's theorem [6, 9, 10] it follows that (2.5) dP
From (2.1) and (2.2), it follows that for
f ∈ C ∞ 0 (R), (2.3) f (X(t))− t 0 L p f (X(s))1 [pγ,pγ+δ] c (X(s))ds−B (δ) f (t) is a P (δ) x − martingale, where B (δ) f (t) satisfies (2.4) |B (δ) f (t)| ≤ M t 0 I [pγ,pγ+δ] (X(s))ds, with M = sup x∈[pγ,pγ+δ] max{ 1 x |f (x)|, 1 γ − x |f (x)|, 1 2 |f (x)|}.
From (2.3), it is clear that one can find a constant A f such that g(X(t)) −
We have ψ p ((pγ)
, where δ y (·) is the Dirac delta-function at y. In particular then,
. Thus, the generalized Ito formula for functions whose second derivatives are measures [9, IV-45] gives (2.6)
Substituting (2.6) into (2.5), we obtain
Proof of Theorem 1. The Brownian motion returned to the point pγ by conditioning corresponds to the operator L p in (1.1). Recall from the proof of Proposition 2 that
, where ψ p is as in (1.2). Consequently we can write the operator L p as an h-transform in the following way:
We need to impose the Dirichlet boundary condition on the operator 
where A p is the operator defined in the paragraph containing (1.
3). It is easy to check that the adjoint of an operator of the form
will be of the form vψ p , where v solves ( We now turn to the spectrum of −L p . We will show first that −L p has a compact resolvent; that is, there exists a sequence 0 = λ 0 < λ 1 ≤ λ 2 ≤ ... of eigenvalues satisfying lim n→∞ λ n = ∞ and a corresponding complete sequence of eigenfunctions. By (2.7) and the spectral invariance under h-transforms, it suffices to show this for the operator −(
) with the Dirichlet boundary condition. The quadratic form corresponding to this operator is given by
where the infimum and the supremum are over functions u which vanish at 0 and γ, it follows from the mini-max principle [8] that if lim n→∞λn = ∞, then the operator has a compact resolvent and λ n =λ n . Using the boundary condition on u and the normalization, along with the inequality |ab| ≤ 
Thus,
However,
dx is the quadratic form for 
We can write L p from (1.1) (or (2.7)) in divergence form as (2.10)
(Recall that up to a multiplicative constant, µ
vanishes at the endpoints, we impose no boundary conditions. Let {φ n } ∞ n=0 be an orthonormal sequence of eigenfunctions corresponding to the eigenvalues {λ n } ∞ n=0 . In particular, φ 0 = 1. Now,L p , the adjoint (with respect to Lebesgue measure) of L p , is easily seen to be self-adjoint with respect to the density 
. If we show that the series
, for all t > 0, then (2.11) will hold pointwise and also, clearly, (2.9) will hold.
In order to show this uniform convergence, we need to estimate φ n . Before entering into calculations, we investigate the smoothness of φ n at the singularity pγ. By (2.7) and (2.7 ), L p is the h transform of −A p with h-function ψ p . Thus,
, where f n is the eigenfunction corresponding to the eigenvalue λ n for the operator −A p . Since
From these facts, it follows that φ n is continuous at pγ-the singularity at pγ first enters into φ n at the level of the second derivative.
We now estimate φ n . We begin by showing that
In fact, (2.12) follows from a direct calculation using the facts that
Recall that by the normalization, 
, it follows from (2.12) and the fact that φ n is continuous that
Using Cauchy-Schwarz and the fact that µ (cond,p) = aψ 2 p , for some a > 0, we obtain from (2.13) (2.14)
Since ψ p (0) = 0 and ψ p (0) = 0, it follows that
, and some C > 0.
From (2.14) and (2.15) along with the corresponding calculation starting from γ instead of 0, it follows that , it follows that the series
(y) converges uniformly.
In light of (2.9), to complete the proof of the theorem it remains to show that
where Q is as in the statement of the theorem. As we've noted above, λ 1 is the first positive eigenvalue for the operator 1
.
Then since
while the continuity requirement at x = pγ gives
Finally, in order to take care of the Dirac δ-function, we need (1 − p) . We will now show that if we set (1 − p)q = κ 0 π, then 
