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Abstract
In this work a framework for quantum transport simulation from first
principles is introduced, focusing on the coherent case. The model is based
on the non-equilibrium Green’s function (NEGF) formalism and maximally
localized Wannier functions (MLWFs). Any device simulation, here based
on two-dimensional (2-D) materials, starts by identifying a representative
unit cell, computing its electronic structure with density functional theory
(DFT), and converting the plane-wave results into a set of MLWFs. From this
localized representation of the original unit cell, the device Hamiltonian can
be constructed with the help of properly designed upscaling techniques. Here,
a powerful tool called Winterface is presented to automatize the whole process
and interface the initial MLWF representation with a quantum transport
solver. Its concepts, algorithms, and general functionality are discussed on
the basis of a molybdenum disulfide (2-D) monolayer structure, as well as
its combination with tungsten disulfide. The developed approach can be
considered as completely general, restricted only by the capability of the user
to perform the required DFT calculations and to ”wannierize” its plane-wave
results.
Keywords: C++, Wannier functions, quantum-transport, DFT, 2-D
materials
1. Introduction
The inevitable end of Moore’s scaling law [1] calls for novel transistor
concepts that can deliver reliable logic performance in future ultra-scaled
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technology nodes. Although the semiconductor industry has already moved
to three-dimensional FinFETs [2], innovations at the architecture and ma-
terial levels will be required for next-generation devices. Besides the widely
studied gate-all-around (GAA) nanowire (NW) [3, 4, 5] and ultra-thin-body
[6] field-effect transistors, recent years have seen the emergence of a new
class of two-dimensional (2-D) materials consisting of atomically thin lay-
ers connected by van der Waals forces. Its first and probably most famous
member is graphene, which was discovered by Novoselov et. al. in 2005 [7].
Despite impressive carrier mobility values (> 100,000 V/ms), graphene does
not lend itself to logic applications due to the lack of a band gap. However,
the available design space for 2-D materials is huge, according to recent theo-
retical investigations [8]. Currently, a strong accent is set on transition metal
dichalcogenides (TMD), such as MoS2, which appear more promising as fu-
ture channel materials than graphene. A transistor made of a single layer
of MoS2 was experimentally realized in 2011 [9]. Applications involving few-
layer of heterostructures of 2-D materials have already been demonstrated,
e.g. light-emitting diodes [10], photodetectors [11, 12, 13], memory cells [14]
or memristors [15]. Among the 2-D materials that have received wide atten-
tion, black phosphorous (BP) stands out [16, 17]. As compared to TMDs,
BPs exhibit highly anisotropic electrical and thermal properties [18], which
could pave the way for other original applications.
At this point, it is not clear whether 2-D materials can compete with
other technologies and if so, which component or heterostructure is the most
suitable at performing a given task. Whilst such a large number of possible
configurations offers exciting opportunities in terms of novel device concepts,
it also requires improved solutions, both experimental and theoretical, to ex-
plore the available design space. Technology computer aided design (TCAD)
represents a powerful and well-established approach to address this challenge.
Thanks to its cost- and time-effectiveness, TCAD can help experimental-
ists to rapidly converge towards the most promising contenders. However,
at the current nanometer scale of the transistor dimensions, classical and
semi-classical simulation methods such as the drift-diffusion or Boltzmann
transport equations should be replaced by a quantum mechanical treatment
of the device properties. To describe the electronic structure of 2-D materi-
als, different methods exist, from the most fundamental ones, such as density
functional theory (DFT) [19], up to empirical ones, for example tight-binding
(TB) [20]. When coupled with a quantum transport solver, both approaches
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suffer from their own limitations, such as the size of the system that can be
handled for DFT, or the need to create physically meaningful parameters
sets for TB. As a compromise between them, a maximally localized Wannier
function (MLWF) representation of the DFT results can be used [21, 22].
This can be seen as a first step towards ab initio device investigations.
The idea consists of identifying a primitive unit cell that is representative
of the system of interest, perform a DFT calculation of it, convert the plane-
wave results into a set of MLWF, and finally scale up the obtained TB-like
Hamiltonian matrix to the size of the considered device. Once the general
concept is established, what remains to be developed is a technique capable
of providing the necessary throughput to screen the large design space of
2-D materials. This paper aims at providing a toolbox, called Winterface,
to automatically upscale the MLWF representation of comparatively small
unit cells to desired, sometimes complex, geometries, e.g. heterostructures.
Since the problem to be solved depends on numerical outputs and cannot be
directly formulated in terms of equations, practical examples will be provided
to demonstrate the principle of the proposed approach, identify its shortcom-
ings, and give evidence of its utility to simulate nano-devices based on 2-D
materials. The atomic structures selected as testbeds will ideally illustrate
the key concepts that have been implemented. Although the physics of these
examples might be interesting, this is not the selection criterion that was
applied. Here, what matters is the robustness and versatility of the created
Winterface code. So far, hundreds of material configurations have been con-
structed and the transport properties of all of them could be successfully
investigated, thus demonstrating the quasi-universality of the methodology.
However, at this point, a complete automation was not possible, because
critical components are missing, in particular an initial guess projection for
the MLWF [23]. Additionally, acceptable approximations depend on a com-
promise between computational burden and physical accuracy, which have to
be prioritized by the user of the upscaling algorithms available in Winterface.
While the focus of this work is on coherent transport, dissipative scat-
tering mechanism can be considered as well. They are expected to play a
significant role in ultra-scaled structures due to, for example, the close prox-
imity of electrons and phonons and their increased coupling [24]. Few studies
mainly concerned with graphene [25, 26, 27], but also molybdenum disulfide
[28, 29] and black phosphorous [30] have discussed these issues. Still, it can
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be generally said that the thermal behavior of 2-D materials is not com-
pletely understood yet. The Winterface code can be extended to produce all
required inputs for such simulations [31].
The outline of the paper is as follows: in Section 2, the toolchain men-
tioned above and its components are introduced. Then, in Section 3 the no-
tion of upscaling is explained on the basis of an ideal example. Subsequently
in Section 4, the first step of a general approach to upscaling, the genera-
tion of interactions along atomic bonds, is presented. This preliminary work
greatly simplifies the actual process of interfacing plane-wave DFT results
to the quantum transport (QT) code, and allows for additional approximate
upscaling techniques dedicated to heterostructures, as discussed in Section 5.
Section 6 is devoted to the coupling of Winterface with an actual QT Solver,
OMEN [32]. The notion of approximate upscaling techniques is discussed in
Section 7, before results are presented in Section 8 in the form of transmission
functions calculated by OMEN from Winterface inputs. Finally, the paper
is concluded and an outlook is provided in Section 9.
2. Quantum Transport From First-Principles
Semiconductor and other solid-state devices have long been modeled us-
ing classical theories such as the drift-diffusion equations. However, as the
channel length of modern transistors is reaching 10nm and below, a full quan-
tum mechanical treatment has become unavoidable. To this end, empirical
models such as tight-binding [33] have been employed, but when it comes
to the investigation of heterostructures [34, 35], metal-insulator-metal junc-
tions [36], or novel 2-D materials [8], an approach from first-principles is
better indicated.
2.1. Density Functional Theory and Wannier Functions
A popular approach for ab initio simulations is density functional theory
(DFT) [19, 37, 38, 39], where the physics are often expressed in terms of a
plane-wave (PW) basis. Since quantum transport simulations require a rep-
resentation in terms of a basis set localized in real space, as well as system
sizes far exceeding the DFT limit (typically 1000 atoms), further processing
of the PW data is needed. As a solution to these problems, the DFT re-
sults can first be converted to Wannier functions through a process called
wannierization [21]. Secondly, only a relatively small unit cell is simulated
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in DFT and the PW outputs transformed into maximally localized Wannier
functions. The produced Hamiltonian matrix can then be upscaled to the de-
vice dimensions and used in quantum transport simulations. This technique
is the main focus of this paper and will be explained in detail in Sections 3,
4, and 5.
The Kohn-Sham orbitals from DFT obey Bloch’s Theorem, i.e.
ψn,k(r) = un,k(r) · eikr, (1)
where un,k(r) is a periodic function in real-space with band index n and
wave vector k. A Bloch wave is periodic in real-space up to a phase factor eikR
where R is a vector pointing to a neighboring unit cell. This representation
in terms of energy eigenfunctions is very convenient for many applications
because the Hamiltonian matrix elements obey Hmn(k) = 〈ψ∗n,k|H|ψm,k〉 =
mnδmn. However, if the objective is to find a Hamiltonian operator localized
in a super cell, a plane-wave representation is no more convenient as Bloch
waves extend over all space. The process of wannierizing is essentially a
Fourier transform where the fact that Bloch waves are defined only up to a
phase factor eiφ(k) offers a large degree of freedom, which can be cast into a
unitary matrix U
(k)
mn. Wannier functions are defined as:
wnR(r) =
V
(2pi)3
∫
BZ
d3k
[∑
m
U (k)mnψmk(r)
]
e−ikR. (2)
In Eq. (2), the set of momentum(k)-dependent wave functions ψmk(r) of
band index m are replaced through a unitary transform by a set of Wannier
functions wnR(r) with Wannier index n that are assigned to the unit cell
situated at vector R with respect to the origin. The integration is performed
over the entire Brillouin zone and V is the volume of the atomic unit cell in
real space. For the case where the unitary matrix U
(k)
mn is chosen such that
the spread functional
Ω =
∑
n
[〈wn0(r)|r2|wn0(r)〉−|〈wn0(r)|r|wn0(r)〉|2] (3)
is minimal, we speak of Maximally Localized Wannier Functions (MLWF).
In this configuration the Wannier functions themselves as well as the Hamil-
tonian matrix elements can be proved to be real. A comparison of Bloch
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(a) (b) (c)
Figure 1: Illustration of plane-wave and Wannier representations of a quantum mechanical
ground state on a one-dimensional grid of five unit cells. The parameter R gives the
position of each cell relative to the center and the black dots represent atomic positions.
(a) Cell-periodic part of a Bloch wave un,k(r). (b) Corresponding Bloch wave ψn,k(r) =
un,k(r) · eikr. (c) Example of a maximally localized Wannier function (MLWF). This is
a real function localized in real space and centered on a specific site. Here, the solid line
represents the MLWF centered at R = 0, whereas the dashed lines refer to equivalent
images centered at R 6= 0, thus illustrating the periodicity of the crystal in the Wannier
picture.
waves and MLWF is presented in Fig. 1.
The translation symmetry of the lattice is expressed through R vectors,
each of them corresponds to a translated (with respect to a reference unit
cell), but otherwise identical Wannier function placed at position R. Due
to the spacial localization, pairwise interactions among Wannier functions
extend only over a finite subset of R vectors, where the origin may be set
arbitrarily. This localization in space is achieved at the cost of localization
in energy, i.e. Wannier functions form an orthonormal basis set, but they
are not eigenfunctions of the Hamiltonian operator. Therefore, the Wannier
index n is not a band index and in general the whole set of Wannier functions
contributes to each band. The Hamiltonian operator can be expressed in
terms of pairwise interactions among Wannier functions among a finite range
of unit cells described by R vectors, i.e.
Hnm(R) = 〈wn0|H|wmR〉 . (4)
Each H(R) describes the interactions of the Wannier functions shifted
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according to R with those assigned to the home cell at R = 0. This spatially
localized representation has ”tight-binding-like” characteristics, as needed for
upscaling a set of Hamiltonian matrices H(R) defined on a cluster of unit
cells to a set of Hamiltonian matrices H˜(R˜) describing interactions among a
cluster of super cells.
2.2. Transport in the NEGF Formalism
Density functional theory, when expressed in a plane-wave basis, lends
itself perfectly to electronic structure calculations of periodic structures or
small molecules. The purpose of this work is, however, to evaluate the ”cur-
rent vs. voltage” characteristics of nano-devices. To do that, the atomic
system of interest must be driven out-of-equilibrium by an external volt-
age source. Such situations can be realized by attaching reservoirs to the
simulation domain, from which electrons can be injected and collected. Fur-
thermore, to allow for the definition of the required open boundary conditions
(OBCs) [40, 41], the Hamiltonian that describes the electronic properties of
the device must be expressed in a localized basis. Here, a set of MLWFs, as
explained in the previous Section, is chosen. For a two-dimensional system
(2-D) with transport along the x-axis, confinement along the y-axis, and the
z-axis assumed periodic, the following system of equations must be solved
for the electron population:
{ ∑
l
(
Eδli −Hil(kz)−ΣRBil (E, kz)
) ·GRlj(E, kz) = δij,
G≷ij(E, kz) =
∑
lm G
R
il (E, kz) ·Σ≷Blm (E, kz) ·GAmj(E, kz).
(5)
The Gij(E, kz)’s represent the electron Green’s Functions at energy E
and momentum kz between atoms i and j situated at position ri and rj,
respectively. They are of size Norb,i × Norb,j, where Norb,i is the number
of orbitals (basis components) describing atom i. The Gij(E, kz)’s can be
either retarded (R), advanced (A), lesser (<), or greater (>). The same
conventions apply to the self-energies Σij(E, kz). Note that Σij(E, kz) can be
computed iteratively [42], from (generalized) eigenvalue problems [43, 44, 45]
or from contour integral techniques [46]. The Hamiltonian entries Hil(kz) are
expressed in the selected MLWF basis. Their contruction is the subject of this
paper and will be discussed in the next Sections. The electron concentration
n(ri) for each atomic position ri is given by
7
n(ri) = −i
∑
kz
∫
dE
2pi
tr
{
G<ii(E, kz)
}
, (6)
which can then be plugged into Poisson’s equation. The Schro¨dinger
equation in Eq. (5) implicitly contains an unknown Hartree component VH(r)
which must be self-consistently calculated with Poisson’s equation since the
charge in the device gives rise to an electrostatic potential through
∇2VH(r) = −ρ(r)
ε(r)
. (7)
The position-dependent charge density ρ(r) may include several compo-
nents such as the acceptor and donor concentrations as well as the electrons
n(r) and hole p(r) densities. Since the charge density ρ(r) depends on VH(r)
through the Schro¨dinger equation and VH(r) on ρ(r) through the Poisson
equation, resulting dependencies must be resolved self-consistently until con-
vergence is reached. Once the out-of-equilibrium state of the system has been
determined in this way, the electrical current flowing between two adjacent
unit cells labeled s and s+ 1 of a 2-D device structure can also be extracted
from the Green’s functions
Id,s→s+1 =
e
~
∑
kz
∑
i∈s
∑
j∈s+1
∫
dE
2pi
tr
{
Hij(kz) ·G<ji(E, kz)
−G<ij(E, kz) · Hji(kz)
}
.
(8)
Here ~ is Planck’s reduced constant and e the elementary charge. The
calculation can be simplified by grouping atoms together into orthorhombic
unit cells arranged sequentially along the transport direction such that inter-
actions exist between next neighbor cells only. An example for a 2-D device
made of a MoS2 monolayer structure is depicted in Fig. 2.
In case of ballistic transport, Eq. (8) can be written in the well-known
Landauer-Bu¨ttiker formalism [47, 48]
Id = − e~
∑
kz
∫
dE
2pi
T (E, kz)
(
fL(E,EF,L − fR(E,EF,R
)
. (9)
In Eq. (9),
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Figure 2: Schematic of a 2-D single-gate transistor structure for quantum transport made
of a MoS2 monolayer in the channel region. (a) The considered device is composed of
9 orthorhombic unit cells in sequence along the transport direction. The open boundary
conditions on either side manifest themselves in terms of boundary self-energies ΣRB . The
transport direction is along the x-axis, the y-axis is the direction of confinement, and the
z-axis is assumed periodic. (b) Zoom into the center 3 unit cells from (a), designated s−1,
s and s + 1. Interactions are such that they exist only between next-neighbor cells, i.e.
Hs,s+i 6= 0 only for −1 ≤ i ≤ 1. (c) Top view of the channel region. The periodicity in
z-direction is given by ∆. The small hexagonal unit cell on the left is the primitive unit
cell of monolayer MoS2, whereas the larger orthorhombic unit cell on the right, is the one
used as the building block for the device in (a). The Hamiltonian matrix H0 describes the
self-interactions of the central slab, H+(H−) the interactions of the central slab with the
one above(below) it.
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T (E, kz) = tr(G
R
1NΓNNG
A
N1Γ11) (10)
is the energy- and momentum dependent transmission function through
the considered device, Γ11 (ΓNN) the broadening function of the left (right)
contact and fL(E,EF,L) (fR(E,EF,R)) the corresponding Fermi distribution
function at energy E and with the Fermi level EF,L (EF,R).
The momentum-dependent Hamiltonian matrix for the full device in-
cludes three components (blocks):
H(kz) = H0 +H+eikz∆ +H−e−ikz∆, (11)
all of them being defined in Fig. 2. For quantum transport from first-
principles, the Hamiltonian matrices H0, H+, and H− must be generated
using DFT. Because this is computationally very demanding, only small unit
cells can be simulated. They must then be upscaled to match the dimensions
of a full device.
2.3. Description of the Toolchain
In this work, an infrastructure was implemented to generate tight-binding
like Hamiltonian matrices for use in device simulations. Its main task is to
interface a quantum transport solver, here OMEN [32], with the combination
of a density functional theory (DFT) package, here VASP [49], and the Wan-
nier90 code [50]. The created infrastructure called Winterface is therefore
part of a toolchain that is visualized in Fig. 3 and described in the following
paragraphs.
OMEN is a nanodevice simulator capable of modeling the ”current vs.
voltage” characteristics of up to tens of thousands of atoms in a full-band
framework and at the atomic scale. It was originally designed to rely on the
semi-empirical sp3d5s∗ tight-binding model [20], but has since been modified
to accept structural and Hamiltonian data supplied externally [45]. This
update will allow us to use the quantum transport algorithms implemented
in OMEN with Hamiltonian matrices constructed from first-principles. Any
other QT package, e.g. NanoTCAD ViDES [51] or TB Sim [52] would work
as well.
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Figure 3: Developed toolchain to perform quantum transport simulations from first-
principles. The interfacing parts (c,e) are in red. They represent the core of an open
source package called ”Winterface” (a) The ground state energy of the considered system
is first calculated with DFT using a plane-wave representation of the wavefunctions. (b)
The resulting Hamiltonian is then transformed into a tight-binding like basis with the help
of MLWF and the Wannier90 code. (c) The MLWF data is analyzed and reorganized to
generate structural inputs that are passed to OMEN. (d) This input is used by OMEN to
create a device structure according to user specifications. (e) The Hamiltonian matrices
corresponding to the channel region of this device are produced and transferred to OMEN.
(f) Device simulations from first-principles are finally possible within OMEN.
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VASP is a code that provides the quantum mechanical ground state of
atomic systems from first-principles, within the DFT approximation. Such
calculations can be computationally very expensive and are typically limited
to a small number of atoms (up to about a thousand). In VASP the Hamil-
tonian is represented in a plane-wave basis. Using its results as the basis for
quantum transport simulations from first-principles requires a switch from
plane-waves to MLWF and an additional upscaling technique. Note that in-
stead of VASP any other plane-wave DFT package providing an interface to
Wannier90 can be used, e.g. Quantum Espresso [53] or Abinit [54], as the
work presented here depends only on Wannier90’s outputs.
Wannier90 is a tool to efficiently transform the plane-wave representation
used in DFT packages into a set of maximally localized Wannier functions
based on a unitary transform. It has been designed in such a way that it
only requires a couple of input files produced by DFT codes, but is otherwise
completely independent of the specificities employed to derive them. The
first file, called the MMN file, contains the overlaps of the periodic parts
umk(r) of the Bloch states sampled on a grid in the Brillouin zone
M (k,b)mn = 〈umk|unk+b〉. (12)
The k points correspond to the k-grid used in the DFT calculation and the
b vectors point to next neighbors. One of the great strengths of Wannier90
is that it can operate on a subset of the total number of bands used in DFT.
The band indices m and n are thus elements of an index set specified by the
user. In practice, we typically exclude low-lying core states and unoccupied
states far above the Fermi energy. For quantum transport, we ideally include
only states around the band gap. An example of this process is provided in
Section 6.
The second file, called the AMN file, contains overlaps of the wave functions
ψmk(r) with localized trial orbitals gn(r)
A(k)mn = 〈ψmk|gn〉. (13)
The gn(r) in Eq. (13) must be specified by the user and can be placed
anywhere in the unit cell. It has been observed that placing them on atomic
positions is typically a successful strategy. These overlaps serve as the initial
guesses for the steepest ascent method implemented in Wannier90 to find
the MLWF. The quality of the results depends greatly on sensible inputs.
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Wannierization can be a very time-consuming process as finding a proper
selection of bands in Eq. (12) and a suitable configuration of trial orbitals
in Eq. (13) is a difficult task. It should be noted that an automated initial
guess generator was proposed in Ref. [55], but it has not yet been tested for
specific application of quantum transport.
Winterface, whose code is the main focus of this work, interfaces OMEN
to outputs from Wannier90 in a two-stage process. First, the data produced
by Wannier90 is analyzed to produce inputs specifically designed for quan-
tum transport, as implemented in OMEN (step (c) in Fig. 3). Second, after
OMEN generated a device structure on the basis of these inputs, the corre-
sponding Hamiltonian matrices H0, H+, and H−, as introduced in Eq. (11),
are constructed (step (e) in Fig. 3). All steps involved in this procdess will
be explained in detail in Sections 4 and 5. The code is open source and
available online [56].
3. Lattices, Unit Cells, and Ideal Upscaling
3.1. Atomic Lattices and Unit Cells
A periodic structure such as an atomic lattice can be described in terms
of a unit cell, whose repetition according to the corresponding translational
symmetry allows to recover all positions within the lattice. The main pur-
pose of this Section is the manipulation of unit cells, such as the transition
from one translational symmetry to another, as well as the adaptation of
the representation of the underlying physics. It is therefore prudent to first
introduce the notion of a unit cell and the conventions used therein.
3.1.1. Unit Cell
Any arrangement of atomic positions that, in combination with a trans-
lational symmetry, results in unique coordinates for all positions is a valid
representation of an atomic lattice. A unit cell is defined by the following
components:
• A matrix B = [b1, ...,bN ] ∈ RN×N , where N is the dimension of space
and the columns bi describe the translational symmetry of the lattice.
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• A matrix A = [p(1)1 ,p(1)2 , ...,p(Nt)Na ] ∈ [0, 1)3×Na ⊂ RN×Na containing
the atomic positions as columns expressed in basis B. Na is the total
number of atomic positions and Nt the total number of atomic types,
i.e. p
(j)
i is the i-th position in the unit cell and is occupied by an atom
of type j.
• A list of strings id of size Nt containing information about the atomic
type for each position in A.
Neither the choice of B nor of A is unique. To ensure a clear representa-
tion of all possible unit cells, the matrices B and A are normalized so that
all entries of A lie within the interval [0, 1). Therefore, all atomic positions
are found within the parallelepiped spanned by the columns of B. Setting
the origin and sorting the atomic positions along the atomic types and coor-
dinates completely determine the contents of a unit cell given in the basis B.
For our purposes, the most important attribute of a unit cell is its volume
defined as vol(B) = |det(B)|.
The conventions introduced above allow for a unified treatment of atomic
lattices since any representation of a given lattice takes the form of a unit
cube [0, 1)N when viewed in its own basis. The description of an infinite
lattice is completed by a grid of vectors R ∈ ZN (in basis B), where R = 0
is the home unit cell and all R 6= 0 correspond to image cells. The explicit
example of a monolayer structure of MoS2 can be found in Appendix A.
3.1.2. Basis Expansions
The basis B can always be replaced by another basis B˜. To ensure that
the new basis describes the same lattice, it is best expressed as a linear
expansion of the old one
b˜i =
∑
j
cji · bj ⇔ B˜ = B ·C (14)
where det(C) 6= 0, cj,i ∈ Q in general, but cj,i ∈ Z if the initial unit cell
is primitive. The transformation of coordinates into the new basis B˜ can be
written as
AB˜ = B˜
−1 ·B ·AB = (B ·C)−1 ·B ·AB = C−1 ·AB. (15)
14
The new coordinates will not necessarily lie within the unit cube described
by the new basis, but might be situated in an image cell. For expansions C
with |det(C)| > 1, leading to an expansion of the unit cell, additional atomic
positions will have to be found to match the increase in volume. It should be
noted that without the convention of coordinates in the interval [0, 1), the
choice of the positions to include in a unit cell described by a basis B˜ with
vol(B˜) > vol(B), as compared to the initial unit cell is arbitrary.
3.2. Upscaling Technique for Ideal Cases
To illustrate the process of upscaling, consider an expansion C = 3 on
the primitive unit cell of a two-dimensional lattice. The task at hand is now
to construct the set of Hamiltonian matrices H˜(R˜) describing the physics in
terms of the super cell, from the initial set of H(R) corresponding to the
primitive cell. To this end, the coordinate r
(m)
i ∈ {0, 1, 2}2 with 1 ≤ i ≤ 9
identifying each primitive cell inside the super cell at R˜m is introduced. Since
R = C · R˜ = 3 · R˜, the i-th primitive cell inside the m-th super cell can be
mapped onto the grid of primitive unit cells according to R
(m)
i = 3·R˜m+r(m)i .
Thus, the relative positioning of two primitive cells is
δR
(m,n)
ij = 3 · (R˜m − R˜n) + (r(m)i − r(n)j ), (16)
which determines the Hamiltonian matrix H(δR(m,n)ij ) describing the in-
teractions between two primitive cells. Each H˜(R˜) = H˜(R˜m − R˜n) can be
constructed by scanning across all primitive cells forming each super cell.
Therefore, the Hamiltonian matrices describing interactions among super
cells consist of 81 blocks of Hamiltonian matrices describing interactions
among the primitive cells contained in them. Some of the data is repeated
since δR
(m,n)
ij in Eq. (16) can have the same value for different combinations
of m, n, i, and j. A graphical illustration is presented in Fig. 4.
The shape of the matrices in Fig. 4 is determined by the order in which
the primitive cells are arranged in the super cell. For quantum transport,
a block-tridiagonal shape is needed, but any arrangement is valid since the
corresponding H˜(R˜)’s are equivalent up to a unitary transform.
It should be noted that the case presented here represents the simplest
possible scenario and serves only to introduce the notion of upscaling. In
general the process is more involved, for example, the concept of subcells
as coordinates inside a super cell may not work when scaling to super cells
15
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Figure 4: Upscaling technique of a set of H(R) describing interactions among unit cells in
basis B, to a set of H˜(R˜) describing interactions among super cells in basis B˜ = 3 ·B. (a)
Schematic of interactions among a set of 21 primitive cells. Each tile represents a unit cell
shifted according to R and the corresponding Hamiltonian matrix H(R). (b) Schematic
of the home super cell and the first neighbor super cell at R˜ = (1, 0). Each super cell
holds 9 primitive unit cells from (a) arranged in a specific order, as indicated by the index
1 ≤ i ≤ 9. Inside each subcell, the mapping R = 3 ·R˜+r to the grid of primitive unit cells
is given. (c) Schematic of the set of H˜(R˜) describing interactions in the super cell. The
interaction range for the super cell is next neighbor only leading to 9 H˜(R˜) as compared
to 21 H(R) for the primitive cell. Each tile represents a whole matrix H(R) from (a)
determined by the relative positioning of primitive cells given in Eq. (16). The blocks of
H˜(R˜) are found by scanning over all of the primitive cells in each super cell, where a high
degree of sparsity is achieved for R˜ 6= 0.
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belonging to a different symmetry group, since some of the primitive cells
may be only partially located inside the super cell. A general formalism will
be introduced in the next two Sections.
4. Hamiltonian Data in Terms of Bonds
The main purpose of this Section is the reformulation of the raw Wannier
Hamiltonian data as produced by Wannier90 into a representation better
suited for the task of upscaling. The reasons are mostly twofold. Firstly,
Hamiltonians in Wannier representation have a number of degrees of freedom,
which must be handled carefully. Secondly, Wannier centers often follow a
distinct distribution in space, allowing for a matching of multiple Wannier
centers to a representative position. Therefore, a reformulation of the Hamil-
tonian data in terms of interactions between such positions, i.e. along bonds,
is better suited for the task of upscaling than the initial Wannier Hamilto-
nian data. Two output files from Wannier90 are of special interest for this
purpose. The main output file, called wout, contains the Wannier centers
and spreads of each Wannier function. The second file, called hrdat, contains
the Hamiltonian in a Wannier representation in the form of a list of matrix
elements Hij(R) = 〈wi0|H|wjR〉. This is all the information needed to gen-
erate a Hamiltonian in terms of bonds. In a first step, suitable representative
positions must be identified, as explained the next Section.
4.1. Matching Wannier Centers to Atomic Positions
DFT simulations are carried out with a description of the material in
terms of atomic positions. If possible it would be convenient to keep the
same positions when generating interactions along bonds. Since Wannier90
returns a set of Wannier centers, the first step consists of establishing whether
these centers can be assigned to the existing atomic positions. In many cases
the Wannier centers are clustered around the atoms whose orbitals they
represent, as shown for a MoS2 monolayer structure in Fig. 5. In other
cases, such as the graphene layer presented in Fig. 6, some of them lie on
bond centers.
The upscaling code therefore offers a diverse range of options to take
into account different kinds of Wannier center distributions. In cases such
as graphene in Fig. 6, fictitious atoms representing the bond centers can
be introduced. Additionally it is also possible to specify matching positions
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Figure 5: Wannierization of a MoS2 monolayer structure. (a) Primitive unit cell holding
one molybdenum and two sulfur atoms. The Wannier centers, represented by the small
blue marbles are tightly clustered on the atomic positions. 5 d-like orbitals are found
on molybdenum and 3 p-like orbitals on each sulfur atom. (b-d) Wannier centers on
sulfur. The green parallelepiped represents the primitive unit cell of MoS2 seen from
above, the dashed line shows one honeycomb of the same volume. (e-g) Wannier centers
on molybdenum.
(b) (c) (d)
(e) (f)
(a)
z
x
y
x
y
Figure 6: Wannierization of graphene. (a) Primitive unit cell holding two carbon atoms.
The Wannier centers are located on both atoms, but also on the bond centers. (b-d)
Wannier centers on bond centers. The green parallelepiped represents the primitive unit
cell of graphene seen from above, the dashed line shows one honeycomb of the same volume.
(e,f) Wannier centers on the carbon atoms.
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manually or use the Wannier centers themselves. In any case, Wannier cen-
ters are matched to their closest position using a metric taking into account
the periodicity of the lattice (see Appendix B). Subsequently, they can be
viewed as orbitals describing the interactions between the (fictitious) atoms
they are matched to. Matching schemes using criteria other than spacial
proximity are not supported.
This matching process requires basic knowledge of the chemistry of the
structure under investigation and furthermore depends on the preference of
the user. It should be realized that for some operations such as the calcula-
tion of the bandstructure of a given unit cell, the positions of the Wannier
centers do not matter, only the periodicity of the structure. The situation
is different if the charge distribution should be accounted for, as in device
simulations where Poisson’s equation must be solved self-consistently with
Schro¨dinger’s equation. If point charges are used, their exact location might
influence the shape of the resulting electrostatic potential. The charge distri-
bution in terms of Wannier centers can be followed more closely to address
this issue, but at the expense of a large computational burden.
4.2. Generating Interaction Data Along Atomic Bonds
First of all, it is important to realize that Wannier functions are consid-
ered native to the home cell at R = 0 no matter where the corresponding
Wannier centers are located. Usually the Wannier centers are tightly clus-
tered inside or around the home cell, but in some cases they can be more
spread out such that multiple centers are found in other cells. In fact, there
is no reference distribution and Wannier functions can be replaced by any
of their images, but since the relative positioning must be reflected in the
matrix elements of operators in Wannier representation, appropriate adap-
tations are necessary. Assuming a redistribution of Wannier functions wn
native to R = 0, to images w˜n of the same Wannier functions situated at
R = δRn, the following must hold for the Hamiltonian matrix elements:
〈wn0|H|wmR〉 = 〈w˜n−δRn|H|w˜mR−δRm〉 . (17)
Both representations are equally valid and the Hamiltonian operators
H(R) in Wannier representation are composed of the same matrix elements,
except that they are permuted relative to each other as per Eq. (17). It is
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straightforward to show that the resulting Hamiltonian operators in k-space
given by
H(k) =
∑
R
H(R)eikR (18)
are equivalent up to a unitary transform Vmn(k) = δmne
ikδRm such that
H(k) = V (k) · H˜(k) · V (k)†. Therefore, in terms of bandstructure reproduc-
tion the two representations are equivalent.
For the task of finding the correct interaction matrices between two (fic-
titious) atomic positions pi and pj with a set of Wannier functions Ii and Ij
matched to them respectively, the relative positioning of the corresponding
Wannier centers must be accounted for. Additionally, the closest images for
the Wannier functions matched to a position pi may not always be found at
the same R vector. This situation may arise due to the choice of the positions
pi themselves, or due to the initial distribution of Wannier functions native
to the home cell. Even for the case where Wannier centers converge on to
the atomic positions used in DFT, a scattering of Wannier centers among
multiple images of the atomic positions can sometimes be observed. This
appears to be a frequent occurrence in 2-D structures especially and can be
difficult to avoid. The example of the treatment of two Wannierizations of
the same MoS2 monolayer, where the initial distribution of Wannier func-
tions is different, is provided in Appendix C.
A bond between two positions p˜i and p˜j inside a unit cell is defined as
the vector that points from one position to the other, i.e. b˜ij = p˜j − p˜i.
All other bonds in the lattice can be recovered by allowing the placement of
positions in image unit cells:
bij(R) = (p˜j + Rj)− (p˜i + Ri) = b˜ij + R, (19)
where b˜ij is called the principal bond. This decomposition of a bond in a
principal part and a relative placement among image unit cells preserves the
basic property of Hamiltonians in a Wannier representation. The interac-
tions along a bond bij(R) are given by a small Hamiltonian matrix h
(i,j)(R),
analogous to the Hamiltonian matrices H(R) describing interactions among
unit cells. To find the matrices h(i,j)(R), we will first have a look at the
principal bonds only. The initial situation consists of:
20
• A list of (fictitious) positions pi ∈ [0, 1)N , i ∈ {1, ..., Na} inside the unit
cell.
• An index vector Ii for each atomic position pi holding the matched
Wannier indices.
• A list of Wannier centers w(i)m ∈ RN ,m ∈ Ii matched to pi.
• A set of Hamiltonian matrices H(R) in a Wannier representation.
The challenge in finding the correct h(i,j) for each principal bond b˜ij, is
the treatment for the case where Wannier centers are spread out among im-
ages of the positions defining the bond. To detect the placement of Wannier
centers with respect to the positions inside the unit cell, a list of ’Wannier
bonds’ {b˜(i)m }, m ∈ Ii, i.e. vectors pointing from an atomic position p˜i to the
closest image w˜
(i)
m of a matched Wannier center with index m, is generated.
The shift in R vectors of a Wannier center relative to the closest image
matched to a position p˜i can be derived from the corresponding ’Wannier
bond’:
R(i)m = w˜
(i)
m −w(i)m = p˜i + b˜(i)m −w(i)m . (20)
Thus, the relative position between two Wannier centers w
(i)
m and w
(j)
n
matched to the atomic positions p˜i and p˜j respectively is
δR(i,j)mn = R
(j)
n −R(i)m = (p˜j + b˜(j)n −w(j)n )− (p˜i + b˜(i)m −w(i)m ). (21)
Therefore, the matrix element h
(i,j)
mn for the interaction along the principal
bond b˜ij is found in the matrix H(δR(i,j)mn ) as:
h(i,j)mn = HIi(m),Ij(n)
(
δR(i,j)mn
)
, (22)
whereHIi(m),Ij(n)
(
δR
(i,j)
mn
)
corresponds to the data produced by Wannier90
as introduced in Eq. (4). A graphical representation of this process is pre-
sented in Fig. 7.
The extension to general bonds bij(R) is done by shifting the position
pj = p˜j + R, which in turn shifts the attached Wannier center w
(j)
n in Eq.
(21) by the same R. This then translates into Eq. (22) as
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Figure 7: Schematic illustrating the detection of the relative position between two Wannier
centers w
(i)
m and w
(j)
n matched to the atomic positions p˜i and p˜j , respectively. The green
circles (squares) are atomic positions (images) and the blue circles (squares) are Wannier
centers (images). Even though most of the Wannier centers converged onto images of the
atomic positions, they all belong to the home cell at R = (0, 0). The matrix element
needed for the connection between the images of these Wannier centers w˜
(i)
m and w˜
(i)
m
closest to the atomic positions, is therefore found in H(R 6= 0). The shift R(i)m (R(j)n ) for
the Wannier center w
(i)
m (w
(j)
n ) to coincide with the image w˜
(i)
m (w˜
(j)
n ) is given by Eq. (20)
in terms of the ’Wannier bonds’ b˜
(i)
m (b˜
(j)
n ). After shifting the Wannier center w
(j)
n by the
relative placement δR
(i,j)
mn = R
(j)
n −R(i)m , it finds itself in the same unit cell at R = (1, 0)
as w
(i)
m . The correct matrix element is therefore located in H(δR(i,j)mn ) as indicated by the
large pink arrow.
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h(i,j)mn (R) = HIi(m),Ij(n)
(
δR(i,j)mn + R
)
. (23)
The full data set of interactions along bonds {bij(R)} with 1 ≤ i, j ≤ Na
and R such that all significant elements of H(R) are included, can be con-
structed by placing pi in the home cell and pj in image cells as indicated
by R for all pairwise combinations of i and j. For each such pairing, Eq.
(23) must be employed for all pairwise combinations of the matched Wan-
nier functions as specified by Ii and Ij respectively to find all the elements
of the interaction matrix h(bij(R)) associated with the bond in question.
Following the scheme outlined above, we note that Na ·Na principal bonds
exist, one for each pair of atomic positions inside the unit cell, including van-
ishing bonds where both positions are the same. The latter represent the
self-interactions of the atoms with themselves. Additionally, each principal
bond has a list of R vectors attached to it, forming the set of general bonds
{bij(R)}. The total number of bonds is then ≤ Na ·Na ·NR, because some
of the Hamiltonian data describing long-range interactions can be neglected.
Since the main task of constructing Hamiltonian data in terms of interac-
tions along bonds is querying for interactions with bond vectors, an efficient
arrangement is required. The main building block is the unit cell contain-
ing the (fictitious) atomic positions generated during the matching process.
Because the interactions between these positions are expressed in terms of
mutually exclusive sets of Wannier functions, all atomic types are considered
unique even if the chemical origin was equivalent, such as the two sulfur
atoms in MoS2. As a direct consequence, this unit cell is always primitive.
The interaction data in terms of bonds is arranged as follows:
• The top level consists of a sorted list of index pairs {(i, j)} with 1 ≤
i, j ≤ Na, indicating which of the positions {p˜i} form the principal
bond vectors.
• Each element of {(i, j)} has a sorted list of pairs {R, h(i,j)(R)} attached
to it. The R indicates which image cell the position pj = p˜j + R is
located in. The interactions along the bond bij(R) are then given by
h(i,j)(R).
With the interaction data completely sorted, the querying for bonds given
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by a starting index µ, an ending index ν and a bond vector b, is now a two
stage process:
• Search for (µ, ν) in the list of {(i, j)}. If a matching entry is found,
compute the corresponding principal bond b˜µν and subtract it from the
bond vector b.
• If b − b˜µν ∈ ZN up to a numeric tolerance, search among the list
of R vectors. If a matching entry is found, return the corresponding
interaction matrix h(µ,ν)(R).
Note that b − b˜µν can be assigned to an R ∈ ZN up to a tolerance of
1/2. In the extreme case, this allows for a spatial mismatch of an entire unit
cell. In terms of accurate physical modeling, such an extreme warping of
bonds is unlikely to produce sensible results. Especially for the approximate
matching algorithms discussed in Section 7, the tolerance must be chosen
such that acceptable regions of mismatch for different bonds do not overlap
each other. Finally, since the querying algorithm above consists of sequential
searches in two sorted ranges, the running time isO(log(N2a ))+O(log(NR)) =
O(2 · log(Na ·NR)).
5. Generating Hamiltonian Matrices
5.1. Exact Upscaling Technique and Bandstructure Calculations
The preliminary work done in Section 4 eliminated various pitfalls of the
raw Wannier Hamiltonians produced by Wannier90. For this purpose, the
original data set was transformed into a different representation in terms
of interactions along bonds. The generation of Hamiltonian matrices repre-
senting structures whose physics are encapsulated within the initial Wannier
Hamiltonian is now a straightforward process.
Given two sets of atomic positions {p(i)} and {p(j)}, a scan through all
pairwise combinations must be done, whilst querying for the corresponding
bond and then copying the interaction blocks into a large matrix container
H({p(i)}, {p(j)}), as summarized in the table below.
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From Eq. (23) we have that
H({p(i)}, {p(j)}) = H({p(j)}, {p(i)})†, (24)
H({p(i) + R}, {p(i)}) = H({p(i)}, {p(i) + R})†. (25)
Note that in principle, the two sets {p(i)} and {p(j)} do not have to be
of the same size to generate interaction matrices between them. Since our
objective is to transform an initial set of H(R), as produced by Wannier90,
into a different set of H˜(R˜) representing the same lattice, but expressed in
terms of a different unit cell, the special case {p(i)} = {p(j) + R} is the one
relevant for us.
In the case where the new unit cell is a super cell, the Hamiltonian data
must be upscaled, meaning that some of the original interactions must be
repeated in the new representation. The situation in Fig. 4 can now be
readily understood, as it represents the ideal case where all Wannier centers
converged onto a single atomic position inside the initial unit cell.
For large {p(i)} where the bond length between atomic positions drasti-
cally exceeds the interaction range of the initial Wannier Hamiltonian, the
produced device Hamiltonian matrices exhibit a high degree of sparsity whose
pattern depends on the ordering of the positions in {p(i)}. The standard or-
dering relation for atomic positions used throughout this work is defined as
pi < pj ⇔ [pi,1 < pj,1] ∨ [(pi,1 = pj,1) ∧ (pi,2 < pj,2)] ∨ ... (26)
This ordering relation is also known as a lexicographical order, which is
used in sorting, for example, names in a phone book. It leads to atomic posi-
tions organized in slices along the first coordinate axis. For the orthorhombic
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R=(-1,0)
Figure 8: Example of the spatial ordering obtained with Eq. (26) and the resulting
Hamiltonian matrices. (a) Wannier Hamiltonian matrices H(R) on a grid of 37 R vectors
(empty blocks are ommitted), represented using the primitive unit cell from Wannier90.
(b) Atomic ordering according to Eq. (26). The green circles represent atomic positions
with their ordering index displayed next to them. (c) Hamiltonian matrices H(R) exhibit-
ing a block tri-diagonal sparsity pattern on a grid of 9 R vectors, represented using an
orthorhombic super cell.
unit cells typically used in quantum transport simulations, this is equivalent
to cutting slices perpendicular to the x-axis, which is also the transport di-
rection of electrons. In tandem with the limited range of Wannier functions,
this ordering scheme results in a block tri-diagonal sparsity pattern of the
Hamiltonian matrices, as exemplified in Fig. 8.
The generated Hamiltonian matrices and R vectors can then be used in
bandstructure calculations using Eq. (18). To demonstrate the validity of
our approach, a MoS2 monolayer structure is considered. A DFT calculation,
followed by a wannierization were performed on both the primitive hexag-
onal cell and an orthorhombic super cell. After employing the upscaling
technique on the Hamiltonian represented in the primitive cell to match the
orthorhombic cell, the bandstructures extracted from either case can be com-
pared directly. The results are equivalent up to slight discrepancies coming
from the transformation into Wannier functions and the Fourier interpolation
of the bandstructure, as presented in Table 1 and Fig. 9.
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Eg(eV ) m
∗
e m
∗
h m˜
∗
e m˜
∗
h
VASP 1.648 0.4639 0.5769 - -
wannier90 1.656 0.4644 0.5759 0.4619 0.5715
scaled 1.656 0.4620 0.5765 0.4596 0.5720
Table 1: Band gaps and effective masses extracted at the K’ point (in Γ-X direction) from
the bandstructures in Fig. 9. m∗e and m
∗
h were calculated using parabolic fits, m˜
∗
e and m˜
∗
h
are derived from Hessian matrices (details given in Section 6.0.2).
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VASP Orth
Scaled Prim.
Wannier Orth.
(a) (b)
Figure 9: Comparison of the bandstuctures of the smallest orthorhombic cell of a MoS2
monolayer. The dashed blue lines have been obtained with the proposed upscaling ap-
proach, based on bond-centered Wannier Hamiltonians as described in Sections 4, using
a primitive hexagonal cell as basis. The K’-point is where the K-point of the hexagonal
symmetry is found in the orthorhombic symmetry. The red circles result from a direct
simulation of an orthorhombic cell in DFT and the green lines from a wannierization of
this data. The observed differences mainly come from the wannierization itself (3.22 meV
on average between the red circles and the green curves), not from the upscaling method
(0.42 meV between the green and the blue curves). (a) Zoom around the minimum of the
conduction band and the maximum of the valence band. (b) Full bandstructure in the
first Brillouin zone.
Our approach is not limited to structures made of exact reproductions
of the initial DFT unit cell. Since the Hamiltonian data from Wannier90 is
represented in terms of bonds, any domain where all or a sub-set of these
bonds are present can be constructed. Since inter-atomic interactions depend
on the surrounding environment, the physics may not be captured appropri-
ately. One class of materials where removing or adding atomic layers is
possible without significantly perturbing the local properties, are weakly in-
teracting van der Waals heterostructures (vdWh) [57]. A MoS2-WS2 stack,
as shown in Fig. 10, ideally illustrates the concept of vdWh. Both materi-
als have practically the same lattice constant and a very similar inter-layer
distance in multi layered configurations.
First, we examine the coupling matrices between a single-layer of WS2
placed below a monolayer of MoS2. To estimate the interaction strength
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x x
(a) (b)
Figure 10: Van der Waals heterostructure made of a WS2 (bottom) and a MoS2 (top)
monolayer. The primitive unit cell of this stack is made of 6 atoms only due to the close
lattice constants. (a) Side view of the unit cell. (b) Top view of the same unit cell.
W SW,l SW,u Mo SMo,l SMo,u
W 19.5859 3.4470 3.4494 0.0209 0.0684 0.0083
SW,l 3.4470 19.0588 1.7342 0.0074 0.0333 0.0065
SW,u 3.4494 1.7342 19.1133 0.0658 0.4445 0.0315
Mo 0.0209 0.0074 0.0658 21.3802 3.1517 3.1480
SMo,l 0.0684 0.0333 0.4445 3.1517 18.6284 1.4716
SMo,u 0.0083 0.0065 0.0315 3.1480 1.4716 18.5698
Table 2: Sum of the singular values corresponding to atomic interactions inside the unit
cell in Fig. 10. The strongest MoS2-WS2 interactions are highlighted in blue. The indices
l(u) refer to the sulfur layer situated above (below) the transition metal layer.
inside each layer and between them, we should measure the so-called ’total
energy’ contained in each bond. As our interaction matrices are in general not
quadratic, we cannot compute their eigenvalues and sum them. Instead, we
can perform a singular value decomposition and add the results, as proposed
in Table 2.
We are first mainly interested in the off-diagonal elements as the diagonal
ones are subject to an arbitrary shift in energy. From Table 2 it is apparent
that the intra-layer interactions are stronger in both the MoS2 and WS2 layers
than the inter-layer ones, by about 2 orders of magnitude, except for the S-S
connection at the layer interface. As expected, stacked MoS2 and WS2 only
weakly interact with each other. However, to determine whether the prop-
erties of isolated MoS2 (WS2) can be retrieved from the Hamiltonian of the
MoS2/WS2 heterostructure by removing the entries corresponding to WS2
(MoS2), the bandstructure resulting from this process must be computed.
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Figure 11: Bandstructures derived from the top layer of MoS2 and the bottom layer of
WS2 from the heterostructure in Fig. 10 and comparison to the DFT simulations of pure
MoS2 and WS2 monolayer. The thin black lines belong to the double layer simulation,
the thick green (blue) lines to pure MoS2 (WS2) monolayers. (a) Full bandstructure of
the double layer heterostructure and of both monolayer simulations. (b) Comparison of
the MoS2 bandstructure extracted from the double layer simulation with that of the pure
monolayer. (c) Same as (b), but for WS2. (d) Zoom into the conduction band from (b).
(e) Zoom into the valence band from (b). (f) Zoom into the conduction band from (c).
(g) Zoom into the valence band from (c).
To this end two sets of Hamiltonian matrices were constructed, one for the
upper layer of MoS2 and one for the lower layer of WS2. Bandstructure cal-
culations for both sets can then be compared to their exact counterparts, i.e.
DFT simulations of pure MoS2 or WS2 monolayers. Results are presented in
Fig. 11.
From these comparisons, it can be deduced that the approximation of
using only one layer from the bilayer stack works well to extract the properties
of an isolated 2-D material, which is also confirmed by the electron and hole
effective masses extracted at the K-point, which are almost identical with less
than 1% difference between the ones coming from the individual monolayers
and those computed from the bilayer stack, as presented in Table 3.
More complex device structures can thus be constructed on the basis of
the bilayer stack, where in some sections both materials overlap, while in
others only one compound is present. An example of such a heterojunction
is given in Fig. 12.
Such layered structures are particularly appealing to create p-n diodes at
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Eg(eV ) m
∗
e,x m
∗
e,y m
∗
h,x m
∗
h,y
MoS2 extr. 1.6558 0.4600 0.4627 0.5722 0.5636
MoS2 pure 1.6557 0.4596 0.4624 0.5720 0.5632
WS2 extr. 1.7864 0.2985 0.3053 0.4130 0.3981
WS2 pure 1.7862 0.2983 0.3051 0.4129 0.3979
Table 3: Band gaps and effective masses extracted at the K point along the x and y
direction from the bandstructures in Fig. 11. The effective masses were derived from
Hessian matrices at the K-point (details given in Section 6.0.2). The comparison is between
MoS2 (WS2) monolayers extracted from the bilayer stack in Fig. 10 with the pure variants
of a monolayer of MoS2 (WS2).
MoS2
WS2
Figure 12: MoS2/WS2 van der Waals heterostructure made of three parts: one pure MoS2
extension, one overlap region, and one pure WS2 extension. The starting point is the unit
cell from Fig. 10, which is then upscaled to the smallest possible orthorhombic cell and
then repeated 36 times. In the first 12 repetitions, the WS2 entries were removed, whereas
in the last 12 the MoS2 entries were discarded. The Hamiltonian matrix (left) and the
corresponding device structure (right) are plotted. The different sections clearly manifest
themselves as sub-matrices of different sizes, with transition regions in between.
31
the ultimate thickness limit [58] with two 2-D monolayers stacked on top of
each other, as in Fig. 12, one p-doped, the other one n-doped. Electrical
doping through additional gate-like contacts is a commonly used approach
for that. With overlap only in the central part, an ultra-thin depletion re-
gion can be obtained, as demonstrated experimentally in [59]. In the specific
MoS2/WS2 example, removing the Hamiltonian entries corresponding to one
layer and computing the bandstructure of the remaining components pro-
duces accurate results, but the success of this procedure might strongly de-
pend on the materials in question. Often relaxed structures in a multi-layered
arrangement do not exactly match their monolayer parent, thus leading to
inaccurate bandstructures for the separated individual layers. Additionally,
different materials usually do not share the same lattice constant, contrary
to MoS2 and WS2. In such cases, larger unit cells are required in the DFT
calculations so that the lattice mismatch can be absorbed. The MoS2/WS2
system is ideal and was chosen for demonstrational purposes. The separa-
tion of the Hamiltonian entries can still be applied to more complex material
stacks and the algorithms presented here can tolerate some spatial warping.
The limits of our approach will be explored and discussed in Section 7.
6. Interface with OMEN
The concepts introduced in Sections 4 and 5.1 can now be used to manip-
ulate outputs from Wannier90 and convert them to inputs for OMEN. Here,
step (c) from Fig. 3 is explained in detail. An outline is given in Fig. 13.
The starting point is a Hamiltonian in terms of interactions along bonds,
which is created on the basis of Wannier90 outputs. Since the underlying unit
cell is always primitive, an algorithm was developed allowing for automatic
detection of a super cell according to a template basis (see Appendix D).
By convention OMEN defines the x-axis as the transport direction, the y-
axis as the restricted axis (direction of confinement), and the z-axis as the
periodic axis. Since the first step is to find the smallest possible orthorhombic
super cell, a template basis adhering to this convention must be specified.
Depending on the lattice symmetry, there might be multiple directions along
which transport can be simulated. Examples are presented in Fig. 14.
For the MoS2 monolayer structure in Fig. 14, the template bases used for
each case are:
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Figure 13: Schematic of the steps involved to interface Wannier90 with OMEN, start-
ing from a conversion of Wannier90 outputs into a Hamiltonian in terms of interactions
along bonds, as introduced in Section 4. (a) Repeatable primitive cell (here hexagonal
MoS2) from which the desired simulation domain can be constructed. (b) Corresponding
orthorhombic cell. (c) Extended orthorhombic cell such that bonds with significant inter-
actions do not extend beyond next-neighbor cells. (d) Schematic of the simulation domain.
The unit cell in (c) is repeated both along the transport axis (x) and along the direction
assumed periodic (z). Three Hamiltonian components are created, H0, which contains the
interactions with neighbor cells along x and H+(H−), which includes the interactions with
the neighbor cells along +z(−z) (see Eq. (27)).
(a) (b)y
x
Figure 14: Examples of lattices with different symmetries and possible transport directions.
(a) MoS2 monolayer structure with hexagonal symmetry. The smallest orthorhombic cell
is depicted as a blue frame, where the transport direction can be specified along (100)
in the lower left corner or along (010) in the upper right corner. (b) BiIO monolayer
structure with cubic symmetry, where an infinity of orthorhombic super cells exist. In
the center, the primitive cell with transport along (100) is depicted. Due to the cubic
symmetry, transport along (010) is equivalent. Transport along (110), (210) or in general
(mn0) with m,n ∈ N is also possible.
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T100 =
1 0 00 0 1
0 1 0
 , T010 =
0 0 11 0 0
0 1 0
 .
The first column is the transport direction, the second one the restricted
direction, and the third one specifies the direction assumed periodic.
The unit cell used as the basic building block for devices in OMEN must
not only be of orthorhombic symmetry, but also the interactions may not
exceed next neighbor cells along the periodic (z) direction. This condition is
necessary such that the device Hamiltonian matrix H(kz) can be written as
H(kz) = H0 +H+eikz∆ +H−e−ikz∆. (27)
where H−, H+, and H0 were introduced in Fig. 13, ∆ is the width of
the orthorhombic cell along the z-axis, and the wave vector − pi
∆
≤ kz ≤ pi∆
models the periodicity of the system according to Bloch’s theorem. Expan-
sion coefficients for the orthorhombic cell corresponding to (c) in Fig. 13
should be extracted directly from the Hamiltonian in terms of interactions
along bonds. As the longest-range interactions can usually be neglected with-
out significantly affecting the transport simulations, a compromise between
the matrix bandwidth and the accuracy can be made. There are further
possibilities to decrease the size of the Hamiltonian matrices for transport
calculations. The first and most important one is the size of the Wannier
basis set. Even though the construction of the basis does not belong to the
Winterface functionalities, it is still relevant to briefly discuss the wannier-
ization process itself.
6.0.1. Wannierization Process
For quantum transport, accurate bandstructure modeling is required only
around the gap separating the conduction from the valence band, considering
a window of approximately 1eV on each side of it. A suitable initial guess for
Wannier90 can often be found by analyzing the character of the site-projected
wave functions. In VASP this information is stored in the PROCAR file [60].
A decomposition of each band of monolayer MoS2 is presented in Fig. 15.
Wannier functions are constructed by mixing plane-wave eigenfunctions
of the Hamiltonian operator, as defined in Eq. (2). In general, each band
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Figure 15: (a) Decomposition of the DFT plane-waves into 1s, 3p and 5d orbitals projected
to the molybdenum atom. The region around the band gap appears to be predominantly
of d-character. (b) Same as (a), but for the sulfur atoms, whose behavior around the band
gap is dominated by p-like orbitals. (c) Comparison of the bandstructures resulting from
two different initial guesses on the basis of (a) and (b). The green bands were derived
using an initial guess containing 5 d-orbitals on molybdenum and 3 p-orbitals on each sulfur
atom, resulting in a basis set of 11 Wannier functions. The black bands were derived using
only dx2-y2,dx2 and dxz orbitals on molybdenum. The accuracy of the smaller basis set
(black bands) is lower than the one with more Wannier functions, especially at energies
larger 0.5eV into the conduction band.
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receives contributions from all Wannier functions. Therefore, a reduction of
the basis set post wannierization is in general not possible.
6.0.2. Error Estimation
The basic principle when generating Hamiltonian matrices of minimal size
for a given device structure consists of sorting out interactions along bonds
whose absence does not significantly affect the bandstructure in the critical
region around the band gap. This can be done by both setting a cutoff tol-
erance for the interaction strength, below which the bond is discarded, or by
directly setting spacial limits and discarding bonds extending beyond them.
Analytically, an upper bound to the perturbation of eigenvalues is given by
Weyl’s Theorem. Let νi ≥ . . . ≥ νn be the eigenvalues of a Hamiltonian op-
erator H, and µi ≥ . . . ≥ µn the eigenvalues of a perturbed operator H+ P ,
then
|νi − µi| ≤ ‖P‖2 ∀i ∈ {1, ..., n}. (28)
This provides us with both an upper bound for the expected perturbation
and the insight that the effect of perturbations is cumulative. For a detailed
view, bandstructures must be computed based on a perturbed and an unper-
turbed Hamiltonian matrix, after which the influence of the perturbation can
be estimated by directly comparing the results. To test perturbative effects
and the functionality of the upscaling technique introduced in Sec. 4 and
5, a second algorithm has been developed to compute the bandstructures
of a super cell with Hamiltonian data belonging to a primitive cell. Such
an algorithm relies on the zone folding concept. If two completely different
methods, upscaling and zone folding, produce the same results, then the like-
lihood that both are working correctly is high.
In crystal theory, the basis G spanning the reciprocal unit cell is given
by
G = 2piB−T , (29)
The ratio between the volume of the reciprocal cell coming from the prim-
itive (|Gp|) and the super cell (|Gs|) is equal to the ratio of the super cell
(|Bs|) and of the primitive cell (|Bp|) volume, i.e. |Gp|/|Gs| = |Bs|/|Bp|.
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Figure 16: Schematic of a primitive hexagonal unit cell compared to an orthorhombic
super cell in both real and reciprocal space. (a) Primitive hexagonal cell of MoS2 in green
and orthorhombic super cell in blue. (b) Same as (a), but in reciprocal space. Symmetry
points in blue (green) belong to the blue (green) cell. The Wigner-Seitz cell for each
case, i.e. the first Brillouin zone, is indicated by thin dashed lines and the irreducible
parts by the stronger shading. The hexagonal green unit cell is completely covered by 4
orthorhombic blue cells, where in each case only half overlaps. The blue k-point path,
Y − Γ −X, is defined in the irreducible part of the blue cell, with periodic images given
in the center. Each k-point of the blue path is found twice in the green unit cell, but in
different sections of the Brillouin zone, due to folding. For example, the Γ-point of the
blue cell appears as both the Γ-point of the green cell, but also as the M-point in the
middle, i.e. the M-point is folded into the Γ-point.
Each k-point on a path defined in the reciprocal cell of a supercell is there-
fore found multiple times in the reciprocal cell of the primitive unit cell, as
demonstrated in Fig. 16
The algorithm to compute a bandstructure with the zone folding method
includes the following steps:
• Define a path of k-points in the reciprocal cell of the super cell.
• Map the k-points in the reciprocal cell of the super cell to those in the
reciprocal cell of the primitive cell using the same algorithms as to find
the atomic positions belonging to a super cell.
• Compute the bandstructure at these k-points with the Hamiltonian
directly imported from Wannier90 and corresponding to the primitive
cell.
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• Group the energies of the k-points that are folded into the same location
in the reciprocal unit cell of the super cell.
In the example of Fig. 16, the number of energies that must be grouped
is equal to 2, as expected from the volume ratio of |Gp|/|Gs|. For the pur-
pose of computing the bandstructure of super cells, this approach is much
faster than the upscaling method, because it solves two eigenvalue problems
of dimension N for each k-point, instead of solving one eigenvalue problem of
dimension 2N per k-point. The bandstructure computed with this algorithm
can be considered as an exact reference for the upscaling technique. The
influence of perturbations to the Hamiltonian data can thus be determined
by calculating bandstructures for the same cell using first the raw Wannier90
outputs with the folding algorithm laid out above and secondly with the up-
scaling method after sorting out certain interactions along bonds beforehand.
For quantum transport, errors in the first and second derivatives of the
bandstructure are important as well, the latter being used to calculate ef-
fective mass tensors. These quantities can be computed together with the
bandstructure with minimal overhead as shown in Fig. 17.
It can be seen that discarding the long range interactions produced by
Wannier90 leads to relatively accurate results. For the bandstructure com-
puted using the upscaling technique, the interactions were filtered such that
those exceeding an expansion of C = diag([3, 2, 1]) are discarded (the full
expansion where are all bonds are included is C = diag([5, 4, 1])). The user
of Winterface can determine whether this accuracy is sufficient or not for his
application. With the approximation presented in Fig. 17, the orthorhombic
cell used in the quantum transport simulation is 20/6 ≈ 3.33 times smaller
than if all interactions were included, which is advantageous from a compu-
tational viewpoint.
7. Approximate Upscaling Technique and Local Bandstructures
In this Section an advanced simulation example will be presented. It re-
quires additional work as compared to previous cases, as its device structures
must be created manually. The interfacing scheme introduced in Section 6
is not directly applicable here. Nevertheless, valid OMEN inputs can be
produced. The purpose of this examples is to explore the limits of the pro-
posed upscaling approach. Since a poorly converged wannierization is not
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Figure 17: Comparison of the MoS2 monolayer bandstructure around the top of the valence
band along the Y −Γ−X path of the super cell Brillouin zone (see Fig. 16). The K’ point
is where the K-point of the primitive cell is found in the super cell. The bands calculated
using the folding algorithm (thick green lines) are considered the reference, whereas the
bands calculated using the upscaling technique (dashed black lines) discard some of the
long ranging interactions. The critical points at the top of the valence band at the Γ-
point and the K’-point are highlighted. (a) Top two valence bands. (b) Error between
the green and the dashed lines in (a). (c) Same as (a), but for the first derivative of the
bandstructure. (d) Error in dE/dk. (e) Same as (a), but for the second derivative of the
bandstructure. (f) Error in d2E/dk2.
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compatible with the concepts presented here, it is assumed that the Wannier
functions are maximally localized and the imaginary parts of the interactions
insignificant.
The upscaling procedure explained in Section 5 relies on exact bonds in
the sense that both the starting index i and the target index j, as well as
the bond vector bij are provided. The target index is not strictly required,
as a starting point and a bond vector are sufficient to extract an interac-
tion matrix for the bond in question. The only criterion that should not
be violated under any circumstances is that the interaction matrix along
this bond has the correct dimensions. Otherwise, the Hamiltonian matrices
cannot be properly generated. From this point of view, all positions with
the same number of Wannier functions matched to them are potential valid
targets when searching for interactions along bonds. This enables the cre-
ation of Hamiltonian matrices that do not correspond to exact super cells
of the initial primitive cell simulated in DFT. In this way, it is possible to
construct complex structures for quantum transport and to investigate their
local properties such as the bandstructure of a well-specified region.
As an illustration, we again consider a heterostructure composed of MoS2
and WS2, this time not placed on top of each other, but next to each other,
as shown in Fig. 18
From the original unit cell in Fig. 18, through repetition of certain sub-
sections, larger structures can be generated, with different configurations.
For example, the intrinsic regions on both sides of the interface can be made
longer. Or one material can be sandwiched between two extensions of the
other. To realize such structures, the method and approximations presented
in Fig. 19 must be followed.
The challenge with atomic arrangements such as the ones in Fig. 19 re-
sides in the association of the correct Wannier data with each bond. To en-
sure a proper Hamiltonian construction process, the matrix filling algorithm
described in Section 5 must be modified when searching for an interaction
matrix with indices and vector {i, j,bij}:
• If no exact interaction matrix can be found, determine all indices jn
where the number of matched Wannier functions is equal to that at
index j. For each such jn, identify the interaction matrix corresponding
to {i, jn,bij}.
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Figure 18: Top view of a MoS2-WS2 heterostructure, where both materials are placed next
to each other. Due to the applied periodicity along the x-axis in DFT, the interface region
appears in the middle of the structure, as well as on both sides of the unit cell delimited
by the dashed orange rectangle. The small blue rectangle corresponds to a primitive unit
cell of WS2, the green one to a primitive unit cell of MoS2. Each of these two unit cells is
only marginally affected by the presence of the other material, provided that the distance
from the interface region is large enough. If wannierized, their Hamiltonian entries can be
expected to match those of an isolated layer, up to a rigid energy shift.
(b)
(a)
(c)
Figure 19: Examples of device structures that can be constructed after wannierizing the
unit cell in Fig. 18. (a) WS2-MoS2 super-lattice. The black frame represents the unit
cells in 18. The red arrow refer to interactions close to the WS2-MoS2 interface. The blue
arrows represent interactions between two cells of pure WS2 or MoS2. Finally, the orange
arrows connect the pure material with the interface region. (b) Structure generated by
repeating the subcells in the intrinsic regions on both sides, leaving one interface region in
the middle. (c) Structure generated by repeating subcells in the intrinsic region of MoS2
with an interface region to WS2 on both sides.
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• Repeat the previous steps for the reverse bond {j, i,bji}.
• The final interaction matrix h(i, j,bij) is equal to the average [h(i, jn,bij)+
h(j, in,bji)
†]/2, thus ensuring self-adjointedness of the resulting Hamil-
tonian.
A few points should be further considered:
• This scheme is not guaranteed to work as it can produce meaningless
matrices if the coupling blocks are not chosen carefully. It is up to the
user to make sure that the two small unit cells in Fig. 18 extend far
enough from the interface region so that the intrinsic properties of the
targeted material is correctly captured in at least one subsection.
• The number of queries per bond is increased dramatically, which slows
down the whole algorithm. As the time spent in Winterface is typically
only a fraction of the overall time to simulate quantum transport, this
is a minor issue.
• We must allow for some spatial tolerance when matching the supplied
bond vector to those in the interaction data. For the example presented
in Fig. 19 this is minimal. For a different structure with distorted bonds
at the interface, the situation might be more complicated.
• Because of these restrictions, it is recommended to manually check the
produced Hamiltonian matrices before plugging them into a quantum
transport simulator.
Due to the localized nature of Wannier functions, each part of the struc-
ture only interacts with its immediate surroundings. This fact can be ex-
ploited with the modified scheme described above to generate a set of ap-
proximate Hamiltonian matrices for all subsections of the full structure. Since
the proposed scheme ensures the spacial inversion symmetry of the Hamilto-
nian, the resulting matrices can be used in bandstructure calculations. This
can be very useful when characterizing the local properties of a large struc-
ture such as determining whether the small unit cells in Fig. 18 exhibit the
same properties as pure MoS2 or WS2. A comparison of local bandstructures
computed for different small unit cells around the interface region in Fig. 18
is shown in Fig 20. The bandstructures of pure MoS2 and WS2 are also given
as references. It can be seen that the band gaps are accurately reproduced
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Figure 20: (a) Comparison of local bandstructures coming from unit cells extracted at
different positions in Fig. 18. The results of pure MoS2 and WS2 are given as references,
green for MoS2 and blue for WS2. The top of the valence band is set to E = 0 in all
cases. The black lines refer to the bandstructures of the unit cells indicated by the shaded
regions in the central unit cell. (b) Conduction (upper line) and valence (lower line) band
edge as a function of the distance from the WS2-MoS2 interface.
far away from the interface region, whereas a relatively smooth transition
occurs at the interface.
8. Results
To demonstrate that the Hamiltonian matrices generated using the ideas
of Sections 4 and 5 are viable for quantum transport calculations, the trans-
mission function T (E, kz) as introduced in Eq. (10) was computed for various
examples. With this quantity. the ballistic current defined in Eq. (9) flowing
through them can be computed.
For devices where all unit cells are equivalent, the transmission function
simply counts the number of available propagating modes at each energy E
and momentum kz. For inhomogeneous devices, the picture is more complex.
Modes are injected in to a given device from its contacts. If we consider
the left contact, the modes of interest are those with dE/dk > 0 (dE/dk < 0)
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for electrons (holes), where E(k) is the contact bandstructure. When plotting
E(k), only half of the Brillouin zone will be shown due to the symmetry with
respect to k = 0. Note that the wave vectors are normalized with respect
to their maximum value kmax = pi/∆x, where ∆x is the length of a unit cell
along the transport direction. In each example the transmission function will
be given for kz = 0 and kz = pi/(2∆z). The initial DFT simulations were all
performed within the generalized gradient approximation of Perdew-Burke-
Ernzerhof (PBE) [37], except BiIO where van der Waals interactions were
included (optB88-vdW) [61, 62]. The following examples were simulated:
• A MoS2 monolayer with transport along the [100] direction in Fig. 21.
The device length is 40.8nm and it is made of 32 (identical) unit cells
of 48 atoms each.
• A WS2 monolayer with transport along the [001] direction in Fig. 22.
The device length is 41.4nm, which is equal to 25 identical unit cells of
72 atoms each.
• A BiIO monolayer with transport along the [101] direction in Fig. 23.
The device length is set to 40.9nm and is composed of 24 unit cells of
108 atoms each, all identical.
• A stack of MoS2 and WS2 monolayers, as presented in Fig. 12, in Fig.
24. The full device length is 40.8nm with an overlap region of 13.6nm.
The whole structure is 32 unit cells in total, of 144 atoms in the overlap
region and 72 on the left and right extensions.
• A monolayer of MoS2 and WS2 with a lateral interface region (see Fig.
18) in Fig. 25. The device length is 39.8nm, which is equivalent to 18
unit cells of 96 atoms each. The first 9 unit cells are made of WS2, the
10th holds the interface region, whereas the last 8 are made of MoS2.
Note that the MoS2 and WS2 layers are rotated such that transport is
aligned with the [001] direction when compared to pure monolayers of
either flavor.
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Figure 21: Transmission function of a MoS2 monolayer with transport along the [100]-
direction for kz = 0 (top row) and kz = pi/(2∆z) (bottom row), for both electrons (left
half) and holes (right half). (a) Conduction bands in the left contact. (b) Electron
transmission function. (c) Conduction bands in the right contact. (d) Valence bands in
the left contact. (e) Hole transmission function. (f) Valence bands in the right contact.
(g-l) Same as (a-f) but for kz = pi/(2∆z). Since all unit cells composing the structure are
identical and no bias is applied, T (E, kz) counts the number of modes propagating from
one contact to the other at an energy E and momentum kz. The fact that this property
is satisfied indicates that the upscaling procedure works as intended.
Because of the conduction and valence band offsets between MoS2 and
WS2, the electron and hole transmission functions exhibit a more complex
behavior than in the case of homogeneous materials. First, the transmission
can only be different from 0 if the same band is available on both contacts.
Secondly, if m (n) bands are injected from the left (right) contacts, because
of quantum mechanical reflection, T (E, kz) ≤ min(m,n). Besides these key
features, it is difficult to interpret the transmission function results in Fig.
24. It should however be noticed that the validity of the upscaling method
can be verified in a different way: instead of calculating the transmission
function from the left to the right contact, it can be evaluated between two
adjacent cells along the transport direction. Due to current continuity, the
transmission from cell i to i + 1 must be the same as between j and j + 1,
where i 6= j. This property was verified for all results shown in this Section.
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Figure 22: Same as Fig. 21, but for a WS2 monolayer with transport along the [001]-
direction.
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Figure 23: Same as Fig. 21 and Fig. 22, but for BiIO with transport along the [101]
crystal axis.
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Figure 24: Same as Figs. 21 to 23, but for a MoS2(top)-WS2(bottom) van der Waals
heterostructure with three seperate regions, one made of pure MoS2 on the left, an overlap
area in the middle, and a pure WS2 monolayer on the right.
In the lateral MoS2-WS2 heterostructure in Fig. 25, a perculiarity occurs
at E − Ef ≈ 1.9eV and kz = 0. It can be seen in sub-plots (a) and (c) that
bands are available on both the left and right contacts in this case and in
spite of that, the transmission function is equal to 0. This can be attributed
to the fact that the lowest energy band in (c) has an energy width smaller
than the conduction band offset between MoS2 and WS2. As a consequence,
a state injected from the left contact at E − EF = 1.9eV does not find any
band with the same symmetry properties in the right contact. It is therefore
reflected back to its origin.
9. Conclusion and Outlook
A general technique for upscaling Hamiltonians in MLWF representation
of small unit cells up to the device level was established. The first step con-
sists of a reformulation of raw MLWF Hamiltonian data into a representation
in terms of interactions along bonds. This makes the second step, the actual
upscaling, much more transparent and enables more complex, approximate,
upscaling techniques, as well as investigations of local properties, e.g. band-
structures. The latter can be useful when generating complex geometries.
Even though the focus of this work is on 2-D structures, the algorithms
presented in Sections 4 and 5 work equally well and without modification of
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Figure 25: Same as Figs. 21 to 24, but for a lateral MoS2-WS2 heterostructure.
the code for 1-D and 3-D domains. Additionally, once the first step of gener-
ating Hamiltonian data in terms of bonds is completed, generating Hamilto-
nian matrices for whole devices, as discussed in Section 5, is independent of
the chosen basis set. An extension of Winterface to other localized bases is
therefore possible, such as tight-binding coefficients or Gaussian type orbitals
(GTO), as implemented, for example, in the CP2K [63] package.
Winterface does not impose any restrictions on the geometry of the con-
sidered devices. Difficulties may arise at the DFT and wannierization stages,
where it must be decided how the desired features are best included in a
single unit cell. A few options to handle more complex geometries are: (i)
inclusion of one or both contacts in a larger unit cell, (ii) a larger unit cell
with localized defects, or (iii) inclusion of the oxide and/or the substrate. In
each of these cases the limiting factor is the physical modeling of lattice mis-
matches between two materials that are put together, the ionic relaxation
at interfaces or defects and in general the computational burden involved.
Nevertheless, complex structures could be wannierized and then upscaled
using the concepts of Section 7, e.g. Ti-TiO2-MoS2 contact geometries, as
demonstrated in Ref. [64]. To a certain extent, Winterface is able to assist in
the process of generating such complex structures, as it allows to determine
the coupling strength between two materials. Moreover, with the concept
of localized bandstructures introduced in Section 7, a rough estimate of the
local properties of each material can be made.
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A. Unit Cell Example: MoS2 monolayer
As an explicit example of a unit cell, a monolayer structure of MoS2 is
considered. The hexagonal unit cell for this structure can be defined using
the basis [65]
B = [b1,b2,b3] =
 a2 a2 0−a√3
2
a
√
3
2
0
0 0 c
 , (30)
where a is the lattice constant and c the interlayer distance (for a mono-
layer c a). The matrix A containing the atomic positions is then
A = [p
(1)
1 ,p
(2)
2 ,p
(2)
3 ] =
0 23 230 1
3
1
3
1
2
1
2
− d
2c
1
2
+ d
2c
 , (31)
where d is the vertical distance between the two sulfur atoms. The molyb-
denum atom resides at the origin in the xy-plane and in the middle of the
unit cell in the z-direction. Finally, the choice of id = {’Mo’,’S’} completes
the data set. A graphical representation is given in Fig. 26.
B. Metric in Periodic Space
When working with unit cells, it is important that the periodic space
described in their terms qualifies as a metric space. The dot product of two
positions p and q in basis B is
〈p,q〉B := (B · p)> · (B · q) = p> ·B>B · q, (32)
implying the norm ‖p‖B =
√〈p,p〉B. A metric operating in periodic
space must consider any position in the lattice. All equivalent images must
therefore be taken into account to find the distance between two positions,
defined as the length of the closest possible connection between them. Such
a metric may then be defined as
d(p,q)B = min
R,R′∈ZN
∥∥∥(p + R)− (q + R′)∥∥∥
B
= min
R∈ZN
∥∥∥(p− q) + R∥∥∥
B
. (33)
The range of R vectors to search can be restricted by forcing both po-
sitions into the same unit cell. In this case the shortest possible connection
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Figure 26: Example of a unit cell for a MoS2 monolayer structure. (a) Isometric view of the
primitive unit cell, where a is the lattice constant, c the interlayer distance (here displayed
much shorter than in reality) and d the vertical distance between the two sulfur atoms (in
cyan). The blue arrows are the three basis vectors of the unit cell and the pink fractions in
the top plane of the parallelepiped correspond to the atomic positions in basis B. (b) Top
view of the situation in (a). The green arrows are the basis vectors of an orthorhombic
super cell. The colored atoms are either inside the blue or the green rectangle as they
belong to either unit cell. The dashed lines delimit the image unit cells. (c) Same situation
as in (b), but viewed from the primitive basis B. The axis c1(c2) represent the coordinates
in the vectors b1(b2). From this perspective, the lattice exists on a grid of integers.
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can be found either in the home cell or among the next-neighbor image cells.
Since p − q ∈ (−1, 1)N if p,q ∈ [0, 1)N , the range of R vectors can be
further restricted to the positive sector {0, 1}N by taking the absolute value
over p− q. The metric is thus defined as
d(p,q)B := min
R∈{0,1}N
∥∥∥|p˜− q˜| −R∥∥∥
B
, p˜ = mod(p, 1). (34)
As the product B>B is positive definite, d(p,q)B ≥ 0 for all p,q. Fur-
thermore, d(p,q)B = d(q,p)B from Eq. (34). What is left to demonstrate is
the triangle inequality:
d(p,q) + d(q, r) = min
R∈{0,1}N
∥∥∥|p˜− q˜| −R∥∥∥
B
+ min
R∈{0,1}N
∥∥∥|q˜− r˜| −R∥∥∥
B
,
=
∥∥∥|p˜− q˜| −Rpqmin∥∥∥
B
+
∥∥∥|q˜− r˜| −Rqrmin∥∥∥
B
,
≥
∥∥∥|p˜− q˜|+ |q˜− r˜| − (Rpqmin + Rqrmin)∥∥∥
B
,
≥
∥∥∥|p˜− r˜| − (Rpqmin + Rqrmin)∥∥∥
B
,
≥ min
R∈{0,1}N
∥∥∥|p˜− r˜| −R∥∥∥
B
,
= d(p, r).
(35)
C. Wannierizations exhibiting different initial distributions of Wan-
nier centers for a monolayer of MoS2
To illustrate the treatment of two equally valid Wannierizations of the
same structure, the MoS2 monolayer structure introduced in Appendix A
will serve as test bed. It was simulated in VASP within the generalized
gradient approximation of Perdew-Burke-Ernzerhof (PBE) [37] using a lattice
constant of 3.18A˚, a 400-eV plane-wave cutoff energy, a 21x21x1 Monkhorst-
Pack k-point grid, and a 45A˚ out-of-plane vacuum separation between the
structure and its closest images. Due to the periodicity of the lattice, Wannier
centers can be spread out among images of the same atomic positions, as can
be observed Fig. 27.
The wannierization corresponding to the red marbles in Fig. 27, resulted
from placing orbital projections directly onto atomic positions. The one
52
(a) (b)
Figure 27: Small section of a MoS2 monolayer structure. The primitive unit cell simulated
in VASP holds one molybdenum (transparent red spheres) and two sulfur (transparent
blue spheres) atoms. The small red marbles represent Wannier centers converged onto
atomic positions within the parallelepiped delimited by the blue lines, while the blue
marbles represent Wannier centers resulting from a different set of orbital projections.
Both wannierizations are equally valid and produce 5 Wannier centers on molybdenum
and 3 on sulfur. However, in the second case the centers are spread out among images in
neighboring cells. (a) Isometric view. (b) View from the top.
corresponding to the blue marbles in Fig. 27 was arrived at by placing orbital
projections on images of the atomic positions. For both cases, we are able to
arrive at qualitatively equivalent results by taking the relative positioning of
Wannier centers in to account. For instance, the following matrices describe
the self-interactions of sulfur in each case:
Hred,S =
−5.4896 0.0000 −0.00250.0000 −5.4920 0
−0.0025 0 −5.6947

Hblue,S =
−5.5399 + 0.0000i 0.0318− 0.0076i 0.0836− 0.0032i0.0318 + 0.0076i −5.5116 + 0.0000i −0.0539− 0.0104i
0.0836 + 0.0032i −0.0539 + 0.0104i −5.6201 + 0.0000i
 .
Due to the different wannierizations, the matrices are not equivalent, but
when performing a singular value decomposition to characterize the interac-
tions, it becomes clear that they closely resemble each other for both cases:
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Hred,S Hblue,S
s1 5.6948 5.6951
s2 5.4920 5.4902
s3 5.4896 5.4865
The slight differences can be explained by the fact that the blue wan-
nierization is of lower quality than the red one, as the Hamiltonian matrices
exhibit non-vanishing imaginary parts. The total spreads for both cases are
very similar however and as such, the blue wannierization can be considered
as localized as the red one.
D. Automatic Detection of Basis Expansions
An algorithm was developed, allowing for automatic detection of expan-
sion matrices C of a primitive basis B, given a template T for the desired
basis B˜, such that B˜ = diag([λi, ..., λN ]) · T with λi ∈ R>0 and vol(B˜) is
minimal. Hence, the task is to find the expansion C leading to the smallest
possible super cell, such that the basis vectors of B˜ are equivalent up to a
positive constant to the template basis vectors in T.
In order for B˜ to be a valid basis for the lattice initially expressed in B,
the directions given by T must correspond to crystallographic directions, in
which case T in basis B takes the form
B−1 ·T = [λ1q1, ..., λNqN ], (36)
with λi ∈ R and qi ∈ QN . The task of finding the smallest possible
expansion is now equivalent to determining a factor fi for each column such
that fi · λiqi ∈ ZN and ‖fi · λiqi‖2 minimal. Since
1 ≥ |λiqij|
maxj |λiqij| ∈ Q, (37)
it follows that
∀j ∃ν ∈ N such that ν · λiqij
maxj |λiqij|︸ ︷︷ ︸
pij
∈ Z. (38)
Determining the ν for each column qi, where ‖qi‖2 is minimal, corre-
sponds to finding the least common multiple among the denominators of pij
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for each i, over j. Since the denominators are not known, the implementation
scans through all ν ≥ 1 until either all qij are integers (up to a small numer-
ical tolerance), or an upper limit νmax has been reached, i.e. the resulting
basis would be so large as to render it useless. The νmax might be exceeded
only if the initial template T was poorly chosen, in which case Eq. (36) is
violated, or if the tolerance level was set too strict. A few points should be
mentioned:
• For this algorithm to be useful in real-world applications, the lattice
must be aligned ’nicely’ with the Cartesian axes. For example, to find
the expansion from the primitive basis to the orthorhombic super cell
in Fig. 26, the template T can be set to the identity. However, if the
basis vectors of the primitive basis were slightly rotated such that the
Cartesian axes do not lie along crystallographic directions, the template
would have to be rotated in the same way to arrive at the same result.
In such a case, it is more practical to determine the correct expansion
by other means, rather than attempting to detect the rotation.
• Small deviations from a ’nice’ alignment can be compensated by in-
creasing the tolerance level when detecting integers.
• For lattices that only slightly deviate from an exact symmetry as dic-
tated by T, the tolerance level for detecting integers can be increased,
upon which inexact expansions are automatically detected and com-
pensated for by a deformation tensor.
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