A methodological framework for experimental analysis of the noise-power spectrum ͑NPS͒ of multidimensional images is presented that employs well-known properties of the n-dimensional (nD) Fourier transform. The approach is generalized to n dimensions, reducing to familiar cases for nϭ1 ͑e.g., time series͒ and nϭ2 ͑e.g., projection radiography͒ and demonstrated experimentally for two cases in which nϭ3 ͑viz., using an active matrix flat-panel imager for x-ray fluoroscopy and cone-beam CT to form three-dimensional ͑3D͒ images in spatiotemporal and volumetric domains, respectively͒. The relationship between fully nD NPS analysis and various techniques for analyzing a ''central slice'' of the NPS is formulated in a manner that is directly applicable to measured nD data, highlights the effects of correlation, and renders issues of NPS normalization transparent. The spatiotemporal NPS of fluoroscopic images is analyzed under varying conditions of temporal correlation ͑image lag͒ to investigate the degree to which the NPS is reduced by such correlation. For first-frame image lag of ϳ5-8 %, the NPS is reduced by ϳ20% compared to the lag-free case. A simple model is presented that results in an approximate rule of thumb for computing the effect of image lag on NPS under conditions of spatiotemporal separability. The volumetric NPS of cone-beam CT images is analyzed under varying conditions of spatial correlation, controlled by adjustment of the reconstruction filter. The volumetric NPS is found to be highly asymmetric, exhibiting a ramp characteristic in transverse planes ͑typical of filtered back-projection͒ and a band-limited characteristic in the longitudinal direction ͑resulting from low-pass characteristics of the imager͒. Such asymmetry could have implications regarding the detectability of structures visualized in transverse versus sagittal or coronal planes. In all cases, appreciation of the full dimensionality of the image data is essential to obtaining meaningful NPS results. The framework may be applied to NPS analysis of image data of arbitrary dimensionality provided the system satisfies conditions of NPS existence.
I. INTRODUCTION
The detectability of fine and low-contrast structures in medical images can be strongly affected by the magnitude and frequency content of stochastic variations in image signal. Therefore, quantitative measurement of imager noise characteristics is an important aspect of the development and assessment of imaging technologies. The image noise-power spectrum ͑NPS͒ quantifies the frequency characteristics of fluctuations in image signal and encapsulates many of the physical factors affecting image quality, such as gain, spatial resolution, additive noise, and aliasing. Furthermore, it is fundamental to analysis of figures of merit for imager per-formance, such as detective quantum efficiency ͑DQE͒ and noise-equivalent quanta ͑NEQ͒, which in turn are related to object and observer-dependent measures such as detectability index and receiver operating characteristic. 1 Since errors in NPS estimation translate directly to errors in such metrics of performance, the motivation for accurate NPS estimation is clear. The strong interest in establishing standard methods for NPS measurement is evidenced by the AAPM Task Group 2 concerning NPS analysis of two-dimensional ͑2D͒ x-ray projection images.
Analysis of image noise is especially important in the development, characterization, and optimization of novel im-aging technologies. 3 Such is evident in the development of active matrix flat-panel imagers ͑FPIs͒ in the last decade 4 -7 for 2D projection imaging. Currently, there is strong interest in application of FPIs to three-dimensional ͑3D͒ imaging, as in fluoroscopy 8, 9 ͑i.e., acquisition of 2D projection images in temporal succession, constituting 3D data in the spatiotemporal domain͒ and cone-beam CT [10] [11] [12] ͑i.e., reconstruction of 3D volume images from 2D projection views͒. Similarly, technologies are being pursued for 4D imaging, as in volume fluoroscopy 13 ͑i.e., reconstruction of 3D volume images in temporal succession͒. The development of these technologies will also benefit from a quantitative understanding of imager noise characteristics. However, as the technologies advance and the dimensionality of image data grows, straightforward application of established NPS analysis techniques can be fraught with error, and accurate characterization of the noise properties of multidimensional imaging systems poses a challenge. This paper presents a formal description of image NPS analysis in n dimensions that uses well-known properties of the nD Fourier transform. 14 -18 It reduces to familiar cases for nϭ1 ͑i.e., 1D data͒ and nϭ2 ͑i.e., 2D data such as a projection radiograph͒ and makes explicit the factors affecting the NPS for nϭ3 ͑i.e., 3D data͒ and beyond. While the measurements are based on an experimental system for 3D imaging using an FPI, the objective is not to report on the performance of a particular system ͑e.g., in comparison to image intensifiers or CT scanners͒, nor to present a theoretical method ͑e.g., using cascaded systems analysis [19] [20] [21] [22] [23] ͒ for prediction of the NPS. Rather, the nD approach is intended as a framework for experimental analysis of multidimensional image noise ͑within the constraints of NPS existence͒, particularly concerning the effects of nD correlations and the requisite normalization factors associated with various NPS analysis techniques.
II. MATHEMATICAL METHODS
This section outlines the general mathematical framework for analysis of the NPS of multidimensional image data. In Sec. II A, a compact multidimensional notation is introduced along with a generic Fourier description of image NPS in n dimensions. In Sec. II B, the nD NPS is derived for the case of a linear, shift-invariant system with a Poisson-distributed input. In Sec. II C, the relationship of the full nD NPS to ''central slice'' analysis techniques is presented in a way that clarifies issues of normalization and quantifies the extent to which such techniques provide an accurate central slice of the nD NPS.
A. Notation and definitions
The notation below follows that of Dainty and Shaw 18 and Cunningham, 24 with forms generalized to n dimensions. ͑See Table I .͒ We consider a generalized nD image for which the mean and autocorrelation function are constant in all domains; therefore, the process forming the nD image is wide-sense 16, 17 stationary. The image signal, d, is a function of n dimensions (x 1 ,x 2 ,...,x n ), denoted with the shorthand d(x 1:n ), where the multidimensional domain of a function is written ͑ x 1:n ͒ϵ͑ x 1 ,x 2 ,...,x n ͒. ͑1a͒
For example, the 3D spatial domain is denoted (x 1:3 ) ϭ(x 1 ,x 2 ,x 3 )ϭ(x,y,z). Similarly, the domains involving a parameter, e.g., b i , in combination with a dimension, x i , such as (bx͉ 1:n ) and (x/b͉ 1:n ) are denoted with the shorthand shown in Table I . A discretized nD domain is denoted with square brackets as ͓x 1:n ͔-equivalent to the continuous (x 1:n ) except that locations in each domain are restricted to integer values. Analysis below primarily uses continuous notation, with results given for both the continuous and discrete cases.
The nD image has mean signal d , with fluctuations about the mean denoted ⌬d(x 1:n )ϵd(x 1:n )Ϫd . The image is formed by an nD array of rectangular apertures, where the extent in the i th domain is a i , representing extent in spatial, temporal, or other domains and carrying units appropriate to the domain. A shorthand notation like that in Eq. ͑1a͒ represents a linear combination a 1:n ϵ ͟ iϭ1 n a i . ͑1b͒
Parentheses or brackets distinguish a functional domain ͓Eq. ͑1a͔͒ from a linear combination ͓Eq. ͑1b͔͒. We write b i for the pixel size ͑sampling interval͒ in the i th domain, N i for the number of pixels in a realization along the i th domain, and L i for the extent of a realization in the i th domain. Hence, L i ϭb i N i . Note that the sampling interval, b i is not necessarily equal to the extent of the integrating aperture, a i , nor to the effective aperture size, ␣ i , discussed below. Integrals are taken to be multiple integrals over the domains associated with the differentials, d f i :
Ϫϱ ϱ d f n . ͑1c͒
The image d(x 1:n ) represents the response of a system to a generalized nD input distribution, q(x 1:n ), with mean value, q , and fluctuations about the mean given by ⌬q(x 1:n )ϵq(x 1:n )Ϫq . The input distribution results from a wide-sense stationary random process and can represent a quantum fluence, fluence rate, etc. 25 The mean output signal is related to the mean of the input distribution by a constant, ␥ ͑referred to loosely as gain͒, and the nD impulse response function, p(x 1:n ), is the output for the case in which the input is an nD delta function.
The Fourier conjugate to (x 1:n ) or ͓x 1:n ͔ is the frequency domain ( f 1:n ) or ͓ f 1:n ͔, respectively. The Fourier transform operator is denoted FT͕ ͖, and the discrete Fourier transform operator is DFT͕ ͖, with the relationship between the two described for digital imaging systems in Ref. 24 . The Fourier representations of the zero-mean input and output distributions, respectively, are therefore ⌬Q͑ f 1:n ͒ϵFT͕⌬q͑ x 1:n ͖͒ and ⌬D͑ f 1:n ͒ϵFT͕⌬d͑ x 1:n ͖͒ ͑2a͒
and for the discrete signal ⌬D͓ f 1:n ͔ϵDFT͕⌬d͓x 1:n ͔͖. ͑2b͒
While Q( f 1:n ) tends to infinity for q(x 1:n ) of infinite extent, in practice q(x 1:n ) is bounded and terms involving Q( f 1:n ) are defined such that the result is finite. Similarly, the nD transfer function for the system is given by the Fourier transform of the normalized impulse response function: T( f 1:n ) ϵ͉FT͕p(x 1:n )͖͉.
We consider the ''direct-digital'' technique 18 of NPS analysis in which the NPS is determined from the ensemble average of the modulus-squared of the Fourier transform of the zero-mean image signal. A simple block diagram illustrating the technique is shown in Fig. 1 . For the nD case, the NPS is denoted S( f 1:n ),
where the normalization factor, W norm cont , accounts for the finite extent of image realizations forming the ensemble as discussed below. For discrete data, ⌬d͓x 1:n ͔, with discrete Fourier transform, ⌬D͓ f 1:n ͔, the NPS is
The normalization factors associated with the continuous and discrete cases can be simply related by considering the transforms. 24 The NPS for the discrete case ͓Eq. ͑4͔͒ is equivalent to that of Eq. ͑3͒ evaluated at discrete frequencies, where the frequency interval in the i th domain is 1/L i . Denoting the NPS evaluated at discrete frequencies as S( f 1:n )͉ eval , gives
Evaluation at discrete frequencies corresponds to multiplication in the frequency domain with the comb function L 1:n III(L f ͉ 1:n )ϭb 1:n N 1:n III(L f ͉ 1:n ). Writing the continuous and discrete Fourier transforms as in Sec. 2.4 of Ref. 24 and employing the sifting property gives W norm cont W norm discrete ϭ ͉͚ kϭ1 N ⌬d͓x 1:n ͔e Ϫi2k 1:n m 1:n /N 1:n ͉ 2 ͉͐⌬d͑x 1:n ͒e Ϫi2 f 1:n x 1:n dx 1:n ͉ 2 ͉ eval ϭ ͉͚ kϭ1 N ⌬d͓x 1:n ͔e Ϫi2k 1:n m 1:n /N 1:n ͉ 2 ͉͚ kϭ1 N ⌬d͓x 1:n ͔e Ϫi2k 1:n m 1:n /N 1:n b 1:n ͉ 2 ϭ 1 b 1:n 2 ϭ N 1:n 2 L 1:n 2 . ͑5b͒
The normalization factors associated with the discrete and continuous cases are therefore related by
Several special cases are considered below where (x 1:n ) represents spatial and/or temporal domains. The case nϭ2 represents the familiar case of 2D imaging ͑e.g., projection radiography͒, where the domain is the 2D spatial domain denoted ͑x,y͒. For nϭ3, two cases are considered. The first involves the spatiotemporal domain in which (x 1:3 ) is denoted ͑x,y,t͒ and pertains to the 3D domain of projection data in the image plane acquired as a function of time, as in x-ray fluoroscopy. The second involves the volumetric domain in which (x 1:3 ) is denoted ͑x,y,z͒ and pertains to the 3D spatial domain in volume reconstructions, as in cone-beam CT. Generalized nD NPS analysis:
Continuous n-D domain (x 1 ,x 2 ,...,x n ) ͓x 1:n ͔ Discrete n-D domain ͓x 1 ,x 2 ,...,x n ͔ ( f 1:n )
Continuous n-D frequency domain ( f 1 , f 2 ,..., f n ) ͓ f 1:n ͔ Discrete n-D frequency domain ͓ f 1 , f 2 ,..., f n ͔ (ax͉ 1:n ) Functional product (a 1 x 1 ,a 2 x 2 ,...,a n x n ) (x/a͉ 1:n ) Functional quotient (x 1 /a 1 ,x 2 /a 2 ,...,x n /a n ) a i
Aperture 
B. Derivation of the nD NPS
The sections below convey the relationship between an nD image and the NPS in a manner that is directly applicable to measured nD data, highlights the effects of nD correlations, and makes the issues of normalization, units, and convergence among various NPS analysis techniques completely transparent. Derivations are cast in a form that reduces to familiar 1D and 2D cases. For a linear, shift-invariant system with deterministic response ͑i.e., one in which the processes of image formation introduce correlation, but not noise, to the input distribution 21 ͒ it is straightforward to show 20,26 that the presampling signal is ⌬d͑x 1:n ͒ϭ␥⌬q͑ x 1:n ͒ * p͑x 1:n ͒ ϭ␥⌬q͑x 1:n ͒ * ͫ pЈ͑x 1:n ͒ * 1
where the second line separates components associated with the integrating apertures (nD rect functions͒ from all other sources of image correlation ͓denoted pЈ(x 1:n )]. While a deterministic model rarely gives a precise description of the signal and noise characteristics of real physical systems ͑due to complicating factors in the process of signal formation [27] [28] [29] ͒, such is invoked simply to provide a relationship between the signal, input distribution, integrating apertures, etc. The general framework described below does not rely on the deterministic assumption and is applicable to measured data that satisfy the basic requirements of NPS existence. 18, 24, 30 The corresponding presampling NPS is simply S͑ f 1:n ͒ϭ␥ 2 a 1:n 2 q T 2 ͑ f 1:n ͒. ͑8a͒
As discussed in detail elsewhere, 4, 21, 24, 31, 32 for a discretely sampled digital signal the NPS may be increased due to aliasing, as given by the presampling NPS convolved with the Fourier transform of the sampling function
where III(b f ͉ 1:n ) represents an nD array of delta functions at multiples of the sampling frequency. Note that Ŝ ( f 1:n ) is a measurable quantity evaluated at frequencies below the Nyquist frequency, f iNyq ϭ1/2a i . In the context of projection radiography, the relationship between the presampling signal, the digital image, and the resulting NPS is well known. 21 Extension to nD is straightforward though notationally cumbersome, and offers the same essential result: nD sampling increases the NPS by nD convolution in the frequency domain.
To derive the nD NPS, the Fourier transform term in Eq. ͑3͒ for the system described above is ͉͗⌬D͑ f 1:n ͉͒ 2 ͘ϭ␥ 2 a 1:n 2 ͉͗⌬Q͑ f 1:n ͉͒ 2 ͘T 2 ͑ f 1:n ͒.
͑9a͒
The ensemble consists of finite-length realizations ͑a fact imposed by finite detector size, measurement time, etc.͒. These are equivalent to realizations of infinite extent truncated by a rect function, (1/L 1:n )⌸(x/L͉ 1:n ). In the conjugate domain, this corresponds to convolution with a sinc function, L 1:n sinc(L f ͉ 1:n ). Truncation in this manner corresponds to the crudest form of tapering window 14 -17 -a boxcar function. Use of special tapering windows simply incurs a normalization factor associated with the window function, which can be computed in the same manner as described here. For finite-length realizations, the NPS becomes S͑ f 1:n ͒ϭW norm cont ␥ 2 a 1:n 2 ͉͗⌬Q͑ f 1:n ͒ ϫT͑ f 1:n ͒ * L 1:n sinc͑L f ͉ 1:n ͉͒ 2 ͘.
͑9b͒
The length of the realizations is assumed much greater than the correlation lengths characteristic of T( f 1:n ), giving FIG. 1. Functional block diagram illustrating the essential steps of NPS analysis. ͑1͒ n-dimensional image data, d͓x 1:n ͔ϭd͓x 1 ,x 2 ,...,x n ͔ are considered. ͑2͒ The data are corrected for low-frequency trends ͑long-range image nonuniformity͒, and the mean image value is subtracted to form zeromean realizations. ͑3͒ The modulus of the nD FFT is computed, and the result is squared. ͑4͒ The process is repeated for each realization in the data ensemble, and ͑5͒ the results are averaged. ͑6͒ The properly scaled NPS estimate is obtained upon application of a normalization factor that accounts for the finite length of the realizations and, depending on the analysis technique, tapering, extraction, and/or synthesis of the data. ͑See text for details.͒ S͑ f 1:n ͒ϭW norm cont ␥ 2 a 1:n 2 T 2 ͑ f 1:n ͒ ϫ͉͗⌬Q͑ f 1:n ͒ * L 1:n sinc͑L f ͉ 1:n ͉͒ 2 ͘ ϭW norm cont ␥ 2 a 1:n 2 T 2 ͑ f 1:n ͒L 1:n 2 ⌬Q 2 ͑ f 1:n ͒ ϫ ͵ sinc 2 ͑ L f ͉ 1:n ͒d f 1:n ϭW norm cont ␥ 2 a 1:n 2 L 1:n 2 1 L 1:n q T 2 ͑ f 1:n ͒ ϭW norm cont ␥ 2 a 1:n 2 L 1:n q T 2 ͑ f 1:n ͒, ͑9c͒
where the assumption of a Poisson-distributed input distribution has been invoked ͑valid, e.g., when the input distribution consists of discrete quanta͒, and the L 1:n results from truncation to finite-length realizations. Comparing to Eq. ͑8a͒, the normalization factor for truncation of the realizations is given by the reciprocal
which is seen to be a straightforward nD extension of the normalization constant shown for 1D and 2D in Dainty and Shaw 18 and other texts. For discrete data, therefore, the normalization factor is
Therefore, the NPS evaluated by nD discrete Fourier transform of finite length realizations, written in a form directly applicable to the zero-mean measurements is S͓ f 1:n ͔ϭ b 1:n N 1:n ͉͗DFT͕⌬d͓x 1:n ͔͖͉ 2 ͘.
͑12͒
This straightforward derivation closely follows the familiar ''direct-digital'' method of NPS analysis 18 and provides a useful perspective on factors affecting measurement of the multidimensional NPS. First, it is generalized to n dimensions. So rather than ''building up'' inductively from lower dimensions to infer the nD NPS ͑e.g., applying one's knowledge of the 1D and 2D NPS to ascertain the 3D NPS͒, we have a simple ''top-down'' approach that describes the NPS for any dimensionality. Second, the form does not restrict the nature of the image domain. Thus the n dimensions may represent any combination of domains of space, time, etc., provided the system satisfies the assumptions for NPS existence. Third, the approach emphasizes the role of correlations on the NPS-e.g., spatial correlation ͑1D, 2D, or 3D ''blur''͒, temporal correlation ͑''image lag''͒, etc.-and provides a starting point from which such correlations can be accommodated in measurements of NPS. As shown below for two cases of 3D imaging, failure to appreciate such correlation can result in significant error. Finally, the approach provides a framework for understanding the relationship and continuity between the full nD NPS analyzed by nD Fourier transform and the ''central slice'' NPS analyzed by other methods ͑e.g., ''extraction'' and ''synthesis,'' described be-low͒.
A final note regarding the units of the NPS, which can be understood by a simple rule of thumb: for an image signal, d(x 1:n ), with units denoted ͕signal͖, the NPS has units given by the those of the signal squared times the linear combination of units for all domains. That is, the units of the NPS ͕NPS͖, are related to the units of the signal ͕signal͖, and the units of each domain ͕domain i ͖, by the rule:
In all cases below, we consider a dimensionless nD signal. Therefore: ͑i͒ for the 2D projection domain ͓nϭ2 and (x 1:2 )ϭ(x,y)], the NPS has units mm 2 ; ͑ii͒ for the 3D spatiotemporal domain ͓nϭ3 and (x 1:3 )ϭ(x,y,t)], the NPS has units mm 2 s; ͑iii͒ for the 3D volumetric domain ͓nϭ3 and (x 1:3 )ϭ(x,y,z)], the NPS has units mm 3 ; ͑iv͒ for the 4D fully spatiotemporal domain, ͕NPS͖ϭmm 3 s. Furthermore, the nD integral of the NPS equals the variance in image pixel values. 18
C. Central slice NPS analysis: extraction and synthesis
Historically, full nD spectral analysis as in Eq. ͑11͒ was uncommon for nϾ1 due to practical limitations in computing speed and multidimensional fast Fourier transform ͑FFT͒ algorithms. Techniques in which portions of the NPS ͑e.g., slices along major axes͒ are analyzed have become common-e.g., by ͑1͒ ''extracting'' realizations from the nD image; or ͑2͒ ''synthesizing'' realizations along one or more domains. The former technique is subject to significant error unless attention is paid to correlations orthogonal to the domain of the extracted data. The latter technique requires that the extent over which data are synthesized ͑i.e., summed or averaged͒ be sufficient that the resulting NPS converge upon a central slice of the nD NPS ͑e.g., in the ''synthesized slit'' technique for 2D images͒. As noted by Dobbins et al., 33 analysis of the full nD NPS can reveal off-axis noise characteristics that would otherwise be missed. Still, there are several reasons that a reduced-dimensionality approach may be desirable or necessary: for a given body of data, such an approach can yield a larger number of realizations and reduced standard error; constraints of display media make representation of the nD NPS awkward for nϾ2; computer memory requirements can be strained for large realizations in which nу3; finally, the amount of useful data may be limited ͑e.g., by experimental technique or by wide-sense sta-tionarity͒ to ''extractions'' from the full nD data-e.g., a single fluoroscopy frame, a single volumetric slice, etc. As shown below, the general framework for nD NPS analysis removes the distinction between such techniques and describes a methodology for analysis of the full nD NPS or central slices therein.
Central slice NPS analysis by extraction
Extraction of realizations directly from nD data ͑see Fig.  2͒ is usually recognized as a problematic starting point for NPS analysis, since it requires account of correlation orthogonal to the direction of extraction. If realizations are extracted unwittingly, the resulting NPS will underestimate the true NPS in a manner related to the ignored correlations. We consider an nD image from which realizations of dimensions (nϪm) are extracted to analyze the NPS, S( f 1:nϪm ). We dignify the process with the term ''m th -order extraction.'' The dimensions can be arbitraribly reordered such that the lower domains 1:(nϪm) are extracted, while the higher domains (nϪmϩ1):n are excluded. Furthermore, data are extracted along the entire extent of the data-i.e., data are not ''cropped'' from within d(x 1:n ) ͑which would simply introduce truncation terms͒ but are extracted in entirety along domains (x 1:nϪm ). The extracted data, d(x 1:nϪm ), are therefore equal to d(x 1:n ) multiplied by a set of nD delta functions in domains (x (nϪmϩ1):n ). Without loss of generality, the origin is chosen such that data are extracted at (x (nϪmϩ1):n )ϭ0:
which in the Fourier domain corresponds to convolution with a constant. The term of interest in the NPS is
and the NPS in the reduced ( f 1:nϪm ) domain is
where W norm cont accounts for truncation to finite length, and W norm extract accounts for extraction. To put the equation in a simple, intuitive form, the system transfer function is assumed to be separable
While this is not a necessary assumption, it renders the effect of extraction on the NPS transparent. The assumption is reasonable to varying degrees among different technologies and image domains. Separability of spatial and temporal components is often valid. For FPIs, the imaging array may have a separable MTF of the form ͉sinc(a x x)sinc(a y y)͉; however, the detector system MTF may involve effects that are radially symmetric, such as K-fluorescence and choice of x-ray converter. In volume CT, separability between transverse and axial domains is reasonable to the extent that ramp and apodization filters are applied only in the transverse direction, but attention must be paid to the degree to which the detector MTF is separable.
Taking the ensemble average of the modulus squared as in Eqs. ͑9͒ yields the same L 1:n term for the length of the realizations, with the transfer function now distinct between the extracted domains ( f 1:nϪm ) and orthogonal domains ( f (nϪmϩ1):n ):
͑16͒
Therefore, the NPS is reduced by a factor given by the integral over the transfer functions in all domains orthogonal to FIG. 2. Extraction of realizations from nD data. Extraction is the simpler of the two dimension-reduction techniques discussed in the text for analysis of the central slice NPS. It is also the more prone to error, since it requires full account of correlations orthogonal to the extracted data. ͑a͒ Illustration of extraction from 2D data, such as extraction of individual ''rows'' from a 2D digital radiograph. ͑b͒ Illustration of extraction from 3D data, such as extraction of individual ''frames'' from a fluoroscopic sequence or individual ''slices'' from a volume CT image. Higher order extraction is also illustrated, such as extraction of individual 1D ''rows'' from 3D data.
the extracted signal. This factor represents a bandwidth integral over the orthogonal domains, similar to that in Wagner et al., 34 where the bandwidth integral for the domain f i is
the reciprocal of which is an effective aperture for the i th domain
The effective aperture has units corresponding to that of the domain ͑e.g., length or time for the spatial or temporal do-mains͒. Furthermore, for the special case in which the transfer function in the i th domain is a sinc function for which the first zero exactly equals the sampling frequency ͑i.e., system response is uniform throughout each sampling interval͒, the effective aperture equals the aperture: ␣ i ϭa i .
The normalization factor such that the resulting NPS analyzed by extraction is a central slice of the full nD NPS is therefore the reciprocal of the bandwidth integral
and the NPS evaluated by extraction can be written in a form directly applicable to the extracted data
where the ␣ term represents the linear combination of effective apertures for the excluded domains (nϪmϩ1) to n.
Central slice NPS analysis by synthesis
The process of synthesis is illustrated in Fig. 3 . We consider nD image data from which realizations of dimensions (nϪm) are synthesized by integrating the data along domains (x (nϪmϩ1):n ). We dignify the process with the term ''m th -order synthesis.'' The methodology for the case nϭ2 and mϭ1 ͑i.e., the synthesized slit technique͒ is described in numerous sources, 3, 4, 27 with the goal being estimation of the NPS along a subset of the major axes ͓i.e., a ''central slice'' of the NPS, where the slice has dimensionality (nϪm)]. Following Dainty and Shaw, 18 the central slice of the NPS is
where T synth ( f 1:n ) is the transfer function associated with synthesis ͑i.e., integration over an nD synthesizing aperture͒. As in Eq. ͑16͒, therefore
where the normalization factor W norm synth accounts for synthesis. Assuming separability as in Eq. ͑15͒ gives The synthesizing aperture is chosen such that T synth ( f 1:n ) satisfies two assumptions related to ''convergence'' of the resulting NPS upon a central slice. First, for the domains ( f 1:nϪm ) correlations associated with T synth ( f 1:nϪm ) are negligible compared to those associated with the system transfer function, T( f 1:nϪm ). Therefore, the product T 2 ( f 1:nϪm )T synth 2 ( f 1:nϪm ) is approximately T 2 ( f 1:nϪm ), and Eq. ͑20c͒ becomes
Second, for the domains ( f (nϪmϩ1):n ) correlations associated with the synthesizing aperture are much greater than those associated with the system transfer function. Therefore, the product
This is the general form for the ''central slice'' of the full nD NPS evaluated by synthesis. A common case is where the synthesizing aperture is an nD rect function, chosen ''narrow'' in (x 1:nϪm ) and ''long'' in (x (nϪmϩ1):n ). Then T synth ( f 1:n ) is a sinc determined by sidelengths, ⌳ i , of the synthesizing aperture, and Eq. ͑21͒ becomes
The normalization factor is therefore the reciprocal of the term associated with synthesis, ⌳ (nϪmϩ1):n ,
and the NPS evaluated by synthesis can be written in a form directly applicable to the synthesized data:
A requirement for convergence is that the synthesizing aperture be of much greater extent than the corresponding effective apertures of the system. Choosing a synthesizing aperture that is too short results in underestimation of the central slice. In practice, progressively ''longer'' synthesizing apertures may be chosen until the resulting NPS converges upon the central slice. A method for quantifying the degree of NPS convergence is demonstrated below. Note, however, that even when this requirement is not satisfied, the underestimation can be corrected by dividing out the integral of Eq. ͑21͒-similar to the bandwidth integral for the extraction case. In fact, extraction and synthesis are seen to be endpoints on a continuum of techniques. That is, ''extraction'' can be viewed as a case where the ''synthesizing'' aperture has extent equal to the apertures. In each case, the bandwidth integral provides appropriate normalization and units for the NPS.
III. NOISE-POWER SPECTRUM MEASUREMENTS
The NPS was measured for two cases in which nϭ3 using a single experimental platform. In the first case, (x 1:3 ) ϭ(x,y,t), corresponding to acquisition of projection images in temporal succession ͑as in x-ray fluoroscopy͒, and the spatiotemporal NPS was analyzed. In the second case, (x 1:3 )ϭ(x,y,z), corresponding to cone-beam CT, and the volumetric NPS was analyzed. In each case, the NPS was investigated under conditions of varying correlation: for the spatiotemporal case, temporal correlation was examined by varying the image lag; for the volumetric case, correlation in the transverse plane was varied through adjustment of the reconstruction filter.
A. Experimental platform
The experimental 3D imaging bench has been described in detail elsewhere. 10 The primary components of the bench are an x-ray tube ͓Dunlee PX1415 tube with Picker MTX 360 generator͔ and a flat-panel imager, FPI ͓PerkinElmer RID-1640͔. The FPI incorporates a 41ϫ41 cm 2 array of a-Si:H photodiodes and TFTs at 400 m pixel pitch ͑ϳ80% fill factor͒ in combination with a 250 mg/cm 2 CsI:T1 x-ray converter. Pixel values were digitized to 16 bits, and the detector could be read at frame rates up to 3.5 frames per second ͑fps͒. The imaging geometry corresponds to a system under development for image-guided radiation therapy, 35 with a source-to-isocenter distance of 100 cm and a sourceto-detector distance of 160 cm.
B. Case nÄ3: The spatiotemporal NPS
For measurement of spatiotemporal noise characteristics, the 3D image domain is (x,y,t), with x and y along detector rows and columns, respectively, and t the temporal domain. The x-ray tube was operated at 120 kVp, with 2.5 mm Al ϩ0.625 mm Cu of added filtration, and the exposure per frame at the detector was varied from 340 R ͑ϳ20% of sensor saturation͒ to 1630 mR ͑ϳ100% saturation͒. The FPI was operated at 1.1 fps, synchronized with the x-ray generator such that x-ray pulses were delivered between frames ͑i.e., radiation was not incident during detector read͒. Although the frame rate was significantly less than that common to clinical fluoroscopy, the purpose of this study re-quired only that projections were acquired in temporal succession ͓giving 3D image data in ͑x,y,t͔͒ with a given level of spatiotemporal correlation ͑blur and image lag͒.
The magnitude of temporal correlation ͑image lag͒ was investigated by measurement of the impulse response function ͑IRF͒ and temporal transfer function (T lag ) as described previously 36 at 11 exposure levels ranging from ϳ20% to ϳ100% of sensor saturation. The response from an ensemble of 100 pixels distributed across the FPI was measured. For each IRF, 50 frames were read in the dark ͑giving the average dark pixel values͒, a single x-ray pulse was delivered prior to the 51st frame, and the signal decay was measured for an additional 50 frames. The procedure was repeated 5 times, giving 500 IRFs for each exposure level. The k th -frame lag was analyzed from the relative residual signal in the k th frame following the radiation impulse:
where Sig͉ k is the dark-subtracted pixel signal in the k th frame following the radiation impulse. Lag͉ kϭ1 is the commonly reported first-frame lag. The transfer function associated with temporal correlation was computed from the Fourier transform of the area-normalized IRF: 36 T lag ͓ f t ͔ϭ͉DFT͕IRF͓t͔͖͉ ͑25b͒
The spatiotemporal NPS was analyzed from threedimensional image data d͓x,y,t͔ consisting of flood-field projections acquired in temporal succession. Projections were gain-offset corrected using 20 dark fields and 20 flood fields acquired immediately prior. A 512ϫ1024 region of the FPI containing few pixel defects was selected, and the remaining defects ͑ϳ2000 pixels in total͒ were masked by 3 ϫ3 median filter. Pixel values were scaled to units of charge ͑electrons͒ according to the manufacturer-specified calibration. The magnitude of temporal correlation was varied by two means: ͑1͒ variation of the exposure; and ͑2͒ variation of the number of ''dark'' frames read between each exposure. The second method corresponds to frame ''flushing'' or ''scrubbing'' 37, 38 as a means of reducing correlation between frames. The number of frames flushed between exposures, N flush , varied from N flush ϭ0 ͑projections read in succession, with radiation incident for each frame͒ to N flush ϭ30 ͑radiation delivered prior to every 30th frame, for which the degree of correlation between projections was negligible͒.
The NPS was analyzed from the fluoroscopic data via the ''extraction'' method described above, where 2D projections d͓x,y ͔ were extracted from the 3D data set ͓as in Fig. 2͑b͔͒ . This quantifies the effect of temporal correlation on the spatiotemporal NPS and shows the error ͑underestimation͒ incurred if such correlation is ignored. The method for NPS analysis was similar to that reported elsewhere, 4,6,33 with realizations of 100ϫ100 pixels taken from each projection, giving an ensemble of 2500 nonoverlapping realizations, zero-mean detrended by subtraction of a planar fit. No tapering window 16 was applied. The NPS, S͓ f x , f y ͔, was computed from the ensemble average of 2D FFTs as described above. As a check on normalization, the volume under the resulting NPS was compared to the mean pixel variance and in all cases agreed to better than 1%. Central slice ''strips'' S͓ f x ͔ and S͓ f y ͔ were taken from the average of the two central rows ͑columns͒ from the resulting NPS matrix. 33 The effect of temporal correlation on the NPS was investigated as a function of exposure level and number of frames flushed between projections. The bandwidth integral associated with temporal correlation was computed from the temporal transfer function and compared to the observed differences in S͓ f x , f y ͔ at various levels of image lag.
Finally, an idealized model was constructed to convey a simple rule of thumb regarding the effect of image lag on the NPS. The model considers a discrete time-sampled system for which the detector response follows a simple exponential decay. While such a model describes typical FPI response only in rough approximation, it gives a convenient, transportable result for understanding the effect of temporal correlation on noise.
C. Case nÄ3: The volumetric NPS
For volume images, the image domain is (x,y,z), with the origin at the center of reconstruction ͑i.e., at the intersection of the central ray of the beam and the axis of rotation͒, x along detector rows, y along the direction joining the source and detector, and z along detector columns. An additional 2 mm Cu filter was used, and the exposure per projection at the detector was varied from 100 R ͑ϳ5% satura-tion͒ to 860 R ͑ϳ45% saturation͒. A rotation stage supporting the object was positioned at a source-to-axis distance of 100 cm. As described previously, 10 projection images were acquired at 1.2°angular increments through 360°, and volume images were reconstructed using the FDK algorithm for cone-beam filtered back-projection. 39 Volume images were reconstructed from projections of a 20 cm diameter water cylinder and of air. Spatial correlation was varied through adjustment of the apodization window, H win ( f ), applied in the transverse direction:
where f is the frequency domain associated with the x-direction in the detector plane ͑rows͒, and x inc is the sampling step size of the detector elements. The apodization window was adjusted through variation of h win , ranging from 0.5 to 1. Special cases include h win ϭ0.5 ͑Hanning filter͒, h win ϭ0.54 ͑Hamming filter͒, and h win ϭ1 ͑Ram-Lak filter͒. The reconstruction filter, H recon ( f ), is the apodization window times the ramp function. The effect of the apodization window on volumetric spatial resolution and noise was examined in volume reconstructions of a wire phantom, a water cylinder, and air. The wire phantom consisted of a 0.127 mm diameter stainless steel wire suspended longitudinally ͑along z͒ in the water cylinder. Volume images of the wire phantom were reconstructed at various settings of h win , and the full-width-at-half-maximum ͑fwhm͒ of the wire in transverse slices was computed. Similarly, the image noise ͑i.e., standard deviation in voxel val-ues͒ was measured from volume images of the water cylinder and air as a function of the apodization parameter, h win .
Volumetric NPS were first analyzed by the ͑first order͒ ''synthesis'' method illustrated in Fig. 3͑b͒ . First, volume images with 600ϫ600ϫ400 voxels ͑0.25 mm voxel size͒ were reconstructed at various apodization, h win . Examination of the mean and variance throughout the reconstructions showed that wide-sense stationarity was satisfied to a far greater extent for images of air compared to images of the water cylinder. For the air volumes, the mean voxel value was constant throughout the reconstruction, and the standard deviation in voxel values was constant within 5%. For the water volume, the mean varied radially by up to ϳ30% ͑due to x-ray scatter 12 ͒ and the standard deviation varied by ϳ10% between the center of reconstruction and 10 cm offaxis ͑due to the lack of a bow-tie filter͒. Therefore, air volume reconstructions were used in the NPS analysis. Implementation of scatter correction and incorporation of a bowtie filter should improve stationarity and are subjects of ongoing work.
Second, the extent of the synthesizing aperture ͑i.e., the length of integration along x, y, or z͒ required such that the resulting NPS was convergent upon a central slice of the 3D NPS was examined. The volume under the NPS analyzed for various integration lengths was compared to the voxel variance. An asymptotic behavior was observed in which NPS volume increased with integration length, depending on the degree of correlation, and converged upon a value consistent with the voxel variance. An integration length ͑viz., 10 mm, as shown in Sec. IV C͒ was selected such that the NPS volume was convergent within 1% of the asymptotic limit for all cases. This technique helps remove the subjectivity noted by Dobbins et al. 33 regarding the synthesis technique and allows one to quantify the degree to which the result is a convergent central slice of the NPS. For transverse realizations of 100 ϫ100 voxels, this choice of synthesizing aperture gave a total of 6ϫ6ϫ10ϭ360 realizations for each volume reconstruction. As described above, each realization was zeromean detrended by subtraction of a planar fit. The 2D central slices of the NPS-S͓ f x , f y ͔, S͓ f x , f z ͔, and S͓ f y , f z ͔, referred to as transverse, coronal, and sagittal NPS, respectively-were computed by 2D FFT of realizations synthesized along the z, y, and x directions, respectively. Transverse, coronal, and sagittal central slice NPS are displayed as grayscale images, and 1D curves at various settings of h win were obtained by averaging the two central rows or columns within a central slice.
Finally, the full 3D volumetric NPS, S͓ f x , f y , f z ͔, was analyzed by 3D Fourier transform. A total of (6ϫ6ϫ4 ϭ144) nonoverlapping 3D realizations of size 100ϫ100 ϫ100 voxels were taken from each reconstruction. Each was zero-mean detrended by a 3D polynomial fit, and the 3D FFT was computed ͑using the fftn function in Matlab, The Math-Works, Natick MA͒. Central slices of the 3D NPS were compared to the 2D transverse, coronal, and sagittal NPS analyzed by the synthesis method ͑above͒ and found to agree within experimental error. The 3D NPS was viewed as a series of 2D grayscale images and as shaded-surface renderings.
It is worth noting that acquisition and reconstruction of volume images is in fact, a 4D process involving x, y, z, and t, since 2D projection views are acquired in temporal succession and then reconstructed in the volume domain; therefore, the process involves the projection space domain (x,z), the temporal domain ͑t͒ in which views are acquired at various angles, and the volume domain ͑x,y,z͒ of image reconstructions. However, the result ͑i.e., the volume image͒ is strictly a 3D ͑and not a 4D͒ signal distribution. Volume reconstruction acts upon the projections in ͑x,z͒ and exploits the angular ͑temporal͒ domain to produce a third spatial domain for images in ͑x,y,z͒. Therefore, there is no temporal dimension to the volume reconstruction. However, correlation in the temporal domain during acquisition ͑e.g., due to image lag͒ reduces the projection space NPS, and therefore the volumetric NPS as well. Reconstruction artifacts associated with image lag are discussed elsewhere. 38
IV. RESULTS
The methodological framework for NPS analysis is illustrated below for a variety of cases. In Sec. IV A, specific cases are examined that make explicit the NPS normalization for 2D and 3D imaging, illustrate the continuum nature of the factors associated with extraction and synthesis, and demonstrate the analogy between multidimensional imaging modalities ͑e.g., fluoroscopy and volume CT͒. In Secs. IV B and IV C, the measured NPS is reported for two cases of 3D imaging-fluoroscopy and cone-beam CT-using methods of extraction, synthesis, and full nD analysis and examining the effects of correlation on the NPS. Table II illustrates the NPS framework for various modalities. For radiography ͓(x 1:2 )ϭ(x,y)͔, the input is a fluence ͑mm Ϫ2 ͒, and the NPS has units mm 2 . The (b x /N x ) term accounts for the finite-length realizations, and for analysis by extraction ␣ y accounts for correlation orthogonal to the extracted data. The term ␣ y is critical to ensure the result is a meaningful central slice of the NPS. If there is no spatial correlation beyond that of the apertures in y, T( f y ) is a sinc function, and ␣ y ϭa y . If correlation exists beyond the extent of the apertures, however, the bandwidth integral is the factor by which the result is reduced compared to the full 2D NPS, and failure to account for the orthogonal correlation guarantees an inaccurate NPS estimate. Similarly for analysis by synthesis ͑viz., the synthesized slit technique͒, the term ⌳ y accounts for integration along the synthesizing aperture.
A. Framework for multidimensional NPS analysis
For fluoroscopy, the input distribution is a fluence rate ͑mm Ϫ2 s Ϫ1 ͒, and the spatiotemporal 40 NPS has units mm 2 s. As shown in Table II , extraction yields the term ␣ t , which accounts for correlation in the time domain as given by the temporal bandwidth integral. If there is no temporal correlation other than the sampling interval, a t , the effective temporal aperture equals the sampling interval. If temporal correlation exceeds the sampling interval ͑e.g., due to image lag͒, the bandwidth integral reduces the NPS, and ␣ t is the correction factor such that the result represents a central slice of the spatiotemporal NPS. This case is demonstrated experimentally in Sec. IV B. For synthesis, in which data are integrated in the temporal domain ͑frame integration͒, ⌳ t is the time for which frames are summed, assuming that such is much greater than the length of temporal correlation.
For volume CT, the input distribution is a number density ͑mm Ϫ3 ͒, and the volumetric NPS has units mm 3 . As shown in Table II , NPS analysis by extraction of transverse slices requires account of ␣ z , the effective aperture in the z domain. If there is no longitudinal correlation beyond that of slice thickness, a z ͑e.g., in sequential, stacked slice CT͒ the effective longitudinal aperture equals the slice thickness. If correlation exceeds the slice thickness ͑e.g., due to blur in the 2D detector͒, the integral reduces the transverse NPS and ␣ z is the correction applied for the result to represent a central slice of the full 3D NPS. Using Eq. ͑19͒, similar expressions can be written for extraction along other dimensions ͑e.g., coronal or sagittal slices͒. Similarly, the ''synthesized slice'' technique is shown in Table II , where 2D realizations are formed by integrating ͑averaging͒ along a synthetic aperture in z, and ⌳ z normalizes for the length of the synthesizing aperture, assuming that this length is much greater than longitudinal correlation in the data. This case is demonstrated experimentally in Sec. IV C.
Finally, Table II illustrates higher order extraction and synthesis. In each case, a linear combination of apertures accounts for extraction or synthesis, respectively, along each domain. Moreover, the framework provides a simple manner of accounting for combined extraction and synthesis among various domains, with the integrals of Eqs. ͑19͒ and ͑24͒ applied, respectively, in a building-block fashion for proper NPS normalization. Figure 4 summarizes the temporal response characteristics of the system. In Fig. 4͑a͒ , IRFs are plotted at three exposure levels out to the 10th frame following the x-ray impulse. First-frame lag is typically 5-8 %, comparable to results reported previously for other FPIs, ͑see, e.g., Table I in Ref. 36͒ and Lag͉ k increases with exposure. The curves are parametric fits based on Fig. 4͑b͒ , where the k th -frame lag is plotted versus exposure level. The top-most curve in Fig.  4͑b͒ represents the exposure dependence of the first-frame lag, increasing from ϳ5% to ϳ8% across the sensitive range, 
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and the lower curves show the behavior for higher values of k-e.g., the 10th-frame lag nearly constant at ϳ0.12% across the sensitive range of the detector. The exposure dependence of Lag͉ k is well described by linear fits of the form Lag͉ k (X sat )ϭmX sat ϩb as shown by the curves in Fig. 4͑b͒ , where X sat is the abscissa ͑fraction of saturation͒, providing a convenient parametrization of the exposure-dependent temporal response characteristics. For kϭ1, Lag͉ 1 ϭ(1.51)X sat ϩ5.70; for kϭ2, Lag͉ 2 ϭ(0.46)X sat ϩ1.02; for kϭ3, Lag͉ 3 ϭ(0.27)X sat ϩ0.49; for kϭ5, Lag͉ 5 ϭ(0.14)X sat ϩ0.25; and for kϭ10, Lag͉ 10 ϭ(0.05)X sat ϩ0.12. The m-values ͑slope͒ quantify the exposure dependence, and the b values the intrinsic offset in k th -frame image lag in the limit of low exposure. The temporal transfer functions for the three IRFs in Fig. 4͑a͒ are shown in Fig. 4͑c͒, where T lag ( f t ) is seen to decrease with increasing levels of image lag. The frequency axis shown is dimensionless ͑i.e., frame Ϫ1 , with f Nyq ϭ 1 2 ). Earlier work 36 showed that such temporal correlation is dominated by the charge trapping and release characteristics of the a-Si:H detector elements 41 rather than afterglow in the x-ray converter or incomplete charge transfer in the readout electronics. Figure 5 shows the spatiotemporal NPS measured from fluoroscopic data by extracting projections d͓x,y ͔ from the fluoroscopic sequence and correcting by the temporal bandwidth integral as in Eq. ͑19͒. A 2D central slice of the NPS, S͓ f x , f y ͔, is shown in Fig. 5͑a͒ for the lag-free case ͑i.e., N flush ϭ30, giving negligible temporal correlation͒ at an exposure level of X sat ϭ20%. The NPS was found to agree with FIG. 4 . Temporal response characteristics of the FPI-based imaging system employed in this work. ͑a͒ Impulse response functions plotted at three exposure levels corresponding to ϳ20%, 50%, and 80% of sensor saturation. ͑b͒ The k th -frame lag, Lag͉ k , plotted as a function of exposure level for various values of k (kϭ1 corresponds to 1st-frame lag, kϭ2 to 2nd-frame lag, etc.͒. The curves are linear fits that provide a convenient parameterization of the exposuredependent temporal response characteristics. ͑See text for details.͒ ͑c͒ Temporal transfer functions, T lag ( f t ), computed for the example IRFs in ͑a͒. The abscissa is the temporal frequency relative to the Nyquist frequency such that the temporal bandwidth integral ͓frame Ϫ1 ͔ and effective temporal aperture ͓frames͔ give the correction factor associated with temporal correlation.
FIG. 5. The spatiotemporal NPS analyzed by extraction. ͑a͒ A 2D central slice in the spatial-frequency domain, S͓ f x , f y ͔, exhibits the band-limited NPS characteristic of indirect-detection FPIs. The magnitude of the spectral density implied by the grayscale representation is evident in the top-most curve of ͑b͒ ͑the X sat ϳ20%, Lag-free case͒. ͑b͒ Relative NPS measured at three exposure levels ͑fraction of saturation, X sat , ϳ20%, 50%, and 80%͒ and three levels of temporal correlation ͑Lag-free, Lagϳ1%, and Lagϳ6%, grouped by the superimposed ellipses. Temporal correlation is seen to reduce the NPS uniformly at all frequencies, in agreement with the discussion of Sec. II C. ͑c͒ Temporal bandwidth integral ͑left axis͒ and corresponding effective temporal aperture ͑right axis͒ plotted as a function of exposure level. The points correspond to ratios of the NPS in ͑b͒, and the curves are calculations based on the measurements in Fig. 4 . Agreement between the two gives experimental validation of the approach described in Sec. II C. prediction from a simple linear cascaded systems model, 4 with spatial-frequency-dependence determined by the characteristic MTF of the x-ray converter and the sinc function MTF of the pixel apertures. There is no evidence of correlated noise ͑streaks in the NPS͒, and the slight rolloff near zero-frequency is an artifact of zero-mean detrending.
In Fig. 5͑b͒ , three groups of NPS measurements are plotted ͑exposure levels, X sat ϳ20%, 50%, and 80%͒, where each group contains the NPS measured at three levels of temporal correlation: ͑1͒ Lag-free (N flush ϭ30 and temporal correlation is negligible͒; ͑2͒ Lag ϳ1% (N flush ϭ1 and correlation is ϳ1-2 %, depending on exposure level͒; and ͑3͒ Lag ϳ6% (N flush ϭ0, i.e., projections read continuously with x-ray exposure incident on every frame, and correlation is ϳ6-8 %, depending on exposure level͒. In each case, the relative NPS is shown-i.e., the NPS divided by the mean signal squared-which decreases with exposure level. As expected for the Lag-free case the absolute NPS increases linearly with exposure level. For each group, the Lag-free case exhibits the highest spectral density, and the Lag ϳ1% and Lag ϳ6% cases exhibit progressively lower NPS density due to increased temporal correlation. Note that for the higher-lag cases, the NPS is reduced uniformly at all spatial frequencies relative to the Lag-free case. This agrees with the description of Eqs. ͑14͒-͑19͒ and with intuition, since the temporal domain in which these correlations are introduced is separable from the spatial domain. Figure 5͑c͒ demonstrates the effect of temporal correlation on the NPS, where the temporal bandwidth integral ͓BWI t in Eq. ͑17a͒; left axis͔ and effective temporal aperture ͓␣ t in Eq. ͑17b͒; right axis͔ are plotted as a function of detector signal. The bandwidth integral ͑units of frame Ϫ1 ͒ corresponds to the integral of the transfer functions in Fig.  4͑c͒ . The temporal aperture, therefore, corresponds to ϳ1.2 frames. The points plotted represent the ratio of the measured NPS in the high-lag ͑Lag ϳ6%͒ case and in the Lag-free case. ͓See Fig. 5͑b͒ for the three exposure levels (X sat ϳ20%, 50%, and 80%͔͒. The curves are calculations of the temporal bandwidth integral based on the parametrized IRF and T lag measurements in Fig. 4 , showing reasonable agreement with the measured reduction in NPS and providing experimental validation of the approach described in Sec. II C.
A simple model for image lag and NPS
A simple model for the effect of image lag on the NPS can be constructed that does not rely on the FPI-specific parameterization of image lag measured above, but is idealized to the case of a simple exponential response. For the one-sided, discrete time-sampled, exponential signal, 42 one has Sig͉ k ϭ k , where is the first-frame lag ͑i.e., the residual signal in the first frame following exposure͒, and the residual signal in the second, third, etc., is 2 , 3 , etc., respectively. The normalized IRF is
and the corresponding transfer function is 42
The temporal bandwidth integral is obtained by integrating Eq. ͑27c͒ over the frequency domain, giving
Taking the dimensionless frequency domain ͑frames͒ as described above such that f Nyq ϭ 1 2 and using a trigonometric series expansion for tangent, we have to first order
Equation ͑27e͒ is a quick rule of thumb for the NPS correction due to image lag, where the response function is fully characterized by the first-frame lag, Lag͉ 1 . For example, for a detector with Lag͉ 1 ϭ1%, the correction is ␣ t ϭ1.04; similarly, for Lag͉ 1 ϭ2%, 5%, and 10%, the correction is ␣ t ϭ1.08, 1.22, and 1.49, respectively. Therefore, even a relatively low degree of image lag ͑e.g., ϳ2%͒, results in appreciable reduction of the NPS ͑e.g., ϳ8%͒. Furthermore, this factor is the amount by which DQE or NEQ would be overestimated if the effect of temporal correlation is ignored. While the response of FPIs is typically more complicated than a single exponential, 38, 43 the model is easily adapted to a multiple exponential model, since a sum of exponentials ͑e.g., characterized by Lag͉ 1 , Lag͉ 2 , Lag͉ 3 , etc.͒ corresponds to a sum of temporal transfer functions. Figure 6 summarizes the variation in spatial correlation in volume reconstructions and the corresponding effect on spatial resolution and NPS. Figure 6͑a͒ plots the apodization window, H win , at settings of h win ranging from 0.5 to 1. The reconstruction filters, H recon , are plotted as dotted curves. Variation of h win adjusts the degree of spatial correlation in the ͑x,y͒ domain and was used to investigate the effect of correlations on the volumetric NPS ͑analogous to the results of Sec. IV B regarding the effects of temporal correlation on the spatiotemporal NPS͒. Figure 6͑b͒ shows the effect of the apodization filter on basic measures of spatial resolution and noise. The left axis plots the fwhm in images of a thin wire in the ͑x,y͒ domain, showing that spatial resolution in the transverse plane improves from ϳ0.65 mm for a Hanning filter to ϳ0.3 mm for the Ram-Lak filter. The result asymptotically approaches ϳ0.25 mm, which is the detector pixel size at isocenter. Conversely, the right axis shows the increase in noise for sharper apodization windows, increasing by a factor ϳ2 between the Hanning and Ram-Lak filters.
C. Case nÄ3: The volumetric NPS
In Fig. 6͑c͒ , the effect of apodization on NPS convergence is illustrated by plotting the volume of the NPS ͑normalized by voxel variance͒ versus the synthesizing aperture, ⌳ y , for various settings of h win . The solid curves correspond to the coronal NPS in which synthesis is performed along y. The solid curve with solid circles is for h win ϭ0.5, showing that for ⌳ y Ͻ5 mm ͑Ͻ20 voxels͒, the result underestimates the NPS. The thin solid curves also correspond to synthesis along y, but for volume images reconstructed using various apodization windows, with the values of h win shown at the left. Note that for larger settings of h win ͓i.e., reduced correlation in ͑x,y͔͒ the NPS converges more quickly. Also shown is the transverse NPS in which synthesis is performed along z ͑dotted line with open circles͒, where convergence is independent of h win , since the apodization window does not affect correlation in z. Convergence of the transverse NPS ͑i.e., synthesis along z͒ is more gradual than convergence of the coronal NPS, suggestive of asymmetry in the 3D spatial resolution. To ensure convergence in all cases ͑NPS volume within 1% of the voxel variance͒, a synthesizing aperture of 10 mm ͑40 voxels͒ was chosen. Figure 7 summarizes the volumetric NPS analyzed by synthesis and full 3D FFT. Figure 7͑a͒ shows central slice cuts of the transverse NPS at varying apodization, and a characteristic ''filtered-ramp'' spectrum similar to conventional CT, 34, 44, 45 is observed in which NPS increases at low frequencies ͑due to the ramp filter͒ and rolls off at higher frequencies ͑due to band-limiting processes, such as blur, apodization, and interpolation͒. The correlation imposed by apodization has a strong effect on the transverse NPS, consistent with the transfer functions in Fig. 6͑a͒ , with an increase in high-frequency noise for increasing h win . The magnitude and slope of the low-frequency NPS are nearly independent of h win , in agreement with Hanson, 44 who showed that the slope of the low-frequency NPS is proportional to NEQ; therefore, the NEQ is unaffected by the apodization to first order. Figure 7͑b͒ shows the coronal NPS at varying apodiza- and 7͑b͒, respectively. The transverse NPS is radially symmetric and spectrally ''green'' ͑i.e., the spectrum is greatest at mid-frequencies͒, characteristic of reconstruction employ- ing a ramp filter in combination with band-limiting processes such as interpolation. The coronal NPS is highly asymmetric, exhibiting noise characteristics that are ''green'' in the f x direction and ''red'' ͑i.e., high spectral density at low fre-quencies͒ in the f z direction. This highly asymmetric 3D NPS is characteristic of cone-beam CT images reconstructed using filtered back-projection, where the ramp and apodization affect correlation in the transverse plane, but correlation in the longitudinal direction is governed by ͑1͒ the f z -component of the 2D detector MTF; and ͑2͒ interpolation of the projection data in ͑x,z͒ upon reconstruction. For purposes of visualization, the 3D NPS is shown in Fig. 7͑f͒ as a shaded surface rendering. The 3D domain in the figure corresponds to the full 3D Nyquist zone, with grayscale window similar to that in Fig. 7͑d͒ and cut-planes to allow visualization of the spectral density within the surface. There is no evidence of off-axis noise features beyond that described by the three central slice representations.
V. DISCUSSION AND CONCLUSIONS
The methods described above provide a general framework for NPS analysis of multidimensional image data. For example: taking nϭ2 for the domain ͑x,y͒ describes the familiar case of NPS analysis of 2D projections; taking nϭ3 for the domain ͑x,y,t͒ describes the spatiotemporal NPS of fluoroscopic data; similarly, taking nϭ3 for the domain ͑x,y,z͒ describes the volumetric NPS of volume image reconstructions. For all cases, the framework illustrates the continuity between analysis of the full nD NPS and techniques that analyze a ''central slice'' of the NPS, highlights the effects of correlations on the NPS, and makes issues of normalization and units transparent.
The methods for full nD and central slice NPS analysis are summarized in Table III . In each case, the normalization associated with finite-length realizations is given by W norm discrete as in Eq. ͑11͒. For central slice NPS analysis by extraction, the normalization W norm extract incorporates the bandwidth integral associated with correlations orthogonal to the extracted data as in Eq. ͑18͒. For central slice NPS analysis by synthesis, the normalization W norm synth accounts for the extent of the synthesizing aperture as in Eq. ͑23͒. The techniques of extraction and synthesis are seen to be limiting cases of the same basic approach-the former fully incurring correlations orthogonal to realizations, and the latter negating such correlations by integrating across orthogonal domains.
The specific cases in Table II are relevant to current investigations in multidimensional imaging-viz., fluoroscopy and cone-beam CT. For fluoroscopy, it is important to note that the image data is three dimensional in ͑x,y,t͒, with significant correlation possible in all three domains ͓e.g., in ͑x,y͒ due to image blur and in t due to image lag͔. Correspondingly, the NPS is spatiotemporal in nature, 40 and is described by the general framework in the special case n ϭ3 ͓(x 1:3 )ϭ(x,y,t)͔. The measurements presented here demonstrate that analysis of the spatiotemporal NPS requires account of temporal correlation. For the FPI-based system employed, with ͑first-frame͒ image lag ϳ5-8 % ͓see Fig. 4͔ , the correction factor is ϳ1.2 ͓Fig. 5͑c͔͒. A simple model for a detector with exponential response was shown to provide a convenient rule of thumb ͓Eq. ͑27e͔͒ for the degree to which image lag reduces NPS. Failure to account for such correlation guarantees inaccurate NPS results.
For the volumetric case, the 3D NPS of cone-beam CT images was investigated by 3D FFT and by the ''synthesized slice'' technique, with normalization, units, etc. described by the general framework in the case nϭ3 ͓(x 1:3 )ϭ(x,y,z)͔. The volumetric NPS was found to be highly asymmetric: transverse planes exhibit a spectrum typical of filtered back-projection, 44, 45 with NPS increasing at low-mid frequencies ͑due to the ramp filter͒, and decreasing at high frequencies ͑due to band-limiting processes͒; sagittal and coronal planes, on the other hand, exhibit a combination of this ramp-like characteristic in the transverse direction and a band-limited characteristic in the longitudinal ͑z͒ direction. The band-limited nature of the longitudinal NPS is attributed to blur in the 2D detector and 2D interpolation of the projection data upon reconstruction. Moreover, it is different from the NPS of volume data formed by ''stacking'' 2D slices ͑e.g., in conventional CT͒, where the transverse NPS exhibits a similar ''filtered-ramp'' shape, but lack of correlation in z would result in constant longitudinal NPS. The asymmetry of the volumetric NPS of cone-beam CT images and its distinction from that of ''stacked-slice'' CT images could have implications for the detection of structures in volume data, suggesting that detectability 1 may vary, depending on the plane in which a given structure is visualized. Such effects are subjects of ongoing work.
The general framework provides a unified approach to NPS analysis of multidimensional image data, reducing to familiar cases for 2D images ͑e.g., projection radiography͒ and allowing direct application to 3D images ͑e.g., fluoroscopy, CT fluoroscopy, and cone-beam CT͒ and 4D images ͑e.g., volume fluoroscopy͒. It highlights the effect of correlation on the NPS and quantifies how spatial and temporal correlations ͑e.g., blur and lag͒ are accommodated in NPS analysis. Furthermore, the approach renders issues of NPS normalization transparent, giving absolute measure of the NPS without recourse to self-normalizing techniques, 47 which in turn is applicable to absolute measures of imager performance, such as NEQ.
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