Two statistical analyses are suggested to compare the success rates in isolating and identifying pathogenic organisms from specimens achieved by different laboratories participating in a quality control scheme. An example is given in which the analyses are applied to 25 laboratories that received 30 simulated specimens.
INTRODUCTION
The principles of quality control have long been applied in industry where the standard of production is required to fall within certain limits. Obviously, quality control is only needed if variation of the standard is possible. In extending the concept of quality control to laboratory work the idea is to detect whether variability in performance does, in fact, exist and if so to try to find out why. A single laboratory may monitor its own results to check its consistency, but what is of particular interest is for several laboratories to collaborate to see whether they achieve comparable results when examining replicates of clinical specimens.
The variability between biochemical laboratories in determining the content of calcium, sugar and similar substances in serum has been studied in Britain (Whitehead, 1974) . Each laboratory in this quality control scheme receives a replicate from the same batch of serum and reports the content of these substances. Thus the analysis involves comparison of continuous measures, and differences between laboratories can readily be described. This paper is concerned with the rather different problems which are encountered in microbiological laboratories where results are usually qualitative, such as isolation of pathogens. The aim is to detect laboratories which are less or more successful than the rest. Such information can be used to investigate merits of different laboratory methods, or simply to alert microbiologists to the potential for improvement.
DESCRIPTION OF THE QUALITY CONTROL TRIALS
The Microbiology Quality Control Laboratory (M.Q.C.L.) prepares large batches of simulated specimens inoculated with a pathogen and appropriate non-pathogenic organisms. The latter are included to deny to the examiner of the specimen the opportunity to use a sensitive but impracticable method of isolation. The batches are then divided into portions which are posted to participating laboratories for culture, together with a brief hypothetical clinical history such as the laboratory might receive from the physician in charge of the supposed patient. Much work has been done on the preparation of simulated specimens so that there is every chance that each specimen will contain a realistic number of viable organisms which survive the postal journey to the participating laboratory. The special techniques needed for the preparation of simulated water samples have been reported (Gray & Lowe, 1976) . As a check extra specimens are sent out to a few laboratories at every distribution with a request that these should be posted straight back. If the M.Q.C.L. fails to find the pathogens from these specimens the distribution is regarded as unsatisfactory and the results are not formally analysed.
Distribution of the micro-organisms throughout the batch is made as random as possible by thorough mixing. It is known that some bacteria tend to clump but the batches are inoculated to obtain a density of 10* to 10 6 microbes per ml. Each specimen has a volume of 5 ml. and so it is highly unlikely that any should be devoid of organisms. The greater hazard is failure to survive. The quality control distributions are confined to micro-organisms which the laboratory should be able to identify in routine work.
For the purpose of our analysis the results are regarded as binary, being either correct or incorrect. A decision has to be made for each distribution as to what will be a correct result since anomalies may arise. For example, identification of the species of pathogen may be sufficient for clinical purposes, but if a laboratory does go on to sub-type the organism and gets the sub-type wrong then there needs to be a ruling as to whether the laboratory is correct or incorrect. But most errors are of the type where the laboratory has obviously failed to find or identify even crudely the relevant pathogen. Cochran (1950) proposed a test for use with binary data whereby several ' methods' (here interpreted as participants) are judged against each other on the basis of several trials (distributions of quality control specimens). These trials may be of varying difficulty. Cochran Cochran extends this to the situation where c laboratories examine N matched specimens and as a result score 1 for correct and 0 for wrong. If u i = number of laboratories successful with the ith. specimen, Tj = total number of successes by the jth laboratory, T = average number of successes per laboratory, then N This tests whether there is significant difference between the participating laboratories in their success rates by looking at discrepant results. The closer the results of trials are to 50 % of laboratories being correct the fewer trials will be needed before differences between laboratories become apparent, if they exist. But the M.Q.C.L. is interested in testing routine diagnostic work with which it is hoped that participating laboratories have a high success rate. Therefore, many of the distributions result in 90% or more of laboratories being correct. Occasionally a more difficult or unusual pathogen is distributed and the rate drops. Because many of the trials are relatively easy a long series of them is required before different standards are detected and thus the quality control exercise justified. It has been possible (Hart, 1975) to detect differences between laboratories with as few as 8 virological specimens sent to 33 laboratories for which the average number of successes was 6-6.
ANALYSIS OF RESULTS
Cochran's test requires that all participants should complete every trial. When a long series is involved inevitably some laboratories have missing results. These can arise for several reasons such as pressure of work or absenteeism at the laboratory so that this extra non-essential work is not done, failure of the specimen to arrive in adequate condition, or the laboratory may not deal routinely with that type of specimen. Also this quality control scheme has been growing so that new laboratories join the scheme during each series of trials. Initially about 60 laboratories were involved. There is a possibility of all PHLS and NHS hospital laboratories, which total approximately 500, joining eventually.
Analysis of a selected series of trials can be confined to those laboratories which, have no missing results in which case Cochran's test is applied. But an assessment of results from each individual laboratory is also required and is important in keeping participants interested in the scheme. Thus the following analysis is applied.
Suppose that a particular laboratory has completed n quality control trials and these are any subset of the series N being analysed. Let x i be the result of the ith trial so that x t = 1 for a correct and x t = 0 for an incorrect report.
The total score,
where p i is the probability of achieving the correct result with the ith specimen, under the null hypothesis that all laboratories are equal.
In n \2
Variance, var (r) = EI 2
It can be assumed that p { and p t are independent since they involve different specimens, therefore
which is the sum of the variances p t (l -p^ from a set of n independent binomial trials. The x's are a series of independent observations and their aggregate r, by the central limit theorem, tends to normality for long series. As with the simple binomial distribution the convergence is quickest for p values close to 0-5. In this quality control series the p's tend to be high and therefore convergence will be slower.
In practice the p values are estimated by ft t = (total successes for ith specimen)/ (total laboratories reporting for ith specimen). For the n specimens examined by the laboratory in question the following range is calculated:
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The continuity correction of 0-5 is included to compensate for the fact that we observe only integer values of r, whereas the range is based on a Normal distribution which assumes a continuous variable. If this range does not include r, the observed number correct, the laboratory is designated better or worse than the general standard. This range will not be exactly 95 % confidence interval because the distribution of r will tend to be skewed left unless the series is very long, but in the following examples will be shown to give adequate approximations.
AN EXAMPLE A sample of results is shown in Table 1 . The 30 specimens were simulated specimens from patients except for three public health specimens which were of contaminated drinking water or milk. The 25 laboratories in this example included two which joined the quality control scheme part way through the series of specimens and one which did not examine urine specimens. Thus there are 22 laboratories with complete results and to which Cochran's test can be applied. (1), X\ x = 44-3 (P < 0-005).
Having established that the different success rates observed between laboratories is unlikely to be due to chance the observer may look at individual laboratories including the three with incomplete series. Equations (2) and (3) should be applied and produce the following results.
For laboratories completing the series the expected number of correct results, E(r), is 24-3 and the acceptable range is 20-1-28-4. Thus laboratories with 29 or more were probably performing better and laboratories with 20 or less were probably performing worse than their fellows. For laboratories with incomplete series:
Laboratory 09 E(r) = 18-9 range 15-22, Laboratory 24 E(r) = 17-6 range 14-20, Laboratory 25 E(r) = 15-2 range 12-17.
Thus none of these three laboratories did significantly worse than expected. It should be noted that the inclusion of specimen 20, for which all laboratories returned a correct report, makes no contribution to either analysis.
Calculation of probabilities
A computer program has been written to calculate exact probabilities of getting 0, 1, 2 or 3 correct or 0, 1, 2 or 3 incorrect results with up to 30 specimens. The probabilities are obtained by accumulating probability values for each possible combination of correct or incorrect results which give the score being considered. Thus there are 30 ways in which a laboratory can get one specimen in 30 wrong, 435 ways for 2 wrong and 4060 ways for 3 wrong. The calculations are made with what are assumed to be the chances of a correct result with each specimen. Again these are estimated by the observed proportions and so will be affected by complex sampling errors associated with the products of the probabilities. These will be of decreasing importance as the number of laboratories increases (in practice our analyses deal with many more laboratories than are shown in Table 1 ), and the calculated probabilities are meant to illustrate the adequacy of the approximate ranges of acceptable results based on Normal distribution.
We have been able to calculate complete probability distributions for series of 8 specimens. Thus considering the first 8 and then the last 8 specimens from the example in Table 1 the probabilities, using results from all participating laboratories, are as shown in Table 2 . Cumulative probabilities, that is the chances of obtaining up to and including the relevant number of incorrect or correct results are also shown. Probabilities for scores of 27 and over are shown for all 30 specimens. The ranges within which the scores would be expected to fall are calculated A 95% acceptance interval rejects results corresponding to probabilities of 0-025 at either end of the scale. Where only 8 specimens are used the probabilities of none incorrect are greater than 0-025 and, in agreement, the upper limits of the ranges are unrealistic and lie outside the top possible score. The lower limits of the two ranges for the first 8 and the last 8 specimens fall between 3 and 4 and between 4 and 5 respectively, which intervals contain the cumulative probability of 0-025. When all 30 specimens are considered the upper limit of the range falls in the interval bounded by 0-0065 and 0-0344 corresponding to between 1 and 2 incorrect.
Thus if an individual laboratory's expected upper and lower limits for the first or last 8 or upper limit for all 30 specimens were calculated using the approximate range suggested in this paper, in every case the accepted range would be consistent with an approximate 95 % confidence interval, assuming good estimates of the p t 's.
DISCUSSION
Biomedical quality control is unusual in that the items which form the sample cannot be items from the routine work. The specimens arrive from the M.Q.C.L. with specially designed report forms (which include a code number for that laboratory for confidentiality) and it is likely that the work is carried out with extra care. Nevertheless the need for quality control has been adequately justified by the consistent finding of significant differences between success rates. As information accumulates from larger numbers of distributions the success rates are being related to different methods used by laboratories. Up to now analysis has kept separate only the series of bacterial and viral specimens within these series. As numbers grow it will be possible to confine analysis to one type of specimen (e.g. faeces for bacterial investigation) or one species of pathogen.
All analysis described in this paper is for binary results which are classified as correct or incorrect. The earnest quality control exercises in microbiology laboratories in this country were concerned with testing the sensitivity of bacteria to antibiotics and similar drugs. Here the participating laboratory had to isolate the correct pathogen and then report whether it was resistant, moderately resistant or sensitive to a selection of drugs. The results have given much insight into the problems facing laboratories involved in such work routinely (Stokes & Whitby, 1971; George, 1974) but as yet little statistical analysis has been applied.
Microbiology quality control schemes are under way in several countries. In U.S.A. analysis is made of scores which are modified by the success rate of selected participants (Report 1975) .
A problem can arise in analysing results of distributions requesting the identification of pathogens. If a laboratory receives the specimens but does not report its findings should it be counted as not participating or as wrong? If results are to be treated as binary it is important to insist that a laboratory which decides not to participate should reply to this effect by return of post, otherwise the suspicion arises that the laboratory has failed to isolate anything and is refraining from making a report (Hart, 1975) .
Our analysis is confined to single functions of a microbiology laboratory's workusually the identification of a pathogen. Any results which are incorrect because of poor specimens are assumed to be distributed at random among the participating laboratories. Every effort is made to maintain the uniformity of specimens to the time of posting. Once the specimen arrives the way in which it is handled is the responsibility of the receiving laboratory. But the interval between dispatch and receipt is, to a large extent, not controllable. Some check is made by recording the length of time specimens take to reach each laboratory and it is hoped that systematic adverse conditions on any particular postal route would show up with the special specimens the M.Q.C.L. sends to different parts of the country for immediate return and testing.
In the second stage of our analysis we test the hypothesis ' similar to average' for each laboratory individually. As in any significance testing errors can occur since the laboratory may fall outside the range merely by chance. But the acceptable ranges have also to avoid the other type of error -that is, the inclusion of laboratories which are, in fact, different in performance. The ranges used represent a compromise.
Quality control in this field is a relatively new venture and provides opportunity for developing suitable analytical methods. This paper has described the use of two relatively simple analyses.
