The exact distribution of Hartley's Finax statistic under heterogeneity of variances with or without unequal sample sizes is given. This exact distribution can now provide a statistical test for several variances under unbalanced design of the Analysis of Variance (ANOVA). This distribution under heterogeneity of variances can provide the power of the test with or without unequal sample sizes.
Introduction
Testing for homogeneity of several variances is important in order to perform the Analysis of Variance (ANOVA) and there are several statistics which can perform this test. Conover et al (1981) have compared 56 different test statistics for testing homogeneity of variances by extensive simulation study. They found that some statistics, for example Fligner-Kileen and Levene statistics, are robust and give high power under heterogeneity of variances. However, the exact distribution function of these robust statistics are not known or sometimes very complicated.
The assumption of normality is our major interest when we use ANOVA, so this assumption is also of interest for testing for homogeneity of variances. 'Therefore, we will restrict the consideration of current multiple comparison for variances only under the normal assumption. When we use ANOVA, especially in industrial applications, some trials may be too expensive to run, so unbalanced designs may perhaps be used and testing heterogeneity of variances with unequal sample sizes is important for these practical applications. Hartley (1950) proposed a homogeneity of variances test which is based on a Fmax statistic, i.e. the ratio of the largest variance to the smallest variance. This is one of the most popular statistics for this purpose. Hartley's Fmax statistic for testing for homogeneity of variances with equal sample sizes has been used for over 45 years. The exact distribution of Hartley's F-max statistic is known under homogeneity of variances with equal sample sizes and Hartley has given a table of the upper 5 % points of this statistic. David (1952) gave corrections to this table, added a table of upper 1 1 points and gave a review of these published tables of percentage points. However the distribution of this statistic under heterogeneity of variances or under unequal sample sizes has not been found during our search of any of the published literature.
In this paper, we will extend the distribution of Hartley's Fmax statistic to that under heterogeneity of variances with unequal sample sizes. Hartley's Fmax statistic is not robust when the underlying distribution is not normal or unequal sample sizes, see Conover el al (1981) and Rivest (1986) , however the reasons for using Fmax statistic are as follows. Firstly, that high power is obtained under normal population with equal sample sizes given by Conover el al (1981) which will be discussed in example 3 section 4. Secondly, the exact probability distribution will be obtained in this paper, therefore the exact probability can be obtained under homogeneity or under heterogeneity of variances with unequal sample sizes. The exact distribution of Fmax statistic under heterogeneity of variances or under unequal sample sizes is believed to be unknown. Thirdly, Hartley's statistic is still of interest to statisticians and there are some extensions of this statistic under different situations, see SenGupta (1987) and Chu and Sutradhar (1995) .
An extension of Frnax statistic under homogeneity of variances with equal sample sizes to that under heterogeneity of variances with unequal sample sizes will create an astronomical number of statistical tables which cannot practically be shown. Statistical tables cannot also provide all values for the number of samples, degrees of freedom of k unbiased variances based on unequal sample sizes, several different variances and significance levels. Also with the increase of usage and availability of computers, it is easier to use a program rather than consult relevant statistical tables, so we provide a Fortran program which calculates, to a high accuracy, the upper tail probabilities, probability points and probability densities for Fmax statistic under heterogeneity or homogeneity of variances and with or without unequal sample sizes. The accuracy of the calculation is, usually, 13 to 14 digits for double precision arithmetic. Define w = u[k] /uE11 and integrate g(u[1J, uEkl) with respect to w from 1 to a and with respect to 'U[11 from 0 to oo, then we have the lower tail probability of f 'rnax statistic as follows:
where a > 1. This probability can be re-written as
We now consider the p.d. 3. Numerical procedure 3.1. Upper tail probability Under the conditions of homogeneity of variances with equal sample sizes, and under the heterogeneity of variances with unequal sample sizes, the lower tail probability and the p.d.f. of Finax statistic are given in the previous section. For the numerical calculation of upper tail probability of F'max statistic, the upper tail probability of the x2 distribution is required. The calculation of F(x; ii) and f (x,1i) are based on recursive formulae given by Yamauti (1972, page 18 ).
An approach, using the Simpson method, for the calculation of the upper tail probabilities was given by Nelson (1987) . The accuracy of this integration, however, can be increased by using the Simpson method with the Romberg extrapolation, see Stoer and Bulirsch (1980, sec. 3.4) , Henrici (1964, sec. 13.7) . In order to improve the accuracy of the Romberg extrapolation, Nagasaka (1992, 1994) , in considering the numerical solution of initial value problems in ordinary differential equations, have discussed the problem of providing an appropriate interval length for the calculation and the size of the extrapolation tableau. Murofushi et al (1992) suggested that almost the highest accuracy of the extrapolated value can be obtained when the size of the tableau is 4 and 7 for single and double precision arithmetic, respectively. We therefore used the size of the extrapolation tableau as 7 for double precision arithmetic.
According to the suggestions given by Murofushi et al (1992) , the interval of integration (1) Murofushi et al (1992) suggested using the following stopping rule for an extrapolation method. If Ym is the extrapolated value corresponding to the 'rnth row and rth column in the extrapolation tableau, their stopping rule is Y"? 1 = Ym. As we are using real numbers, this stopping rule seems rather surprising. However, if two successive values Ym and ym-1 for m = 2, 3, ... have agreed to the first 4 to 5 decimal places in double precision, then this stopping rule has worked very well in our experiments. Murofushi et al (1992) have not given the proof or explanation of the convergence for this stopping rule. The explanation why this stopping rule works well is as follows. Suppose Ym 1 and Ym are almost equal for some r and if we continue to calculate extrapolation, then the second term on the right hand side of the extrapolation formula Ym = Ym 1 + Ym 1-Ym 111/ (4'' -1) becomes much smaller than the order of Ym. Thus ~ c1 -Ym 111 / (4' -1) < 10-16 Ym i for large enough r. Therefore the stopping rule can be satisfied. As we are using only finite numbers in a computation, any program has restrictions. The calculation of an upper tail probability of a x2 distribution should have the accuracy of 10-15. However, if the degrees of freedom of x2 distribution is quite large or the upper tail probability of this distribution is very small, then the accuracy of the computation corresponding to Ym has declined. Thus the stopping rule suggested by Murofushi et al (1992) will not work well in this situation. We therefore use the following procedure for our stopping rule. If the upper tail probability of Hartley's distribution Ym satisfies then the calculation is regarded as having converged. If this stopping rule is not satisfied, then the Romberg method will start again and this time the stopping rule is IYmlYmI /I YmI < 10-1. This process is continued until the calculation converges or the stopping rule is reduced to I Ym 1-Ym (/ IYm I < 10-5. If this stopping rule, Ym 1-YmI / (YmI < 10-5, is not satisfied, then it is judged that the calculation will have diverged.
Probability point
The calculation of upper tail probability points is based on the Newton-Raphson method and the bisection method. and 10 when k = 3 and k =10 in Figures  1 and 2 , respectively.
The p.d.f.'s of Fmax statistic under homogeneity of variances when k = 3 with unequal degrees of freedom where (df1, df2i df3) = (2,2,2), (2,2,5) and (2,2,10), and when k =10 with unequal degrees of freedom where (dfl, ..., dflo) = (10,...,10), (10,...,10,15) and (10,..., 10,20) are shown in Figure 3 . ...,1), (1,...,1,5), (1,...,1,10) and (1, ..., 1, 5, 10 ) are shown in Figure 5 . 
Numerical results
As the exact value of upper tail probabilities are unknown, we compare the results obtained by single, double and quadruple precision with adequate sizes of extrapolation tableau and with the modification of calculation for (3) and upper tail probability of standard normal distribution. We found that the accuracy of the numerical results obtained by single and double precision arithmetic are almost 3 and 14 digits, respectively. However, in the worst case the accuracy of the calculations are found to be 0 and 12 digits, respectively, for single and double precision arithmetic. In order to check the accuracy, the calculations have been made by a SUNOS 4.1.3 computer and in single, double and quadruple precision, respectively, when the tolerance limits in equation (8) are set to 10-6, 10-15 and 10-30. To check CPU times, the double precision calculations were carried out by a SUNOS 4.1.3. For the calculation of upper tail probability, the CPU times in seconds were between 0.3 and 2.8 in examples 1 and 2. Computer simulation was carried out to calculate power of testing homogeneity of variances by Conover et al (1981) . They generated pseudo standard normal random numbers and four samples were drawn with respective sample sizes (n1, n2, it3,114) = (5,5.5,5), (10, 10, 10, 10) , (20,20,20,20) and (5,5,20,20) . The null hypothesis is equal variances, i.e. all equal to 1 and four alternative hypotheses (of, o, o, a) (1,1,1,2), (1,1,1,4), (1,1,1,8) and (1, 2, 4, 8) . Each of 16 combinations of sample sizes and variances was repeated 1000 times and the results were compared with Hartley's 5 % nominal critical value. At the 5 % significance level, the observed rejection rates under the null hypothesis and the average rejection rates over the four variance combinations under the alternative hypothesis, obtained by Conover et al (1981) , are shown in Table 3. Table 3 also shows the exact rejection rates under the null and alternative hypotheses. As the exact percentage point of Finax statistic under unequal sample sizes were unknown when they had done the simulation, and Conover et al did not explain about what value was used for 5 % nominal critical value for sample sizes of (5, 5, 20, 20) . Therefore we checked a few different possibilities on this value and decided to use the 5 % nominal critical value based on sample sizes of (12, 12, 12, 12) for this case. According to our exact calculations, we found that the simulation results by Conover et al were quite similar to the exact average rejection rates despite the simulation results being based on the pseudo random numbers.
Example
Several ovens in a metal working shop are used to heat metal specimens. All the ovens are supposed to operate at the same temperature, although it is suspected that this may not be true. Three ovens are selected at random and their temperatures on successive heats are noted. The data, quoted from Montgomery (1991, page 122) , are shown in Table 4 .
The unbiased variances are 9.2400, 24.6217 and 60.5974 for oven 1, 2 and 3 respectively. F'max value is 6.5582 and 1 %, 5 % and 10 % points of F'rnax statistic under homogeneity of variances with sample sizes of (ril, n2, n3) = (5,4, 6) are given by our program, which are 46.916099, 17.471598 and 11.300470. respectively. Therefore we cannot reject the null hypothesis of the homogeneity of variances at significance level 10 %. (Received September 1996; Revised October 1997) 
