We prove the existence of a volume preserving crystalline mean curvature at ow starting from a compact convex set C ⊂ R N and its convergence, modulo a time-dependent translation, to a Wul shape with the corresponding volume. We also prove that if C satises an interior ball condition (the ball being the Wul shape), then the evolving convex set satises a similar condition for some time. To prove these results we establish existence, uniqueness and short-time regularity for the crystalline mean curvature at ow with a bounded forcing term starting from C, showing the convergence of the Almgren-Taylor-Wang's algorithm in this case. Next we study the evolution of the volume and anisotropic perimeter, needed for the proof of the convergence to the Wul shape as t → +∞.
Introduction
Mean curvature ow, which corresponds to the gradient ow of the area functional
is the evolution of a hypersurface ∂E with velocity in the direction of the unit normal ν E at a point x ∈ ∂E given by the sum of its principal curvatures at x. Such a ow has been studied by many authors since the works of Brakke [11] , Huisken [21] , and Gage-Hamilton [20] , and several results have been obtained in the last two decades on the subject. For our purposes, we just recall here that in [21] it has been proved that a convex compact hypersurface shrinks to a point in nite time, while its shape approaches the shape of a sphere. Moreover, under the additional constraint that the volume enclosed by the hypersurface remains constant, the ow turns out to be dened for all times t > 0 and asymptotically converges to a sphere with exponential rate as t → +∞ [22] .
More recently, Andrews [5] extended this result to the smooth anisotropic mean curvature ow. Namely, let us consider the anisotropic area functional P φ , dened as
where φ
• : R N → [0, +∞) (the surface tension) is an even positively one-homogeneous function such that {φ
• ≤ 1} is a smooth compact uniformly convex set with nonempty interior. Then anisotropic mean curvature ow is the gradient ow of P φ , and becomes the evolution of a hypersurface with normal velocity given by
and n φ is sometimes called the Cahn-Homan vector eld. In [5] it is proved that a convex hypersurface evolving by anisotropic mean curvature ow with constant volume (and with a quite arbitrary mobility) converges to the Wul shape as t → +∞. The Wul shape W φ is dened as (a rescaled of) the solution of the minimum problem inf{P φ (E) : |E| = const} and it turns out that W φ = {φ ≤ 1}, where φ(ξ) := sup{ η, ξ : φ o (η) ≤ 1} for any ξ ∈ R N . In this paper we are interested in the case when N ≥ 3 and {φ
• ≤ 1} is neither strictly convex nor smooth; in this respect, we say that the anisotropy φ
is a polyhedron.
Due to the lack of dierentiability and strict convexity of the surface tension, many of the techniques employed in [22, 5] are not available in this case, therefore we adopt a completely dierent approach, which is based more on the variational nature of the ow than on the direct analysis of the evolution equation. Such a variational approach has been introduced by Almgren-Taylor-Wang [1] and Luckhaus-Sturzenhecker [25] , where a general existence result for weak evolutions is established.
We show that the volume preserving crystalline mean curvature ow starting from a convex set (with a natural mobility) converges to the Wul shape of the same volume as t → +∞, modulo a time-dependent translation. Let us observe that it is not true in general that the crystalline convex mean curvature ow (which disappears in nite time)
converges to the Wul shape after an appropriate rescaling, as can be shown by explicit computations [29, 27] .
Let us describe in detail the content and the results of the paper. In Section 2 we introduce the notion of rW φ -regular ows (see also [9, 8] ), which correspond to regular evolutions, in the general setting of this paper. The rst part of the paper is devoted to prove the existence and uniqueness of rW φ -regular and at crystalline mean curvature φ-ows with forcing term and is the purpose of Sections 3 and 4. Following some ideas from [9, 17] , in Section 3 we show that, if an rW φ -regular ow with a time dependent forcing term c ∈ L ∞ ((0, +∞)) exists, then it is unique (Theorem 3.1 and Corollary 3.2).
We remark that this result is valid without any convexity assumption on the initial data.
The uniqueness property is a consequence of some stability estimates (Proposition 3.4 and Corollary 3.5), that allow to establish also the comparison principle. The proof of Theorem 3.1 is based on the use of the time discrete operator T c h dened in (3.1), (3.3) , introduced by Merriman, Bence and Osher in [26] , and developed further in [19] , [23] . We adapt in particular some ideas from [17] to treat the case when the forcing term is present. The object of Section 4 is to prove the existence of a convex rW φ -regular ow with forcing, which is more involved, and the existence and uniqueness of convex at φ-ows, also with forcing term, for initial compact convex sets. In Theorem 4.5 we state the local existence of an r 2 W φ -regular ow with forcing term starting from a compact convex set C satisfying the rW φ -interior condition. Together with the results of the previous section, we therefore can conclude that such a ow is unique. The proof of Theorem 4.5 is based on a weak formulation of the evolution problem (and this is the reason for which the existence part is more involved) and is the same as in [8] , with the minor modication of the presence of the time dependent forcing term c, and therefore is not presented here. Also, in Section 4, using the approach of Almgren-Taylor-Wang [1] , we dene the convex at φ-ow with forcing, by means of the discrete operator S c h . Once convex at φ-ows exist, they provide weak evolutions dened for all times. Theorem 4.3 shows that the algorithm of AlmgrenTaylor-Wang converges along a subsequence, under the convexity assumption of the initial datum C. In addition, the convex rW φ -regular ow is also obtained as the limit of the algorithm based on the operators S c h . Therefore, in the convex case, the at φ-ow has the consistency property, namely it coincides with the rW φ -regular ow for all times till the latter exists. Also the proof of Theorem 4.3 is essentially the same as in the one in [13] , and is omitted. Theorem 4.9 shows that the at φ-ow with forcing is unique, and therefore the discrete algorithm has a unique limit. We also show in Lemma 4.7 that two such ows stay close to each other if the corresponding forcing terms are close. Uniqueness and stability are proved in Theorems 4.9 and 4.11 respectively.
In Section 5 we study the evolution of the volume |C(t)| and the anisotropic perimeter P φ (C(t)) for a convex at φ-ow C(t) with forcing. In Proposition 5.4 we give an estimate on the rate of change of P φ , which is also used for characterizing the asymptotic limit of convex volume preserving at φ-ows in Section 7.1. Formula (5.27) of Theorem 5.12 gives the evolution equation for |C(t)|, and allows to express the volume preserving φ-ow as a crystalline mean curvature ow with a suitable forcing term.
In Section 6 we study the convex volume preserving crystalline mean curvature ow which is dened via the discrete algorithm considered in Section 4, where however now the forcing term depends on the evolving set itself, see (6.1). In Theorem 6.2, valid without the assumption of the interior ball condition on the initial datum, the existence of a at φ-curvature ow with preserved volume is given. A uniqueness result for volume preserving convex rW φ -regular ows is given in Theorem 6.5. Finally, in Section 7 we prove that a volume preserving convex at φ-ow starting from a compact convex set C converges to the Wul shape of volume |C| as t → +∞ modulo a time-dependent translation.
Appendix A contains three equivalent ways of expressing the property that a convex body has bounded crystalline mean curvature. This result is essentially contained in [14] , though not explicitly stated there, and we include it here for the sake of completeness.
2 Notation and setting
2.1
Anisotropies and φ-distance function Let φ : R N → [0, +∞) be a convex function satisfying the one-homogeneity condition
and the nondegenerate condition
for some m > 0. We let W φ := {φ ≤ 1} (Wul shape) and rW φ := {φ ≤ r} when
φ(η) ≤ 1} for any ξ ∈ R N , and turns out to be convex; moreover, it is one-homogeneous, nondegenerate and (φ • ) • = φ. φ o (and φ) is sometimes called anisotropy.
We write φ ∈ C ∞ + if φ 2 is of class C ∞ (R N \ {0}) and there exists a constant α > 0 such
The ball condition property reads as follows.
Denition 2.1. Let C ⊂ R N be a set with int(C) = ∅ and r > 0. We say that C satises the interior (resp. exterior) rW φ -condition if, for any x ∈ ∂C, there exists y ∈ R N such that
We denote by ∂φ(ξ) the subdierential of φ at ξ ∈ R N . If φ is dierentiable at ξ, we write ∇φ(ξ) in place of ∂φ(ξ).
Given a nonempty set C ⊆ R N , we let
and for δ > 0 we set
We denote by d φ C the signed φdistance function to ∂C negative inside C, that is
is Lipschitz and at each point x where it is dierentiable we have 
(iii) there exists a vector eld n :
(iv) there exists λ > 0 such that
(2.6)
φ-total variation and anisotropic perimeter
(Ω) whose gradient Du in the sense of distributions is a (vector valued) Radon measure with nite total variation |Du|(Ω) in Ω is called a function of bounded variation. The class of such functions will be denoted by BV (Ω), see [4] . We denote by BV loc (Ω) the space of functions w ∈ L 1 loc (Ω) such that wϕ ∈ BV (Ω) for any smooth function ϕ with compact support in Ω.
A measurable set E ⊆ R N is said to be of nite perimeter in Ω if |D χ E |(Ω) < ∞. The (euclidean) perimeter of E in Ω is dened as P (E, Ω) := |D χ E |(Ω), and we have
We shall use the notation P (E) := P (E, R N ).
Let u ∈ BV (Ω). We dene the anisotropic total variation of u with respect to φ in Ω [3] as
If E ⊆ R N has nite perimeter in Ω, we set
and we have [3] P φ (E, Ω) =
where ∂ * E is the reduced boundary of E and ν E the (generalized) outer unit normal to E at points of ∂ * E. We shall use the notation P φ (E) := P φ (E, R N ).
Recall that, since φ
• is homogeneous, φ • (Du) coincides with the nonnegative Radon measure in R N given by
where ∇u(x) dx is the absolutely continuous part of Du, and D s u its singular part.
3 Stability of rW φ -regular ows with forcing
In this section we derive some stability estimates, comparison and uniqueness for the ows of Denition 2.2. These will be deduced from estimates for the Merriman-Bence-Osher [26] approximation algorithms, which is shown to converge to the ow.
3.1
The Merriman-Bence-Osher algorithm
As in [17] , we introduce the anisotropic generalization of the Merriman-Bence-Osher algorithm with a forcing term. Following [24] , the forcing term is enforced by thresholding at a suitable level the solution of a heat-type partial dierential inclusion at time h, h the time discretization step. Given a constantc ∈ R, a closed set E ⊂ R N with compact boundary and h > 0 suciently small, dene
where
and χ E is the characteristic function of E. The function u is well dened and unique by classical results on contraction semigroups [12] : if E is compact, it corresponds to the ow in
and extended to +∞ otherwise. On the other hand, if R N \ E is compact, one denes u by letting u := 1 + v where v solves the same equation with initial datum χ E − 1.
The idea is that an evolution t → E(t) starting from E(t 1 ) can be approximated with
where n := The proof of this theorem relies on an estimate for the approximate ow which is computed in Section 3.2, and is given in Section 3.3. We can deduce the following corollaries.
A rst corollary, also proven in [9] , shows that if an rW φ -regular ow exists, then it is unique.
An additional, more precise stability property will be shown at the end of Section 3.3 (Corollary 3.5). The next corollary follows, with a standard proof [7] , from the monotonicity and consistency of the scheme. Corollary 3.3. Assume that φ, φ
• ∈ C 2 (R N \{0}) and are uniformly convex. Let E ⊂ R N be a closed set with compact boundary and denote by E ls (t) the level set φ-curvature ow starting from E on a time interval [0, T ); assume in addition that no fattening occurs [18] . Then ∂E h (t) → ∂E ls (t) in the Hausdor distance for any t < T , as h → 0.
Let us observe that Corollary 3.3 follows from Theorem 3.1 when evolutions according to Denition 2.2 are known to exist.
Estimate for the time-discrete ow Tc h
In this section we consider an rW φ -regular ow with forcing, and we show (Proposition 3.4) an estimate on one step of the algorithm applied to E(t) or a neighboring set. 
is dened in (3.1) and λ is as in (2.6).
Proof. Let u be the solution of the anisotropic heat inclusion with initial datum χ {d(·,t)≤δ} :
We estimate u(·, h) for small h with a suitable supersolution v of (3.6). Dene
where η > 0 is a small parameter which will be xed later on (see (3.15) ), and γ : ] is the solution of the one-dimensional heat equation starting from the Heaviside function:
where we shorthand γ ξ = ∂γ ∂ξ and γ ξξ = ∂ 2 γ ∂ξ 2 , and we recall that
We rst observe that
where (•) means − d(x, t + τ ) + δ − g(τ ) + λητ, τ , and
(3.10)
where n is as in Denition 2.2 (iii). Hence, the vector eld Z dened as
is such that Z ∈ φ
• (∇v)∂φ
Therefore, using (3.11),
From (3.9), (3.12) and (3.8) we deduce ∂v ∂τ
Therefore v is a supersolution of (3.6) in {|d| ≤ η}, provided we show it is also above u on its parabolic boundary. We claim that v ≥ u on the parabolic boundary of the set
provided h is less than some h 0 depending only on ǫ and
This is obtained by comparison with the evolution starting from 1 − χ {y∈R N :φ(y−x)≤ε} (·), which is above u(·, 0). Indeed, since E(t) satises the rW φ -condition and δ < r/2, it follows that {d(·, t) < δ} satises the r 2 W φ -condition. From this and ǫ < r/2 it follows that {d(·, t) < δ} ∩ {y ∈ R N : φ(y − x) ≤ ε} = ∅, which in turn implies
as long as τ ≤ τ 2 := ε/ c L ∞ ((t1,t2)) . We now recall that in [17, Lemma 3.1], it is proved that for any ε > 0, there exists
Therefore, using (3.14), one nds that
In particular, if
we also have
The proof of the claim is concluded. The claim, together with (3.13), imply that v is a supersolution of (3.6) in B, provided {|d| ≤ η} ⊇ B, hence as soon as η ≥ δ + 2ε. We therefore let
By standard parabolic estimates, we deduce that
Recalling that c h = g(h)/h and that
we deduce, using (3.15) ,
As shown in [17] , we have that γ(·, h)
where the innitesimal o(h) only depends on |α| + c L ∞ ((t1,t2)) . Hence (3.16) becomes
Possibly reducing h 0 (still depending only on ε, |α|, c L ∞ ((t1,t2)) ), we have o(h) ≤ εh so that (3.4) is deduced from (3.17).
3.3 Consistency of the algorithm and stability of rW φ -regular ows
We are now in the position to prove Theorem 3.1. Let us x δ > 0 and α ∈ R. Let E ±δ,α h (t)
be the time discrete evolution with step h, as given by (3.3), but starting from the set {d(·, t 1 ) ≤ ±δ}, and with a speed given by c(t) + α:
where c h is dened in (3.5). From estimate (3.4), it follows that for any ε > 0, if h > 0 is small enough, one has for any i ≥ 0 with t 1 + ih ≤ t 2 and
as long as 0 ≤ δ i ≤ r/2, where δ i is dened as follows: δ 0 := δ and
By induction, we nd
(3.20)
Let us observe that, by symmetry of the scheme, we also have
as long as 0 ≤ δ i ≤ r/2. The proof of Theorem 3.1 then follows from (3.18) and (3.21), choosing δ = α = 0: indeed for any ε > 0, we nd that any Hausdor limit of
Letting ε → 0 we get the convergence.
In a similar way, we derive from Theorem 3.1 and estimates (3.18), (3.21) the following result:
be two rW φ -regular ows dened in the same open set A, with forcing terms c 1 , c 2 , respectively. Let r > 0 be such that the ow E 1 (t) satises the rW φ -condition for any t ∈ [t 1 , t 2 ] and {(x, t) : 
4 Convex at φ-ows with forcing
If the initial set is convex, it happens that the ow remains convex for subsequent times, whatever the anisotropy. This strong regularity property allows to build unique ows in the convex, rW φ -regular case, and by comparison to dene convex ows starting from an arbitrary compact convex set. This section relies on two previously released papers where the situation with no forcing term was investigated [13, 8] . These papers are quite long and, for the second, very technical and we cannot recall all the results in all details. The construction for showing existence relies on an implicit time-discretization scheme rst proposed by Almgren, Taylor and Wang [1] (see also Luckhaus-Sturzenhecker [25] ).
Existence and uniqueness of convex at φ-ows
Let us shortly recall the basic ingredients of the approach in [13] . Let C ⊂ R N be a compact convex set andc ∈ R. Let us consider the equation
which has to be understood in the sense that
• (Du) as measures in any bounded set of R N (see [6, 13] ) and
The following result was proved in [13] whenc = 0. The same proof applies to the present case. 
with bounded sub-levels. This function u is convex, Lipschitz, and each sub-level {u < s} is a solution of
where C s := {d C φ < s} and F △C s is the symmetric dierence between F and C s . Moreover, if s < s ′ and F s and F s ′ are solutions of (P s ) and (P s ′ ) respectively, then F s ⊆ F s ′ . Hence, for any s ∈ R there exists a minimal and a maximal solution of (P s ), and this solution is unique for almost any s ∈ R. Remark 4.2. As in [13] , we observe that the vector eld ξ associated with the solution u of (4.1) is such that div ξ ≥ 0.
Taking s = 0 in (4.3) we may dene [1, 13, 16] Sc h (C) := arg min
In case there are multiple solutions, we dene Sc h (C) as the smallest one which coincides with {u < 0} where u denotes the solution of (4.1) (see Theorem 4.1 in [13] ). Observe that
Observe that ifc ≥ 0 and u is a solution of (4.2), then u is a solution of
The same is true ifc < 0 and (C + hcW φ ) + h|c|W φ = C. +∞) ) be a piecewise constant function, constant on each interval (ih, (i + 1)h], i ∈ N, and such that sup h c h L ∞ ((0,+∞)) < +∞. We then dene a discrete (in time) evolution by letting for any t ≥ 0
(4.6)
Notice that C h (t) coincides with {u n < 0} where u n is the solution of
Denote by K the class of all compact convex subsets of R N , endowed with the Hausdor
There exists a sequence {h k } converging to 0 as k → ∞ and a continuous function
where Q C h k and Q C are the space-time tracks dened as
Proof. The proof is the same as in [13, 8] and is omitted.
Denition 4.4. We call the evolution C(t) of Theorem 4.3 a convex at φ-ow with forcing term c ∈ L ∞ ((0, +∞)) (the weak- * limit of c h ) starting from C.
The next two results (existence of convex rW φ -regular ows, and comparison for convex at φ-ows), can be proven following the same lines as in, respectively, [8, Theorem 6.1] and [8, Theorem 7.4] ; in particular, the local existence proof of Theorem 4.5 is based on the weak formulation given by the at φ-ow. Together with the uniqueness result of Theorem 3.2, we can conclude the existence and uniqueness of an r 2 W φ -regular ow starting from a compact convex set satisfying the rW φ -condition. +∞) ). Let C ∈ K satisfy an interior rW φ -condition for some r > 0, and let t 1 ≥ 0. Then there exist t 2 > t 1 and a unique convex r 2 W φ -regular ow t ∈ [t 1 , t 2 ] → C(t) with forcing term c such that C(t 1 ) = C, where t 2 − t 1 depends only on r and c L ∞ . Moreover, if c h ⇀ c weakly- * in L ∞ ((0, +∞)), then C(t) is obtained as the Hausdor limit of the discretized evolutions C h (t) dened by (4.6) .
be two convex at φ-ows with forcing term c ∈ L ∞ ((0, +∞)) starting from C and C ′ respectively. Then C(t) ⊂ C ′ (t) for any t ≥ 0.
Then, we provide with a lemma to compare ows with dierent (close) forcing terms.
Lemma 4.7. Let C 1 ⊂ C 2 be two compact convex sets, c 1 , c 2 ∈ L ∞ ((0, +∞)), and let
be a convex at φ-ow with forcing term c i starting from C i for any i = 1, 2. Dene 
By approximating the sets W φ , C 1 , C 2 with smooth sets as in [8, Remark 12, Section 6], it is possible to prove that Lemma 13] . This also follows by combining the observations leading to (4.5) and the proof of [8, Section 8, Lemma 13] . Finally, since the distance between ∂C 1 (t) and ∂ C 1 (t) (resp. ∂C 2 (t) and ∂ C 2 (t)) is nondecreasing (see [8, Section 8, Lemma 13]), estimate (4.8) follows.
Denition 4.8. Given a compact convex set C and a a convex at φ-curvature ow with forcing term c ∈ L ∞ ((0, +∞)) starting from C, we dene
Theorem 4.9. Let C 1 ⊆ C 2 be two compact convex sets and let C 1 (t) and C 2 (t) be two convex at φ-curvature ows with forcing term c ∈ L ∞ ((0, +∞)), starting from C 1 and C 2 respectively. Then
In particular, the convex at φ-ow starting from a compact convex set is unique, as long as the enclosed volume remains positive.
Proof. We argue as in [8, Theorem 7.4] . Assume C 1 ⊂ int(θC 2 ), with θ > 1, and let
2 )). Applying Lemma 4.7 with c 1 = c, c 2 =
2 ), and with C 2 replaced by θC 2 , we get
where t θ := T contact (C 1 , θC 2 , c, c 2 ) is the rst contact time between ∂C 1 (t) and θ∂C 2 (t/θ 2 ).
Now, if R is the radius of a ball inside C 2 , we must have δ θ (0) ≥ (θ − 1)R. On the other hand,
Hence, we nd that t θ ≥ t 1 := R/(3 c ∞ ). Letting θ → 1 + and recalling that ∂C 2 (·) is continuous from the left (see Theorem 4.3 and [13, Lemma 7.2]), we deduce that C 1 (t) ⊆ C 2 (t) as long as t ≤ t 1 . Now, we may start again from t 1 and push further the inclusion as long as R > 0 (i.e., for C 2 having nonempty interior).
Under the assumptions of Theorem 4.9, we cannot exclude the existence of a contact time between ∂C 1 (t) and ∂C 2 (t) when the volumes of C 1 (t) and C 2 (t) vanish. We have shown that the convex at φ-ow with forcing dene a continuous semigroup up to extinction of the interior. The next result is a slightly stronger stability result. Theorem 4.11 (stability of the convex at φ-ow). Let C n , C ∈ K, and assume that C has nonempty interior and +∞) ) and suppose that c n ⇀ c weakly- * as n → +∞. Let C n (t), 0 ≤ t < t Cn,cn and C(t), 0 ≤ t < t C,c be the convex at φ-ows with forcing terms c n and c starting from C n and C, respectively. Then Proof. We combine the previous proofs. Let θ > 1. If n is large enough, from the assump-
by Lemma 4.7 we have
for all t before the rst contact time between ∂C n (t) and θ∂C(t/θ 2 ). As n → +∞, (4.11) converges to (4.10), with δ θ (0) given by dist(∂C, θ∂C) and estimated from below by (θ − 1)R where R is a ball inside C. For n large enough, we therefore get, as in the proof of Theorem 4.9, that as long as t ≤ t 1 := max(R/(6 c L ∞ , 1) and C(t) does not vanish, C n (t) ⊂ θC(t/θ 2 ). Sending n → +∞, we nd that any Hausdor limit of C n (t) is inside θC(t/θ 2 ) for any θ > 1 and t ≤ t 1 . Letting then θ → 1 + , we get that C(t) is a bound from above for the Hausdor limits of C n (t). The same argument with now θ < 1 and θC ⊂⊂ C n (for n large enough) will yield the same bound from below. Hence,
It is then possible to bootstrap and show that this must happen up to t C,c , by contradiction.
We also mention that the crystalline ow of convex sets may be approximated with smooth anisotropies: to state the result we recall that in [28, 8] it is proved the following approximation lemma. 
Proposition 4.13 (stability with respect to the anisotropy). Let φ ε → φ, and let C(t), C ε (t) be the convex at ows corresponding to the anisotropies φ and φ ε respectively, starting from the same initial convex set C, see Lemma 4.12. Assume that
Proof. If C(t) is an rW φ -regular ow, the thesis has been proved in [8, Remark 12, Th. 12] . Therefore, we can use rW φ -regular ows to compare lim ε→0 C ε (t) with appropriate dilations of C(t) (and viceversa), as in Lemma 4.7 and in Theorem 4.9, using the fact that
5 Evolution of volume and perimeter for a convex at φ-ow with forcing
be a compact convex set with nonempty interior. Let C h (t) be dened by (4.6). By Theorem 4.9, we know that there exists a time t C,c ∈ (0, +∞] (dened in (4.9)) and a unique convex at φ-ow C(t), of positive volume as long as t < t C,c , such that the space-time tracks dened in (4.7) satisfy lim h→+∞ d H (Q C h , Q C ) = 0 (locally in time, if t C,c = +∞). Reasoning as in [13, Th. 5] , we obtain also the following properties:
Proposition 5.1. The function t → ∂C(t) ∈ K is continuous, the Hausdor convergence of ∂C h (t) to ∂C(t) is locally uniform in time, and, letting
, with z ∈ ∂φ o (∇d) almost everywhere, and such that div z is a nonnegative Radon measure in R N × (0, t C,c ), with
2) 3) in the sense of measures. Moreover, out of Q ′ C the measure div z is represented by a locally bounded function, and more precisely
almost everywhere in {d ≥ δ}, for all δ > 0.
Notice that (5.4) follows by comparison with the (discrete) evolution of a Wul shape of radius δ.
Remark 5.2. As a consequence, ∂d/∂t is a Radon measure on
In fact, one can show from the construction that
Denition 5.3. Given a convex set C, with the symbol V φ 2 (C) we indicate the second mixed volume of order N , V (W φ , W φ , C, . . . , C) (see [28] ), multiplied by N (N − 1).
The mixed volume V φ 2 (C) can be dened by the relationship
and is a nondecreasing, continuous function of C ∈ K ([28, proof of Theorem 5. .1) ). In the same way, we have |C| = V (C, . . . , C) whereas P φ (C) = N V (W φ , C, . . . , C).
Proposition 5.4. Let C ∈ K, t ∈ [0, +∞) → C(t) be a convex at φ-ow with forcing term c ∈ L ∞ ((0, +∞)) starting from C, let d be dened as in (5.1), and let z be the vector eld given by Proposition 5.1. Then,
Moreover, for any 0 ≤ t 1 < t 2 < +∞,
and in particular
(5.7)
Remark 5.5. We observe that (5.5) gives a sort of W 2,2 -regularity of ∂C(t).
Proof. Let b > a > 0, and let T ab (r) := max{a, min{b, r}} for any r ∈ R. Recall from (5.4) that div z is a nonnegative bounded function in {d ≥ a}. From the rst inequality in (5.2), we get, for almost every t ∈ (0, t C,c ), ; integrating by parts, passing to the limit and using the fact that d(x, ·) is continuous, we get
where η is any vector in
Dividing all terms by h, we use the fact that d is continuous in time and that all the functions appearing in the integrals are uniformly bounded, for h small enough, we can pass to the limit as h → 0 + , and we obtain
where we recall that C(t)
. Then, we divide by δ := b and send δ → 0 + , and get
showing (5.5), as well as the rst inequality in (5.6).
The second inequality (and (5.7)) follows by noticing that
Remark 5.6. In general (5.7) is not optimal even when φ, φ
is smooth, and c ≡ 0: indeed, in this case it is well known that
and the inequality may be strict. However, we point out that the rst inequality in (5.6) is always optimal.
5.1
On convex sets having φ-mean curvature in L 2 Denition 5.7. Assume that φ ∈ C ∞ + . Let C be a convex set. We say that C has φ-mean curvature in L 2 (∂C) if the vector eld
(5.10) Proposition 5.8. Assume that φ ∈ C ∞ + and let C be a compact convex set with φ-mean curvature in L 2 (∂C). Then the problem
has a solution z, and two solutions of (5.11) have the same divergence. Moreover there exists a constant κ > 0 such that
(5.12)
Proof.
Step 1. We build a competitor z * : C → R N for the minimization problem in (5.11), hence satisfying
for some κ > 0 independent of z * . Let z be dened as in (5.9), and let ε k ∈ (0, 1) be such that ε k ↓ 0 and
(5.14)
Observe that near ∂C 
Let B(x, R) ⊂ C a maximal ball contained in C; without loss of generality we may assume
In particular, ∇h k is zero-homogeneous, bounded by 1/R, and
where we recall that ν C is the outward unit normal to ∂C. We dene
where δ i,l is the Kronecker symbol. We deduce, using (5.15),
.
(5.16)
We now employ the co-area formula to write
where we used that ∇h k and div z k are zero-homogeneous. Since |∇h k | is estimated from below by the inverse of (ε k + the diameter of C), we deduce from (5.16) and (5.17) that
where κ depends on R, Λ/λ, N , the diameter of C and max ν∈S N −1 φ • (ν). As k → +∞, z k converge weakly- * in L ∞ (C; R N ) to some z * : C → W φ , and passing to the limit in (5.18) (using (5.14)) we get estimate (5.13). To conclude the proof of step 1, we need to show
As a consequence of step 1, the class of competitors in the minimum problem (5.11) is nonempty.
Step 2. We build a solution of (5.11).
For all λ > 0 denote by u λ the unique solution of the problem 
It is shown in [14, 2] that for any µ > 0, as soon as λ > µ, the set
is the unique solution of
and does not depend on λ. Moreover, for λ > 0 large enough, µ * := λ(1 − u λ ∞ ) does not depend on λ and coincides with the φ-Cheeger constant of C. In addition, it is shown that u λ is concave (hence locally Lipschitz) in E λ = {u λ > 0}, so that E µ is convex for all µ > µ * . For µ = µ * , (5.23) has at least two solution, ∅ and the convex set {u λ = u λ ∞ }, while it has been shown in [15, 2] that, at least in the isotropic case φ(·) = | · |, there is no other solution. If µ < µ * then ∅ is the only solution of (5.23). The Euler-Lagrange equation for (5.21) is
for H N −1 -a.e. x ∈ ∂C with u(x) > 0.
(5.24)
In particular, −div z λ = µ on ∂E µ \∂C (which expresses the fact that ∂E µ has φ-curvature µ inside C), and div z λ = div z λ ′ almost everywhere in E λ for any λ ′ > λ. As λ → +∞,
∂E µ \ ∂C, µ > µ * , and div z = µ * in E µ * . Now, convex duality shows that z λ is also a solution of the problem
In particular, if ξ is an admissible vector eld for problem (5.11), one has for any λ > 0
Passing to the limit, we nd that C (div z)
2 dx, and C div z = P φ (C), so that z is a solution of (5.11). Since problem (5.11) is strictly convex in the divergence, we deduce the uniqueness of div z. In particular, we have shown that given any solution z of (5.11), one has div z = µ on ∂E µ \ ∂C for any µ > µ * , and div z = µ * in E µ * .
Proposition 5.9. Let φ, C and z be as in Proposition 5.8. For δ > 0 small enough, dene 
In particular, we deduce the following corollary.
Corollary 5.10. Let C be a compact convex set with φ-mean curvature in L 2 (∂C). Then
By [28] , we know that
The reverse inequality follows from (5.25).
Remark 5.11. Observe that (5.26) is not true if, for instance, C is a square in the plane and φ = | · |. Indeed, in this case the right hand side of (5.26) equals 2π, while the left hand side is equal to 8. This is due to the fact that div z is not in L 2 (R 2 \ C).
We are nally in the position to compute the evolution equation for the enclosed volume.
Theorem 5.12. Let C(t) be a convex at φ-ow with forcing term c ∈ L Then, using the fact that d is continuous and ∂d/∂t is a Radon measure in R
we nd, recalling (5.3)
where B is a ball containing {d(·, t) ≤ 0} for any t ∈ [0, t C,c ] in its interior. Observing that
and letting ε → 0 + we obtain, from (5.28),
Dividing the above expression by b − a, and letting b → 0 − we get
As a → 0 − , the rst and last term of this inequality converge respectively to −(d/dt)|C(t)| and −c(t)P φ (C(t)) in D ′ ((0, t C,c )).
We now need to nd the limit of the quotient P φ (C(t))−P φ ({d(·,t)≤a}) |a| as a → 0 − , which requires a rather delicate argument. In view of Remark 5.11, we already know that, if we want this term to converge to −V φ 2 (C(t)), we need to exploit some regularity property of C(t); and this will be provided by estimate (5.5). Consider for almost every t ∈ (0, t C,c ) the vector eld z(x, t) obtained by solving problem (5.11) in C(t) (C(t) is continuous in time so that div z is measurable). We have
which is nite by (5.5). Denoting by C |a| (t) the set {d(·, t) < a} + |a|W φ , we deduce from Proposition 5.8 that for any nonnegative ψ ∈ D((0, t C,c )), one has
from which we deduce
The opposite inequality is obtained almost in the same way using the rst inequality in (5.2) and letting rst a → 0 − and then b → 0 − : the main dierence is that this time, passing to the limit in the expression (P φ (C(t) + bW φ ) − P φ (C(t)))/b does not raise any diculty.
In the general case, we approximate φ with φ ε ∈ C ∞ + and pass to the limit in (5.27), recalling Proposition 4.13, and the continuity of the mixed volumes [28] . 6 Convex volume preserving φ-curvature ows 6 .1 Existence of a convex volume preserving at φ-ow Let C be a compact convex set in R N ; we denē
where Sc h is introduced in (4.4), and depends on C. Then, we dene a discrete (in time) evolution by letting for any t ≥ 0
namely we iterate the operator Σ h for [t/h] times. Remark 6.1. For h > 0 xed, the volume of C h (t) is in general not equal to the volume of C 0 (t). This property however becomes true in the limit, as a particular consequence of the next theorem. Theorem 6.2. Let C ⊂ R N be a compact convex set. Let C h (t) be dened by (6.2). Then there exist a sequence {h k } converging to 0 as k → ∞ and a continuous function
Proof. This follows from Theorem 4.3, provided we can show that the piecewise constant 
Let r, R and x ∈ C be such that
rW φ ) which in turns contains x + (r/2)W φ for t less than or equal to some T 0 > 0 of order
Hence
On the other hand,
c as long as t ≤ T 0 and C h (t) ⊆ 2RW φ , which will happen (by induction) if we also choose T 0 ≤ R/c. Hence on [0, T 0 ], c h remains uniformly bounded with respect to h, and we may apply Theorem 4.3 to get existence of a ow on [0, T 0 ]. Let now
By a diagonal procedure, from Theorem 4.3 we can nd a sequence {h k } k converging to zero as k → +∞, and a convex evolution C(t) such that C h k (t) → C(t) in the Hausdor distance, locally uniformly in [0, T * ). In particular, by continuity we have
. Using (5.7) and (5.27), we deduce that |C(t)| = |C|, and that t → P φ (C(t)) is nonincreasing. In particular, by inequality (6.3) applied to c(t), we nd that
. Hence C(t) is contained in (R + tc)W φ , and must contain some Wul shape x(t) + r(t)W φ where r(t) > 0 depends only on |C(t)| = |C| and R + tc (see for instance [28 K remains uniformly bounded for h < τ , as long as t ≤ τ . Let us show that if h is small enough, C h (T * − τ /2) satises (*); by (6.4), this will yield T * ≥ T * + τ /2, a contradiction. If it is not true, there must exist a sequence {h k } converging to zero as k → +∞ such that either
⊂ 2RW φ but does not contain any Wul shape of radius r * /2 for all k. Extracting a further subsequence, we may assume that C h k (t) → C(t) locally uniformly on [0, T * ) and in this case we have seen that for some x, x+r * W φ ⊆ C(T * −τ /2) ⊆ R * W φ , a contradiction. This shows that T * = +∞. The following result is a consequence of Theorems 4.5 and 6.2.
Theorem 6.4. Let C ⊂ R N be a compact convex set satisfying an interior rW φ -condition, for some r > 0. Then there exists a convex volume preserving r 2 W φ -regular ow C(t), for t ∈ [t 1 , t 2 ], such that C(t 1 ) = C.
Uniqueness
We will prove that the forcing term of a convex volume preserving rW φ -regular ow E(t) depends only on the initial set. In particular, we will obtain a comparison result similar to Corollary 3.5. where λ is dened in (2.6) and K depends only on N and on the radius of a ball contained in E 1 (t) for all t ∈ [t 1 , t 2 ].
We begin with the following lemma.
Lemma 6.6. Let φ ∈ C ∞ + . Let C 1 ⊆ C 2 be two compact convex sets satisfying the interior rW φ -condition, and let R > 0 be the radius of a ball contained in C 1 . Dene
Proof. The inequalities in (6.6) immediately follow from the observation that (assuming the origin is the center of a ball of radius R contained in C 1 ) C 2 ⊆ (1 + η/R)C 1 and the monotonicity of P φ and V φ 2 with respect to the inclusion of convex sets (which is a consequence of the fact that these quantities are multiples of mixed volumes (see [28] , [14] )).
Proof of Theorem 6.5. Let us assume that φ ∈ C ∞ + . We have
Hence, from Lemma 6.6, we deduce that if R > 0 is the radius of a ball contained in E 1 (t) and η(t) :
From (6.7) we deduce
where the constant K depends on N and R. Assume η < r/2 where the evolution E 1 (t) is rW φ -regular. Let now ε > 0 and τ > 0 be the rst time in [0, t 2 − t 1 ] at which η(t 1 + τ ) = (1 + ε)η (if it exists). From the previous inequality, one has |c 1 (t) − c 2 (t)| ≤ (1 + ε)Kη if t 1 ≤ t ≤ t + τ . Hence, from Corollary 3.5, one nds
We get that
This argument is valid starting from any time, as long as η(t) < r/2. The thesis follows.
7 Asymptotics of the volume preserving at φ-ow in the convex case
The main purpose of this section is to prove the following result.
Theorem 7.1. Let C be compact convex set, and let t ∈ [0, +∞) → C(t) be a convex volume presering at φ-ow starting from C, as given by Theorem 6.2. Then, modulo a time-dependent translation, C(t) converges in the Hausdor distance as t → +∞ to a translate of the Wul shape of volume |C|.
We develop the proof along the next subsections.
Asymptotic ow
Let t → C(t) be a convex volume preserving at φ-ow starting from C (Theorem 6.2). Throughout this section we assume that modulo a time-dependent translation, C(t) is uniformly bounded. Therefore, upon extracting a diverging subsequence {t k }, we may assume that
whereC is a compact convex set with |C| = |C|. Note that, on the other hand, P φ (C) = inf t>0 P φ (C(t)).
Consider the sequence of convex at φ-ows
with forcing terms
By passing to the limit as k → +∞ and invoking Theorem 4.11, we can show thatC k (t) converges uniformly in [0, 1] to a at φ-owC(t), starting fromC, and with forcing term
satises the PDE
and the corresponding PDE in int 0<t<1 (C k (t) × {t}) , where z k ∈ ∂φ • (∇d k ) almost everywhere. Therefore, by extracting a subsequence if necessary, we may assume that
andz saties the corresponding PDE inside int 0<t<1 (C(t) × {t}) , wherez ∈ ∂φ
almost everywhere. A full account of this passage to the limit can be found in [13] . Since
by (5.6) we deduce that for any t 1 < t 2 lim sup
On the other hand, for almost every t,
3) from which we deduce that all inequalities in (7.3) and (7.2) are in fact equalities, and
(7.4) for any t 1 < t 2 .
The limit ow is stationary and rW φ -regular
The following proposition concerns at φ-ows satisfying suitable properties. Proposition 7.2. LetC(t) be a convex volume preserving at φ-ow starting from a compact convex setC satisfying (7.1) and assume P φ (C(t)) is independent of time, so that (7.4) holds. Then 
Here, both ∂F n (d))/∂t and ∂d/∂t are measures (on {d > 1/n}, where the other terms are not zero), but the last equality is shown by rst mollifyingd and then passing to the limit. Using (5.2) and F ′ n ≤ 0, we nd
Letting n → +∞ we obtain
Since, using (7.4), the right hand side tends to zero as ε → 0 + , we deduce that
for any nonnegative ψ ∈ C ∞ 0 (0, +∞) and ϕ : R N → R + bounded and continuous. Since |C(t)| is constant, we may add any real constant to the above inequality and we deduce that (7.5) holds for any bounded ϕ ∈ C(R N ), and since it holds also for −ϕ, we deduce that the left hand side of (7.5) vanishes. This implies thatC(t) is independent of t, and the ow is stationary.
We deduce from (7.1) that
In particular, divz ∈ L ∞ ({d(·, ·) > 0}). Using Proposition A.1 in Appendix A, we deduce thatC satises the rW φ -condition for some radius r > 0. This radius is at least given by min{1/c, |C|/P φ (C)}. However, sincec = V φ 2 (C)/P φ (C), by (6.3) we nd that r ≥ |C|/P φ (C).
The limit shape is the Wul shape
The remaining of this section is devoted to the proof that the stationary limit owC can only be the (invariant) Wul shape of volume |C|. If φ, φ
• ∈ C ∞ + , this was proved in [5] . We adapt the proof when φ is not smooth. Let us rst show the following lemma. 
for almost every s ∈ (0, δ).
Proof. Equation (7.6) is standard, since the integral reduces to ∂K x, ν
, which is N |K| by Green's formula. To show (7.7), we prove that div (σz) = σdiv z + 1 (7.8) in the sense of distributions in Σ δ . Let w ∈ W 1,∞ (Σ δ ) be a function with compact support. Since z, ∇d = 1 almost everywhere, we have
It is enough to show that the last term is zero. First of all, λ → Σ δ w ∇d(λ·), z ) dx (which is well dened if λ ∼ 1 since w has compact support) is dierentiable at 1, as a sum of terms which are all dierentiable. Then, since z ∈ ∂φ • (∇d) almost everywhere, we have, almost everywhere in
Hence, if for instance w ≥ 0 almost everywhere,
This yields
If w ≤ 0 almost everywhere, λ = 1 is now a minimum and the derivative is, again, 0. If w changes sign, it suces to compute the derivative separately for the positive and negative parts of w. We have shown (7.8).
We are now in the position to show (7.7). For almost every s ∈ (0, δ), we have, using (7.8),
Thanks to (7.6), the quantity inside the limit is (N −1)|{s < d < s+ε}|/ε, which converges to (N − 1)P φ (K + s ) as ε → 0. We apply Lemma 7.3 to K =C, z =z, d =d. Since we also have for almost every Letting s → 0 + and using (7.4), we deduce that for almost every t, (N − 1)P φ (C) 2 − N |C|V φ 2 (C) = 0 (7.9) In particular, for the velocityc, we havec = (1 − 1/N )P φ (C)/|C| (we get again the stationarity of the limiting velocity).
If φ ∈ C ∞ + , Andrews [5] uses (7.9) together with [28, Th. 6.6.8] to conclude thatC is a translate and homothetic of the Wul shape (after proving thatC has also smooth boundary). In two dimension, we can deduce thatC is the Wul shape, without any further assumption, since (7.9) reduces to the isoperimetric inequality.
In higher dimension, the situation is not so simple. Thanks to the regularity proven in Proposition 7.2, we show again that the limit shape is the Wul shape, but the proof is more involved.
First of all, recalling (7.9), we may invoke [28, Th. 6.6.18 ] to conclude thatC is a y, ν = 0}. A hyperplane P = x + ν ⊥ , with x ∈ ∂K, is a 1-extreme support plane of K if ν belongs to the relative interior of a face F of the exterior normal cone N to K at a point y ∈ relint(K ∩ P ), and dimF ≤ 2. Theorem 7.6. If P is a 1-extreme support plane, it is limit of support planes whose normal cone has dimension at most 2. Proof. Let y ∈ ∂L ∩ int(K) such that ∂L is dierentiable at y, and let x ∈ ∂K such that P = x + ν L (y) ⊥ is a support plane of K. Since K satises the rL-condition, it follows that x ∈ (z + rL) ⊂ K for some z ∈ R N . In particular, P is a support plane of z + rL, hence it contains the whole face of z + rL normal to ν L (y), and in particular the point x = z + ry ∈ ∂K. Thus, ∂K is dierentiable atx, so that P is a 1-extreme support plane (even, 0-extreme); by assumption, we deduce it is the support plane of L of normal ν L (y).
Hence y ∈ P , and then y ∈ ∂K, a contradiction.
It follows from Proposition 7.7, the identity (7.9) and Proposition 7.2, thatC is the Wul shape. Thus Theorem 7.1 is proved. The following result, which shows the equivalence between three dierent ways of expressing the fact that a convex set has bounded crystalline curvature, is essentially contained in [14] , though not explicitly stated there. (ii) C satises the rW φ -condition with r = max(κ, λ C ) −1 ;
(iii) C is rW φ -regular, that is there exist δ 1 and a vector eld z ∈ L ∞ ({|d . By Theorem 7.3 in [14] we know that C + δ is the unique solution of As ε → 0, the solution of (P ) λ,ε,δ goes to the solution of (P ) λ,δ , in other words,
1 , but since these sets are convex and uniformly bounded, equivalently in the Hausdor distance). In the limit, we nd that C + δ satises the λ −1 W φ -condition.
Letting λ → r we deduce (ii).
The implication (ii) ⇒ (iii) follows from [8, Proposition 2]. The implication (iii) ⇒ (i)
follows from the denition of a φ-regular set.
