A study is presented on the invertibility properties of scalar operators defined as the sum of a
Introduction
Let We will consider Wiener-Hopf-Hankel operators [12] , i.e., operators of the form (1.2) where W(a) is a Wiener-Hopf operator, defined by ' k (a)=F a F :L)-iL2(LR) (1.3) and mb) is the Hankel operator
W(a) + H(b) . L+(ZR)-iL(ZR)

K'b)=P'(b)J /LZR).LJLJ (1.4)
Here 3 stands for the reflection operator, given almost everywhere in ZR by ( )Sponsored by the Deutsche Forschungsgemeinschaft under grant number KO 634/32-1
Jço(x)='p(-x).
( 1.5) 0 0
The symbols a and b of the convolution operators W(a) and W(b) are supposed to be elements of LJll?). For a we impose the additional condition of having a generalized factorization relative to L2, so that the Wiener-Hopf operator W(a) is Fredhoim (cf. [ 13] ).
The Fredhoim theory for operators of the form (1.2) with the above assumptions is consequently trivial in the case where b is a continuous function on the one point compactification of 11?, i .e., bcC(). Indeed, the last condition is well known to be a necessary and sufficient condition for the compactness of 11(b) (cf. [7] ). Nevertheless, even in this rather simple situation, in general the nullity and defect numbers cannot be determined, and in particular no efficient criteria is available for the invertibility of the operator (1.2).
Moreover, if a,bePC(IR) (the algebra of all piecewise continuous functions on II?, supposed continuous from the left), then the Fredhoim theory for the correspondent Wiener-HopfHankel operators is also known. In this case, operators (1.2) are unitary equivalent to singular integral operators on the unit circle ]-with Carleman shift (the mapping z#-z-1 on F), see [14] , [19] , and the algebra generated by these operators has been studied by Gohberg and Krupnik [4] , [5] , [6] . They have obtained necessary and sufficient conditions for the Fredholmness of those operators in terms of a fourth order matrix-valued symbol, which yields as well their total index (see also [3] , [9] , [21] and the references cited therein).
We further refer to the more recent and general approach of Roch and Silbermann [1 5 ], [ 16] , which developed a unified theory for the study of different algebras of convolution type operators generated by several classes of piecewise continuous functions.
All the works cited above, in the context of Banach algebras techniques, yield the images of the different algebras in the correspondent Calkin algebra and therefore give complete descriptions of the Fredholm properties of the operators under consideration, up to the know!-edge of the partial indices. Hence, naturally, by these methods no information can be obtained about the invertibility of the operators involved.
The aim of the present work is precisely to provide some possible invertibility criterions for the Wiener-Hopf-Hankel operators (1.2), generalizing the results formerly obtained in [19] for the particular case where a is a complex constant.
Following [ 1 91 , to each operator (1.2) we associate in a rather natural way a vector Wiener-Hopf operator k'(G), acting on fL()J2, which can be diagonalized by two (at least one-sided) invertible operators A and B, such that the operator Ak'(G)B is the direct sum of the identity operator on L + #?) and a scalar operator S, closely related to the original WienerHopf-Hankel operator (see section 2).
In section 3 we relate the Fredholm properties and invertibility of W(G), known from the general theory of Wiener-Hopf operators [2J, [13] , with those of W(a) ± 11(b) , showing in particular that if a has a canonical generalized factorization, then the invertibility of W(G) is equivalent to the simultaneously invertibility of W(a) + 11(b) and W(a) - 11(b) .
The results obtained so far are applied, in section 4, to some problems arising in Diffraction Theory [1 l], [12] . Let a,bELJIR) and suppose that a admits a generalized factorization relative to L2(0?) (cf. [7] ) . Consider in LJ1R) the equation
and suppose that is a solution to this equation, which can be written in the equivalent form 
By hypothesis the function a admits a generalized factorization relative to L2(LR). This implies, in particular, that the matrix-valued functions appearing in (2.5) are invertible in
Multiplying by C both sides of (2.5), we get the equivalent system of equations We immediately recognize that any solution of equation (2.10) is also a solution to the Wiener-Hopf equation [19] ). In the remaining part of this section we are going to establish relations between these two operators.
To this end let us introduce some notation and recall basic results. We assumed that a admits a generalized factorization relative to L I II?), which implies that it can be written as (cf. [7] , [ 13] [7] ,[131). The following conventions will also be used:
Recall that md U=-v and md U 2 =-2v (cf. [71,[131 This relation will be often useful in what follows.
Let G0 denote the matrix-valued function defined by (2.9) with a and a replaced by a0 and a0 , respectively. Then it is easily seen that = (2.13)
where W(G Q) is the Wiener-Hopf operator defined by (2.11), with G replaced by G0. Now consider the representation of W(G 0) as a 2x2 matrix of scalar operators (see (2.9))
(2.14)
We are going to prove that W(G& can be diagonalized by means of invertible operators. In the proof of the theorem we shall use the relations -.
--- 
(2.17)
AoI(G& B0=
where the order of the outer factors can be reversed.
Proof: First we note that the assumption made on ao implies that k(a0) and are invertible operators and so the operators A0 and. 0 are well defined. Further note that these operators are invertible, with inverses given by
After some direct computations, we get (2.18) with
S0 = -W(a) + W(ba') -(2.21)
Therefore it remains to prove (2.19). To this end let us deduce from (2.16) some useful relations. Substituting in (2.16) a by ã 1 and b by do, we have
Since W(a0) and k'(a0 1) are invertible operators, applying to both sides of this identity IfI ' (ã01) on the left and W (aa) on the right, we obtain
(2.22) 
Consider now the third term in (2.21). Using the identities (2.15),(2.22) and (2.23) we obtain successively: 11(b) .
Inserting this result in (2.21) we have
which can also be written as (2.19)
i.e., we can commute the outer factors.
REMARK: We like to thank the referee for having suggested the way to prove the above theorem by the use of identities (2.15) and (2.16), making it possible to extend the theorem in a natural way to a larger class of linear operators. Indeed, let A denote an inverse closed algebra with unit element e (not necessarily commutative) and let -:R--'R. be an automorphism a'-ä such that =a. Further, suppose that we are given a linear space X and that with every element aEk two linear operators k(a), 11(a) There are also a number of different possible generalizations, for instance in Ring Theory or for operators acting between different Banach spaces. Those generalizations can be useful in the setting of General Wiener-Hopf Operator Theory.
We point out that if we take in Theorem 2.2 the invertible operators A 0 and ffo defined by
instead of A 0 and bo, we have yet
This remark is convenient for the case v*0, where it seems to be not possible to diagonalize W(G) by means of triangular (two-sided) invertible operators. In fact, in this case, bearing in mind relation (2.13), the following results can be proved directly, by the use of (2. 19 
Suppose that W>O .Then using the relation ((b) U = U, Vb), we obtain
from which we may write
or equivalently
If v-<O, the above procedure and the identity U0 11(b) = 11(b) U yields
The relations (2.33),(2.34) and (2.35),(2.36) establish the connection between the scalar operator S and the Wiener-Hopf-Hankel operator k(a)+11(b), the former obtained through the diagonalization of the vector Wiener-Hopf operator k'(G).
We summarize the results obtained so far in the next theorem. 
THEOREM 2.3: Let a,bELJIR) and suppose that a admits a generalized factorization relative to L2() with inda=v. Consider the Wiener-Hopf-Hankel operator W(a) + 11(b) onL(LR) and let W(G) be the Wiener-Hopf operator acting on [L(1R)J 2 associated with it, defined by (2.11) (see also (2.9)). The operator W(G) is diagonaiized by the operators
S = -U 0 (k'(a) + K'b)) ii' ' (a& U(W(a) -H(b)
Fredholm properties and Invertibility of W(a) + K(b)
In this section we are going to exploit the relations between the Wiener-Hopf-Hankel operator (1.2) and its associated Wiener-Hopf operator (2.11) in what the Fredhoim properties and invertibility are concerned. Our main interest, however, is focused on the invertibility, since on one-hand it plays a fundamental role in applications (see section 4) and on the otherhand, as mentioned before, the Fredholm property for the Wiener-Hopf-Hankel operators can be determined alternatively through Banach algebras methods [5,[6] , [15] , [16] ,[21J.
We start with the following auxiliary result. (
ii) By Proposition 3. 1, S is a Fredholm operator if W(G) is Fredholm. Then it follows from (2.38),(2.39) that mds = md (4)(a) + 4b)) + md (W(a) -mb)) + 2v
since md U 5 =v. Combining this result with (3.1) we obtain (3.2).
REMARK: The general assumption in this work is that a admits a generalized factorization relative to L2(LR).
In fact, only in this case it was possible to prove the diagonalization of the asso- 
As is known from the general theory of Wiener-Hopf operators, the Fredholm property for the Wiener-Hopf operator k(G) defined on [L(IR)]2 is equivalent to the existence of a generalized factorization relative to LJ) of the matrix-valued function G (cf. [2],[ 13]).
For arbitrary a,bELJIR) (and therefore GeLJIR)) there are no criteria available for the existence of a generalized factorization of G relative to LJD?). However, if we restrict ourselves to the case where a,bEPC((R), the following necessary and sufficient condition can be stated. (3.8) where
PROPOSITION 3.3: Let a,bEPC(IR). Then G admits a generalized factorization relative to LJfl)(ff g(,1u)*O for (,u)eL'x[O,1J (3.3) where g(u) = A(i) + [B() -C(4)1 . 0 + fD() -B()J /22 (,,u)EIRx(O,IJ, (3.4)
5* with
A(t)=-a()/a(-+) ,.B(t)=(b(4+) -b())(b(-) -b(-+))I(a(-s)a(-+)) (3.5) C() = [a()(a(-+) -a(-)) + a(-)(a(-s-) -a())jI(a(-j(-+)) (3.6)
D() = (a(+) -a()Xa(-) -a(-+))I(a(-)a(-+)). (3.7) Moreover if (33) holds then W(G) is a Fredholm operator, whose index is the symmetric of the winding number of g(,p) with respect to the origin.
Proof: We associate with (the left-continuous matrix-valued function) G the matrix-valued function G': fl?x[0,1]-C, defined by = G() + p (G(+) -G()) * ( , u)€IRxf 0,11
we use the conventions G( oo)-lim .. +,.,G() and G(c.o+)=lim _,,,,G(). Hence, G admits a generalized factorization relative to
Furthermore, in this condition, the winding number of g(,p) coincides with the symmetric of the Fredholm index of W(G) (see [13] ). The rest of the proof is achieved by a straightforward computation of the function g which we omit here. I
Now we look for relations between the invertibility of the Wiener-Hopf-Hankel operator and of the associated Wiener-Hopf operator, the latter corresponding to the existence of a canonical generalized factorization relative to L I) for the matrix-valued function G (cf. [21,[13] ).
Let us start with the simplest case where bEC(IR), i.e., where the Hankel operator 31(b) is compact [7] . In this case we immediately conclude that the operator W(a) + 3 1(b) is Fredholm if and only if W(a) is Fredholm, which implies that aeL,JIR) admits a generalized factorization relative to L2(9?) (cf. [13] ). Also in such case ind(W(a) + H(b))=ind (k'(a)) and therefore t=inda=O is a necessary condition for the invertibility of the Wiener-Hopf-Hankel operator. This fact motivates the following main result.
THEOREM 3.4: Let a,b ELJIR) and suppose that a admits a canonical generalized factorization relative to L2(fl?) (v=inda=0). Further let W(G) be the Wiener-Hopf operator on (L(LR)J2 associated with W(a) + 31(b) (see (2.11)). Then: (i) The operator W(G) is (left, right) invertible Jff W(a) + 31(b) and W(a) -31(b) are (left, right) invertible operators. (ii) If k'(G) is (left, right) invertible then the (one-sided) inverse of W(a) + 31(b) is defined by W(a) + H(b))( = IT i''(G) P I(C) [i , f C L(fl?) (3.9) where 4) -1 (G) is the (one-sided) inverse of W(G), I(C)=F'C F is the convolution operator on (LJ)1 2 with symbol (2.6), and T1:fLJL)J 2 -p LJLR) is the operator given by
IT[]=q71 . ( 3.10) Proof: (i) The assumption on a implies that inda=t=O (so a=a, G 0=G, etc. 
.(a))ip is a solution of (2.10). Since W(G) is (left, right) invertible, this solution is given by
Ø+= k''(G) P k(C) []
and, consequently, if iT denotes the operator defined by (3.9), we have
which completes the proof of the theorem.
The preceding theorem is restricted to the situation u=inda=O. The reason for that restriction lies in the fact that the diagonalization of W(G) is made by means of invertible operators only when v-0. Hence, the general case with arbitrary v is not easy to handle, and it probably needs more sophisticated methods.
However, it can be seen in some particular situations (a,bEPC(IR)) that v=O is a necessary condition for the simultaneous invertibility of W(a) + K(b) and W(a) -K(b), through a detailed analysis of the symbol G p) of the associated Wiener-Hopf operator W(G) (see (3.8) .
For instance, let us take
, bEPC(IR) (3.11) with a() *O, which is a necessary and sufficient condition for a to admit a generalized factorization relative to L2(0?). Suppose that b has n discontinuity points (j=1.....n). From (3.4) we have The same conclusion holds in the following more general situation. Let a,b EPC(L7?) and denote by Q and Z the sets of discontinuity points of a and b, respectively. Further assume that In this case, from Proposition 3.3 we have
where B is given by (3.5).
The image of g(c,p) is the union of the closed curve formed by the image of
with n straight-line segments whose extremes are and where, as before, j (J=1.....n) denote the elements of Z.
Also in this case the winding number of g(,p) is given by 2v as a() and a(-) do not have common discontinuity points. Therefore we have again indk'(G)=-2v and (3.13) still holds. Then once more the Wiener-Hopf-Hankel operators W(a) ± K(b) cannot be simultaneously invertible unless v--O.
In these situations Theorem 3.4 gives a sufficient condition for the invertibility of W(a) + mb) and W(a) -11(b), generalizing Theorem 3.2 in [19] which was established fdr the case where a is a constant.
Examples and applications to Diffraction Theory
We now apply the results obtained in the previous sections to some examples arising in Diffraction Theory.
Before, however, we give a theoretical example, showing that the condition of a to admit a generalized factorization relative to L2(0?) is not necessary for the Fredholmness or even invertibility of the Wiener-Hopf-Hankel operator k'(a) + 11(b) . (4.3) where W(a) and 11(b) are the Wiener-Hopf and Hankel operators with symbols
The associated Wiener-Hopf operator W(G) on ,L(LR)J2 has the piecewise constant presymbol (see (2.9)) -sign 4.6) We point out that the set of values of A defined by the above conditions is strictly contained in (AEC:
and O( oo+)*O) (see (4.2)). Moreover, for all this values of A, the generalized factorization of G is a canonical one. Indeed, following the method proposed in [8] , such factorization can be worked out explicitly. To this end, let
where Go = G(), , are constant matrices and I denotes the 2x2 identity matrix. The matrix GA , G is diagonalized by the matrix S formed by its eigenvectors, yielding GGT= S diag(a,, a2 s_ I (4.8) with eigenvalues aI,2 given by Now, if conditions (4.6) are satisfied, 131,2 admit a canonical generalized factorization relative to LjIR) and consequently the same holds for D. As G A ,, S are constant matrices, from (4.10) it follows that 0 has, as claimed, a canonical generalized factorization. Hence the associated Wiener-Hopf operator W(G) is invertible.
If additionally we impose that A1-1.11, which means that a has a canonical generalized factorization relative to L2(0?) (see (4.4)), then Theorem 3.4 guarantees the invertibility of the Wiener-Hopf-Hankel operator 7. For Ae(43), however, a has not a generalized factorization, and Theorem 3.4 cannot be applied. Nevertheless, for such values of A, formula (4.2) shows that Tis also an invertible operator. EXAMPLE 4.2: In [12] , the diffraction problem of a time-harmonic electromagnetic wave by a rectangular wedge, one of whose faces is perfectly conducting and the other having a prescribed impedance (finite or infinite), was considered. The problem, initially formulated as an exterior boundary value problem for the two-dimensional Helmholtz equation in the Sobolev space HI(D), with a Dirichlet condition on one face of the wedge and a third-kind boundary condition on the other, was reduced to an equivalent pseudodifferential equation of WienerHopf-Hankel type in the trace spaces H(!R) (see [12, Theorem 5.1] Moreover, for proving the invertibility of W(a) + 11(b) (i.e., the existence and uniqueness of solution to the boundary value problem) it is now sufficient to prove that kJ(G) is invertible (see Theorem 3.4), or equivalently, that G admits a canonical generalized factorization.
This remains an open question, and new methods of factorization (and a-priori determination of the partial indices) to deal with matrix-valued functions of the form (4.15) are being investigated. Nevertheless, when A=O, which corresponds to the mixed Dirichlet-Neumann boundary value problem, a canonical generalized factorization for G has been explicitly obtained in [ 1 O] , [ 18] , [ 20 ] (see also [12] ). This allows to give an explicit representation for the (unique) solution of the boundary value problem through the representation of the inverse of W(a) + 11(b) given by formula (3.9). EXAMPLE 4.3: In [11] , some mixed boundary-transmission problems for the Helmholtz equation in a half-space were studied, taking different complex wave numbers k,, k2 in each quadrant. The problems with pure Dinchiet and Neumann boundary conditions were solved explicitly. The mixed case, where both a Dirichlet and a Neumann type condition are imposed on each half-axis of the boundary x,eIR, x2=0, was proved to be equivalent (in the sense of [11, Theorem 5 A similar lifting procedure to that used in [11] For all Pi P2 satisfying (4.22), the existence of a canonical factorization for G was shown in [11, Remark 5.31 , for the particular case k,=k2, i.e., t l =12, and such factorization was explicitly given in [ 1 0], [ 18] , [20 ] , yielding an analytical representation to the solution of the boundary-transmission problem. However, for different wave numbers k, and k2, the existence of a canonical factorization could not be established yet. This motivates further efforts in the investigation of factorization methods for matrix-valued functions of the class considered here.
