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ABSTRACT 
 
Species loss continues to be one of the largest human-caused environmental issues 
worldwide. Despite billions of conservation dollars invested worldwide in attempts to halt 
extinctions, threatened species management faces many challenges. First, not only are 
ecosystems poorly understood, but also new and novel systems are created through 
management intervention. Second, environmental catastrophes such as bushfires, which can 
be devastating to precarious populations, are spatially and temporally correlated. Third, the 
potential for conservation actions to fail is often underreported and omitted from the 
decision-making process. Finally, budgetary constraints will always constrain conservation 
planning. Effective conservation planning must address and incorporate each of these 
elements in a transparent and thoughtful way. Given these complexities, biodiversity 
conservation can greatly benefit from mathematical modeling and optimization methods. The 
research in this thesis addresses these difficulties by formulating conservation problems using 
decision theoretic techniques combined with population, management and economic models 
in the context of threatened and invasive species management. 
The first three chapters address invasive species eradication and the resulting biodiversity 
benefits. In Chapter 2, a computational simulation is developed for the construction and 
management of exclusion fences used to reduce invasive species predation on reintroduced 
threatened wildlife. This chapter extends the Single Large or Several Small (SLOSS) reserve-
planning framework with the added complexity of ongoing management. In Chapters 3 & 4, a 
mathematical framework is developed to prioritize the eradication of invasive species from 
multiple islands. The literature review in Chapter 3 translates the existing island prioritization 
literature into the mathematical language of our framework for easy assessment of similarities 
and common omissions and identifies new areas that require development. A novel method is 
developed in Chapter 4, which addresses these omissions by prioritizing the expected benefit 
of actions, with a robust consideration of feasibility and inclusion of species interactions 
within the island ecosystems. 
The primary aim of biodiversity conservation is to halt the extinction of threatened species, 
and species translocation can be an effective way to reintroduce locally extirpated 
populations into the wild. Chapter 5 presents a method for optimally scheduling the 
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translocation of threatened species into multiple potential release sites. The model takes into 
account both monetary and temporal setup costs (such as those introduced in the previous 
chapters) as well as ongoing management costs. 
The research presented in this thesis utilizes a range of mathematical modeling and 
optimization techniques to solve different conservation problems. Each varies in 
mathematical, computational and temporal complexity to show the flexibility of decision 
theory for conservation. Much of the data utilized in this thesis was obtained through expert 
elicitation with species and land managers, as very little of this information is available in the 
public domain. Therefore a structured elicitation approach was developed and appropriate 
experts identified. The work in this thesis remains grounded in real world scenarios through a 
serious of interviews and ongoing consultation with decision-makers and conservation 
practitioners. Managers can take advantage of the complex modeling and simulation work 
done in this thesis by using the robust rules of thumb to inform future decisions for the 
management of threatened and invasive species. 
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CHAPTER 1  
INTRODUCTION 
 
In this thesis I address aspects of invasive and threatened species management using mathematical 
techniques from decision theory and operations research. Each chapter is concerned with how to 
allocated limited resources to maximize the benefit to biodiversity and threatened species 
conservation. Throughout the thesis I construct varied problem formulations, and use different 
ecological models and solution algorithms to determine optimal (or near optimal) decisions.  
1.1   Mathematical framework 
The cost-effective management of ecosystem has fundamentally mathematical components. Many 
factors compound to make the planning, assessment and application of conservation actions a 
complex and challenging process. Mathematical tools are the best way to integrate these complexities, 
and to identify how best to overcome them given limited budgets and project timeframes. Ecosystem 
management essentially asks decision-makers to guide a complicated dynamical system into an 
acceptable state, by carefully choosing management options from the vast range available for each 
species, taking into account uncertainty, nonlinearity, and the impacts of these actions on other 
components of the ecosystem. Since Dido’s problem and the brachistochrone, applied mathematics 
has been formulating methods to deal with such problems.  
In particular, formal decision theory offers a framework for incorporating complexity and uncertainty 
in a robust and transparent process that contrasts the benefits of allocating limited funds to different 
conservation actions (see for example Possingham et al., 2000; Possingham et al., 2001; Mace et al., 
2007; Joseph et al., 2009). The essential elements of decision theory are: 1) a clear objective; 2) well-
defined logistical and resource constraints; 3) a set of potential actions and their feasibility; 4) a model 
of how the system responds to those actions; and 5) a method to translate the response of the system 
into the units of the objective (Game et al., 2013). One of many solution algorithms can then be used 
to combine these elements, and to identify the combination of actions that can robustly achieve the 
maximum (or near-maximum) benefit while satisfying the constraints (Possingham et al., 2000; 
Vanderkam et al., 2007).  
Problem formulation is the first stage in any decision theory process, and in every chapter of this 
thesis. This procedure of translating real-world objectives into mathematics is arguably the most 
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important in the decision-making process; it is imperative that our desires are translated accurately. 
That is not to say that decision theory cannot incorporate uncertainties. In fact the formal treatment of 
uncertainty is one benefit of using decision theoretic techniques. However, consideration of 
uncertainty needs to occur after an unambiguous and rigorous formulation of the problem in a 
mathematical language. Problems and objectives need to be defined transparently and early, and 
applied consistently. 
Building the decision problem with a solid formulation allows the inclusion of multiple complex 
factors. Firstly, not only are we often dealing with dynamic systems about which we have limited 
knowledge, but by intervening we may be creating new systems or returning to old systems for which 
we have no knowledge at all (Alagona et al., 2012). The addition or removal of species (whether 
threatened or invasive) is an extreme example of this; any changes to the ecosystem structure will 
propagate through the system and potentially have unexpected effects (Greenville et al., 2014). For 
example, the reintroduction of gray wolves (Canis lupus) into Yellowstone National Park initiated a 
trophic cascade in the ecosystem, leading to a decrease in the numbers of elk (Cervus elaphus) and 
unexpected increases in woody plants as well as beaver (Castor canadensis) and bison (Bison bison) 
(Fortin et al., 2005; Ripple & Beschta, 2012; Greenville et al., 2014). Even if a trophic cascade is 
expected, the magnitude of the changes are complex and difficult to predict (Borer et al., 2005).  
Secondly, environmental disturbance and stochastic events such as fire, flood or mass coral bleaching 
can be devastating to vulnerable populations of threatened species and alter levels of diversity within 
an ecosystem (Miller et al., 2011). Even those species that are adapted to intermediate levels of 
disturbance (Shea et al., 2004; Eager et al., 2013) will be influenced by increasing frequency and 
intensity of these catastrophic events caused by climate change. Predicting the frequency and intensity 
of these catastrophic events is complex, but they can substantially affect the performance of 
conservation actions (Game et al., 2008). The spatial distribution of large-scale catastrophes adds 
further complexity to their modeling and prediction. 
Thirdly, there is the potential for any conservation action to fail. While the probability of failure can 
be reduced with extensive planning and considerable investment, the relationship between cost and 
efficacy is not well understood. The potential sources of failure for conservation actions are plentiful: 
social, political, ecological and economic issues could all easily prevent a conservation action from 
performing as expected. It is difficult for people to estimate and respond to failure probabilities in an 
accurate and unbiased manner (Plous, 1993), and most conservation plans do not consider the 
feasibility of actions (Game et al., 2013). 
Finally, budgetary constraints will always plague conservation management. It is estimated that 
US$76.1 billion annually is needed to protect and manage sites for all species of global conservation 
concern (McCarthy et al., 2012), yet current investment is well short of this amount. Therefore, 
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decisions about where to allocate funds still need to be made. To allocate funds, cost estimates of 
conservation actions are needed; however, short of designing a detailed plan for each action, these 
costs are hard to determine a priori.  
Evidence strongly suggests that unsupported human cognition has trouble making decisions in such 
complex situations (Ferson & Ginzburg, 1996; Murdoch et al., 2007). Expert decisions tend to be 
inaccurate, biased and overconfident (Burgman et al., 2011). They are definitely not repeatable or 
scalable, nor are they transparent. Decision theory was primarily developed for dealing rationally with 
the issues that make decisions too complex for human mental calculation: probability, problem 
complexity and temporal complexity. 
1) Probability 
Decision theory provides a framework to include probability: the probability of failure, of 
detection, of particular environmental outcomes. The field is primarily built on the concept of 
expected value, or expected utility (Von Neumann & Morgenstern, 1945), calculated by 
finding the expected value of the decision outcomes. Expected value is a well-defined 
mathematical concept: when some event occurs, there are multiple potential outcomes, each 
of which occurs with some probability and has a value (Whitworth, 1901). The expected 
value of the system after the event is the value of each outcome multiplied by its probability 
of occurring summed over all of the potential outcomes. In conservation decision theory the 
event is some conservation action, the value of an outcome is calculated according to a pre-
defined ecological benefit, and the probability of occurrence takes into account the stochastic 
nature of dynamics, actions, and observations. The number of potential outcomes considered 
is a commonly debated issue in conservation planning (see Chapter 3 of this thesis).  
2) Problem complexity 
Ecosystems are complex. The contain large numbers of components (e.g., individuals, 
species, nutrients) whose interactions are nonlinear, temporally-variable, and subject to spatial 
and temporal lags. Unsupported human cognition has great difficulty dealing with each of 
these factors, particularly the presence of multiple important factors (Payne & Bettman, 2002; 
Devetag & Warglien, 2008). In contrast, complex ecological and management models can be 
integrated easily into decision theory. Ecological models can range from simple analytic 
patch-occupancy or single-species population models to complex, multi-dimensional 
computational simulation models – from a decision theory perspective, these are all treated 
with the same approach. Decision theory is used to assess the possible outcomes from 
multiple actions, and determine which is the best course of action. The field of decision theory 
 21 
is not prescriptive about how the possible outcomes should be found; all ecological modeling 
methods can be used.  
3) Temporal complexity 
Change through time is a key process in ecological systems, and this is particularly true when 
making decisions. The same management intervention is more expensive if it is undertaken 
today, rather than tomorrow (Moore et al., 2008); choices made this year can limit the choices 
available next year, or can alternatively create opportunities (Bode & Grantham, 2012). In 
some cases, a single management decision is made at a point in time; this is a single-stage 
decision (Figure 1.1). In single-stage decisions, often the ecosystem still needs to be modeled 
through time because ecological benefit, which is temporally dependent, is assessed at some 
time in the future (Du, submitted). In these circumstances if ongoing benefits or payments are 
valued in dollars, economic discounting adds further complexity to the process. In other cases, 
decisions are repeatedly made throughout time. These multi-stage decision problems can be 
modeled as a Markov Decision Process, and various algorithms can be used to find the 
optimal (or near optimal) strategy throughout time. 
Mathematics can theoretically offer solutions to each of these problems. The way that mathematics 
does this is straightforward and formal; but simply applying the relevant mathematical method cannot 
necessarily solve every problem. Dealing with these issues by increasing the complexity of the models 
comes with costs. Capturing the entire complexity of ecological systems in mathematical models is 
impossible, and every step towards this complete realism increases modeling difficulty (Green et al., 
2005). 
  
Figure 1.1 A system state that is declining over time (e.g. the population of a species of concern under threat). We apply 
some action that causes the species state to increase (e.g. predator eradication).  The net expected benefit of the action is the 
difference between the expected state without action and the expected state with action at some future time. The net expected 
benefit depends not only on when the action is applied, but also when the benefit is assessed. 
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There needs to be a trade-off in conservation decision theory: between increased detail in the model 
for solving a specific problem, and the applicability of those solutions to other, similar problems. A 
high degree of complexity in any of the problem components (ecological and economic data, 
ecological modeling technique, decision theory algorithm or interpretation of the results) will impact 
the other stages in the process. Levels of complexity should be chosen with intent rather than purely 
driven by ease of solution, or by a desire to closely reflect every nuance of the problem. Limited data 
(for example only binary presence/absence data on the distribution of species, see Chapter 3) will 
constrain the kind of population model used, the mathematical representation of the objective, 
possible outputs and the class of final decisions. On the other hand, if only very coarse management 
decisions are required (e.g. one of two management scenarios, see Chapter 2), it is often possible to 
apply general rules of thumb without requiring large amounts of data. Detailed knowledge of 
ecological systems can provide substantial increases in benefit achieved (e.g. Chapter 4) at the cost of 
an increase in the complexity of input data, population theory and optimization techniques. It is harder 
to parameterize and model complex systems, yet they provide a more precise recommendation for a 
particular management scenario that is not readily transferable to other systems. Table 1.1 summarizes 
the different complexity levels and therefore different decision theory approaches used in this thesis. 
Some solutions are robust to variation in model structure and parameter value. We can search for 
robust solutions to problems by input parameters (Chapter 2) or Monte Carlo simulations across the  
Table 1.1 A synopsis of the different levels of complexity found in the different chapters of this thesis. Complexity can enter 
the decision problem through either the description of the system, or through the approaches taken to optimally control that 
system. The first column details key complexities in the models of the system; the second column describes the method used 
to solve for the optimal management. 
Chapter System model Decision theory solution method 
2. Fenced 
reserves for 
conservation 
Detailed coupled models 
(population, management, 
catastrophes) 
Deterministic and stochastic 
elements 
Spatial complexity 
Computational scenario simulation 
Robustness analysis across parameter 
space 
Generate general rules of thumb 
3. Formulating 
the island 
prioritization 
problem 
An overview and review of how 
to formulate the same problem 
with different complexity 
Prioritizing spending to maximize benefit 
4. Prioritizing 
eradication 
actions on 
islands 
Partial success of multi-stage 
actions 
Complex species interactions 
Large state- and action-spaces 
Prioritizing spending to maximize benefit 
Monte Carlo simulation to test 
robustness of general rule  
5. Scheduling 
translocations 
Temporal complexity (multi-
stage decisions) 
Unknown cost structure 
Stochastic Dynamic Programming 
Generate general rules of thumb 
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broad parameter space (Chapter 4). If the recommendations are robust to a broad (or easily defined) 
range of parameters, the complex results can be simplified to generally applicable rules of thumb. 
These rules of thumb will be easier to implement and therefore these near-optimal solutions will be 
used more widely by managers.  
Identifying the appropriate level of complexity for any model and problem is not straightforward. 
There is no correct level of complexity, the choice relies on the judgment of the modeler and should 
be explicitly assessed for each particular scenario. An appropriate level of complexity is one that 
balances the desired precision and generality of the final recommendations with the specificity of the 
available data and modeling techniques. One of the key skills in applied mathematics is to learn how 
to identify the relevant level of complexity and judiciously apply these methods, ensuring the results 
are applicable, transparent, robust and defensible (Mangel & Hilborn, 1997).  
1.2   Ecological framework 
We are in the midst of a mass extinction event (Pimm et al., 2006; Barnosky et al., 2011). Species are 
under threat from many processes (habitat loss, invasive species, disease, altered stochastic events and 
climate change  Lande, 1998), with each threat having multiple potential management and mitigation 
options. Billions of dollars are invested in attempts to halt extinctions (James et al., 2001; McCarthy 
et al., 2012); however, threatened species management remains a difficult issue. In this thesis, I will 
address various stages in threatened and invasive species management.  
1.2.1   Stage 1: Invasive species management 
Invasive species are a major threat to native ecosystems and biodiversity (Millennium Ecosystem 
Assessment, 2005). An invasive species is a nonnative species that has been introduced to a new 
region and causes harm. Here I will consider only the ecological harm of invasive species 
(particularly on threatened species), but this harm might also be economic or harm to human 
livelihood. An invasive species may be of any taxa, and may be closely related to native species while 
still causing harm when introduced. Invasive species can impact threatened species both directly 
through predation or competition, and indirectly through habitat destruction or secondary trophic 
effects to the ecosystem network (Zavaleta et al., 2001). Invasive species management is an important 
and growing field in the conservation literature, with focus ranging from understanding spread 
(Skellam, 1951; Skarpaas & Shea, 2007; Miller & Tenhumberg, 2010), to monitoring invasions 
(Regan et al., 2006), to managing both new (Baxter & Possingham, 2011) and established (Shea et al., 
2002; Baxter et al., 2008; Bogich et al., 2008; Chadès et al., 2011; Grechi et al., 2014; Lampert et al., 
2014) invasive populations.  
It can often be difficult to detect how severely an invasive species impacts particular elements of 
ecosystems (Gurevitch & Padilla, 2004; Didham et al., 2005). In fact, in some specific scenarios, 
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invasive species have been shown to have correlate positively with native species (Gonzales et al., 
2008). In general, most invasive species have a negative effect on ecosystems as a whole (Gurevitch 
& Padilla, 2004; Jones et al., 2008; Powell et al., 2013), and ideally these harmful invasive species 
should be eradicated. If an ecosystem has come to equilibrium with the invasive species present there 
will be consequences for their removal (Courchamp et al., 1999, 2000; Ruscoe et al., 2011), which 
can be both positive and negative (Buckley & Han, 2014). The subsequent release from predation or 
competitive pressure for the remaining species in the network can have wide-ranging, difficult-to-
predict effects that flow through the system (Choquenot et al., 2001).  
In this thesis, I consider the removal and management of invasive species in two scenarios: from 
mainland sites and from offshore islands (see Figure 1.2 for an outline of the chapters in this thesis). 
With current techniques, eradication of cats and other established invasive mammals from the 
mainland of Australia is infeasible. In fact, at 290 km2, Marion Island is the largest island from which 
cats have been successfully removed (Nogales et al., 2004). Therefore at mainland eradication sites 
(e.g. Mawson, 2004a), reinvasion is a constant issue. For threatened species that cannot coexist with 
invasive predators such as cats and foxes, fences can be constructed around reserves and invasive 
mammals eradicated and excluded from within (Dickman, 2012; Young et al., 2013; Helmstedt et al., 
2014). In Chapter 2 I consider how to provide the highest return on investment when fencing 
threatened species through optimal fence design. One the one hand, a single fenced population is 
vulnerable to stochastic catastrophes, but on the other hand, multiple fences are much smaller for the 
same budget, and are more expensive and difficult to manage in the long-term. I use a simulation 
model coupling threatened species population dynamics, ongoing management and spatially 
distributed catastrophic events. From this very specific parameterized case study I perform sensitivity 
analysis to find general rules of thumb about how many fences to construct, and identify results that 
are applicable to many different scenarios. 
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Figure 1.2 Outline of the chapters of this thesis 
Where invasive species exist on offshore islands, eradication can be a more permanent solution 
(Simberloff, 2001). Once the invasive population has been successfully removed, invasion risk is 
limited by distance to a source population (Courchamp et al., 2003b; Harris et al., 2012) and 
biosecurity measures (Moore et al., 2010; Jarrad et al., 2011). However the size and isolation of these 
islands increases the cost of any actions and creates more barriers to successful eradication. Given 
these difficulties, I consider the allocation of limited conservation funds between multiple islands with 
multiple invasive and threatened species. In Chapter 3 I introduce a mathematical formulation of this 
problem, with the aim of maximizing conservation benefit for a fixed budget. I perform a literature 
review of the existing prioritization methods, translating the problem formulations into the same 
mathematical language. This allows us to compare the existing approaches, enabling managers to 
identify which approach (and what level of complexity) is appropriate for their specific circumstance 
and goals. Comparing the existing approaches also allows us to recognize opportunities for future 
research in the field. 
I have identified that existing prioritization approaches (e.g. Brooke et al., 2007a; Nogales et al., 
2013; Dawson et al., 2014) do not consider the full flexibility of actions available to managers: often 
it is assumed that if a manager eradicates any invasive species from an island that she should eradicate 
all invasive mammal species. Most studies to date also fail include the cost and feasibility of island 
eradication actions in their approach, making two of the six common mistakes of conservation 
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prioritization (Game et al., 2013). In Chapter 4 I introduce a novel prioritization method that 
considers the eradication of all subsets of invasive species from islands. In many circumstances 
managers may choose to intentionally leave some invasive species on an island, especially if the 
species is not very harmful to the ecosystem (and therefore its eradication provides low conservation 
benefits) and its eradication is expensive and unlikely to succeed. My method captures this option, 
and I show that this increases the expected benefit, relative to other approaches, for the same budget. 
1.2.2   Stage 2: Threatened species translocation 
One common conservation goal is to re-establish threatened species populations following restoration 
of habitat or the eradication of invasive species from a site (Tenhumberg et al., 2004; Rout et al., 
2009). If we only consider reintroductions (that is, restoring threatened species to locations within 
their historical range), there are three potential circumstances we may face. Firstly, where remnant 
populations are still present, they can recover and increase in abundance (Vredenburg, 2004; St Clair 
et al., 2011). For example, Fairy Prions Pachyptila turtur on Tasman Island (a Birdlife International 
Important Bird Area) have recovered substantially since the eradication of cats (see Chapter 4). 
Secondly, if a threatened species has been locally extirpated but a source population is nearby, it 
might naturally recolonize the newly restored site (Cornelisse, 2013). For example, following the 
eradication of all invasive vertebrates from Macquarie Island, Grey Petrels Procellaria cinerea have 
returned to breed on the island (see Chapter 4). Finally, in many cases where extirpation has already 
occurred, threatened species cannot reintroduce or reestablish themselves. Most terrestrial mammals 
are not able to naturally disperse to remote islands (e.g. Faure Island in Chapter 4), and fences 
(Chapter 2) prevent the natural colonization of ground-dwelling mammals. Additionally, some 
threatened species with contracted ranges occur only in spatially separate, remnant populations with 
no chance of natural dispersal, e.g., the Critically Endangered Gilbert’s potoroo Potorous gilbertii, 
present at only two locations (Friend, 2008) and the Endangered bridled nailtail wallaby Onychogalea 
fraenata which has four disjoint populations (Lowry, 2005). 
For species with such restricted ranges, the only opportunity for recolonization into regenerated 
habitats is via translocation (Griffith et al., 1989; Sarrazin & Barbault, 1996). Individuals, which can 
be sourced from a wild or captive population, are released into carefully selected sites to establish new 
populations. While translocations are increasingly common (Seddon et al., 2005; Soorae, 2011), they 
are also expensive and failure-prone (Fischer & Lindenmayer, 2000; Short, 2009). In Chapter 5, I find 
the optimal schedule for opening translocation sites, releasing individuals and ceasing translocations 
to multiple potential translocation sites with the aim of maximizing the number of individuals in the 
wild each year. Optimizing a schedule over a long time horizon is computationally and 
mathematically complicated, but I use this complex result to find general rules of thumb, which 
depend on the structure of the ongoing management costs. 
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1.3   Problem development and data acquisition: working with 
experts 
I have developed the work in this thesis in collaboration with decision-makers from Australian state 
(e.g. Western Australian Department of Parks and Wildlife; Tasmanian Department of Primary 
Industries, Parks, Wildlife and Environment; and New South Wales Department of Environment and 
Heritage) and federal (e.g. the Australian Antarctic Division) government departments and non-
government conservation agencies (e.g. Perth Zoo) in addition to conservation scientists within 
academia. The real-world problems I address are driven by challenges faced by these departments and 
conservation practitioners at large (see Table 1.2).  
I use data elicited from my colleagues at these agencies Chapter 4 and Chapter 5 of this thesis. I used 
a multi-stage process to elicit this information. Firstly, I consulted via email or in person with each to 
explain the aims of each project. Secondly, I met in person for single-day workshops with multiple 
practitioners for each case study ecosystem. These workshops allowed a free exchange of ideas and 
concerns, and helped me to shape the framework for each problem and to understand the real-world 
complexities that on-the-ground managers face after decisions have been made and funds allocated. I 
used these workshops to initiate the data elicitation (for cost estimates, feasible action plans and 
threatened species responses to eradications). I maintained regular contact with these experts 
Table 1.2 The government and non-government agencies I collaborated or consulted with (beyond receiving funding) for each 
chapter in this thesis 
Thesis chapter Collaborating or consulting agency 
Chapter 2 Perth Zoo 
 Cost-efficient fenced reserves for conservation: 
single large or two small? 
Western Australian Department of Parks and 
Wildlife 
Chapter 3 
Formulating the island eradication problem 
Tasmanian Department of Primary Industries, 
Parks, Wildlife and Environment 
 
Australian Antarctic Division 
Chapter 4 
Prioritizing eradication actions on islands: pristine 
is not perfect 
Australian Antarctic Division  
Tasmanian Department of Primary Industries, 
Parks, Wildlife and Environment 
  
Western Australian Department of Parks and 
Wildlife 
New South Wales Office of Environment and 
Heritage 
Chapter 5 
Scheduling translocations with multiple release 
sites 
Queensland Department of Environment and 
Heritage Protection  
Perth Zoo 
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 throughout the duration of these projects, and allowed multiple revisions of their estimates as 
necessary (and as my approach changed and developed). The hesitation and concerns some of these 
collaborators expressed about decision theory and modeling have largely driven my investigation into 
differing levels of complexity and my emphasis on analysis of robustness.  
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CHAPTER 2  
COST-EFFICIENT FENCED RESERVES FOR CONSERVATION: 
SINGLE LARGE OR TWO SMALL? 
 
2.1   Introduction 
The optimal reserve design to maximize conservation outcomes for metapopulations is frequently 
debated (Quinn & Hastings, 1987; McCarthy et al., 2005; Blowes & Connolly, 2012). The decision to 
create either a single large or several small (SLOSS) reserves in a fragmented landscape is based on 
the tension between two factors: the effects of spatially correlated environmental catastrophes 
(providing risk-mitigation benefits to numerous small reserves); and the lower local extinction risk 
offered by large reserves (giving viability benefits to fewer, larger reserves). The optimal number and 
spacing of reserves is therefore specific to the landscape, species, and objectives of the conservation 
scenario (Etienne & Heesterbeek, 2000; Ovaskainen, 2002; McCarthy et al., 2005). 
Since the SLOSS question was first posed (Diamond, 1975), the debate has focused on systems of 
unmanaged reserves. It is assumed that no ongoing management costs are incurred after the initial 
outlay to purchase the land. In a continuously managed system, however, these ongoing costs – which 
can be both deterministic and stochastic – can outweigh the initial acquisition costs (Armsworth et al., 
2011), and add further complexity to the optimal reserve design. Ongoing costs will not necessarily be 
equal for a single large or several small managed reserves; larger areas benefit from economies of 
scale with respect to management (Balmford et al., 2003), while separated reserves have a higher 
edge to area ratio which increases perimeter monitoring costs (Dickman, 2012). 
Differing ongoing costs alter the well-studied SLOSS calculus. The management objectives must shift 
from being performance-based (such as absolute probability of persistence or population size) to 
considering the cost-efficiency of the different decisions over time. When choosing between 
conservation projects with differing costs, the decision that maximizes the ecological benefit gained 
per dollar invested represents the best use of limited conservation resources (Naidoo et al., 2006). 
Reserves surrounded by predator exclusion fences are a classic example of a continuously managed 
system (Short & Turner, 2000; Clapperton & Day, 2001; Long & Robley, 2004; Moseby & Read, 
2006; Hayward & Kerley, 2009; Somers & Hayward, 2011; Burns et al., 2012; Dickman, 2012). 
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Constructing a predator exclusion fence around an area within a reserve, and eradicating invasive 
predators from within can mitigate high predation pressure on a population of threatened species. 
Threatened Australian marsupials that are susceptible to predation are regularly reintroduced 
successfully into well-managed fenced exclosures (e.g., Winnard & Coulson, 2008; Moseby et al., 
2009; Miller et al., 2010), although these are limited mainly to those with frequent monitoring and 
high-quality fences (Short, 2009). 
The day-to-day reality of management planning is complex, and short funding cycles from uncertain 
sources mean that building a single large fence is not always feasible. Additional funding following 
the demonstrated success of an exclosure can be used leverage further investment to extend the 
original fence or to establish a new, smaller exclosure some distance away. There are examples of 
both approaches in Australia; for instance Arid Recovery in South Australia has been extended four 
times. The SLOSS question naturally arises here, both at the outset of a new project and with 
increased funding after a successful fencing program – is it more efficient to spend limited 
conservation resources by constructing a single large fence, or should managers instead construct 
multiple spatially separated fences? 
Formulating a plan for fenced exclosures entails a trade-off between cost, fragmentation and 
mitigating the risk of catastrophe. Incursion by predators is an ever-present threat, and these events 
can cause massive threatened species mortality (Winnard & Coulson, 2008; Moseby et al., 2009; 
Short, 2009; Bode & Wintle, 2010). Creating two fenced populations creates a higher fence to area 
ratio, increasing incursion risk per unit area. However a two fence system also ensures the entire 
population is never threatened by a single incursion. Likewise, numerous reserves separated by larger 
distances are less likely to be threatened by the same catastrophe (e.g., a fire, flood, or the outbreak of 
disease) than a single fence. The continuous management of fenced reserves also allows for 
recolonization attempts in the event of local extinction in a two fence system. The use of the second 
reserve as an insurance population means a threatened species will only be lost if a catastrophe affects 
both populations at the same time. However, separating reserves increases management costs and 
fragments the population into units that house smaller populations which are more susceptible to 
demographic stochasticity (Lande, 1993). Given that both single large and several small conservation 
fences have both benefits and costs, under what situations is each the optimal choice? 
We employ a decision theoretic framework to choose between a single large and two small fences. 
We show that in some cases it is optimal to build multiple fences by considering different budgetary 
constraints, catastrophe frequencies, and demographic parameters. We will also show that doing so 
significantly reduces the risk of unexpectedly high costs, especially in the presence of parametric 
uncertainty. Decision theory allows us to construct a framework to quantitatively consider this 
question. It allows decision-makers to consider the cumulative effects of these benefits and costs on a 
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common management goal: to maximize the conservation benefit for a threatened species gained per 
dollar invested. 
2.2   Methods 
We will use simulation-based population viability analyses to assess the performance of two fencing 
strategies: a single large or two smaller fenced reserves. We track both the population sizes and the 
cumulative expenditure for both strategies, applying our methods to a case study of the greater bilby 
Macrotis lagotis in the arid zone of Australia. These results will be used to compare which provides 
the most cost-efficient conservation benefits under varied objectives. 
2.2.1   Objectives 
We consider a manager who plans to use fences to exclude introduced predators to increase the 
viability of a newly released population of a threatened species. The decision between constructing a 
single large fence or two smaller fences must be made, and if a two fence system is chosen the 
optimal distance between the two fences must also be determined. We assume that the manager will 
have access to the same initial budget for either fencing strategy, and aims to maximize the cost-
efficiency over the lifetime of the fenced system. We consider two distinct measures of success to 
quantify conservation benefit: the average abundance of the threatened species, and its probability of 
persistence over a fixed time horizon. 
To assess these objectives, we model a population in a single fence system, and also populations in a 
two fence system with a range of distances between the fences. We consider a fencing project with a 
fixed budget ! for the initial construction phase of the exclosures. We run the model for 50 years, or 
until the populations are extinct, and compare the outcomes to determine whether a single large or two 
small fences provide the most cost-efficient benefits. We assume that the introduced predators are 
distributed evenly throughout the landscape, and will re-invade the exclosure opportunistically. We 
define !! as the lifetime cost of the large fence, !!! as the number of females at time ! in the large 
fence. We track only the females in the population, and assume males are saturating. Likewise we 
define for ! = {1,2}, !!(!) as the lifetime cost and !!!(!) as the population at time ! of each small 
fence i. Both of these quantities are functions of the distance ! between the fences. 
We first consider a manager who aims to maximize the population size per unit dollar. This manager 
will choose to build a two fence system if the average cost (net present value) per female individual 
per year is smaller than it would be for a single large fence, !! !!!! !!!!! + !! !!!! !!!!! < ! !!!!!!!!! . 
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Equation 2.1 
On the other hand, some managers may aim to maintain the existence of the population for as long as 
possible, with less of an emphasis on the average size of the population. In this case, the manager 
would choose two fences if the probability of persistence at time ! per dollar invested in a two fence 
system was larger than that of a single fence, Pr!(!!!(!) + !!!(!) > 0)!!(!) + !!(!) > Pr!(!!! > 0)!! . 
Equation 2.2 
This objective explicitly favors long-persisting populations; however the population size is an implicit 
factor as smaller populations are more prone to stochastic extinction events (Lande 1993).  
The manager’s goal should determine which of the two objective equations (Equation 2.1 or Equation 
2.2) she will use to optimize the fenced reserve design. Two fences should be constructed if the 
chosen inequality holds true, otherwise it is more cost-efficient to construct a single fenced reserve. 
We compare the outcomes of the two fencing strategies based on their lifetime costs. It is reasonable 
to assume that the money being spent on monitoring the fences in a decade has been in the bank in a 
trust accumulating interest in the meantime. To capture this possibility, we discount future spending 
by some rate, !, per annum. 
 
Figure 2.1 Schematic diagram of the two reserve designs: (a) a single large exclosure (superscript !) or (b) two 
small fenced exclosures (superscript !) separated by the distance !, where ! is the length of one side of the 
fence.  
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l S l S
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2.2.2   Construction of the fences 
It is reasonable to assume that fencing projects receive a large amount of funding at the outset of the 
program while ongoing costs are funded from a yearly budget cycle. For example, a fenced exclosure 
might be constructed as a conservation offset funded by a mining company or land developer with a 
lump-sum payment, and the yearly running of the reserves might fall to a government department. 
The construction cost of the fences is determined by an initial available budget B, such that ! = !!! = ! !!! + !!!. This initial budget will determine the relative sizes of the fences for each 
potential strategy. 
The initial construction phase of a fenced exclosure has two stages: the construction of the fence 
itself, followed by the eradication of the introduced predator species. We consider square fences with 
side length !! for the single large fence, and !! for each of the smaller fences in a two fence system 
(where !! and !! are defined by the budget, see Figure 2.1). We assume a per-kilometer building cost 
(!!, see Table 2.1) of the fence (including materials and labor) and an initial eradication cost (!!!) 
which increases linearly with area, and travel cost between the two fences for transport of personnel in 
the construction phase (!! per km, where the two fences are separated by !km). The total initial cost 
of building one and two fenced exclosures respectively are the sum of the building, eradication and 
travel costs !!!!!!!(!!) = 4!!!! + !!!!!!, and!!! !! = 8!!!! + 2!!!!!! + !!!. 
Equation 2.3 
We set !!! = !!! to determine the relative sizes of one or two fences for given cost parameters and 
initial budget. Solving these simultaneous equations for !! and !! we obtain a nonlinear relationship 
between the size of the single fence and the total size of the two-fencing system, !! = 2!!! !! !!!! !!! + 8!!!!!!! + 16!!! − !!!!! − 4!!. This relationship always results in a larger 
total area in the single fence system. Although this relationship is dependent on the distance between 
the two fences, the travel cost is negligible compared to the total budget we consider in this case study 
(!!! !! = $500,000), and so there is no change in the relative sizes of the fences when separated by 
different distances.  
We also consider scenarios in which the two fences are not equally sized. Equation 2.3 is altered to 
reflect the disparate allocation of the initial construction budget according to different ratios 
(! ∈ [0,1]), !!! !!!, !!! = 4!!(!!!! + 1 − ! !!!) + !!!(!!!!! + (1 − !)!!"! ) + !!!. 
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Equation 2.4 
2.2.3   General model 
For a single large fenced reserve, the population size in year ! is !!! .!This population changes each 
year according to the current population size and a set of ! stochastic demographic parameters !!, 
each drawn from known probability distributions. Each year, catastrophic environmental events and 
predator incursions occur according to Bernoulli probability distributions. The probability of 
environmental catastrophe, !!, depends on the area of the fenced reserve – a larger area has more 
opportunity for fire or flood (see Appendix A). The probability of a predator incursion, !! , increases 
with the length of the perimeter. The mortalities when these events occur are also stochastic variables !! and !!, indicating the proportion of the population killed. These factors all interact according to a 
function of population dynamics !, resulting in the population size in the single large fence (with area !! and perimeter 4!!) at time ! + 1 being !!!!! = !!(!!! , !!, !!(!!), !! , !!(!!), !!). 
Equation 2.5 
In a two fence system, the total population is !!!!! = !!!!!! + !!!!! . The separate populations !!! and !!! change in a similar fashion to the single fence system. In this model we allow each fence to be 
used as an insurance population in the event of a local extinction in the other fence. The probabilities 
of environmental catastrophes are correlated in space, so the probabilities of catastrophe in each fence 
(!!! and !!!) are correlated according to the distance between the two fences, d. The other parameters 
are drawn from the same probability distributions as the single fence system. So we define the 
population growth in each of the fences (!, ! ∈ {1,2}) by 
!!!!! = !! !!! ,!!! , !!, !!!(!! ,!, !!!), !! , !!(!!), !! . 
Equation 2.6 
Both fencing systems incur deterministic costs each year. Monitoring and maintenance must be 
carried out with a weekly frequency of !, each time incurring a cost of !!which scales linearly with 
the size of the fenced area (Bode et al., 2012). Additionally, every time the two fence system is 
monitored, the distance between the two fences must be travelled incurring a cost !! which depends 
on the distance ! between the two fences. 
When environmental catastrophes and incursions occur, the stochastic costs !! (rebuilding after fence 
destruction) and !! (eradicating an incursion) must be paid. For a single fence, these ongoing costs 
add to the initial construction cost !!! to give 
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!! = ! !!! + !!! + 1(1 + !)!!! [!!(!!)!!!! !! + !!(!!)!!]. 
Equation 2.7 
In the event of a local extirpation and repopulation from the second fence, a translocation cost per 
animal moved !! is required. The number of animals moved depends on the population at the 
remaining fence. Assuming one team manages all fences within the same fencing project, there is also 
a travel cost between the fences in a two fence system. This cost, !!! ! , depends both on the 
distance between the fences, ! (to be travelled twice – once in each direction), and !. Therefore the 
total cost for one of the fences is 
!! = ! !!! + !(!! + !!!(!)) 1(1 + !)!!! [!!(!!)!!!! !! + !! !! !! + !!!(!!!,!!!)]. 
Equation 2.8 
The total cost for the second fence is calculated in the same manner. 
The functions and probability distributions of the random variables are all general here. The forms of 
these are determined by the threatened species being released into the fences, the invasive species to 
be eradicated, the location of the fences and the current labor and material costs. We parameterize the 
system using bilbies Macrotis lagotis, and the predator exclusion fence in Lorna Glen, Western 
Australia as a case study. 
Parameterization of the model 
To parameterize the model we used financial data from the 1,080 ha predator exclusion fenced 
exclosure at Lorna Glen in the arid zone of central Western Australia (see Table 2.1). Cost estimates 
for construction, the initial eradication of predators and monitoring were used in this model (Bode et 
al., 2012). 
Population model 
We illustrate the application our methods by considering the management of greater bilbies Macrotis 
lagotis, a nocturnal burrowing bandicoot native to arid Australia (Moseby & O'Donnell, 2003). The 
bilby exemplifies the important role that fenced exclosures can play in threatened species 
conservation, and are managed in five fencing projects across Australia. Predation by cats and foxes, 
habitat degradation by rabbits and farming in addition to altered fire regimes have driven the lesser 
bilby Macrotis leucura to extinction, and have reduced the greater bilby’s range by 80%. Successful 
reintroduction of bilbies to previous habitat has shown to depend heavily on the continued absence of  
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Table 2.1 Model Parameters 
Parameter Description Value ($AUD) Dependent factor !! Initial budget 500,000 Fixed !! Reserve construction cost 24,000/km # Perimeter !!! Initial eradication cost 1394/km2 Area !! Monitoring cost $6.09/km/visit # Perimeter !! Maintenance cost 2.5% of initial construction cost per year (Clapperton & Day 2000) Perimeter !! Travel cost between two fences 2.03/km # Separation distance and frequency of 
monitoring !! Cost of restocking after local extinction 2000/breeding pair Population relocated !!! Cost of eradicating incursion 1091/km2 # Area !! Initial population released 30 - ! Carrying capacity (breeding 
females) 
98 (single fence), 26 (each of two 
equal fences) 
Area !! Length of one side of each fence in two fence system 2.49 km Construction budget !! !! Length of one side of single fence 4.86 km !! ! Frequency of monitoring 3/week (Long et al. 2004) - !! Annual binomial probability of breach 0.0109/km (Bode and Wintle 2010) Perimeter !! Breach mortality 16 individuals (8 females) - ! Discount rate 0.05 - !! Binomial probability of environmental catastrophe 0.0452 (single fence), 0.0362 (two equal fences) Area 
    
# personal communications, Western Australian Department of Parks & Wildlife (2013) 
 
ongoing predation pressure (Moseby et al., 2011), and consequently nearly all successes have been 
behind well-managed fences. 
Bilbies were reintroduced to the proposed Lorna Glen Conservation Park (128 captive bred 
individuals) between 2007-2010 (Pertuisel et al., 2010). Animals were “hard released” (without the 
aid of a predator exclusion fence) following the control of feral cats using poison baits. Preliminary 
modeling suggests that the population may be on a slow decline to local extinction (Pertuisel et al., 
2010). However, the levels of mortality included in the model may be elevated owing to the method 
of release, and new recruits born on site may experience a lesser value. Determining the current 
population size is, therefore, an area of active research. Subsequent reintroductions of other threatened  
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Table 2.2 Greater bilby population parameters (Southgate and Possingham 1995) 
Parameter Description Value N! Population size (females only) Varies with time (t) Y! Number of female offspring born Varies with t A! Surviving female adults Varies with t !! Adult mortality rate 0.09 S! Female settlers Varies with t R! Female recruits Varies with t !! Juvenile mortality rate 0.79 b! Birth rate of female offspring Stochastic, ~N(2.8, 0.9) 
K Female carrying capacity (ceiling) 
Fenced area÷female home 
range 
 
species of mammals at Lorna Glen have used a “soft release” via a predator exclosure fence. The 
fenced exclosure has an area of 1080 ha, stands 1.8 m in height and has three electrified wires (see 
Bode et al., 2012). For this paper, therefore, we consider the scenario of bilbies being reintroduced to 
Lorna Glen inside the predator exclosure fence. This is a realistic scenario as bilbies are regularly 
reintroduced behind similar predator exclosure fences across Australia’s semi-arid/arid zone. The 
fence does not allow dispersal of the native species from inside the exclosure, so we assume the 
population of bilbies is closed. 
We use demographic parameters taken from a population viability analysis in the Watarrka National 
Park in the Northern Territory (see Table 2.2) (Southgate & Possingham, 1995). Each fenced 
exclosure is populated with !! breeding pairs at the outset of the project (divided evenly in the two-
reserve system). We model the population dynamics in each fencing system in discrete time (with 
yearly time-steps). 
We model a density-dependent metapopulation in discrete time. Only the females are tracked in the 
model, under the assumption that mating is polygynous and males are saturating. The maximum 
density of the population is defined as the total area divided by the female home range, which are 
assumed to be non-overlapping (Southgate & Possingham, 1995). 
In this population model reproduction occurs first, with the number of young (!!) born in year ! 
proportional to the population size !! and the annual birth rate !!. Adults (!!) then die according to a 
binomial probability with a mean mortality rate of !!. The young in excess of the carrying capacity ! 
die (creating a population ceiling), otherwise these individuals (!!) recruit to the adult population with 
a binomial probability (1-!!), to give the number of new recruits,!!! , for the breeding season. The 
population in the subsequent year is thus composed of the surviving adults and new recruits. 
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!! = !!!! !! = !! − !(!! , !!) !! = min(!! ,! − !!) !! = !! − !(!! , !!) !!!! = !! + !!. 
Equation 2.9 
We assume a landscape of viable habitat, which has uniform quality; this allows the two fences to be 
separated by any distance. 
Environmental Catastrophes 
While our general framework (Equation 2.1, Equation 2.2) allows for consideration of any spatially 
correlated catastrophes (for example droughts or cyclones), here we consider only fires and floods. 
These large-scale environmental catastrophes pose a constant threat in the arid zone of Australia 
(Southgate & Possingham, 1995); the threats are compounded for enclosed populations where fences 
create barriers to escape (Hayward & Kerley, 2009). In these catastrophic events, in addition to the 
demographic costs, the fence itself can be severely damaged (Long & Robley, 2004). While fire 
prevention techniques can be employed to minimize the risk of fire (e.g. vegetation control and back 
burning), the risk of fire and flood must still be considered in the model. Historical data from the 
244,000 ha wildlife reserve at Lorna Glen in Western Australia’s arid zone was used to model fire 
frequency, beta-distributed intensity and spatial correlation (see Appendix A). 
Incursions by predators 
Fences are not impregnable barriers, and we must therefore consider the realistic probability that 
fences fail and incursions by predators occur (Long & Robley, 2004; Bode & Wintle, 2010). With a 
given per kilometer breach rate of a fence !!, the probability of failure at any point along the 
perimeter of a fenced exclosure !! scales nonlinearly with the length L of the perimeter according to 
Bode and Wintle (2010): !!(!) = 1 − (1 − !!)! . 
Equation 2.10 
Frequent monitoring of the perimeter every !! days at a cost of !! AUD per kilometer is required for 
prompt detection of any breaches; the cost of eradication in the event of a breach is !! (Table 2.1). We 
consider a fixed cost for successful eradication, however stochastic success dependent on effort could 
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also be considered. We assume that each incursion event results in a fixed amount of bilby mortality, !!. 
Local extirpation 
Local extirpation is possible through catastrophic mortality (environmental or by incursion), or 
through demographic mortality. If extirpation occurs in a single fence system, we assume that the 
fencing program terminates. In the event of a local extirpation event in a two fence system, however, 
the reserve will be repopulated with individuals from the other fence. The number of individuals 
moved from fence 2 (with current population !!) to fence 1 is min! !!/2,!! , 
where !! is the size of the population initially released into each fence (determined by the manager). 
This relocation incurs cost !! per individual translocated. 
2.2.4   Solution method 
We simulate the population in each of the fence designs (a single fence and two fences with different 
size ratios) with 5000 repetitions each in R version 2.12.1. With each repetition we track the female 
population size, environmental catastrophes, incursion events as well as both the deterministic and 
stochastic costs incurred. At the termination of each simulation (either at the defined time horizon or 
when the population is extinct), we calculate the cost-efficiency measured by the two different 
objective functions (using the yearly population size, Equation 2.1, and the persistence at the time 
horizon, Equation 2.2). Then we take the mean performance of the 5000 repetitions. We present the 
results for both objectives, and make recommendations to the manager accordingly (aiming to 
maximize objective one and minimize objective two). 
2.3   Results 
2.3.1   Case Study: bilbies in the arid zone  
Our simulations show that the optimal fencing strategy depends on the distance between the two 
fences as well as the managers’ objective for the case study of bilbies in the arid zone of Australia 
(Figure 2.2a, b). If land is available separated by a distance between 10km and 100km, constructing 
two fenced reserves is more cost-efficient when considering cost per bilby per year. The optimal 
separation is 40km, resulting in a cost per bilby per year of $1830 AUD and a 0.53 probability of 
persistence per million AUD. If land is not available at this distance, it becomes more expensive to 
manage the two fence system and according to this objective the better choice is to construct a single 
fence because the manager must travel a longer distance each time the fences are monitored. This 
results in increased wages, petrol usage and automobile degeneration (Bode et al., 2012). However, a 
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manager whose objective is to maximize the probability of persistence per million dollars has a 
clearer optimal solution: a single fence is only the best choice if the two fences would be more than 
90km apart. Under this objective, two fences separated by 10km gain 140% more benefit per dollar 
invested in a single fence. 
 
Figure 2.2 The performance of each fencing strategy as simulated for bilbies (Macrotis lagotis) in Lorna Glen, 
Western Australia. Cost-efficiency under both objectives, (a) minimizing the cost per bilby per year, and (b) 
maximizing the probability of persistence per million dollars invested, depends on the separation between the 
two fences. Cost is given in Australian dollars (AU$). The mean performance of a single fence, which does not 
have any distance dependency, is given by the red line; the mean performance of a two-fence system is given by 
the black line. Panel (a) includes the respective 5th and 95th percentiles as red and black dashed lines.  
2.3.2   Mitigating the risk of over-spending 
The cost-efficiency of any fenced population is highly stochastic. Population dynamics, a stochastic 
environment, and probabilistic extinction events combine to create a highly unpredictable situation. A 
risk-averse manager may aim to reduce the chance that these random factors cause unexpectedly high 
costs, thereby threatening the entire program for a reason other than extinction. 
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A single fence is at a much greater risk of incurring very high costs than a two fence system (Figure 
2.2a). A two fence system (when separated by a distance of 40km) costs less than $3000 per bilby per 
year in 95% of our simulations. The risk of a very high cost in the single fence system proved to be 
much higher, with 5% of simulations costing over $8000 per bilby per year. Two fences separated by 
any distance is a more risk-averse choice than a single fence.  
2.3.3   Unequal split of construction budget 
 
Figure 2.3 The performance of a single fence (red circle) vs. a two-fence system (black) with an unequal 
allocation of the initial construction budget. Because we consider a maximum of two fences, the second 
associated fence is constructed with the remaining percentage of the budget. 
The most cost-efficient way to split the construction budget in a two fence system is exactly in half 
(Figure 2.3). However, two fences split unevenly up to a size ratio of 1:3 (a 75% split) separated by 
40km are more cost-efficient than a single fence in the Lorna Glen case study. This indicates that 
there is some benefit to having even a small secondary population to act as an insurance population (a 
75% split gives a carrying capacity of 14 breeding females in the smaller fence). 
A ratio of greater than 1:3 between the sizes of the two fences approximates a single large fence with 
a few spatially separated breeding pairs. However, a system of two fences with this split has a smaller 
total area than a single fence because a greater perimeter needed to be constructed initially, and it has 
higher ongoing costs due to constant travel between the locations. The benefits of such a small 
insurance population are outweighed by these increased costs and a single fence is more cost-efficient.  
Most parameter combinations we investigate preserve the dominance of the equally split two-fence 
system over any unequal split, so these results have been omitted for clarity. A manager should aim 
for two fences of equal size or revert to a single fence wherever it proves to be more cost-efficient.  
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Figure 2.4 Sensitivity analysis on the performance of each fencing strategy. The single large fence is shown in 
red; the system of two small, evenly sized fences (separated by 40 km) is in black; the system of two small, 
unevenly sized fences is in green. Under both objectives, the two-fence system is more robust to increases in 
probability of environmental catastrophe (a, b) and incursion mortality (c, d). The green line for two unevenly 
sized small fences has been omitted for clarity in (c, d) because the performance of this system falls between the 
evenly sized and single large fences here and is never optimal. 
2.3.4   Probability of environmental catastrophe 
Two fences help mitigate the risk of extinction when the probability of environmental catastrophe is 
uncertain. This annual probability only weakly affects the cost-efficiency of two equally sized fences 
(Figure 2.4a,b). The second fence provides an insurance population in the event of catastrophe – 
spatial separation drastically decreases the chance of the entire population being threatened by a 
single event, and provides a source of individuals for repopulation if a local extinction occurs in one 
of the fences. Comparatively, the relationship is strong in the single fence: with higher probability of 
catastrophe the cost per bilby per year increases quickly (Figure 2.4a) and the probability of 
persistence per million dollars decreases dramatically (Figure 2.4b). 
An unevenly split two-fence system also shows a high sensitivity to the frequency of catastrophe, 
being dominated by two evenly split fences when fires are as frequent or more frequent than those 
seen at Lorna Glen. The proportion of the population killed in an environmental catastrophe is beta-
distributed, with smaller areas skewed more to the right (since smaller fences are more likely to burn 
completely). This means that the population in the smaller fence in an unevenly split two-fence 
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system is more likely to be extirpated completely as the frequency of environmental catastrophe 
increases. 
Two fences with an uneven split cost less per bilby per year with low probabilities of environmental 
catastrophe than evenly split fences (Figure 2.4a). In the absence of frequent environmental 
catastrophes, the main drivers for extinction are demographic stochasticity and mortality from 
incursion. One of the two fences houses a larger population when the fences are unevenly split, which 
are less influenced by demographic stochasticity (Lande, 1993). Additionally, the smaller insurance 
population will experience fewer incursions since their probability depends only on perimeter length. 
2.3.5   Incursion mortality 
The cost per bilby per year of the single fencing system increases sharply with the number of females 
who are killed in a single incursion by a predator (Figure 2.4c). The probability of persistence of the 
population in a single fence per million dollars invested declines steadily (Figure 2.4d). The 
performance of a two fence system is much more robust to increases in incursion mortality. Incursions 
threaten at most one of the two populations; this means that if a predator enters one fence and 
eliminates the population then the other fence is a source of individuals for repopulation. We see that 
the cost-efficiency of the two fence system is robust with respect to the number of females that are 
killed during each incursion. The mortality of an incursion is unpredictable – it is a result of many 
interacting factors including the number of predators involved, their attack rate, their ability to evade 
capture once detected, and the managers’ detection abilities. Where this parameter might be 
underestimated, the robustness of the two fence system would minimize the unpredicted negative 
effects of high incursion mortality. 
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Under the Lorna Glen parameterization, the carrying capacity in each small fence is 26 females, 
versus 98 in the single fence (Table 2.1). With an incursion mortality of 26 or more females, two 
fences are more cost-efficient under both objectives than the single fence. This demonstrates that two 
fences are more cost-efficient even if one population is extirpated with each incursion event than if 
the single fenced population declines by approximately a quarter. This flexibility is due to the 
repopulation of the empty fence from the remaining population, requiring both populations to go 
extinct at the same time for a global extinction to occur. 
 
Figure 2.5 The effect of the birth rate (number of female young per year per female bilby) and monitoring 
frequency (the number of times each fence is visited by a manager for any routine monitoring and maintenance) 
on the performance of each fencing strategy. The single fence is shown in red, the evenly split two-fence system 
(separated by 40 km) in black. 
 
2.3.6   Threatened species demographics 
Analysis of the results’ sensitivity to birth rate shows that the two fence system dominates at low birth 
rates, and the two strategies are comparably cost-efficient at birth rates higher than 3 (Figure 2.5a, b). 
At very high birth rates (b ≥ 5, almost double that of bilbies in the arid zone), the cost per bilby per 
year of both fencing strategies almost converge to the same value ($1700 AUD). At these high birth 
rates, the populations will reach carrying capacity for much of their lifetime, which results in many 
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more individuals sharing the cost of a single fence system. The cost per bilby per year is influenced 
strongly by demographic stochasticity, which has a lesser effect on larger populations (Lande, 1993). 
Since populations are large when birth rates are high regardless of the fence scenario, the solutions are 
equally unaffected by demographic stochasticity and both perform equally well when aiming to 
minimize the cost per bilby per year. Contrastingly, aiming to maximize the probability of persistence 
per million dollars gives results that are more robust to demographic changes; two fences have a 
consistent advantage over a single fence under this objective even at very high birth rates. This result 
is driven by environmental stochasticity, which affects the two fence system less to due to the spatial 
correlation of environmental catastrophes declining with distance, and the potential for repopulation. 
 
Figure 2.6 The performance of each fencing strategy with a discount rate r = 0.02 at different distances. The 
mean performance of a single fence, which does not have any distance dependency, is given by a solid red line 
and the mean performance of a two-fence system by a black line. The green triangle is the performance of a 
two-fence system with a 1:3 ratio in size; the open diamond is a two-fence system with a 1:9 split. Panel (a) 
includes the respective 5th and 95th quantiles as dashed red and black lines.  
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2.3.7   Costs and monitoring 
The optimal strategy is robust to variations in costs: both initial (construction, eradication) and 
ongoing (maintenance, travel, eradication, repopulation). However the results are sensitive to the 
frequency of monitoring. Since travel between the two fences is required with each monitoring event, 
the two fence system is more strongly affected by frequent monitoring (Figure 2.5c,d). If the system is 
monitored more than five times per week it is optimal under both objectives to construct a single 
fence. 
Decreasing the discount rate from 5% quantitatively alters the recommendations of our model (see 
Figure 2.6a,b for the optimal solution to the case study with a discount rate of 2%). The qualitative 
recommendation is somewhat robust however: at an optimal distance, two fences are at least as cost-
efficient per bilby per year as a single fence with discount rates as low as 2% per annum. The 
flexibility in the distance between the two fences is restricted under both objectives (Figure 2.6a, b), 
however the flexibility in size ratio up to 1:3 is preserved. Also preserved is the mitigation of potential 
cost blowout. Even at low discount rates, the upper bound of the single fence system was up to 220% 
more expensive than the two fence system in our simulations (comparing the 95th quantiles of the 
cost per bilby per year, Figure 2.6a). 
2.4   Discussion 
We used a return on investment approach to choose between constructing a single large or two small 
fences for conserving a species threatened by an introduced predator. The primary benefit of a single 
large fence is that it is cheaper on a per-unit-area basis: a larger fence can be constructed with the 
same initial budget; it therefore has a higher total carrying capacity than a two fence system. On the 
other hand, two smaller fences can mitigate risks of both catastrophic damages and system-wide 
extinction. These risk mitigation benefits are heightened because managers can redistribute the effects 
of environmental stochasticity by translocating individuals between the two fenced exclosures. 
In this study we considered two management objectives. A manager planning a fencing program for a 
threatened species with multiple existing fenced populations (such as bilbies in Australia) may place a 
higher importance on maintaining a larger population in a new fence, even if the tradeoff is a lower 
probability of persistence at 50 years. In that management scenario the objective is to minimize the 
cost per bilby per year, since this metric will be minimized when there are more individuals to share 
in the construction and operating costs. This is likely to be the objective when a manager wants to use 
the population as a source for new introductions and she is concerned about inbreeding depression and 
loss of genetic variability. However, if the persistence of the new fenced population is extremely 
important (for example if it will be one of the only secure populations of the threatened species), the 
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manager should aim to maximize the probability of persistence per million dollars invested. Under 
this objective, more secure populations have a high benefit even if they are small. This second 
objective promotes the construction of two small fences under a much wider range of parameters than 
the first, highlighting the trade-off between decreased total size of the fenced area, recolonization 
potential and risk of extinction. In scenarios with some parameter combinations the two objectives 
give opposing recommendations; this emphasizes the need for a clear management objective in the 
planning stages of any fencing project. 
Where a manager’s objective is not captured by either of the two objectives we considered, we can 
place constraints on the acceptable solutions and then choose the most cost-efficient of those. For 
example by considering cost-efficiency, we did not consider the absolute probability of persistence. 
Plans to recover a threatened species sometimes aim for a particular probability of persistence; this 
can be a requirement for downlisting a species. A minimum probability threshold will drive the 
decision in some cases, since a single fenced population has a lower probability of persistence. 
Adding this constraint may alter the optimal recommendation to a less cost-efficient solution. For 
example two fences may be required to meet the persistence threshold, but if the only available land 
parcels were separated by large distances this would not be cost-effective. 
Two-fenced reserves are a canonical example of risk mitigation. Not only is the project much less 
likely to experience severe cost blowouts (with projected savings of hundreds of dollars per bilby per 
year), but the two fence system is also more robust to inaccurate estimations of the frequency and 
intensity of catastrophic events. This would be extremely useful, since most conservation 
management scenarios have unpredictable catastrophes and poor information (Halpern et al., 2006). 
In particular, the absence of historical flood data for the Lorna Glen region introduces environmental 
uncertainty to this model. Severe drought is a danger throughout Australia; in this paper we have 
assumed that the effects would be so widespread as to affect all exclosures equally and that 
supplemental feeding would be implemented to prevent loss of life. We recognize, however, that 
some parts of the landscape may function better as drought refugia (Stafford Smith & Morton, 1990). 
The optimal strategy depends heavily on the distance between the available reserve sites for two 
reasons: first, environmental catastrophes are spatially correlated; second, ongoing management costs 
(particularly monitoring) scale with the distance between fences. Our model suggests that there is a 
specific distance (40km for the Lorna Glen case study) below which it is optimal - under both 
objectives - to construct two fences. At larger distances the expected cost-efficiency of a single fence 
is better than that of two fences, because the further distance does not reduce the probability of 
simultaneous catastrophes, but continues to increase ongoing management costs. At sufficiently short 
distances, two fences do not mitigate environmental risks since catastrophes are likely to impact both 
fences simultaneously. 
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In almost all situations where a two-fence system is recommended the optimal size ratio of the two 
fences is 1:1. If land is not available to adhere strictly to this ratio, however, there is substantial 
leeway to split the areas unevenly. For the Lorna Glen case study, disparate splits of up to 1:3 (if 
separated by 40km) are more cost-efficient than a single fence system. This means our 
recommendations are much more flexible and feasible for real-world management scenarios. 
Comparisons of Australian marsupial populations have revealed that fenced populations have lower 
genetic diversity than unfenced (Paul & Marlow, 2012), and smaller fences would be expected to have 
correspondingly lower diversity. The different genetic diversity of one- or many-fence solutions 
would therefore operate to improve the relative performance of a single-fence decision (either by 
incurring lower genetic management costs, or by experiencing higher fitness through less inbreeding). 
However, it is unlikely that these differences would be of sufficient magnitude to affect our 
conclusions, and we therefore did not include them. Although the alternative fences will support 
markedly different populations, the rate of loss of genetic diversity would be quite similar because 
both are still relatively small (Miller et al., 2009). The management of genetic diversity under each of 
the alternatives would attract a similar total cost, and therefore not impact the relative priority of the 
different options. Over the lifetime of the fence, the expected loss of genetic diversity would also be 
low (< 8%), under either action (Miller et al., 2009). Evidence indicates that such a change would be 
unlikely to dramatically impact fitness (Chapman et al., 2009), and through it the population 
dynamics. 
The findings that under many scenarios two fences are better than one can help directly inform 
management decisions about how many fences to construct and at what distance they should be 
placed for the conservation of the greater bilby in the arid zone of Australia. Through our sensitivity 
analyses, we found that as the expected mortality from environmental catastrophe and incursion 
increases, two fence systems outperform single fence systems by an increasing amount. These results 
are also extremely robust to cost estimates. These sensitivity analyses broaden the applicability of our 
results to the conservation of greater bilbies in any landscape. Additionally, our investigation of the 
effect of differences in demographic parameters means these results can also help guide conservation 
fencing decisions for different threatened species, in entirely different countries and contexts. 
Fences are long-term investments, and over time it is possible that our parameterizations will have 
reduced accuracy. However, robustness to changes in ongoing costs indicates an enduring aspect of 
this study over time. With reduced costs due to technological advances and improved techniques, the 
quantitative results presented here will still hold. This robustness also ensures the applicability of the 
results to different landscapes, remoteness and excluded invasive species, all of which can 
dramatically affect the project costs (Long & Robley, 2004). If fencing materials and technology are 
improved in the future, the reliability of a new fence might be increased and the frequency of 
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monitoring required could be decreased, resulting in higher cost-efficiency for the two fences. On the 
other hand, for risk-averse managers who might monitor the system daily, a single fence would be a 
better choice. 
We have considered only the conservation of a single-species metapopulation here. This also captures 
fencing projects which will house multiple species, but where the project is designed to maximally 
benefit one particular threatened species. In reality, fences are likely to house a number of species, 
and the interactions between these may affect the optimal fencing strategy. Some threatened species 
may also provide critical services which benefit the entire ecosystem (Lawton, 1994; James & 
Eldridge, 2007) that we have not considered here. Species interactions and ecosystem services could 
be incorporated into this framework through the demographic model and the calculation of the 
conservation benefit. 
On a practical level, this research extends the Single Large or Several Small (SLOSS) debate by 
including fenced enclosures; by allowing the consideration of ongoing monitoring, management, and 
translocation costs as well as initial expenditure; and by including spatially correlated environmental 
stochasticity, as well as demographic variation. As with models of SLOSS in reserves, our results 
show that the optimal management decision – whether to construct a single large fence or two smaller 
fences – is complex and contextual (McCarthy et al., 2005). At a broader level, our results provide 
novel emphasis to the two contrasting factors that drive the SLOSS question: the risk-spreading 
benefits of multiple independent projects, and the various benefits (ecological and economic) of 
acting at a large-scale. Fenced exclosures highlight very common issues that nevertheless receive 
relatively little attention in the SLOSS debate – ongoing costs and active management – because the 
debate around the utility of fences as a management strategy focuses closely on their ongoing 
expenses. These factors can drive managers in opposing directions: ongoing costs emphasize the 
economies of scale offered by single reserves, while active interventions allow managers greater 
scope for managing risks. Interestingly, the cumulative result of these novel factors does not simplify 
the SLOSS problem. Instead, they will exacerbate the consequences of mistakes. They therefore make 
a clear understanding of the nuances of specific projects even more important. 
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CHAPTER 3  
FORMULATING THE ISLAND ERADICATION PROBLEM 
3.1   Introduction 
The eradication of invasive species from islands offers substantial benefits to conservation. Island 
species are often relatively distinct phylogenetically, and low dispersal means that islands offer 
considerable opportunities for rapid and diverse allopatric speciation (Savolainen et al., 2006; 
Papadopulos et al., 2011). As a result, islands hold a disproportionate amount of global biodiversity, 
given their small area (Myers et al., 2000; Kier et al., 2009). Unfortunately, the same unique factors 
that lead to high biodiversity – small size and isolation – have meant that a higher proportion of 
extinctions have occurred on islands, primarily due to the arrival of humans, through a combination of 
overharvesting and assisted migration of invasive vertebrates (Simberloff, 1995; Courchamp et al., 
2003b; Sax & Gaines, 2008; Jones, 2010; Duncan et al., 2013). While harvest by humans has 
generally reduced, the threats to these ecosystems from predation, competition and habitat destruction 
by invasive species remain high (Kier et al., 2009; Medina et al., 2011; Spatz et al., 2014). There is 
thus a pressing need for effective invasive species management.  
The removal of the entire population of invasive species is an increasingly attractive management 
goal; there have been almost 1000 recorded eradication attempts from islands worldwide to date 
(Keitt et al., 2011). Eradication has been successful in terrestrial projects at small scales (Hayward & 
Kerley, 2009; Dickman, 2012; Helmstedt et al., 2014) and for recent isolated invasions (Bogich et al., 
2008; Miller & Tenhumberg, 2010), but in general the area, connectivity and high likelihood of 
reinvasion greatly lowers the likelihood of a successful and enduring eradication from mainland sites. 
However, the insular populations on islands provide a unique opportunity: eradication need only be 
achieved once provided there is not a high risk of reinvasion (Courchamp et al., 2003b), and if 
eradication is truly successful no ongoing management is required. This is attractive particularly for 
islands that are difficult or expensive to reach. 
In a world with limited conservation funds and increasingly global conservation goals, prioritizing the 
allocation of budgets allows decision makers to ensure they achieve the largest possible benefit for 
their invested dollars (Wilson et al., 2006; Murdoch et al., 2007). This is important not only to 
achieve the best global biodiversity conservation outcomes, but also to create justifiable and 
defensible decision-making (Ferraro & Pattanayak, 2006). Prioritization has become increasingly 
common in the conservation literature, and in fact Game et al. (2013) point out that many 
conservation plans are prioritizations in disguise. Applications of prioritization in conservation are 
broad, ranging from choosing appropriate fire regimes (Kelly, in press), and deciding where to locate 
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terrestrial and marine protected area networks (Watts et al., 2009; Venter et al., 2013; Klein et al., 
2014).  
Table 3.1 Journals containing literature on prioritizing eradications from islands 
Title of Journal Number of articles Year(s) 
Animal Conservation 1 2007 
Biological Conservation 1 2010 
Biological Invasions 1 2012 
Bioscience 1 2013 
Bird Conservation International 1 2012 
Conservation Biology 2 2014, 2014 
Ibis 2 2009, 2010 
Neobiota 1 2012 
This thesis 1 2015 
 
How to prioritize the eradication of invasive species from islands has been an increasingly studied 
problem in the past decade since the first formal prioritization by Brooke et al. (2007a) (see Table 
3.1). Each paper provides not only a new case study and application, but also a new formulation of the 
problem using different terms and different mathematical language. A decision-maker hoping to 
prioritize the allocation of funds to eradicate invasives from islands is faced with a bewildering 
number of choices, and little comparison or communication between the existing methods. 
We will overview the existing island prioritization methods and construct a mathematical framework 
that encapsulates the three broad classes of existing methods: rule-based selection methods, scoring-
based selection methods and problem-based prioritizations (see Table 3.2 for a brief classification of 
the existing approaches). The ability to compare these approaches using a common language allows 
us to see the strengths and weaknesses of each method, and will allow future decision-makers to 
choose the more appropriate method for their specific scenario. 
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Table 3.2 Classification of the literature into the classes of formulation that we consider here: 1) rule-based 
selection; 2) scoring-based selection; and problem-based prioritization with 3) whole island eradications (i.e. all 
or no invasives must be eradicated from islands) and 4) eradicating only a subset of the invasive species present. 
 
No cost With cost 
1) Rule-based 
selection 
Croxall et al. (2012) 
Nogales et al. (2013) 
Spatz et al. (2014) 
- 
2) Scoring-based 
selection 
Harris et al. (2012) 
Kumschick et al. (2012) 
Ratcliffe et al. (2009)  
3) Problem-based 
prioritization 
(whole-island 
eradication) 
Dawson et al. (2014) 
Brooke et al. (2007a) 
Capizzi et al. (2010) 
Hilton and Cuthbert (2010) 
4) Problem-based 
(partial 
eradications) 
- Chapter 4 
 
3.2   Rule-based selection methods 
Rule-based selection methods are a series of thresholds used to restrict a list of candidate islands to a 
list of high-priority projects that is not internally ranked. No explicit formulation of a mathematical 
problem is necessary, simply a list of attributes of the island that the decision-maker is concerned 
about (e.g. size, human population or particular invasive species present) and a threshold value for 
each. All of the rules must have binary outputs; an island either satisfies the rule or it does not. If the 
inputs are quantitative (e.g., island size), then a threshold value must be defined. If the island satisfies 
the rules, it is selected for eradication, if not, it is eliminated as an option.  
Rule-based systems can either require that: a) all rules are met (e.g. Croxall et al., 2012; Nogales et 
al., 2013; Spatz et al., 2014), or b) that a minimum number of rules are met (e.g. 2 out of 3 criteria in 
IUCN, 2014). For example, using a rule-based selection method, Spatz et al. (2014) reduce all islands 
worldwide to a list of high-priority island-wide eradication projects by focusing only on those that 
meet the following rules: 1) a breeding population of threatened seabirds; 2) presence of one or more 
invasive species (both vertebrate and aggressive carnivorous invertebrates); and 3) a human 
population smaller than 1000. Croxall et al. (2012) and Nogales et al. (2013) create similar lists. 
Croxall et al. (2012) only considers invasive vertebrates, while Nogales et al. (2013) further restricts 
the candidate list to only islands with invasive cats. None of the existing rule-based selection methods 
 53 
in the island prioritization literature consider costs. However, costs can readily be included as a 
separate rule: for example, islands could be eliminated from the candidate list if the eradication is 
predicted to exceed a certain cost threshold. 
Rule-based selection methods are transparent and easy to apply, but this ease comes at a cost. The 
binary nature of rules means they utilize limited information and are limited in the nuance of the 
guidance they provide. An island that satisfied all but one rule by a small margin is treated in the same 
manner as an island that satisfies none of the rules: both are eliminated. Moreover, these methods 
imply that each island on the unordered list provides the same benefit as all the others, which is 
relatively uninformative for resource allocation. Unless the islands on the resulting list (which can be 
long: 690 islands were prioritized by Spatz et al. (2014)) are further prioritized, islands from within 
this set would be chosen for invasive species eradication at random. Given that the efficiency of 
conservation projects has been observed to have a thin-tailed distribution (Joseph et al., 2009), this 
will result in a very sub-optimal investment of limited conservation funds.  
3.3   Scoring-based selection methods 
Scoring-based selection methods are an attempt to incorporate variables of interest in a quantitative 
manner, rather than the categorical approach taken with rule-based methods (see Ratcliffe et al., 2009; 
Harris et al., 2012; Kumschick et al., 2012). For example, if an island was very close to the human 
population threshold (e.g., it had a human population of 1001), it seems inefficient to exclude that 
island altogether. Scoring-based systems aim to capture gradations in island attributes. The key 
attributes of islands are quantified, and then these continuous variables are binned into a number of 
discrete values. The attributes that contribute to island priority have completely different units (e.g., 
area versus latitude versus human population), and so these discrete values are then further 
transformed into scores whose magnitude or variation is comparable (e.g., all attributes are scaled 
between zero and one). Once appropriately prepared, these scores are combined (usually added) to 
create a final aggregate score for each island. Islands are then ranked according this aggregate score, 
and the method recommends that funds be allocated to each island on the list in descending order, 
until the budget has been fully allocated. 
For example, Ratcliffe et al. (2009) convert two continuous variables – human population and 
predicted eradication cost – into three discrete categories. Human population is assigned a score of 3 
when the population is 0-10, 2 when the population is 11-50, and 1 when the population is larger than 
50. The predicted eradication costs is similarly discretised into bins of less than £100,000, £100,00-
£200,000 and greater than £200,000. Note that these scores have the effect of standardizing the effect 
of the two criteria (both have the same range), however, given that each variable might have a 
different distribution, this does not mean that the two factors have the same influence on the aggregate 
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score. Ratcliffe et al. (2009) also convert a more subjective variable into discrete categories: habitat 
suitability for petrels. Islands with extant or recorded historical petrel populations, or “extensive 
breeding habitat” are assigned a score of 6. Islands with “limited breeding habitat” are assigned a 
score of 4, and those to the east of Britain are assigned a score of 2. The scores are added and ordered 
to create a list of priorities. 
By using subjective categories, scoring-based selection methods lose the transparency of rule-based 
methods. These categories raise more questions than they address. What is the cut-off from 
“extensive” to “limited” breeding habitat? Why is the suitability of the island worth exactly double the 
number of points as the cost of eradication; why not more or less? The definition of and points 
assigned to each category are arbitrary, and provide a false sense of quantitative reasoning to the 
algorithm (see Game et al., 2013 for further discussion of arbitrary scoring systems). The choice to 
create discrete categories from continuous variables is also hard to justify, since the aggregation 
function (e.g., addition), is able to deal with the continuous values just as easily, and continuous 
variables would create less ambiguity when ranking the aggregate score. As with rule-based methods, 
scoring-based selection methods are not under-pinned by a well-defined problem with clear objectives 
and constraints.!
3.4   Problem-based prioritizations 
Problem-based prioritization allows us to clearly define what we want to achieve with investments in 
conservation. We can assess not just where it is possible to achieve benefits (as with rule-based 
selection methods), but how much benefit we can expect from different actions. The fundamental 
elements of decision science are a clearly defined objective, resource and feasibility constraints, a set 
of candidate actions (eradications in this case) and a model of how the system reacts to those actions 
(see Chapter 1). Quantifying the benefits that we can achieve through conservation actions is an 
essential step toward choosing actions which gain higher benefits, which allows us to can make 
informed decisions about where to allocate limited resources. Problem-based prioritization combines 
these elements with different solution algorithms in a clear, mathematical and defensible manner to 
determine which are the best actions to take.  
To introduce problem-based prioritizations here, we will first consider and then expand on the most 
basic scenario: prioritizing islands. In this problem formulation, if an island is selected for eradication, 
an eradication is undertaken for all invasive species present. This is analogous to classical reserve 
selection problem, where a group of sites are considered for reservation and they are either selected or 
not. If an island is selected as a ‘reserve’, an eradication is undertaken (with assumed certainty of 
success). Indeed, it is worth remembering that the basic reserve selection problem can be more 
broadly interpreted as prioritising a single kind of action (i.e., reservation) across a set of sites 
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(Moilanen et al., 2009). For our situation islands are either selected as an entity and some benefit is 
achieved, or they are not selected and they contribute no benefit. We will use this formulation of the 
island eradication problem to introduce the general notation and structure, and then use it these to 
discuss various ways more complexity, indeed reality, has been included in the literature (see Figure 
3.1 and Table 3.3). 
 
Figure 3.1 A schematic diagram of the different complexities possible with problem-based formulation of the 
island eradication problem. We begin from an approach based on the most basic Reserve Selection formulation, 
and investigate extensions from there. Any of these complexities can be considered in conjunction with another, 
but arrows indicate essential progressions. 
Table 3.3 Papers that use problem-based prioritization methods and their treatment of complexity. A dot 
indicates that the paper considers each element (see Figure 3.1): (a) reintroduction; (b) multiple species of 
concern; (c) multiple invasive species; (d) binary uncertain success; (e) continuous uncertain success; (f) partial 
success; (g) eradication of subsets of invasive species 
 (a) (b) (c) (d) (e) (f) (g) 
Capizzi et al. (2010) “Prioritizing rat eradication on 
islands by cost and effectiveness to protect nesting 
seabirds” 
 •      
Dawson et al. (2014) “Prioritizing Islands for the 
Eradication of Invasive Vertebrates in the United 
Kingdom Overseas Territories” 
 • • •    
Brooke et al. (2007a) “Prioritizing the world’s 
islands for vertebrate-eradication programmes”  • • •    
Hilton and Cuthbert (2010) “The catastrophic impact 
of invasive mammalian predators on birds of the UK 
Overseas Territories: a review and synthesis” 
 • • •    
Chapter 4 “Prioritizing eradication actions on 
islands: pristine is not perfect”  • • • • • • 
Reserve selection
Binary uncertain success
      (d)
Multiple invasives
(c)
Partial success
           ( f)
Eradicate subsets
(g)
Reintroduction
         (a)
Continuous uncertain success
(e)
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3.4.1   Mathematical formulation of the island eradication problem 
Decision theory approaches to prioritization problems are clearly optimal, transparent, and robust to 
uncertainty. However, achieving these goals comes at the cost of a more formal and complicated 
description of the problem. Instead of simply asserting a method for identifying the highest priority 
actions, decision theory allows the method to emerge from the formulation of the problem. That is, 
from the shape of the objective function, and the structure of the constraints (both the system 
dynamics and imposed management constraints such as budgets). By taking these steps, a decision 
theory approach arrives at a coherent and defensible set of optimal actions. However, doing so 
requires all the relevant components of the problem to be placed into an interacting mathematical or 
logical framework. Identifying and nominating each of these components and their relationships is by 
necessity a more complicated task, and this is one of the costs of an explicit approach. Below, we 
begin by describing a simple version of the model, and we will then build on this formulation to 
describe how the most general (i.e., flexible) version of the island eradication project can be 
mathematically formulated.  
Variables and notation 
Initially, we assume that each island is in one of two states: the current state, with all invasives 
present, and a ‘pristine’ state with none of the targeted invasive species present. This is the main 
benefit of this basic reserve selection formulation of the prioritization problem: only one future state 
for each action must be evaluated in addition to the initial state with all invasives present. This means 
that we don't have to deal with multiple future states (for example predicted abundances of threatened 
species when different invasive species are present), which are a major source of uncertainty in any 
structured decision-making process. 
The benefit of any eradication actions to the system will be measured in terms of a set of species of 
concern, ! = 1,2,… ,!! that are present on a group of islands ! = 1,2,… ,!!. Here we refer to “species 
of concern” to mean the species of conservation significance – whether threatened, native, endemic or 
desired for another reason by the decision-makers. The state of the entire system of !! !islands is given 
by a vector !! (reflecting whether or not the island has all of its invasive species) and a matrix !! 
(indicating the binary presence/absence of each species of concern on each island). Here we will use 
the standard notation that a lower-case, bold variable name refers to a vector, and a bold, capitalized 
variable name refers to a matrix. The vector !! contains information about the invasive species on 
island i at time !. This vector has elements !!" ∈ {0,1} where !!" = 1 if island ! has all its original 
invasive species, or 0 if the island is completely free from invasive species at time !. This binary 
presence/absence data for invasive species is used in all existing island eradication prioritization 
literature. It does not allow for partial eradications – that is, removing some of the invasive species 
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from the island. The matrix !! contains information about which species of concern are present on 
island ! with elements !!"# ∈ {0,1}, representing whether the species of concern ! is present on the 
island ! at time t.  
The control variable (the ‘lever’ available for the decision maker to pull) is determined using the 
vector !. The elements !! !of this vector describe whether or not eradication is to be undertaken on 
island !. In the reserve selection formulation these elements are binary. If !! = 1, the island is selected 
as a reserve and all of the invasives are eradicated, otherwise no action is taken on the island.  
State dynamics 
The state dynamics of the system are given by !!(!!!) = ! !! , !!" = !!!" 1 − !!  !!"(!!!) = ! !!(!!!), !!"# . 
Equation 3.1 
The function !(!! , !!") defines how the invasive-species state of island ! changes when an eradication 
action is applied. Initially we are considering eradications of all invasive species with certain success, 
so if !! = 1 then !!(!!!) = 0. That is, once an eradication action is undertaken on a particular island, 
no invasive species remain in subsequent time-steps. An island only has invasive species present at 
time ! + 1 if it had invasive species at !, and if it was not selected for eradication. The function !(!!(!!!), !!"#) transforms information about the state of invasives on island !!into the state of the 
species of concern !. This function can be island- and species-specific. We will discuss methods to 
determine this transformation in §3.9.1. We assume this eradication is successful with full certainty at 
this stage, and that there is no possibility of reintroduction. 
3.4.2   Utility function 
There is some utility (i.e. conservation benefit) achieved on each island, depending on the state of the 
island and the species of concern present. Let us define the function !!": !!"# × !!"(!!!) → ℝ to be 
the utility of being in any species-of-concern state !!!!. This function takes both initial and new 
information about the species of concern on island ! and returns some measure of benefit. The 
simplest form is a utility function that achieves one point of utility, for each species of concern that is 
present on an island that is free of of invasive species. The function measures no benefit if we do 
nothing. This simple utility function ignores two key principles of conservation utility: (1) 
diminishing returns, where additional populations of invasive-free species of concern contribute less 
benefit and (2) the common extension of this in reserve selection, species complementarity. The 
utility function in this case is  
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!!" !!,!! = !!!"#(1 − !!"). 
Equation 3.2 
The total benefit to the whole system of a choice of eradications ! is given by addition of the benefits 
achieved by all species of concern across all islands: 
! !!,!!,! = !!" !!"!(!! , !!!), !!"!!!!!! .
!!
!!!  
Equation 3.3 
The total benefit (according to the state dynamics described in Equation 3.1 and the utility function 
given by Equation 3.2) is given in Box 3.1. 
3.4.3   Objective function 
Broadly speaking, a decision-maker has two options when aiming to prioritize conservation actions: 
either they wish to minimize the cost of achieving certain targets (a minimum cost approach) or they 
wish to maximize the benefit gained by spending a fixed amount of money (a maximum gain 
approach). The formulation of the objective functions is different for each of these approaches, as are 
the methods of solution. First we will introduce the problem and the different levels of complexity 
using the maximum gain approach. Further down we will formulate the minimum cost problem 
(§3.8).  
With this definition of the objective function, we aim to select the islands for eradication that 
maximize this utility across all of the islands, so our objective function is max! !(!,!!,!!). 
Equation 3.4 
Without considering cost this maximization is unconstrained. The trivial result is then to perform all 
possible eradications. Previous approaches that do not consider cost constraints (e.g. Dawson et al., 
2014) circumvent this issue by ranking islands only by the benefit achieved by an eradication with no 
consideration of cost. This approach is inconsistent: if cost is not a constraining factor in the 
prioritization, why is it necesaary to order the list of candidate islands at all? The correct approach to a 
cost-constrained optimisation is to define a priority set that can be achieved for an aggregate cost that 
is less than or equal to a fixed budget constraint, !. Each eradication action action !! (here a binary 
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indicator: island ! is selected or not) requires some financial cost, described by the function !(!!). We 
can incorporate a fixed budget with the cost constraint  
!(!!)!!!!! ≤ !. 
Equation 3.5 
 
Box 3.1 Maximum benefit formulation full specification 
Species richness example: one point is achieved per invasive-free population of a species 
of concern (without feasibility or complementarity) 
Let  !!"# =!binary presence of species of concern ! on island ! at time ! !!" =!binary presence of any invasive species on island ! at time ! !!  = binary action indicator of the eradication of all invasives from island ! 
max!! !! !!"!(1− !!!(1 − !!))!!!!!
!!
!!!  
subject to 
! !(!!)!!!!! ≤ !. 
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3.5   Different conservation goals and utility functions 
There are many different ways to calculate the benefit of an invasive species eradication, captured as 
different functional forms for the utility function that is inserted into Equation 3.3 to calculate overall 
benefit. We will consider different specific conservation objectives here, but it would be naïve and 
contentious to consider these an exhaustive list. All of the current island eradication prioritization 
literature is either invasive-species based (e.g. maximize the number of invasive-free islands) or 
threatened-species based (e.g. maximize the number of invasive-free endangered seabird populations). 
We will retain this focus. Throughout this section, recall that the state dynamics define the invasive 
species present on an island as !!! = !(!! , !!!), that is, after eradication actions !! have been applied 
to the initial island state !!!. (Equation 3.1), so the shorthand !!! implies a function that describes the 
state of invasives on island ! following actions taken. 
3.5.1   No species of concern consideration 
One basic aim of invasive species eradication program is to return islands to their pristine invasive-
free states. Generally this is a “means objective”, in the sense that the invasive-free status is seen as a 
means to achieving a fundamental objective – the ongoing persistence of the species that are endemic 
to that island but are threatened by the presence of the invasive species. However, in certain 
circumstances the invasive-free status of an island can be a fundamental objective in itself. For 
example, if stakeholders derive an inherent utility from having ecosystems only inhabited by their 
original species, where we assess this according to some historical baseline. For islands this is 
generally before the arrival of humans. This simple problem-based formulation only requires binary 
presence/absence data for invasive species and species of concern and an estimate of the cost to 
eradicate all invasive species from each island. Therefore, this formulation could easily be applied to 
the unordered lists of candidate islands generated from the rule-based methods. 
This objective, which achieves one unit of utility for each invasive-free island, is captured in the 
utility function 
! !!,! = (1 − !!!).!!!!! ! 
Equation 3.6 
Note that in this case we do not value islands that are partially invasive-free, all invasives must be 
successfully eradicated in order to achieve one unit of utility. The budgetary constraint is the main 
driver of the optimal action here; each island contributes an equal benefit if selected for eradication, 
and so the aim is to perform eradications on the maximum number of islands for the given budget. 
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This formulation is equivalent to a well-known equal-value knapsack problem. A greedy algorithm 
easily solves this problem optimally: the list of potential islands should be sorted by their cost, and 
chosen sequentially until the budget is expended (Martello & Toth, 1990).  
It is also possible to vary the amount an island contributes to the total utility according to some 
attribute of the island (for example bigger islands might be argued to be proportionately more 
valuable than smaller islands). In this utility, we would allocate a different weight, denoted !!, to each 
of the islands i:  
! !!,! = !! 1 − !!! .!!!!! ! 
Equation 3.7 
This is equivalent to the classic knapsack problem (Dantzig, 1957; Kellerer et al., 2004) and so the 
algorithms that are known to solve these problems either optimally (e.g. by mathematical 
programming) for small enough problems, or approximately (e.g. by simulated annealing) for larger 
problems (Martello & Toth, 1990; Vanderkam et al., 2007), although with increases in computational 
power the probability of achieving the true optimal solution in reasonable time has also increased. 
Simulated annealing is an algorithm that searches for a near-optimal solution by altering the subset of 
actions chosen in small increments, allowing some sub-optimal changes to avoid getting stuck in a 
local optimum (Van Laarhoven & Aarts, 1987). The use of simulated annealing allows 
interdependencies in the cost and effectiveness between multiple actions to be included. 
The Project Prioritization Protocol (Joseph et al., 2009; Bennett et al., 2014) presents a heuristic 
method for finding the near-optimal solution for problems formulated in this way: simply rank the 
candidate islands by cost-effectiveness (the utility divided by the eradication cost) and select islands 
for eradication sequentially. The optimality of cost-effectiveness ranking increases as the budget 
increases relative to the average action cost. 
3.5.2   Presence of species of concern 
The aim of an eradication program might extend beyond just wanting to return islands to pristine 
states. The focus often assigns more weight to species that have been assessed as being threatened by 
extinction (e.g., IUCN listed species), although it does not need to be limited to only listed species. In 
Box 3.1 we introduced a case where a one unit of utility is gained for each species of concern that is 
present on an island, if that island does not contain any invasive species. This objective can be written 
in another way, as a variation of Equation 3.7. We define the weight of each island to be the number 
of threatened species present: 
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!! = ! !!"!!!!!! . 
This formulation of the utility function (similar to that used by Capizzi et al., 2010) function values 
every population of any species of concern equally.  
3.5.3   Complementarity for species of concern 
Rather than valuing every population of each species of concern equally, decision-makers may want 
to maximize the number of species that have at least one protected population. This is the principle of 
complementarity, which is common in reserve selection (Justus & Sarkar, 2002). To introduce this 
complementarity into the utility function, we require presence/absence data for the species of concern 
on each island and we define: 
! !!,!!,! = min !!"! 1 − !!!!!!!! ,!!
!!
!!! , 
Equation 3.8 
where !! is the target number of protected populations for species !. This may not be one; perhaps the 
objective is to have at least three protected populations of each species, or to have at least 20% of 
each species’ populations protected (although see Svancara et al., 2005; Wiersma & Nudds, 2006; 
2012 for discussion on the dangers of target-based conservation planning). These objectives can all be 
captured with this target: once !! populations of species ! are protected, any additional populations 
provide no extra benefit. Targets should be transparently and carefully defined, as the magnitude of 
the target can strongly influence the decisions (Di Fonzo, in review). 
The addition of complementarity means this is no longer a knapsack problem, and thus the associated 
island prioritisation problem can’t be solved optimally using algorithms established for that 
formulation. As with reserve selection problems that include complementarity, there are many 
heuristic methods for finding near-optimal solutions to this problem (Pressey et al., 1996). As with the 
previous utility functions, it is possible to sort the islands by cost-effiency. However, it is no longer 
appropriate to select islands for eradication sequentially down the list. The benefit of subsequent 
eradications is affected by which species of concern now exist on invasive-free islands, and so every 
time an island is selected the benefits of the remaining islands need to be recalculated and the list 
reordered.  
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3.5.4   Diminishing returns in species of concern 
Alternatively each additional population (or each additional individual) might still contribute some 
benefit, but this contribution becomes smaller as more populations of that species are already 
invasive-free. Let !!" = ! !!"#(1 − !!")!!!  be the number of invasive-free populations of species ! at 
time !. A general version of this utility (with an optional weighting of the different species of concern, !!) is a function that increases convexly in !!! ,  
! !!,!!,! !!,!!,! = !!!!"!(1 − !!!)!!!!!!!! .
!!
!!!  
Equation 3.9 
In this equation, we divide by the number of invasive-free populations (or individuals) of the species 
of concern. Each invasive-free population is thereby worth less: the first invasive-free population will 
be worth one unit of utility, the second is worth half and the !th invasive-free population is worth 1/! points. Optimal allocations from this objective are likely to spread eradication effort between 
species of concern rather than focusing only on species with high weights. Capizzi et al. (2010) use a 
variation of this diminishing returns utility function using species weights that depend on each 
species’ national and regional populations. 
A good approximation to problems of this form is the greedy algorithm (ranking islands by cost-
effectiveness and sequentially selecting from that list). In order to solve problems with diminishing 
returns in species benefit, it is necessary to recalculate the benefits and reorder the list after an island 
is selected for eradication. Heuristic solution methods such as simulated annealing are also useful 
since they consider allocations of the entire budget simultaneously. 
3.5.5   Increase in species of concern 
Until this point, we have either ignored species of concern altogether, or considered some benefit for 
every population or individual of a species of concern. An unstated assumption is being made here 
that any species of concern cannot exist alongside any invasive species: without an eradication action, 
any population of a species of concern contributed no benefit (as if they were extirpated). This 
assumption makes sense in some ecological cases (e.g. ground-nesting seabirds in the presence of 
cats) and for some projects, particularly when the explicit conservation goal is to maximize the 
number of species on invasive-free islands. However such an important aspect of the objective should 
be explicitly and transparently stated; it is irresponsible to default to a problem formulation that relies 
on such a serious assumption.  
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Although all existing island eradication prioritization methods include species of concern that coexist 
(albeit at depressed populations) with invasive species, Brooke et al. (2007a) and Hilton and Cuthbert 
(2010) present the only existing problem formulations that consider the change in the species of 
concern state after eradication. Recall that !!" is the number of invasive-free populations of species ! 
at time ! and similarly let !!" = ! !!"!!!!  be the number of islands globally that initially have a 
population of the species !. The utility function in these papers consider the increase in the global 
invasive-free range after an eradication as a percentage of the initial global population, which is 
mathematically equivalent to (see Appendix B): 
! !!,!!,! = !! !!! − !!!!!! + !!"!!! , 
Equation 3.10 
Where !! is a species of concern weighting. The utility function is convexly decreasing in both the 
initial invasive-free state and the global number of populations of the species. This means the benefit 
gained by creating an invasive-free population is smaller for more common species, and smaller for 
species already protected on many islands. However, this utility function is linear in the number of 
invasive-free islands after the eradication. Eradicating invasives from each additional island gains !!!! ! !!"  in benefit whether it is the first or the tenth population being selection for protection.  
Note that in either of these formulations, the state of the species of concern could also be expressed by 
their abundances, in which case each individual (or breeding pair) provides the benefit. This budget-
constrained problem is another example of a knapsack problem, and can be solved either optimally or 
heuristically (Martello & Toth, 1990). Brooke et al. (2007a) and Hilton and Cuthbert (2010) both rank 
the candidate islands by cost-effectiveness and sequentially choose islands until the budget is 
expended. 
Brooke et al. (2007a) also extend their formulation to include diminishing returns by recalculating the 
utility each time an island is selected, so the utility function Equation 3.10 becomes (see Appendix B) 
!(!!,!!,!) = 1!!! + !!"!!! . 
Equation 3.11 
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3.6   Uncertain eradication success 
There is no certainty in life, and even less in eradications. Since eradication is by definition an all-or-
nothing objective, whenever an eradication is attempted there is a chance it will fail. Until this point 
we have assumed that eradication is certain if it is attempted. In many cases, this simplification may 
either be an oversight or a reaction to the perceived unavailability of estimates of probability of 
success (although, see Section 3.9.3). In other cases (e.g. see Bode et al., 2013) we can interpret this 
as a result of a relationship between cost and uncertain actions, operating under the assumption that 
repeated attempts will be undertaken until the eradication is successful. Nevertheless, there are 
benefits to including the process explicitly in the prioritization. Here we extend the framework to 
include some probability that an eradication is successful, !(!!), and assume that only a single 
eradication attempt is undertaken. This means that the state dynamics (Equation 3.1) are altered since 
the transition into an invasive-free state is no longer certain. For an island with a single invasive 
species, the state dynamics with uncertain success are  
!!! = !!! 1 − !! !!!!!!!with probability ! !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!with probability 1 − !(!!) 
!!"! = ! !!!, !!"! .! 
Whereas other authors (Capizzi et al., 2010; Croxall et al., 2012; Kumschick et al., 2012) ignore the 
probability of failure, Brooke et al. (2007a), Harris et al. (2012), Hilton and Cuthbert (2010), Nogales 
et al. (2013), and Ratcliffe et al. (2009) all discuss the need to consider feasibility of eradications and 
incorporate a simple binary probability of success in their frameworks. These authors employ 
thresholds to indicate the potential for failure in their analysis. They consider human population and 
the size of the island as the factors affecting success, and define thresholds above which eradication of 
any invasive species is infeasible. They assume that under these thresholds, eradication success is 
certain. This is equivalent to defining 
!(!!) = ! 1!!!!if human pop < ! and area < !!0!!!!otherwise.!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!  
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Figure 3.2 The probability of successful eradication !!(!) according to (a) Brooke et al. (2007a), with a threshold of 1000 
square km and (b) Gregory (2014), with a statistical model the probability of success as a continuous function of island size. 
Panel (c) shows the absolute difference between the two estimates. 
When only considering one potential action per islands (as all those authors do), this method is easily 
implemented. The thresholds can be used to create a restricted list of feasible islands and then the 
basic reserve selection algorithm can be performed on those with assumed success. This approach is 
attractive for prioritizing large numbers of islands because the only estimates required to determine 
expected success are the two threshold values. However as demonstrated in Gregory (2014), the 
probability of successful eradication is continuous, and depends on various island attributes (notably 
size and terrain). Ignoring this complexity leads to large differences in predicted probability of 
success (Figure 3.2). Using a threshold rather than a continuous probability of success means a 
prioritization method will over-estimate the likelihood of achieving some conservation benefits, while 
simply not considering some potential benefits on larger islands.  
3.7   Partial success and partial eradication 
3.7.1   Multiple invasive species states 
Until this point we have been considering only two states of invasive species on an island: either !!" = 1 (any invasives are present) or !!" = 0 (no invasives are present). However, if an island begins 
with more than one invasive species there are more than two potential future states. Even when an 
island is selected for the eradication of all invasive species (!! = 1), it is possible that some invasive 
species will be successfully eradicated while other eradications will fail. This will result in an invasive 
species state with only a subset of the original invasives present (see Figure 4.1). We can expand the 
definition of the state of the invasive species on the island to be !!. This is a binary !!×!! matrix 
(where !! is the number of invasive species in the system) whose elements !!"# = 1 if the invasive 
species ! is present on island ! at time !, and 0 if not. 
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Considering these additional states acknowledges the problem’s complexity. Ignoring the possibility 
of partial success just fails to capture these complexities, it does not eliminate them. Removing one 
node from a food web can cause an ecological phenomenon known as trophic cascade, where the 
removal of a high-level predator causes changes in abundance of species at lower trophic levels. In a 
system with multiple invasive species this can result in mesopredator release, which can be 
detrimental to populations of species of concern. For example the removal of cats might allow the rat 
population to increase, and rat predation would have a higher effect on seabird populations. See 
Chapter 4 for further discussion on incorporating complex ecological phenomena such as trophic 
cascade into an island prioritization problem. 
3.7.2   State transitions with partial success 
The probability of success must be defined for each invasive species. This may be the same for each 
invasive species (as in Figure 3.2(a)) or different for each (see Figure 3.2(b)). We will define the 
probability of successfully eradicating invasive species ! from island !!after action !! as !!(!!). 
Instead of a deterministic system, the state transition takes the form of a probability density function: 
the state of the invasives on island !!will transition into state !!! with some finite probability that 
depends both on the previous state of the invasives on the island and the eradication action taken. This 
probability density function is defined as 
!" !!!|!!!, !! = !!(!!)!∈(!!!\!!!) (1 − !!(!!))!∈(!!!∩!!!) . 
Equation 3.12 
The probability of success influences the probability that a certain benefit is achieved. This is 
incorporated into the utility maximization (Equation 3.4) by taking the expectation of the utility over 
all potential future states. 
max! ! ! !,!!,!! = max! !"(!!|!!,!)!(!!|!,!!,!!)!! . 
Equation 3.13 
3.7.3   Partial eradication 
Although the models above have all assumed that managers will always target all the invasive species 
at the same time, it is unlikely that managers are restricted to either eradicating all invasive species or 
none. More realistically, managers can choose to eradicate subsets of invasive species on any island, 
and intentionally leave others behind (see Chapter 4). Intentionally leaving some invasive species on 
an island allows the same risks of trophic cascade as discussed in the previous section, but if the 
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method considers all consequences, it will only be chosen if this is the best decision. In an ideal world 
it may be best to attempt to eradicate all invasive species from all islands, but since conservation is 
often constrained by budgetary restrictions this is not often possible, and may not be optimal for a 
given island when it is affordable. In order to maximize the returns from a fixed budget, tradeoffs are 
required; in fact navigating tradeoffs is the main aim of any prioritization. Rather than restricting the 
solutions to only consider cases where either every invasive is eradicated from an island or none are, 
Chapter 4 provides a framework to extend the available actions to consider eradication actions that 
only target a subset of the invasive species present on an island.  
To include the possible eradication of a subset of the species present on each island, we introduce a 
new dimension to the control variable. Rather than a binary action choice for each island, we define !! ∈ ℝ!! with elemends !!" ∈ {0,1}, where !! is the number of different invasive species initially 
present, and managers are targeting each with eradication, or not. There are 2!! potential actions on 
each island (including eradicating all of the species and none of the species). 
Considering a broader range of action options can affect the cost of actions and their probabilities of 
success. There are potential economies of scale when multiple actions are undertaken on one island, 
as well as cost-sharing for some elements such as shipping, so ! !! ≤ ! !!"! . There may also be 
interrelations between the probabilities of success when multiple eradication actions are undertaken at 
once (for example rats can interfere with mice baits making it impossible to bait for mice without also 
baiting for rats, see Chapter 4). 
3.8   Minimum cost formulation 
The island eradication problem can be formulated to minimize the cost of achieving targets for species 
of concern protection. The maximum gain objective function (Equation 3.4 and Equation 3.5) is 
replaced by the minimum cost objective function 
!"# !!(!!)!!!!! . 
Equation 3.14 
The solution is subject to the restriction that the number of invasive-free populations or individuals of 
each species of concern reaches some species-specific threshold !!: 
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(1− !!!)!!"!!!!!! ≥ !! !!!!!!∀! ∈ 1,… ,!!. 
Equation 3.15 
For simple complementarity (requiring each species of concern to be protected at least once), !! = 1 
for all ! and !!"# should be binary presence/absence data. More complex requirements can be 
accommodated: for example, if 20% of the population of each species of concern must be on invasive-
free islands, !!"# should be abundance counts and !! = 0.2 !!"!!!!!! . 
The benefit of formulating the island prioritization problem in this way is that the Marxan suite of 
tools (Ball et al., 2009) is specifically designed for target-based reserve selection. Feasibility of 
eradicating all invasives from each island can be included (Game et al., 2008 includes probabilities of 
failure using Marxan in a marine scenario), but partial successes and actions that do not select all of 
the invasives to be eradicated on an island are not possible.  
3.9   Estimating the parameters 
There are three broad methods of parameter estimation used in the island eradication prioritization 
literature: large databases of island information, expert elicited estimation and predictive models. In 
many cases the availability of these elements will drive the chosen solution method.  
The databases of island information are useful for analyses that need to predict different factors over 
very large numbers of islands, such as determining the size of islands to apply feasibility thresholds 
and threatened species range information. Determining what methods are possible and have been 
successful in the past by using broad ranges of historical data is a defensible and easily replicated 
method. However many elements combine in any scenario to determine success or failure, and these 
elements may not be included (or be easily accessible) in a large database. Statistical and qualitative 
models can be used to determine general relationships between island and ecosystem attributes and 
the required parameters. Expert elicited information is island-specific, although it can be difficult to 
maintain consistency between islands with different experts. It is also difficult to expand this method 
across a very large number of candidate islands, especially given that many islands have not been 
studied in the past (i.e., there are no island-relevant experts). 
3.9.1   Species responses to eradications 
The management objective (and the required precision) should drive the method used to estimate the 
responses of species of concern to eradication. The species data (and the species state !!) can be 
presence/absence of species of concern, their probabilities of persistence, or their abundances. 
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Whichever measure is chosen, the state must be estimated under different invasive species states !!. 
Unfortunately sometimes there is no possibility of improving the data quality (particularly when 
considering large numbers of islands), and in these cases the available data will determine the 
objective of an eradication program. 
The data requirements of each selection are different; many approaches only require information 
about the current state of the species of concern. Both rule-based and scoring-based selection methods 
only require current presence/absence data (although they can be extended to consider abundances). 
These methods can be predicted from species distribution models, assumed from habitat quality or 
informed by expert knowledge or empirical data. 
Many problem-based prioritizations require knowledge or estimates about the species of concern after 
the eradication of the invasive species. This requires a projection into a new and unobserved state (the 
island free of invasives), and is complicated to predict. Because of the difficulty of predicting this 
state, many prioritization methods restrict their goal to achieving invasive-free populations of species 
of concern rather than considering their abundances (see sections 3.5.2, 3.5.3, & 3.5.4). These 
formulations only require presence/absence data, but do not consider interactions between species: 
there is no benefit achieved when any invasive species are present (implying that they impact on all 
species of concern to the same extent) and the full benefit achieved when they are eradicated.  
Whenever the species of concern state !! is measured by abundance, we require an estimate of how 
the species of concern responds to the changed invasive species state. How feasibility is considered in 
the problem formulation determines how complex these species-of-concern predictions are. If only 
complete successes are considered (i.e. either all invasive species are successfully eradicated or none 
are), only a two population estimates are needed: that of the invasive-free state, and the current state. 
When partial successes are considered (and therefore any combination of invasive species may be 
present), abundance estimates are required for all potential invasive species combinations. Predictive 
species modeling can provide estimates about what species are likely to occur in which locations 
(Drew et al., 2011), but cannot provide predictions based on a changed community assemblage 
(Guisan & Thuiller, 2005). Empirical data is unlikely to be available since most invasions occurred 
years ago. Population modeling provides one avenue for determining the species of concern responses 
to the removal of invasives in systems with a well-understood community structure (Vincent, 1975; 
Liu et al., 2005), but it is unavoidable that a full consideration of feasibility in the problem 
formulation leads to more complexity at this stage. 
Predicted abundances under different invasive species regimes can be elicited from experts (as in 
Chapter 4), however this is a time-consuming task and requires at least one expert who has experience 
of the conditions on each island. Even experts with a deep knowledge of the ecosystem are unlikely to 
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have the ability to accurately predict complicated ecosystem responses (Camerer & Johnson, 1997; 
O'Hagan & Oakley, 2004). A different expert for each island also reduces consistency in 
prioritizations between large numbers of islands. 
Qualitative modeling (Levins 1974) provides one method to consistently predict ecosystem responses 
to the removal or suppression of an invasive species. Qualitative modeling applications require a food 
network for the island including at least all invasive species and species of concern, direct interactions 
between them and the qualitative direction of the interaction (e.g. a predator places negative pressure 
on its prey). Raymond et al. (2011) perform an analysis of eradications of invasive species from 
Macquarie Island, see Dambacher et al. (2003), Puccia and Levins (1985) and Puccia and Levins 
(1991) for more examples of qualitative modeling in ecological systems. These methods don’t provide 
estimates of population changes in the absence of invasives, only the direction of the population 
change, however in very data-poor systems this can be beneficial.  
3.9.2   Calculating the cost 
The cost of an eradication action may be determined by experts (who can design a realistic eradication 
plan for each island), or may be estimated using actuarial methods based on various island and species 
attributes. Brooke et al. (2007a), Hilton and Cuthbert (2010) and Chapter 4 all use or adapt a 
statistical model provided by Martins et al. (2006) to determine the cost of eradicating different 
invasive species from islands based on their area. Capizzi et al. (2010) uniformly apply a standard 
eradication formula (including e.g. bait density, labor costs and infrastructure construction) depending 
on the size of the island. Ratcliffe et al. (2009) applied a constant per-hectare cost of eradication based 
on a single eradication.  
By prioritizing eradications we implicitly acknowledge that conservation actions have costs and funds 
are limited, and ignoring cost in priority-setting can severely restrict the potential gains from even 
carefully planned conservation attempts (Naidoo et al., 2006; Game et al., 2013). Donlan and Wilcox 
(2007) caution against the use of broad rules for costing eradication actions on island (a tactic 
followed by Croxall et al., 2012; Harris et al., 2012; Kumschick et al., 2012; Nogales et al., 2013; 
Dawson et al., 2014; Spatz et al., 2014), but do not address the harmful effect this will have on 
priority-setting.  
3.9.3   Probability of success 
Binary thresholds for successful eradication used in existing literature (see Table 3.4) are chosen 
either arbitrarily (e.g. Brooke et al., 2007a) or are informed by the most difficult previous successful 
eradication (e.g. Dawson et al., 2014). As with estimates of cost, continuous estimates of probability 
of success can be calculated according to statistical models for different classes of invasive species, 
and different types of islands, based on previous worldwide eradication attempts (e.g. by the method 
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in Gregory, 2014). Failures are notoriously underreported though, and these authors do not provide 
confidence intervals for their estimates. 
3.10   Conclusions 
We have translated the many methods for setting priorities for eradications of invasive species from 
islands in the literature into a common mathematical framework. In doing so, we have highlighted 
similarities and differences in the existing methods. These methods range from the simplistic (e.g. the 
unsorted list of feasible islands created by the rule-based selection method in Spatz et al., 2014) to the 
complex (e.g. choosing to eradicate subsets of invasive species via problem-based prioritization in 
Chapter 4).  
Problem formulation is the translation of objectives into mathematics, which can then be solved using 
well-known algorithms to find optimal or near-optimal decisions (Possingham, 2001). The language 
of our objectives and constraints follows through the entire formulation of the problem, as we have 
shown here by constructing multiple formulations of similar problems. By clearly defining key 
elements (objectives, constraints, actions, feasibility and benefits), we can defensibly and 
transparently determine how to best allocate limited conservation funds between islands. 
The benefits of translating all existing island prioritization methods into a common formulation are 
broad. Firstly, it is now clear that there are three broad categories of methods used for prioritizing 
island eradications: rule-based selection, scoring-based selection and problem-based prioritization. It 
is now clear that if a decision-maker wants a list of candidate islands rule-based selection should be 
applied, but that if the goal is to decide what eradications to undertake for a fixed budget that a more 
complex prioritization approach is required. 
The second benefit of developing a common formulation is that the omissions of some approaches are 
obvious. The utility function is a direct reflection of the conservation objective, and in the existing 
literature this choice is often constrained by the available data. Authors (e.g., Donlan & Wilcox) are 
under the misconception that omitting factors from the analysis (e.g. cost or feasibility) means that 
they are avoiding making any assumptions. On the contrary, they are making strong assumptions: 
omitting cost implies that all eradications cost the same; omitting feasibility (or only considering a 
threshold) implies that success is guaranteed. These assumptions may be intentional, but they should 
be addressed clearly and transparently in every prioritization rather than simply ignored.  
Thirdly, by comparing the formulations it is clear what data is required for each approach. Throughout 
our comparisons we see a tradeoff between the simple and complex. In general, when basic (e.g. 
presence/absence) data is available, only a simplistic objective can be addressed. Data availability will 
be an issue when tackling very large sets of islands (e.g. all islands with globally threatened birds and 
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invasive species, as in Brooke et al., 2007a): it is currently unlikely that detailed surveys will have 
been completed on all islands or that an expert will be available to estimate abundances or construct 
qualitative food networks. As the availability of data and experts increases though, it is important that 
more complex methods are available to address these cases as they arise. 
Finally, it is clear that there are common assumptions shared between all of the existing prioritization 
approaches. All priority-setting methods currently in the literature address eradications as a single 
static decision. Realistically eradications may require more than a single attempt to be successful, and 
future prioritizations should take this into account. Eradications may be staggered on an island if it 
can be sectioned off reliably, or attempts can be made repeatedly until the eradication is successful 
(see Bode et al., 2013). Staggering eradications may be particularly useful in management scenarios 
with budgetary constraints that change stochastically through time.  
Of the existing approaches, only Harris et al. (2012) considers the risk of reinvasion, which they 
categorize (high, medium or low risk) and use in a scoring-based selection method. To fully 
incorporate the risk of reinvasion, we would formulate a dynamic island eradication problem (in the 
nature of Chadès et al., 2011). Alternatively, some relationship might be found between the number of 
expected eradications (both initially and after any reinvasions) and the total lifetime cost of 
maintaining the island in an invasive-free state (in the nature of Bode et al., 2013). 
All of the formulations presented here (and indeed all of the formulations in the island eradication 
prioritization literature) focus only on eradications. We only consider two states of any invasive 
species: present or absent. In reality, in scenarios where full eradication is unlikely the ongoing 
management of invasive species may be feasible (Moore et al., 2011). If the ongoing cost of these 
actions could be reliably calculated through time, actions other than eradication could be incorporated, 
such as population control. By considering complete eradication, which requires a single initial 
investment and no ongoing funds, existing methods have provided a useful first step towards a more 
integrated and realistic management model. 
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CHAPTER 4  
PRIORITIZING ERADICATION ACTIONS ON ISLANDS: 
PRISTINE IS NOT PERFECT 
 
4.1   Introduction 
Numerous studies have proposed methods for prioritizing island eradications, but each has omitted 
one or more fundamental factors to simplify the required approach. The most critical omission is that 
many studies do not consider managers’ abilities to choose which invasive species should be 
eradicated. Most previous prioritization exercises treat invasive species eradication like reserve 
selection, by constraining managers to make a single choice: an island is either selected for invasive 
species eradication, or it is not. Many (e.g. Brooke et al., 2007a; Hilton & Cuthbert, 2010) make the 
assumption that managers will always eradicate all invasive vertebrates from islands. Other studies 
only consider the eradication of a single invasive species (e.g. Nogales et al., 2004; Ratcliffe et al., 
2009; Capizzi et al., 2010; Harris et al., 2012). The latter analyses miss out on the potential for 
substantial benefits of removing species that have the greatest impact on each island; the former 
analyses forego the opportunity to eradicate only the invasive species that give the biggest bang for an 
eradication buck (Game et al., 2013). As we will show, failure to consider more than one potential 
action on each island can substantially reduce the potential ecological benefits.  
The second key omission of most island eradication prioritizations is an explicit assessment of the 
feasibility of each project. Most prioritization schemes do not consider the continuous probability that 
an eradication attempt will be successful. Instead, they apply rules according to island attributes: 
below a certain threshold success is guaranteed, above the threshold and success is impossible. In 
doing so, these schemes create a false dichotomy (see Brooke et al., 2007a; Ratcliffe et al., 2009; 
Capizzi et al., 2010; Hilton & Cuthbert, 2010; Harris et al., 2012; Dawson et al., 2014). While this 
approach will bias a priority list away from islands where eradication is very difficult, it is overly 
simplistic (in fact many failed eradications are on small, inshore islands, see Gregory, 2014), and 
misses an opportunity to choose islands that are difficult but rewarding. The ability to balance risk and 
benefit is an essential element of rational asset management, and cannot be achieved simply by 
ignoring high-risk options (Joseph et al., 2009; Game et al., 2013). For example, managers 
understood that the removal of rodents from Macquarie Island would be difficult, based on previous 
knowledge from other islands, and the fact that no multi-species eradication on an island of this size 
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had ever been undertaken. However, the managers still considered the eradication attempt worthwhile, 
given the high conservation value of the island (Chown et al., 2001).  
The final omission of most island eradication prioritizations is the cost of the candidate projects 
(Nogales et al., 2004; Donlan & Wilcox, 2007; Ratcliffe et al., 2009; Harris et al., 2012; Dawson et 
al., 2014). Despite poorly-considered critiques (Donlan & Wilcox 2007), including variable costs is 
essential for effective conservation management decision (Naidoo et al., 2006; Bode et al., 2008). 
Omitting cost ignores the opportunity to rapidly and cheaply eradicate invasive mammals from 
numerous small and easy islands. 
Here we propose an alternative method to prioritize eradications from islands that delivers high 
conservation outcomes for limited budgets. Our method reveals several efficiencies that cannot be 
capitalized on by using the existing suite of optimization methods. Rather than focusing on islands as 
management units, our method prioritizes “portfolios of eradication actions”, targeting different 
subsets of invasive species. These choices explicitly and quantitatively consider the feasibility of the 
different actions. The method allows for resultant complex ecological processes such as competitive 
release, trophic cascade, meso-predator release, prey switching and invasional meltdown to be 
considered and accounted for. Prioritizing portfolios of eradication actions better reflects the variety 
of options available to managers, and considers the range of ecological processes that can result from 
perturbing an insular system.  
We illustrate our framework using case studies of 23 distinct packages of actions on four uninhabited 
Australian islands that have all recently undergone successful vertebrate eradications. Macquarie, 
Tasman, Faure and Hermite Islands are treated retrospectively here. We then generalize the results of 
our case study by applying the method to a large number of randomly generated island datasets. We 
demonstrate that allowing managers to choose from among multiple packages of actions on each 
island provides a substantially higher conservation benefit by directly comparing it with two 
alternative existing, less flexible prioritization methods. 
4.2   Methods 
We aim to achieve the greatest conservation benefit to a group of islands by determining which 
invasive species (if any) should be eradicated from each island. The final prioritization will contain 
the best combination of eradication actions across all of the islands within a fixed budget. We 
consider the initial state of the island (the set of invasive species initially present), all possible 
packages of eradication actions on the islands (all combinations of invasive species to target) and the 
possible resulting states. We allow both positive and negative changes in species of concern 
populations after a successful eradication. We measure ecological benefit achieved after an 
eradication as the change in the abundance of species of concern (taken as the percentage of the global 
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population of the species of concern that is present on the island). Because of the uncertain nature of 
eradications, we consider the benefit of each potential future invasive species state and multiply it by 
the probability of it occurring. We can evaluate the expected ecological benefit by considering every 
potential combination of actions on islands, and choose the action combination that maximizes this 
benefit.  
4.2.1   States 
The state of each island is defined by the set of invasive species present and the abundances of the 
species of concern. At the beginning of eradication planning, each island ! is in an initial invasive- 
 
Figure 4.1: Potential outcomes from an attempt to eradicate all invasive species (cats, rats and mice) from an 
island. Each branch of the diagram indicates an outcome, with success or failure for each of the species 
eradications. The eradication considered here targeted all three species simultaneously, but eradication of each 
species has the potential to fail.  
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species state denoted !!" (for example, Macquarie Island’s initial state is a binary vector, with 1s in 
the locations associated with cats, rats, mice and rabbits.!The initial invasive-species state of the whole 
group of islands we are considering is the matrix !! with entries !!"! indicating whether the invasive 
species ! is present on island !. The initial species-of-concern state of the group of islands is the 
matrix !! with entries !!"! indicating the abundance of the species of concern ! on island !. After 
some eradication action !! has been undertaken, an island will have the same number or fewer 
invasive species present; this new state is denoted !!!. The new species-of-concern state will depend 
on the new invasive-species state, denoted !!"! !!! . 
4.2.2   Packages of actions 
We will consider eradicating all possible combinations of invasive species on each island. The options 
available to a manager therefore range from attempting to eradicate every invasive species on every 
island, to doing nothing. When considering more than one action on an island (e.g. baiting for rats and 
shooting goats), the actions will be grouped into “action packages”. An action package represents 
more than just a sum of its parts, as it will include cost, feasibility, and outcomes of the contributing 
actions. This approach creates potential efficiency gains both economically (for example if logistic 
costs such as transport are shared) and with increased probability of successful eradication (where 
interactions between pest species are strong). We aim to choose an action package !! for each island, 
where !! = {!!!, !!!,… , !!!} if m actions will be performed on island i or !! = ∅ (the empty set) if no 
action is taken. The control variable in this framework is the set of action packages on each island, 
given by the decision vector ! = {!!,… ,!!, . . . ,!!} for all ! islands being considered. After the 
chosen actions are undertaken on each island the invasive-species state transitions from !! !→ !!, 
where !! = (!!! !! ,… ,!!"(!!),… , !!! !! ) gives the set of invasive species present on each island 
after the eradications. 
4.2.3   Feasibility of action packages  
A conservation project can result in success (i.e. for an eradication, the targeted invasive species is 
eradicated) or failure (i.e. some of the population remains and bounces back). Therefore, despite 
management intentions, an island may transition into an undesirable state following an eradication 
attempt (e.g. if a cat and rat eradication is attempted and only the rat eradication is successful, cats 
remain on the island with a key prey species removed). This new undesirable state could be better, 
worse, or the same for each species of concern as the original undesirable state. It is important to 
capture these potential unwanted states when evaluating the ecological benefit of an action package, 
since removing part of an ecological network can result in complex and detrimental ecosystem 
processes such as trophic cascade, meso-predator release and prey-switching (Courchamp et al., 
2003b; Bergstrom et al., 2009a; Ruscoe et al., 2011). Therefore when attempting to eradicate a suite 
of invasive species on an island all possible combinations of potential successes and failures need to 
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be considered as potential future states (see Figure 4.1). The probability that an action package !! will 
successfully eradicate the invasive species v is denoted !! !! .  
When considering the transition of the invasive-species state, there are two classes of species: those 
that have been successfully eradicated (which are in the initial state but not in the new state), and 
those that have not (whether their eradication was either unsuccessful or just not attempted) The 
probability of an island transitioning from state !!! to some new state !!! is the probability that the 
invasive species present in state !!!!failed to be eradicated on island ! with action package !!, while 
the others were successfully eradicated. The probability that an island i transitions from state !! to 
state !!! is given by: 
!" !!"|!!!,!! = !!(!!)!∈(!!!\!!!) (1 − !!(!!))!∈(!!!∩!!!) . 
Equation 4.1 
where !!! indicates the invasives remaining on the island, and !! is the action package undertaken on 
island i. The first product is taken over all invasive species in state !!! but not state !!! (i.e., the 
successful eradications), and the second product is over all invasive species that remain present (i.e., 
the unsuccessful eradications). Note that this is an extension of Equation 3.12 with packages of 
actions rather than an individual action. Eradication probabilities are calculated for action packages, 
not individual actions to later be combined into packages.  
4.2.4   Objective 
With unlimited funds an optimal eradication plan would typically aim to eradicate every invasive 
species from every island, spending as much money as it takes to be certain of eradication. In reality, 
budgets are limited and therefore conservation objectives must be clearly defined to determine how 
best to allocate funds. For a fixed budget !, our prioritization provides the maximum conservation 
benefit across the entire system of islands by considering three important factors: the ecological 
benefit, the economic cost, and the feasibility of each eradication action. To combine these factors, we 
need to consider the expected ecological benefit. This expectation takes the benefit of being in every 
potential state after an action package is attempted, and multiplies it by the probability that the state 
occurs. This means that even eradications with highly beneficial outcomes will not contribute much to 
the total expected ecological benefit if they are unlikely to occur. 
This allows us to determine which packages of eradication actions to undertake on each island (!!) 
with a constrained total budget. This set of actions is chosen to maximize the expected benefit of the 
system of islands after the packages of actions described by 
 79 
!∗ = argmax!∈ℝ! ! ! !!! |!!!,!!!!!…! , 
subject to the condition that:  
!! !! !! ≤ !!!!..! , 
Equation 4.2 
where ! !!!  is the biodiversity benefit achieved when island ! is in the invasive-species state !!! , 
and ! !!  is the cost of action package !!. There is uncertainty over which invasive-species state will 
result from an action packages (because we consider the probability of failure). Therefore we take the 
expected utility across all of the possible states that could result from the action !!, since there is 
always a risk that part of the eradication will fail and the island will be left in an unintended state. 
4.2.5   Ecological benefit  
We define the ecological benefit of a package of actions by the increase in population of all species of 
concern. In order to capture the species’ relative rarity without using an arbitrary scoring system, we 
will take these increases as percentages of the current global population. This will weight endemic 
species and important global populations highly, and place less emphasis on more common species 
that are considered secure in multiple populations around the globe. To calculate the increase of each 
species of concern, we determine the equilibrium population size in the initial state (all invasives 
present) and each potential future state. This results in 2!population estimates for each species of 
concern on each island with ! invasive species to be found for each threatened species (either by 
expert elicitation or from the scientific literature).  
The abundance of species of concern ! on island ! depends on the invasive-species state and is 
denoted !!"!(!!!). The conservation benefit (the utility) achieved from the action package !! on the 
island ! is then calculated as 
!(!!(!!)) = !!"!(!!!) − !!"!!!!!!! , 
Equation 4.3 
where !! is the initial global population of species of concern !. This benefit function is applied in 
Equation 4.2 
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4.2.6   Costs of action packages 
The cost of each individual element in a package (e.g. staff hours, helicopter hours, bait density) must 
be considered to capture potential cost sharing between actions. This cost for the whole action 
package, !(!!) is applied in Equation 4.2 to ensure the chosen action packages can be achieved with 
the given budget. 
4.2.7   Three priority-setting methods 
We prioritize eradications of invasive vertebrates from a case study of four islands using the ‘action 
packages’ framework described above. We consider eradication programs that combine different 
actions for different species (e.g. shooting goats and baiting mice), all with associated probabilities of 
eradication success. 
We will compare our novel method with two approaches that make many of the same omissions as 
previously published prioritization methods. In both cases, we prioritize the eradication actions with 
the alternative method but assess the outcome in the same way for all methods. The first method 
makes the common assumption that every invasive species on an island must be targeted if that island 
is chosen in the priority set. In this ‘all or nothing’ method (Brooke et al., 2007a; Capizzi et al., 2010; 
Dawson et al., 2014), the action for island ! is either !!" = 0 for all !!(the island is not chosen) or !!" = 1 for all !!if every invasive on the island is targeted for eradication. Eradications are not certain 
to succeed, so islands may still contain some combination of invasive species after the eradication 
attempt under this method. The second alternative method chooses invasive species to eradicate on 
particular islands based on the cost-efficiency of each invasive-species eradication independent of the 
other invasive species. When setting priorities, this ‘cost-efficiency ranking’ method does not take 
into account interactions between invasive species, or interactions between the eradication actions. 
This method considers each invasive species on each island separately, using the cost-efficiency (i.e. 
the expected ecological benefit (see Equation 4.2) divided by the cost of the eradication. We rank all 
invasive species on all islands in descending order of cost-efficiency. For any given budget, the 
eradications are chosen by a greedy prioritization algorithm; the most cost-efficient eradication that 
the budget can afford is chosen, followed by the next most cost-efficient action that the remaining 
budget can afford, and so on. In order, the algorithm steps down this list (without recalculating the 
benefits) until the entire budget is allocated.  
4.2.8   Case study 
To illustrate the process, flexibility, and performance of our eradication prioritization framework, we 
analyse a hypothetical project comprising four Australian islands (see Table 4.1 for details), each of 
which underwent a successful eradication attempt. We conducted multiple single-day workshops with 
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experts who have many years’ experience working on each island. For each island in the case study 
we consulted with three two four experts from various government departments and non-government 
organizations (see Table 1.2 for a list of these organizations). After each single-day workshop we 
followed up with each expert with additional questions and clarifications as needed via phone and 
email. Each expert was also shown the results from this study, along with our synopsis of all of their 
information (see Appendices C-E), and was given an opportunity to raise any concerns about the 
process.  
We implement the framework on this case study as follows. 
1. Action packages 
Every combination of invasive species on each island was considered as a potential action, except 
in the case of Macquarie Island. In consultation with experts, we determined that on Macquarie 
Island, eradication of mice but not rats would be impossible (as rats would consume the bait, 
depleting available bait to below a critical density require for mouse eradication). We therefore 
did not allow any package that contained mouse eradication in the absence of rat eradication.  
2. Ecological benefit 
We estimated the island population of each species of concern using a combination of a literature 
review and expert elicitation. Two of the invasive-species states we consider have been observed 
on these case study islands: all invasive species present, and no invasives present (because all 
islands in our case study have had all invasives successfully eradicated). The other potential states 
of the islands (all possible combinations of invasive species) is more complex to estimate. Here 
we estimated abundances of species of concern in these alternative invasive-species states using 
expert estimation and observed invasive-threatened species interaction effects from the literature 
(see Appendix C). 
3. Feasibility 
Gregory et al. (2014) found a number of univariate relationships between island attributes and the 
probability of successful eradication on islands for various types of invasive species. We used 
their formula relating island size to probability of success to calculate the feasibilities of 
eradicating each invasive species from each island (see Appendix D). Future applications of this 
framework could incorporate managers’ confidence in the feasibilities of the proposed 
eradication.  
4. Costs of action packages 
We used the relationship found by Martins et al. (2006) relating the size of an island with the cost 
of eradicating various invasive vertebrate species (see Appendix E). We recognize that this 
statistical estimator will underestimate the costs of eradication from Macquarie Island due to its 
isolation, however since this is an illustrative prioritization, we accept this difference. 
Unfortunately, these models do not consider how the cost of actions will increase when multiple 
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actions (an action package) are performed on one island. We used expert advice to determine how 
the costs of individual actions combine on each island. For example, since rat and rabbit 
eradication on Macquarie Island can share costs of both baits and helicopter time, eradicating both 
at once costs less than the sum of the costs of the two individual actions.  
Table 4.1: The four Australian islands included in this case study. The species of concern present on each island, and the 
combinations of vertebrates possible to target for eradication.*: reintroduced populations (within historical range), #: Barrow 
Island subspecies. 
Island, Invasive species complex, Species of concern  
Conservation 
status 
Faure Cats Banded hare-wallaby * Lagostrophus fasciatus V (EPBC) 
 Sheep Burrowing bettong * Bettongia lesueur V (EPBC) 
 Goats Greater stick-nest rat * Leporillus conditor V (EPBC) 
 Cats & sheep Shark-bay mouse * Pseudomys fieldi V (EPBC) 
 Cats & goats Western-barred bandicoot * 
Perameles 
bougainville E (IUCN) 
 Sheep & goats !   
 Cats, sheep & goats    
Macquarie Cats Antarctic terns Sterna vittata V (EPBC) 
 Rats Black-browed albatross 
Thalassarche 
melanophrys E (IUCN) 
 Rabbits Blue petrel Halobaena caerulea V (EPBC) 
 Cats & rats Grey headed albatross 
Thalassarche 
chrysostoma V (IUCN) 
 Cats & rabbits Grey petrel Procellaria cinerea NT (IUCN) 
 Rats & mice Light mantled albatross Phoebetria palpebrata NT (IUCN) 
 Rats & rabbits Macquarie shag 
Phalacrocorax 
atriceps purpurascens V (EPBC) 
 Cats, rats & mice Northern giant petrel Macronectes halli V (EPBC) 
 Cats, rats & rabbits Sooty Shearwaters Puffinus griseus NT (IUCN) 
 Rats, mice & rabbits Southern giant petrel Macronectes giganteus E (EPBC) 
 
Cats, rats, mice & 
rabbits Wandering albatross Diomedea exulans V (IUCN) 
Tasman Cats Fairy Prion Pachyotila turtur V (EPBC) 
Hermite Cats Spectacled hare-wallabies # * 
Lagorchestes 
conspicillatu V (EPBC) 
 Rats Golden bandicoot # * Isoodon auratus V (EPBC) 
 Cats & rats 
Black-and-white fairy wren 
# 
Malurus$leucopterus$
leucopterus$ V (EPBC) 
 
4.2.9   Robustness Analysis 
To test the robustness of our findings, we applied this prioritization framework to 1000 sets of four 
randomized islands to assess the performance of the method that do not arise in this specific case 
study. We randomized the number of species of concern and their populations on each island, the 
number of invasive species on each island and their probabilities and costs of eradication, and the 
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ecological effects of invasives on species of concern. See Appendix F for details of the randomized 
parameters. We evaluate the entire prioritization framework introduced in this paper for each 
randomized set of islands and assess the relative performance of the ‘action package’ method 
compared to the ‘all or nothing’ method. 
4.3   Results 
4.3.1   Case study 
As expected, prioritizing packages of actions always provides the highest expected ecological benefit 
of the three methods tested (Figure 4.2). We prioritized the islands at budgets from zero dollars up to 
the cost to perform all eradication actions on all islands. In 57.4% of the budgets considered, the 
  
Figure 4.2 The expected ecological benefit from the best eradication program (in increase in species of concern population 
as a percent of their global populations) chosen by applying three different prioritization methods: 1) ‘action package’ 
(dashed purple line), 2) ‘all or nothing’ (solid red line), 3) ‘cost-efficient ranking’ (dotted green line). 
‘action packages’ prioritization method out-performs the ‘all or nothing’ method, providing a 22% 
higher mean ecological benefit in those cases. In this case study, attempting to eradicate all invasive 
species from each island has a positive expected benefit (even though undesirable states may be 
reached if some actions in the package fail). With enough money, both the ‘action packages’ and ‘all 
or nothing’ methods recommend attempting to eradicate all invasive species from all islands.  
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The ‘cost-effectiveness ranking’ method (Figure 4.2 dotted line) performs poorly for most budgets. 
When priorities are chosen using the cost-efficiency of each individual invasive species eradication 
wthout considering interactions, it is never optimal to eradicate certain invasives because their 
eradication alone provides no net benefit. This occurs particularly where all of the threatened species 
are locally extinct when either of two invasive species are present. For example, no species of concern 
can be present on Faure Island when cats are present, so the benefit of eradicating only goats while 
leaving cats on Faure Island is zero. On most islands, all invasive species will never be chosen for 
eradication using this prioritization method (with the except of Tasman Island which only contained 
one invasive species), see Figure 4.3a. This ranking method performs well at low budgets but poorly 
at mid- to high-budgets. It never outperforms the action packages method.  
 Figure 4.3 shows that when using the action packages prioritization method it is almost always 
optimal to intentionally leave some invasive species on at least one island. The flexibility this affords 
the decision-maker is best seen at key budgets: when a single eradication action falls within the 
budget but a whole island does not. The action-packages method allows managers to drop the least 
efficient actions and still achieve high conservation benefits on that island for much lower costs. For 
example, a budget of AU$700,000 is insufficient to eradicate all the invasives on Faure Island (the 
purple section in Figure 4.3). However, cats can be eradicated from Faure for that budget, achieving 
60% of the potential conservation benefit on that island.(Figure 4.3c at AU$700,000 compared with 
Figure 4.3b). Without the flexibility to leave goats and sheep, none of that benefit can be achieved 
without a budget of $1.4 million (Figure 4.3b at AU$1,400,000).  
 
Figure 4.3 At each budget, we have performed the prioritization using each priority-setting method, and calculated the 
expected ecological benefit of performing those optimal actions. This stacked bar graph shows the ecological benefit 
achieved for the optimal eradication program recommended by each prioritization method. The colored bars represent the 
amount of ecological benefit contributed by each island. The solid color is benefit achieved by whole island eradications, 
and the hatched section is benefit achieved by only attempting to eradicate some species from the island. Two priority-
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setting methods are compared here: (a) cost-effiency ranking of each invasive species eradication separately, (b) the “all or 
nothing” method, and (c) our “action package” method 
The efficiency of being able to leave some invasive species on some islands, to free resources for 
other partial eradications, is evident also at higher budgets: once the budget is large enough to 
eradicate everything from Faure, Tasman and Hermite Islands, there is the potential to gain significant 
benefit from the eradication of just cats on Macquarie Island with a total budget of AU$2.43 million 
(when using the cost estimates of Martins et al., 2006). It would cost a considerably larger budget of 
AU$4.3 million (more than 1.75 times the investment) to achieve the same additional benefit with the 
‘all or nothing’ prioritization method.  
Table 4.2: The ten most cost-efficient prioritizations (from a total of 1023) for the two priority-setting methods: whole 
island eradications and action packages. Bold indicates that only complete sets of invasives have eradication attempts, 
subsets in italics are the most cost-efficient subset on that island. 
Prioritization ‘All or nothing’ rank ‘Action package’ rank 
Tasman 1 1 
Faure (cats, goats), Tasman - 2 
Faure (cats, goats) - 3 
Faure (cats, goats), Tasman, Hermite (cats) - 4 
Tasman, Hermite (cats) - 5 
Faure (cats, goats), Tasman, Hermite (all) - 6 
Faure (cats, goats),Tasman, Hermite (rats) ! 7 
Faure (cats, goats), Hermite(cats) - 8 
Faure (cats, goats), Hermite (all) - 9 
Faure (cats), Tasman - 10 
Hermite 2 13 
Faure and Tasman 3 21 
Faure, Tasman and Hermite 
Faure 
4 
5 
23 
25 
Faure, Hermite 
Faure (cats, goats), Tasman, Macquarie 
(cats)* 
6 
- 
27 
28 
All actions, all islands 8 210 
Faure, Tasman, Macquarie 
Faure, Hermite, Macquarie 
Macquarie 
9 
10 
15 
230 
241 
655 
• The most cost-efficient eradication program that includes an action on Macquarie Island. 
 
There are instances of imperceptibly small expected benefits of eradication attempts in this case study. 
For example, mice on Macquarie Island (Figure 4.3c at budget AU$3.8 million) or sheep on Faure 
 86 
Island (e.g. Figure 4.3c at budget AU$2.1 million).The expected benefit of an eradication attempt can 
be low for two reasons: low ecological benefit (e.g. sheep on Faure Island), low feasibility, or a 
combination of both (e.g. mice on Macquarie Island). The advantage gained by leaving these 
invasives on an island is particularly obvious when it is very expensive to eradicate them: 75% of the 
total possible benefit for the entire four-island system can be achieved for AU$1.8 million. For 
perspective, this saving is enough to eradicate the whole complement of invasives from Hermite, 
Faure and Tasman Islands twice.  
4.3.2   Robustness analysis 
The benefits of prioritizing packages of actions is even more clear when averaging the benefit from 
each method from 500 sets of randomized islands. When randomizing across the parameter space, 
‘action package’ prioritization provides a consistently greater ecological benefit than ‘all or nothing’ 
prioritization at all budgets. We prioritized each randomized set of islands with budgets from 0 to 
100% of the budget required to eradicate all invasives from all islands. At an average of 69% of these 
budgets, the ‘action packages’ method provides an average of 42% more ecological benefit than the 
‘all or nothing’ method.  
 
Figure 4.4 The mean performance of 500 simulated four island system comparing: our novel method prioritizing packages 
of actions (dashed line) and whole island eradications (solid red line). Solid green line shows the proportion of conservation 
benefit gained when prioritizing packages of actions rather than using the whole island approach. 
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This difference between the priority-setting approaches is most pronounced at smaller budgets. Figure 
4.4 shows the relative performance of action packages compared to whole island eradications. The 
full cost of eradicating all invasives from all islands for the randomized group is set as the maximum 
budget. For each randomized group, we set the actual budget to different proportions of that 
maximum budget. We then found the optimal decision and therefore the highest possible benefit for 
each of the priority-setting methods that budget. At budgets less than 25% of the maximum, 
prioritizing packages of actions results in more than double the ecological benefit than could be 
achieved by prioritizing whole islands. Prioritizing under a whole-island restriction achieves less than 
20% of the benefit possible with our novel method for small budgets..  
4.4   Discussion 
Existing methods for prioritizing island eradications impose strong constraints on conservation 
decision-makers; if an island is chosen as a priority, there is only one option available to managers 
(Brooke et al., 2007a; Ratcliffe et al., 2009; Capizzi et al., 2010; Nogales et al., 2013). We have 
shown that the potential benefits of island eradications cannot be realised when an eradication 
program is forced to eradicate all invasive vertebrates when targeting a given island. Ironically, 
limiting managers’ actions to attempting to eradicate all species from islands will result in fewer 
successful eradications. Granting managers the flexibility to eradicate invasive subsets allows a more 
efficient allocation of limited conservation funds. It is a fundamental axiom of optimization that 
placing restrictions the available options cannot result in better outcomes. In some circumstances the 
optimal decision will adhere to the restrictions, but the unrestricted problem will still find that 
solution. Whereas in many cases (especially in this study), the optimal solution breaks the restrictions 
and would not have been found by a restricted decision-maker. 
Decision-makers would ideally make decisions with very large budgets, sophisticated technology, and 
no restrictions of public opinion. In these situations it would be best to eradicate all invasives from all 
islands, at the same time (Glen et al., 2013). However in some circumstances, waiting for funds to be 
amassed or technologies to be developed could result in the extinction (or massive degradation) of the 
species of concern. For example, further extinctions of fox subspecies were likely on the Californian 
Channel Islands unless pig eradication was undertaken without delay (Courchamp et al., 2003a). 
Eradicating only subsets of invasives on islands allows funding to focus on cheaper and more feasible 
eradications, targeting the invasive species that are causing the greatest and most immediate 
ecological harm. There has been discussion in the literature that the eradication of cats prior to other 
vertebrates caused an explosion of rabbits on Macquarie Island, ultimately impacting on the islands 
ecosystem (Bergstrom et al., 2009a, b; Dowding et al., 2009). Yet Robinson and Copson (2014) point 
out that if cats were not eradicated when they were (a time when adequate technology was not 
available for rabbit and rodents), several species of high conservation value would have become 
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extinct on the island. This is a common challenge for island eradications: eradicating the most directly 
harmful invasive species may lead to increase effects from other invasives. Robinson and Copson 
(2014) stress that if cats were not eradicated when they were (prior to the rabbit and rodent 
eradications which cost over AUD$20 million more than the cat eradication), several species of high 
conservation would have become extinct on the island. This is a common occurrence for decision 
makers; trading risk of immediate species extinction with unfavorable ecosystem impacts. The 
flexibility of our framework to leave the least cost-efficient invasive species on islands provides 
significant gains for budgets where not all invasives can be successfully eradicated given a limited 
budget and so trade-offs must be made. Conservation is a field constrained by budgets – there are 
many more potential conservation actions than can possibly be undertaken, and so the ability to trade-
off and increase benefits for small budgets is pragmatic. 
Since no eradication attempt is absolutely certain to succeed, accurately capturing the expected 
benefit from an eradication program requires the consideration of all possible future island states even 
in an explicitly ‘all or nothing’ prioritization. This requires population estimates for all species of 
concern under all of these potential future states. Given that this requires the same number of 
population estimates as an ‘action packages’ approach, our analysis has shown that it is more 
beneficial to take this extra step. The additional parameters required are the cost and feasibility of the 
eradication action packages. 
Our case study relies on three methods of parameter estimation: literature review, expert elicitation 
and statistical predictive models. We used the first two methods to predict the current and potential 
future population estimates, and this proved the most difficult aspect. The estimates require a detailed 
knowledge of the ecological interactions on the islands, and a willingness of experts to forecast into 
unknown states (see Courchamp et al., 2003b for a detailed discussion on the complexity of 
eradications from islands). This proved to be a difficult task: assessing probabilities of failure is 
challenging, the number of population estimates required is high even for this small problem and 
consistency of cost estimates is hard to maintain across multiple agencies. The predictive statistical 
models for cost (Martins et al., 2006) and feasibility (Gregory, 2014) proved useful for the purposes 
of our post hoc case study. For the prioritization of future eradications, however, the input of experts 
would still be important. As knowledge of species interactions and food web dynamics in ecosystems 
increases (Raymond et al., 2011; Melbourne-Thomas et al., 2012; Eklöf et al., 2013; Melbourne-
Thomas et al., 2013), our novel framework can utilize structured qualitative modeling techniques to 
guide expert opinion for the population estimates.  
We included species listed on the IUCN Red List (IUCN, 2014) and the EPBC Act List of Threatened 
Fauna (EPBC Act, 1999) as species of concern. We also included Fairy Prions on Tasman Island 
(which do not occur on either list), due to the size of the colony and its conservation value (Birdlife 
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International, 2014). This reflects one aspect of flexibility in the framework: as long as the 
conservation goals are consistently defined and agreed on prior to the prioritization, the ‘species of 
concern’ can be chosen for any purpose. However, it is important for the rules to be consistently 
applied rather than the post hoc addition of species, to avoid definitional differences skewing the 
results. For example if every invasive species is eradicated from Faure Island, Shark Bay Mice will 
provide 45% of the island’s ecological benefit (see Appendix C. If this species were not considered a 
“species of concern”, Faure Island might not be prioritized as highly because the benefits of actions 
would be substantially lower.  
The utility function we used measures increases in abundance relative to the global population size. 
This allows us to consider both the global conservation value of a species (i.e. its rarity) and its 
representation on the island. We used this measure because an endemic species may have a higher 
conservation value than a functionally similar, similarly sized population of a more common native 
species, and we aimed to capture this inherently in the model. The ecological benefit could be 
measured in a different way by changing the utility function in our novel ‘action packages’ 
prioritization framework. For example, the benefit could be measured by the change in the probability 
of persistence of the species on the island, or absolute abundances could be used. 
Our aim in this study was to introduce and demonstrate the utility of a theoretical framework for 
prioritizing eradications that enabled the eradication of subsets of invasive species. To accomplish this 
we presented results for a case study of four previously eradicated Australian islands. These 
eradications were funded by very different organizations, and are separated by as much as 17 years. 
The results presented here cannot therefore be interpreted as a retrospective critique about what 
should have been funded, since each could have been the legitimate best choice of the relevant 
organizations at the time. They simply provided an opportunity to parameterize our model with 
realistic values, and therefore produce a representative estimate of the increased ecological benefit 
that can be realized by prioritizing actions rather than islands. 
We illustrated its utility using only four islands, but this framework can be applied to much larger 
prioritization efforts. We feel that this smaller illustrative case study suffices to introduce both 
feasibility and the concept of action prioritization into the field. We hope that future proposed 
eradication projects across multiple islands will combine this concept with detailed expert knowledge 
of all islands being considered to determine a complete and realistic set of priorities. Rather than 
emphasizing a return to pristine islands with no invasive species present, it is urgent that we aim to 
eradicate those species that are both feasible and detrimental. 
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CHAPTER 5  
SCHEDULING TRANSLOCATIONS WITH MULTIPLE 
RELEASE SITES 
 
5.1   Introduction 
Human influence has restricted the ranges of threatened mammals throughout the world, often so 
severely that natural recolonization is unlikely. Many Australian threatened mammals exist only in a 
small number of spatially isolated refugia; in fact some species (e.g. Banded hare-wallaby (Short & 
Turner, 1992) and Gilbert’s potoroo (Sinclair et al., 1996)) currently persist only on offshore islands, 
isolated peninsulas and fenced reserves. For species with such restricted ranges, the only opportunity 
for recolonization into regenerated habitats is via translocation (Griffith et al., 1989; Sarrazin & 
Barbault, 1996).  
Individuals can be translocated from an existing wild population, but this can be a risky practice. 
Smaller populations are more susceptible to demographic and environmental extinction (Lande, 
1993), so removing individuals from the wild population can place existing populations at risk 
(Kleiman et al., 1994). Rather than putting these important existing wild populations at risk by 
removing large portions, a small number of individuals may be taken and bred in captivity to provide 
a larger population to release. A successful captive breeding program can also provide individuals for 
release continually over an extended period of time (Mawson, 2004a), but captive breeding is 
expensive for some species (Fischer & Lindenmayer, 2000; Mawson, 2004b).  
Even when performing translocations from a captive population, it is important to maintain the 
captive population in perpetuity and only release excess individuals (Tenhumberg et al., 2004). Once 
the captive population is producing excess individuals each year, a translocation program for this 
stream of individuals must be considered. Tenhumberg et al. (2004) considered a program with a 
single release site, however often there are multiple potential locations for release (e.g. the critically 
endangered white-winged guan Penelope albipennis in Peru, the critically endangered Malherbe’s 
parakeet Cyanoramphus malherbi in New Zealand (Soorae, 2011) and many Australian mammals in 
multiple fenced habitats and offshore islands (Short et al., 1992)). Rout et al. (2009) determined an 
optimal plan for the translocation of bridled nail-tail wallabies between two sites under mixed 
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parametric uncertainty. However, that study did not consider the cost for establishing a release site 
and maintaining an active program of translocations. 
The cost of preparing a site for releases may be substantial. Even if the management organization 
already owns the release site, the main driver of the local extinction of the threatened species must be 
addressed before releases can begin (Kleiman et al., 1994). If the main extinction driver was invasive 
species, the invasives must either be eradicated, continuously managed (e.g. Morris et al., 2004) or 
withheld behind a predator-proof fence (Bode & Wintle, 2010; Helmstedt et al., 2014). If the main 
driver was habitat loss, habitat restoration might be required (Miller & Hobbs, 2007). Even if the 
potential release site is already suitable habitat, other costs may be required such as the construction 
of management infrastructure. 
When faced with multiple potential translocation sites, a manager must determine when to establish a 
new site, and where to allocate individuals. Should she release to each site until it is very close to 
carrying capacity before moving on to the next? Or should she invest in preparing each release site at 
the outset and then alternate between releasing to each site year to year? We will use structured 
decision making to show that the optimal schedule is between these two extremes. We aim to 
optimize a single-species release program by considering the process of opening potential 
translocation sites, releasing individuals and ceasing translocations. We will implicitly consider costs 
to continuing releases to a large number of sites, and consider different potential negative outcomes 
from continuing long-term active translocations to sites. 
5.2   Methods 
We consider the management of a translocation program that has three potential translocation sites, 
each of which needs to be established before translocations can begin. We assume a reliable source of 
bridled nail-tail wallabies Onychogalea fraenata for translocation (such as a successful captive 
breeding population), but we do not explicitly model this population. We construct an individual-
based model of each of the newly established wild populations using a first order Markov chain, 
which includes stochastic births, deaths and environmental catastrophes. Assuming females are the 
limiting factor to breeding, we will consider only females in our model. We couple the population 
model with an explicit management model: at each time-step (one breeding season), a manager is 
required to choose one of a finite set of actions. First we will introduce these coupled models, and 
then we will discuss the solution method we used to optimize the release schedule through time. 
5.2.1   Management objective 
The ultimate goal of most captive breeding programs is to reintroduce individuals into the wild, and 
establish self-sustaining populations. A shortsighted manager, or more commonly one with a budget 
of finite duration, might aim to maximize the wild population now, or in the next breeding season, or 
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next year. However, strategies that achieve these myopic goals don’t allow actions with no immediate 
payoff that will maximize populations in the future. Here we assume that the manager’s objective is to 
maximize the current and future abundance of the threatened species. At each time in our planning 
horizon, we measure the immediate reward gained by the manager as the total translocated 
population, given by ! !!, !!, !!, ! = !!! ! + !! ! + !!(!) 
Equation 5.1 
where !!(!) is the population of the threatened species at site !!at time !. 
5.2.2   System states 
The state of each translocation site !!is defined as !! .!Each site can either be unprepared, open or 
finished. When the site is open, there are ! + 1 possible states (where ! is the female carrying 
capacity of each site). So there are ! + 3 possible Markovian states for each site !: 
!! = ! U unprepared – has not yet been opened0,1,2,...,K the number of breeding females present
F finished – no more releases will occur at this site.
 
The state of the entire system is the state of each of the sites, so for a system of N translocation sites 
there are (K + 3)N possible states. For a carrying capacity of 30 breeding females and three sites for 
example, we must consider 333 = 35,937 possible system states. 
5.2.3   Management model 
We assume the manager has an ongoing source of individuals for translocation, whether from a 
captive breeding facility or an existing population, and a system of N reserve sites which are all viable 
habitat for our target threatened species with known population parameters. At the outset of the 
translocation program, all sites are closed. These sites have no existing population of the threatened 
species, and have not been prepared to receive translocated individuals. 
After each breeding cycle of the threatened species, the manager must take an action. There are three 
actions available to the manager, summarized in Table 5.1. Only one action at one site can be taken at 
each time-step. The populations at all of the sites continue to grow at each time-step according to their 
natural population dynamics !(!). 
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Table 5.1 The actions possible when a site is in a particular state, and the resulting population growth. 
State  New state if no action is taken Available action New state after action !  Remains unprepared Open site 0 !  n′ = f(n) Release m individuals n′ = f(n + m) 
  Cease translocations F, with pop f(n) !  F, with pop f(n) No actions available No actions available 
 
Money and staff are diverted when opening a new release site (i.e. when the chosen action is to open 
site !). Intensive plans must be prepared, political barriers overcome and facilities constructed. We 
capture this cost of both time and effort in the management model by assuming that in any time-step 
that a new site is opened, no individuals can be released. This creates a trade-off in the model: 
opening a new translocation site to allow a new population in the future incurs an immediate cost to 
the wild population numbers. We also consider ceasing translocations to be an exclusive action for 
model simplicity. 
Once a population has been released into a site, the manager gains the ability to be able to declare the 
population self-sustaining and decide no future releases will be required. The action here is to cease 
releases to site !. We still explicitly model the population in this case, however no further actions are 
possible at that site. If there were no cost incurred by maintaining open translocation sites (the first 
scenario we consider), this option to cease translocations would never be attractive. The option to 
release individuals to that site in the future would have to be sacrificed for no benefit. However if 
there is a cost to maintaining open sites, this sacrifice may be attractive. We will consider two 
different kinds of cost or penalty to maintaining an open release site. 
The probability a site is in a particular state after an action is undertaken depends not only on the 
action but also on the previous state. If the action taken is either to release m females (see Table 5.1) or 
to do nothing, the transition probabilities for the next time-step state are given by the demographic 
dynamics of the population. The “open site” action can only be performed on an unprepared site, 
which then transitions into a state with !! = 0. When a manager chooses to cease translocations to a 
site, the expected populations for the rest of the time period can immediately be calculated from the 
population dynamics, since no future decisions can include that site. 
Management costs 
All costs are included implicitly in our model as trade-offs. We assume that the cost to prepare a new 
translocation site or cease translocations to a site is equal to the cost of releasing m individuals at one 
time-step. This means that when a new site is opened or translocations to a site are ceased, no releases 
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to any site can occur at the same time. A newly open site must remain empty until the next time-step, 
at which time the manager can release m individuals to any of the open sites. We also consider the 
possibility that there is a cost incurred when keeping a site open for potential future releases. We will 
first present the result without this management cost; this is the default assumption used by Rout 
(2009) and Tenhumberg (2004) in their translocation schedules. We then consider two forms this cost 
might take: either a financial penalty for each open site, or a demographic affect of maintaining an 
active site. 
First, we will consider that the money spent maintaining the site open for releases (including the cost 
of intensive monitoring) might have otherwise been spent on conservation for this species (or an 
equally valued species) in another project. This alters the immediate reward (Equation 5.1) gained at 
time t: 
 !(!!, !!, !!, !, !, !) = !n1(t) + n2(t) + n3(t) − ov, 
Equation 5.2 
where o is the number of sites open and v is the number of individuals that could be conserved if the 
funds were allocated to a different project. Second, we consider increased mortality at open sites. 
Decreased fitness of first-generation released individuals can result in a higher mortality rate at active 
release sites (Hardman & Moro, 2006). Additionally, constant monitoring is required at each open 
site, since the site chosen for the next release is a state-based decision. This ongoing, intensive 
monitoring has the potential to disrupt the population and cause an increased mortality. 
5.2.4   Population model 
We model how the sizes of reintroduced populations at multiple release sites change over 50 breeding 
seasons. Without intervention, populations can increase by breeding and decrease via both 
demographic and environmental mortality. Since we are often dealing with small populations 
(especially at a newly established release site), it is important that our population model incorporates 
demographic stochasticity, an element easily included in a Markov model. In this model we consider 
only the female population, assuming that the number of breeding females in a population is the 
limiting factor to recruitment. We do not consider age structure. 
There are two benefits of using a Markov chain to describe the growth of populations (Caswell, 2001; 
Tenhumberg et al., 2004; Rout et al., 2009). Firstly, the population dynamics can be built up from the 
fundamental knowledge (likely obtained from a population viability analysis) of how a single 
individual breeds and dies. Secondly, if we know how the population grows in a single time-step then 
we can easily calculate how the population grows in any number of time steps by raising the transition 
matrix to that power. 
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Fecundity 
In one breeding season, there is a maximum number of offspring a female of any species can produce, 
cmax. A female might not reproduce at all, or she might have any number of offspring up to cmax, with 
a known probability of each. These probabilities create the vector l (of length cmax + 1). Each element ! ! + 1  is the probability one female produces ! offspring in one breeding season. Each offspring 
has an independent probability!f of being female. See Table 5.2 for values of these parameters. ! is the 
fecundity matrix. The elements !(!, !) give the probability that j females produce ! female offspring in 
one breeding season. The probability that one female produces ! female offspring in one breeding 
cycle is 
! !, 1 = ! ! ! + 1 !! !! 1 − ! !!!!!"#!!! !!!!!if 0 ≤ ! ≤ !!"#0!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!otherwise.       ! 
The binomial coefficient arises here because we are only concerned with female offspring: if one 
female has, for example, ! offspring and !are female there are !!  possible combinations of offspring. 
The probability that ! > 1!females produce ! offspring in one breeding cycle is given by the sum over 
all potential combinations of offspring, 
! !, ! = ! ! !, ! − 1 ! ! − !, 1 !!!!!!!!!for ! ≤ !"!"# !!!!!!!!!!!0!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!otherwise              
The matrix ! now gives the probability that !!females have ! female offspring. If those offspring all 
survive, the new population will be ! + !. However we assume that the carrying capacity ! is a hard 
ceiling, and any excess juveniles will die. The growth transition matrix !(!, !) is the probability of 
the female population transitioning from ! individuals to ! individuals from reproduction and 
recruitment alone: 
! !, ! = ! ! ! − !, !                    if!! ≤ ! < !!!!!!!!!!!!1 − ! ! − !, !       if ! = !!!!!!!!!!!!!!!!!!!!!!!!!!!0!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!if ! < !!or!! > !  
Mortality 
To incorporate mortality into the population model we construct the survival matrix, !, where the 
elements !(!, !) give the probability of having ! individuals surviving in a single year from a 
previous population of !. Given a constant mortality rate !, define 
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! !, ! = ! !! !!!! 1 − ! !!!!!!!!!if 0 ≤ ! ≤ !!!!!!!!!0!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!otherwise              
Population dynamics 
The growth and survival transition probabilities combined model the population dynamics over one 
breeding season for one population of the threatened species. The Markovian transition matrix is 
given by ! = !", assuming reproduction occurs within the season followed by demographic 
mortality. The elements in this matrix, !(!, !) give the probability of the population transitioning from 
an abundance of ! females in one time-step to ! females in the next via birth and death. Raising this 
matrix to the !!! power gives the transition probabilities over ! time-steps, a well-studied property 
of Markov chains. 
5.2.5   Bridled nail-tail wallaby case study 
We modeled the population dynamics of bridled nail-tail wallabies as a first-order Markov decision 
process with transition matrix D (Fisher et al., 2000; Rout et al., 2009). Bridled nail-tail wallabies 
breed three times a year – this means that every four months managers are required to make a decision 
about if and where to release individuals from captivity, so we have a time-step length of four months. 
We assume the captive breeding program outputs four females (and four males since Bridled nail-tail 
wallabies have a 50:50 sex ratio) per breeding cycle, however the captive population is not modeled 
here explicitly. 
Table 5.2 Demographic parameters for bridled nail-tail wallabies (Rout et al., 2009) and management 
parameters 
Parameter Definition Value 
β birth rate (number of offspring per female per 4 
months) 
0.9 
f probability offspring are female 0.5 
µ adult mortality rate 0.4 
1 − λ juvenile mortality 0.1 
m number of females released each time-step 4 
N number of sites 3 
K carrying capacity 25 females (50 individuals) 
   
   
 
5.2.6   Solution method: Stochastic Dynamic Programming 
This management model requires sequential decisions between finite discrete possible actions at 
regular time-steps with finite possible system states that change by stochastic Markovian population 
growth. Stochastic Dynamic Programming (SDP) (Bellman, 1957; Mangel & Clark, 1988) is an 
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algorithm that provides an optimal recommendation about which action a manager should choose in 
any given state of this system. The recommendations made by SDP are the actions that should be 
taken to maximize the expected population both immediately and over the whole time horizon of the 
translocation project. 
The reward at the end of the project (at time !) is a straightforward calculation of Equation 5.1, using 
the final population sizes. We define this to be the value of the system at time !, 
! !,! = ! !,! = ! !!(!)! . 
In a system with ! release sites each with a carrying capacity of ! females, there are ! + 3 ! 
potential final states considered in this equation (almost 22,000 for 3 sites with a 25 female carrying 
capacity). 
Deciding what action to take from the second-to-last state is then a single step optimization using the 
transition probabilities from one state to another under each action choice. We must choose the action 
that maximizes the sum of the rewards from each of the possible final states conditioned over the 
probability that those final states arise. The optimal action is found for each potential second-to-last 
state. Finding this choice of action also gives us the expected reward for the remaining time-steps for 
each state, !(!,! − 1): 
! !,! − 1 = !max! ! !,! − 1 + ! !! !, !! ! !!,!!! . 
Here !(!,! − 1) is the immediate reward gained at time ! − 1 given the system is in state ! (defined 
either by Equation 5.1 or Equation 5.2 depending on the case being considered). !′ is the state in the 
next time-step and!!!(!, !!) is the probability of transitioning from state ! to state !′ after action ! is 
taken. 
The optimal action for the previous time-step can then be found in the same manner and iterated for 
each time-step until the beginning of the optimization process, giving the final expected reward value 
function from the initial state 
! !, ! = !max! ! !, ! + !! !, !! ! !!, ! + 1!! . 
We have an immediate reward here, !(!, !), and then we have iteratively included all expected future 
rewards with the last term, !(!!, ! + 1). This is a key benefit of SDP: we optimize not only 
myopically to maximize the expected output from the next step but for all potential steps in the future. 
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The output of the algorithm is a schedule of optimal actions to take in order to maximize the future 
rewards for each possible current state !, for each discrete time ! ∈ [0,!]. The algorithm needs only 
to be completed once at the outset of a project and then the optimal solution can be stored and 
consulted at each time-step depending on the current state. 
We have considered a program length of 13.3 years. Acting three times a year (because of the 
breeding habits of bridled nail-tail wallabies) gives 40 time-steps so we set our time horizon to be ! = 40. This time period was chosen because it allows us to run the algorithm until we reach a 
stationary policy (one which does not depend on the time left in the optimisation (Ross, 1983)) for the 
range of parameters we have investigated. Longer time horizons will retain these results.  
We first find the optimal schedule for opening three potential translocation sites and releasing bridled 
nail-tail wallabies. In this first case we consider costs for preparing sites and for releasing individuals, 
but do not consider ongoing management costs for open sites. We then extend this base example with 
two different costs for ongoing management: a financial cost, followed by a demographic cost. These 
two latter cases provide incentive to declare sites finished and cease releases, so our optimal schedule 
includes the “Finish site” action. 
 
Figure 5.1 Optimal solution for release schedule with no ongoing costs for open sites and no catastrophes. Dotted 
circles indicate unprepared sites. For open sites, the population is indicated (where !(!∗) implies that the population 
0
n*
f(n*) 0
n** n**
f(n**) f(n**) 0
K K K
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of !∗ has grown according to the Markovian population model). The site coloured red is the active site for the next 
time-step. Because there is no cost to keeping a site open for releases, the releases continue until the planning time 
horizon is reached. 
5.3   Results 
5.3.1   Bridled Nailtail Wallaby case study, ! = !", no ongoing management 
cost 
The optimal schedule that the manager should follow depends both on the number of open sites and 
the population within those sites (Figure 5.1). With no cost for keeping sites open for releases and no 
catastrophes, the manager should open the sites one by one as the open sites reach critical population 
sizes. For the bridled nail-tail wallaby case study, the second site should be opened as soon as the first 
site reaches a population of !∗ ≥ 12. The third site should be opened as soon as both of the first two 
sites reach !∗∗ ≥ 18. These threshold populations are a small proportion of the total carrying capacity 
(24% and 36% respectively). This is because each site has a positive average growth rate, so an 
established population is creating individuals at no extra cost. It is therefore beneficial to open 
multiple sites early in the project when there is no cost to maintaining open sites. The manager should 
aim to keep equally-sized populations at all sites by releasing to the open site with the smallest 
population until they all reach the critical size required to open the next site. All sites will eventually 
be open at the same time. Since this initial formulation has no incentive to cease translocations to sites 
(because there is no cost incurred by maintaining them open), the releases continue to the smallest site 
until the maximum number of time steps ! = 40  are reached. 
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Figure 5.2 Optimal solution if the cost of maintaining an open release site could be spent on saving the same 
species elsewhere (with no catastrophes). Dotted circles indicate unprepared sites, and greyed circles indicate 
finished sites. The site coloured red is the active site for the next time-step. 
 
Penalty of a number of pairs per open site, K=50 
We first expand the management model to consider a case where the funds required to maintain an 
open release site could be invested in conserving two breeding pairs of the same species elsewhere 
(Figure 5.2). In this case, the schedule to open all of the release sites is the same as in the absence of 
ongoing costs. Once all sites are open however, sites should be declared “finished” and releases be 
ceased once all sites reach a threshold population !! = 22. Translocations are ceased at one site at a 
time, and if any of the open populations drop below !!, supplemental releases should be made until 
all are back at !! before the next site is finished. 
 
nf <nf <nf
f(nf ) <nf <nf
f(n) nf <nf
f(n) f(nf ) <nf
f(n) f(n) nf
f(n) f(n) f(nf )
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Figure 5.3 Optimal solution with an increased mortality at open sites (with no catastrophes). Dotted circles 
indicate unprepared sites, and greyed circles indicate finished sites. The site coloured red is the active site for 
the next time-step 
The critical population required to open a new site increases with carrying capacity (Figure 5.4a, red 
solid and dashed lines for opening the second and third sites respectively). A larger population is 
required before the opening of a third site than a second site in all cases. The population required in 
all three open sites before translocations cease to any, is strongly affected by the carrying capacity 
(Figure 5.4a, green line). The required population is very close to carrying capacity, always remaining 
above 80% (Figure 5.4c, green line). In sites with carrying capacities of 10 individuals or smaller it is 
never optimal to finish a site, it should always be kept open for potential future releases. 
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Increased mortality in open sites, K=50 
The structure of the solution is different if open sites experience a higher mortality rate (twice the 
mortality rate in this case study) than finished sites. Whereas in the previous two cases (no ongoing 
cost and a penalty in the number of individuals) there was always a period of time where all sites are 
open, if open sites have a higher mortality rate it is optimal to only have one site open at any one time 
(Figure 5.3). A site is opened, released to and then finished before another site is opened. Sites never 
sit open in a holding pattern (still open but not actively receiving releases), because this results in 
wasted individuals. The required population at each site before finishing increases with the number of 
already finished sites. Translocations to the first site should be ceased when the population reaches ! ≥ !! = 12 ≈ 0.25!, the second populations needs to reach !!! = 18!before the site should be 
finished, and the third needs to reach !!!! = 28. 
 
Figure 5.4 The critical population to change the management action for different carrying capacities, 
considering the two separate cases of management cost. (a) The ongoing management costs could have 
alternatively been used to conserve one breeding pair of the species in a different conservation effort. The 
second population should be opened when the first reaches the solid red line, and the third when the first two 
reach the dashed red line. When all populations reach the green line, the sites should be declared “Finished" one 
at a time. (b) Adult mortality is doubled at open sites. Only one site should be open at any time: the first should 
be declared finished at the solid blue line (always n = 12), then the second should be opened until it reaches the 
dashed blue line, and then the third until it reaches the dotted blue line. (c) All critical populations from panels 
(a) and (b) as a proportion of carrying capacity. 
Regardless of the carrying capacity of each site (up to ! = 50), !! = 12 is required before ceasing 
translocations to the first site and moving on to the second (Figure 5.4b). The critical population for the 
second site is slightly higher (around 14-18 individuals, increasing with carrying capacity), and the 
third is higher again (18-25 individuals, increasing with carrying capacity). These populations are 
much lower at all carrying capacities than when a direct penalty is incurred (55% and lower vs. 90% 
when ! = 50, Figure 5.4c). Again, there is a special case for very small carrying capacities (10 or 
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smaller): it is never optimal to finish a population in such a small site, and the optimal schedule is 
identical to the first management case with no ongoing costs.  
5.4   Discussion 
We used stochastic dynamic programming to find the optimal schedule for translocations to multiple 
release sites that incur an initial establishment cost. This approach allowed us to find decisions that 
are optimal in the long-term over the entire lifetime of the project rather than myopic decisions that 
increase only immediate rewards. We found clear rules of thumb for the qualitative patterns of 
opening release sites, translocating individuals and ceasing translocations. These rules of thumb are 
driven by the structure of the ongoing management costs. We considered scenarios with no ongoing 
costs, ongoing financial costs and increased mortality at open release sites.  
With no ongoing management costs, a manager should open sites and translocate small populations 
one by one, until all sites are simultaneously open. The population sizes at open sites dictates which 
one the manager should release to: always the smallest, with the aim of keeping all populations equal. 
The critical population sizes required to open the next site increase concavely with carrying capacity. 
At relatively large populations (up to 50 individuals considered here), the populations need to reach 
less than 50% of the carrying capacity before a manager can be reasonably confident in that 
population and should spread their efforts to open a new translocation site. 
Different types of translocation schemes will have different combinations of setup costs, ongoing 
costs and release costs (Chauvenet et al., 2010). Translocating individuals from one mainland 
population to another mainland site in a suitable landscape would have a relatively low initial setup 
cost, a low translocation cost and relatively low ongoing costs. Alternatively if the release site is 
located on a remote island, invasive species eradications or construction of infrastructure might 
increase the initial setup cost, species transport will increase release costs and ongoing management 
costs would be high since management personnel need to remain on the island (see Chapters 3, 4 and 
Bode et al., 2013) 
We have assessed three classes of ongoing management costs for open release sites (no cost, financial 
cost and demographic costs) because these will vary depending on species and location. Maintaining 
active releases to some very remote locations can be almost prohibitively expensive, while some sites 
will incur very little ongoing financial costs (especially where active management is already 
undertaken at the site for other purposes). Some species may be susceptible to high mortality rates 
when released (especially where predators are present), while in other cases there is no change in 
species fitness between generations (Morris, in press).  
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Without considering these ongoing management costs, there is little incentive to stop translocating to 
a population. To investigate the effects of ongoing financial costs, we considered a scenario where the 
money being spent maintaining each open release site could have been invested elsewhere on 
conservation for the same (or an equally valued) species. This financial cost did not affect the optimal 
schedule for opening the translocation sites and establishing small populations. Once all the sites are 
open and have all reached a critical population size however, they should then be declared finished 
one by one. The required population is consistently large: around 90% of the total carrying capacity. 
This result indicates that the financial burden is not severe enough to justify ceasing releases to sites 
because of cost. Since stochastic dynamic programming looks into the future rather than optimizing 
myopically, adding individuals to a site now will provide future benefits even if the same number of 
individuals is subtracted from the immediate reward. It is better to get all sites to a healthy and self-
sustaining level before spending time and money closing down a translocation program to one site. 
Ceasing releases to a site is a risky decision; without regular monitoring to detect a population 
decline, management actions cannot be taken to restore the population. 
Captive-bred individuals can suffer from higher mortality rates (Haque & Smith, 1996) than wild-
born individuals due to decreased fitness and lack of predator awareness in captivity (Snyder et al., 
1996), although this is not necessarily the case (Morris, in press) . Additionally, it is possible that 
intensive monitoring at active translocation sites disturbs newly established populations. We have 
captured the effect of this in another scenario: open release sites experience higher mortality rates. 
The qualitative result here is vastly different. For most species, a manager should never have more 
than one release site open at a time: sites should be opened, filled to a critical population level and 
then ceased translocating sequentially. The critical populations required are much smaller than the 
carrying capacity. While a small translocated population has lower likelihood of survival in the long-
term due to demographic extinction risk, this is outweighed by the certain increase in mortality if the 
site is continually monitored for active translocations. The critical populations for these sites grow 
with the number of completed sites. This captures the benefit of free individuals created in established 
populations; in the time required to release a population at a new site, the other established 
populations are growing at no additional cost. 
Our results rely on the assumption that all sites are homogenous in all ways (carrying capacity, 
establishment costs, management costs and demographic parameters). This is unlikely to be true in 
many real-world translocation scenarios, especially where sites are separated by large distances. 
However with no additional knowledge of release sites managers may need to assume homogeneity in 
demographic parameters until additional information can be gained (see Rout et al., 2009; Probert et 
al., 2011). We did not include a learning factor in this analysis. 
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The carrying capacity and number of sites we considered was constrained by computational power. 
Stochastic dynamic programming (SDP) is a powerful algorithm that will always find an optimal 
solution for an appropriately defined problem, but it suffers from the “curse of dimensionality". 
Increases in the state space cause a large increase in computation time. While we feel that SDP is 
appropriate for small problems where the aim is to determine rules of thumb, alternative algorithms 
are available if the aim is to find a specific solution for larger problems. Approximate dynamic 
programming (ADP) is one alternative algorithm that avoids this curse of dimensionality, but that also 
sacrifices the guarantee of optimality (Powell, 2007; Sabbadin et al.). ADP is a heuristic algorithm 
that uses approximations for the value function, and can guarantee a good but not optimal solution. 
We have not considered explicit costs, but rather treated all financial costs as a trade-off. We assumed 
that the cost of preparing a new site for releases or closing down an active release program to a site is 
equivalent to the cost of one round of releases. We incorporated this in the model by allowing either 
an opening action, a finishing action or a release in any time step. When we considered financial 
ongoing management costs, we assumed that the funds would have been spent conserving the same 
(or an equally valued) species in another program. Therefore we subtracted a fixed number of 
individuals from the reward for each open site in each time step. While these trade-offs are simplistic 
and do not capture every element of real-world funding, they allow us to incorporate costs into the 
stochastic dynamic programming structure. Failing to consider costs in conservation problems can 
lead to extreme differences in actions and outcomes (Baxter et al.; Naidoo et al., 2006), and we have 
made a valuable step away from that issue for translocation programs here. 
Our findings show that there are vast differences in the recommended structure of a release program 
when ongoing financial costs and demographic costs to maintaining active release sites are 
considered. These general structures can be used as rules of thumb to inform future translocation or 
captive breeding release programs. By incorporating initial setup, release and management costs we 
increase the realism of our translocation model, and our results can be used by managers and decision 
makes as a decision support tool. 
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CHAPTER 6  
DISCUSSION 
 
In this thesis, I have used mathematical modeling and decision theoretic techniques to find optimal 
decisions for a range of conservation problems of varied complexity. Each chapter began with the 
translation of real-world objectives into mathematical language, and then I constructed a system 
model describing the specific ecological and management scenario. These two elements, as well as 
the available data, defined the required complexity of the solution approach. To broaden the relevance 
of the specific results from the more complex models (e.g. the computational and temporal 
complexity in Chapter 2 and Chapter 5), I found robust rules of thumb that can assist conservation 
decision-making in many similar, more general scenarios. 
The complex computational simulation in Chapter 2 provided a very general and robust rule of thumb: 
two fences are better than one – that is, they provide a higher conservation benefit per dollar invested 
over the lifetime of the fence – if they are an appropriate distance apart. The “appropriate distance” is 
specific to the scenario, and I introduced a new model that can be used to find that distance which can 
vary depending on the conservation species and ecosystem. I identified that for the Vulnerable bilby 
Macrotis lagotis in the arid zone of Australia, this distance should be 50km. However since the range 
of distances is quite broad, this rule of thumb is informative even without running the complete 
simulation. Chapter 2 provided an example of the power of complex simulation modeling. These 
models can be difficult to construct (and indeed often require the guidance of an applied 
mathematician), which can prevent their application to many ecological scenarios. Once an initial 
effort is made to construct and parameterize the model, however, the results can inform many 
different conservation projects. For example, since the results were relatively insensitive to the cost of 
fence construction, this chapter can help inform fence design in New Zealand where construction 
costs can be much higher (New Zealand endemic ground-dwelling birds are at risk from predation 
from rodents, mustelids and invasive possums, which are difficult and expensive to exclude from 
fenced reserves (Blick et al., 2008)). 
In Chapter 3, I formulated a general decision theoretic framework for prioritizing the eradication of 
invasive species from islands. Translating existing approaches in the literature into a common 
mathematical language allowed a systematic comparison of existing methods, highlighting their 
similarities and common oversights. Current approaches in the literature make many of the “Six 
Common Mistakes in Conservation Priority Setting” (Game et al., 2013): not prioritizing actions, 
arbitrariness, not acknowledging risk of failure and omitting cost. Often these omissions have been 
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made due to lack of data (see the exchange regarding costing eradications in Martins et al., 2006; 
Brooke et al., 2007b; Donlan & Wilcox, 2007). However, the complexity of the model will be 
reflected in the resolution of the recommended conservation actions, so these decisions should be well 
informed and deliberate. It will be simpler to compare these choices and consider their consequences 
when each model is presented in a common language. 
The novel prioritization method introduced and developed in Chapter 4 rectifies the primary 
omissions identified in the literature (Chapter 3). My problem formulation is the most complex and 
comprehensive to date as I included two novel considerations: 1) partial success, since each action 
might succeed or fail independently of the others; and 2) every potential action on each island is 
possible (i.e. every combination of invasive species to be eradicated). Increasing the problem 
complexity flowed through to the required models (i.e. information about how the species of concern 
are affected by invasive species eradication) and the algorithms required to solve the problem. There 
was an increase in both the decision space (there were many more actions to consider) and the state 
space (all possible invasive species states were possible on each island). Increasing the complexity in 
this way provided measurable benefits: I have shown that a better conservation outcome can be 
achieved for the same cost over other prioritization methods. There was also a cost to this complexity; 
more data were required, and this can be costly both in time and money to obtain. This chapter uses a 
post hoc case study and so was intended only to be a proof-of-concept. I was able to elicit accurate 
cost data and well-informed species abundance estimates from expert both before and after the 
eradications by considering successful island eradications. Utilizing this precise data allowed a more 
accurate comparison of the outcomes of different optimization methods than I could have achieved 
with much more uncertain data. 
I have developed the only island prioritization framework that currently considers the negative 
responses to invasive species eradication. Whether it be through direct consumption (Buckley et al., 
2006), habitat use or mesopredator suppression (Rayner et al., 2007), it is possible that invasive 
species play a useful role in island ecosystems and that their removal will negatively affect species of 
concern either directly or indirectly. By ignoring the potential negative outcomes, other authors do not 
capture the full complexity of these island ecosystems (Buckley & Han, 2014). The release of rabbits 
from predation by the eradication of cats and the subsequent negative effect on endemic megaherbs on 
Macquarie Island shows the pressing need to consider negative effects when considering island 
eradications (Bergstrom et al., 2009b; Dowding et al., 2009). I encourage full consideration of these 
effects in my problem formulation, and include these in my calculations of the net effect of species 
removal. 
In Chapter 5 I shifted to the issue of threatened species translocation and addressed a dynamic 
management problem, which required many sequential decisions to be made. When making 
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sequential decisions, the easiest approach is to myopically optimize the benefit achieved in the current 
or next time step. This method is inflexible; it does not ever allow a temporarily poor decision to be 
made even if it will allow for growth in the future that would outweigh the short-term costs. 
Scheduling translocations provides a perfect example of this issue: in order to open a new release site, 
I assume that funds need to be diverted and no animals can be released in that time period. Myopic 
optimization would recommend never opening a new release site and sacrificing the population bump 
that a release would provide. However I have shown that in the long-term, the demographic growth of 
multiple translocated populations at the same time outweighs this short-term loss. I used Stochastic 
Dynamic Programming to optimize the trajectory of decisions to maximize the total benefit achieved 
over the whole time period. This algorithm is mathematically and computationally complex to the 
extent that the size of the problem that can be solved is limited by computational time. The benefit of 
performing the complete optimization is that general qualitative rules emerged that are informative to 
scenarios other than th case study I investigated.  
Detailed ecological data can be difficult to obtain. In many cases (including in Chapter 2 and Chapter 
5 of this thesis), decisions are being made using opportunistically obtained data, collected for another 
purpose. It is concerning that the ad hoc application of existing data can dictate the objective or 
resolution of conservation decisions. Even more concerning is the omission of key factors because of 
the unavailability of data (as we saw in the literature reviewed in Chapter 3, e.g. Brooke et al., 2007a; 
Spatz et al., 2014). Ideally in this thesis and in decision theory in general, I would use empirical data 
collected for the express purpose of answering the proposed questions. However, this can take time 
and delaying conservation actions can reduce their effectiveness (Grantham et al., 2009; Martin et al., 
2012b) so it is imperative that we make good decisions quickly. Rather than reduce the complexity of 
questions in this thesis, I utilized alternative methods to estimate model parameters that were difficult 
to quantify. Firstly, experts can estimate system parameters (e.g. abundances of species of concern in 
Chapter 4). Expert elicitation is widely used in conservation (Kuhnert et al., 2010; Martin et al., 
2012a), and was utilized in this thesis in Chapter 4. However, there are drawbacks and cautions to 
using expert estimates. It can be a time-consuming task to find at least one expert who can speak to 
each element of the problem and elicit the appropriate information, and even experts with a deep 
knowledge of the ecosystem can fail to predict complicated ecosystem responses (Camerer & 
Johnson, 1997; O'Hagan & Oakley, 2004). Secondly, statistical models can be constructed from large 
databases of similar data (e.g. the probability of successful eradication in Chapter 4). These statistical 
models allow the calculation of cryptic parameters from easily measured parameters such as island 
size, making them easy to apply many times. However, they are very general (ignoring all ecosystem 
factors that are not inputs for the model) and rely on accurate databases of information.  
This thesis focuses only on vertebrates (both invasive and threatened), and more specifically on 
mammals and birds. This is a common issue in the conservation literature (Fazey et al., 2005; Sitas et 
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al., 2009); 75% of the papers reviewed in Chapter 3 only consider native birds. The listing and 
recovery of threatened species is biased toward larger and more charismatic species which tend to be 
mammals and birds (Possingham et al., 2000; McDonald et al., 2015). Invertebrates (other than 
molluscs, crustaceans and lepidopterans), fish, reptiles and amphibians (Clark & May, 2002) as well 
as fungi (Dahlberg & Mueller, 2011) are severely underrepresented in the conservation literature, and 
I acknowledge that I perpetuate this issue here. The main reason for this omission is that current 
knowledge of these species is generally inadequate. Large species are easier to monitor and are more 
charismatic, prompting more scientific and public support, and increased research funding (Male & 
Bean, 2005; Smith et al., 2012). Therefore our ability to calculate benefit to these larger taxa through 
any conservation actions is greatly improved.  
In this work, I have considered ecological, management and economic models but omitted other 
factors. I have not explicitly considered any social benefits or restrictions. In reality, these might 
strongly influence conservation decisions. Tourism can incentivize invasive species eradications from 
islands, yet on populated islands, the consent and involvement of the community is needed to increase 
the probability of successful eradication (Wilkinson & Priddel, 2011). In future applications of my 
novel prioritization framework introduced in Chapter 4, social aspects may be included in the benefit 
and feasibility. In all optimal allocation decisions, I assume that funds are fully fungible. In fact, half 
of the funds for one of the case study islands (Tasman Island) in Chapter 4 was provided by a tourism 
company which operates locally: funds which would not have been available for any other island, as 
the company visits the island and draws on its value for revenue. Since the case study was only to 
show proof of concept, I omitted this financial restriction.  
How we measure success is an important philosophical question in conservation. In this thesis, I have 
used many different measures of success, and each is reflected in a different objective function in my 
problem formulations. In Chapters 2, 4 and 5 I have focused on outcomes for threatened species (both 
population sizes and probability of persistence). Even within that broad classification, there are 
fundamental temporal differences in my treatment of success: in Chapters 2 and 5 I use the abundance 
over time (taking the mean in Chapter 2 but the total in Chapter 5); while in Chapter 4 I measure the 
expected abundance at an equilibrium point in the future. These differences are driven by the 
ecological modeling techniques; I have an explicit population model in Chapters 2 and 5, whereas I 
rely on expert estimation for Chapter 4. Even beyond modeling complexity, the definition of 
“conservation success” is ill-defined. Chapter 3 addresses this issue within a specific ecological 
question, exploring the benefit of considering unexpected outcomes such as trophic cascade. However 
there are many more outcomes we would not (and can not) predict and include in any models. While 
this is a drawback of ecological modeling in general, I have shown in this thesis that by using 
ecological modeling and decision theory we are able to make much better decisions for conservation 
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than without these tools. These models (and therefore the recommended decisions) will always be less 
than perfect, but they are a significant improvement over unstructured decision-making.  
In this thesis I have shown that mathematical modeling and decision theory provide us with the tools 
and methods required to tackle decision-making in complex ecological systems. By using structured 
methods to deal with uncertainty, failure, cost, and ecological and temporal complexity, I have dealt 
with these factors in a thorough and defensible way. I have determined the optimal strategies for 
invasive and threatened species management through every stage of a project: from eradicating 
harmful invasives, to maintaining invasive-free areas and translocating threatened species back into 
these restored habitats. Pressing management issues drove the specific problems I formulated in this 
thesis. Through my robustness analyses and rules of thumb, I have ensured that the solutions I found 
will be useful not only for those scenarios but to inform conservation decision-making in many more 
related areas. 
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APPENDICES 
 
Appendix A 
Historical data from the wildlife reserve at Lorna Glen in Western Australia’s arid zone was used to 
model fire frequency, distribution and spatial correlation. Fuel age data was recorded over the 244,000 
ha property for the years 2002-2011; there was evidence of contiguous fire damage in three of these 
years (2002, 2003 and 2008), and six fire-free years. We assume this damage was caused by a single 
fire event per year. In the absence of flood records, we use the same parameters for floods as fires 
(and we undertake a sensitivity analysis of the probability of environmental catastrophe). 
To determine the annual probability of an environmental catastrophe affecting the fenced areas we 
sampled areas of the single and double fence sizes from the fire-prone Lorna Glen pastoral region in 
Matlab with 10,000 repetitions, recording the presence of fire as a binary event.  The single fence 
burns with an annual probability of 0.0452; each of the two fences in a two-fence system with the 
annual probability of 0.0362.  
We also determined the percentage of the area affected by the fire, and assume this directly represents 
the proportion of the population lost (under the assumption that the population is spread uniformly 
throughout the exclosure) and the percentage of the fence needing to be rebuilt after each fire or flood.  
These proportions can be fit with beta-distributions, with the smaller fence (shape parameter one 
0.6965 and parameter two 0.9805) experiencing less frequent fires with a higher relative proportion of 
the fenced area being burned in each fire event than the larger fence (shape parameter one 0.7644, 
parameter two 2.0703). 
Spatial'correlation'
We assume the probability of ignition is homogeneous through the landscape. At two separate points 
in the landscape (! and !), there are four options when considering a fire event: either they both burn 
(with probability !!∣!), neither burns (with probability 1 − !!∣¬!) or either burns while the other does 
not (with probability !!∣¬!) .  To simulate correlated fire events at these points, we require from the 
data the conditional probabilities of these situations. These probabilities depend on the distance 
between points ! and !. To extract these values from the Lorna Glen fire data we generated 100 
random points both inside and outside the historical fire boundaries over the period 2002-2011.  These 
are point ! in the conditional probabilities. We then generated 100 points (!) at every integer distance ! from 0 to 40km to find the conditional probabilities of fire at the second point depending on the 
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first. These two conditional probabilities were then fit with high-order polynomials to give a function 
of conditional probability based on distance between the points. 
Recall that we are considering the binary presence or absence of fire over entire fenced regions 
(hundreds of hectares), so this is a large-scale homogeneity which can inherently include some 
smaller-scale vegetation heterogeneity. Therefore, the probability of a fire at point ! is identical to the 
probability of a fire at point !, !! = !!. This means that all the conditional probabilities between ! 
and ! are also identical. In order to simulate the correlated fires between the two fences, we generate 
a Bernoulli random variable with the marginal probability of fire for the landscape for the first fence, 
and then use the associated conditional probability to determine whether there is a fire in the second 
fence.!!
 
Figure A-1: The positive and negative conditional probabilities of a fire at point B, given there is a 
fire in the same year at point A. The positive conditional probability is fit with the 
expressionp B A = 1 − (1 − α ∗ exp −fd! + C )! where α = 0.9987; β = 3.0710; f =1.2399; g = 
0.5008;!C = 1.2840 x 103. The negative conditional probability is fit with a fourth-order polynomial. 
 
  
 126 
Appendix B 
Brooke et al. (2007a) use the objective function 
!! = ! (%#sp#!'s#islands#inv!free$after)$–!(%#sp#!'s#islands#inv!free$before)(%#sp#!'s#islands#inv!free$before)$+$1 !
Equation B-1 
Let !!" = ! !!"#(1 − !!")!!!  be the number of invasive-free populations of species ! at time ! and !!" = ! !!"!!!!  be the number of islands globally that initially have a population of the species !. 
Equation B-1is then 
!! = ! !!!!!" − !!!!!"!!!!!" + !!"!!" !!= !!! − !!!!!! + !!" !
 
Recalculating every time an island is selected means !!! − !!! = 1 always (since we only consider 
adding a single island at a time).  The number of invasive-free populations is given by the number of 
populations initially invasive-free plus the number of populations on islands that have already been 
selected for eradication: !!! + !!! − !!! = ! !!! .  The utility this therefore 
!! = 1!!! + !!"  
Brooke, M.D., Hilton, G.M. & Martins, T.L.F. (2007) Prioritizing the world's islands for vertebrate-
eradication programmes. Animal Conservation, 10, 380-390. 
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Appendix C 
Invasive species have successfully been eradicated from Macquarie (see Robinson & Copson, 2014), 
Tasman (see Bryant, 2014), Faure (see Algar, 2010) and Hermite (see Algar D.A., 2004) Islands.  
Using these islands as an illustrative case study for our proposed framework simplifies the 
parameterization of the ecological benefits of eradications somewhat.  Each island persisted for years 
in a state with all the invasive species present, and so this informs the experts’ estimates of the species 
of concern populations in this ‘all invasives present’ state. Each island has also now been in a state 
with no invasive mammals present for some time, so current population estimates (where available) 
can be used for the invasive-free state.   
Each other potential state (with every combination of invasive species present) is more difficult to 
estimate.  Where experts were available to estimate these (using their knowledge of the interactions 
on the islands), we used these.  In other cases we made assumptions based on general information 
about species of concern-invasive species interactions from the literature and from similar 
ecosystems.  We have performed sensitivity analyses of these most uncertain estimates, and for this 
prioritization case study the results were robust to these (within broad ranges). Refining these 
estimates further would not alter the final decision in almost all cases. For a different application of 
this method this may not be the case, and with increased expert input or quantitative ecosystem 
modeling, these estimates could be further refined. 
Tasman'Island'(all'counts'are'breeding'pairs)'
Tasman! island!population!estimates! are! from!before! and! four! years! after! cat! eradication.!
Numbers!in!brackets!are!the!percent!of!the!current!global!population.!
!! Fairy!Prion!
No!invasives! 800,000!(16.00)!
Cats! 400,000!(8.00)!
Global! 5,000,000!
!
 '
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Macquarie'Island'(all'population'counts'are'breeding'pairs)'
Macquarie Island population estimates are expert elicited. Numbers!in!brackets!are!the!percent!of!
the!current!global!population. 
!
Antarctic! tern!!
(New!
Zealand)! Blue!petrel! Grey!petrel!
Macquarie!
Shag!
Sooty!
Shearwaters!
Wandering!
albatross!
Black! Browed!
albatross!
Grey! headed!
albatross!
Light!
mantled!
albatross!
!
Sterna' vittata'
bethunei!
Halobaena'
caerulea!
Procellaria'
cinerea!
Leucocarbo'
atriceps'
purpurascens!
Puffinus'
griseus'
!
Diomedea'
exulans!
Thalassarche'
melanophrys!
Thalassarche'
chrysostoma!
Phoebetria'
palpebrata!
No!invasives! 100!(17.54)! 3000!(0.20)! 1000!(1.25)! 750!(113.64)! 3000!(0.03)! 24!(0.39)! 80!(0.01)! 220!(0.23)! 2000!(10.53)!
Rabbits! 100!(17.54)! 1500!(0.10)! 300!(0.38)! 750!(113.64)! 900!(0.00)! 24!(0.39)! 30!(0.00)! 80!(0.08)! 1500!(7.89)!
Mice! 100!(17.54)! 3000!(0.20)! 1000!(1.25)! 750!(113.64)! 3000!(0.03)! 19!(0.31)! 80!(0.01)! 220!(0.23)! 2000!(10.53)!
Rats! 70!(12.28)! 500!(0.03)! 500!(0.63)! 705!(106.82)! 1500!(0.02)! 24!(0.39)! 80!(0.01)! 220!(0.23)! 2000!(10.53)!
Cats! 100!(17.54)! 500!(0.03)! 0! 705!(106.82)! 1150!(0.01)! 24!(0.39)! 80!(0.01)! 220!(0.23)! 2000!(10.53)!
Mice,rabbits! 100!(17.54)! 1500!(0.10)! 300!(0.38)! 750!(113.64)! 900!(0.00)! 19!(0.31)! 30!(0.00)! 80!(0.08)! 1500!(7.89)!
Rats,rabbits! 70!(12.28)! 100!(0.00)! 200!(0.25)! 705!(106.82)! 600!(0.00)! 24!(0.39)! 30!(0.00)! 80!(0.08)! 1500!(7.89)!
Rats,mice! 70!(12.28)! 500!(0.03)! 500!(0.63)! 705!(106.82)! 1500!(0.02)! 19!(0.31)! 80!(0.01)! 220!(0.23)! 2000!(10.53)!
Cats,rabbits! 100!(17.54)! 1000!(0.07)! 0! 705!(106.82)! 1150!(0.01)! 24!(0.39)! 40!(0.00)! 110!(0.12)! 1800!(9.74)!
Cats,mice! 100!(17.54)! 750!(0.05)! 0! 705!(106.82)! 1150!(0.01)! 19!(0.31)! 80!(0.01)! 220!(0.23)! 2000!(10.53)!
Cats,rats! 70!(12.28)! 500!(0.03)! 0! 660!(100.00)! 1150!(0.01)! 24!(0.39)! 80!(0.01)! 220!(0.23)! 2000!(10.53)!
Rats,mice,rabbits! 70!(12.28)! 100!(0.00)! 200!(0.25)! 705!(106.82)! 600!(0.00)! 19!(0.31)! 30!(0.00)! 80!(0.08)! 1500!(7.89)!
Cats,mice,rabbits! 100!(17.54)! 1000!(0.07)! 0! 705!(106.82)! 1150!(0.01)! 19!(0.31)! 40!(0.00)! 110!(0.12)! 1800!(9.74)!
Cats,rats,rabbits! 70!(12.28)! 500!(0.03)! 0! 660!(100.00)! 1150!(0.01)! 24!(0.39)! 40!(0.00)! 110!(0.12)! 1800!(9.74)!
Cats,rats,mice! 70!(12.28)! 500!(0.03)! 0! 660!(100.00)! 1150!(0.01)! 19!(0.31)! 80!(0.01)! 220!(0.23)! 2000!(10.53)!
All!invasives! 70!(12.28)! 500!(0.03)! 0! 660!(100.00)! 1150!(0.01)! 19!(0.31)! 40!(0.00)! 110!(0.12)! 1800!(9.74)!
Global! !570
[1]!! 1,500,000[2]!! 80,000[3]! 660[4]!! 10,000,000[5]!! 6,107[3]!! 700,000[3]!! 95,000[3]! 19,000[3]!
!
[1] Higgins, P. J. and S. J. Davies (1996). Handbook of Australian, New Zealand & Antarctic Birds. 
Vol. 3, Snipe to Pigeons, Oxford University Press 
[2] Hoyo, J. d., et al. (1992). "Handbook of the Birds of the World." Lynx Edicions, Barcelona 
[3] IUCN redlist 
[4] Garnett, S., et al. (2011). "Action Plan for Australian Birds 2010. 
[5] Brooke, M. d. DE L. 2004. Albatrosses and petrels across the world, Oxford University Press, 
Oxford. 
! !
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Faure'Island'
Cats, goats and sheep have all been successfully eradicated from Faure Island.  Prior to these 
eradications, all species of concern (that we consider) were extirpated from the island due largely to 
predation by cats (Sarah Legge, pers. comm.).   Predation by cats and habitat destruction by domestic 
ungulate stock are cited as contributors to the decline of these species on the mainland (Friend, 2008).  
After the invasive species were removed from the island, western barred bandicoot, burrowing 
bettong, Shark Bay mice and banded hare-wallabies were reintroduced to the island and have 
established populations.  These five species of concern currently exist only on offshore islands in 
Western Australia, and therefore there are too few abundance estimates to use any statistical analysis 
to estimate the effect of invasive species on these species of concern on Faure Island. We use the 
current population estimates of these species as the abundances in the absence of predators, and use 
these to inform the predicted abundances in the other states. 
These species do not coexist anywhere with cats, however there are populations on nearby Bernier 
and Dorre Islands, the former of which was also populated by invasive goats until 1984.  Population 
surveys were undertaken for Banded hare-wallabies (Short & Turner, 1992), burrowing bettong (Short 
& Turner, 1993) and western barred bandicoots (Short et al., 1998) on Bernier and Dorre Islands in 
the late 1980s. At the time of this census, the populations had had an opportunity to recover on 
Bernier Island following the goat eradication, so these abundance estimates cannot be used as a 
reliable comparison between densities in the presence and absence of goats. Although it is widely 
claimed that goats impact these species abundances negatively, their persistence on Bernier Island 
does provide evidence that these species can coexist (in some reduced abundance) with goats. In the 
absence of detailed estimates, we assume here that the populations of western barred bandicoots, 
burrowing bettong and Shark Bay mice would be 60% of their invasive-free state.  Banded hare-
wallabies may be more susceptible to impact from goats since they are the most selective browsers 
(Sarah Legge pers. comm), and so we assume their abundance is reduced to 30% of the carrying 
capacity in the presence of goats.  We performed a sensitivity analysis to determine the extent to 
which our results are affected by the magnitude of the impact of goats on the species of concern.  The 
results presented here are robust to this estimate in the range of 20% to 90%.  Within this range, the 
optimal choice of species targeted for eradication changes at only 3% of budgets.  If goats are 
completely catastrophic (and cause the extirpation of the species of concern) or if they have very little 
to no effect, the results are substantially altered. 
 
Sheep were also present on Faure Island, although they were restricted to domestic pastureland.  We 
assume that the effect of these sheep were less than the effect of goats (due to the very restricted range 
 130 
of the sheep), and so we assume the species of concern will achieve 95% of their maximum 
abundance in the presence of sheep on Faure Island. 
Table 6.1 Faure Island population estimates of the form "population on island (% of global population)". 
!!!!
Shark! Bay!
mouse!
Western!
barred!
bandicoot!
Burrowing!
bettong!
Banded!
hareWwallaby!
No!invasives! 870!(36.25)! 485!(4.64)! 3,500!(35.90)! 300!(3.00)!
Goats!
522**!
(21.75)! 291**!(2.78)!
2,100**!
(21.54)! 90**!(0.90)!
Sheep!
826**!
!(34.41)! 485**!(4.64)!
3,500**!
(35.90)! 270**!(2.70)!
Cats*! 0!(0.00)! 0!(0.00)! 0!(0.00)! 0!(0.00)!
Goats,!sheep!
522**!
(21.75)! 291**!(2.78)!
2,100**!
(21.54)! 90**!(0.90)!
Cats,!goats*! 0!(0.00)! 0!(0.00)! 0!(0.00)! 0!(0.00)!
Cats,!sheep*! 0!(0.00)! 0!(0.00)! 0!(0.00)! 0!(0.00)!
All*! 0!(0.00)! 0!(0.00)! 0!(0.00)! 0!(0.00)!
Global! 2,400!! 10,450! 9,750!! 10,000!
*!no!species!of!concern!can!coexist!with!cats!
**!uncertain!parameters!investigated!in!a!sensitivity!analysis,!and!found!to!have!very!little!effect!on!
the!outcome!
! !
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Hermite'Island'
Hermite Island is the largest island in the Montebello chain in Western Australia, which was spanned 
by a population of both cats and rats.  Spectacled hare-wallabies, golden bandicoot and black-and-
white fairy wren were all extirpated from the island in the presence of invasives, and were 
reintroduced after the successful eradications.  Although there has been no evaluation of the current 
populations of these native species since the reintroductions, we assume the density of these species 
will be the same as nearby Barrow Island.  None of these species of concern coexist with cats in an 
island environment, and all are affected by the presence of rats to different degrees (Friend, 2008). 
Experts advise that it is unlikely that black-and-white fairy wren could coexist on the island with rats 
(David Algar,  pers. comm.). The effect of rats on spectacled hare-wallabies and golden bandicoots 
affects the outcome of the prioritization at less than 5% of budgets, and therefore our results are 
robust to uncertainty in this parameter. 
Table 6.2 Hermite Island population estimates of the form "population on island (% of global population)” 
!!
Spectacled!hareWwallabies!!
(Barrow!Island!subspecies)!
Golden!bandicoot!!
(Barrow!Island!subspecies)! BlackWandWwhite!fairy!wren!
No!invasives! 420!(4.20)! 1000!(5.00)! 400!(4.28)!
Cats*! 0! 0! 0!
Rats! 378**!(3.78)! 500**!(2.50)! 0!
All*! 0! 0! 0!
Global! 10,000! 20,000! 9,336!
*!no!species!of!concern!can!coexist!with!cats!
**!uncertain!parameters!investigated!in!a!sensitivity!analysis,!and!found!to!have!very!little!effect!on!
the!outcome!
! !
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Appendix!D!
We calculated the probability of eradication (from Gregory, 2014) as 
!! = exp!(!−0.456!log!" !)1 + exp!(!−0.456!log!" !), 
where ! is the area of the island in square km, and ! =!1.384 for cat eradications, 4.249 for goat 
eradications, 2.586 for mouse eradications, 2.572 for black rat eradications, 1.505 for rabbit eratications. 
Faure 
!! !! !
cats! 0.641!
goats! 0.969078!
Sheep#! 0.98!
!
Tasman'
!! !! !
cats! 0.793785!
!
!
Hermite'
!! !! !
cats! 0.715794!
rats! 0.892304!
!
Macquarie'
!! !! !
cats! 0.604302!
rats! 0.833609!
Mice**! 0.835542!
rabbits! 0.632841!
!
# We estimated the probability of successfully eradicating sheep from Faure Island to be higher than 
goats, since the sheep population was domestic and just needed to be purchased from the current 
landholders 
** Any attempt to eradicate mice on Macquarie Island must also eradicate rats, because rats will interfere 
with the baits 
! !
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Appendix!E!
We calculated the cost of eradication (from Martins et al., 2006) as  ! = 10^(! + 0.85 log!" !), 
where ! is the area of the island in square km, and ! =!4.30 for cat eradications,  4.10 for ungulate 
eradications and 4.32 for rodent eradications. 
Faure!
!! !(!!)!
cats! 659,043!
goats! 397,112!
Sheep#! 775,200!
!
Tasman!
!! !(!!)!
cats! 24,395!
!
!
Hermite!
!! !(!!)!
cats! 150,672!
rats! 143,890!
!
Macquarie!
!! !(!!)!
cats! 1,289,885!
rats! 1,231,831!
Mice**! NA!
rabbits! 1,286,177!
!
# There were approximately 3,400 domestic sheep removed from Faure Island by 2004 (Sarah Legge, 
pers. comm.).  The Nature Conservancy removed domestic sheep from Santa Cruz Island in California at 
a cost of $228 (2014 USD) per head (Faulkner et al., 2011).  In the absence of eradication cost data for 
Faure Island, we use this cost per head. 
** Any attempt to eradicate mice on Macquarie Island must also eradicate rats because rats will interfere 
with the baits.   
!
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Appendix!F!
Randomized island parameters 
! ! !
No.!invasives!on!island! !! ! !(1,!!"#)!
No.!threatened!species!on!island! !! ! !(1,!!"#)!
Abundance!of!threatened!sp!on!island!in!the!
absence!of!invasives!
!!!! ! !(10,10000)!
Probability!of!eradication!of!inv!!! !! (!!)! !(0.5,!1)!
ThreatWlevel!of!invasive!!!! !! ! ! 0.75, 0.2 !truncated!to![0,1]!
Abundance!of!threatened!sp!on!island!in!the!
presence!of!one!invasive!
!!!! ! !(0,!!"#)!
!
! !
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