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ABSTRACT 
C e r t a i n  r e l a t e d  c l a s s e s  of n o n l i n e a r  f u n c t i o n s  F:D C R~ -+ R" 
a r e  i n t r o d u c e d ,  and t h e  convergence of two t y p e s  of i t e r a t i v e  methods 
f o r  t h e  s o l u t i o n  of t h e  cor responding  e q u a t i o n  Fx = 0 i s  s t u d i e d .  
The main c l a s s  of t h e s e  f u n c t i o n s  i s  a  g e n e r a l i z a t i o n  of t h e  
P-matr ices  of F i e d l e r  and P t & .  It i s  shown t h a t  t h e  s t r i c t l y  mono- 
t o n e  mappings, a s  w e l l  a s  t h e  M-functions,  a r e  s p e c i a l  c a s e s  of t h e s e  
P- func t ions ,  and t h a t  t h e  i n v e r s e  i s o t o n e  mappings a r e  c l o s e l y  r e l a t e d  
t o  them. Then a  g e n e r a l i z a t i o n  o f  t h e  s t r i c t l y  and i r r e d u c i b l y  
d i a g o n a l l y  dominant m a t r i c e s  i s  i n t r o d u c e d ,  and t h e s e  R-diagonally 
dominant f u n c t i o n s  a r e  l i k e w i s e  shown t o  be c l o s e l y  r e l a t e d  t o  P- 
f u n c t i o n s ,  
For a R-diagonally dominant f u n c t i o n  F ,  t h e  n o n l i n e a r  g e n e r a l i z a -  
t i o n s  of J a s o b i  and Gauss-Seidel  i t e r a t i o n s  due t o  Bers a r e  then  
s t u d i e d ,  and convergence r e s u l t s  analogous t o  t h o s e  a v a i l a b l e  f o r  
s t r i c t l y  and i r r e d u c i b l y  d i a g o n a l l y  dominant m a t r i c e s  a r e  o b t a i n e d .  
For convex and i n v e r s e  i s o t o n e  F on R ~ ,  i t e r a t i o n s  of t h e  form 
a r e  then cons idered  w i t h  p a r t i c u l a r  enipilasis on the Newton-Gauss- 
Se-LdeS. rnet'rrc~chs~ A geriera1 resu.1.t is obta"i.ned -i~isici-~ c~ntaii-1s as 
~ :o r<> l~ ; l r i e . :  the? g'!t31/al collivergen.;ii i-Fleori2ns of I";-?;iiie~ CQI: YTNewtox~ 'c, 
metPto( . j  and o f  Greenspail an:? Partcsr for the one,-.steeu Newtou-SOR 
method,  The g?-obal  convergence of %lie general Pjew~un-Gauss.-Se:iidel. 
inetl-rod a:i so f oll.oa;is f ram t:i~:i.s theorem, 
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INTRODUCTION 
I n  t h i s  paper  we a n a l y z e  t h e  convergence o f  two c l a s s e s  of 
i t e r a t i v e  schemes f o r  f i n d i n g  a  s o l u t i o n  of t h e  e q u a t i o n  Fx = 0 
where F:D C R~ + Rn is ,  i n  g e n e r a l ,  n o n l i n e a r .  
We f i r s t  c o n s i d e r  t h e  n o n l i n e a r  g e n e r a l i z a t i o n s  (Bers 119533) 
of t h e  J a c o b i  and Gauss-Seidel  methods f o r  t h e  s o l u t i o n  o f  l i n e a r  
e q u a t i o n s .  Take,  f o r  example, t h e  Gauss-Seidel  method. For a f f i n e  
mappings Fx = Ax - b where A i s  some n  x n  m a t r i x  and b  i s  a 
v e c t o r  i n  Rn, i t  is  well-known (Varga [1962]) t h a t  t h e  fo l lowing  
c o n d i t i o n s  g u a r a n t e e  t h e  e x i s t e n c e  of a  unique s o l u t i o n  x* of 
Fx = 0 and t h a t  t h e  Gauss-Seidel  i t e r a t e s  converge t o  x* f o r  
0 
any s t a r t i n g  v e c t o r  x  : 
1. A i s  symmetric and p o s i t i v e  d e f i n i t e .  
2 .  A i s  an  M-matrix. 
3 .  A i s  s t r i c t l y  d i a g o n a l l y  dominant. 
4 ,  A i s  i r r e d u c i b l y  d i a g o n a l l y  dominant.  
The f i r s t  two of t h e s e  c o n d i t i o n s  have been extended t o  n o n l i n e a r  
sys tems ,  and a p p r o p r i a t e  convergence r e s u l t s  have been g iven .  To 
be s p e c i f i c ,  Schech te r  [1962] proved g l o b a l  convergence f o r  t h e  
n o n l i n e a r  Gauss-Seidel  method f o r  a c e r t a i n  g e n e r a l i z a t i o n  of  t h e  
f i r s t  c o n d i t i o n ,  and E l k i n  [ l968] ,  us ing  a weaker g e n e r a l i z a t i o n ,  
ex tended  Scheelz ter  's resuits Cont e r n  ink  L l ~ e  seclincl c o n d i t i o ~ ~ ~  
H ~ e i n b o E d t  [i969b] , foliowiizg an unpablisIied sugptis cior, t ~ 1 '  
J .  M. Ortega ,  i n v e s t i g a t e d  a n  e x t e n s i o n  of t h e  M-matrix concept  
and proved a g l o b a l  convergence r e s u l t  f o r  t h e  (under re laxed)  
n o n l i n e a r  J a c o b i  and Gauss-Seidel  p r o c e s s e s .  These M-functions,  
and t h e  corresponding g l o b a l  convergence theorem, b rought  t o g e t h e r  
a number of a p p a r e n t l y  s e p a r a t e  r e s u l t s  of Bers [1953], Or tega  and 
Rheinboldt  [1970a], and Porsch ing  [1969]. I n  t h i s  paper  w e  g e n e r a l i z e  
t h e  n o t i o n  of s t r i c t l y  and i r r e d u c i b l y  d i a g o n a l l y  dominant m a t r i c e s  
t o  n o n l i n e a r  sys tems and show t h a t  under s u i t a b l e  hypotheses  t h e  
(under re laxed)  n o n l i n e a r  J a c o b i  and Gauss-Seidel  schemes a r e  glo- 
b a l l y  convergent .  
A t  f i r s t  g l a n c e ,  t h e  f o u r  types  of m a t r i c e s  mentioned, and 
t h e i r  g e n e r a l i z a t i o n s  t o  n o n l i n e a r  mappings, seem t o  i n v o l v e  f o u r  
d i f f e r e n t  concep t s ,  Yet ,  i t  can a c t u a l l y  b e  shown t h a t  f o r  l i n e a r  
f u n c t i o n s ,  they  a r e  a l l  s p e c i a l  cases  of t h e  more g e n e r a l  c l a s s  
of P-matrices due t o  F i e d l e r  and ~ t g k  [1964]. I n  f a c t ,  A i s  a 
P-matrix i f  A i s  p o s i t i v e  d e f i n i t e  o r  a n  M-matrix; and f u r t h e r -  
more i f  A i s  s t r i c t l y  o r  i r r e d u c i b l y  d i a g o n a l l y  dominant w i t h  
non-negative d i a g o n a l  e lements ,  then  A is a g a i n  a P-matrix.  I t  
is  t h e r e f o r e  d e s i r a b l e  t o  c o n s i d e r  an e x t e n s i o n  of t h e  d e f i n i t i o n  
o f  a P-matrix t o  n o n l i n e a r  mappings, 
In Chapter  77 we generajj ze t h e  concept; oT a P-matrix t o  nonlinear  
f i i n c t  i ons  a n d  explore t h e  basx c cc.*rg;ec t-~:>n L ~ ~ t / t ~ e r - r  +iicse P-Cilnct ions  
and o-ci-her w e l l  --known classes of i n a p p ~ n g s ,  nanieiy , t i l e  rnoilotoiie dnd 
i n v e r s e  i s o t o n e  mappings,  as w e l l  a s  t h e  M-functions. Some of t h e  
r e s u l t s  of t h i s  c h a p t e r  a r e  new, w h i l e  o t h e r s  were developed j o i n t l y  
w i t h  W .  C .  Rhe inbo ld t  ( see  Morg and Rheinboldt  [1970]). 
I n  Chapter  I1 we p r e s e n t  t h e  mentioned g e n e r a l i z a t i o n  o f  t h e  
s t r i c t l y  and i r r e d u c i b l y  d i a g o n a l l y  dominant m a t r i c e s  and i n v e s t i -  
g a t e  t h e  r e l a t i o n s h i p  between P-funct ions  and t h e s e  new Q-diagonally 
dominant f u n c t i o n s .  I n  p a r t i c u l a r ,  i t  i s  shown t h a t  knowledge of 
t h i s  r e l a t i o n s h i p  l e a d s  t o  a g l o b a l  convergence r e s u l t  f o r  
R-diagonal ly  dominant f u n c t i o n s .  The o t h e r  r e s u l t s  o b t a i n e d  i n  
t h i s  c h a p t e r  a l s o  appear  t o  be  new, even i n  t h e  l i n e a r  c a s e ,  b u t  
t h e y  a r e  r e l a t e d  t o  t h e  work o f  Duf f in  [1948] and Rheinboldt  [1969b] 
i f  F i s  a  s o - c a l l e d  o f f - d i a g o n a l l y  a n t i t o n e  f u n c t i o n ,  and t o  t h e  
r e s u l t s  of Wal ter  [1967] i f  F i s  l i n e a r .  
I n  t h e  las t  c h a p t e r  we t u r n  t o  t h e  s t u d y  o f  i t e r a t i o n s  of t h e  
form 
w i t h  s p e c i a l  emphasis on t h e  g e n e r a l  Newton-Gauss-Seidel methods. 
Here F i s  r e q u i r e d  t o  be  con t inuous ly  d i f f e r e n t i a b l e  and convex on 
a l l  of Rn w i t h  FV(x)- '  2 0 f o r  each x i n  R". T h i s  i m p l i e s  t h a t  
F i s  i n v e r s e  i s o t o n e ,  and i t i s  through t h i s  f a c t  t h a t t h e  r e s u l t s  
of  Chaprer 111 are re la ted to those  of the ~reviovas c l ~ a p t e r s ,  For 
Binear  F ,  resulss  of Varga $19621 concernil-tg " ' regubdr splitiings" 
a r e  ex tended ,  whi le  i n  t h e  n o n l i n e a r  c a s e ,  new convergence r e s u l t s  
a r e  p r e s e n t e d .  I n  p a r t i c u l a r ,  a g e n e r a l  r e s u l t  i s  o b t a i n e d  which 
c o n t a i n s  a s  c o r o l l a r i e s  t h e  g l o b a l  convergence theorems of  Baluev 
[1952] f o r  Newton's method and of Greenspan and P a r t e r  [1965] f o r  
t h e  one-s t e p  Newton-SOR method, A s u f f i c i e n t  c o n d i t i o n  f o r  t h e  
g l o b a l  convergence of t h e  g e n e r a l  Newton-Gauss-Seidel method a l s o  
f o l l o w s  from t h i s  theorem. 
Glasses  of Nonl inear  Func t ions  
1.1 P r e l i m i n a r y  D e f i n i t i o n s  and R e s u l t s  
We deno te  by Rn t h e  r e a l  n-dimensional l i n e a r  s p a c e  of column 
v e c t o r s  x  = ( x l , .  . . ,X )I, t o p o l o g i z e d  by any v e c t o r  norm. I n  p a r t i c u -  
n  
l a r  , t h e  a norm llx Ik = sup  Ixi 1 : i = 1,. . . , n l  i s  f r e q u e n t l y  used.  
Cor responding ly ,  L(Rn) d e n o t e s  t h e  l i n e a r  s p a c e  of a l l  real m a t r i c e s  
of o r d e r  n  topo log ized  by any norm induced by a  v e c t o r  norm i n  Rn. 
For  example, i n  t h e  c a s e  o f  t h e  norm on Rn we have 
n  
where A = ( a . . )  E L(R ) .  W e  u s e  t h e  coordinate-wise  p a r t i a l  o r d e r -  
1 J 
i n g s  on Rn and L(Rn) ; t h a t  i s ,  i f  x , y  i n  Rn, then  x  3 y (x > y)  
i f ,  and o n l y  i f ,  x 2 yi (xi > y . )  f o r  i = I,  ..., n ,  and s i m i l a r l y  i 1 
f o r  L (Rn) . I n  a d d i t i o n ,  i f  x E Rn and A c L (Rn) , then  Ix 1 = 
( Ixl 1 , .  . . /xn and / A  I = ( laij 1) deno tes  t h e  u s u a l  a b s o l u t e  v a l u e  
induced by t h e  coordinate-wise  p a r t i a l  o r d e r i n g s  on Rn and L(Rn), 
n  
r e s p e c t i v e l y .  A r e c t a n g l e  i n  R i s  t h e  C a r t e s i a n  p roduc t  of n  
i n t e r v a l s ,  each of which may be  e i t h e r  open,  c l o s e d ,  o r  semi-open. 
I n  p a r t i c u l a r ,  any of t h e s e  i n t e r v a l s  may be  unbounded, and t h u s ,  
a r e c t a n g l e  may b e  a l l  of Rn. The l i n e  segment [ x , ~ ]  i s  t h e  s e t  
{z r R~ :z = t y  -f- ( I - t ) x  f o r  some t E [0,1]) ,  and t h e  s e t  ( 1 , .  .. , n )  
will always be  denoted by N. F i n a l l y ,  t h e  v e c t o r  e E R* i s  d e f i n e d  
by ei = 1 f o r  each i & N, 
We now recall the definitions o f  certain c l a s s e s  o t  matrices 
that will play a r o l e  i n  t h i s  a r t i c l e ,  
D e f i n i t i o n  1.1.1 a )  A in L(R") i s  positive d e f i n i t e  if x T ~ x  > 0 
for each x # 0 in K ~ .  
b )  A i n L ( R n )  i s  an M-matrix i f  a  < 0 f o r  i $  j i n  i j 
N ,  and A-I 2 0. 
c )  A i n  L(Rn) i s  s t r i c t l y  d i a g o n a l l y  dominant i f  
f o r  each i E N ,  where f o r  n  = 1 t h e  sum on t h e  r i g h t  i s  d e f i n e d  t o  
be z e r o .  
d )  A  i n  L ( R ~ )  i s  i r r e d u c i b l y  d i a g o n a l l y  dominant i f  
f o r  each i E M, where f o r  a t  l e a s t  one i E N s t r i c t  i n e q u a l i t y  
h o l d s ,  and i f  f o r  every  i , j  i n  N ,  t h e r e  i s  a  sequence of non- 
ze ro  e lements  of A of t h e  form a  a , . . . , a  i,i ' i19i2 1 i ,j" r 
The r e l a t i o n s h i p  between t h e  f i r s t  and t h e  l a s t  two d e f i n i -  
t i o n s  i s  g iven  by t h e  fo l lowing  r e s u l t ,  whose proof may be found i n  
Varga [1962] .  
Theorem 1 . 1 . 2  Le t  A i n  L(Rn) be a  s t r i c t l y  o r  i r r e d u c i b l y  
d i a g o n a l l y  dominant m a t r i x  w i t h  nonnega t ive  d i a g o n a l  e lements .  
I f  A i s  symmetric,  then  A i s  p o s i t i v e  d e f i n i t e .  I f  a i j  S O  
for i + j i n  N, t h e n  A i s  an  M-matrix, 
Another important class of matrices is che following: 
n 
Definition 1,1,? (Fiedler and ~ t i k  [I9621 ) A in L ( R  ) is a 
P-matrix if for each x f 0 in there is an index k c N such 
t h a t  x yk > O where y = Ax. k 
The fo l lowing  r e s u l t  of F i e d l e r  and ~ t i k  [I9621 c h a r a c t e r i z e s  
P-matr ices  i n  terms of well-known concep ts .  B i s  a  p r i n c i p a l  sub- 
m a t r i x  of A i f  B = A o r  i f  B i s  a  m a t r i x  o f  o r d e r  k ,  1 s k < n ,  
o b t a i n e d  by d e l e t i n g  any n-k rows and t h e  corresponding columns 
o f  A;  by a  p r i n c i p a l  minor we mean t h e  de te rminan t  of a  p r i n c i p a l  
submat r ix  of A. 
Theorem 1 . 1 . 4  Assume A i n  L C R ~ ) .  The fo l lowing  s t a t e m e n t s  a r e  
t h e n  e q u i v a l e n t .  
a )  A i s  a  P-matrix. 
b )  The r e a l  e igenva lues  of each p r i n c i p a l  submatr ix  of A 
a r e  p o s i t i v e .  
c )  A l l  p r i n c i p a l  minors  a r e  p o s i t i v e .  
d )  I f  B i s  any p r i n c i p a l  submat r ix  of A and D 2 0 is a  
d i a g o n a l  m a t r i x  of t h e  same o r d e r  as B ,  t h e n  d e t  (B+D) > 0. 
F i e d l e r  and ~ t 6 k  [I9621 proved t h e  e q u i v a l e n c e  of a ) ,  b ) ,  and 
c )  i n  t h e  above theorem; d )  i s  i m p l i c i t  i n  t h e i r  p roof .  I n  t h e  same 
paper  t h e y  a l s o  e s t a b l i s h e d  t h a t  every  M-matrix is  a  P-matrix. 
Theorem 1 . 1 . 5  Assume A i n  L ( R ~ ) .  
a )  I f  A i s  p o s i t i v e  d e f i n i t e  o r  a n  11-matrix, t h e n  A i s  a 
P-matr ix .  
b) I f  A i s  a  strictly or irreducibly diagonally dominant m a t r i x  
wtth ntoi~negative diagonal elements, therr A is a P-rna%r i x .  
Gale  and Nikaido [I9651 showed t h a t  i f  A E L ( R ~ )  i s  a  
p o s i t i v e  d e f i n i t e  m a t r i x  o r  a  s t r i c t l y  d i a g o n a l l y  dominant m a t r i x  
w i t h  nonnega t ive  d i a g o n a l  e lements  t h e n  A i s  a  P-matrix; t h e  ob- 
s e r v a t i o n  t h a t  e v e r y  i r r e d u c i b l y  d i a g o n a l l y  dominant m a t r i x  wi th  
nonnegat ive  d i a g o n a l  e lements  i s  a  P-matrix seems t o  be new. The 
proof of t h e  above r e s u l t  w i l l  b e  g i v e n  ( i n  a  more g e n e r a l  s e t t i n g )  
La te r  on;  p a r t  a )  i n  t h e  n e x t  s e c t i o n ,  p a r t  b )  i n  Chapter 11. 
1 . 2  Nonl inear  M- and P- func t ions  
I n  t h i s  s e c t i o n  we w i l l  d e f i n e  n o n l i n e a r  g e n e r a l i z a t i o n s  of t h e  
m a t r i c e s  i n t r o d u c e d  i n  t h e  p rev ious  s e c t i o n  and prove t h e  connec t ions  
between t h e  new concep ts .  W e  beg in  w i t h  a  well-known g e n e r a l i z a t i o n  
of p o s i t i v e  d e f i n i t e n e s s .  
D e f i n i t i o n  1 . 2 . 1  Consider  F : D c R n  -t Rn. 
- 
a )  F  i s  s t r i c t l y  monotone on D i f  f o r  each x  # y  i n  
D, 
T (x-y) (Fx-Fy) > 0 .  
b )  F is  uniformly monotone on D i f  t h e r e  i s  a  c  > 0 
such t h a t  
T (x-y) (Fx-Fy ) 2 ell y--x ]I2 
f o r  each x , y  i n  B. 
I f  F  i s  l i n e a r ,  b o t h  concep t s  a r e  c l e a r l y  e q u i v a l e n t  t o  
p o s i t i v e  d e f i n i t e n e s s ;  n o t e ,  however, t h a t  a  c o n t i n u o u s ,  s t r i c t l y  
monotone f u n c t i o n  i s  n o t  n e c e s s a r i l y  s u r j e c t i v e ,  w h i l e  Minty [I9621 
proved t h a t  t h i s  w a s  t h e  c a s e  f o r  a con t inuous ,  un i fo rmly  monotone 
f u n c t i o n  on a  H i l b e r t  space .  An e lementa ry  proof  of t h i s  f a c t  f o r  
Rn can be  found i n  t h e  n e x t  s e c t i o n .  
I n  o r d e r  t o  s ta te  t h e  g e n e r a l i z a t i o n  of M-matrices, we w i l l  
need t h e  fo l lowing  concept  due t o  C o l l a t z  [1952] .  
n  n  D e f i n i t i o n  1 . 2 . 2  The mapping F : D c  R -+ R i s  i n v e r s e  i s o t o n e  on 
D i f  Fx $ Fy, x , y  i n  D i m p l i e s  x h y.  
It i s  easy  t o  s e e  t h a t  Fx = Ax i s  i n v e r s e  i s o t o n e  on Rn i f ,  
and o n l y  i f ,  A-I 2 0. The fo l lowing  n o n l i n e a r  g e n e r a l i z a t i o n  of t h e  
M-matrix concept  was proposed by J .  M .  Or tega i n  an  unpubl ished n o t e  
and then  s t u d i e d  by Rhe inbo ld t  [1969b].  
D e f i n i t i o n  1 . 2 . 3  L e t  F : D c  R n - +  R*. 
- 
a )  F i s  o f f - d i a g o n a l l y  a n t i t o n e  i f  f o r  any x  i n  R ~ ,  t h e  
1 f u n c t i o n s  o (x;) :{ t E R1:x+tej i n  D)  -+ R , i j 
are a n t i t o n e .  Here eJ denotes  t h e  j th u n i t  basis v e c t o r  i n  R ~ .  
b )  F is an %--func:i i o n  on I) if F i s  o f f - - d i a g o n a l l y  a r i t i - -  
t o n e  and i n v e r s e  i s o t o n e  en 13, 
Once a g a i n ,  i t  i s  e a s y  t o  s e e  t h a t  Fx = Ax i s  an  M-function 
on R~ i f ,  and on ly  i f ,  A i s  an  M-matrix. We now proceed t o  
t h e  d e f i n i t i o n  of P- func t ions  which i s  j u s t  a s t r a i g h t f o r w a r d  
e x t e n s i o n  of t h e  l i n e a r  d e f i n i t i o n .  
D e f i n i t i o n  1 . 2 . 4  The mapping F : D c  Rn + Rn i s  a P-funct ion on 
D i f  f o r  each x f y i n  D ,  t h e r e  i s  an index  k i n  N such t h a t  
where f k  i s  t h e  k-th component f u n c t i o n  o f  F. 
The concept  of a P-funct ion i s  new, a l t h o u g h  i n e q u a l i t y  (1 .2 .1)  
was o b t a i n e d  by Nikaido [I9681 i n  some r e l a t e d  work. H e ,  however, 
never  made a s y s t e m a t i c  u s e  of t h i s  i n e q u a l i t y .  
The remainder of t h i s  s e c t i o n  w i l l  p o i n t  o u t  t h e  connec t ions  
among t h e  d i f f e r e n t  c l a s s e s  of f u n c t i o n s  d e f i n e d  s o  f a r .  We b e g i n  
w i t h  t h e  fo l lowing  s imple  o b s e r v a t i o n .  
n  n  Theorem 1 . 2 . 5  Le t  F:D cz R -+ R be  a  s t r i c t l y  monotone f u n c t i o n  on 
D. Then F i s  a  P- func t ion  on D .  
P r o o f ,  Assume t h a t  F is  n o t  a P- func t ion  and hence t h a t  
f o r  some x f y i n  D , (xk-yk) (f kx-fkY) t C f o r  each k e 3. Adding 
T 
these inequalities we obtdin (x-y) (Fx-Py) < O for x f y in D .  
This c o n t r a d i c t s  the fact t h a t  F is a s t r i c t l y  monotone function on 
I1 
D e f i n i t i o n  1 .2 .6  Consider  F:D c Rn + Rn, and l e t  L = { il, . . . , i k }  
be  a non-empty s u b s e t  of N.  For f i x e d  x  i n  R"', d e f i n e  
A A 
DG = t i  t ) : t  E D where t = t i f  j E L,  and t = x 
1 i k j j j j 
i f  j $ L} . Then G:D c Rk + R~ i s  a  s u b f u n c t i o n  of F  belonging G 
t o  L i f  
I f  F : R ~  + Rn i s  l i n e a r ,  t h e n  a  s u b f u n c t i o n  of F  corresponds 
t o  a p r i n c i p a l  submat r ix .  I f  F  i s  n o n l i n e a r ,  t h i s  concept  of 
s u b f u n c t i o n  h a s  been used i m p l i c i t l y  by many a u t h o r s ,  b u t  Rheinboldt  
[1969b]  seems t o  be t h e  f i r s t  one t o  make e x p l i c i t  u s e  of t h i s  d e f i n i -  
t i o n .  We a l s o  remark t h a t  t h e  s u b f u n c t i o n  G depends on a  s p e c i f i c  
v a l u e  of x i n  Rn, b u t  s i n c e  i t  w i l l  always be c l e a r  which x  i s  
be ing  u s e d ,  t h i s  x  has  n o t  been made an  e x p l i c i t  p a r t  of t h e  nota-  
t i o n .  The n e x t  r e s u l t  i s  a d i r e c t  consequence of D e f i n i t i o n  1 . 2 . 6 .  
Theorem 1 .2 .7  L e t  F:D c Itn + Rn b e  a P-funct ion.  Then each sub- 
f u n c t i o n  o f  F i s  a l s o  a P- func t ion ,  
Theorem 1 . 2 . 7  a l s o  h o l d s  f o r  M-functions,  b u t  t h e  proof i s  more 
invo lved .  We w i l l  need t h e  folLowing i n t e r m e d i a r y  r e s u l t  which i s  
i n t e r e s t i n g  i n  i t s  own r i g h t ,  
n 
Lemma b , 2 , 8  L e t  F:Dc- K ~ +  R h e  an off--diagonally antitone P-function 
on a rectangle D ,  Then F i s  an M-function on D. 
Proof .  We on ly  need t o  show t h a t  F is  i n v e r s e  i s o t o n e .  
For t h i s  purpose ,  suppose t h a t  Fy < Fx f o r  y,x i n  D b u t   hat 
L = { i  E N:y > x . }  is  n o t  empty. For e a s e  of n o t a t i o n ,  assume i 1 
t h a t  L = ( 1 ,  ..., k} ,  k  E N, and d e f i n e  
g i ( t 1 9 ' g ' > t k )  = fi(t19"'9tkYxk+1>".YX n  
k k  f o r  i E L. By Theorem 1 . 2 . 7 ,  G:D c R -t R is  a P- func t ion ,  and G 
s i n c e  F  i s  o f f - d i a g o n a l l y  a n t i t o n e ,  i t  f o l l o w s  t h a t  
f o r  1 < i < k.  Hence, 
f o r  i = 1, ..., k ,  which c o n t r a d i c t s  t h e  f a c t  t h a t  G i s  a  P-funct ion.  
We a r e  now i n  a p o s i t i o n  t o  prove t h a t  Theorem 1 .2 .7  a l s o  h o l d s  
f o r  M-functions.  
Theorem 1 . 2 , 9  Assume F:D c R~ -t R" i s  an M-function on t h e  r e c t a n g l e  
D. Then every  s u b f u n c t i o n  of F i s  a l s o  a n  M-function. 
k k  P r o o f .  Assume t h a t  t h e r e  i s  a s u b f u n c t i o n  G:D c R -t R , G 
1 i k < n ,  which i s  no t  an 14-functiori, Since G i s  o f f - d i a g o n a l l y  
antitone, Lemma 1.2-8 i m p l i e s  "cat G is not a P-functkon, Hence, 
there a r e  x y i n  D G 9  such that  
S i n c e  x  # y ,  we may assume t h a t  L = { i : x  < y . )  i s  n o t  empty, and i 1 
moreover,  f o r  e a s e  of n o t a t i o n ,  t h a t  L = ( 1 , .  . . ,m), 1 s m s k. 
Then, i f  1 s i I m ,  
s i n c e  F i s  o f f - d i a g o n a l l y  a n t i t o n e  and (1 .2 .2)  h o l d s ,  w h i l e  
i f  m < i s n .  But (1 .2 .3)  i m p l i e s  t h a t  t h i s  l a s t  i n e q u a l i t y  h o l d s  f o r  
a l l  i E N ,  and s i n c e  F  i s  i n v e r s e  i s o t o n e ,  i t  f o l l o w s  t h a t  xi 2 yi 
f o r  i = I, ..., m. T h i s  c o n t r a d i c t s  t h e  d e f i n i t i o n  of L and concludes  
t h e  p roof .  
The p r e v i o u s  r e s u l t  ex tends  i n  p a r t  a  r e s u l t  of  Rheinboldt  [1969b] 
i n  which he proved t h a t  i f  F : R ~  + R" i s  a  cont inuous  and s u r j e c t i v e  
I f - funct ion,  t h e n  every  s u b f u n c t i o n  i s  a g a i n  a  s u r j e c t i v e  M-function. 
To end t h i s  s e c t i o n ,  we g e n e r a l i z e  a l i n e a r  r e s u l t  of F i e d l e r  and 
P t s k  [I9621 which p o i n t s  o u t  t h e  p r e c i s e  r e l a t i o n s h i p  between M- and 
P- func t ions ,  
21. 
Theorem 1.2, LO - The rnapprlrrg T" :?) c- R~ -+ R 1s a n  Pi-iuncLLon 0x1 ~ h c  
r e c t a n g l e  B i f ,  and on ly  i f ,  F i s  an off-diagorra l ly  a n t i t o n e  
P- func t ion ,  
P r o o f .  Lemma 1 . 2 . 8  g i v e s  us  t h e  s u f f i c i e n c y  of t h e  c o n d i t i o n ,  
s o  we o n l y  need t o  prove t h e  n e c e s s i t y .  I n  o r d e r  t o  o b t a i n  a  c o n t r a -  
d i c t i o n ,  assume t h a t  F i s  an  M-function,  b u t  n o t  a P-function.  
Then t h e r e  a r e  y ,x  i n  D ,  y  # x ,  such  t h a t  
S ince  y  # x ,  we may assume t h a t  L  = { i  E N:y < x . }  i s  n o t  empty, i I 
k k  
and t h a t  L = {l, ..., k ) ,  k E N. Let  G:D c R -t R be  t h e  s u b f u n c t i o n  G 
of F d e f i n e d  by 
g i ( t l , .  . . , t  = f .  ( t 1 9 . .  . , tk ,xk+19. .  . . xn) ,  1 c i i- k .  k  I 
Since F i s  o f f - d i a g o n a l l y  a n t i t o n e ,  ( 1 . 2 . 4 )  i m p l i e s  t h a t  
f o r  i = l , , . . , k .  S ince  Theorem 1 . 2 . 9  shows t h a t  G i s  an M-function,  
G is  i n v e r s e  i s o t o n e ,  and hence i t  f o l l o w s  from (1 .2 .5 )  t h a t  xi yi 
f o r  i = 1, ..., k.  Th is  c o n t r a d i c t s  t h e  c o n s t r u c t i o n  of L, and t h e r e -  
f o r e ,  F must be a  P-funct ion.  
1 , 3  P r o p e r t i e s  of  P - func t ions  and I n v e r s e  I s o t o n e  Mappings 
-- 
We n o t ~  investAgnte scnne of the basic properties of inverse 
i s o t o n e  mappings and P-func t ions ,  Only t h o s e  r e s u l t s  s h a l l  b e  proved 
which a r e  r e l e v a n t  t o  t h e  d i s c u s s i o n  i n  t h e  n e x t  c h a p t e r ;  a  more 
e x h a u s t i v e  l i s t  of  t h e  known p r o p e r t i e s  of P-funct ions  may be found 
i n  Morg and Rhe inbo ld t  [1970] .  
Theorem 1 . 3 . 1  Consider  F  :D C= Rn -+ Rn. 
a )  I f  F  i s  i n v e r s e  i s o t o n e  on D ,  t h e n  F i s  i n j e c t i v e  on 
n  D ,  and F-I:F(D) c R n  -+ R i s  i s o t o n e .  
b )  I f  F  i s  a  P-funct ion on D ,  t h e n  F i s  i n j e c t i v e  on D ,  
-I 
and F i s  a  P- func t ion  on F (D) 
Proof .  Assume f i r s t  t h a t  F  i s  i n v e r s e  i s o t o n e  on D .  I f  
Fx = Fy f o r  x , y  i n  D ,  t h e n x  I y and x  a y.  E e n c e y =  x and F 
- 1 -1 i s  i n j e c t i v e  on D .  S ince  Fx 5 Fy i m p l i e s  F (Fx) = x I y  = F (Fy) , 
-1 F i s  i s o t o n e o n F ( D ) .  
I f  F  i s  a  P-funct ion on D and Fx = Fy f o r  x  # y i n  D ,  
t h e n  f o r  some k E N ,  (xk-yk)(fkx-fky) > 0 which c o n t r a d i c t s  t h e  f a c t  
t h a t  f  x  = fky .  That  F-I i s  a  P-funct ion on F(D) i s  c l e a r  from t h e  k  
d e f i n i t i o n s .  
P a r t  a )  of t h e  above r e s u l t  i s  well-known, w h i l e  i f  F : R ~  + Rn 
i s  l i n e a r ,  p a r t  b )  i s  due t o  Sandberg and Wil lson [1969].  
I f  A i s  a  P-matrix,  then  i t  i s  c l e a r  t h a t  A h a s  p o s i t i v e  
d i a g o n a l  e lements .  To d e s c r i b e  t h e  corresponding n o t i o n  we need t he  
f o l l o w i n g  d e f i n i t i o n  ef Ortega and ?Xheinbold% [2.9705?, 
Definition -  1-3.2 - - Consider F ; D ~ R ~  Iin, Then 
a )  For f i x e d  x i n  R ~ ,  t h e  i-th diagonal function 
i 
a (x , . )  :{t c R1:x+te i n  D} + R' i s  d e f i n e d  by ii 
f o r  each i E N .  
b )  I f  each  d i a g o n a l  f u n c t i o n  is  ( s t r i c t l y )  i s o t o n e  f o r  each 
x  i n  Rn,  t h e n  F i s  ( s t r i c t l y )  d i a g o n a l l y  i s o t o n e  on D .  
Theorem 1 .3 .3  Assume F:D c Rn + Rn i s  a  P-funct ion.  Then F i s  
s t r i c t l y  d i a g o n a l l y  i s o t o n e  on D .  
i P r o o f .  Le t  x  E Rn and i E N be  g iven .  I f  s > t and x  f se , 
i i i 
x f t e  l i e  i n  D ,  t h e n  ( s - t ) [ f i ( x + s e  ) - f i (x+te  ) I  > 0  s i n c e  F i s  a  
i i 
P-funct ion,  and hence,  f . ( x + s t e  1 ) > f i ( x + t e  ). 
Another p r o p e r t y  of P-matr ices  i s  t h a t  SA and AS a r e  
P-matrices i f  A i s  a P-matrix and S  2 0 i s  an  i n v e r t i b l e  d iagona l  
m a t r i x .  We now g e n e r a l i z e  t h i s  r e s u l t  of F i e d l e r  and ~ t 6 k  [1962].  
D e f i n i t i o n  1 . 3 . 4  (Ortega and Rhe inbo ld t  [1970b])  The mapping 
4 :D c R~ + Rn i s  a  d i a g o n a l  f u n c t i o n  on D i f  f o r  each x  i n  D and 
i E N, 9i (x )  = 9i (x i ) .  
n Theorem 1 . 3 . 5  L e t  F:D c: R~ +- .Rn be  a  P-funct ion and $:D C= R +- Rn 0 
a d i a g o n a l ,  s t r i c t l y  i s o t o n e  f u n c t i o n .  
n n 
a) If 4 (DO) cD, t h en  F ' -4  :l) C= R + T( i.~ a. P-funciriolz. 0 
b )  I f  F ( D )  c D O ,  then (*F:D c R* -+ i s  a P-funct ion.  
Proof .  W e  o n l y  c a r r y  ou t  t h e  proof f o r  a ) ;  t h a t  f o r  b )  i s  
analogous.  Let  x  # y i n  Do be  given.  Then + (x) $ + (y)  i n  D ,  
and s i n c e  F i s  a  P- func t ion  on D ,  t h e r e  is  a n  index  k  E N such 
t h a t  [+k(x)-$k(y)  l [ f k +  (XI-fk+ (y) 1 > 0 .  Now, +k i s  s t r i c t l y  i s o -  
tone, and m k ( ~ )  - mk(y) = $kCxk) - mk(yk) 9 if mk(x) - mk(y) O 9  
i t  f o l l o w s  t h a t  f  +(x) - f k + ( y )  > 0 and xk - yk > 0 .  Hence, k  
(xk-yk)[fk+(x)-fk$(y)]  > 0 .  A s i m i l a r  argument y i e l d s  t h e  theorem 
when $ k x  - + k Y < O *  
A v e r y  s i m i l a r  theorem i s  a s  f o l l o w s :  
Theorem 1 .3 .6  Let  F : D ~ R ~  -t R~ be a P- func t ion  and l e t  $:D c R n  -t Rn 0 
be a d i a g o n a l  mapping such  t h a t  + (D ) c D and F (D) c Do a I f  f o r  each 0  
k  i n  N, +k i s  e i t h e r  s t r i c t l y  i s o t o n e  o r  s t r i c t l y  a n t i t o n e ,  t h e n  
G = +-F*$ :D c ILn + R~ i s  a l s o  a  P-funct ion.  I n  p a r t i c u l a r  (Gale 0  
and Nikaido [ 1 9 6 5 ] ) ,  i f  A i s  a P-matrix and S i s  a d i a g o n a l ,  
i n v e r t i b l e  m a t r i x ,  t h e n  SAS i s  a  P-matrix. 
P roof :  Let  x  $ y i n  Do be  g iven .  Then $ ( x )  $ + ( y )  i n  D ,  
and s i n c e  F i s  a  P- func t ion  on B, t h e r e  i s  an index  k i n  N 
such that. [$k(x)-$k(y)]  [ f k +  (")-fk$ ( y ) ]  > 0. IJ i thout  l o s s  of g e n e r a l i t y  
we assume t h a t  $k i s  s t r i c t l y  a n t i t o n e .  If I $ ~ ( x )  - $k(y) ' 0 ,  then  
c L x - £ 4  ( y  > 0 ,  and s i n c e  4 is a d i agana l  napp ixg ,  Xk YlcP 
bk F p ( x )  < 4kF$(l'). 7!e;aces I ~ ~ - - y ~ ~ ) / 4 ~ ~ 1 7 + I : ; ) - + ~ F ~ y ) ]  :' 0, lf 
qk(x) - h k ( y )  < 0, aLI t h e  inequalities arc to be reversed. 
In connection with certain problems in nonlinear transistor 
networks, Willson [19681, and Sandberg and Willson [1969], were led 
to investigate the surjectivity of functions of the type A + 4 
where 4 is a diagonal mapping. In particular, they obtained that 
A + 4 is surjective if A is a P-matrix and is continuous and 
isotone on R ~ .  In order to generalize this result, we introduce 
the following definition. 
n Definition 1.3.7 F:D c Rn + R is a uniform P-function if there is 
a c > 0 such that for each x $ y in D, 
for some k = k(x,y) in N. 
The existence of such a c > 0 for the function A + 4 is a 
consequence of the next result. 
Lemma 1,3.8 If A in L(R~) is a P-matrix, then there is a c > 0 
such thak for each x f 0 in Rn and for some index k = k(x) in N, 
where y = Ax, 
I Proof. Define g : R ~  -+ R by (x) == max {x, y , y = ~ i ,  j EN?, T ~ I P I I  
-- 3 ..I 
g is con"cinuous and positive on the unit sphere, and hence there is 
a c > 0 such thak g ( x )  3 c for all x of unit norm, The result follows 
immediately. 
The i n t e r e s t i n g  f a c t  i s  t h a t  (1.3.1) i m p l i e s  t h a t  F i s  a  
homeomorphism of Rn on to  Rn. 
n  Theorem 1 . 3 . 9  L e t  F : R ~  -t R be a  cont inuous  and uniform P-funct ion 
on lXn. Then F  i s  a  homeomorphism of Rn on to  R ~ .  
P r o o f .  S i n c e  a l l  t h e  norms i n  Rn a r e  e q u i v a l e n t  ,- we may 
assume t h a t  (1.3.1) h o l d s  f o r  t h e  i n f i n i t y  norm. Equat ion C1.3.1) 
i m p l i e s  t h a t  IlFx-Fy llm 2 C ~ I X - ~  1, and hence t h a t  F i s  i n j e c t i v e  and 
-1 . 1 / I  F-lx-F / I m  :. ; 11 x - ~  l/,f o r  a l l  u, y  i n  F (D)  . Thus, on ly  t h e  s u r -  
j e c t i v i t y  of F  needs p r o o f .  
For n  = 1, s u r j e c t i v i t y  f o l l o w s  r e a d i l y  from (1 .3 .1) ;  t h e r e f o r e  
n+l  + Rn-i-l 
assume t h a t  t h e  r e s u l t  i s  v a l i d  f o r  some n  2 1, and l e t  F:R 
s a t i s f y  (1 .3 .1 ) .  F i x  t E R', and d e f i n e  G ( * , t ) : R n +  Rn by 
f o r  i E 92. For  each t E R', G ( -  , t )  i s  c l e a r l y  a uniform P-funct ion 
on lXn, and t h e r e f o r e  i s  s u r j e c t i v e  by t h e  i n d u c t i o n  h y p o t h e s i s .  
L e t  b E Rn" be  g iven .  We can t h e n  d e f i n e  H:R' + Rn by 
( 1 . 3 . 2 )  f i ( h l ( t )  ,..., h ( t ) , t )  = b = g i ( h y ( t ) 9 . . . , h n ( t ) s t )  
n  i 
L f o r  i E NI and $:R' + R by 
To prove t h a t  H i s  cont inuous,  note t h a t  f o r  s + t, (1-3.1) implies 
t h a t  
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2  [hk(s ) -hk( t ) ]  [gk(H(s) 9 t ) -gk(H(t)  2 ~ / H ( S ) - H ( ~ )  I/,,- 
and t h e r e f o r e ,  t h a t  
\IG[H(S) , t l  - G[H(t) , t l  2 CIIH(S)-H(~)  /I,,,- 
S ince  (1 .3 .2 )  h o l d s ,  
\IG[H(S) , t l -G[H(s)  ,sl l l _  2 c ~ ~ H ( s ) - H ( ~ )  ] I _ ,  
and t h e  c o n t i n u i t y  of H f o l l o w s  from t h e  c o n t i n u i t y  of F. 
T h e r e f o r e ,  + i s  con t inuous ,  and i f  s f t ,  (1 .3 .1 )  and (1 .3 .2)  
imply t h a t  
Hence, l i m  + ( t )  = +.. and l i m  $(t) = --rn, and s i n c e  + i s  con t inuous ,  
t- t+-_ 
$ is  s u r j e c t i v e .  The i n t e r m e d i a t e  v a l u e  p r o p e r t y  f o r  con t inuous  
f u n c t i o n  i m p l i e s  t h a t  t h e r e  i s  a  t* E R' w i t h  Jl(t*) = bn+l. It f o l l o w s  
from (1 .3 .2 )  t h a t  Fx* = b  where x* = ( h l ( t * ) ,  . . . ,hn( t*)  and t h e  
proof i s  complete .  
A s  a  t r i v i a l  c o r o l l a r y ,  we have t h e  f i n i t e  d imensional  v e r s i o n  
of a r e s u l t  of Minty [1962],  
C o r o l l a r y  1 , 3 . 1 0  Assume E':Rn + R" i s  con t inuous  and un i fo rmly  mono- 
tone  on R", Then F i s  a homeomorphism of Rn on to  xn, 
T i  s h o u l d  b e  n o t e d  t h a t  the l a s t  tr:o resu l t s  f o l l o w  readily from 
t h e  Domain I n v a r i a n c e  Theorem and r e s u l t s  of Rheinboldt  [1969a] ,  b u t  
t h e  impor tan t  p o i n t  h e r e  i s  t h a t  knowledge about  P-funct ions  h a s  
al lowed u s  t o  g i v e  an e a s y  proof  of a n  o t h e r w i s e  d i f f i c u l t  r e s u l t .  
We f i n i s h  t h i s  s e c t i o n  w i t h  a  s p e c i a l  c a s e  of a theorem of 
Sandberg and Wil lson [1969].  
C o r o l l a r y  1 . 3 . 1 1  Let  A i n  L(Rn) b e  a  P-matrix and 4 :Rn + Rn a 
c o n t i n u o u s ,  d i a g o n a l ,  and i s o t o n e  f u n c t i o n  on Rn. Then F = A + @ 
i s  a homeomorphism of R~ o n t o  Rn. 
Proof .  The r e s u l t  f o l l o w s  d i r e c t l y  from Lemma 1.3.8 and 
Theorem 1 . 3 . 9 .  
1 . 4  D i f f e r e n t i a b l e  P-funct ions  and I n v e r s e  I s o t o n e  Mappings 
The r e s u l t s  of Gale  and Nikaido [I9653 show t h a t  i f  t h e  
J a c o b i a n  of a  f u n c t i o n  F  d e f i n e d  on a  r e c t a n g l e  D i s  a P- ina t r ix  
f o r  each x  i n  D t h e n  F  is  i n j e c t i v e  on D .  The purpose  of 
t h i s  s e c t i o n  i s  t o  i n c o r p o r a t e  t h e i r  r e s u l t s  i n t o  t h e  framework 
o f  P- func t ions ,  and,  i n  g e n e r a l ,  t o  i n v e s t i g a t e  t h e  e f f e c t  of 
d i f f e r e n t i a b i l i t y  assumptions  upon t h e  d e f i n i t i o n s .  
The n o t i o n s  of d i f f e r e n t i a b i l i t y  t o  be  used a r e  t h a t  of t h e  
/ 
well-known Gateaux and F r e c h e t  d e r i v a t i v e s .  B r i e f l y :  F:D c Rn -+ Rn 
i s  G - d i f f e r e n t i a b l e  a t  an  i n t e r i o r  p o i n t  x ~f  D i f  t h e r e  i s  an  
A E L ( R ~ )  such  t h a t  f o r  any h  E R ~ ,  
and k t  is F - d i f f e r e n t i a b l e  d c  x if 
I n  e i t h e r  c a s e ,  t h e r e  i s  o n l y  one such A, denoted by F 1 ( x ) ,  
a f  (x) 
namely, t h e  J a c o b i a n  m a t r i x  ( a . f . ( x ) )  where a . f . ( x )  E 
J I  3 1  ax j 
For a  summary o f  t h e  p r o p e r t i e s  of G- and F - d i f f e r e n t i a b l e  
f u n c t i o n s ,  s e e  Or tega  and Rheinboldt  [1970b]. 
We beg in  our  i n v e s t i g a t i o n s  w i t h  a  well-known r e s u l t - - s e e ,  
f o r  example, Gale and Nikaido [1965].  
Theorem 1 . 4 . 1  Le t  F:D c Rn + Rn be  G-diff e r e n t i a b l e  on t h e  convex 
s e t  D ,  and assume t h a t  F 1 ( x )  i s  a p o s i t i v e  d e f i n i t e  m a t r i x  f o r  
each x  i n  D .  Then F is  s t r i c t l y  monotone and hence,  i n j e c t i v e  
on D .  
A similar a s s e r t i o n  can be made i f  t h e  J a c o b i a n  m a t r i x  of F  
is  a P-matr ix ,  bu t  f i r s t  we s h a l l  need t h e  fo l lowing  r e s u l t  of Gale 
and Nikaido [1965] .  
Lemma 1 . 4 . 2  I f  A i n  L ( R ~ )  i s  a  P-matrix,  t h e n  t h e r e  i s  an  h > 0 
such t h a t  Ah > 0 .  
Theorem 1 . 4 , 3  (Gale and Nikaido [I9651 , Nikaido [I9681 ) Let  F:D c R~ + R* 
be F - d i f f e r e n t i a b l e  on t h e  c l o s e d  r e c t a n g l e  D, and suppose t h a t  F ' ( x )  
i s  a F-matrix f o r  each x i n  D ,  Then F is a P-fonct ion on D ,  
PTC)OF - The proof  p r o (  b;7 I nr i r icr ior i  on i., For  11 - 1 r i l e  
-- - 
r e s u l t  i s  clear, so  assume i t  h o l d s  for some n - 1 > I, and l e t  
n F:D c R~ + R s a t i s f y  t h e  c o n d i t i o n s  of t h e  theorem. 
We observe  t h a t  i f  f o r  any u  # v i n  D w e  have u  = v i i 
f o r  some i E N ,  t h e n  t h e r e  i s  a  j # i i n  N such  t h a t  
n-1 + Rn-l To prove t h i s  remark,  assume t h a t  i = n ,  and d e f i n e  G:DG C= R 
f o r  i = 1 . .  n -  S ince  G '  C t l , .  . . , ) i s  a  P-matrix f o r  e a c h  t n - ~  
( ~ ~ ~ . . . , t , - ~ )  D G ,  t h e  i n d u c t i o n  h y p o t h e s i s  i m p l i e s  t h a t  G i s  a 
P- func t ion ,  and,  t h e r e f o r e ,  t h a t  (u .- v . ) [ g j ( u l ,  ..., un-,)-g.(vl, ..., v ) I  J J  J  n-1 
> 0 f o r  some j # n which i s  (1 .4 .1 ) .  
Consider  now t h e  s e t  D = { x  E D:Fx $ Fz, x  > z) where z E D i s ,  0 
f o r  t h e  moment, f i x e d .  We c la im t h a t  B is  empty; f o r  i f  t h i s  0 
k 
were n o t  s o ,  and {x } c D  i s  any d e c r e a s i n g  sequence,  then  c l e a r l y  0 
k l in l  x = x e x i s t s  i n  B and Fx 6 Fz.  I f  xi = z f o r  some i E N ,  i k+ 
t h e n  x = z by o u r  i n i t i a l  o b s e r v a t i o n  and 
1 ( 1 . 4 . 2 )  l i m  - k k k [Fx -Fz-F' (z) (x - z > ]  = 0. k++w IIx -Z  1 1  
By Lemma 1.3.7, t h e r e  i s  a c > 0 such that some component of 
1. 
K. 
X --Z is greater thaia c ,  and by (1,4,2), some component of 
k Fx - Fz rrlust- be positive For la rge  enough k ,  T t ~ i s  c ~ t i t c a d i ~ t ~  j i ie  
k fact that n E D O )  and therefore, we have x E D Zornls Lemma then 0" 
yields the existence of a minimal element in Do; t ha t  i s ,  a u E Do 
such t h a t  x $ u f o r  x  E D i m p l i e s  x = u,  T h i s  i s ,  however, 0  
i m p o s s i b l e :  i n  f a c t ,  Lemma 1.4 .2  shows t h a t  t h e r e  i s  a n  h  < 0 w i t h  
F ' (u )h  < 0 ,  and s i n c e  
1 i m  F (uCth) -F (u)  + t = F 1 ( u ) h  < 0 ,  t-to 
we have F(u+toh) < Fu I Fz and z  < u 4- t h < u f o r  s u f f i c i e n t l y -  0  
s m a l l  to > 0 ,  which c o n t r a d i c t s  t h e  m i n i m a l i t y  of u. Hence, 0 
i s  empty. 
It now f o l l o w s  t h a t  F must b e  a  P-funct ion on D: i f  f o r  
some x + y i n  D, (x -y ) ( fkx-fky)  s 0 f o r  each k E N ,  t h e n  xk # yk k k  
f o r  each k  E N by t h e  remark a t  t h e  beginning of t h e  p r o o f .  D e f i n e  
S = d i a g  ( s  1 9 s e a ~ S n )  by
and H:S-'(D) c Rn + Rn by H(z) = SF[Sz]. Then H q ( z )  = SFq[Sz]S  i s  
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a P-matrix (Theorem 1 .3 .6 )  on t h e  c l o s e d  r e c t a n g l e  S ( D ) ;  moreover,  
H(s-'x) i H(S- '~)  and x  > S-ly which a l t o g e t h e r  c o n t r a d i c t s  what 
we have a l r e a d y  proved.  
The proof of t h i s  theorem u s e s  i d e a s  of Ga le  and Nikaido [I9651 
and Nikaido [1968] .  I n  f a c t ,  i f  F s a t i s f i e s  t h e  c o n d i t i o n s  of 
Theorem 1 , 4 . 3 ,  Gale and Nikaido [ I9651 showed t h a t  F i s  i n j e c t i v e  
on D, w h i l e  N i k a i d o  [196W] d e r i v e d  (L.2,l) and no ted  that  i n j e c t i v i t y  
ro l iowed  L rom i h i  s relationship, 
The converse  of Theorem 1 . 4 . 3  i s  f a l s e  a s  shown by t h e  one- 
d imensional  example f ( x )  = x3, b u t  c e r t a i n  p a r t i a l  converses  a r e  
known ( s e e  Mor6 and Rheinboldt  [ 1 9 7 0 ] ) .  A s i m i l a r  remark can be 
made about  t h e  n e x t  r e s u l t .  
C o r o l l a r y  1 . 4 . 4  Assume t h a t  F:D C= R~ -t R~ i s  F-diff  e r e n t i a b l e  on t h e  
c l o s e d  r e c t a n g l e  D ,  and t h a t  F ' ( x )  i s  a n  M-matrix f o r  each x i n  D.  
Then F  i s  a n  M-function on D .  
P roof .  Note t h a t  f o r  each i $ j i n  N, and x  E R~ a (x, 0 )  i j 
i s  d e f i n e d  on a c l o s e d  i n t e r v a l ,  and h a s  t h e r e  a  non-pos i t ive  d e r i v a -  
t i v e .  S ince  F  i s  a  P- func t ion ,  t h e  r e s u l t  t h e r e f o r e  f o l l o w s  from 
Theorem 1.2 .10.  
The l a s t  two r e s u l t s  r a i s e  t h e  q u e s t i o n  of whether  o r  n o t  
F t ( x ) - I  2 0  f o r  a l l  x i n  a  s u i t a b l e  s e t  D i m p l i e s  t h a t  F i s  
i n v e r s e  i s o t o n e .  T h i s  i s  n o t  known, b u t  a  p a r t i a l  r e s u l t  u s i n g  t h e  
n o t i o n  of convex i ty  i s  a v a i l a b l e .  
n  D e f i n i t i o n  1 .4 .5  The mapping F:D I= R + R* i s  convex on t h e  convex 
s e t  D i f  
for each x,y in D, and X in [O,L]. 
If F is d.EfEereatiable,  thei? ionri .exi ty can be charac te r ized  
as f o l l o w s :  
Lemma 1 . 4 . 6  Let  F  :D C= Rn -' R~ b e  G-diff e r e n t i a b l e  on t h e  convex 
s e t  D .  Then F is  convex on D i f ,  and o n l y  i f ,  
(1 .4 .3)  Fy - Fx 2 F ' (x) (y-x) 
f o r  each  x , y  i n  D .  
The proof of t h i s  r e s u l t  c a n  b e  found i n  Or tega  and Rheinboldt  
[1970b] . It i s  now v e r y  easy  t o  prove t h e  fo l lowing  c h a r a c t e r i z a t i o n  
of i n v e r s e  i s o t o n i c i t y .  
Theorem 1 . 4 . 7  L e t  F:D c Rn + R~ be  convex and G - d i f f e r e n t i a b l e  on 
t h e  open convex s e t  D .  Then F i s  i n v e r s e  i s o t o n e  on D i f ,  and 
only  i f ,  F 1 ( x ) - I  1 0 f o r  a11 x i n  D. 
P r o o f .  Assume f i r s t  t h a t  F  i s  i n v e r s e  i s o t o n e  and suppose 
F' Cx)h 2 0 .  By (1 .4 .3 )  i t  f o l l o w s  t h a t  F(x+h) - Fx 2 0 ,  and i n v e r s e  
i s o t o n i c i t y  i m p l i e s  h  b 0 .  S i n c e  F f ( x ) h  b 0 i m p l i e s  h  b 0 ,  F 1  (x)+ 1 0 
-1 
a s  d e s i r e d .  Conversely ,  i f  F ' ( x )  2 0 f o r  each x  i n  D and 
Fy 5 Fx f o r  y ,x i n  D, ( 1 . 4 . 3 )  i m p l i e s  t h a t  y  S x and F is  t h e r e -  
f o r e  i n v e r s e  i s o t o n e  on D .  
CNAPTER I1 
S t r i c t l y  and Q-diagonally Dominant Functions 
2 .1  Def in i t i ons  and Prel iminary Resul t s  
I n  the previous  chapter  s e v e r a l  c l a s s e s  of nonl inear  func t ions  
were introduced and were shown t o  be n a t u r a l  g e n e r a l i z a t i o n s  of known 
types of mat r ices .  For t hese  c l a s s e s  of func t ions ,  i n  t h i s  and the  
next  chapter ,  we s tudy the  convergence of i t e r a t i v e  methods t o  the  
s o l u t i o n  of Fx = 0 where F:D R~ -t R~ i s  known t o  have a zero i n  D.  
I n  t h i s  chapter  we cons ider  t h e  fol lowing two i t e r a t i o n s :  
The Gauss-Seidel i t e r a t i o n :  Solve 
f o r  x and s e t  i ' 
and the  Jacobi  i t e r a t i o n :  Solve 
f o r  x and s e t  i ' 
where uk E (0,2) is a given sequence of relaxation parmeters, 
These two i i e rac ive  scheme.., zre analyzed by generalizing  he rxot1oi-i 
of strictly and irreducibly diagonally dominant matrices and examining 
the relationship of this generalization to P-functions, 
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I n  o r d e r  t o  i n t r o d u c e  o u r  g e n e r a l i z a t i o n  of a s t r i c t l y  d i a -  
g o n a l l y  dominant m a t r i x ,  we w i l l  have t o  l o o k  a t  t h i s  c l a s s  of 
m a t r i c e s  from a somewhat d i f f e r e n t  p o i n t  of v iew t h a n  i s  u s u a l .  
The f o l l o w i n g  r e s u l t  w i l l  i n d i c a t e  t h e  way. 
Lemma 2 . 1 . 1  L e t  v  E Rn; t h e n  
a )  /vkI > $ /vj I f o r  some k E N 
j k  - 
i f ,  and o n l y  i f ,  f o r  any x E R" 
b )  V . X  = 0 ,  x # O .  i m p l i e s  t h a t  /xkl < (/x /Iw. 
j =1 J j 
-. 
P r o o f .  Assume t h a t  a )  h o l d s ,  and t h a t  1 v . x  = 0 ,  x  # 0. 
i= l  J j 
A 
Then u x  = - 1 v . x  and Ivk//xkl < 1 I V ~ I I I X ~ ~ ,  f r o m w h i c h  b )  k k  j#k J j' j #k 
f o l l o w s .  
I f  b )  h o l d s  b u t  lvk/ L 1 I v .  1, t h e n  alvkl = 1 /v. 1 f o r  a 2 1. 
j+k J j #k J 
Define  x E Rn by x = asgn  v  , x = -sgn v . ,  j $ k; t h e n  Ilxll, = a =  Ix I k k j J k 
and ! v .x = 0 .  Th is  c o n t r a d i c t s  b )  s i n c e  x # 0 .  Hence, a) must 
j =l J j 
hold .  
I f  A  E L ( R ~ ) ,  and f o r  some k E N ,  v = a  j = l , . . , , n ,  then  j kj ' 
a )  i s  e q u i v a l e n t  t o  assuming " s t r i c t  d i a g o n a l  dominance on t h e  k t h  
row". Condi t ion  b )  can be  g e n e r a l i z e d  t o  t h e  n o n l i n e a r  c a s e .  
D e f i n i t i o n  2 .1 .2  a) A f u n c t i o n a l  f :D c= Rn + R' i s  s t r i c t l y  d i a g o n a l l y  
dominant on D with respect to the kth variable if for every  x # y 
f x = fy , implies that Ixk-yk 1 < l l x - y  lLm 
b )  A f u n c t i o n  F:D c Rn + Rn i s  s t r i c t l y  d i a g o n a l l y  dominant 
on D i f  f o r  each k  E N ,  t h e  k t h  component f u n c t i o n  o f  F, f k '  
i s  s t r i c t l y  d i a g o n a l l y  dominant w i t h  r e s p e c t  t o  t h e  k t h  v a r i a b l e .  
From Lemma 2.1 .1  we o b t a i n  immediately:  
Theorem 2.1 .3  L e t  A E L ( R ~ ) .  Then A i s  a  s t r i c t l y  d i a g o n a l l y  
dominant m a t r i x  i f ,  and o n l y  i f ,  t h e  induced mapping Fx = Ax is  a  
s t r i c t l y  d i a g o n a l l y  dominant f u n c t i o n  on  Rn. 
We n e x t  prove s e v e r a l  r e s u l t s  t h a t  g i v e  s u f f i c i e n t  c o n d i t i o n s  
f o r  a  f u n c t i o n  t o  b e  s t r i c t l y  d i a g o n a l l y  dominant. 
Theorem 2.1.4 L e t  P:D c Rn + Rn b e  G - d i f f e r e n t i a b l e  on t h e  convex 
s e t  D ,  and assume t h a t  F ' (x)  i s  a s t r i c t l y  d i a g o n a l l y  dominant m a t r i x  
f o r  each x  i n  D ,  Then F i s  a s t r i c t l y  d i a g o n a l l y  dominant func- 
t i o n  on D .  
P roof .  Le t  k  E N be  g iven ,  and assume t h a t  f  x  = f  y  f o r  some k k 
x  + y  i n  D. Then $ ( t )  = f  (xCt (y-x)) i s  $ i f  f e r e n t i a b l e  on &0,11 ,  k 
and $(0) = $ ( I ) .  By R o l l e ' s  theorem, t h e r e  is  a  t E (0,l) such t h a t  0  
The c o n c l u s i o n  now f o l l o w s  from Lemma 2,1,1 w i t h  
L a t e r  we s h a l l  s e e  t h a t  t h i s  r e s u l t  admits  a  c e r t a i n  converse .  
On t h e  o t h e r  hand,  Theorem 2.1 .4  does n o t  account  f o r  t h e  c a s e  where 
F V ( x )  i s  n o t  s t r i c t l y  d i a g o n a l l y  dominant a t  a l l  p o i n t s .  The n e x t  
r e s u l t  w i l l  p o i n t  o u t  how t h i s  theorem can b e  extended t o  cover  t h i s  
c a s e .  
Theorem 2.1 .5  L e t  f  :D c Rn +- R1 b e  con t inuous ly  d i f f e r e n t i a b l e  on 
t h e  convex s e t  D ,  and assume t h a t  f o r  some f i x e d  k  E N ,  e i t h e r  
b  l a k f ( ~ ) /  h 1 l a . f & ) I  f o r  e a c h x  E D ,  where 
j #k J 
a k f ( x )  does n o t  change s i g n  on D ,  and f  i s  n o t  c o n s t a n t  on any 
l i n e  segment [ x , ~ ]  f o r  which x  k + Yk' 
Then f  i s  s t r i c t l y  d i a g o n a l l y  dominant on D w i t h  r e s p e c t  t o  
t h e  k t h  v a r i a b l e .  
P r o o f .  I f  a )  h o l d s ,  t h e  proof  is  i d e n t i c a l  t o  t h e  one g i v e n  
i n  Theorem 2 , l , 4 ,  s o  assume t h a t  b)  h o l d s ,  I f  f o r  some x  f y  i n  D ,  
f x  - f y  and /x -y 1 = Ilx-y/lm9 t h e n  xk i yk, k k  and w i t h o u t  Loss of 
g e n e r a l i t y ,  we may suppose t h a t  y  - xk > 0 .  S i n c e  a f ( x )  does  not  k Ic 
change s i g n  f o r  x E U, asslame that  3 f(x-I-t iy-x))  2 0 f o r  each k- 
t t [o,L] and set  $(t) = f (x+t (y -x) )  f o r  t [o ,L ] ,  Then 
and by b )  
I 
s i n c e  O = f y  - f x  = $ ( I )  - $(0) = 1 V 1 ( t ) d t  h 0 ,  
i t  f o l l o w s  t h a t  $ ( t )  5 0 f o r  t E [0 ,1]  which c o n t r a d i c t s  t h e  f a c t  
t h a t  f  i s  n o t  c o n s t a n t  on t h e  l i n e  segment b x , ~ d .  
C o r o l l a r y  2 .I. 6 L e t  F:D C= R~ + R~ be  c o n t i n u o u s l y  d i f  f e r e n t i a b b e  on 
t h e  convex s e t  D ,  and assume t h a t  f o r  every  x  i n  D ,  F V ( x )  i s  
a d i a g o n a l l y  dominant m a t r i x  whose d i a g o n a l  e n t r i e s  do n o t  change 
s i g n .  I f  f o r  each  k E N ,  e i t h e r  
b )  f k  i s  n o t  c o n s t a n t  on any l i n e  segment [x,y] f o r  which 
Xk i Yk. 
Then F Is s t r i c t l y  d i a g o n a l l y  dominant on D ,  
P r o o f ,  For  each k & N, fk s a t i s f i e s  the c o n d i t i o n s  of 
Tlaeoreun 2,1,5 and f s tlterefore s t r i c t l y  diagoxzaL3.y dominant; wi t11  
The preced ing  r e s u l t  ex tends  t h e  c l a s s  of f u n c t i o n s  which 
Theorem 2.1.4 i d e n t i f i e s  a s  s t r i c t l y  d i a g o n a l l y  dominant. 
2  2  Example 2.1.7 L e t  F:R -+ R b e  d e f i n e d  by 
D i r e c t  computation shows t h a t  F s a t i s f i e s  t h e  hypotheses  of 
C o r o l l a r y  2.1.6 and i s  t h e r e f o r e  s t r i c t l y  d i a g o n a l l y  dominant on 
2 R . Note,  however, t h a t  F ' ( x )  i s  s t r i c t l y  d i a g o n a l l y  dominant o n l y  
i f  x2 is  n o t  an  even m u l t i p l e  of IT. 
Suppose now t h a t  A E L ( R ~ )  i s  i r r e d u c i b l y  d i a g o n a l l y  dominant,  
b u t  n o t  s t r i c t l y  d i a g o n a l l y  dominant; t h e n  Fx = Ax i s  n o t  a s t r i c t l y  
d i a g o n a l l y  dominant f u n c t i o n .  S i n c e  t h i s  t y p e  of m a t r i x  f u n c t i o n  
a r i s e s  f r e q u e n t l y  i n  p r a c t i c a l  s i t u a t i o n s ,  i t  i s  i n t e r e s t i n g  t o  
c o n s i d e r  a cor responding  e x t e n s i o n  of t h e  d i a g o n a l  dominance concep t .  
We beg in  w i t h  an  ana log  o f  Lemma 2 . 1 - 1 .  
Lemma 2 J . 8  L e t  v E R ~ ;  then  
a> IvkI h I: 1v.l  f o r  some li E N 
j itk J 
n i f ,  and o n l y  i f ,  f o r  any x E R , 
11) . = 0, x f 0 ,  lrnpi  i e s  thar e i t he r  I xb / C / /  x / / _ ~  ox j--.l 3 j 
Ixk/ = I I x I / ,  = /xj/ whenever v $ 0. j 
-. 
Proof.  Assume t h a t  a )  holds and t h a t  1 v . x  = 0 f o r  some 
i =1 J j 
x  # 0 .  I f  lxkl < IIx IL t h e r e  i s  nothing to  p i o m ,  hence suppose 
t h a t  lxkl = \ lx (L.  Then 
and 
Thus, 
which shows t h a t  1 x .  1 = 11 x 11, whenever v  it 0, 
J j 
Conversely, i f  b) ho lds ,  and 
then  a / v  I = 1 1v.l f o r  a > 1. Define x  i n  R" by xk = usgn v  k J 
n  
k ' j S;k 
x  = - s g n v  j $ k ;  t h e n l ( x / / , = u =  / x k / ,  and v . x  = 0 .  By b ) ,  j j s  i =l J j 
I X j l  = I ~ x / ( ,  whenever v  0 ,  b u t  s i n c e  1x.l < a'= I/xll,, we have j J 
v = 0 f o r  a11 j $ k. This  c o n t r a d i c t s  ( 2 , 1 , 5 ) .  j 
Lemma 2,1.8 i s  t h e  s l u e  t o  gene ra l i z ing  t h e  not ion  of a  
d iagonal ly  dominant mat r ix ;  we only need &o spec i fy  t h e  nonl inear  
counterpart s f  t h e  condi t ion  v .  $ O in b ) ,  Yo do t h i s ,  we will use 
J 
the  well-known not ion  of a f i n i t e  d j  .cec~ed graph  o r  ne.~i.jork. For our 
purposes a network R = (N,f!) c o n s i s t s  of a s e t  of n nodes 
N = ( 1 , .  . . , n ) ,  and a s e t  C= N x N of ( d i r e c t e d )  l in lcs  which c o n t a i n  
no l o o p s ,  t h a t  i s ,  ( i , i )  k A i f  i & N. A l i n k  from i t o  j i s  
t h e n  a n  e lement  (i, j )  of A ,  and a ( d i r e c t e d )  p a t h  from i t o  j 
i s  a  sequence of l i n k s  of t h e  form 
With t h e s e  concep t s  i n  mind, w e  f o r m u l a t e  o u r  n e x t  d e f i n i t i o n .  
D e f i n i t i o n  2 .1 .9  A mapping F:D c Rn + Rn i s  d i a g o n a l l y  dominant on 
D w i t h  r e s p e c t  t o  t h e  network = (N,A) i f  f o r  every  x  y  i n  D ,  
f  x = f  y  f o r  some k  i n  N ,  i m p l i e s  t h a t  e i t h e r  a )  Ixk-Yk/ < I I X - ~  /I, k  k  
o r  b )  Ix -y I = I l ~ - - ~ l l ,  = I X . - ~  I whenever ( k , j )  & A.  k k  J j 
Note t h a t  i f  F  is  d i a g o n a l l y  dominant w i t h  r e s p e c t  t o  a 
network R = ( ~ , h ) ,  t h e n  i t  i s  a l s o  d i a g o n a l l y  dominant w i t h  r e s p e c t  
t o  any sub-network = (PJ.h0) i n  t h e  s e n s e  t h a t  0  ho C L The 
" l a r g e s t "  network t h a t  we w i l l  c o n s i d e r  h e r e  i s  t h e  a s s o c i a t e d  
network = (N,bF) of t h e  mapping I?. It i s  d e f i n e d  by AF = F  
{ ( i , j )  E N x N: i j ,  and f o r  some x  E D ,  a ( x , " )  i s  n o t  c o n s t a n t ]  i j 
where a ( x , ~ )  i s  s p e c i f i e d  i n  D e f i n i t i o n  1 , 2 , 3 ,  i j 
Theorem 2.1eb0 Let  A r L(R"). Then A i s  a d i a g o n a l l y  dominant 
- 
matrix i f ,  and on ly  i f ,  t h e  induced mapping Fx - hx i s  d i a g o n a l l y  
dominant on $ w i t h  respeck. to the associated network F * 
Proof, The r e s u l t  fol.lows directly from the d e f i n i t i o n  and 
Lemma 2,1,8, 
It should now b e  a p p a r e n t  how t o  g e n e r a l i z e  t h e  n o t i o n  o f  an 
i r r e d u c i b l y  d i a g o n a l l y  dominant m a t r i x ;  i n s t e a d ,  we s h a l l  g e n e r a l i z e  
a  weaker concep t  which, f o r  a  s p e c i a l  c l a s s  of o f f - d i a g o n a l l y  
a n t i t o n e  f u n c t i o n s ,  seems t o  b e  due t o  Duff i n  [1948] . 
D e f i n i t i o n  2 .1 .11  The mapping F:D c Itn -+ Itn i s  SZ-diagonally dominant 
on D i f  t h e r e  i s  a  network il = (N,A) such t h a t  
a )  F  i s  d i a g o n a l l y  dominant w i t h  r e s p e c t  t o  t h e  network 
SZ = (N,A) , and 
b )  There  i s  a nonempty s u b s e t  J ( F )  of N s u c h  t h a t  f o r  each 
i E JCF), f i  i s  s t r i c t l y  d i a g o n a l l y  dominant w i t h  r e s p e c t  t o  t h e  
i t h  v a r i a b l e ,  and f o r  each i 6 J ( F ) ,  t h e r e  i s  a p a t h  i n  from i 
t o  some j = j ( i )  E J (F) . 
For  l i n e a r  F:R" -t R* W a l t e r  LI.9671 h a s  c o n s i d e r e d  D e f i n i t i o n  
2 .1 .11  i n  a somewhat d i f f e r e n t  form. More s p e c i f i c a l l y ,  h e  d e f i n e s  
A t o  s a t i s f y  c o n d i t i o n  Z2 i f  A i s  d i a g o n a l l y  dominant,  and i f  
t h e r e  i s  a  non-empty J ( A ) C  N such  t h a t  f o r  every  non-empty p r o p e r  
s u b s e t  L of N f o r  which L I7 JCA) i s  empty, t h e r e  e x i s t s  a n  
i E L and a j k L such  t h a t  a  # 0, The e q u i v a l e n c e  of c o n d i t i o n  i j 
Z2 and D e f i n i t i o n  2 , l , 1 1  i s  a  consequence of t h e  n e x t  r e s u l t ,  
Lemuna 2 - 1 . 1 2  Let R = (N,fk) be a network and J a non-empty subse t  
-- 
of N, Then f o r  each i ,L J tilere is a p a t h  f riirii i L O  some 
j - j ( i )  E J if, and on ly  if, f o r  rvcry  .rcri--empty s u b s e t  b 
o f  N such that L fl J is  empty, there i s  an ( i , j j  in with i E L 
and j ,L L ,  
Proof .  Assume f i r s t  t h a t  f o r  each i $ J t h e r e  is  a p a t h  
from i t o  some j  = j ( i )  E J ,  and l e t  L b e  a  non-empty 
s u b s e t  of N such  t h a t  L n J i s  empty. Choose i E L;  t h e n  0  
i $ J and hence ,  t h e r e  i s  a p a t h  ( i O , i l ) ,  . . . , ( i r - l , i  ) t o  some 0 r 
i E J .  L e t  p  be t h e  f i r s t  i n t e g e r  s u c h  t h a t  i $ L,  and n o t e  
r P 
t h a t  1 s p 6 r s i n c e  i E L and ir $ L. Then (i i ) E h w i t h  0  P-1' P 
Conversely ,  l e t  i0 $ J b e  g i v e n .  With L = { i  1 ,  o u r  assump- 0 
t i o n s  imply t h a t  t h e r e  is  an  il $ L w i t h  ( i O  , i l )  E h .  I f  il E J , 
then  ( i  i ) i s  t h e  d e s i r e d  p a t h ;  o t h e r w i s e ,  s e t  L = {i i 1 and 0 '  1 0 '  1 
n o t e  t h a t  L n J is  empty. Hence, t h e r e  i s  an  i $ L w i t h  2  
( k 2 , i 2 )  E f o r  some k E L = { i  i 1 S i n c e  J i s  a  non-empty 2  o 9  I. 
s u b s e t  of N, t h e  c o n t i n u a t i o n  of t h i s  p r o c e s s  w i l l  y i e l d  an  
i $ L = i 0 i 3  i 1 w i t h  (k .i ) E h f o r  some k 6 L and 
P P-l P P P 
such t h a t  i E J .  Our d e s i r e d  p a t h  i s  t h e n  ( i  k  ) . ( k 2 , k 3 ) , a . . ,  
P  0 '  2 
i ) i f  k 2  = i ' o t h e r w i s e  k = i and t h e  p a t h  i s  ( i 0 , k 3 ) ,  (kP7 P 1 2 0  
( k 3 , k 4 ) 3 e . . 3 ( k p 9 i p ) *  
Note t h a t  w i t h  J ( F )  - ( 1 , .  . . ,n},  D e f i n i t i o n  2.1.11 reduces  
t o  t h e  d e f i n i t i o n  of a  s t r i c t l y  d i a g o n a l l y  dominant f u n c t i o n .  
There fore  we w i l l  be  a b l e  t o  develop t h e  t h e o r y  of s t r i c t l y  and 
Q-diagonally doniiziant Iurrc t ions  in p a r a l l e l  
2 .2  B a s i c  P r o p e r t i e s  of R-diagonal ly  Dominant Func t ions  
I n  t h i s  s e c t i o n  we w i l l  g e n e r a l i z e  some of t h e  f a c t s  known 
about  s t r i c t l y  and i r r e d u c i b l y  d i a g o n a l l y  dominant m a t r i c e s  (see ,  
f o r  example, Varga [1962]) t o  f u n c t i o n s  t h a t  s a t i s f y  D e f i n i t i o n s  
2 . 1 . 2  o r  2.1.11. 
Theorem 2 .2 .1  L e t  F:D c R" + R~ b e  %-diagonally dominant on D .  
Then each s u b f u n c t i o n  of F i s  a l s o  a - d i a g o n a l l y  dominant on D.  
P r o o f .  L e t  L C  N b e  a  non-empty p roper  s u b s e t ,  and f o r  e a s e  
k k  
of n o t a t i o n  assume t h a t  L  = (1,. , . ,k} ,  1 & k 6 n. L e t  G:D c R -t R G 
be t h e  s u b f u n c t i o n  of F be long ing  t o  L  w i t h  components 
I n  o r d e r  t o  show t h a t  G i s  R-diagonal ly  dominant,  we must e x h i b i t  
a  network R* and a  non-empty s u b s e t  J(G) of L  which s a t i s f y  
D e f i n i t i o n  2.1.11. Def ine  
J(G)  - (i E L: ( i ,  j )  E A f o r  some j $ L} U (L n J ( F ) ) ,  
and s e t  Oh = (L,Ah) where A h  = A 0 (LxL) . W e  show f i r s t  t h a t  J ( G )  
i s  n o t  empty. For t h i s  assume t h a t  L fl J ( F >  i s  empty; o t h e r w i s e  
t h e r e  is nothing t o  prove, Then there e x i s t s  an ' L such t h a t  l o  
4 $! J ( F )  and a path  0 
connec t ing  i t o  some i E J ( F ) .  I f  p  i s  t h e  f i r s t  i n t e g e r  0 r 
such  t h a t  i $ L, t h e n  1 6 p  S r 9  s i n c e  i E L and ir d L. There- 
P  0  
f o r e ,  J(G) i s  n o t  empty, s i n c e  n e c e s s a r i l y  i E J(G) . Assume 
P-1 
now t h a t  i E L i s  any i n d e x  f o r  which i $ J ( G ) ;  t h e n  i0 81 J ( F ) ,  0 0 
and t h u s  t h e r e  i s  a  p a t h  (2 .2 .1)  connec t ing  i t o  some i E J ( F )  . 0 r 
I f  p i s  d e f i n e d  as above,  then  1 S p  L r ,  and,  s i n c e  i $ J (G) , 0 
we have p 1. Hence, ( i 0 9 i l ) , . . . 9 ( i p - 2 ,  i p-l ) i s  a p a t h  i n  L 
connec t ing  i t o  i E J ( G ) .  C l e a r l y ,  G i s  d i a g o n a l l y  dominant 0 P-1 
w i t h  r e s p e c t  t o  a??, and hence,  we o n l y  need t o  show t h a t  f o r  
i E J ( G ) ,  f i  i s  s t r i c t l y  d i a g o n a l l y  dominant w i t h  r e s p e c t  t o  t h e  
i t h  v a r i a b l e .  For i E J ( F ) ,  t h i s  i s  c l e a r ;  hence assume t h a t  
i $ J ( F )  and t h a t  f o r  x  + y  i n  D G ,  g . x  = g . y .  Then 1 1 
and consequen t ly ,  1 ~ ~ - ~ ~ l  < - f o r  o t h e r w i s e ,  1 z.-z. 1 = 0 
J J  
= I ~ X - ~  1,. s i n c e  ( i ,  j )  E A f o r  some j 6 L. 
Note t h a t  f o r  a n  i r r e d u c i b l y  d i a g o n a l l y  dominant m a t r i x  A ,  
n o t  every  p r i n c i p a l  submat r ix  of A i s  i r r e d u c i b l y  d i a g o n a l l y  
dominant.  However, each p r i n c i p a l  submat r ix  i s ,  a t  l e a s t ,  non- 
s i n g u l a r  a s  t h e  fo l lowing  r e s u l t  shows: 
Theorem -2.2-2 - - Assume t h a t  F:D c: Itn -+ i s  R-diagonally dominant on 
13, Then F a7.d ail of i t s  sikbfunctiorrs are  injee"kive, 
P r o o f ,  I n  view of  t h e  p r e v i o u s  r e s u l t ,  i t  i s  s u f f i c i e n t  t o  
prove t h e  a s s e r t i o n  f o r  F i t s e l f .  For this, w e  w i l l  u s e  t h e  
a l t e r n a t e  d e f i n i t i o n  of R-diagonal ly  dominant f u n c t i o n s  g i v e n  by 
Lemma 2.1 .12.  I f  Fx = Fy f o r  x  # y  i n  D ,  d e f i n e  
and n o t e  t h a t  L  i s  a  non-empty s u b s e t  of N such t h a t  L n J ( F )  
i s  empty. By Lemma 2.1.12, t h e r e  i s  an  ( i , j )  E A w i t h  i E L  and 
j L. But f . x  = f . y  and /xi-yil = ~ I x - Y I I ,  i m p l i e s  t h a t  I X . - ~ . ~  1 I J J  
= ( / x - ~  llrn s i n c e  ( i ,  j )  E A, c o n t r a d i c t i n g  t h e  f a c t  t h a t  j E L.  
For our  n e x t  r e s u l t ,  r e c a l l  t h a t  when F:D Rn -+ Rn is  g i v e n ,  
t h e n  f o r  each  x  E R ~ ,  t h e  i t h  d i a g o n a l  f u n c t i o n  
i i s  d e f i n e d  by mii (x ,  t )  = f  . (x+te  ) f o r  i E N. 
1 
n  Theorem 2.2 .3  Assume t h a t  F:D 6 Rn -+ R i s  con t inuous  and R-diagonal ly  
dominant on t h e  r e c t a n g l e  D .  Then f o r  any f i x e d  k  E N ,  akk(x9 ) i s ,  
f o r  a r b i t r a r y  x  i n  D ,  e i t h e r  s t r i c t l y  i s o t o n e  o r  s t r i c t l y  a n t i -  
t o n e .  &foreover ,  i f  f o r  some y $ x i n  D ,  I x -y I = (/ x-y 11, and k k  
ip # f k y s  t h e n  (x -y ) (fkx-fky) > 0 i f  % k ( ~ ,  * )  i s  i s o t o n e ,  and k k  
(xk-yk) (fkx-fky) < 0 i f  a (x,") i s  a n t i t o n e .  kk 
P r o o f .  Lee  x E D and k  E W be  given. By Theorem 2.2,2, a k k ( x / )  
is injee~ive on i t s  domain c j f  d e f i n f t i o n ,  S i n c e  thc dornairr of  
a k k ( x s  ' )  i s  a m  interval Ik and Ukkjx3 * )  i s  continuous, a (x,") 
Ii k 
must b e  e i t h e r  s t r i c t l y  i s o t o n e  o r  s t r i c t l y  a n t i t o n e .  Assume t h a t  
~ u k ~ ( x , * )  i s s t r i c t l y  i s o t o n e .  We now c la im t h a t  f o r  any y  E D ,  
a k k ( y , * )  i s  a l s o  s t r i c t l y  i s o t o n e .  To prove t h i s ,  l e t  
Do = {y E D:clkk(y,*) i s  s t r i c t l y  i s o t o n e  on I } ,  and n o t e  t h a t  k  
y  E DO i f  and on ly  i f  a k k ( y , s )  > a k k ( y 9 t )  f o r  a t  l e a s t  one p a i r  of 
r e a l  numbers s > t w i t h  y  + s and yk + t i n  Ik. Of c o u r s e ,  i f  k  
Ik is  o n l y  one p o i n t ,  then  t r i v i a l l y  D = D; hence assume t h a t  0  
Ik is  a  non-degenerate i n t e r v a l .  We observe  now t h a t  Do i s  n o t  
empty s i n c e  x  E Do and show t h a t  Do is  c l o s e d  i n  D.  For t h i s  
purpose  l e t  y E D b e  a  l i m i t  p o i n t  of Do and Iym} C= Do such 
t h a t  l i m  ym = y.  S i n c e  Ik i s  a  non-degenerate i n t e r v a l ,  and 
m++" 
{ym} C= D ,  t h e r e  i s  a  6  i 0  such  t h a t  ym + 6 belongs  t o  Ik f o r  k  
s u f f i c i e n t l y  l a r g e  m. For t h e  s a k e  of b e i n g  d e f i n i t e ,  assume t h a t  
m m 6 > 0 .  Then % k ( ~  , 6 )  > "kk(y $ 0 )  and hence,  ~ k ( y . 6 )  q k ( y , O )  
s i n c e  F is  con t inuous .  But %k(y,  0 )  is i n j e c t i v e  and t h e r e f o r e ,  
%k (y '6)  > %k(y, 0)  , which i n  t u r n  i m p l i e s  t h a t  y  E D On t h e  0  ' 
o t h e r  hand, Do i s  a l s o  open i n  D ,  f o r  i f  y  E D t h e r e  i s  a  0  ' 
6  p 0  (which i s  a g a i n  assumed t o  be  p o s i t i v e )  such  t h a t  yk + 6  be longs  
t o  Ik and consequen t ly  %k(y,  6) > akk(y.O) C o n t i n u i t y  of F now 
i m p l i e s  t h a t  a ( 9 , 6 )  > x k ( $ , O )  f o r  a l l  9 i n  a  s u f f i c i e n t l y  s m a l l  kk 
r e l a t i v e  neighborhood of y i n  D, and t h e r e f o r e  9 E D 0 "  
We have now shown that Do i s  a non-empty subset of D which 
is b o t h  open and closed in D, Sfrace I? is connected, t h i s  implies 
Do = D a s  desired, To f i n i s h  t h e  p r o o f ,  we must show t h a t  if y E D 
i s  such t h a t  y  f x  / yk-xkl = 11 y-xII, and fky f f k x  then  
(xk-yk)(fkx-fky) > 0 .  I n  o r d e r  t o  a r r i v e  a t  a  c o n t r a d i c t i o n ,  
assume t h a t  x  > yk and f  x < f k y  Def ine  g : [ O , l ]  + D by g k ( t )  = xk k  
and g . ( t )  = t y i  + (1- t )xi  f o r  i # k.  Then I g . ( t ) - y . l  < l/g(t)-yllm 1 J J 
f o r  each t E (0,1] and j Z k.  S i n c e  F i s  R-diagonally dominant, 
we must have fkg  ( t )  # fky f o r  each t E (0,1] , and, s i n c e  
f k g ( t )  < fky f o r  t = 0 ,  t h e  c o n t i n u i t y  of F i m p l i e s  t h a t  
k  f k g ( t )  < fky f o r  t E [0,1]. Hence, f k g ( l )  = fk[Y+(xk-Yk)e ] h f k y ,  
c o n t r a d i c t i n g  t h e  assumptions  t h a t  a (y;) i s  s t r i c t l y  i s o t o n e  and lck 
C o r o l l a r y  2 .2 .4  L e t  F :D r= R~ +- R~ b e  con t inuous  on t h e  r e c t a n g l e  D .  
Then F  i s  s t r i c t l y  d i a g o n a l l y  dominant on D i f ,  and on ly  i f ,  t h e  
f o l l o w i n g  two c o n d i t i o n s  h o l d :  
a )  For each  f i x e d  k  E N ,  a k k ( x . * )  i s ,  f o r  a r b i t r a r y  x E D, 
e i t h e r  s t r i c t l y  i s o t o n e  o r  s t r i c t l y  a n t i t o n e .  
b)  I f  IYk-xk/ = Ily-xll, f o r  y  f x i n  D and k E N ,  then  
(xII-yk) (fkx--fky) > 0 ,  i f  nkk(x. ' )  i s  i s o t o n e ,  and (x k k  -y ) (fkx-fky) < 0 ,  
i f  akk(x") i s  a n t i t o n e ,  
P roof .  I f  F i s  s t r i c t l y  d i a g o n a l l y  d o m h a n t ,  t h e n  i t  i s  
a l s o  R-diagonally dominant,  and t h e  s u f f i c i e n c y  of the t w o  c o n d i t i o n s  
1 f o l l o t p ~ s  by noting t h a t  i f  for some y f x tn D we I~ave I 
-y I = I/ x - ~  lXk k 
then necessarily, f k x  = t k y .  Tile ~ i e c e s s i t y  o i  tE~e co izd i i i en  i s  c:le:*r, 
C o r o l l a r y  2.2.5 Let  F:D c R~ + R~ b e  cont inuous  and R-diagonally 
dominant on t h e  r e c t a n g l e  D.  Then F i s  a  P- func t ion  i f  and 
on ly  i f  F i s  d i a g o n a l l y  i s o t o n e  on D .  
P r o o f .  I f  F  i s  a  P-funct ion,  t h e n  F is d i a g o n a l l y  i s o t o n e  
on D by Theorem 1 . 3 . 3 .  Conversely ,  i f  x  # y a r e  g iven ,  we must 
show t h a t  t h e r e  i s  a  k  E N such  t h a t  (x -y ) (fkx-fky) > 0. L e t  k  k 
and n o t e  t h a t  i f  L i s  empty, t h e n  t h e r e  i s  n e c e s s a r i l y  a  k E N 
such t h a t  Ixk-yk 1 = 11 X-y and f k x  f f  y .  Theorem 2.2 .3  t h e n  i m p l i e s  k  
t h a t  (x -y ) ( fkx-fky)  > 0. Otherwise ,  L i s  a  non-empty s u b s e t  k k  
of N such  t h a t  L fl J ( F )  i s  empty. S i n c e  F i s  R-diagonally dominant, 
Lemma 2.1.12 y i e l d s  an  ( i , j )  E A w i t h  i E L and j d L. It f o l l o w s  
t h a t  I X  - y . l  = l \ ~ - ~ l l , ,  and s i n c e  j d L, we have f . x  # f . y ,  Theorem j~ J J 
2 .2 .3  now shows t h a t  ( x . - y . ) ( f . x - f a y )  > 0.  
J J  J J 
The l a s t  r e s u l t  we prove i n  connec t ion  wi th  Theorem 2 , 2 . 3  repre-  
s e n t s  a  converse  of Theorems 2 .1 .4  and 2.1.6.  
C o r o l l a r y  2 . 2 - 6  Assume t h a t  F:D c Rn -+ Rn i s  con t inuous ,  G - d i f f e r e n t i a b l e ,  
and Q-diagonal ly  dominant on t h e  open s e t  D, Then F P ( x )  i s  a  d i a g o n a l l y  
dornlnanr matrix f o r  each x i n  
P r o o f ,  Let x E- D be  g iven ,  S i n c e  F i s  contl'r~tiorrs on t h e  open 
s e t  D, w e  can a p p l y  Theorem 2,2,3 t o  any open recta .ngle  D c D 0 
c o n t a i n i n g  x .  Hence, f o r  any g iven  k  E N ,  a (x , . )  i s  e i t h e r  kk 
s t r i c t l y  i s o t o n e  o r  s t r i c t l y  a n t i t o n e ,  and--to be  def ini te- -assume 
t h a t  a ( x , ~ )  i s  s t r i c t l y  i s o t o n e .  Now l e t  u  be  t h e  v e c t o r  w i t h  kk 
t h e  components u  = 1 and u  = -sgn a f  (x)  f o r  j $ k, and l e t  k j j k  
6 > 0  b e  such t h a t  x  + t u  E D f o r  t E [ 0 , 6 ) .  Then, f o r  t E (0,8), 0 
t = 11x4-tu-xlb, and t h e r e f o r e  
Div id ing  by t2 > 0  and p a s s i n g  t o  t h e  l i m i t  a s  t + o+, we o b t a i n ,  
But a f  (x) 3 0  s i n c e  a k k ( x s * )  i s  s t r i c t l y  i s o t o n e  and hence (2 .2 .2)  k k  
i s  e q u i v a l e n t  t o  
To conclude t h i s  s e c t i o n ,  we i n v e s t i g a t e  t h e  r e l a t i o n s h i p  
between R-diagonal ly  dominant f u n c t i o n s  and M--functions. The 
f u n c t i o n s  t o  be  c o n s i d e r e d  w i l l  be assumed t o  be  d e f i n e d  on a  s e t  
o f  t h e  form 
w2ler.e each L is an interval of the Fom~ (I* 9+aj or [o, ;b), i I- L 
In tlre f i r s t  c a s e ,  (Y,, = is p e r m i t t e d ;  otherwise, a ,  i s  real, 
1 IL 
I We set R' = i t  E R nt > 01, + 
n  n  Theorem 2 .2 .7  L e t  F:D c R + R b e  a con t inuous ,  o f f - d i a g o n a l l y  
a n t i t o n e  f u n c t i o n  on a  s e t  D of t h e  form (2 .2 .3 ) .  The f o l l o w i n g  
t h r e e  s t a t e m e n t s  a r e  t h e n  e q u i v a l e n t ,  and i n  e i t h e r  c a s e  F  i s  
a )  F  i s  a  d i a g o n a l l y  i s o t o n e ,  s t r i c t l y  d i a g o n a l l y  dominant 
f u n c t i o n  on D .  
b )  For each x  i n  D ,  F(x+te)  i s  s t r i c t l y  i s o t o n e  as a f u n c t i o n  
1 
of t E R+. 
c )  For any x  # y  i n  D ,  (xk-yk)(fkx-fky) > 0 whenever 
Ixk-yk I = 11 X-Y / I m '  
P roof :  By C o r o l l a r y  2 .2 .4 ,  a )  and c )  a r e  e q u i v a l e n t ,  and 
moreover, c )  i m p l i e s  t h a t  F  i s  a  P-function.  S ince  F  i s  o f f -  
d i a g o n a l l y  a n t i t o n e ,  F  i s  an  M-function by Theorem 1 . 2 - 5 ,  and 
t h u s ,  t o  conclude t h e  p r o o f ,  i t  s u f f i c e s  t o  show t h a t  b )  and c) 
a r e  e q u i v a l e n t .  
I f  F  s a t i s f i e s  b ) ,  and f o r  some x  f y  i n  D we have 
Ix -y I = I ~ X - ~  1,. t h e n  xk yk.  I f  yk > xk,  t h e n  b )  t o g e t h e r  k k  
w i t h  t h e  o f f - d i a g o n a l  a n t i t o n i c i t y  of F  i m p l i e s  t h a t  
f x < f  (x+(y -x ) e )  C f  y .  S i m i l a r l y ,  i f  x k  k k  k  k yk w e  o b t a i n  that 1. 
f,y < f,(yf (xk-yk)e) e p x  I n  e i t h e r  c a s e ,  (x -y ) (fkx-fky) > 0 k k  
and c )  i s  s a t i s f i e d ,  On t h e  o t h e r  band, i f  F s a t i s f i e s  c )  and 
s . t: 2 0, then s - r -= ~ / ( - x 4 - ~ e ' ) - ( x + t e ) ~ ~ ~  for any x f 13, Flence, 
f o r  each k E N and t h e r e f o r e  F(x+se) > F(x+te ) .  
I f  F  i s  n o t  n e c e s s a r i l y  s t r i c t l y  d i a g o n a l l y  dominant, we 
have  t h e  fo l lowing  r e s u l t .  
Theorem 2 . 2 . 8  Le t  F:D 6 Rn -+ Rn be  o f f - d i a g o n a l l y  a n t i t o n e  on a  
set  D of t h e  form ( 2 . 2 . 3 ) ,  and suppose t h a t  f o r  any x  E D ,  
1 F(x+te )  is  a n  i s o t o n e  f u n c t i o n  f o r  t on R+. Assume f u r t h e r  
t h a  t 
J ( P )  = { j E N:f . (x+te)  i s  s t r i c t l y  i s o t o n e  
J 
I i n  t on R+ f o r  any x  E D} 
i s  n o t  empty, and d e f i n e  R = (N,h) by 
i s  s t r i c t l y  a n t i t o n e  i n  t on 1 R+ f o r  any x  E D ) .  
I f  f o r  any i $ J (F)  t h e r e  i s  a p a t h  i n  0 from i t o  some 
j E J ( F ) ,  t h e n  F  i s  a - d i a g o n a l l y  dorrzinant, and hence,  an  Pi-function 
on D ,  
P r o o f .  We prove f i r s t  t h a t  F i s  d i a g o n a l l y  dominant on D. 
L e t  x f y i n  D b e  given,  and suppose  t h a t  f x - f y e  For k k 
/ x  -y I < ~ X - ~ / I ,  there is no th ing  t o  prove; t h u s ,  assume t h a t  k k 
/ xII-yII = / I  x-Y/, . Then xk ! y!, 3ild wi t l iout  10;s O T  gener a l i i y  , lie 
ll may take ;r > y. 
~f (4 , j )  i but lxkyk - h x 7 / / , >  j~ y o / ,  i~ IC* j J 
t h e n  x I~ Yk > xj - Yj and x - k Yk,, 2 xi - yi f o r  i # j, Since  
%j (y ,  0 )  i s  s t r i c t l y  a n t i t o n e  and F(y+te )  i s o t o n e ,  
which i s  a c o n t r a d i c t i o n .  Hence, - Xj-Yj  whenever ( k ,  j ) E A Xk-Yk 
and t h e r e f o r e  F  i s  d i a g o n a l l y  dominant on D.  
To show t h a t  F  i s  Q-diagonal ly  dominant on D ,  we o n l y  need 
t o  prove t h a t  f o r  k  E J ( F ) ,  f k  is  s t r i c t l y  d i a g o n a l l y  dominant 
w i t h  r e s p e c t  t o  t h e  k t h  v a r i a b l e .  L e t  x  # y  i n  D b e  g i v e n ,  
and assume t h a t  f  x = f  y  w i t h  Ix -y I = \Ix-y 11,. I f  we l e t  k  k  k k  
xk > Y k ?  i t  f o l l o w s  t h a t  
s i n c e  k  E J ( F )  and F  i s  o f f - d i a g o n a l l y  a n t i t o n e .  A c o n t r a d i c t i o n  
i s  a l s o  reached i f  we t a k e  xk < yk; hence,  I ~ ~ - ~ ~ l  < 11 x - ~ I ~ ~  and 
F  i s  t h e r e f o r e  Q-diagonal ly  dominant on D, 
F i n a l l y ,  i t  w i l l  f o l l o w  from Theorem 1 . 2 . 5  and C o r o l l a r y  2 .2 .5  
t h a t  F  i s  an M-function i f  F i s  shown t o  be d i a g o n a l l y  i s o t o n e  
on D .  To do t h i s ,  l e t  x  IZ D and k  E N be  g iven ,  and suppose t h a t  
s > t w i t h  x  + tek and x + s e k  i n  D. S i n c e  F  i s  o f f - d i a g o n a l l y  
a n t i t o n e  and ~ ( y + f  e) i s  i s o t o n e  i n  % 3 0 f o r  any y  E D, we have 
which is the desired r e s u l t ,  
n  For D = R , t h i s  l a s t  r e s u l t  i s  a  s p e c i a l  c a s e  of a  theorem 
of Rhe inbo ld t  [1969b]. H i s  p r o o f ,  however, was d i r e c t  and d i d  n o t  
u s e  t h e  concept  of a -d iagona l  dominance. 
2 . 3  Convergence Theorems 
I n  t h i s  s e c t i o n  w e  w i l l  s e e  how t h e  n o n l i n e a r  g e n e r a l i z a t i o n s  
of d i a g o n a l  dominance a l l o w  u s  t o  extend t h e  f o l l o w i n g  c l a s s i c a l  
r e s u l t :  I f  A E L ( R ~ )  i s  a  s t r i c t l y  o r  i r r e d u c i b l y  d i a g o n a l l y  
dominant m a t r i x ,  t h e n  f o r  e v e r y  b  i n  Rn, Ax = b h a s  a  unique 
s o l u t i o n  x*; and f o r  any xo i n  Rn, t h e  J a c o b i  and Gauss-Seidel  
sequences  converge t o  x*. 
The f o l l o w i n g  convergence p r o o f s  a r e  somewhat long ,  b u t  t h e  
i d e a s  behind them a r e  r a t h e r  s imple .  S p e c i f i c a l l y ,  we w i l l  d e f i n e  
an  i t e r a t i o n  f u n c t i o n  H f o r  t h e  J a c o b i  and Gauss-Seidel sequences ,  
which w i l l  a l l o w  us  t o  r e p r e s e n t  t h e s e  i m p l i c i t  i t e r a t i v e  methods 
k+l  k  
a s  e x p l i c i t  i t e r a t i v e  schemes x = Hx , k  = O , l , . . ,  . The i t e r a t i o n  
f u n c t i o n  H w i l l  t h e n  be  shown t o  s a t i s f y  t h e  hypotheses  of t h e  n e x t  
r e s u l t  which i s  e s s e n t i a l l y  due t o  Diaz and Metcal f  619683. 
n  Lemma 2,3 -1 L e t  B:D R + R~ map the c l o s e d  s e t  0 Do i n t o  i t s e l f ,  
and suppose t h a t  R has  a f i x e d  p o i n t  x* i n  Do.  I f  f o r  some m 3 1, 
(2,3.1) rn rn l/li x-H yll l l ~ - -~ l l ,  whenever x,y t D, x # y, 
then x* is t he  only Fixed p o i r t  of H tq sl id f o r  any x" i- D U "  
k 
t h e  sequence xk" = Hx converges t o  x*. 
P r o o f .  Assume f o r  t h e  moment t h a t  m = 1. Then (2.3.1) 
i m p l i e s  t h a t  x* i s  t h e  o n l y  f i x e d  p o i n t  of H i n  D and t h a t  o 
E = I I X ~ - X * I I  i s  a d e c r e a s i n g  sequence of nonnega t ive  numbers and k k .  
hence convergent .  Thus {xk} i s  bounded, and i f  {x '1 i s  any 
k i 
convergent  subsequence such  t h a t  l i m  x = y* # x*, t h e n  
l i m  E = l I ~ y * - x * / (  = ( / H ~ * - H ~ * I ~  < /Iy*-x*Il = l i m  E , ittoo ki+1 i- ki 
which c o n t r a d i c t s  t h e  f a c t  t h a t  {ck} is  convergent .  T h e r e f o r e ,  
k k l i m  x = x*, and consequen t ly ,  l i m  x = x*. I f  m > 1, t h e n  (2.3.1) 
i+ k+ 
i m p l i e s  t h a t  H~ and H have t h e  same number of f i x e d  p o i n t s .  More- 
o v e r ,  t h e  p r e v i o u s  argument a p p l i e d  t o  Ilrn i m p l i e s  t h a t  ykfl = Hmyk 
converges t o  x* f o r  any y 0 E Do. S e t t i n g  yo s u c c e s s i v e l y  equal  
0 m-1  0 t o  x ,..., H x , w e  o b t a i n  t h e  d e s i r e d  r e s u l t .  
The h y p o t h e s i s  t h a t  H h a s  a f i x e d  p o i n t  cannot  b e  comple te ly  
X 
removed as shown by t h e  one-dimensional example h(x) = Rn(lSe ); 
b u t  a s  no ted  by many a u t h o r s ,  i t  can b e  r e p l a c e d  by t h e  boundedness 
Lemma 2 .3  - 2  L e t  H:D c Rn + Rn map t h e  compact set DO i n t o  i t s e l f ,  0 
and assume t h a t  f o r  some m 2 I ,  W s a t i s f i e s  (2 .3 .1 ) .  Then H h a s  
a unique fixed p o i n t  x* in DG, and for any x 0 E Do t h e  sequence 
x '-I' = ~x~ converges t o  x*. 
L P r o o f ,  Assume f i r s t  L l ~ t  ILL = Ig aid d e f  i m e  g:D + R by 0 
g = H -  s i n c e  Do i s  compact and g i s  cont inuous  on Do ' 
t h e r e  i s  a  xk E D such  t h a t  g(x*) d g ( x )  f o r  each x E D I f  0 0 ' 
Hx* # x*, (2 .3 .1 )  i m p l i e s  t h a t  
t h a t  i s ,  g(Hx*) < g(x*) c o n t r a d i c t i n g  t h e  d e f i n i t i o n  of x*. Hence, 
x;k is  a  f i x e d  p o i n t  of H.  I f  m > 1, t h e n  t h e  p r e v i o u s  argument 
y i e l d s  t h a t  Hm h a s  a f i x e d  p o i n t  x*. However, (2 .3 .1 )  i m p l i e s  t h a t  
t h e  f i x e d  p o i n t s  of H and Hm a r e  t h e  same, and t h u s ,  Hx* = x*. 
The r e s t  of t h e  proof f o l l o w s  from Lemma 2.3 .1 .  
We now prove t h a t  under s u i t a b l e  assumptions ,  t h e  J a c o b i  and 
Gauss-Seidel  sequences  (2 .1 .1)- (2 .1 .4)  a r e  wel l -def ined and a r e  g iven  
by an  i t e r a t i o n  f u n c t i o n  which s a t i s f i e s  ( 2 - 3 . 1 ) .  
Theorem 2.3.3 Le t  F:D c R~ +- R~ b e  a -d iagona l ly  dominant on t h e  0 
r e c t a n g l e  Do' and suppose t h a t  f o r  each x  i n  Do and i E N, t h e  
one-dimensional e q u a t i o n  
f i ( ~ 1 9 e - e , X  i-lyt9xi+1" *.., X ) = O 
n  
h a s  a  ( n e c e s s a r i l y  un ique)  s o l u t i o n  t; w i t h  (x 1 9 s - 3 x i - 1 9  t 3  ,x i + l ~ * - , X  
T  
n  
i n  D o e  Then t h e  J a c o b i  and Gauss-Seidel  sequences  (2 .1 .1)- (2 .1 .4)  
with u - u c (0,l], k - O , l , ,  , , , are well-defined f o r  any x 0 k = r DO.  
n 
Moreover, for ellther method there is aaz i teraticn function H:D L. R + R~ 0 
that 
k 
a) The method is equivalent with = Hx I< = 0 1 a a . 
C )  11  H X - ~ y  llw L 11 X-y 1, f o r  every x,  Y i n  D O ,  and 
n-e+l < IIx-y 11, f o r  every x  # y i n  Do where d) 11 Hn-'+lx - H y  [Iw 
2 denotes  t he  number of elements i n  J (F)  . 
Proof.  We w i l l  f i r s t  p r e sen t  t h e  proof f o r  t he  Gauss-Seidel 
method . 
Let x  E D be  given,  and d e f i n e  the  i t e r a t i o n  func t ion  0 
H:Do c Rn + Rn of the  Gauss-Seidel method a s  fol lows:  By assumption 
the re  i s  t* -- which by Theorem 2 . 2 . 2  is unique -- such t h a t  1 
and ( t f , x 2 , .  . . , x  ) T E Do Se t  hl(x)  = (1-w)x + w t *  and no te  t h a t  
n  1 1' 
1 
s i n c e  DO i s  convex, (hl(x) , x2 , .  . . ,x  ) E D O .  Assume t h a t  h  . (x) 
n  J 
f o r  j = 1,. . . , i-1 have been def ined  such t h a t  (h (x) , . . . ,hi-l Cx) , 1 
xi , .  . . ,x  )T E D 0 ' Once aga in ,  t h e r e  i s  a  unique t$ such t h a t  n  
and we s e t  h . ( x )  = (1-w)x. + w t ? .  I n  t h i s  w a y ,  we have defined 
1 1 
0 
H:D c R" + R" such t h a t  H ( D O )  C D o ,  and t h a t  f o r  any x  E D O ,  t he  0 
Gauss-Seidel method i s  well-defined and equiva len t  with x  k+l = k 
To show t h a t  H s a t i s f i e s  c) and d ) ,  w e  f i r s t  prove t h a t  f o r  
every x f y in Dg and i. E N ,  e i t h e r  
The proof  i s  by i n d u c t i o n .  S e t  2 = (t *(x) , x 2 , .  . . , x  ) T  where 1 n  
4 f  (x )  = 0,  and s i m i l a r l y  f o r  . S i n c e  1 
4 4 
x  = y  i m p l i e s  t h a t  / h  (x)-hl (y) / < I / x - Y  11, and (2.3.2) a p p l i e s .  1 1 1 
4 A A 4 4 I f  x1 -# yl ,  t h e n  x  + y ,  and,  s i n c e  f  (x) = f ($) and F i s  1 1 
A A 4 4 Q,-diagonally dominant,  e i t h e r  I x ~ - ~ ~  / < IIx-y 11, < I I x - ~  11, and (2.3.4) 
4 A A A i m p l i e s  t h a t  (2 .3 .2)  o c c u r s ;  o r  Ix -y I = I l x - ~  11, 1 3  = Ixj-yj I f o r  j > 1, 
4 A  - and t h e  second p a r t  of (2 .3 .3)  h o l d s .  S ince  l/x-y I)_ - [xj -yj  1 "Ix-y 11,. 
( 2 . 3  - 4 )  y i e l d s  t h a t  /h l (x)-hl (y)  I b llx-y 11, a s  d e s i r e d .  
Assume now t h a t  (2 ,3 .2 )  and (2 .3 .3 )  ho ld  f o r  i = 1, ..., k-1, 
6 A 
and s e t  x  = ( h l ( x ) ,  . . . .hk-.l(x), t z ( x )  , x ~ + ~ ,  . . . .X )T where f  (x) = 0 ,  
n  k  
A 4 A 
and s i m i l a r l y  f o r  y .  I f  xk = yk,  t h e  r e s u l t  f o l l o w s  from 
4 A h r\ A A 
and i f  x y k P  t h e n  x  f y .  S i n c e  C (x) = £ (y) and F is k k 
4 4 A n Q-diagonally dominar~ t ,  either / x  -y 1 i I ~ X - ~  /I,, g l/x--y I/, and (2.3.5) k k  
4 4 A n n 4 
implies t h a t  C2,3,2) holds, oi: / x  -7 1 - I ~ X - ~  - 1.c ,-y 4 f o r  any k k  3 3 
k ) L i'! If k < f the i-h bzd parr o f  (2, 3 ,  1) Lakes place, while if 
A 4 
k > j ,  the second part lioLJs. 111 eii-her Lase, /x -y I < I / X - ~  I/,' anti k I< 
(2 .3 .5)  y i e l d s  lhkfx)--$(y)/ L I / x - Y / ] _ .  
Note t h a t  (2 .3 .2)  and (2 .3 .3)  t o g e t h e r  imply t h a t  
~ J H ( X ) - H ( ~ )  Ilm 4 I/x-y I/, and t h u s ,  we o n l y  need t o  v e r i f y  t h a t  d )  
k k-1 h o l d s .  For t h e  proof we w i l l  u s e  t h e  n o t a t i o n  h . (x )  E hi(H (x)) 
1 
where k  2 1 and i E N ;  i t  w i l l  a l s o  b e  i m p o r t a n t  t o  n o t e  t h a t  
(2 .3 .2)  a p p l i e s  whenever i E J ( F ) .  Assume f o r  t h e  moment t h a t  
n-1 
= 1, and l e t  x  i y  i n  DO be g iven .  I f  Hn-l(x) = H  ( y ) ,  
n- 1 then  I I H ~ ( X ) - H ~ ( ~ )  /I_ < Ilx-y /I_; o t h e r w i s e  H (x )  f ~ " - l ( y ) .  L e t  
n  n  i E N b e  g i v e n ;  we prove t h a t  /h i (x)-hi (y)  / < IIx-yll_. I f  
lhy(x)-hy(y) / < I /  ~ ~ - l ( x ) - - ~ ~ - ' ( ~ ) / l ,  t h e r e  i s  n o t h i n g  t o  prove;  
o t h e r w i s e  i d J ( F )  and t h e r e  is  a p a t h  
w i t h  i = j E J ( F )  and r < n-1. Hence, 
1 
n Repeat t h e  p rocedure  u n t i l  ihi ( ~ ) - h ? ( ~ )  / < x -  1 o r  
1 
n k k / l ~ ~ ( x ) - h y ( ~ ) I  = / h i  (x)-h.  ( y ) /  f o r  some k with 1 & n-r G k C n. 
i 
r r 
Since i - j E J(F), 
r - 
Hence, /hy(x)-h:(y) / < j/x-y I / _  f o r  each i c N, and t h u s ,  
n I/ Hn (x) -H (Y 1 llm < llx-Y llm. 
n- R n- R I f  1 < R 6 n ,  and H (x) = H (y) ,  t h e r e  i s  no th ing  t o  
n- R p rove ;  o t h e r w i s e ,  H (x) H"-'(~), and t h e  proof  p roceeds  as 
b e f o r e  by n o t i n g  t h a t  each i J ( F )  can b e  j o i n e d  t o  a n  ir E J ( F )  
by a p a t h  (2 .3 .6 )  w i t h  r C n-R. 
The proof f o r  t h e  J a c o b i  method i s  v e r y  s i m i l a r ,  b u t  now f u l l  
u s e  i s  made of t h e  assumption t h a t  Do i s  a  r e e t a c g l e .  The d i s t i n c -  
t i o n  o c c u r s  i n  t h e  d e f i n i t i o n  of t h e  i t e r a t i o n  f u n c t i o n  H f o r  t h e  
J a c o b i  method. The f i r s t  component f u n c t i o n  of H i s  d e f i n e d  by 
h  (x)  = (1-w)xl + wtf where 1 
f  ( t "  x  ..., x ) = 0 1 1' 2 '  n 
'1 
1 9 ~ Z s . . . s ~ n )  E Do. Assume t h a t  h . ( x )  f o r  j = 1, ..., i-1 and ( t *  J 
T have been d e f i n e d  such  t h a t  (xl, ... > X  h e  ( x ) ~ x ~ + ~ ~ . . . ~ ~  j - l9  J n  
f  j = i -  I f  w e  set h . ( x )  = (1-w)xi + where 
1 
and ( x l , .  .,x t;? ,x  ..., x ) L  E B t h e n  
- 1  1 ii-1" n 0 ' 
T ) E Do s i n c e  Do i s  convex, and,  
n  
T 
s i n c e  DO i s  a r e c t a n g l e ,  (hl(~),...shi(~)9~i+1PPP . > x n )  E Do. 
In t h i s  way t h e  i t e r a t i o n  f u n c t i o n  f o r  the J a c o b i  method i s  d e f i n e d ,  
and it s a t i s f i e s  b), The res t  o f  t h e  proof proceeds  along s t e p s  
sirn:ilar to those  f o e  t h e  Gauss '-Se:i  del seqiiencce 'i'lii s completes t h e  
I f  F:R" + Rn i s  l i n e a r  and i r r e d u c i b l y  d i a g o n a l l y  dominant,  
~ a k k  and ~ t z k  [1960] have proved a r e s u l t  r e l a t e d  t o  d)  of 
Theorem 2 . 3 . 3  i n  t h e  s e n s e  t h a t  t h e i r  theorem can b e  used t o  
prove t h a t  f o r  t h e  i t e r a t i o n  m a t r i x  H of t h e  J a c o b i m e t h o d ,  
I/ H"-%+~ 
< 1. A consequence of t h e  n e x t  example i s  t h a t  
k  
n - R i s  t h e  l a r g e s t  number k such  t h a t  J J H  \Ico = 1. 
Example 2 . 3 . 4  Consider  t h e  m a t r i x  of o r d e r  n  > 1: 
where t h e r e  a r e  R a l p h a s .  Then J(A) = R ,  and t h e  i t e r a t i o n  m a t r i x  
f o r  t h e  J a c o b i  method i s  g i v e n  by 
k  By d i r e c t  computat ion,  ( IH  1 = 1 f o r  0 k ( n-!?, and 
11 Hn-Lfl \Im = ICll < 1. Note t h a t  i f  a = 0,  A i s  n o t  i r r e d u c i b l y  
d i a g o n a l l y  dominant b u t  R-diagonal ly  dominant w i t h  r e s p e c t  t o  t h e  
a s s o c i a t e d  network R ~ '  
With t h e  h e l p  of t h e  p r e v i o u s  theorem, we can now prove our  
f i r s t  convergence r e s u l t .  
C o r o l l a r y  2 .3 .5  Assume t h a t  F : D  C Rn -t Rn s a t i s f i e s  t h e  hypotheses  0 
of Theorem 2 .3 .3  on t h e  c l o s e d  r e c t a n g l e  I f  e i t h e r  Do Do i s  
bounded o r  Fx = 0 h a s  a s o l u t i o n  i n  Do,  t h e n  Fx = 0 h a s  a  
0 
un ique  s o l u t i o n  x* i n  Do ;  and f o r  any x E DO,  t h e  J a c o b i  and 
Gauss-Seidel  sequences  (2 .1 .1 ) - (2 .1 .4 )  w i t h  W f W E ( 0 ~ 1 1 ,  k = 0 , 1 , ,  . . , k  
a r e  we l l -de f ined  and converge t o  x*, 
P r o o f ,  We on ly  c a r r y  o u t  t h e  proof f o r  t h e  J a c o b i  method; t h e  
proof  f o r  t h e  Gauss-Seidel  method i s  s i m i l a r .  
Suppose f i r s t  t h a t  Do i s  bounded. By Theorem 2 , 3 , 3 ,  t h e  
n  J a c o b i  method h a s  a  we l l -de f ined  i t e r a t i o n  f u n c t i o n  H:D R + Rn 0 
which s a t i s f i e s  (2 .3 .1 )  w i t h  m = n  - R + 1, Since  Do i s  compact, 
Lemma 2 , 3 , 2  i m p l i e s  t h a t  H h a s  a  f i x e d  p o i n t  x* i n  D o e  But 
for each i t N, and therefore, Fx* = 0, The uniqueness oi x" 
follows Lrom 7 lieorem 2,2,2 wn; ir t h e  torlvlartjellce of  i i ig  Jacr;li i 
iterates to x* "i is consequence of Lemma 2.3- 3 and Tileorern 2,3.3. 
I f  Fx = 0 i s  assumed t o  h a v e  a  s o l u t i o n  i n  D o ,  t h e n  t h i s  so lu -  
t i o n  i s  un ique  by Theorem 2.2 .2 ,  and t h e  r e s u l t  now fo l lows  from 
Lemma 2 .3 .1  and Theorem 2.3 .3 .  
n  An i m p o r t a n t  c a s e  of C o r o l l a r y  2.3.5 occurs  i f  F:R + Rn is  
R-diagonal ly  dominant on a l l  of Rn. I n  t h i s  c a s e  t h e  assumption 
t h a t  t h e  one-dimensional e q u a t i o n  
h a s  a  s o l u t i o n  t$ f o r  each i E N and x  E R~ i s  e s s e n t i a l l y  
"d iagona l  s u r j e c t i v i t y " .  We make t h i s  p r e c i s e .  
D e f i n i t i o n  2 .3 .6  The mapping F : R ~  -+ Rn i s  d i a g o n a l l y  s u r j e c t i v e  
i f  f o r  each x  E Rn and k E N, a ( x , ~ ) : R ' +  R1 i s  s u r j e c t i v e .  Here,  k k  
k  
a s  u s u a l ,  akk(x,  t )  = f k ( x + t e  ) . 
I n  connec t ion  w i t h  C o r o l l a r y  2 . 3 . 5  n o t e  t h a t  t h e  n e x t  example 
n  n 
shows t h a t  i f  F:R -+ R i s  a  d i a g o n a l l y  s u r j e c t i v e ,  R-diagonal ly  
dominant f u n c t i o n  on Rn, t h e n  Fx = 0 does  n o t  n e c e s s a r i l y  have a 
s o l u t i o n .  
2 Example 2 . 3 . 7  Def ine  F:R' -+ R by 
where g ( t )  = a r c t a n  t - v/2 .  By Theorem 2 ,2 .7 ,  F  is  a  s t r i c t l y  
d i a g o n a l l y  dominant M-function. However, Fx = 0 does  n o t  have a 
s o l u t i o n ,  f o r  o t h e r w i s e ,  t h e r e  would b e  a n  x  = (x x  ) T  such  t h a t  1, 2 
F ( t , t )  6 0 = F(x  , x  ) and,  s i n c e  F i s  i n v e r s e  i s o t o n e ,  t 6 x 1 2  1' 
1 
t G x f o r  e v e r y  t E R . T h i s  i s  c l e a r l y  i m p o s s i b l e .  2 
I n  c o n t r a s t  w i t h  t h i s  example and C o r o l l a r y  2 .3 .5 ,  t h e  n e x t  
r e s u l t  shows, i n  p a r t i c u l a r ,  t h a t  i f  F : R ~  + R" i s  R-diagonal ly  
n  dorninant on a l l  of R and Fx = 0 has  a  s o l u t i o n  x*, t h e n  t h e  
J a c o b i  and Gauss-Seidel  i t e r a t e s  a r e  we l l -de f ined  and converge t o  
x* provided F i s  cont inuous  on  R ~ .  
n  Theorem 2.3.8 L e t  F:D 6 R~ + R b e  con t inuous  on t h e  set D ,  and 
assume t h a t  Fx = 0 h a s  a s o l u t i o n  x* i n  D ,  and t h a t  f o r  some 
r 2 0 ,  D = {x E Rn:]l x-x* ljm G r} c D.  Lf F i s  SZ-diagonally 0 
dominant on Do, t h e n  x* i s  unique i n  0 Do, and f o r  any x  i n  
DO t h e  J a c o b i  and Gauss-Seidel  sequences  (2 .1 .1)- (2 .1 .4)  w i t h  
- uk : w E (0 ,1] ,  k = 0 , 1 , .  . . , a r e  wel l -def ined and converge t o  x*. 
P r o o f .  The r e s u l t  w i l l  f o l l o w  from Theorem 2.3 .4  i f  we prove 
t h a t  f o r  each x i n  Do and i E N, t h e  e q u a t i o n  
has a unique  so l r a t ion  t t x x t?<9xj+19. - ?x ) T E no" 
I 1-1 31 II 
L i 
To show t h i s ,  l e t  x F D and i N b e  given, and de f i ne  q:R + R by 0 
Clear ly ,  $ i s  def ined  f o r  I t-xp 1 S r ,  and by Theorem 2 .2 .3 ,  
is  e i t h e r  s t r i c t l y  i so tone  o r  s t r i c t l y  a n t i t o n e .  I n  e i t h e r  case ,  
$ ( t )  = 0  has a t  most one s o l u t i o n .  We now proceed t o  show t h a t  such 
a  s o l u t i o n  e x i s t s  i f  $ i s  s t r i c t l y  i so tone ;  f o r  the  s t r i c t l y  
a n t i t o n e  case  the  proof i s  analogous. Since x  E D llx-x* 11 ' P C r ,  0  ' 00 
and i f  P = 0  t h e r e  is  nothing t o  prove; hence assume t h a t  P > 0  and 
+ + l e t t i = x p + p .  I f v = ( x l , . . . , X  i-1' t .9x i+19e*.9x)Ty 1 then 
n  
+ It.-X$/ = I I v - x * ~ ~ , ~  and by Theorem 2 . 2 . 3 ,  
1 1  
+ 
o r  $ ( t i )  2 0. S imi l a r ly ,  i f  t; = x* - p 9  then $ ( t i )  0.  The 
1 
- + 
con t inu i ty  of $ y i e l d s  a  ti E [ t i , t i I  wi th  $ ( t l )  = 09 and 
s i n c e  1 t+-x+/  G r ,  i t  fol lows t h a t  (xl, . . . ,x  t+,x . . . ,  x  ) T i-1' I i+l* E DO. 1 - 1  n  
This completes t he  proof .  
n  I f  F : R ~  +- R i s  l i n e a r  and %-diagonal ly dominant on R~ wi th  
r e spec t  t o  t he  a s soc i a t ed  network QF, then F i s  neces sa r i l y  
s u r j e c t i v e ;  and i n  t h e  p a r t i c u l a r  case where = 1, the  previous 
theorem is  due t o  Walter Cl9671. I f  F i s  not  def ined on a l l  
of R ~ ,  then,  i n  gene ra l ,  i t  is  very d i f f i c u l t  t o  f i n d  a  s e t  0 
which satisfies the hypotheses of the Last twc? results; however, 
if P is off-diagonally antitcine and for some u,v, Fu 6 3 " Fv, 
then DO can be taken to be the set (u,v) = {z E R":U h "1. 
n  n  Theorem 2.3.9 Let  F : D e  R +- R be  con t inuous ,  o f f -d i agona l l y  
a n t i t o n e ,  and G-diagonally dominant on t h e  s e t  D. I f  t h e r e  a r e  
u , v  i n  D such  t h a t  (u9v)  D w i t h  Fu < 0  < Fv, then  Fx = 0  
h a s  a s o l u t i o n  xA i n  (u,v) which i s  unique i n  D; and f o r  any 
0  
x i n  <u9v) ,  t h e  J a c o b i  and Gauss-Seidel sequences (2.1.1)-(2.1.4) 
w i t h  w - w E ( 0 ~ 1 1  f o r  k = 0 , 1 , .  . . , a r e  wel l -def ined and converge k = 
t o  x". 
P roo f .  By Coro l l a ry  2.3.5 we only need t o  v e r i f y  t h a t  f o r  
each  x E (u,v), $ ( t )  = f i ( x l , . s . 9 ~  2-19 t9xi+13 ..., x ) = 0 has  a 
n  
un ique  s o l u t i o n  tt E [ u i , v i ]  Note t h a t  $ i s  de f i ned  on 
1 
[ui9vi]. Moreover, s i n c e  F i s  of f - d i agona l l y  a n t i t o n e ,  
and hence,  $(ui) 6 0  6 @(vi ) .  The c o n t i n u i t y  of $ on [ui9vi] t hen  
i m p l i e s  t h a t  t h e r e  i s  a  tt & [ui9vi] w i th  $ ( t ~ )  = 0 .  
1 
Under t h e  hypotheses  of t h e  p rev ious  theorem, F i s  n e c e s s a r i l y  
d i a g o n a l l y  i s o t o n e  and hence Theorem 1 , 2 , 1 0  and Coro l la ry  2 .2 .5  imply 
t h a t  F i s  a n  M-function. I n  f a c t ,  Theorem 2.3 .9  can be shown t o  
h o l d  i f  I: i s  a conta'nuotas M-function on t h e  set D. I n  t h i s  form 
this last theorem is i m p l i c i t  i n  the work of Rheinboldt  [1969b]. 
Theorem 2 - 3 . 9  can be used, for example, to obtain results about 
nun-nega"cve soiutions 0 4 _  L w o - p o i ~ i ~  bo~anciary va lue  problems* Con- 
s i d e r  
(2 .3 .7)  u " ( t )  = g ( t , u ( t ) , u l ( t ) )  f o r  a < t < b;  u ( a )  = a,  u(b)  = 8, 
where g  i s  c o n t i n u o u s l y  d i f f e r e n t i a b l e  on 
and 
(2 .3 .9 )  g u ( t , u , u l )  > 0 ,  / g u l ( t , u , u q )  1 ( Ef < +m, f o r  a l l  ( t . , u ,uq)  E S .  
Then, a s  shown, f o r  i n s t a n c e ,  by B a i l e y ,  Shampine, and Waltman [1968] 
i t  is  known t h a t  (2 .3 .7)- (2 .3 .9)  h a s  a  un ique ,  twice-cont inuously  
d i f f e r e n t i a b l e ,  non-negat ive  s o l u t i o n  p rov ided  t h a t  a,B 2 0 ,  and 
g( t ,O,O) < 0  f o r  t E [a ,b] .  To o b t a i n  a numer ica l  s o l u t i o n  of t h i s  
problem, w e  i n t r o d u c e  t h e  p a r t i t i o n  s = a + j h ,  j = 0 ,  ..., n-t-1, j 
h = -  b-a , of  [a ,b ] ,  and u s e  t h e  s t a n d a r d  f i n i t e  d i f f e r e n c e  approxi-  
n-?-l 
where 
and 4 : ~ ~  + R~ is d e f i n e d  by 
We want t o  f i n d  a  s o l u t i o n  of (2.3.10) i n  R: = {x E R":X 2 0 ) .  
Theorem 2.3.10 Consider  t h e  mapping Fx = Ax + @ ( x )  - c d e f i n e d  by 
(2.3.10)-(2.3.12) where g  i s  con t inuous ly  d i f f e r e n t i a b l e  on t h e  
set S of (2 .3 .8 )  and s a t i s f i e s  (2 .3 .9 ) .  I f  a,@ 2 0 ,  g( t ,O,O) = 0 
b-a f o r  t E [a ,b] ,  and h =  2 
n  
E (0,-), t h e n  t h e  e q u a t i o n  (2 .3 .10)  has  M 
n 
a  unique nonnega t ive  s o l u t i o n  x* E R+, and f o r  any x  0  n  E R+, t h e  
J a c o b i  and Gauss-Seidel  i t e r a t e s  (2 .1 .1 ) - (2 .1 .4 )  w i t h  
uk E w E (0.11,  k = 0 . 1  ...., are wel l -def ined and converge t o  x*. 
Moreover, x* E (0,  toe) where to s a t i s f i e s  
P r o o f .  C l e a r l y  F i s  o f f - d i a g o n a l l y  a n t i t o n e ,  and Theorem 2.2.8 
i m p l i e s  t h a t  F  i s  52-diagonally dominant on R: w i t h  r e s p e c t  t o  t h e  
a s s o c i a t e d  network aF. Moreover, F(0)  = 4 (0) - c 6 0 ,  and 
F ( t e )  2 0 f o r  t > to. Hence, t h e  r e s u l t  f o l l o w s  d i r e c t l y  from 
Theorem 2 - 3 . 9 .  
The u s e  of t h e  approximat ion (2.3.10) is of course  s t a n d a r d ,  
but it is u s u a l l y  assumed tha t  (2 .3 ,9 )  h o l d s  f o r  a l l  
1 ( r , u , u V )  E [alb] Y R' x R - Discrete analogues  of mildly n o n l i n e a r  
e l l i p t i c  boundary value problems of the form Au - g ( t , u )  with 
g(tpO) 5 0 and g ( t , u )  2 O for u > 0 ,  have been c o n s i d e r e d ,  for 
example, by Greenspan and P a r t e r  119651, and t h e s e  a u t h o r s  o b t a i n  
a n  e x i s t e n c e  r e s u l t  s i m i l a r  t o  o u r s .  However, t h e y  do n o t  treat 
e i t h e r  t h e  (non l inear )  J a c o b i  o r  Gauss-Seidel  method. 
I n  t h e  c a s e  where (2 .3 .9 )  h o l d s  f o r  a l l  ( t , u , u l )  E [a,b] x R1 x R  1 
and hence when F  i s  d e f i n e d  on a l l  of Rn, t h e  t echn iques  u s e d  i n  
t h i s  paper  a l l o w  us  t o  prove a l s o  some r e s u l t s  about  o v e r r e l a x a t i o n .  
For  t h i s  we i n t r o d u c e  t h e  fo l lowing  concept .  
n  D e f i n i t i o n  2 .3 .11 The mapping F:R + Rn i s  un i fo rmly  d i a g o n a l l y  
dominant i f  t h e r e  is a  q E [0 ,1)  such t h a t  f o r  e v e r y  x  # y  and k  E N, 
fkx  = f y  i m p l i e s  t h a t  lx -y I 6 ql/x-Y 11,. k k k  
C l e a r l y ,  every un i fo rmly  d i a g o n a l l y  dominant f u n c t i o n  is  s t r i c t l y  
d i a g o n a l l y  dominant on Rn, b u t  t h e  fo l lowing  example shows t h a t  t h e  
converse  does  n o t  h o l d .  
2 2  Example 2.3.12 Let  F:R -+ R b e  t h e  f u n c t i o n  of Example 2.1.7 and 
assume t h a t  t h e r e  is a  q  E 6 0 ~  1 ) such t h a t  D e f i n i t i o n  2  -3 .10 i s  
1 1  
s a t i s f i e d .  S i n c e ,  f o r  each k 2 1, f  ( s i n  - , i; ) = f l(O,O),  we 1 k  
1 I have t h e n  / s i n  - 1  < q  li; 1 and f o r  k + +w i t  f o l l o w s  t h a t  q ) 1 which k 
i s  a  c o n t r a d i c t i o n .  Hence, F is  n o t  un i fo rmly  d i a g o n a l l y  dominant.  
Uniformly d i a g o n a l l y  dominant f u n c t i o n s  u s u a l l y  appear  i n  t h e  
l i t e r a t u r e  tinder t h e  d i s g u i s e  of a a ~ n i f o m i t y  e o n d i t i  on on t h e  J acob i an ,  
The n e x t  r e s u l t  i i L u s t r a t e s  this p o i n t ,  
Theorem 2 .3 .13  L e t  F:Rn +- Rn b e  G - d i f f e r e n t i a b l e  on Rn, and 
assume t h a t  f o r  e v e r y  x  i n  Rn, F 1 ( x )  h a s  non-zero d i a g o n a l  
e n t r i e s .  I f  f o r  each  x E R~ and k E N ,  t h e r e  i s  a c o n s t a n t  
q E [0 ,1)  such  t h a t  
t h e n  F  i s  un i fo rmly  d i a g o n a l l y  dominant. 
P roof .  Assume t h a t  f  (x )  = f  (y) f o r  x  f y  and some index k k 
k  E N. Then $(t) = f  (x+t(y-x))  i s  d i f f e r e n t i a b l e  on [0,11, 
k  
$(0)  = $ ( I ) ,  and by R o l l e ' s  theorem, t h e r e  i s  a t E ( 0 , l )  such 0 
t h a t  
The r e s u l t  now f o l l o w s  from t h i s  e q u a t i o n .  
I f ,  i n  a d d i t i o n  t o  t h e  hypotheses  of t h e  p r e v i o u s  theorem, 
n  
we assume t h a t  t h e r e  i s  an  m > Q such  t h a t  f o r  each  x E R and 
k E N, / a f  (x) 1 2 rn, t h e n  F i s  d i a g o n a l l y  s u r j e c t i v e .  The n e x t  k k  
r e s u l t  shows, i n  p a r t i c u l a r ,  t h a t  F must t h e n  b e  s u r j e c t i v e ,  
Theorem 2 - 3 - 1 4  Let  F:R" -+ R~ b e  d i a g o n a l l y  s u r j e c t i v e  and uniformly 
d i a g o n a l l y  dominant. Then f i s  surjecftve and for any xo & K" 
ilio J c i c u l ~ i  cnt~d Gaiiss--Seidel I_ i -ern i  ks ( 2 . 3  1) ( % & I  -4) w i t i ,  
w c [u,;], k = O,I,,.*, and Ic ---- 
a r e  we l l -de f ined  and converge t o  t h e  un ique  s o l u t i o n  x* of Fx = 0. 
Moreover, t h e r e  i s  a  q  c [ 0 , 1 )  such t h a t  
f o r  each  k > 0 where $ = max {l-w(l -q) ,  w ~ l + ~ ) - l )  < 1. 
P r o o f .  We w i l l  on ly  c a r r y  o u t  t h e  proof  f o r  t h e  J a c o b i  
method; f o r  t h e  Gauss-Seidel  method i t  proceeds  i n  a  s i m i l a r  
f a s h i o n .  
To prove t h e  s u r j e c t i v i t y  o f  F  and hence t h e  e x i s t e n c e  of 
x*, l e t  b  c Rn be g iven ,  and c o n s i d e r  t h e  i t e r a t e s  iyk} of t h e  
4 
J a c o b i  method f o r  F(x)  = F(n)  - b w i t h  % E 1 and a r b i t r a r y  E Rn. 
The d i a g o n a l  s u r j e c t i v i t y  of F  t o g e t h e r  w i t h  Theorem 2 . 2 . 2  i m p l i e s  
k  
t h a t  t h e  i t e r a t e s  {y ) a r e  we l l -de f ined .  Now l e t  k  2 I, and n o t e  
t h a t ,  s i n c e  
k - l  k-1 k  k - l  k- l k k  k + l k  k  f i ( y l  , . . , y i , y i Y i + l ,  * .  Y ) = ft(y1. 0 .  9Yi-1'Yi 9Yi+19 . . * J n )  
f o r  each i E N ,  t h e  uniform d i a g o n a l  dominance of F i m p l i e s  t h a t  
k+ l  k / yi -yi 1 sq4/ yk-yk-l I(_ f o r  some q E [o, 1) . Hence, 
1 yB+l-yk 6 q\jyk-yk-'lb2 and by t h e  triangle i n e q u a l i t y ,  i t  f o l l o w s  
that {yk) is a Cauchy sequence. C o ~ ~ s e q u e n t i y ,  iyk j  convergps t o  
The un iqueness  of x+: f o l l o w s  from Theorem 2 . 2 - 2 ,  and t h u s ,  
t o  complete t h e  proof i t  s u f f i c e s  t o  prove ( 2 - 3 . 1 3 ) .  For t h i s ,  
ki-1 - k 
n o t e  t h a t  xi - (1-w)x: + wt?(x ) where 
k k f o r  each i E N .  Hence, 1 t ? ( x  ) -x$l G 911~ ‘x* l l W 9  and t h e r e f  o r e ,  
1 1 
lXk+l--x*/ s /l-wkll 
f o r  each i E N, which i n  t u r n  i m p l i e s  (2 .3 .13) .  
To app ly  t h i s  theorem t o  f u n c t i o n s  a r i s i n g  as d i s c r e t e  analogues  
o f  (2 .3 .7) .  w e  w i l l  need t h e  f o l l o w i n g  r e s u l t  of Ostrowski  [1956]. 
Lemma 2.3.15 Le t  H E L ( R ~ )  b e  nonnega t ive .  Then f o r  each  E > 0 
t h e r e  e x i s t s  a d i a g o n a l  and i n v e r t i b l e  mat r ix  D > 0 such  t h a t  
//D-'HD/~_ d p(H) + E (= s p e c t r a l  r a d i u s  of H + E )  . 
Consider  now t h e  two-point boundary v a l u e  problem 
(2 .3 .14)  u U ( t )  = g ( t , u ( t ) )  f o r  a  < t < b ;  u ( a )  = a, u ( b )  = 6 
where g i s  con t inuous ly  d i f f e r e n t i a b l e  and 
(2.3.15) gU(t,u) 2 0 f o r  all (t,o) c [a ,b ]  x R'. 
The discrete analog corresponding t o  (2,3.LB)-(2.3,1%) now a-ssuines 
t h e  s i m p l e r  form 
where A E L ( R ~ )  and c  E Rn are a g a i n  g i v e n  by (2.3.11) and 
+:Rn + Rn h a s  components 
2  
= h  g(s i 'x i )  
b-a 
where s = a  + j h ,  j = O , , . . , n + l ,  h  =  j n+l " 
Theorem 2.3 .16 F i x  h  > 0 .  Under t h e  s t a t e d  assumptions  concerning 
t h e  mapping Fx = Ax + $(x) - c,  Fx = 0  has a un ique  s o l u t i o n  x* 
and f o r  any xo E Rn t h e  J a c o b i  and Gauss-Seidel  i t e r a t e s  (2.1.1)-  
(2 .1 ,4 )  w i t h  w & [a,&], k = O , l ,  ..., and k - 
a r e  wel l -def ined and converge t o  x*. 
P r o o f .  L e t  H b e  t h e  J a c o b i  i t e r a t i o n  m a t r i x  f o r  t h e  m a t r i x  
a  A; t h a t  i s ,  H h a s  t h e  e lements  h  = - i j i j ,  hii = O 9  a, 2 
j = 1,. . . n  Then H 2 0 ,  and i t  i s  well-known ( see  Varga [1962]) 
t h a t  p(H) = cos  ( v / n + l ) ,  I f  r > 0 i s  chosen s o  t h a t  cos  (v /n+l )  + E < 1 
and < 21 ( I + ~ + c o s  (~/n+l) ) , then  Lemma 2 ,3 ,15  y i e l d s  a  d i a g o n a l ,  
-- 1 i izvertiblc:  m a t r i x  D >, O such that  I / D  B D / / ~  s cos ( T / ~ c I )  -I- I < 1, 
iience, AD i s  r i n i f o m l y  di;igon;iLIy domjnant w i t h  q = c~os (?r/n+l) + r: 
6 4 4 
Define F:R~ -+ R* by F = F*D and note that Theorem 2-3-13 ensures P 
t o  be  uniformly d i a g o n a l l y  dominant w i t h  q = cos  ( ~ / n + l )  + E. 
S i n c e ,  i n  a d d i t i o n ,  F  i s  d i a g o n a l l y  s u r j e c t i v e ,  Theorem 2.3.14 
g u a r a n t e e s  t h a t  Fx = 0  h a s  a  s o l u t i o n  y* and t h a t  t h e  J a c o b i  
k  4 
o r  Gauss-Seidel i t e r a t e s  {y ) f o r  F converge t o  y* f o r  any 
se t  of r e l a x a t i o n  paramete rs  % E [ 3 3 ] ,  k  = 0 , 1 , .  . . . But D 
A 
i s  a  d i a g o n a l  m a t r i x ,  and F  = POD. Thus, Fx* = 0 where 
-1 k  
xA = D y*; and i f  {x ) a r e  t h e  J a c o b i  o r  Gauss-Seidel  i t e r a t e s  
-1 k  f o r  F, t h e n  xk = D y  f o r  each  k  b 0. Consequently,  {xk} a l s o  
converges t o  x* as long a s  w E [w,;] f o r  k  = 0 , 1 , .  . . . k  - 
The l a s t  two convergence r e s u l t s  f o r  d i s c r e t e  analogues  of 
two-point boundary v a l u e  problems were o n l y  meant t o  i l l u s t r a t e  
t h e  convergence theorems and thus  were  n o t  s t a t e d  i n  t h e i r  most 
g e n e r a l  form. I n  p a r t i c u l a r ,  Theorem 2.3.16 could  have been 
s t a t e d  f o r  a  f u n c t i o n  of t h e  form Ax 4- $(x) - c  = 0 where 
n  A E L ( R  ) i s  any m a t r i x  w i t h  nonnegat ive  d iagona l  e lements  and 
such  t h a t  f o r  some d i a g o n a l  and i n v e r t i b l e  D 2 0 ,  AD i s  s t r i c t l y  
d i a g o n a l l y  dominanL 4 :Rn -+ Rn i s  a con t inuous ,  d i a g o n a l ,  and 
i s o t o n e  f u n c t i o n ,  and c  i s  a v e c t o r  i n  Rn. I n  t h i s  c a s e ,  
cos  ( n / n f l )  shou ld  be  r e p l a c e d  by t h e  s p e c t r a l  r a d i u s  of t h e  
a b s o l u t e  v a l u e  of t h e  Jacob2 i t e r a t i o n  m a t r i x  f o r  A, 
CHAPTER I11 
Globa l  Convergence of Newton-Gauss-Seidel Methods 
3 . 1  I n t r o d u c t i o n  and P r e l i m i n a r i e s  
I n  t h e  p r e v i o u s  c h a p t e r ,  t h e  convergence of t h e  n o n l i n e a r  
Jacob i -  and Gauss-Seidel  i t e r a t i o n s  was c o n s i d e r e d  and i n  
n  p a r t i c u l a r  g l o b a l  convergence was proved provided t h a t  F:R + Rn 
is  cont inuous  and R-diagonal ly  dominant on R~ and Fx = 0 has  a  
s o l u t i o n  x*. I f  F : R ~  + R~ i s  con t inuous ly  d i f f e r e n t i a b l e ,  t h e n  
t h e r e  a r e  many i t e r a t i v e  methods which make u s e  of t h e  d e r i v a t i v e  
of F  t o  f i n d  t h e  s o l u t i o n  x*. The b e s t  known method of t h i s  
k ind  i s  Newton's method: 
The u s e  of Newton's method, however, i m p l i e s  t h a t  a t  t h e  k-th 
s t a g e  t h e  l i n e a r  system 
has  t o  be  s o l v e d  f o r  z i n  o r d e r  t o  o b t a i n  xk', and t h i s  f a c t  
l e a d s  t o  i t e r a t i v e  methods of t h e  form 
~erhere P (x) is "easily" invertib1.e- I n  particular, the use of a k 
relaxation parameter cu, a i d  ix > L 5ceps or' t h e  SOi i  rnrchod t o  
Ic 
solve for z in (3.1.1) leads to the Newton-Ga~tss--Seidel methods: 
where 
and 
is  a  s p l i t t i n g  of t h e  J a c o b i a n  m a t r i x  F1(x)  i n t o  d i a g o n a l ,  s t r i c t l y  
lower  and s t r i c t l y  upper  t r i a n g u l a r  p a r t s .  For a f u l l  d i s c u s s i o n  of 
t h e s e  and r e l a t e d  methods, s e e  Or tega  and Rhe inbo ld t  [1970b]. 
I n  t h i s  c h a p t e r  we w i l l  be  i n t e r e s t e d  i n  g l o b a l  convergence 
theorems f o r  i t e r a t i v e  methods of t h e  form (3 .1 .2) .  One of t h e  f i r s t  
such  theorems was g i v e n  by Baluev [1952] f o r  Newton's method, w h i l e  
Greenspan and P a r t e r  [1965] gave a g l o b a l  convergence theorem f o r  
t h e  s p e c i a l  c a s e  of (3 ,1 .2)- (3 .1 .5)  i n  which mk f wk 5 L and F 
a r i s e s  a s  a  d i s c r e t e  analogue of c e r t a i n  n o n l i n e a r  boundary v a l u e  
problems. Or tega  and Rheinboldt  [1970a] p r e s e n t e d  a  more a b s t r a c t  
f o r m u l a t i o n  ( s e e  C o r o l l a r y  3 . 2 - 4  f o r  a p r e c i s e  s t a t e m e n t )  b u t  n o t  
s u f f i c i e n t l y  g e n e r a l  t o  p e n n i t  e i t h e r  w f 1 o r  m f 1. I n  S e c t i o n  k It 
3 - 2 ,  we g i v e  a s t i l l  more g e n e r a l  r e s u l t  which c o n t a i n s  t h e  o t h e r s ,  
b u t  a l lows  an a r b i t r a r y  sequence rn 2 L and u i n  [ w , l ] :  w > 0 ,  k k 
under t h e  basic assumption t h a t  F is a convex mapping, In t h e  
remainder of this section, we co Llec t  various def  i i ~ i ~ i o s i s  and l e m n r a s  
d e a l i n g  s p e c i f i c a l l y  w x t h  the  case when F i s  l i n e a r ,  
D e f i n i t i o n  3 .1 .1  L e t  G ,  P ,  Q b e  mappings from Rn t o  L C R ~ ) .  The 
o rdered  p a i r  (P,Q) i s  a s p l i t t i n g  of G i f  P (x)  i s  i n v e r t i b l e  f o r  
each x  i n  Rn and Gx = Px - Qx f o r  a l l  x  i n  Rn. Moreover, i f  
P(x)-' ) 0 f o r  a l l  x  i n  Rn, t h e n  t h e  s p l i t t i n g  i s  
a )  r e g u l a r ,  i f  Q(x) > 0 f o r  a l l  x  i n  Rn, 
b )  R-weak r e g u l a r ,  i f  Q(x)P(x)-' 2 0 f o r  a l l  x  i n  Rn, 
C )  L-weak r e g u l a r ,  i f  P ( x ) - l ~ ( x )  2 0 f o r  a l l  x  i n  Rn, 
and 
d)  weak r e g u l a r ,  i f  b o t h  R- and L-weak r e g u l a r .  
I n  t h e  impor tan t  s p e c i a l  c a s e  i n  which G i s  c o n s t a n t ,  t h a t  
i s ,  G(x) is  a f i x e d  m a t r i x  f o r  a l l  x  i n  Rn, w e  w i l l  assume t h a t  
P and Q a r e  a l s o  c o n s t a n t .  I n  t h i s  c a s e  r e g u l a r  s p l i t t i n g s  were 
f i r s t  cons idered  by Varga 619621 w h i l e  weak r e g u l a r  s p l i t t i n g s  were 
in t roduced  by Ortega and Rheinboldt  C19671 who a l s o  gave  examples t o  
show t h a t  weak r e g u l a r  s p l i t t i n g s  need n o t  be r e g u l a r .  S i m i l a r  
examples show t h a t  R- o r  L-weak r e g u l a r  s p l i t t i n g s  need n o t  be  
weak r e g u l a r ,  
I f  we a r e  t r y i n g  t o  f i n d  t h e  s o l u t i o n  of Ax = b ,  where A i s  
i n v e r t i b l e ,  t h e n  a  s p l i t t i n g  (P,Q) of A induces  t h e  i t e r a t i o n  
k+l  k  -1 lc 
x = x - P (Ax -b) which,  as i s  well-known, converges  t o  A-lb 
for a l l  xo E R~ i f ,  and only  i f ,  ~(QP-l) < l where p denotes t h e  
-1 
spectra l  radius, Necessary and sufficient conditions for p(QP ) < 1 
have beeit obtarned by s e v e r d l  suthcss, i r i  p i ids t icuiar ,  Varga & 19623 
showed t h a t  i f  (P ,Q)  i s  a r e g u l a r  splitting of A and A" 2 0, then 
p ( Q ~ - l )  < 1; l a t e r ,  Or tega  and Rhe inbo ld t  [1967] showed t h a t  t h i s  
remains  t r u e  f o r  weak r e g u l a r  s p l i t t i n g s  and t h a t  t h e  converse  
a l s o  h o l d s .  T h e i r  proof  h o l d s  v e r b a t i m  f o r  L-weak r e g u l a r  s p l i t t i n g s  
w h i l e  a t r i v i a l  m o d i f i c a t i o n  g i v e s  t h e  f o l l o w i n g  r e s u l t .  
Lemma 3.1 .2  L e t  (P9Q) b e  an R-weak r e g u l a r  s p l i t t i n g  of A i n  
L ( R ~ )  . Then A-l 2 0 i f ,  and o n l y  i f ,  p (C)P-l) < 1 
-1 -I P r o o f ,  Assume A  2 0 ,  and l e t  H = QP Then H 2 0 ,  and 
s i n c e  
- 1 
we have ,  s i n c e  A 2 0 ,  
But PI' c o n t a i n s  a t  l e a s t  one non-zero e lement  i n  each row, 
and t h e r e f o r e ,  1 + . . . + H~ i s  bounded f o r  a l l  m e  S i n c e  H X 0 ,  
t h e  s e r i e s  converges ,  and consequen t ly ,  p(H) < 1. Conversely ,  i f  
p(H) < 1, then  ( I - H ) - ~  > 0 ,  and A-' = P-'(I--H)-~ b 0 .  
The n e x t  two lenunas a r e  a l s o  of i n t e r e s t  i n  connec t ion  w i t h  
Lemma 3 .1 .2 .  The f i r s t  lemma i s  e s s e n t i a l - l y  due t~ P r i c e  [1968]. 
-I Lemma 3,1,3 Let  A r L ( R ~ ) .  Then A >, O rCf , and on ly  i f ,  t h e r e  is  
an R-weak regular s p i i  tting (P ,Q) o f  A siich tiiat ~(QP-') < 1.. 
P r o o f .  I f  A-I 2 0 ,  t h e n  P = A, Q = 0 ,  i s  a s p l i t t i n g  of A 
w i t h  t h e  d e s i r e d  p r o p e r t i e s .  
Conversely ,  i f  (P,Q) i s  an R-weak r e g u l a r  s p l i t t i n g  of A 
-1 - 1 
w i t h  p (QP ) < 1, then  Lemma 3.1.2 shows t h a t  A > 0.  
The n e x t  r e s u l t  i s  c l o s e l y  connected t o  work of Bramble and 
Hubbard [1964]. 
Lemma 3.1 .4  L e t  A E L ( R ~ )  Then A-l > 0 and h a s  an R-weak r e g u l a r  
s p l i t t i n g  i f ,  and on ly  i f ,  t h e r e  i s  a n  S 2 0 such  t h a t  AS i s  a n  
PI-matrix. 
- 1 P r o o f ,  Assume t h a t  A > 0 ,  and t h a t  (P,Q) i s  an R-weak r e g u l a r  
s p l i t t i n g  of A. Then AP-l = I - QP-l, and i f  we l e t  S = P-l, we 
- 1 - 1 
only  need t o  show t h a t  AS = I - QP i s  an  M-matrix. L e t  H = QP >, 0 .  
Then L - H h a s  non-pos i t ive  o f f - d i a g o n a l  e lements ,  and by Lemma 3 .1 .2 ,  
- 1 p (B) < 1. Hence, (I-H) > 0 ,  and t h e r e f  o r e  AS = L - I1 i s  an  M-matrix. 
Conversely ,  i f  f o r  some S >, 0 ,  AS is  a n  M-matrix, then  S is  
-1 
n o n s i n g u l a r  and A > 0 .  L e t  D = d i a g  (AS) and l3 = D - AS, Then 
(D,B) i s  a r e g u l a r  s p l i t t i n g  of t h e  M-matrix AS, and by Lemma 3 , l . 2 ,  
-1 -1 P(~~-l) < 1. Hence, A-I 2 0 and, clearly, (DS ,BS ) i s  an R-weak 
r e g u l a r  s p l i t t i n g  of A ,  
We now r e t u r n  to the connec tian between the splittings o f  A 
and t h e  convergence of the i t e r a t i o r a  
1 k 
= x  - P k  -1 k (3.1.6) x (Ax -b), k = O , l , + . .  
Theorem 3.1.5 Let A E L ( R ~ )  be i n v e r t i b l e ,  and (P Q ) a sequence k '  k 
of R-weak r egu la r  s p l i t t i n g s  of A. Then each of t he  fol lowing 
s ta tements  impl ies  t h e  next  s ta tement .  
-1 
a)  The i t e r a t e s  (3.1.6) converge t o  x* = A b f o r  any x 0 
i n  R ~ .  
b )  A - ~  b 0. 
0 
c )  The i t e r a t e s  (3.1.6) converge f o r  any x i n  Rn. 
Proof .  Without l o s s  of g e n e r a l i t y  we may assume t h a t  b = 0.  
By (3.1.6) ,  
- 1 
where R = I - AP = Q . ~ 7 1  b 0.  j j J J  
Now assume t h a t  a )  holds:  then i t  s u f f i c e s  t o  show t h a t  AX' h 0 
0 impl ies  xo 2 0 f o r  any x . B u t  (3.1.7) shows t h a t  A.xk h 0 f o r  a l l  
k, and by (3.1 - 6 )  t h a t  xk'l C xk < xo f o r  a l l  k. Since a )  guaran- 
t e e s  t h a t  l i m  xk = 0 ,  i t  fol lows t h a t  xo 2 0. 
Next assume that b )  ho lds ,  WE f i r s t  p m v e  convergence f o r  aLI 
k k-r-2 k 
x0 such t h a t  Axo 2 0 .  In t h i s  case, as before ,  A x  i 0;  and x G x 
-I k k-c-l k f o r  all k, Since A > 0, x > x > 0 f o r  a i l  k, so (x ) converges,  
Now note that s i n c e  A i s  invertible, the  iteraLes (3.1,6) cor~verge 
ic 
II f o r  arbitrary xo i f ,  and only if, ( II Rj)x converges f o r  each x i R . 
j -0 
0 But we have a l ready  s h a m  convergence i f  Ax = x > 0; t he re fo re  
i (3 .1 .6 )  converges  f o r  each b a s i s  v e c t o r  e  and hence f o r  a l l  x 
i n  R ~ .  T h i s  completes  t h e  p r o o f .  
k+ l  k  Note t h a t  (3 .1 .6)  i m p l i e s  t h a t  Pk(x -x ) = Axk - b ,  and 
t h e r e f o r e  c )  i m p l i e s  a )  i f  (P } i s  bounded. I n  p a r t i c u l a r ,  t h i s  k 
o c c u r s  i f  we have on ly  one s p l i t t i n g .  I n  g e n e r a l ,  however, none 
of t h e  i m p l i c a t i o n s  of Theorem 3 . 1 . 5  can b e  r e v e r s e d  w i t h o u t  add i -  
t i o n a l  hypo theses  a s  t h e  fo l lowing  examples show. 
Example 3 .1 .6  i )  Consider  t h e  one-dimensional example i n  which 
2  A = 1, b = 0 and P = (k f2)  f o r  k  = 0,1, ... . Then l i m  xk = k 
1 0  
- x ?L 0 i f  xo # 0 .  Hence, b )  does n o t  imply a )  i n  g e n e r a l .  Th i s  2  
-1 
example a l s o  i l l u s t r a t e s  t h a t  i f  A 2 0 ,  and xo # x*, t h e n  t h e  
i t e r a t e s  (3 .1 .6 )  need n o t  converge t o  t h e  s o l u t i o n  o f  Ax = b ,  b u t  
as Theorem 3 . 1 . 5  shows, t h e s e  i t e r a t e s  must converge.  
i i )  Cons ider  now t h e  one-dimensional example where A = -1, 
b = 0 ,  and P = 1 0 k (k+l)  (ki-3) o r  k  = 0 Then l i m  xk = 2x # 
0 
xO i f  x  # 0. Hence, c) does  n o t  always i m p l i e s  b ) .  
The n e x t  lemma i s  e s s e n t i a l l y  a rewording of t h e  c o n c l u s i o n  
a) i m p l i e s  b )  i n  Theorem 3 .1 .5 ,  b u t  now A i s  n o t  assumed t o  be 
i n v e r t i b l e .  
Lemma 3,1,7 L e t  (P ,Q ) b e  a sequence of R-weak r e g u l a r  s p l i t t i n g s  li k 
-A -I IL 
i 
of A in ~ ( 8 " ) ~  and se; II - Qk"c . li i j m  R = 0, t h en  k &--I= j..O I 
-1 - i A exists, and A- > 0 ,  
'I P r o o f .  It s u f f i c e s  t o  show t h a t  A x  2 0 i m p l i e s  x  X 0. 
S i n c e  
T T T A x  0 i m p l i e s  t h a t  x  R s x f o r  j = 1 , 2 ,  ... . But R ,  X 0 ,  and j J 
Hence, x 2 0 .  
The n e x t  r e s u l t  w i l l  p l a y  an  i m p o r t a n t  r o l e  i n  t h e  n e x t  s e c t i o n ;  
i t  a l s o  c o n t a i n s  a  p a r t i a l  converse  of t h e  p r e v i o u s  lemma. 
Lemma 3 . 1 . 8  Assume (P Q ) i s  an  R-weak r e g u l a r  s p l i t t i n g  of k9 k 
- 1 q( E L ( R ~ ) ,  and s e t  \ = QkPk f o r  k = 0,1, ... . I f  t h e r e  i s  a  
n o n s i n g u l a r  C L 0 i n  L(R") such  t h a t  C% > I f o r  all k r 0, t h e n  
k 
b)  X R .  i s  convergent  (and hence bounded) a s  k  + -km, and 
j -0 J 
k-1 
C )  srn = P TI R. converges  a s  m + -t-Oo. 
k-1 j = O  J 
P r o o f ,  For f i x e d  k, we f i r s t  show t h a t  
- 
GI 0 .  S i n c e  
-1 C% 2 1, and I - % = %P f o r  a I I  k > 0 ,  i t  f o l l o w s  t h a t  k 
- 1 Now, s i n c e  P i s  n o n s i n g u l a r ,  (3.1.9) i m p l i e s  t h a t  [I-<]u > 0 k 
T 
where u  = C e  > 0 ,  and by a well-known theorem of Fan [1958], we 
'I' 
conclude t h a t  p(Rk) = p(Rk) < 1, and Lemma 3.1 .2  t h e n  i m p l i e s  t h a t  
To prove b )  and c ) ,  l e t  Tk = IT R . ,  and n o t e  t h a t  (3 .1 .9)  
j=o J 
i m p l i e s  t h a t  
f o r  a l l  m 2 1. S i n c e  S 
m ' 'm-4-1 f o r  a l l  m 2 1, i t  f o l l o w s  t h a t  
S is convergent  and t h e r e f o r e ,  t h a t  c )  h o l d s ,  From (3.1.9) we 
m 
o b t a i n  t h a t  0 S CT S CT Hence, CT converges as m +- W ,  and 
m m-1 ' m 
s i n c e  C i s  n o n s i n g u l a r ,  s o  does  T . 
m 
I t  i s  v e r y  impor tan t  t o  n o t e  t h a t  i n  p a r t s  b )  and c) of Lemma 
3 .1 .8  t h e  c o n d i t i o n  C% 2 I cannot  be  r e p l a c e d  by 0 S A;;' s c f o r  
a l l  k 2 0, a s  t h e  fo l lowing  example shows. 
Example 3 .1 .9  L e t  
1 -a6 
Ak = 
-033 Id-1 1 
where 6 = l i f  k i s  even,  and 6 k =  Q i f  k i s  odd. I f  a>, 0 ,  k 
then 
o c q = c  
f o r  r i ; r h  k >, 0, dnd S f  P = 1 and 
= I>k - $< t h e n  (P, 'Qk) i s  ~i ic L r  K 
regu lar  splitting o f  % f o r  each k >, 0, H o w ~ v e r ,  
k 
K R .  = a  
k-c-1 O 6k 
9 
j -0 J 
k 
and t h e r e f o r e ,  t h e  sequence K R, d i v e r g e s  whenever a > 1. It i s  
j =O J 
a l s o  c l e a r  t h a t  Sm d i v e r g e s  a s  m + +ao i f  a > 1. 
3 . 2  Globa l  Convergence Theorems 
W e  b e g i n  w i t h  our  main convergence r e s u l t .  
Theorem 3 . 2 . 1  L e t  F : R ~  -+ Rn be  a con t inuous ly  d i f f e r e n t i a b l e  and 
convex f u n c t i o n .  Suppose t h a t  (P Q ) i s  a sequence o f  R-weak k '  k 
r e g u l a r  s p l i t t i n g s  of F' w i t h  {P ) uni fo rmly  bounded on compact k 
k 
sets and such  t h a t  f o r  each {y ) i n  R n 9  
- 1 
converges ,  where R .  (x) E Q . (x )P .  (x) Assume £urthermore that 
J J J 
e i t h e r  
a )  F i s  s u r j e c t i v e ,  and 
k is bounded for each iy 1 i n  R", o r  
b)  Fx = 0 has a soSukion,  and (3 .2 .2 )  converges  t o  zero f o r  
k 
each {y ) in R*. 
Then Fx - 0 h a s  rjnt3 ant i  o n l y  OFC ~ ; 0 1 1 1 t i o ~  x * ~  and f o r  any 
x 5 R~~ the sequence 
converges t o  xA. 
Proof.  We f i r s t  show t h a t  F i s  inve r se  i so tone  on Rn. 
n  To do t h i s ,  no te  t h a t  { ~ ~ ( x ) }  i s  bounded f o r  each x E R , and s ince  
k  - (3.2.1)  converges when y  = x  f o r  a l l  k  2 0 ,  we have 
k 
l i m  I l R . ( x )  = O  
k * ~  j=O J 
f o r  each x  E Rn. Furthermore, (P (x) , Q  (x))  i s  a  sequence of R-weak k  k  
r egu la r  s p l i t t i n g s  of F 1 ( x ) ,  and thus ,  Lemma 3.1.7 impl ies  t h a t  
Fv  (x) - l  h 0 f o r  each x  E Rn, and hence, F  i s  inve r se  i so tone  on 
Rn by Theorem 1 . 4 . 7 .  But by e i t h e r  a) o r  b) , Fx = 0 has a  s o l u t i o n  
x*, and s ince  F  i s  i n j e c t i v e  by Theorem 1.3.1,  Fx = 0 has only t h e  
s o l u t i o n  x*. 
To prove the convergence of (3.2-3)  t o  x", we begin by showing 
t h a t  t h i s  sequence i s  bounded below. Since F i s  convex on Rn, 
Lemma 1 - 4 . 6  y i e l d s  
- 1 
and s i n c e  %(x) = I - FV(x)Pk(x) - h 0 ,  i t  follows chat  
Assume now t h a t  F is surjective, and that (3.2.2) is bounded for 
n 
the  sequence defined by ( 3 . 2 . 3 ) .  Then there i s  a v L R such  t h a t  
Fxk+' 2 v f o r  a l l  k  > 0 ,  and by t h e  s u r j e c t i v i t y  o f  F ,  t h e r e  i s  a 
u  E R~ such t h a t  F X ~ "  2 Fu. The i n v e r s e  i s o t o n i c i t y  of F  now 
k+l  k  y i e l d s  t h a t  x 2 u ,  and {x ) is  t h e r e f o r e  bounded below. Now, 
i n s t e a d  of a ) ,  assume t h a t  b)  h o l d s .  By t h e  c l a s s i c a l  i n v e r s e  func- 
t i o n  theorem, F i s  a l o c a l  homeomorphism, and t h u s  t h e r e  a r e  two 
open b a l l s  B1 and B 2 ,  c e n t e r e d  a t  x* and ze ro  r e s p e c t i v e l y  such 
t h a t  F  i s  a homeomorphism from B1 on to  B2 .  Choose v  > 0 such  
t h a t  v  E B 2 .  Then by (3 .2 .4)  and t h e  convergence of (3 .2 .2)  t o  ze ro ,  
t h e r e  i s  a k  2 0 such t h a t  i f  k  > k 0 0 ' 
But -v E B 2 ,  and hence ,  t h e r e  is  a  u  E B such t h a t  Fu = -v. Conse- 1 
q u e n t l y ,  Fxk+l 2 Fu f o r  k  2 kg, and t h e  i n v e r s e  i s o t o n i c i t y  o f  F  
k 
a g a i n  i m p l i e s  t h a t  {x } i s  bounded below. 
k Next, we show t h a t  {x } is a l s o  bounded above,  and t h a t  i t  has  
o n l y  one l i m i t  p o i n t .  By (3.2.3) and (3 .2 .4)  
and t h e r e f o r e ,  
For any m,p x 1, The s e r i e s  on t h e  r i g h t  i s  convergent  by assumption, 
k 
and t h u s ,  f o r  f i x e d  m 2 1, (3.2,5) shows tlhat (x is bounded above, 
k Hence, (x } i s  bounded and has  l j m i t  p o i n t s ,  I f  now u i s  any limit 
k k p o i n t  of {x 1, then t h e r e  i s  a subsequence of {x } converging t o  u, 
and (3.2.5) i m p l i e s  t h a t  
k  I f  v  i s  any o t h e r  l i m i t  p o i n t  of {x ), t h e  above i n e q u a l i t y  shows 
t h a t  u  - v s 0 .  By r e v e r s i n g  t h e  r o l e s  of u  and v ,  we can s i m i -  
k  l a r l y  o b t a i n  v  - u c 0 ,  and hence,  u  = v .  S i n c e  {x ) h a s  o n l y  one 
k  k  l i n t i t  p o i n t ,  {x ) converges  t o ,  s a y ,  2.  But {P (x ) ) i s  bounded, k  
k  
and i t  f o l l o w s  from - F X ~  = Pk(x ) (xk+'-xk) t h a t  F: = 0.  The i n j e c -  
t i v i t y  of F now i m p l i e s  t h a t  $ = x* which i s  t h e  d e s i r e d  r e s u l t .  
The proof  of t h e  p r e v i o u s  theorem uses  i d e a s  found i n  t h e  p a p e r s  
by Greenspan and P a r t e r  119651 and Or tega  and Rheinboldt  [1970a]. 
Note a l s o  t h a t  t h e  proof shows t h a t  assumptions  a )  and b )  can be 
r e p l a c e d  by any assumptions  which g u a r a n t e e  t h a t  Fx = 0 h a s  a  solu-  
t i o n  x*, and t h a t  t h e  sequence d e f i n e d  by (3 .2 .3 )  i s  bounded below. 
F i n a l l y ,  n o t e  t h a t  i f  b)  h o l d s ,  t h e n  t h e  u s e  o f  Lemma 3.1.7 y i e l d s  
t h a t  F t  (,)-I Z 0 f o r  a l l  x  i n  R ~ ,  and hence t h a t  F  i s  i n v e r s e  
i s o t o n e  w i t h o u t  u s i n g  t h e  uniform boundedness of {P ). T h e r e f o r e ,  i f  k  
b) h o l d s ,  (3 .2 .3 )  converges even i f  {P ) i s  n o t  uniformly bounded on k  
compact s e t s ,  b u t  n o t  n e c e s s a r i l y  t o  x* as shown by i )  of Example 
3 , 1 . 6 ,  
We now d e r i v e  s e v e r a l  impor tan t  c o r o l l a r i e s  of Theorem 3.2-1, 
which i l l u s t r a t e  how t h e  different hypotheses of the theorem are 
s a t i s l ~ e i l ,  We begi r l  with o: r e s u l t  o f  Baluev  [~952], 
n  C o r o l l a r y  3.2.2 L e t  F:Rn + R b e  c o n t i n u o u s l y  d i f  f e r e n t i a b l e  and 
convex on R*, and suppose t h a t  F 1 ( x ) - I  2 0  f o r  a l l  x  i n  R ~ .  
I f  Fx = 0 h a s  a  s o l u t i o n  x*, t h e n  t h i s  s o l u t i o n  i s  un ique ,  and f o r  
any xo E R ~ ,  t h e  sequence 
converges  t o  x*. 
- 
Proof .  Def ine  P (x)  = F 1 ( x )  and Qk = 0 ,  s o  t h a t  Rk(x) - 0 .  
k 
Then, t r i v i a l l y ,  Theorem 3.2.1,  u s i n g  assumption b ) ,  a p p l i e s .  
Note t h a t ,  as i s  well-known, t h e  i t e r a t e s  (3.2.6) e x h i b i t  
monotone convergence under  t h e  c o n d i t i o n s  of C o r o l l a r y  3.2.2 a t  l e a s t  
f o r  k > 1, a l t h o u g h  t h i s  i s  n o t  a  d i r e c t  consequence of Theorem 3.2 .1 .  
Also n o t e  t h a t  t h e  h y p o t h e s i s  t h a t  Fx = 0  h a s  a s o l u t i o n  i s  n o t  impl ied 
X by t h e  remaining assumptions  a s  t h e  one-dimensional example f ( x )  = e  
shows, 
I n  t h e  remaining r e s u l t s ,  t h e  e x i s t e n c e  of a  s o l u t i o n  t o  Fx = 0  
w i l l  be  a  consequence of t h e  f o l l o w i n g  theorem of Kadamard [1906], 
Lemma 3 .2 .3  L e t  F : R ~  +- R" b e  c o n t i n u o u s l y  d i f f e r e n t i a b l e ,  and assume 
- 
t h e r e  i s  a c o n s t a n t  M such  t h a t  [l'FV(x)-'l/ G M f o r  all x i n  R". 
Then F i s  a homeomorphism of bin onto R ~ ,  
.- k'or a m o r e  a c c e ~ s i b ? ~ e  proof  f ~ 1 . ~  .&e abcvc result., see O r t e g s  an& 
Rheinboldt  [1970h], 
The n e x t  theorem i l l u s t r a t e s  how Hadamardfs r e s u l t  can b e  
used i n  c o n j u n c t i o n  w i t h  Theorem 3.2.1.  
C o r o l l a r y  3 . 2 . 4  (Ortega and Rheinboldt  61970al)  Le t  F : R ~  -+ Rn 
be c o n t i n u o u s l y  d i f f e r e n t i a b l e  and convex, and assume t h e r e  i s  a  
r e g u l a r  s p l i t t i n g  (P,Q) of F '  such  t h a t  
f o r  a l l  x  i n  Rn, where P(C) < 1 w i t h  C = C C Then f o r  any x  0 0 1" 
i n  Rn, t h e  i t e r a t e s  
converge t o  t h e  unique s o l u t i o n  x* of Fx = 0. 
P r o o f .  By assumption,  (P,Q) i s  a n  R-weak r e g u l a r  s p l i t t i n g  of 
F f ,  and s i n c e  
F ' ( x )  C P(x)  = Fs  (x) + Q(x) < F 'cx)  C C l ,  
t h e  c o n t i n u i t y  of F' y i e l d s  t h a t  P i s  bounded on compact s e t s .  
k  I n  o r d e r  t o  show that (3 .2 .1)  converges  f o r  each iy 1 i n  Rn,  n o t e  
f i  
that 0 R(x) = Q ( X ) F  (x)-' 6 CiCO E C where o(8) = p(C) r 1. Then, 
which shows t h a t  (3 .2 .2 )  converges t o  ze ro .  Moreover, 
f o r  any m 2 1, and s i n c e  (3.2.1) i s  a  s e r i e s  of nonnegat ive  terms,  
i t  converges.  W e  conclude t h e  proof by showing t h a t  F is  s u r j e c t i v e .  
Th is  fo l lows  from Lemma 3.2 .3  s i n c e  F '  (x) = [I-R(X)]P (x) , and t h u s  
The p r ev ious  r e s u l t  could have been proven under e i t h e r  
assumption a )  o r  b )  of Theorem 3 . 2 . 1  s i n c e  F  was s u r j e c t i v e  and 
(3.2.2) converged t o  zero.  We now p r e s e n t  a  c a se  i n  which (3 ,2 .2 )  
does  n o t  n e c e s s a r i l y  converge t o  ze ro ,  b u t  i t  i s  bounded. 
Theorem 3 .2 .5  Le t  F:Rn +- Rn be a  con t inuous ly  d i f f e r e n t i a b l e  and 
convex mapping, and suppose t h a t  (P Q ) i s  a  sequence of R-weak k' k 
r e g u l a r  s p l i t t i n g s  of F' w i th  {P uniformly bounded on compact k 
s e t s .  Assume t h e r e  i s  an  A i n  L ( R ~ )  such t h a t  
and 
L O P  a21 x i n  R", Then Tx = 0 hcis C ~ L I C  and o n l y  one s v l u r i o n  x:e9 
0 I1 
and for any x i a z  R , the sequence  
converges t o  x". 
n  P r o o f .  S i n c e  f o r  each f i x e d  x  E R , (Pk(x) , Qk(x)) i s  an  
R-weak r e g u l a r  s p l i t t i n g  of F '  (x) , and CF' (x) 2 I where C = A-I 2 0 ,  
Lemma 3 . 1 . 8  a p p l i e s ,  and shows t h a t  F '  (x)-' 2 0 f o r  a l l  x  E Rn. 
There fore ,  by a )  and b ) ,  w e  a l s o  o b t a i n  t h a t  F t ( x ) - I  C A-I Hence, 
F' ( x ) - l  i s  un i fo rmly  bounded on Rn, and Lemma 3.2 .3  i m p l i e s  t h a t  F  
i s  s u r j e c t i v e .  The r e s u l t  w i l l  f o l l o w  from Theorem 3 .2 .1  i f  we show 
k  
t h a t  f o r  any sequence { y  1 i n  Rn,  t h e  s e r i e s  (3 .2 .1)  converges ,  and 
t h e  sequence (3 .2 .2 )  i s  bounded. To do t h i s ,  n o t e  t h a t  f o r  any 
k k k {y 1 i n  Rn, (Pk(y ) ,Qk(y ) )  i s  an  R-weak r e g u l a r  s p l i t t i n g  of 
k  
= F 1 ( y  ) ,  and t h a t  Lemma 3 . 1 , 8  a p p l i e s .  
Note t h a t  t h e  above theorem would s t i l l  h o l d  i f  i n s t e a d  of a )  
and b ) ,  we would have assumed t h e  e x i s t e n c e  of a n o n s i n g u l a r  C > 0 
such t h a t  CF' (x) 2 I f o r  a l l  x  i n  Rn. A s i m i l a r  remark can be  
made i n  t h e  fo l lowing  r e s u l t s  when c o n d i t i o n s  of t h e  form a )  and b )  
appear ,  b u t  n o t e  t h a t  t h e  n e x t  example shows t h a t  a )  and b)  of 
Theorem 3.2.5 cannot  be r e p l a c e d  by t h e  assumption t h a t  
2 Example 3 .2 .6  D e f i n e  F : R ~  + R by 
where g : ~ l  i R1 i s  a con t inuous ly  d i f f e r e n t i a b l e ,  i s o t o n e  and convex 
mapping. Then F i s  con t inuous ly  d i f f e r e n t i a b l e ,  convex, and 
Hence, by Lemma 3 . 2 . 3 ,  F i s  a homeomorphism from Rn on to  Rn, and 
consequen t ly  F (x 'x2) = 0 h a s  a unique s o l u t i o n  x* = (xf , x51T. Consider  
now t h e  (one-s tep)  Newton-Jacobi method, t h a t  i s ,  P(x) = d i a g  F f ( x ) ;  
w e  w i l l  show t h a t  i t  i s  p o s s i b l e  t o  choose g i n  such a way t h a t  t h e  
Newton-Jacobi method does n o t  converge t o  xk.  
Choose g :R1 -+ R1 con t inuous ly  d i f f e r e n t i a b l e ,  i s o t o n e ,  convex 
and such t h a t  
2 For  example, i f  g ( s )  - --- 1 a (-2- ) - 1, L < a <  2 ,  f o r  s > -1 and 2-0, 
g ( s )  -1 o t h e r w i s e ,  t h e n  g s a t i s f i e s  t h e  above c o n d i t i o n s ,  
T T 
If now xo  = (O,i) i t  i s  easy to v e r i f y  chat x' = (1,O) and 
T 
x2k -= (O,I) t o r  k > 0 and thus, ihr N c ~ r ~ o n - J a r o b i  sequence w i  11 not- 
converge t o  x*. 
Theorem 3 . 2 . 5  can i n  t u r n  be  used t o  g i v e  a  g l o b a l  convergence 
r e s u l t  f o r  t h e  Newton-Gauss-Seidel method ( 3 . 1 , 2 ) - ( 3 . 1 . 5 ) .  We s h a l l  
need t h e  fo l lowing  lemma whose proof  i s  due t o  Or tega  and Rheinboldt  
[1967] f o r  weak r e g u l a r  s p l i t t i n g s .  
Lemma 3.2 .7  L e t  (B, C)  be a n  R-weak r e g u l a r  s p l i t t i n g  of A  i n  L (Rn) , 
-1 -1 
and assume t h a t  A 2 0. S e t  H = CB Z 0 ,  and 
f o r  some m Z 1. Then R  is  i n v e r t i b l e ,  and ( R - ~ , R - ~ - - A )  i s  an  R-weak 
r e g u l a r  s p l i t t i n g  of A. 
P r o o f .  Lemma 3.1 .2  y i e l d s  t h a t  p(H) < 1, and hence ,  I - H and 
m+1 I - Hm+l  a r e  i n v e r t i b l e .  T h e r e f o r e ,  s i n c e  [I+. . .+Hm][l-H] = I - H , 
R i s  i n v e r t i b l e .  Next,  (R-I-A)R = I - AR, s o  (R-',R-'-A) is  an  R-weak 
r e g u l a r  s p l i t t i n g  of A i f  AR S I. Now 
and t h e  proof i s  complete.  
C o r o l l a r y  3 . 2 . 8  Let F : R ~  -t Rn be  con t inuous ly  d i f f e r e n t i a b l e  and 
convex on Rn,  and assume t h a t  F V ( x )  i s  an  M-matsix f o r  each x i n  
lInV Assume f u r t h e r  t h a t  t h e r e  i s  an  M-matrix A i n  L ( R ~ )  such  t h a t  
0 n  F f  ((x) >, A, f o r  all x i r r  Then, f o r  any x in R , any sequence 
{rn 1 of p o s i t i v e  i n t e g e r s ,  and any sequence i n  [I,J, 11, to > 0, k 
t h e  Newton-Gauss-Seide1 i t e r a t e s  (3 .1 .2)- (3 .1 .5)  a r e  we l l -de f ined  
and converge t o  t h e  unique s o l u t i o n  of Fx = 0. 
P r o o f .  S e t  
n 
and n o t e  t h a t  f o r  each  x E R , and k 2. 0 ,  (Bk(x),Ck(x)) i s  a weak 
A -1 
r e g u l a r  s p l i t t i n g  of F'  (x) . L e t  Ht(x) = Ck(x)Bk(x) and 
A m -1 
-1 k F$(x) = Bk(x) [I+. . .+\(x) ]. Since  Lemma 3.2 .6  a p p l i e s ,  
A A A 
F$(x) i s  i n v e r t i b l e ,  and i f  P (x )  = Ftk(x)-', t h e n  (Pk(x) ,Pk(x)-F' (x ) )  k 
is  an  R-weak r e g u l a r  s p l i t t i n g  of F' (x) f o r  each x E R~ and k 2. 0 .  
A 
-I S i n c e  P (x)-' = pk(x) - l  where P i s  d e f i n e d  by ( 3 . 1 . 3 ) ,  t h e  Newton- k k 
Gauss-Seidel  i t e r a t e s  a r e  we l l -de f ined .  To conclude t h e  p r o o f ,  we 
need t o  show t h a t  {P i s  uniformly bounded on compact s e t s ;  t h e  k 
r e s t  f o l l o w s  from Theorem 3 . 2 . 5 ,  
S ince  F' (x)  = B (x) [I-H (x) 1, (3 .1 .3)  i m p l i e s  t h a t  Pk(x)  = 
m 
k k 
F '  (x) [I-%(x) ] -  and t h e r e f o r e ,  
( 3 . 2 . 7 )  / p k ( x ) I  6 / F ' ( ~ ) I C I - \ ( ~ ) I ' ~  4 I F '  (x)  / I F '  (XI-'/ /Bk(x) 1 
1 Moreover, IBk(x) / 6 ;[D(x)+L(x) 1, and by c o n t i n u i t y ,  a l l  t h r e e  
f a c t o r s  on t h e  f a r  r i g h t  of ( 3 - 2 . 7 )  a r e  bounded on compact sets. 
Thus,  {pk} is uni fo rmly  bounded on compact sets. 
In a completely ariahogotis manner, we can s t a t e  a global 
convergence result for the gerrerai New: on -_lacobi riletlrod vhi cki ti; 
ab tained by app ly ing  rnk s t e p s  of t h e  Jacobi  method to solve for z 
i n  ( 3 . 1 . 1 ) .  Th i s  can a l s o  be done f o r  t h e  g e n e r a l  Newton-Peaceman- 
Rachford i t e r a t i o n  ( s e e  Ortega and Rheinboldt  [1970b]), b u t  i n  t h i s  
c a s e  t h e  a c c e l e r a t i o n  paramete rs  Cr > must be  chosen s u f f i c i e n t l y  k 
l a r g e  s o  as t o  have R-weak r e g u l a r  s p l i t t i n g s ;  o t h e r w i s e  d i v e r g e n c e  
may occur  a s  shown by Caspar [1968]. F i n a l l y ,  i t  is  i m p o r t a n t  t o  
n o t e  t h a t  C o r o l l a r y  3.2.7 c o n t a i n s ,  a s  a  s p e c i a l  c a s e ,  t h e  f o l l o w i n g  
r e s u l t  : 
C o r o l l a r y  3 .2 .9  L e t  A i n  L (Rn) be  a n  M-matrix, and @: Rn -t Rn a  
d i a g o n a l ,  i s o t o n e ,  convex and c o n t i n u o u s l y  d i f f e r e n t i a b l e  mapping. 
Then f o r  any b  i n  R ~ ,  A x  + @(x)  = b  has  a unique s o l u t i o n  x*, 
and f o r  any xo i n  R", any sequence {mk} of p o s i t i v e  i n t e g e r s ,  
and any sequence { i n  [ w , l ] ,  u > 0, t h e  Newton-Gauss-Seidel 
i t e r a t e s  ( 3 , 1 , 2 ) - ( 3 . 1 . 5 )  wi th  Fx = Ax 4- @(x) - b  a r e  we l l -de f ined  
and converge t o  x*. 
P r o o f ,  I f  Fx = Ax + @(x)  - b ,  t h e n  F is  c o n t i n u o u s l y  
d i f f e r e n t i a b l e  and convex on R ~ ,  S i n c e  i s  d i a g o n a l  and i s o t o n e ,  
n  Q' (x) i s  a d i a g o n a l ,  nonnega t ive  m a t r i x  f o r  each x & R , and hence ,  
F V ( x )  - A C Q ' ( x )  2 A f o r  a l l  x & lXn. That  A -t- Q 1 ( x )  i s  a n  M-matrix 
n f o r  each x E R f o l l o w s  from many c o n s i d e r a t i o n s  ( s e e ,  e , g . ,  Varga 
[L962]); i n  p a r t i c u l a r ,  n o t e  t h a t  A -I- cDr(x) h a s  a  weak r e g u l a r  
s p l i t t i n g  (P,Q) where  P is t h e  diagonal p a r t  of A,  and t h a t  
- L A (A+-*! ( X I )  = 1 -I- A-'Q' ( X I  > I~ so t ~ ~ a t  Lemma 3 I -:z y j ~ j d q  t17c 
d e s i r e d  r e s u l t ,  
I f  rnk 5 uk 5 1, then  t h e  p rev ious  r e s u l t  w a s  proved by 
Greenspan and P a r t e r  [1965]. 
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