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SPARSE FILTERED NERVES
NELLO BLASER AND MORTEN BRUN
Abstract. Given a point cloud P in Euclidean space and a posi-
tive parameter t we can consider the t-neighborhood P t of P con-
sisting of points at distance less than t to P . Homology of P t gives
information about components, holes, voids etc. in P t. The idea of
persistent homology is that it may happen that we are interested
in some of holes in the spaces P t that are not detected simultane-
ously in homology for a single value of t, but where each of these
holes is detected for t in a wide range.
When the dimension of the ambient Euclidean space is small,
persistent homology is efficiently computed by the α-complex [15].
For dimension bigger than three this becomes resource consuming.
Don Sheehy discovered [19] that there exists a filtered simplicial
complex whose size depends linearly on the cardinality of P and
whose persistent homology is an approximation of the persistent
homology of the filtered topological space {P t}t≥0. In this paper
we pursue Sheehy’s sparsification approach and give a more general
approach to sparsification of filtered simplicial complexes comput-
ing the homology of filtered spaces of the form {P t}t≥0 and more
generally to sparsification of filtered Dowker nerves. To our best
knowledge, this is the first approach to sparsification of general
Dowker nerves.
1. Introduction
In data analysis, we often want to quantify an underlying shape of
data. For example, in cluster analysis the hypothesis is that data is
concentrated in certain regions and in linear regression the hypothesis is
that data is concentrated along a line. The main purpose of topological
data analysis is to discover and quantify more complicated shapes like
circles and spheres. Persistent homology is the preferred tool for this.
For example, 3D-scanning gives a sample of points on the surface of
a solid object in three dimensional space. The homology of this surface
contains information about the underlying solid object. Under certain
conditions persistent homology of the finite point sample allows us to
infer the homology of the surface we sample from [18].
There are several versions of persistent homology of a point sample
P in Euclidean space E. The filtered Cˇech complex gives the homology
1
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H t = H∗(P
t) of the spaces
P t = {x ∈ E | d(x, P ) < t}
together with the homomorphisms H t → H t
′
for t ≤ t′. In [18] it
is shown that under favourable circumstances, if the point sample P
is drawn from a compact submanifold M of E, then the homology of
M can be inferred from the Cˇech homology of P . Another version of
persistent homology is based on the filtered Rips complex of P . This
filtered simplicial complex is constructed from the pairwise distances
between points in the sample P . Given t > 0, the abstract simplicial
complex Rt(P ) is the clique complex of the (simple undirected) graph
with the set P as nodes and with edges given by pairs of points in
P of distance less than t. That is, given t > 0, a subset σ of P is
contained in Rt(P ) if and only the set of pairwise distances between
points in σ is strictly bounded above by t. Latschev [17] has shown
that under certain conditions, the homology of M can be inferred from
the persistent homology of this filtered simplicial complex.
Unfortunately, the sizes of both the Rips and of the Cˇech complex
explode when the number of points in the sample P grows. Tradi-
tionally this is addressed in two ways. The α complex has the same
persistent homology as the Cˇech complex and if the ambient Euclidean
space is of dimension at most three, then it is so small that it is practi-
cal to compute even when P consists of millions of points. On the other
hand, discrete Morse theory allows us to replace the Rips complex by
a much smaller complex with the same persistent homology, so that it
is practical to compute persistent Rips homology for tens of thousands
of points [1]. Sheehy’s approximations to Cˇech and Rips complexes
[19, 9] can be used to push the limits on the number of data points.
The sizes of these approximations grow linearly in the number of sam-
ple points. However it depends on constants that grow exponentially
in the dimension of the ambient Euclidean space.
In this work we follow the approach of Sheehy and Cavanna, Jahan-
seir and Sheehy [19, 9]. We modify their approximations so that they
can be applied to the Dowker nerve of arbitrary dissimilarities, that is,
functions of the form
Λ: L×W → [0,∞].
The Dowker nerve of Λ is a filtered simplicial complex N(Λ) with vertex
set L. Given t > 0 and w ∈ W , every finite subset of the set
{l ∈ L | Λ(l, w) < t}
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is a face of the simplicial complex Nt(Λ), and Nt(Λ) is the smallest
simplicial complex containing these faces.
Note that if L is a subset of a metric spaceW and Λ: L×W → [0,∞]
is given by the metric, then Nt(Λ) can be described as the ambient
Cˇech complex Cˇt(L,W ). That is, it is the nerve of the set of t-balls
in W centred at points in L considered as a cover of the union of
such balls. Considering L as a metric space with the induced met-
ric, we call Cˇt(L, L) the intrinsic Cˇech complex of L. From the per-
spective of computer implementation these relative Cˇech complexes
and their Dowker counterparts have the defect that they grow rapidly
when the size of L increases. In order to mitigate this Sheehy, Botnan–
Spreemann and Cavanna–Jahanseir–Sheehy proposed sparse approxi-
mations to Cˇt(L,W ) in the situation where W = R
d equipped with a
convex metric and L is a finite subset of W [19, 6, 9]. Inspired by their
work, in [4], we constructed sparsifications of nerves of dissimilarities
satisfying the triangle inequality. In this paper we construct sparsifi-
cations of arbitrary dissimilarities, that is, arbitrary functions of the
form
Λ: L×W → [0,∞].
In the situation where L and W are finite and all the values Λ(l, w)
for (l, w) ∈ L ×W are stored in memory these sparsifications can be
implemented on a computer in a direct way.
Our sparsification can be considered as consisting of two parts. In
the first part we replace a metric by a Dowker dissimilarity whose
nerve is an approximation of the Cˇech nerve of the original metric. In
the second part we replace the nerve of a Dowker dissimilarity by a
smaller homotopy equivalent filtered simplicial complex. This filtered
simplicial complex is the smallest member of a class of sparsifications
including the ones in [9] and [4]. These two parts are intimately related
and it is not evident how to combine them to obtain a smallest possible
sparsification.
The intrinsic and the ambient Cˇech complexes are related by the
inclusions
Cˇt(L, L) ⊆ Cˇt(L,W ) ⊆ Cˇ2t(L, L),
so their corresponding persistent homologies are multiplicatively 2-
interleaved. The ambient Cˇech complex has homotopy type given by
the sublevel filtration for the function f : W → [0,∞) whose value on
a point in W is its distance to L. If L is contained in a metric subspace
N of W , then the persistent homologies of Cˇ(L,W ) and Cˇ(N,W ) are
additively interleaved with interleaving factor given by the Hausdorff
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distance dH(L,N) between L and N . Moreover, the persistent homolo-
gies of Cˇ(L, L) and Cˇ(N,N) are additively interleaved with the factor
2dH(L,N), that is, two times the Hausdorff distance between L and
N . Thus the persistent homologies of both Cˇ(L, L) and Cˇ(L,W ) can
be considered as an approximations to the intrinsic Cˇech homology of
N . In particular if W is a Riemannian manifold with distance given
by the geodesic metric, then the persistent homologies of Cˇ(L,W ) and
Cˇ(W,W ) are additively interleaved with interleaving factor given by
the Hausdorff distance dH(L,W ) between L and W . At filtration val-
ues up to the convexity radius of W the persistent homology Cˇ(W,W )
is isomorphic to the homology of W . (See e.g. [3, Section 6.5.3])
All other sparsification strategies that we are aware of, explicitly
sparsify Cˇech or Rips complexes and leverage the metric structure of the
underlying space in order to sparsify. As already discussed, Sheehy took
advantage of the fact that the Euclidean metric is a doubling metric
[19, 9]. Choudhary and others recently suggested an approximation
based on discretizing Euclidean space [10]. Other approximations work
for Euclidean space [6] or for Rips [13] or weighted Rips complexes [8].
We have previously shown that a similar approach as Sheehy used could
be extended to Dowker dissimilarities that satisfy a triangle inequality
[4]. Here we present our first sparsification approach applicable to
general Dowker nerves.
This paper is organized as follows. Section 2 introduces the reader
to the basic concepts used throughout the remaining sections. In our
previous paper [4], we did not explain how interleavings with respect
to translation functions (see Definition 2.3) are related to matchings.
Since this is crucial to the interpretation of persistence diagrams of
sparse nerves we discuss this in Section 3. In Section 4, we introduce
truncation of Dowker nerves and give a direct argument showing that
the truncated Dowker nerve is interleaved with the Dowker nerve of the
original Dowker dissimilarity. In Section 5, we sparsify Dowker nerves
in a way that preserves homotopy type. In particular, persistent ho-
mology does not change under sparsification. This sparsification is ob-
tained via a function R : L→ [0,∞] having certain properties. We call
functions that satisfy these properties restriction functions. With the
concept of restriction functions at hand we display the smallest restric-
tion function relative to a parent function ϕ, the (Λ, ϕ)-restriction. In
the paper [5] , we give a short description of details behind our python
package for computation of persistent homology of sparsified Dowker
nerves.
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2. Preliminaries
2.1. Filtratrations. We consider the interval [0,∞] as a category with
the underlying set of the interval as objects and with a morphism s→ t
if and only if s ≤ t.
Definition 2.1. Let C be a category. The category of filtered objects
in C is the category of functors from [0,∞] to C. That is, a filtered
object in C is a functor C : [0,∞] → C and a morphism f : C → C ′ of
filtered objects in C is a natural transformation.
Recall that a function α : [0,∞)→ [0,∞) is order preserving if it is
a functor, that is, if s ≤ t implies α(s) ≤ α(t).
Definition 2.2. Let β : [0,∞) → [0,∞) be an order preserving func-
tion with limt→∞ β(t) = ∞. The generalized inverse of β is the order
preserving function
β← : [0,∞)→ [0,∞), β←(t) = inf{s ∈ [0,∞) | β(s) ≥ t}
with the defining property
β←(t) ≤ s if and only if t ≤ β(s).
In categorical language, the generalized of β is its left adjoint functor.
Definition 2.3. A translation function is an order preserving function
α : [0,∞)→ [0,∞) with t ≤ α(t) for every t ∈ [0,∞).
In categorical language, a translation function is a functor under the
identity.
We will often allow ourselves to evaluate a translation α at ∞ by
letting α(∞) =∞.
Definition 2.4. Given a filtered object C : [0,∞] → C and a trans-
lation function α : [0,∞) → [0,∞), the pull-back of C along α is the
filtered object α∗C = C ◦ α with (α∗C)(t) = C(α(t)). The α-unit of C
is the morphism α∗C : C → α
∗C with
α∗C(t) = C(t→ α(t)) : C(t)→ (α
∗C)(t) = C(α(t)).
Definition 2.5. Let k be a field. The category of persistence modules
over k is the category of filtered objects in the category of vector spaces
over k.
Definition 2.6. Let k be a field and let α : [0,∞) → [0,∞) be a
translation function. A persistence module V over k is α-trivial if the
α-unit of V is trivial, that is, if α∗V = 0.
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2.2. Dissimilarities. Our presentation of this preliminary material
closely follows [4].
Definition 2.7 (Dowker [14]). The nerve of a relation R ⊆ X × Y is
the simplicial complex
NR = { finite σ ⊆ X | ∃ y ∈ Y with (x, y) ∈ R for all x ∈ σ}.
The following definition is inspired by the concept of networks as it
appears in [11].
Definition 2.8. A dissimilarity Λ consists of two sets L and W and a
function Λ: L×W → [0,∞]. Given t ∈ [0,∞], we let Λt ⊆ L×W be
the relation
Λt = {(l, w) ∈ L×W | Λ(l, w) < t}.
Definition 2.9. Let Λ: L×W → [0,∞] be a dissimilarity. The Dowker
Nerve NΛ of Λ is the filtered simplicial complex with vertex set L and
the nerve NΛt of the relation Λt in filtration degree t ∈ [0,∞].
Definition 2.10. A morphism C : Λ → Λ′ of dissimilarities Λ: L ×
W → [0,∞] and Λ′ : L′ ×W ′ → [0,∞] consists of a relation
C ⊆ L× L′
so that for every t ∈ [0,∞] and for every σ ∈ NΛt, the set
NC(σ) = {l′ ∈ L′ | (σ × {l′}) ∩ C is non-empty}
is non-empty and contained in NΛ′. If C ⊆ L × L′ and C ′ ⊆ L′ × L′′
are morphisms C : Λ→ Λ′ and C ′ : Λ′ → Λ′′ of dissimilarities, then the
composition
C ′C : Λ→ Λ′′
is the subset of L× L′′ defined by
C ′C = {(l, l′′) | there exists l′ ∈ L′ with (l, l′) ∈ C and (l′, l′′) ∈ C ′}.
The identity morphism ∆L : NΛ→ NΛ is
∆L = {(l, l) | l ∈ L} ⊆ L× L.
Proposition 2.11. The Dowker nerve is functorial in the sense that it
induces a functor N from the category of dissimilarities to the category
of functors from [0,∞] to the category of topological spaces.
Proof. Let C ⊆ L×L′ and C ′ ⊆ L′×L′′ be morphisms C : Λ→ Λ′ and
C ′ : Λ′ → Λ′′ of dissimilarities. Given t ∈ [0,∞], the functions
NC : NΛt → NΛ
′
t and NC
′ : NΛ′t → NΛ
′′
t
are order preserving. Thus, they induce morphisms of geometric real-
izations of barycentric subdivisions. The identity morphism ∆L : Λ→
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Λ induces the identity function N∆L : NΛ → NΛ. In order to finish
the proof we show that NC ′(NC(σ)) = N(C ′C)(σ) for every σ ∈ NΛt.
If l′′ ∈ NC ′(NC(σ)), then there exists l′ ∈ NC(σ) so that (l′, l′′) ∈ C ′.
Since l′ ∈ NC(σ) there exists l ∈ σ so that (l, l′) ∈ C. We conclude that
(l, l′′) ∈ C ′C and thus l′′ ∈ N(C ′C)(σ). Conversely, if l′′ ∈ N(C ′C)(σ),
then there exists l ∈ σ so that (l, l′′) ∈ C ′C. By definition of C ′C this
means that there exists l′ ∈ L′ so that (l, l′) ∈ C and (l′, l′′) ∈ C ′. We
conclude that l′ ∈ NC(σ) and that l′′ ∈ NC ′(NC(σ)). 
Corollary 2.12. Let k be a field. The persistent homology H∗(NΛ) of
NΛ with coefficients in k is functorial in the sense that it is a func-
tor from the category of dissimilarities to the category of persistence
modules over k.
2.3. Interleaving. Here we present a notion of interleaving inspired
by Bauer and Lesnik [2].
Definition 2.13. Let C and C ′ be filtered objects in a category C and
let α : [0,∞)→ [0,∞) be a translation function.
(1) A morphism G : C → C ′ is an α-interleaving if for every t ∈
[0,∞] there exists a morphism Ft : C
′(t) → C(α(t)) in C such
that
α∗C(t) = Ft ◦G(t) and α∗C′(t) = G(α(t)) ◦ Ft.
(2) We say that C and C ′ are α-interleaved if there exists an α-
interleaving G : C → C ′.
Suppose we are in the situation that we have an inclusion K ⊆ L
of filtered simplicial complexes and that we are able to compute the
filtration value of simplices in L, but we have no constructive way
of computing the filtration value of simplices in K. In this situation
we can sometimes construct at filtered simplicial sub-complex K ′ of L
with K ′∞ = K∞. If the inclusion K ⊆ L is an α-interleaving, then
the following lemma implies that also the inclusion K ′ ⊆ L is an α-
interleaving. This happens for example when L is a Cˇech complex.
Lemma 2.14. Let C, C ′ and C ′′ be filtered objects in a category C
and let α : [0,∞) → [0,∞) be a translation function. Let G : C →
C ′ and G′ : C ′ → C ′′ be morphisms of filtered objects. Suppose that
G′(t) : C ′(t) → C ′′(t) is a monomorphism for every t ∈ [0,∞] and
that the composition G′G : C → C ′′ is an α-interleaving. Then also
G′ : C ′ → C ′′ is an α-interleaving.
Proof. Let t ∈ [0,∞], and pick Et : C
′′(t)→ C(α(t)) such that
α∗C(t) = Et ◦ (G
′G)(t) and α∗C′′(t) = (G
′G)(α(t)) ◦ Et.
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Defining Ft = EtG
′(t) : C ′(t)→ C(α(t)) the above relations imply that
α∗C(t) = Et ◦ (G
′G)(t) = (EtG
′(t)) ◦G(t) = Ft ◦G(t)
and
G′(α(t)) ◦ α∗C′(t) = α∗C′′(t) ◦G
′(t)
= (G′G)(α(t)) ◦ Et ◦G
′(t)
= G′(α(t)) ◦G(α(t)) ◦ Ft.
Then also α∗C′(t) = G(α(t))◦Ft, since G
′(α(t)) is a monomorphism. 
The following results are analogues of [7, Proposition 2.2.11 and
Proposition 2.2.13].
Lemma 2.15 (Functoriality). Let C and C ′ be filtered objects in a
category C, let α : [0,∞) → [0,∞) be a translation function and let
H : C → D be a functor. If C and C ′ are α-interleaved, then the filtered
objects HC and HC ′ in D are α-interleaved.
Lemma 2.16 (Triangle inequality). Let G : C → C ′ be an α-interleaving
and let G′ : C ′ → C ′′ be an α′-interleaving of filtered objects in a
category C. Then the composition G′′ = G′G : C → C ′′ is an αα′-
interleaving.
Proof. Let α′′ = αα′ and let t ∈ [0,∞]. By definition there exist
morphisms Fα′(t) : C
′(α′(t)) → C(α(α′(t))) and F ′t : C
′′(t) → C ′(α′(t))
so that
α∗C(α
′(t)) = Fα′(t) ◦G(α
′(t)) and α∗C′(α
′(t)) = G(α(α′(t))) ◦ Fα′(t).
and
α′∗C′(t) = F
′
t ◦G
′(t) and α′∗C′′(t) = G
′(α′(t)) ◦ F ′t .
Let F ′′t = Fα′(t)F
′
t : C
′′
t → Cαα′(t).
The above relations imply that the right hand triangles in the dia-
gram
C(t) C ′(t) C ′′(t)
C(α′(t)) C ′(α′(t))
C(αα′(t))
G(t)
α′
∗C
(t)
α′′
∗C
(t)
G′(t)
α′
∗C′
(t) F ′
t
G(α′(t))
α∗C(α
′(t)) Fα′(t)
commute. The quadrangle in the above diagram commutes since G is
a natural transformation and commutativity of the left hand triangle
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follows directly from the definition of the definition of the α′′-unit. We
conclude that
α′′∗C(t) = F
′′
t ◦G
′′(t).
The above relations also imply that the upper triangles in the dia-
gram
C ′′(t) C ′(α′(t)) C(αα′(t))
C ′′(α′(t)) C ′(αα′(t))
C ′′(αα′(t))
F ′
t
α′
∗C′′
(t)
α′′
∗C′′
(t)
F
α′(t)
α∗C′ (α
′(t))G′(α′(t)) G(αα′(t))
α′
∗C′′
(α′(t)) G′(αα′(t))
commute. The quadrangle in the above diagram commutes since G′ is
a natural transformation and commutativity of the left hand triangle
follows directly from the definition of the definition of the α′′-unit. We
conclude that
α′′∗C′′(t) = G
′′(α′′(t)) ◦ F ′′t .

We find that the following lemma justifies our definition of α-interleaving.
Lemma 2.17. Let α : [0,∞) → [0,∞) be a translation function and
let V and V ′ be persistence modules. A morphism G : V → V ′ of
persistence modules is an α-interleaving if and only if both kerG and
cokerG are α-trivial.
Proof. Suppose first thatG is an α-interleaving. Fix t and pick Ft : V
′(t)→
V (α(t)) so that αV ∗(t) = Ft ◦ G(t) and αV ′∗(t) = G(α(t)) ◦ Ft. Then
v ∈ kerG(t) implies
αkerG∗v = αV ∗v = Ft(G(t)(v)) = 0.
Similarly, if v′ + imG(t) ∈ cokerG(t), then
αcokerG∗(v
′ + imG(t)) = αV ′∗(v
′) + imG(α(t)) = 0
since αV ′∗(v
′) = G(α(t))(Ftv
′) ∈ imG(α(t)). Thus kerG and cokerG
are α-trivial.
Conversely, suppose that kerG and cokerG are α-trivial and fix t.
Choose a basis e1, . . . , ea for kerG(t) and choose f1, . . . , fb so that
e1, . . . , ea, f1, . . . , fb
10 NELLO BLASER AND MORTEN BRUN
is a basis for C(t). Note that G(t)(f1), . . . , G(t)(fb) are linearly inde-
pendent in C ′(t) and choose g1, . . . , gc so that
G(t)(f1), . . . , G(t)(fb), g1, . . . , gc
is a basis for C ′(t). We use this basis to define Ft : C
′(t)→ C(α(t)) as
follows: On basis elements of the form G(t)(fi) we define
Ft(G(t)(fi)) = αC∗(t)(fi).
Now consider basis elements of the form gi. Since αcokerG∗ = 0 we know
that αC′∗(t)(gi) ∈ imG(α(t)). We choose ci ∈ C(α(t)) so that
G(α(t))(ci) = αC′∗(t)(gi)
and define
Ft(gi) = ci.
Since αkerG = 0 we have
αC∗(t)(ei) = 0 = Ft(G(ei)),
so FtG(t) = αC∗(t). On the other hand, the equation
G(αt)(Ft(G(t)(ei))) = G(αt)(αC∗(ei)) = αC′∗(G(t)(ei))
shows that αC′∗(t) = G(αt)Ft. 
3. Matchings
This presentation of matchings follows [16].
Definition 3.1. The set of persistence intervals is the set E of intervals
in [0,∞].
We write a for the closure of an interval a ∈ E. Note that a is
determined by the end points of the interval a.
Definition 3.2. A persistence diagram consists of a set X and a func-
tion p : X → E from X to the set of persistence intervals. We refer to
the elements of X as persistence classes.
Definition 3.3. A matching R of two persistence diagrams p : X → E
and p′ : X ′ → E consists of a relation R ⊆ X ×X ′ with the property
that the compositions
pi1 : R→ X, pi1(x, x
′) = x
and
pi2 : R→ X
′, pi2(x, x
′) = x′
with the inclusion of R in X × X ′ and the projections to X and X ′
respectively are injective with p◦pi1 = p
′◦pi2. We say that a persistence
class x ∈ X is matched by R if there exists a persistence class x′ ∈ X ′
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so that (x, x′) ∈ R. Similarly we say that a persistence class x′ ∈ X ′
is matched by R if there exists a persistence class x ∈ X so that
(x, x′) ∈ R.
Definition 3.4. Let J be a subset of [0,∞]. The persistence module
k(J) has values
k(J)(t) =
{
k if t ∈ J
0 otherwise
and structure maps equal to identity maps whenever possible.
Definition 3.5. Let α : [0,∞)→ [0,∞) be a translation function and
let p : X → E be a persistence diagram. We say that a persistence
class x ∈ X is α-trivial if the persistence module k(p(x)) is α-trivial.
Otherwise we say that x is α-nontrivial.
Note that if p(x) has end points b < d, then p(x) is α-trivial if and
only if d ≤ α(b).
Definition 3.6. Let V be a persistence module over a field k. We
say that p : X → E is a persistence diagram of V if there exists an
isomorphism of the form
V ∼=
⊕
x∈X
k(p(x)).
Definition 3.7. The category of pointwise finite dimensional persis-
tence modules over the field k is the full subcategory of the category
of persistence modules V over k with Vt finite dimensional for every
t ∈ [0,∞].
We restate the decomposition theorem for pointwise finite-dimensional
persistence modules [12, Theorem 1.1] in our notation.
Theorem 3.8. Let k be a field. Every pointwise finite dimensional
persistence module over k has a persistence diagram.
We now state the generalized induced matching theorem [2, Theorem
6.1] and [16, Theorem 3.2]. In order to do this we use the generalized
inverse function of a translation function from Definition 2.2.
Theorem 3.9. There exists a function χ : Mor(Pers) → Match from
the set of morphisms of pointwise finite dimensional persistence mod-
ules over the field k to the set of matchings with the following properties:
Let f : V → V ′ be a morphism of pointwise finite persistence modules
and let χ(f) be of the form
χ(f) : (X
p
−→ E)→ (X ′
p′
−→ E),
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that is,
χ(f) ⊆ X ×X ′.
Assume that f is an α-interleaving and that (x, x′) ∈ χ(f) with p(x) =
[b, d] and p′(x′) = [b′, d′]. Then the following holds:
(1) b′ ≤ b < d′ ≤ d and
(2) b ≤ α(b′) and
(3) α←(d) ≤ d′.
Moreover all α-nontrivial persistence classes of X and X ′ are matched
by χ(f).
In the above situation, if α is bijective, then (3) is equivalent to
d ≤ α(d′).
If we further assume that x′ is α-nontrivial, then α(b′) < d′ and the
point (b, d) lies in the box with corners (b′, d′) and (α(b′), α(d′)). Con-
versely, if α is bijective and x is α-nontrivial, then α(b) < d and the
point (b′, d′) lies in the box with corners (α←b, α←d) and (b, d).
4. Truncated Nerves
Definition 4.1. Let Λ: L × W → [0,∞] be a dissimilarity and let
α : [0,∞) → [0,∞) be a translation function. We say that a function
T : L → [0,∞] is an α-truncation function for Λ if for all t ∈ [0,∞]
and all l ∈ L there exists l′ ∈ L so that for all w ∈ W with Λ(l, w) < t
we have that Λ(l′, w) < α(t) and Λ(l′, w) < T (l′).
Definition 4.2. Let Λ: L×W → [0,∞] be a dissimilarity, let α : [0,∞)→
[0,∞) be a translation function and let T : L → [0,∞] be an α-
truncation function for Λ. The T -truncation of Λ is the dissimilarity
Γ: L×W → [0,∞] defined by
Γ(l, w) =
{
Λ(l, w) if Λ(l, w) < T (l)
∞ otherwise.
Proposition 4.3. Let Λ: L × W → [0,∞] be a dissimilarity, let
α : [0,∞) → [0,∞) be a translation function and let T : L → [0,∞]
be an α-truncation function for Λ. Let Γ be the T -truncation of Λ.
Then, in the homotopy category of topological spaces, the inclusion of
the nerve NΓ of Γ in the nerve NΛ of Λ is an α-interleaving.
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Proof. It suffices, for every t ∈ [0,∞], to find a map ft : NΛt → NΓα(t)
so that the following diagrams commute up to homotopy:
NΓt NΛt
NΓα(t)
NΓt≤α(t)
ft
and
NΛt NΓα(t)
NΛα(t).
ft
NΛt≤α(t)
Fix t and choose a function ft : L → L so that for every l ∈ L
with Λ(l, w) < t the inequalities Λ(ft(l), w) < α(t) and Λ(ft(l), w) <
T (ft(l)) hold.
Below we first show that ft induces a simplicial map
ft : NΛt → NΓα(t).
That is, we show that if σ ∈ NΛt, then ft(σ) ∈ NΓα(t). Next we
show that ft(σ) ∪ σ ∈ NΛα(t) so that the lower of the above displayed
diagrams commutes up to homotopy. We will finish by showing that if
σ ∈ NΓt, then ft(σ) ∪ σ ∈ NΓα(t) so that also the upper of the above
displayed diagrams commutes up to homotopy.
Let σ ∈ NΛt and pick w ∈ W so that Λ(l, w) < t for every l ∈ σ.
Then, for every l ∈ σ we have Λ(ft(l), w) < α(t) and Λ(ft(l), w) <
T (ft(l))) so in particular Γ(ft(l), w) = Λ(ft(l), w) < α(t). This implies
both that ft(σ) ∈ NΓα(t) and that ft(σ) ∪ σ ∈ NΛα(t). Finally, if
σ ∈ NΓt and we pick w ∈ W so that Γ(l, w) = Λ(l, w) < t for every
l ∈ σ, then the above argument also implies that ft(σ)∪σ ∈ NΓα(t). 
Example 4.4. Let Λ: L × W → [0,∞] be a dissimilarity and let
α : [0,∞)→ [0,∞) be a translation function. Given l, l′ ∈ L, let
P (l′, l) = {Λ(l′, w) | w ∈ W with α(Λ(l, w)) ≤ Λ(l′, w)}.
Given a base point l0 ∈ L the cover dissimilarity Λ
α : L × L → [0,∞]
for Λ with respect to α is given by
Λα(l′, l) =

0 if l = l′
∞ if l 6= l′ and l′ = l0
sup(P (l′, l) ∪ {0}) if l 6= l′ and l′ 6= l0.
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If L is finite and < is a total order on L with l0 as minimal element,
we define the α-insertion radius λα(l) of l ∈ L as
λα(l) =
{
∞ if l = l0
supk≥l inf l′<l Λ
α(l′, k) if l 6= l0
Given l ∈ L with l 6= l0 and t ∈ [0,∞] with α(t) > 0, pick l
′ ∈ L
minimal with Λα(l′, l) < α(t). (Such an l′ exists since Λα(l, l) = 0 and
Λα(l0, l) = ∞). Let w ∈ W with Λ(l, w) < t. Then either Λ(l
′, w) >
Λα(l′, l) or Λ(l′, w) ≤ Λα(l′, l) < α(t). If Λ(l′, w) > Λα(l′, l), then
Λ(l′, w) < α(Λ(l, w)) ≤ α(t).
Thus, Λ(l, w) < t implies α(t) > Λ(l′, w). Since ∞ = λα(l0) ≥ α(t)
and
λα(l′) = sup
k≥l′
inf
l′′<l′
Λα(l′′, k) ≥ inf
l′′<l′
Λα(l′′, l) ≥ α(t),
the function λα : L→ [0,∞] is an α-truncation function for Λ.
Definition 4.5. Given a dissimilarity of the form Λ: L × L → [0,∞]
with L finite a farthest point sample for Λ is a total order < on L with
minimal element l0 so that for l 6= l0 we have
inf
l′<l
Λ(l′, l) = sup
l′′≥l
inf
l′<l
Λ(l′, l′′).
The insertion radius of l ∈ L with respect to the total order < is
λ(l) =
{
∞ if l = l0
inf l′<l Λ(l
′, l) otherwise.
For Λ as in Definition 4.5 a farthest point sample L = {l0 < · · · < ln}
can be produced recursively starting from an initial point l0. When
l0, . . . , lk have been produced, we choose lk+1 so that
inf
l′∈{l0,...,lk}
Λ(l′, lk+1) = sup
l′′ /∈{l0,...,lk}
inf
l′∈{l0,...,lk}
Λ(l′, l′′).
Note that
λ(l) =
{
∞ if l = l0
supk≥l inf l′<l Λ(l
′, k) otherwise.
Example 4.6. Let d : W ×W → [0,∞] be a metric, let L be a finite
subset of L and let Λ: L ×W → [0,∞] be the restriction of d to the
subset L ×W of W ×W . Let ΛL : L × L → [0,∞] be the restriction
of Λ to the subset L × L of L × W and let L = {l0 < · · · < ln}
be a farthest point sampling for ΛL. We write λL(l) = λ(l) for the
corresponding insertion radius. Let c > 1 and let α : [0,∞) → [0,∞)
be the translation function α(t) = ct.
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If αΛ(l, w) ≤ Λ(l′, w), then the triangle inequality for d implies that
Λ(l′, w) ≤ ΛL(l′, l) + Λ(l, w) and therefore Λ(l, w) ≤ ΛL(l′, l)/(c − 1).
This, together with the triangle inequality for d implies that
Λ(l′, w) ≤ ΛL(l′, l) + Λ(l, w) ≤ ΛL(l′, l) +
ΛL(l′, l)
(c− 1)
=
cΛL(l′, l)
(c− 1)
.
From this consideration we can conclude that
Λα(l′, l) ≤
cΛL(l′, l)
(c− 1)
and that
λα(l) ≤
cλL(l)
(c− 1)
.
Since λα is an α-truncation function of Λ, so is the function T (l) =
cλL(l)/(c− 1).
There exist many truncation functions for a given translation func-
tion α. We have not succeeded in finding a class of truncation functions
for α that are practical to implement and produces a smallest possible
simplicial complex under this constraint. We leave this as a problem
for further investigation. If the goal is merely to construct a dissimi-
larity whose Dowker nerve is small the amount of possibilities is even
bigger.
5. Sparse Filtered Nerves
Definition 5.1. Let Λ: L × W → [0,∞] be a dissimilarity and let
R : L → [0,∞] and ϕ : L → L be functions. We say that l ∈ L is
a slope point if R(l) < R(l′) for every l′ ∈ ϕ−1(l). The (R,ϕ)-nerve
of Λ is the filtered simplicial complex N(Λ, R, ϕ) with N(Λ, R, ϕ)(t)
consisting of all σ ∈ NΛt such that there exists w ∈ W satisfying:
(1) Λ(l, w) < t for all l ∈ σ.
(2) Λ(l, w) ≤ R(l′) for all l, l′ ∈ σ and
(3) Λ(l, w) < R(l) for all slope points l in σ.
Definition 5.2. A function ϕ : L→ L is a parent function if ϕn(l) = l
for n > 0 implies ϕ(l) = l.
Note that ϕ : L → L is a parent function if and only if the directed
graph with L as set of nodes and E(ϕ) = {(ϕ(l), l) | l ∈ L, ϕ(l) 6= l}
as set of edges is acyclic.
Definition 5.3. Let Λ: L × W → [0,∞] be a dissimilarity and let
ϕ : L→ L be a parent function. We say that a function R : L→ [0,∞]
is a restriction function for Λ relative to ϕ if the following holds:
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(1) For all (l, w) ∈ L × W with Λ(l, w) < Λ(ϕ(l), w) we have
Λ(ϕ(l), w) ≤ R(l).
(2) For every l ∈ L we have R(ϕ(l)) ≥ R(l).
(3) If ϕ(l) = l, then R(l) =∞.
Definition 5.4. Let Λ: L × W → [0,∞] be a dissimilarity and let
ϕ : L→ L be a parent function. Given l, l′ ∈ L let
P (l, l′) = {Λ(l′, w) | w ∈ W with Λ(l, w) < Λ(l′, w)}
and define
ρ(l, l′) =
{
supP (l, l′) if P (l, l′) is non-empty
0 if P (l, l′) = ∅.
The (Λ, ϕ)-restriction R(Λ, ϕ) : L → [0,∞] is defined in several steps.
First define R′ : L→ [0,∞] by
R′(l) =
{
ρ(l, ϕ(l)) if ϕ(l) 6= l
∞ if ϕ(l) = l.
Given l ∈ L, let D(l) be the set of descendants of l, that is, l′ ∈ D(l)
if and only if there exists m ≥ 0 so that l = ϕm(l′). Next, we define
R(Λ, ϕ) : L→ L by
R(Λ, ϕ)(l) = max
l′∈D(l)
R′(l′).
Then, for every l ∈ L we have R(Λ, ϕ)(ϕ(l)) ≥ R(Λ, ϕ)(l), and ϕ(l) = l
implies R(Λ, ϕ)(l) =∞. Also, Λ(l, w) < Λ(ϕ(l), w) implies
Λ(ϕ(l), w) ≤ R′(l) ≤ R(Λ, ϕ)(l).
Proposition 5.5. Let Λ: L×W → [0,∞] be a dissimilarity with L fi-
nite and let ϕ : L→ L be a parent function. Then the (Λ, ϕ)-restriction
R(Λ, ϕ) is the minimal restriction function for Λ relative to ϕ: If R is
another restriction function for Λ relative to ϕ, then R(Λ, ϕ)(l) ≤ R(l)
for every l ∈ L.
Proof. In the notation of Definition 5.4 it suffices to show that ρ(l, ϕ(l)) ≤
R(l) for all l ∈ L. We can assume that ϕ(l) 6= l because otherwise
ρ(l, ϕ(l)) =∞ = R(l). Given l ∈ L, if there exists a w ∈ W with
Λ(l, w) < Λ(ϕ(l), w)
we have Λ(ϕ(l), w) ≤ R(l). By construction of ρ, this implies that
ρ(l, ϕ(l)) ≤ R(l).
If no such w ∈ W with
Λ(l, w) < Λ(ϕ(l), w)
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exists, then ρ(l, ϕ(l)) = 0 ≤ R(l). 
Proposition 5.5 shows that the (Λ, ϕ)-restriction function is the min-
imal restriction function for Λ relative to ϕ. In the following example
we propose a strategy for construction of a parent function.
Example 5.6. Let Λ: L×W → [0,∞] be a dissimilarity with L finite.
As in Definition 5.4, given l, l′ ∈ L let
P (l, l′) = {Λ(l′, w) | w ∈ W with Λ(l, w) < Λ(l′, w)}
and define
ρ(l, l′) =
{
supP (l, l′) if P (l, l′) is non-empty
0 if P (l, l′) = ∅.
Define R0 : L→ [0,∞] by
R0(l) = inf{ρ(l, l
′) | l′ ∈ L and l′ 6= l}
and let < be a total order on L with minimal element l0 so that R0(l
′) >
R0(l) implies l
′ < l. Given l ∈ L let
Q(l) = {l′ ∈ L | l′ < l and ρ(l, l′) = R0(l)}.
If Q(l) is non-empty we define
ϕ(l) = minQ(l).
Otherwise, that is, if Q(l) is empty, we let
R1(l) = inf{ρ(l, l
′) | l′ < l}.
and define
ϕ(l) = min({l′ ∈ L | l′ < l and ρ(l, l′) = R1(l)} ∪ {l0}).
Since ϕ(l) ≤ l for every l ∈ L and < is a total order on L, the function
ϕ : L → L is a parent function. We define R : L → [0,∞] to be the
restriction function for Λ relative to ϕ constructed in Definition 5.4.
In the following two examples we show that the sparsifications from
[4, 19] also are (R,ϕ)-nerves and that therefore the (Λ, ϕ)-restriction
results in smaller nerves.
Example 5.7 (Parent restriction). In [4] we constructed the sparse
filtered nerve NΛ of a dissimilarity Λ: L ×W → [0,∞] with L finite.
In this example we describe a function ϕ : L → L and a restriction R
for Λ relative to ϕ so that the (R,ϕ)-nerve of Λ is equal to the sparse
Dowker nerve in [4, Definition 38]. Given l ∈ L we let
Wl = {w ∈ W | Λ(l, w) <∞}
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and
τ˜(l) = sup{Λ(l, w) | w ∈ Wl}.
Let l0 ∈ L and define τ : L→ [0,∞] as the function
τ(l) =
{
∞ if {l = l0}
τ˜(l) otherwise.
Given l ∈ L we let
Q(l) = {l′ | τ(l′) > τ(l)}.
If Q(l) is non-empty we pick l′ ∈ Q(l) and define ϕ(l) = l′. Otherwise
we define ϕ(l) = l0. The parent restriction R : L→ [0,∞] is defined by
R(l) = τ(ϕ(l)).
It is readily verified that the above structure satisfies is a sparsifica-
tion function for Λ with respect to ϕ. The R-nerve N(Λ, R, ϕ) is the
sparse Dowker nerve introduced in [4, Definition 38]
Example 5.8 (Sheehy restriction). Let Λ: L×W → [0,∞] be a dis-
similarity with Λ(l, w) < ∞ for all (l, w) ∈ L ×W and satisfying the
triangle inequality. The specific case we have in mind is L = W and
d : L × L → (0,∞) a metric. Let α : [0,∞) → [0,∞) be a transla-
tion function of the form α = id+β for an order preserving function
β : [0,∞)→ [0,∞) so that the function [0,∞]→ [β(0),∞) taking t to
β(t) is bijective. Note that this implies that β←β = id.
Let λ : L→ [0,∞] be the canonical insertion function for Λ as defined
in [4] and let ϕ : L→ L be the associated parent function. That is, for
L = {l0, . . . , ln}, the function λ : L→ [0,∞] is defined by
λ(l) =
{
∞ if l = l0
supw∈W inf l′∈{l0,...,lk−1} Λ(l
′, w) if l = lk
and ϕ(l) is the smallest element in L such that there exists w ∈ W
with Λ(ϕ(l), w) = λ(l). Recall that the (λ, β)-truncation of Λ is the
dissimilarity Γ: L×W → [0,∞] defined in [4] by
Γ(l, w) =
{
Λ(l, w) if Λ(l, w) ≤ αβ←λ(l) and β(0) ≤ λ(l)
∞ otherwise.
The (λ, β)-truncation of Λ is not a truncation of Λ as defined in
Definition 4.2. However, the dissimilarity Γ′ : L×W → [0,∞] described
by the formula
Γ′(l, w) =
{
Λ(l, w) if Λ(l, w) < αβ←λ(l)
∞ otherwise
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is a truncated dissimilarity and is smaller than Γ. Since elements l ∈ L
with λ(l) < β(0) do not contribute to the Dowker nerve of Γ we assume
without loss of generality that β(0) ≤ λ(l) for every l ∈ L.
The Sheehy restriction function is
S : L→ [0,∞], S(l) = α2β←λ(l)
Our assumption on l0 implies that S(l0) = ∞. The Sheehy parent
function ϕ : L → L is defined as follows: first we define ϕ(l0) = l0 for
the minimal element l0 in L. Next, given l 6= l0, choose w
′ ∈ W so that
(l, w′) ∈ T and use that λ is a β-insertion function to choose l′ ∈ L so
that
Λ(l′, w′) ≤ βαβ←λ(l) < λ(l′),
and define ϕ(l) = l′. Since
λ(l) ≤ ββ←λ(l) ≤ βαβ←λ(l) < λ(l′)
we have S(ϕ(l)) > S(l) for every l ∈ L with S(l) <∞.
Given w ∈ W with Γ′(l, w) < ∞ we have Λ(l, w) < αβ←λ(l), so for
l′ and w′ as above the triangle inequality gives
Λ(l′, w) ≤ Λ(l′, w′) + Λ(l, w) < βαβ←λ(l) + αβ←λ(l) = α2β←λ(l).
The inequality Λ(l′, w) ≤ α2β←λ(l) implies
βα←Λ(l′, w) ≤ βα←α2β←λ(l) ≤ βαβ←λ(l) < λ(l′).
Since ϕ(l) = l′ we can conclude that
Γ′(ϕ(l), w) = Λ(ϕ(l), w) ≤ α2β←λ(l) = S(l)
for every l ∈ L. We conclude that Γ′(l, w) < ∞ implies Γ′(ϕ(l), w) ≤
S(l).
Theorem 5.9. Let Λ: L×W → [0,∞] be a dissimilarity and let R be
a restriction function for Λ relative to ϕ : L → L. If L is finite, then
for every t ∈ [0,∞] the geometric realization of the inclusion
ι : N(Λ, R, ϕ)(t)→ NΛt
is a homotopy equivalence.
Proof. Since R(l) = ∞ whenever ϕ(l) = l, the two complexes agree
when when L is of cardinality 1, and thus the result holds in this case.
Let t ∈ [0,∞] and let n > 1. Below we will show that if Λ: L ×
W → [0,∞] is a dissimilarity with L a set of cardinality n and R is a
restriction function for Λ relative to ϕ so that the inclusion
ι : N(Λ, R)(t)→ NΛt
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is not a homotopy equivalence, then there exists a dissimilarity Λ′ : L′×
W → [0,∞] with L′ a set of cardinality n − 1 and R′ a restriction
function for Λ′ relative to a function ϕ′ : L′ → L′ so that the inclusion
ι : N(Λ′, R′)(t)→ NΛ′t
is not a homotopy equivalence. Negating this we obtain the inductive
step implying that the result holds for all finite sets L.
As above, let Λ: L ×W → [0,∞] be a dissimilarity with L a set of
cardinality n > 1 and let R be a restriction function for Λ relative to
ϕ. Fix t ∈ [0,∞] and pick ln ∈ L so that firstly R(ln) ≤ R(l) for every
l ∈ L and secondly ln is not in the image of ϕ : L→ L. This is possible
since L is finite and R(ϕ(l)) ≤ R(l) for every l ∈ L. Suppose that
ι : N(Λ, R)(t)→ NΛt
is not a homotopy equivalence. Then there exists l ∈ L with R(l) < t
since otherwise the two complexes are obviously equal. In particular
R(ln) < t.
Let L′ = L \ {ln} and let Λ
′ : L′ ×W → [0,∞] be the restriction of
Λ to L′ ×W ⊆ L×W . Further, let R′ : L′ → [0,∞] be the restriction
of R to L′ and let ϕ′ : L′ → L be the restriction of ϕ to L′. Since ln
is not in the image of ϕ we can consider ϕ′ as a function ϕ′ : L′ → L′.
Clearly R′ is a restriction function for Λ′ relative to ϕ′.
We define ft : L→ L
′ by
ft(l) =
{
ϕ(ln) if l = ln
l otherwise.
Given σ ∈ NΛt we claim that σ ∪ ft(σ) ∈ NΛt. If ln /∈ σ, then this
claim is trivially satisfied. In order to justify the claim when ln ∈ σ we
pick w ∈ W with Λ(l, w) < t for every l ∈ σ. If Λ(ln, w) ≥ Λ(ϕ(ln), w)
then Λ(ϕ(ln), w) < t and σ ∪ ft(σ) ∈ NΛt. Otherwise by part (1) of
Definition 5.3 the inequalities Λ(ln, w) < t and Λ(ln, w) < Λ(ϕ(ln), w)
imply that Λ(ϕ(ln), w) ≤ R(ln) < t. We conclude that σ∪ft(σ) ∈ NΛt
also in this situation.
Next we claim that
σ ∈ N(Λ, R, ϕ)(t) implies σ ∪ ft(σ) ∈ N(Λ, R, ϕ)(t).
Again we only need to consider the case ln ∈ σ. We have already shown
that σ∪ft(σ) ∈ NΛt. Pick w ∈ W with Λ(l, w) < t, Λ(l, w) < R(l) and
Λ(l, w) ≤ R(l′) for every l, l′ ∈ σ. Note in particular that Λ(ln, w) < t.
If Λ(ln, w) ≥ Λ(ϕ(ln), w) then
R(l) ≥ R(ln) > Λ(ln, w) ≥ Λ(ϕ(ln), w)
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for all l ∈ L, so σ∪ft(σ) ∈ N(Λ, R)(t). On the other hand, if Λ(ln, w) <
Λ(ϕ(ln), w) then by (1) of Definition 5.3 the inequality Λ(ln, w) < t
implies Λ(ϕ(ln), w) ≤ R(ln) ≤ R(l) for all l ∈ L. If ϕ(ln) is a slope
point, then Λ(ϕ(ln), w) ≤ R(ln) < R(ϕ(ln)). We conclude that σ ∪
ft(σ) ∈ N(Λ, R, ϕ)(t).
We can now conclude that the function ft : L→ L
′ defines simplicial
maps
ft : NΛt → NΛ
′
t
and
ft : N(Λ, R, ϕ)(t)→ N(Λ
′, R′, ϕ′)(t).
On the other hand, the inclusion ι : L′ → L defines simplicial maps
ι : NΛ′t → NΛt
and
ι : N(Λ′, R′, ϕ′)(t)→ N(Λ, R, ϕ)(t).
Moreover the above claims imply that the compositions
NΛt
ft
−→ NΛ′t
ι
−→ NΛt
and
N(Λ, R, ϕ)(t)
ft
−→ N(Λ′, R′, ϕ′)(t)
ι
−→ N(Λ, R, ϕ)(t)
are contiguous to identity maps. Since ftι is the identity this implies
that geometric realizations of the inclusions
NΛ′t
ι
−→ NΛt
and
N(Λ′, R′, ϕ′)(t)
ι
−→ N(Λ, R, ϕ)(t)
are homotopy equivalences. Since we have assumed that the geometric
realization of the inclusion
N(Λ, R, ϕ)(t)
ι
−→ NΛt
is not a homotopy equivalence, we can conclude that the geometric
realization of the inclusion
N(Λ′, R′, ϕ′)(t)
ι
−→ NΛ′t
is not a homotopy equivalence, as desired. 
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