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Abstract
Bounds for the extreme zeros of the classical orthogonal polynomials are obtained by a surprisingly
simple method. Nevertheless, it turns out that, in most cases, the estimates obtained in this note are better
than the best limits known in the literature.
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1. Introduction
The behaviour of the zeros of the classical orthogonal polynomials has been of interest since
the first contributions of 1886, due to Markov [15] and Stieltjes [23]. There are many reasons
for this interest, such as the nice electrostatic interpretation of the zeros of the Jacobi, Laguerre
and Hermite polynomials, their important role as nodes of Gaussian quadrature formulae, as well
as the key role these zeros play in the proofs of some classical inequalities. For this, powerful
analytic and discrete techniques have been developed. Among them are Sturm’s comparison
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theorem for the zeros of solutions of second order differential equations [24, Theorem 1.82.1]
and its integral version [7], A. Markov’s theorem on monotonicity of zeros of orthogonal
polynomials in terms of the behaviour of the weight function [15], [24, Theorem 6.12.1],
the Hellmann–Feynman theorem on variation of eigenvalues of Hermitian matrices [9,10,12],
Obrechkoff’s theorem on Descartes’s rule of signs [1], Wall–Wetzel’s theorem on eigenvalues of
Jacobi matrices in terms of chain sequences. We refer to Chapter 6 in Szego˝’s book [24] for the
older results and to [17,5] for the more recent contributions.
In this paper we develop a technique based on inequalities for real-root polynomials.
Surprisingly enough, our method furnishes relatively very sharp bound for the extreme zeros
of the classical orthogonal polynomials. A key ingredient in the proof is the fact that these are
the orthogonal polynomials which satisfy a second order differential equation.
In what follows we use the usual notations for the classical orthogonal polynomials: P(α,β)n (x),
Cλn (x), L
(α)
n (x) and Hn(x) are the Jacobi, Gegenbauer, Laguerre and Hermite polynomials of
degree n, respectively. Their zeros will be denoted by xn,k(α, β), xn,k(λ), xn,k(α) and hn,k ,
k = 1, . . . , n, arranged in decreasing order in the sense that xn,1(α, β), xn,1(λ), xn,1(α) and
hn,1 denote the largest zeros, and xn,n(α, β), xn,n(λ), xn,n(α) and hn,n the smallest zeros of
these polynomials.
In order to formulate our first result we need the following notations:
B = (β − α)(α + β + 6)n + 2(α + β),
A = (2n + α + β)n(2n + α + β)+ 2(α + β + 2),
∆ = n2(n + α + β + 1)2 + (α + 1)(β + 1)n2 + (α + β + 4)n + 2(α + β).
Theorem 1. For every n ∈ N and for each α, β > −1, the zeros of P(α,β)n (x) satisfy the
inequalities
B − 4(n − 1)√∆
A
≤ xn,k(α, β) ≤ B + 4(n − 1)
√
∆
A
. (1.1)
For every n ∈ N and for each α > −1, the zeros of L(α)n (x) satisfy the inequalities
xn,k(α) ≥ 2n
2 + n(α − 1)+ 2(α + 1)− 2(n − 1)n2 + (n + 2)(α + 1)
n + 2 (1.2)
and
xn,k(α) ≤ 2n
2 + n(α − 1)+ 2(α + 1)+ 2(n − 1)n2 + (n + 2)(α + 1)
n + 2 . (1.3)
In order to formulate the result concerning the zeros of the Gegenbauer and Hermite
polynomials we introduce the notations:
b = n3 + 2(λ− 1)n2 − (3λ− 5)n + 4(λ− 1),
a = 2(n + λ− 1)

n2 + n(λ− 1)+ 4(λ+ 1)

,
δ = n2(n + 2λ)2 + (2λ+ 1)n2 + 2(λ+ 3)n + 8(λ− 1)
bo = (n − 1)3 + 2λn2 − (5λ− 14)n + 15λ− 14,
D.K. Dimitrov, G.P. Nikolov / Journal of Approximation Theory 162 (2010) 1793–1804 1795
ao = 2(n + λ− 1)

n(n + λ− 2)+ 3(λ+ 1)

,
δo = n2(n + 2λ)2 + (2λ+ 1)

n2 + 2(λ+ 9)n + 20(λ− 1).
Theorem 2. For every n ∈ N and for each λ > −1/2, the zeros of Cλn (x) satisfy the inequalities
b − (n − 2)√δ
a
≤ x2n,k(λ) ≤
b + (n − 2)√δ
a
. (1.4)
For every n ∈ N the zeros of Hn(x) satisfy the inequalities
n2 − 32 n + 2− (n − 2)
√
n2 + n + 4
n + 4 ≤ h
2
n,k
≤ n
2 − 32 n + 2+ (n − 2)
√
n2 + n + 4
n + 4 . (1.5)
Moreover, when n ∈ N is odd, these estimates can be sharpened as follows:
bo − (n − 3)√δo
ao
≤ x2n,k(λ) ≤
bo + (n − 3)√δo
ao
, (1.6)
n2 − 52 n + 152 − (n − 3)
√
n2 + n + 10
n + 3 ≤ h
2
n,k
≤ n
2 − 52 n + 152 + (n − 3)
√
n2 + n + 10
n + 3 . (1.7)
Our last theorem provides a lower bound for the largest zero and an upper bound for the second
largest zero of the Gegenbauer polynomials. Before formulating it we introduce the notations:
c = 2(n + λ− 1)(2n + 2λ− 1)[4n4 − 8(2− λ)n3 + (47− 8λ+ 4λ2)n2
− (14− 48λ− 8λ2)n + 24(λ+ 1)(2λ+ 1)],
d = (2λ+ 3)(2n + 2λ− 1)[8(5+ λ)n3 − (95− 30λ− 8λ2)n2
+ (130+ 124λ+ 16λ2)n − 24(5+ 8λ− 4λ2)],
e = (2λ+ 1)(2λ+ 3)[(165+ 44λ+ 4λ2)n2 − (390− 88λ− 8λ2)n
+ 12(2λ− 3)(2λ− 5)].
Theorem 3. For every n ∈ N and for each λ ∈ (−1/2, 5/2), the largest two zeros of Cλn (x)
satisfy the inequalities
x2n,2(λ) < 1− z2(n, λ) < 1− z1(n, λ) < x2n,1(λ), (1.8)
where 0 < z1(n, λ) < z2(n, λ) < 1 are the zeros of the equation cz2 − dz + e = 0.
In the next section we describe the method and provide the necessary additional technical
details which will be used in the proofs. Theorems 1–3 are proved in Section 3. In Section 4 we
compare the above estimates with the best limits for the zeros of classical orthogonal polynomials
known in the literature.
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2. Preliminaries
2.1. Inequalities for real-root polynomials
The main tool for derivation of our bounds for the extreme zeros of the classical orthogonal
polynomials are some inequalities which hold for polynomials with only real zeros. These
inequalities were conjectured by Foster and Krasikov [8], and proved by Nikolov and Uluchev
in [20]. It turns out that they provide a refinement of the inequalities of Jensen
Lm( f ; x) ≥ 0, x ∈ R, f ∈ L− P, m = 1, 2, . . . (2.1)
where
Lm( f ; x) =
2m−
j=0
(−1)m+ j

2m
j

f ( j)(x) f (2m− j)(x),
and L− P is the Laguerre–Po´lya class of entire functions. The latter is given by
L− P =

ϕ : ϕ(x) = cxne−αx2+βx
ω∏
k=1

1+ x
xk

e−x/xk

,
where c, β, xk ∈ R, α ≥ 0, 0 ≤ ω ≤ ∞, ∑ωk=1 x−2k < ∞, and consists of the uniform limits
on compact sets in C of polynomials with only real zeros. In particular, L−P contains the class
RP of all algebraic polynomials which have only real zeros. The best known representative from
the family (2.1) is the Laguerre inequality
[ f ′(x)]2 − f (x) f ′′(x) ≥ 0, x ∈ R, f ∈ L− P.
Let RPn be the subset of RP of polynomials of degree at most n. To introduce the refinement
of (2.1) for real-root polynomials, we set, for m, n ∈ R, 0 ≤ 2m ≤ n,
U n2m( f ; x) :=
2m−
j=0
(−1)m+ j

2m
j

(n − j)!(n − 2m + j)!
(n − m)!(n − 2m)! f
( j)(x) f (2m− j)(x).
Then we have that [20]
U n2m( f ; x) ≥ 0 for every f ∈ RPn and x ∈ R. (2.2)
It is easy to see that, for a fixed m, limn→∞ n−mU n2m( f ; x) = Lm( f ; x). Hence, for real-root
polynomials, Jensen’s inequalities (2.1) are a consequence of (2.2). However, the inequalities
(2.2) are stronger than (2.1) in RPn . Namely, it was shown in [19] that, if f ∈ RPk with
k ≥ 2m, then
n−mU n2m( f ; x)↗ Lm( f ; x) as n →∞.
Two particular cases of inequalities (2.2) were proved earlier. The case m = 1 in (2.2) reads as
(n − 1)[ f ′(x)]2 − n f (x) f ′′(x) ≥ 0, f ∈ RPn, x ∈ R.
This case was established by Love [14] in 1962 as an improvement of the Laguerre inequality.
For m = 2 in (2.2) one obtains, for f ∈ RPn (n ≥ 4) and x ∈ R,
3(n − 2)(n − 3)[ f ′′(x)]2 − 4(n − 1)(n − 3) f ′(x) f ′′′(x)
+ n(n − 1) f (x) f (4)(x) ≥ 0. (2.3)
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This inequality was proved by the Bulgarian mathematician Obreshkov [21] in 1963 (a more
accessible reference is [22]), and rediscovered recently by Foster and Krasikov [8].
We shall use the inequalities (2.2) in the cases m = 2 and m = 3 to obtain two necessary
conditions for a polynomial to have only real zeros.
Lemma 1. Let p(x) be a polynomial of degree n ≥ 4 with only real zeros, and let p(ζ ) = 0.
Then
3(n − 2)[p′′(ζ )]2 − 4(n − 1)p′(ζ )p′′′(ζ ) ≥ 0. (2.4)
Lemma 2. Let p(x) be a polynomial of degree n ≥ 6 with only real zeros, and let p(ζ ) = 0.
Then
10(n − 3)(n − 4)[p′′′(ζ )]2 − 15(n − 2)(n − 4)p′′(ζ )p′′′′(ζ )
+ 6(n − 1)(n − 2)p′(ζ )p(5)(ζ ) ≥ 0. (2.5)
For the proof of Lemma 1, we substitute in (2.3) f = p and x = ζ . Since p(ζ ) = 0, we can
cancel out the positive factor n − 3 to obtain (2.4). Notice that an alternative proof of (2.4) is
given in Szego˝’s monograph [24, Eqn. (6.2.16)]. Szego˝ attributed this inequality to Laguerre,
and suggested its application for derivation of upper bounds for the extreme zeros of the classical
orthogonal polynomials. The proof of Lemma 2 follows in the same way from (2.2) with m = 3.
2.2. Second order differential equations
The classical orthogonal polynomials satisfy second order differential equations. In particular,
for the Jacobi and Laguerre polynomials we have:
(1− z2)y′′ + (β − α − (α + β + 2)z)y′ = −n(n + α + β + 1)y, y(z) = P(α,β)n (z),
zy′′ + (α + 1− z)y′ = −ny, y(z) = L(α)n (z).
The zeros of the Gegenbauer polynomials Cλn (x) are symmetric with respect to the origin.
Hence, by a quadratic transformation, it is sufficient to consider nonnegative zeros only.
Following the notation in [3,4], we denote by gλm(x) and h
λ
m(x) the hypergeometric polynomials
of degree m
gλm(x) :=2 F1(−m,m + λ; 1/2; x)
and
hλm(x) :=2 F1(−m,m + λ+ 1; 3/2; x).
It follows from [24, Chapter 4.7, Eqn. (4.7.30)] that Cλ2m(x
1/2) and x−1/2Cλ2m+1(x1/2) are
constant multiples of gλm(x) and h
λ
m(x), respectively. Thus, the zeros of g
λ
m(x) are x
2
2m,k(λ),
and those of hλm(x) are x
2
2m+1,k(λ), k = 1, . . . , n. Moreover, being hypergeometric polynomials,
gλm(x) and h
λ
m(x) satisfy the second order differential equations:
z(1− z)y′′ + (1/2− (λ+ 1)z)y′ + m(m + λ)y = 0, y(z) = gλm(z), (2.6)
z(1− z)y′′ + (3/2− (λ+ 2)z)y′ + m(m + λ+ 1)y = 0, y(z) = hλm(z).
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3. Proofs of the inequalities
The proofs of Theorems 1 and 2 make use of Lemma 1 and the connection between the
consecutive derivatives of the orthogonal polynomials provided by the corresponding differential
equations.
Proof of Theorem 1. Observe that the differential equation for the Jacobi polynomials implies
that at each of its zeros ζ we have
p′′′(ζ ) = −(n − 1)(n + α + β + 2)p
′(ζ )+ (α − β + (α + β + 4)ζ )p′′(ζ )
1− ζ 2 (3.1)
and
p′′(ζ ) = (α − β + (α + β + 2)ζ )p
′(ζ )
1− ζ 2 . (3.2)
Denote the left-hand side of (2.4) by D(p, ζ ). Then, applying consecutively the relations (3.1)
and (3.2), we obtain
D(P(α,β)n , ζ ) = 3(n − 2)[p′′(ζ )]2 +
4(n − 1)2(n + α + β + 2)[p′(ζ )]2
1− ζ 2
− 4(n − 1)(α − β + (α + β + 4)ζ )p
′(ζ )p′′(ζ )
1− ζ 2
= [(P
(α,β)
n )
′(ζ )]2
(1− ζ 2)2 Q(ζ ),
where
Q(z) = 4n3 + 4(α + β)n2 −

(α − β)2 + 8(α + β)+ 12

n
− 2(α − β)2 + 4(α + β)+ 8+ 2(β − α) ((α + β + 6)n + 2(α + β)) z
− (2n + α + β) (n(2n + α + β)+ 2(α + β + 2)) z2.
Then (2.4) implies that Q(ζ ) ≥ 0 at every zero ζ of P(α,β)n (x). Obviously, the leading coefficient
of the quadratic polynomial Q(z) is negative. For its discriminant D we have
D = 16(n − 1)2∆,
where ∆ is the expression defined in the introduction. Thus, D is positive for every n ≥ 2 and
each α, β > −1. Then Q(z) has two real zeros z1 < z2 and
z1 ≤ xn,k(α, β) ≤ z2, for k = 1, . . . , n.
Calculating these zeros z1 and z2, we obtain the bounds (1.1). They immediately yield the
estimates (1.2) and (1.3) for the zeros of the Laguerre polynomials through the limit relations
(see [24, formula (6.71.11)])
lim
β→∞
β
2

1− xn,1(α, β)
 = xn,n(α) and lim
β→∞
β
2

1− xn,n(α, β)
 = xn,1(α).
It is worth mentioning that the same limits (1.2) and (1.3) are obtained by the application of
Lemma 1, together with the differential equation for the Laguerre polynomials. 
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Proof of Theorem 2. First we apply Lemma 1 with n = m to the polynomial p(x) = gλm(x).
The differential equation (2.6) for gλm(z) shows that at its zeros ζ we have
(gλm(z))
′′′|z=ζ =
(m − 1)(m + λ+ 1)(gλm)′(ζ )+ (3/2− (λ+ 3)ζ )(gλm)′′(ζ )
ζ(ζ − 1)
and
(gλm(z))
′′|z=ζ =
(1/2− (λ+ 1)ζ )(gλm)′(ζ )
ζ(ζ − 1) .
Then (2.4) implies
[(gλm)′(ζ )]2
ζ 2(ζ − 1)2 q(ζ ) ≤ 0,
where
q(z) = 3(3m − 2)−

16m3 + 16m2(λ− 1)− 4m(3λ− 5)+ 8(λ− 1)

z
+

16m3 + 16m2(λ− 1)+ 4m(λ2 + 2λ+ 5)+ 8(λ2 − 1)

z2. (3.3)
It is not difficult to check that the leading coefficient of the binomial q(z) and its discriminant
are positive for every m ∈ N and each λ > −1/2. Then
z1(m, λ) ≤ x22m,k(λ) ≤ z2(m, λ), for k = 1, . . . ,m,
where z1(m, λ) and z2(m, λ) are the zeros of q(z). Setting m = n/2 in the latter inequalities we
obtain (1.4).
The same procedure is performed for the case when n is odd. In that case the zeros of the
polynomials hλm(x) are investigated. As a result we obtain the estimates (1.6). We omit the
technical details because the calculations go along the same lines as in the case of even n.
It turns out that both the lower and the upper bounds obtained for odd n are sharper than those
for even n. This comparison requires rather straightforward analysis of low degree polynomials.
We only sketch the idea of how it is done. Let
qe(z) = z2 + cez + de
be the polynomial obtained by setting m = n/2 in (3.3) and normalizing the resulting quadratic
to become monic. Thus the zeros of qe(z) are exactly the bounds for xn,k(λ) given in (1.4).
Similarly, qo(z) = z2 + coz + do denotes the monic polynomial whose zeros are the limits
for xn,k(λ) in (1.6). Let η be the unique intersection point of the graphs of qe(z) and qo(z),
i.e. qe(η) = qo(η). It is easy to verify that qe(η) = qo(η) > 0 and q ′e(η) > q ′o(η) > 0. This
already shows that the zeros of qe(z) surround those of qo(z).
The corresponding bounds for the zeros of the Hermite polynomials are obtained from (1.4)
and (1.6) through the well-known limit relation
lim
λ→∞ λ x
2
n,k(λ) = h2n,k .
Needless to say, the bounds for h2n,k in (1.5) are worse than those in (1.7) due to the analysis we
have just performed for the Gegenbauer case, and because of that (1.5) are universal. 
Proof of Theorem 3. We exploit the same idea as in the proof of the preceding theorems, but this
time Lemma 2 is used. Assume that x = ζ is a zero of p = Cλn . We make use of the differential
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equations satisfied by p and its derivatives to express {p(k)(ζ )}5k=1 through p′′′(ζ ). Replacement
in (2.5) yields (for n ≥ 6) the inequality
[p′′′(ζ )]2(cz2 − dz + e) ≥ 0, (3.4)
where z = 1 − ζ 2, and the coefficients c, d and e are given in the introduction. A lengthy but
straightforward calculation shows that the discriminant ∆ = d2 − 4ce is
∆ = 9(n − 2)2(2λ+ 3)(2n + 2λ− 1)(4n + 6λ− 1)P,
where P = P(n, λ) is given by
P = 24(5− 2λ)n4 + 2(95+ 440λ− 76λ2)n3 − (125− 458λ− 1940λ2 + 104λ3)n2
− 8(2λ+ 1)(25+ 88λ− 68λ2)n − 48(2λ+ 1)2(2λ− 5).
The quantity P(n, λ) is positive (and so is ∆) for every n ∈ N (n ≥ 6) exactly when
λ ∈ (−1/2, 5/2). For such λ’s, the quadratic equation cz2 − dz + e = 0 possesses two distinct
roots z1(n, λ) and z2(n, λ), which are easily seen to satisfy
0 < z1(n, λ) < z2(n, λ) < 1.
Clearly, c > 0 when −1/2 < λ ≤ 5/2, therefore the inequality (3.4) is satisfied exactly when
1− ζ 2 ∉ (z1(n, λ), z2(n, λ)). That is to say, [1− z2(n, λ), 1− z1(n, λ)] is free of squared zeros
of Cλn . In the limit case λ = −1/2 the latter interval becomes
1− 18(n − 2)
(2n − 3)(n2 − 4n + 9) , 1

,
and the situation described above must prevail in this case, too, except for a possible coincidence
of a squared zero of C−1/2n (x) with an end point of the above interval. Indeed, this is exactly the
case, as C−1/2n (1) = 0. By reasons of continuity, we conclude that, for λ ∈ (−1/2, 5/2], the
interval [1− z2(n, λ), 1− z1(n, λ)] separates the largest two squared zeros of Cλn (x), i.e.,
x2n,2(λ) < 1− z2(n, λ) < 1− z1(n, λ) < x2n,1(λ).
Hence,
√
1− z1(n, λ) is a lower bound for xn,1(λ), and √1− z2(n, λ) is an upper bound for
xn,2(λ). Theorem 3 is proved. 
4. Comments on the new bounds and comparison with known limits
The bounds (1.1) in Theorem 1 for the extreme zeros of Jacobi polynomials are valid for any
α, β > −1. This allows investigation of the asymptotics of the extreme zeros of the Jacobi
polynomials P(αn ,βn)n when parameters αn, βn grow to infinity together with n. Moak, Saff and
Varga [16] have shown that if
lim
n→∞
αn
2n + αn + βn = a, limn→∞
βn
2n + αn + βn = b, (4.1)
then
lim
n→∞ xn,n(αn, βn) = ra,b, limn→∞ xn,1(αn, βn) = sa,b, (4.2)
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where
ra,b = b2 − a2 −

(a2 + b2 − 1)2 − 4a2b21/2,
sa,b = b2 − a2 +

(a2 + b2 − 1)2 − 4a2b21/2.
The limit relations (4.1) hold e.g., if
αn = 2an1− a − b + γn, βn =
2an
1− a − b + δn,
where a, b are fixed nonnegative numbers, such that a + b < 1, and γn = o(n), δn = o(n) as
n →∞. (Notice that the assumption (4.1) implies a+ b ≤ 1, and the equality is only possible if
αn or βn grows faster than n as n →∞). Using Mathematica, one can verify that, with the latter
choice of αn and βn , the bounds in (1.1) satisfy
lim
n→∞
B − 4(n − 1)√∆
A
= ra,b, lim
n→∞
B + 4(n − 1)√∆
A
= sa,b.
This is in agreement with the result of Moak, Saff and Varga, and shows the asymptotic sharpness
of the bounds in (1.1).
As was pointed out in [1], a way to compare different bounds for the extreme zeros of the
Jacobi (and, in particular, the Gegenbauer polynomials), is to compare the bounds they induce
for the extreme zeros of the Laguerre and Hermite polynomials through the limit relations
lim
β→∞
β
2

1− xn,k(α, β)
 = xn,k(α) and lim
λ→∞ λ x
2
n,k(λ) = h2n,k .
Our numerical experiments indicate that, for every value of α and n ∈ N, our bounds (1.2)–(1.3)
for the extreme zeros of the generalized Laguerre polynomials L(α)n are better than the bound
obtained by Ismail and Li [11], which read
xn,1(α) ≤ 2n + α − 2+

1+ 4(n − 1)(n + α − 1) cos2(π/(n + 1)),
and the bounds established by Krasikov [13], given by
xn,1(α) ≤ r2 + 3 r
4/3
(s2 − r2)1/3 , xn,n(α) ≥ r
2 − 3 r
4/3
(s2 − r2)1/3 ,
with r = √n + α + 1−√n and s = √n + α + 1+√n.
Let us point out that there seems to be a mistake in the lower bound
xn,n(α) ≥ 2n + α − 2−

1+ 4(n − 1)(n + α − 1) cos2(π/(n + 1))
in [11], as it is positive in the limit case α = −1, while it is known that for the smallest zero of
the Laguerre polynomial L(−1)n (x) there holds xn,n(−1) = 0.
Application of Lemma 1 directly to the Gegenbauer polynomials instead to the
hypergeometric polynomials gλm(x) and h
λ
m(x) yields another upper bound for the largest zero of
Cλn (x) [18, Lemma 6]:
x2n,1(λ) ≤
(n − 1)(n + 2λ+ 1)
(n + λ)2 + 3λ+ 5/4+ 3(λ+ 1/2)2/(n − 1) .
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Fig. 1. Lower bounds for the largest zero of Pn given by Theorem 3 (solid line) and (4.3) (dashed line).
Although this bound is less precise than the one in (1.4), it is still better than the bound established
by Elbert and Laforgia [6]
x2n,1(λ) ≤
(n − 1)(n + 2λ+ 1)
(n + λ)2 , λ > 0.
Similarly to the case of Jacobi polynomials, we may judge the quality of the bounds (1.4)
for the extreme zeros of Gegenbauer polynomials by the bounds (1.5) obtained through a limit
passage. In this respect, we mention that (1.5) imply that
h2n,1 < 2n − 8 for n ≥ 12, and h2n,1 ≤ 2n − 11+ εn, where εn ↘ 0 as n →∞.
Finally, let us comment the lower bound for the largest zero of Gegenbauer polynomials,
provided by Theorem 3. In Szego˝’s monograph [24], the best lower bound for xn,1(λ), 0 < λ < 1,
(not involving zeros of Bessel’s functions), is given by
xn,1(λ) >

cos
(λ+ 1/2)π
n + 2λ , if 0 < λ ≤ 1/2
cos
π
n + 1 , if 1/2 ≤ λ < 1.
(4.3)
This bound is sharp in the limit cases λ = 0 and λ = 1, therefore our bound xn,1(λ) ≥√
1− z1(n, λ) cannot be better in these cases. In fact, it turns out to be very close to (4.3),
and except for some small neighbourhoods of λ = 0 and λ = 1, it is superior to (4.3). With the
help of Mathematica software, the lower bound for xn,1(λ) simplifies to
1− x2n,1(λ) ≤ z1(n, λ) =
20+ 26λ+ 4λ2 − 3√3√(3+ 2λ)(5− 2λ)
4n2
+ o(n−2) (4.4)
(recall that the estimate is true for λ ∈ (−1/2, 5/2) only). For instance, in the cases λ = 0 and
λ = 1 we have
1− x2n,1(0) = sin2
π
2n
≈ π
2
4n2
= 2.467401...
n2
, z1(n, 0) ≈ 2.468847...
n2
,
1− x2n,1(1) = sin2
π
n
≈ π
2
n2
= 9.869604...
n2
, z1(n, 1) ≈ 9.968847...
n2
.
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The lower bounds for the largest zero of Legendre polynomials Pn (i.e., of Cλn for λ = 1/2) given
by (4.3) and Theorem 3 are depicted in Fig. 1.
For some other estimates and asymptotic properties of the zeros of Jacobi, Laguerre and
Hermite polynomials when the related parameters tend to infinity (not necessarily linearly), the
reader is referred to [2].
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