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Abstract
The real-time community is devoting considerable attention to ¯exible scheduling and adaptive systems. One popular
means of increasing the ¯exibility, and hence eectiveness, of real-time systems is to use value-based scheduling. It is
surprising however, how little attention has been devoted, in the scheduling ®eld, to the actual assignment of value. This
paper deals with value assignment and presents a framework for undertaking value-based scheduling and advises on the
dierent methods that are available. A distinction is made between ordinal and cardinal value functions. Appropriate
techniques from utility theory are reviewed. An approach based on constant value modes is introduced and evaluated
via a case example. Ó 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The speci®cation and design of any computer-
based system (real-time or not) inevitably involves
trade-os and compromises. Not all possible ser-
vices (to use a general term) can be supported. And
those services that are implemented will not all
have maximum functionality.
With most current real-time systems, the im-
plementation phase has little ¯exibility. A ®xed set
of `hard' services must be mapped on to the
available resources, and pre run-time checks must
be made to ensure that all timing constraints
(typically, deadlines) are satis®ed. This, of course,
requires a predictable (bounded) model of the en-
vironment's impact on the computer system.
1.1. Need for dynamic scheduling
In this paper we attempt to increase the ¯exi-
bility of real-time systems by allowing certain de-
cisions about the system's behaviour to be made at
run-time. This will require some form of dynamic
scheduling. The notion of `value' (of a service or
sub-service) will be used to control the run-time
decision process. Although certain aspects of
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PII: S 1 3 8 3 - 7 6 2 1 ( 9 9 ) 0 0 0 0 8 - 9value-based scheduling have been addressed before
[21,4,1,38,7,15], no systematic study has yet been
published. In this paper we attempt to lay the
foundation for the systematic approach that is
needed.
The motivation for incorporating run-time de-
cisions is largely based on two observations about
the behaviour of typical static schedules.
· They use resources ineciently. As there are
sucient resources to cope with the maximum
possible load on the system (i.e. worst-case
execution times, worst possible phasings, and
worst-case arrival of sporadic work) the average
resource utilization is low. Hence, there is con-
siderable scope for value-added computation.
· They react in¯exibly to failures and overloads.
Although the static scheme may be able to cope
with certain failures (as de®ned in its failure
model), once the system moves outside its failure
model or load hypothesis then no level of service
can be depended upon. Hence, it is desirable to
allow graceful degradation (of service) when re-
sources are scarce.
The need to support value-added computation
and graceful degradation is necessarily complicat-
ed by the reality that not all services have equal
utility. When an implementation is constrained to
support all services (all of the time), this is not an
issue. For run-time decision making, it becomes an
almost insurmountable one (because of the exces-
sive overheads it inevitably introduces, at least in
the general case).
1.2. Need for value-based scheduling
To keep the terminology clear we shall use the
term `utility' to mean the actual bene®t that ac-
crues from the delivery of services. In general this
measure will not be known with absolute certainty.
The value of a service will be some approximation
for utility, used to in¯uence the real-time sched-
uling behaviour of the computer system. During
the development of any system many design trade-
os are made. The system designer(s) must artic-
ulate preferences between services (or groups of
services). Such preferences may be static or vary
depending on operating conditions. They are
based upon an informed belief in the utility of the
system as represented by its services. Due to the
complexity of run-time decision making most
trade-os are evaluated at design time. To post-
pone such decisions until run-time can only be
worthwhile if
· The decision becomes much more eective if it
takes into account run-time data/conditions.
· The decision would lead to pessimistic resource
usage if taken pre run-time.
To facilitate run-time decision making requires
the preference relationships to be stored and
searched. However, this is only feasible if the
overheads involved in making such decisions do
not overshadow the potential bene®ts. This issue is
a critical one, many published results in dynamic
scheduling have ignored run-time overheads and
are therefore misleading. As Chen and Muhlet-
haler [16] discuss, such scheduling is invariably
NP-hard.
There are clearly a number of ways of holding
preference relationships. In this paper we consider
the use of a value attribute assigned to services and
subservices. We present a framework (in Section 3)
for value-based scheduling, and use this, in Sec-
tion 4, to evaluate a number of approaches that
have been reported in the literature. Section 5 of
the paper then returns to the key issue of assigning
values so that they represent an adequate ap-
proximation of the designers' preferences. An ex-
tensive example is introduced in Section 2 and
considered in detail in Section 6. Conclusions are
presented in Section 7.
2. Value-based scheduling
In simple terms, value-based scheduling is a
decision problem involving the choice of a collec-
tion of services to execute so the `best possible'
outcome ensues. At various decision points (at
run-time) there are a set of services that are
available for execution. Unfortunately there may
not be enough resources to satisfy all services. And
hence, a decision must be made. This decision may
involve picking out the `extra' services to support
when resources are spare, or which services to
sacri®ce when resources are scarce. Note that the
particular scheduling regime is not signi®cant; it
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[30]) or managing slack time (as in a priority based
schedule [20,9]).
2.1. Problem statement
We assume a computational model in which a
system is deemed to be composed of a set of services
(possibly inter-dependent). Each service may be
realised by one or more alternatives ± typically only
one of which is needed for any particular invoca-
tion of the service. The entire system is considered
to run inde®nitely and so each service has an un-
bounded number of invocations. Services are either
periodic or sporadic and hence there is a bound on
the number of possible invocations within any time
interval. Let S be the set of services:
S  S1;S2;:::;Sn f g:
Each service is composed of alternatives:
Si  A
1
i;A
2
i;:::;A
mi
i
 	
:
Each alternative has the following attributes
de®ned (there may be others): T ± minimum inter-
arrival time, D ± deadline, C ± worst case execution
time, V ± some value attribute or function (which
may be time-dependent or state-dependent).
It will usually be the case that T is de®ned at the
service level, but schemes in which each periodic
alternative has a distinct period are possible. The
®rst three terms are assumed to be known pre run-
time. By comparison, V may be dependent upon a
number of run-time factors.
If a service (or an alternative of a service)
completes it will have some intrinsic bene®t to the
environment of the computer system (its utility).
Hence, utility must be interpreted as the property
of the operating environment not of the computer
system itself. Bene®t may be direct (by producing
an output into the environment) or indirect (for
example health monitoring of the processing
units). In general, the value approximation of a
service's utility may depend upon:
1. the quality of the output produced (e.g., accura-
cy, precision, statistical signi®cance),
2. the time at which the service completes (i.e. too
early, acceptably early, optimally delivered, ac-
ceptably late, too late),
3. the history of previous invocations of this ser-
vice,
4. the condition of the environment,
5. the state of the computer system (i.e. what other
services are being provided),
6. the importance of the service (a rough classi®-
cation would be fundamental and non-funda-
mental services, where fundamental services
have importance not comparable with that of
non-fundamental ones),
7. the completion probability of the service.
2.2. Considerations
Before considering the notion of value further,
we consider the nature of the decision problem.
Assumption 1. Although during speci®cation and
design, trade-os have to be made between
con¯icting (or at least not compatible) require-
ments, we assume that value-based scheduling is
concerned only with the allocation of limited
resources.
Hence, in an ideal implementation all services
would complete with the best alternative used in
each case; there would be no need for run-time
scheduling decision to be made, and value-based
scheduling would not be needed. The reality that
resources are limited (and may fail) means that
either the number and quality of services must be
curtailed or that dynamic scheduling must be em-
ployed.
In a static approach the software for a service is
designed to have adequate quality, its temporal
requirements are represented by a hard deadline
on completion, the environment is considered to
be unchanging (or perhaps changing between a
small number of modes), and the state of the rest
of the system is usually ignored. Clearly there are
improvements that can be made on this static ap-
proach. Trade-os between quality of service, re-
sources needed to furnish this quality, and the
optimality of completion time are possible in many
(application speci®c) ways. The relationship be-
tween services may also be very subtle. In an air-
craft, if one set of control surfaces is being
managed optimally then another set of services
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lowing a failure in some service the value on an-
other service may have to be increased radically.
Computing an accurate value of a service is, of
course, only useful if some advantage is gained. In
job-shop scheduling where the planning period is
relatively long and deadlines are speci®ed in terms
of minutes, if not hours, then comprehensive value
functions are probably feasible. However, for
systems with millisecond deadlines we have to
make the following assumption:
Assumption 2. The run-time evaluation of an
accurate and comprehensive value parameter for
all services (and alternatives within a service) is
prohibitively time consuming.
This assumption is supported by the work of
Tokuda et al. [32] and Wendorf [36]. They high-
lighted the diculty in combining single values,
derived for each of the relevant measurements
given earlier, to obtain an `overall value'. A further
dimension of complexity comes from noting that
the measurements may not be known with full
certainty. Hence, there would be some attribute of
belief (or con®dence) associated with them which
could be formalised via a probability distribution
but would again be time consuming to evaluate at
run-time.
In addition to this observation it is necessary to
make two further assumptions about the general
value-based decision problem (again these as-
sumptions are well supported by both experimen-
tal and theoretical work).
Assumption 3. The computing of an accurate
assessment of the total available resources (before
some deadline) is prohibitively time consuming.
Assumption 4. Choosing the optimal subset of
available services so that value is maximised and
resource usage is bounded to the known available
level is prohibitively time consuming (in general it
is NP-hard).
This diculty is compounded by the fact that
the services will have dierent deadlines (hence, the
available resources are not constant). The services
may even be attempting a value/time trade-o by
having alternatives with dierent deadlines or
time-dependent value functions.
Assumptions 2±4, taken together, clearly indi-
cate that the overheads involved in undertaking
value-based scheduling are of major importance.
Optimal, or even near optimal, performance can-
not be expected. Rather it must be emphasised that
the objective in using value-based scheduling is to
facilitate ¯exible application behaviour, and to
provide signi®cantly greater bene®t than would be
obtained from using a simple scheduling approach
such as FIFO or EDF. In Section 3 we present a
framework in which the overheads implicit in as-
sumptions 2±4 can be kept to a manageable level.
Before that, however, we present an example that
points to the advantages in exploiting dynamic
scheduling.
2.3. An example problem: an autonomous vehicle
controller
Future real-time systems for autonomous vehi-
cle control will need to exhibit intelligent and
adaptive behaviour in order to function in a highly
dynamic and non-deterministic environment
characterised by the unpredictable nature of other
vehicles, obstructions, route information, weather
and road conditions.
Further, the consequences of system failure due
to faulty software, hardware or sensors may be
catastrophic. Thus autonomous vehicle control
systems must be resilient to such failures and be
imbibed with the property of graceful degradation
under conditions of overload. Finally, cost and
space constraints dictate that the most eective use
must be made of the limited processing and com-
munications resources available.
To realise such complex systems, two poten-
tially con¯icting objectives must be met: First,
safety critical and mission critical services must be
guaranteed to provide results of a minimum ac-
ceptable quality and reliability by their deadlines.
Second, the utility of the system, as determined by
the frequency, timeliness, precision and con®dence
level of the results produced, must be maximised.
Autonomous vehicle control systems oer im-
proved performance by virtue of increased fuel
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rates whilst freeing the driver to carry out other
activities during the journey. Indeed, autonomous
vehicles may provide unattended pickup and de-
livery services, without the need for human inter-
vention.
The tasks a human driver performs may appear
to be rather straightforward. However, building a
fully autonomous vehicle calls for substantial ad-
vances in both technology and infra-structure. The
major diculties in automating the driving task
arise from the unpredictable and dynamic nature
of the environment as well as the need for accurate
and timely sensing of other vehicles and obstacles,
vision and scene interpretation, real-time decision
making, route and path planing, and ®nally,
communication and co-operation with other
vehicles.
The major projects in this area [14] include
PROMETHEUS (PROgraM for European Trac
with Highest Eciency and Unprecedented
Safety), IVHS (Intelligent Vehicle Highway Sys-
tems), PATH (Partners for Advanced Transit and
Highways), DRIVE (Dedicated Road Infrastruc-
ture for Vehicle safety in Europe) and SSVS (Super
Smart Vehicle Systems).
2.3.1. System description
The functionality of an autonomous vehicle
control system is highly complex, with a wide
range of timing requirements. Within a time frame
of 10±100 seconds, it must plan and re-plan
routes to reach the chosen destination, optimising
fuel and time usage and take account of informa-
tion about trac conditions. On a shorter time
scale, (approximately 1 s) scene recognition, as-
sessment of other vehicle movements and path
planning are required to ensure that the vehicle
can steer a safe course, within comfortable ride
limits and carry out manoeuvres such as overtak-
ing or merging with other trac. Within a still
shorter time frame of perhaps 100 ms, collision
avoidance algorithms need to sample sensor data,
detect possible collisions with obstructions or
other vehicles and initiate avoidance and/or
braking.
Due to the safety critical nature of autonomous
vehicle control systems, they need to be resilient to
individual sensor and processor failures and con-
tinue to operate eectively, albeit at a degraded
level, under overload conditions. The amount of
fault-tolerance that can be incorporated is limited
by cost considerations. However, the on-board
system still needs to have active redundancy, so
that in the event of a unit failure, the vehicle can at
least operate in a degraded mode until it achieves a
safe state. In the case of software fault-tolerance,
there is greater scope for analytical redundancy,
exception handling, recon®guration and recovery
procedures rather than N-Version programming.
An assessment of an autonomous vehicle con-
trol systems [8] identi®ed eight subsystems (i.e.
services) and with each a number of alternatives ±
see Table 1. This example will be returned to later
in the paper.
Table 1
Autonomous vehicle example: services and alternatives
Service group Alternative
Collision Avoidance Infra-red beam de¯ection (IRBD)
RADAR
Short Range Communication (SRC)
Stereo Vision based vehicle Tracking
(SVT)
Braking Control Basic braking
Anti lock braking (ABS)
Load sensitive ABS
Engine Control Basic control
Increased precise computation(1)
Increased precise computation(2)
Lateral Control Magnetic markers
(input processing) Line Following
Lateral Control Proportional Integral Derivative (PID)
Frequency Shape Linear Quadratic
(FSLQ)
Fuzzy Rule-Based (FRB)
Neuro Contol (NC)
Path Finding Basic data fusion
Fuel optimisation
Ride comfort
Time optimisation
Route Planning Middle level planning
GPS global planning
Displays Control Basic update rates
Speed warnings
Fuel consumption analysis
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We start with some de®nitions that are typical
of those used in value-based scheduling.
The scheduling process is assumed to have two
distinct policies: an admissions policy and a dis-
patching policy. A request for scheduling is made
when an optional alternative `arrives' in the sys-
tem. It may be rejected or guaranteed by the ad-
missions policy (if one exists). The dispatching
policy will use some scheme which will result in the
alternative either completing successfully or failing
to meet its deadline.
An alternative is de®ned to be rescindable if it
can be revoked at any time (even if guaranteed). An
alternative is weakly rescindable if it can be revoked
at any time prior to actually starting its execution.
Aservicethatisoptional buteithernon-rescindable
or weakly rescindable is often called a 0/1 service
(it must never start unless it can be completed).
It is not the objective of this framework to de-
®ne actual policies. Section 4 will, however, review
a number of methods based upon the de®nitions
given here. It will, nevertheless, be necessary to use
the following de®nition within the framework:
De®nition 1. A request to run a service alternative
will be in one of the following states: pending,
rejected, guaranteed, guaranteed but rescindable,
admitted, completed or failed.
An admissions policy may not perform a
guarantee, hence the weaker state of `admitted'
(but not guaranteed). It should also be noted that,
in general, a guaranteed request may still fail (it
depends upon the actual policies in use and the
stochastic nature of the scheduling parameters and
possible system faults).
In the following discussion we ®rst consider, in
more detail, the mathematical underpinning to the
use of value. We then introduce the notion of mode
in order to structure value based scheduling and to
limitthecomplexityidenti®edintheprevioussection.
3.1. Utility and value
The notion of utility goes back to the 18th
century. Roberts [26] notes that it was ®rst used by
Bentham in 1789.
By utility is meant that property in any object,
whereby it tends to produce bene®t, advan-
tage, pleasure, good, or happiness (all this in
the present case comes to the same thing),
or (what comes again to the same thing) to
prevent the happening of mischief, pain, evil,
or unhappiness to the party whose interest is
considered: if that party be the community
in general, then the happiness of the commu-
nity; if a particular individual, then the happi-
ness of that individual.
A value function is able to compare two objects
using a binary relation. Let `More_Useful' be such
a relation. Then
S1 More Useful S2 ) V S1 > V S2;
where V is the value function that assigns a real
number to the service (it is an approximation of
the service utility).
De®nition 2. If V is de®ned for only a subset of Si
then it is a partially ordered value function.
De®nition 3. If V is de®ned for all Si then it is an
ordinal value function.
An ordinal value function has ranked all ser-
vices, and hence,
S1 More Useful S2 ( ) V S1 > V S2:
An ordinal value function is sucient for de-
ciding which single alternative of a service is to be
preferred. The decision process is straightforward:
· Remove from consideration the alternatives that
are clearly not feasible (i.e. there are insucient
resources to complete the alternative's execution
by its latest deadline).
· Choose the remaining alternative with the high-
est value (or highest value density ± see Sec-
tion 4.2.
Choosing between services adds additional
complexity. Although a partial ordering may be
extended to enable a preferred service from a
choice of two to be made, in general we are at-
tempting to choose the preferred subset of a
number of services. To consider a simple example,
is it better to support service Sx or services Sy and
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function on the universe of possible combinations
of services, so as to represent the preferences. This
could then be mapped, in a consistent way, to a
cardinal value function. Alternatively, values
could be assigned to services and then checked to
see if the assignments are in accordance with the
preferences (or more realistically, partial prefer-
ences) of the designers (this issue is returned to in
Section 1.
De®nition 4. A value function that is ordinal and
additive (over the set of services/alternatives) is
called a cardinal value function.
So
V Sa and Sb  V Sa  V Sb:
If the value function is cardinal then, in theory,
the maximum value for the available resources can
be obtained.
Although a number of scheduling schemes have
used a pure cardinal value function they do not
adequately deal with related services or alterna-
tives. Two dierent situations may arise. First a
group of services, if they are all executed, may
have a value greater than the sum of the individual
services; e.g.,
V Sa and Sb > V Sa  V Sb:
Alternatively, similar services may yield less value;
e.g.,
V Sa and Sb < V Sa  V Sb:
For example, Sa and Sb may incorporate diverse
software (which increases reliability) but the added
bene®t may not be as much as, in eect, adding
their values.
3.2. Moded behaviour
To control the potential complexity arising
from a dynamic value function we restrict the
variability, in a service's, or alternative's, value, to
just three causes:
· The state of the environment
· The state of the underlying computing resource
· The state of the application software.
The latter cause embraces the history of the
alternative's execution and the current state (ac-
cepted, rejected, guaranteed or completed) of other
related services/alternatives.
The three components are modelled as modes:
MODE
 ENV MODE;COMP MODE;SYS MODE:
De®nition 5. Within a mode a ®xed set of services
and alternatives are de®ned.
De®nition 6. Within a mode the value of each
alternative is constant.
As values are ®xed they can be determined pre
run-time (see Section 5. Increasing the number of
modes allows more speci®c dynamic behaviours to
be accommodated.
In most situations it is useful to distinguish
between major modes and minor modes.
MAJOR MODE
 ENV MODE;COMP MODE;
MINOR MODE
 MAJOR MODE;SYS MODE:
So, for example, relation (V Sa and Sb >
V Sa  V Sb) would be modelled by a minor
mode (representing, for instance, Sa having been
guaranteed) in which the value of Sb is constant
but less than in the minor mode in which Sa has
either been rejected or has failed.
To cater for the requirement that some services
have value incomparable with other services, the
alternatives available in a particular mode are split
into groups (i.e. group A, group B etc.). An ordinal
relationship exists between the groups (e.g. any
alternative in group B has greater value than any
in group C ± moreover it has greater value than all
alternatives in group C).
De®nition 7. Within a mode, the group A set of
alternatives may be de®ned to be mandatory if all
these alternatives must be guaranteed to meet their
timing requirements.
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a mandatory set of alternatives is not subject to
value-based scheduling. However a service may be
mandatory in one mode but subject to value-based
scheduling in another (this is illustrated in the case
example).
De®nition 8. Within a group a cardinal value
function exists.
3.3. Summary
The proposed framework has a number of key
notions. First the use of `mode' to de®ne areas of
operation in which value can be assumed to be
constant. Within a mode, an ordinal relationship
exists between the `groups' of alternatives. Within
a group a cardinal relationship exists between the
values of the alternatives. The top group, in a par-
ticular mode, may be de®ned to be `mandatory'.
Scheduling is based upon an admissions policy and
a dispatching policy; both may make use of value
and temporal attributes such as deadline. As well
as being `guaranteed' (or `rejected') by the admis-
sions policy, an alternative may be classi®ed as
`rescindable' if it can be rejected at a later time. An
alternative is `completed' if it ®nishes before its
deadline, otherwise it `failed'.
3.4. De®ning modes in the example
Clearly an autonomous vehicle has a number of
operational modes depending upon the road and
trac conditions (environmental mode), the state
of the on-board computing resources (computer
mode) and the performance of related services
(system mode). For illustrative purposes we choose
just two major modes. The ®rst, day-time fault-free
(DFF) mode which implies a dry surface, good
visibility and non-faulty hardware. The other
mode poor, wet and faulty (PWF) concerns night
time driving in wet conditions where some com-
puting resources are malfunctioning. This repre-
sents a very extreme mode where no guarantees are
possible and hence some form of best-eort
scheduling is required.
In mode DFF two service groups are de®ned: a
mandatory and an optional group. The other mode,
PWF, presents an example of graceful degrada-
tion; only one group is de®ned: useful. This mode
is not mandatory as resources cannot be guaran-
teed.
The total set of services and alternatives for this
example were given in Section 2. Table 2 presents
the mapping of the services to the three groups.
Note that useful is not the same as mandatory;
useful, as well as not being mandatory, includes
some of the services from optional. This not only
re¯ects dierent environmental conditions but also
the fact that even in mode PWF some value-added
computations may be possible.
After value assignment has been addressed in
Section 5 the example will be revisited.
4. Admission control and dispatching using values
In this section we use the framework to evaluate
and compare published results in value-based
scheduling. The available material is usefully par-
titioned into works that are concerned with
scheduling systems with constant value (i.e. single
moded within the framework) and those that ad-
dress variable values. Static (o-line) approaches
are considered ®rst. We do not attempt to give a
comprehensive review (as the size of the published
material is too large), rather examples are given to
illustrate the main approaches that have been de-
veloped. Moreover, it is not the intention of this
paper to introduce any new value-based schedul-
ing algorithms. We take the view that existing
results (as referenced in this section) demonstrate
the eectiveness and importance of value-based
scheduling.
4.1. O-line use of value
The work of Bondavalli et al. [5] uses value to
statically determine the services that should exe-
cute in any particular mode to cope with run-time
overload conditions. The system is assumed to
execute in a reasonably limited number of modes
and the attributes characterising the services are
constant in any particular mode:
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straints (including the case of non-execution at
all), a value li is associated to this event;
(b) if a correct (both in time and value) outcome
is produced, a value gi is associated to this
event;
(c) if a timely but erroneous output is produced,
a value pi is associated to this event.
The three values (of which li and pi have neg-
ative values) represent the dierent rewards the
system obtains with the possible outcomes of a
service Si. Denoting with Pn;i, Pc;i and Pe;i the
probabilities of occurrence of the events described
at points a, b and c respectively, the expected value
Vi of an admitted instance of the service Si can be
obtained by the following weighted sum:
Vi 
defliPn;i  giPc;i  piPe;i: 1
In case the system resources are insucient to
execute the whole workload, it becomes necessary
to select a subset of service requests to be dis-
carded, that is to determine for each service Si,
i  1;2;...;n, the percentage xi of the instances
selected for the execution. The following vector x ~is
then derived which completely identi®es the part of
the workload admitted in the system:
x ~ x1;x2;...;xn:
In order to de®ne a criterion which allows to
choose among dierent such vectors, the `instan-
taneous' reward index Gx ~ representing the ex-
pected total reward per unit of time obtained by
using x ~ is introduced:
Gx ~
defX n
i1
xi
Ti
Vi ÿ
X n
i1
1 ÿ xi
Ti
li: 2
The de®nition of Gx ~ exploits the additive
property of the value function: the ®rst summation
refers to the expected value for the executed part of
the workload, while the second one represents the
total loss the system must pay for the non-executed
workload.
The optimal choice is then achieved (prior to
execution) by selecting the vector x ~which leads to
a maximisation of Gx ~. Indicating with q the
maximum utilization factor of the system re-
Table 2
Autonomous vehicle example: mode characteristics
Service DFF: Mandatory DFF: optional PWF: useful
Collision Avoidance IRBD SVT IRBD
RADAR SRC SVT
RADAR
SRC
Braking Control Basic braking ABS Basic braking
Load sensitive ABS ABS
Engine Control Basic control Increased precise(1) Basic control
Increased precise(2) Increased precise(1)
Lateral Control (input processing) Magnetic markers Line following Magnetic markers
Line following
Lateral Control PID FSLQ PID
FRB
NC
Path Finding Basic data fusion Fuel optimisation Basic data fusion
Ride comfort Fuel optimisation
Time optimisation
Route Planning Middle level planning Middle level
GPS global planning planning
Displays Control Basic update rates Speed warnings Basic update rates
Fuel consumption analysis
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employed locally to each processor, and with Ci
and Ti the execution time and the period of each
instance of the service Si respectively, the following
linear programming problem represents an ade-
quate model for describing and solving such opti-
misation problem, where the maximised objective
function i is exactly the instantaneous reward
index Gx ~:
maximise
P n
i1
xiVi=Ti ÿ
P n
i1
1 ÿ xili=Ti; i
subject to
P n
i1
xiCi=Ti6hq; ii
and xi 2 0;1: iii
8
> > > > <
> > > > :
3
The proposed linear programming problem is
the continuous relaxation of the well-known
`knapsack' problem [25] and can be solved very
easily on the basis of value-density ordering. The
idea is that all the services considered for execution
are partitioned into classes according to a value-
density criterion, which also assures a total or-
dering among the de®ned classes. Then, the selec-
tion of the services to execute starts from the class
at the top of the ordering down to the less im-
portant ones until the executable workload is
completed.
Zlokapa [38] develops o-line preprocessing
algorithms that enable ecient and eective on-
line scheduling of task groups with values, timing
constraints, resource constraints, and precedence
constraints. These algorithms derive new value
densities that re¯ect how valuable the individual
tasks and their successors are. By utilizing these
re¯ective value densities, on-line schedulers are not
required to examine the successors of the ready to
execute tasks at run time to select the best task to
schedule next. A performance study validates the
utility of this approach.
4.2. Scheduling with constant values
A common assumption in the published litera-
ture is for value to be cardinal and constant for a
particular service. Interestingly, although many
papers have concerned themselves with value-
based scheduling, few (if any) have directly ad-
dressed how the actual values are assigned. We
shall return to this issue later.
With no admissions policy and pure value-based
dispatching Locke [21] showed that executing ser-
vices in decreasing order of value density (V =C) is
optimal
2. Here V is the constant value of the ser-
vice (upon completion), and C is the worst case
computation time of the service. By using value
density, in essence, a cardinal function is assumed.
Locke also considered using value density to
control admission, but earliest deadline scheduling
of the actual processor. His best-eort scheme
performed better (in simulation studies that ig-
nored overhead cost) than any other simple
scheme. However it does have complexity O(n2) in
the number of active services. Buttazzo and
Stankovic [7] improved upon the best-eort ap-
proach with their RED scheme. This has com-
plexity O(n) at each scheduling point.
Both best-eort and RED allow services to be
rescinded, but there is an overhead cost in doing
so. More recently Davis [8] investigated the use of
a simple adaptive value-density threshold (AVDT)
admission policy (with no rescinding). The system
keeps a note of the current `Value-Density' per-
formance of the system. A new service is immedi-
ately rejected if it does not meet this performance
value. If it passes this hurdle a test is made to see if
it can be admitted (i.e. will meet its deadline and
all other committed services will still meet theirs).
This test is made as new services arrive. At run-
time ®xed priority scheduling is employed. In
simulation studies that do take account of over-
heads Davis showed that this AVDT scheme out
performed other methods. This result is supported
by Oliveira and Fraga [24] who considered inter-
dependent services.
Buttazzo et al. [6] through extensive simulation
studies illustrated that during system underload
earliest deadline scheduling produced best results;
whilst during overload, value based (best eort)
scheduling was best. This is a clear example of a
mode change instigating dierent admission and
dispatching policies.
2 This observation is a generalisation of an earlier result by
Smith [29].
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et al. [1] to show that the best an on-line algorithm
can do (when compared with an optimal clair-
voyant algorithm) is
1
1 

k
p

2 ;
where k is the ratio of the highest value service to
the lowest value service.
Subsequently Koren and Shasha [18] intro-
duced the Dover algorithm that was able to reach
this upper bound (for a restricted model). The
complexity of Dover is O(logn) at each scheduling
point.
An example of a simple scheduling scheme is
proposed by McElhone [23]. He has only three
value-added classes. The admission policy within
each class is FIFO. Scheduling is via ®xed pri-
ority scheduling. The top class has a known
worst case resources utilisation and is non-re-
scindable. The middle class also has known worst
case resources usage but is weakly rescindable.
The lower class is rescindable. In addition to
these three groups there is a mandatory `top'
group. A service from this top group, although
mandatory, may be replaced by a guaranteed
non-rescindable service. This constitutes a minor
mode change.
Value based real-time scheduling has been in-
vestigated in the real-time database (RTDB) area.
For example, in [13,11,33,12] transactions have
both values and deadlines. Scheduling algorithms
were developed and evaluated that choose priority
by considering various combinations of value and
deadline. Usually, total value is the performance
metric and no value is accrued if deadlines are
missed.
Also in the real-time database area, Bestavros
and Braoudakis [2] examine the use of value in
speculative concurrency control and admission
control algorithms [3]. In both cases extensive
simulation studies are performed.
All of these RTDB papers investigate the use of
values via performance studies and clearly illus-
trate the bene®ts to be gained ± they do not
however describe how value is obtained in the ®rst
place.
4.3. Scheduling with non-constant values
Where value for a service is allowed to change,
the time-value scheme is one that has been con-
sidered in some detail. Here value is dependent on
the completion time of the service (and may in-
clude negative value if a deadline is missed). Chen
and Muhlethaler [16] produce an O(n3) sub-opti-
mal scheme for this model. Although this is con-
siderable better than the O(n2n) optimal scheme, it
is still too expensive to be used in reality.
Wedde et al. [35] used value to prioritize exe-
cution, if a task misses its deadline then its next
release has an increased priority. This continues
until either it meets its deadline or it is released
with the highest priority (and then must meet its
deadline). The algorithm is proposed for adaptive
safety critical systems.
An alternative way in which values can change
is through the allocation of more resources. In all
the previous discussions it has been assumed that a
service either completes by its deadline (in which
case it has a value that is either constant or de-
pendent on completion time) or it fails to ®nish in
time. There are a class of routines, with are known
in the AI community as `anytime' algorithms [10],
that increase their value as they are given more
execution time. The notion of imprecise compu-
tation [28] also includes optional components with
this property. Such routines are assumed to pro-
gress monotonically towards their optimal value.
Performance pro®les are used to approximate their
progress. Scheduling with anytime algorithms
presents particular diculties, that are well re-
viewed by Zilberstein [37]; however there remains
the problem of assigning the optimal values that
each routine is ultimately capable of producing.
5. Assignment of value
As indicated earlier there is actually very little
literature in the scheduling ®eld, on the actual as-
signment of value. This is somewhat surprising,
without meaningful values the whole point of un-
dertaking value-based scheduling is diminished.
There are, however, a number of techniques that
can be used to help produce sensible values. If
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(De®nition 6) then value assignment is an o-line
activity.
Fortunately the disciplines of Measurement
Theory [26] and Multiple-Criteria Decision Mak-
ing [17,34] oer mathematical frameworks and
results for formulating and adequately approxi-
mating the value problem by a systematic analysis
of the available decision alternatives and their
consequences. There are two basic problems to be
addressed in value assignment. First, knowing
whether a value function exists that can `represent'
the decision maker's expressed preferences be-
tween the alternatives, and second, knowing how
to construct such a value function in practice.
These are known in the literature as the represen-
tation and the construction problem, respectively.
To understand the representation problem it is
important to note that we cannot ask a general
question such as ``does a value function exist for
this decision problem or not?''; the question has to
be more speci®c, with respect to a particular nu-
merical function: ``Is it theoretically sound to use
this speci®c functional form to represent the deci-
sion problem under consideration?''. This question
has been answered for a number of analytical
forms of value functions (e.g., for a single attrib-
ute, the ordinal function V described in Section 1;
for multiple attributes the additive, polynomial,
geometric and probabilistic forms studied in
[19,31,22] etc.).
Theoretical results are available that give su-
cient conditions that must be ful®lled by binary
preference relations (such as More Useful de®ned
in Section 1 for speci®c value functions to be used.
If all the conditions in a collection of sucient
conditions are necessary as well, that is even bet-
ter. A more important criterion is that the condi-
tions be `testable' or empirically veri®able in some
sense. The conditions are usually called axioms for
the representation and the theorem stating their
suciency is usually called the representation
theorem.
The construction problem has been solved by
various practical procedures that are based on the
results of the representation theorems. One ap-
proach is to use pair-wise comparisons to produce
a partial ordering and to use this to infer/invent a
complete ordering. Pair-wise comparisons are in-
tuitively simple and can be evaluated in a
straightforward way. There are however other
ways [17,34] of obtaining sets of values. Many
software tools are available that implement some
of these procedures. For example, a tool called
Expert Choice which is based on the Analytic
Hierarchy Process [27] ± a multiple attribute
evaluation procedure, this tool is used in the case
example is Section 6.
To give a concrete example of how representa-
tion axioms help us to assign values, consider the
following representation theorem for a single at-
tribute ordinal value function:
Theorem. Suppose A is a finite set (with a;b 2 A)
and R is a binary relation on A. Then there is a real
valued function V on A satisfying
aRb ( ) V a > V b
if and only if A;R is asymmetric and negatively
transitive.
Thus, to see if we can measure preferences be-
tween service alternatives in a ¯exible real-time
system to the extent of producing an ordinal value
(utility) function, we simply check whether or not
these preferences (as dictated by application spe-
ci®c requirements) satisfy the conditions of asym-
metry and negative transitivity. In general, we
could do this by doing a pair comparison experi-
ment. For every pair of alternatives a and b in A,
we (through a software tool) present a and b and
ask the decision maker to tell us which if any they
prefer. We present these pairs in a random order,
and use their judgements to de®ne preference.
Using the data, we (or a tool) can check whether
the axioms are satis®ed; e.g., check whether they
ever failed to prefer a to b, failed to prefer b to c,
but said they preferred a to c.
There are two interpretations for the axioms.
One is that these are testable conditions which
describe what the empirical data must be like for
measurement to take place. Thus the axioms could
be used in a descriptive way, to simply ask whether
or not the data satis®es these conditions. Alter-
natively, we could use these axioms to de®ne ra-
tionality. We could then say that a decision maker
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This approach is the prescriptive or normative
approach. The representation theorem is used to
de®ne the class of attributes to which the theory
applies ± the so-called rational attributes. It is this
second approach which we must apply if we use it
to study measurement of say utility of service al-
ternatives. For example, if R is the relation
More_Useful we think of the conditions of asym-
metry and negative transitivity as conditions of
rationality, which must be satis®ed before a
measurement of A;R can take place in the
number system R;> where R is the set of real
numbers.
It should be emphasised that an exact value
function is not an absolute necessity. Rather the
point of using tools such as Expert Choice is to
minimise (rather than eradicate) internal incon-
sistencies. Preferences are the key notion in value
based scheduling; the value function is just a useful
way of representing these preferences.
5.1. Preference modelling
So far, we have described a simple notion of
preference which is only a part of a more com-
prehensive model for comparing alternatives. For
any set A of entities, we can assume that a decision
maker when asked to compare arbitrary elements
a and b will react in one of the following three
ways:
1. Preference for one of them aPb or bPa
2. Indierence between them aIb
3. Incomparability: refusal or inability to compare
them aJb
We can assume [34] that the relations P;I and J
will ful®l the following requirements:
8a;b 2 A:
aPb ) bPa:P is asymmetric,
aIa:I is re¯exive,
aIb ) bIa:I is symmetric,
 aJa:J is irre¯exive,
aJb ) bJa:J is symmetric.
P;I and J are said to form a preference structure
if they obey the essential axioms given above
and if for all a;b 2 A, one and only one of the
following is true: aPb;bPa;aIb;aJb.
Note that these are only axioms that P;I and J
are assumed to always obey. For a given set A and
a speci®c attribute, they may obey other axioms
depending on their contents as determined by the
application. For instance, P may be transitive. For
example consider the idea of service Classes given
in Section 2: If a service in Class A is `better' than
one in Class B, and Class B is better than Class C,
then it follows that Class A is better than C.
However, I may be intransitive. For example, if
service alternative a which is `acceptably late' is
deemed to be as good as service b which is `opti-
mally delivered', and in turn, b is deemed as good
as c if c is `acceptably early'. In this case, a few (or
several) services down the line there will come a
point when the accumulated time gains will result
in a distinct preference for some service (say p)
over service a. This is a demonstration of the in-
transitivity of I for the attribute time at which the
service completes.
More sophisticated models of P;I and J may
also be constructed, which take into account
thresholds for preference. For example, the in-
transitivity of I can be removed by introducing a
positive threshold q:
aPb ( ) ua > ub  q;
aIb ( ) jua ÿ ubj6q:
Thresholds can be used to evaluate questions
such as how useful is it to increase the precision of
some output by, say, 10%.
Gathering preference data is an intricate prob-
lem: experiments have shown that the way one
puts questions to the decision maker may strongly
in¯uence their responses. Although there is no
clear methodology to do this the exercise of trying
to gather the data might in itself reveal useful in-
formation for measurement purposes. It could be
used to con®rm or dismiss the possibility of mea-
surement (using a representation theorem) given
the quality of available preference data.
5.2. Decomposition of value functions
Finding such a representation of value that is a
function of n variables is a complex problem.
Measurement theory and multiple attribute utility
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problem into smaller problems. For instance, it
would be useful if we could break down a complex
value function v into n simpler functions vi which
are each de®ned over a single attribute xi. These
individual value functions would then need to be
combined together using some new function f. In
other words,
vx1;x2;...;xn  fv1x1;v2x2;...;vnxn: 4
The hard work now gets shifted to ®nding an f
that is suitable for the chosen xis and vis. The lit-
erature contains various representation theorems
giving necessary and sucient conditions under
which f has various analytical forms such as the
additive function or a polynomial over the vis.
Hence, tool support can help the designer by taking
them through a decision process to evaluate and
compare dierent alternatives and services; thereby
generating, if necessary, a cardinal value function.
5.3. Evaluating an inconsistency index for pair-wise
entries
One example of a tool supporting value as-
signment is Expert Choice (EC). It allows relevant
factors to be organised into a hierarchy (goals,
criteria, sub-criteria etc) and supports relative and
absolute measurement. Although for some attri-
butes absolute measurements may be available, in
general an approach based upon relative mea-
surements is more appropriate. Given a set of
services, EC supports pair-wise comparisons and
builds up an internal representation of rankings
and preferences.
If we have n service alternatives A1;...An, then
we can specify the decision maker's pairwise
preferences between them using a matrix P as
shown below. The i;jth element of P, pij repre-
sents the relative importance of alternative Ai with
respect to Aj. This naturally leads to a positive
reciprocal matrix (where any pij  1=pji and whose
leading diagonal elements are 1).
P 
1 p12 ... p1n
1=p12 1 ... p2n
. .
. . .
. ..
. . .
.
1=p1n 1=p2n ... 1
2
6 6 6 4
3
7 7 7 5
:
If there are n service alternatives, then at least
n ÿ 1 comparisons must be made and a total of
nn ÿ 1=2 are needed to give complete coverage.
Various graphical and tabular user-interface
methods are supported by EC to enable these pair-
wise comparisons to be obtained. It must be em-
phasised that extracting pair-wise values does not
guarantee that the real preferences of the engineers
are been articulated. Nor does it ensure that the
real utility of a service is exactly correlated to the
value assigned to it. Nevertheless, it is possible to
check for internal inconsistencies in the value entry
process.
It turns out that the consistency of a positive
reciprocal matrix is equivalent to the requirement
that its maximum eigenvalue kmax should be equal
to n [27]. It is also possible to estimate the
departure from consistency by the dierence
kmax ÿ n divided by n ÿ 1. This is known as the
consistency index (CI). We note that kmax Pn is
always true. How bad our consistency may be in a
given problem may be estimated by comparing
the calculated value of CI with the value obtained
from randomly chosen judgements in a matrix of
the same size. When applied to the randomly
chosen judgements CI is termed the random index
(RI).
A table of the average RI for matrices of order 1
to 15 has been generated by laboratory experi-
ments. The ratio of CI to RI for the same order
matrix is the inconsistency index (or ratio). An
inconsistency index of 0.10 or less is considered
acceptable [27]. With such a low index it is assured
that there are no ordinal inconsistencies, but there
many be some residual cardinal ones (e.g. A is
twice the value of B and B is twice the value of C,
but A is only 3.95 times the value of C).
Following data entry, EC produces two out-
puts: a string of real numbers (between 0 and 1)
that represents the best ®t of values to services; and
the inconsistency index.
5.4. Summary
The assignment of value, which is essential to
most forms of best-eort scheduling, can never be
accomplished in a totally deterministic manner. It
will inevitably entail the use of intuition and
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multiple-criteria decision making provide frame-
works that allow a systematic, and less error
prone, approach to value assignment to be
achieved.
An eective approach is to use pair-wise com-
parisons between alternatives and to do this on an
attribute-by-attribute basis. Having derived these
comparisons, the calculation of the inconsistency
index allows the quality of comparisons to be
evaluated. Tool support will enable the actual
values to be obtained (that is, the values that
minimise the inconsistency index).
Once modes and values have been derived they
can be combined with a value-based scheduling
scheme to furnish an eective run-time decision
process.
6. An example of value assignment
We shall look at just one mode of operation:
The DFF. In this mode there were two groups of
services. The ®rst group is however mandatory, so
value-based scheduling is only applicable to the
second (optional) group. As shown in Table 2 this
group consists of eight and 17 service alternatives.
Our objective is to obtain a value for each alter-
native that can be used for best eort scheduling
during mode DFF. We shall assume that a domain
expert can compare the alternatives using a single
attribute.
The decision model constructed for the problem
is shown in Fig. 1. It is a direct mapping of
Table 2 into an Expert Choice hierarchy. The
abbreviations used in the model are shown in
Table 3. Note the services become `goals' and the
alternatives means of achieving that goal.
Table 3
Abbreviations used in the DFF mode decision model
Abbreviation De®nition
ABS Anti Lock Braking
Braking Braking Control Service
ColAvoid Collision Avoidance Service
Displays Displays Control Service
EnginCon Engine Control Service
FRB Fuzzy Rule based
FSLQ Frequency-Shape Linear Quadratic
FuelCons Fuel Consumption analysis
FuelOpti Fuel Optimisation
GPS GPS global planning
IncPrec1 Increase Precise 1
IncPrec2 Increase Precise 2
LatConin Lateral Control (input processing)
Lateral Lateral Control Service
LineFoll Line Following
LoadSens Load sensitive ABS
MidLevel Middle level planning
NC Neuro Control
PathFind Path Finding Service
RideComf Ride Comfort
RoutPlan Route Planning Service
SRC Short Range Communication
SVT Stereo Vision based Vehicle Tracking
SpeedWar Speed Warnings
TimeOpti Time Optimisation
Fig. 1. Decision model for optional services in the DFF mode.
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A full analysis of 17 alternatives would require
17  16=2  136 pair-wise comparisons (judge-
ments). This is too large to do in practice. Hence,
we use a dierent scheme that allows us to reduce
the number of comparisons. The procedure we use
has the following three steps:
1. Full comparison of alternatives within each ser-
vice: For each service, consisting of n alterna-
tives, we need nC2 comparisons. Thus for the
eight services shown in the ®gure, we require
1  1  1  0  3  3  1  1  11 compari-
sons.
2. Minimal number of comparisons between the
best alternatives of each service: Since there
are eight services, this means 8 ÿ 1  7 judge-
ments. This should result in an initial ranking
of all the 17 alternatives using a total of 18
pairwise comparison judgements (11 from the
intra-service comparisons, and 7 inter-service
ones).
3. Full comparison between the best alternatives of
each service: For the eight services this means
8  7=2  28 judgements altogether, and
hence 21 more than the minimal. The total
number of comparisons is thus 11  28  39.
The ®nal ranking may require more iterations
on the judgements due to the inconsistency in-
dex check. Nevertheless the total number of
comparisons needed is now 11  28  39.
The `Link Elements' command in Expert
Choice is a means of carrying out the procedure
exactly as described above. Linking nodes relies on
the idea that if a  b and c  d, then the rela-
tionship between b and c also gives the relation-
ship between a and d. Thus, the `Link Elements'
command is based on the assumption that if your
judgement about the relation between a and b
which are both under one node, is accurate and
consistent, and that if your judgement about the
relationship between c and d which are under
another node is accurate and consistent, then an
accurate judgement about the relationship be-
tween b and c also yields the relationship between
a and d.
This method of linking groups of nodes in the
hierarchy uses the ®rst elements from the respec-
tive groups in the linking comparisons. For this
reason, while constructing the model in Fig. 1, we
ensure that the best alternative is the ®rst one to be
inserted under each service.
6.2. Observations and results
We present here the outcome of the Value as-
signment experiment. Step 1 of the procedure de-
scribed in the previous section is easy to carry out
provided there is domain knowledge and engi-
neering data available to support the comparisons
between the alternatives within each service. For
the autonomous vehicle example, we believe this to
be the case.
The action of Step 2 is shown in Fig. 2. The best
alternative for each service is represented as the
rows and columns of a comparison matrix. The
tool user (domain expert) ®lls in the diagonal en-
tries and therefore provides the minimum set of
comparisons. Various options in the tool allow
dierent forms of data entry but they all result in
entries in the comparison matrix.
Having made these entries, the tool will calcu-
late the inconsistency index and the actual real
numbers that are the alternative's values. Because
Step 2 only involves a minimal set of comparisons
the inconsistency index is zero (that is, fully con-
sistent). Fig. 3, from the tool, provides this data
and a read out for the values.
The action of Step 3 is given in Fig. 4. Now all
the entries are ®lled in. Note only half the matrix is
used as the preference of A over B is used to di-
rectly calculate the B over A preference (it is the
inverse). Output from Step 3 is given in Fig. 5. The
discrepancy between the two sets of results is
noteworthy. Once Step 3 has been undertaken in-
consistencies arise. But an inconsistency index of
0.09 is acceptably small.
The output of the value assignment process
(as shown in Fig. 5) is a set of values for the
mode DFF. Once scaled to integers, they range
from 219 for Load Sensitive ABS, to 14 for Fuel
Consumption Analysis. These values and other
characteristics such as worst case computa-
tion times can then be used by the run-time
scheduler.
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Fig. 2. Minimal set of pairwise comparisons using Linking Elements.
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Fig. 5. Values derived from full comparisons, with non-zero inconsistency index.
322 A. Burns et al. / Journal of Systems Architecture 46 (2000) 305±3257. Conclusion
Although there is considerable literature in the
real-time community on ¯exible scheduling and
adaptive systems, this work lacks an engineering
context. This paper has attempted to formulate a
framework for value-based scheduling that will
enable this technique to be used in practice. It has
shown that general models must take into account
run-time overheads if eective dynamic behaviour
is to be realised.
It is surprising that there is actually very little
literature in the scheduling ®eld, on the actual as-
signment of value. An approach is developed in
this paper that allows values to be assigned o-line
(on a per mode basis and assuming constant value
within a mode). To cater for the requirement that
some services have value incomparable with other
services, the alternatives available in a particular
mode are split into groups. An ordinal relationship
exists between the groups. Within a group a car-
dinal value function is deemed to exist. At run-
time changes between modes can accommodate
various forms of ¯exible scheduling and can ap-
proximate time-varying value functions.
To derive a cardinal value function (i.e. set of
values) within a particular mode and group, it is
recommended that a technique based on pair-wise
comparisons is employed. Assessment routines are
available that allow the consistency of a set of
pair-wise comparisons to be evaluated and con-
stant values to be generated that furnish maximum
consistency. These values can then be used by a
range of ¯exible scheduling techniques that are
described in the literature.
Future work will attempt to include notions of
con®dence into the pair-wise comparisons (that is,
make use of the knowledge that some judgements
are based on sounder engineering data). It will
also be necessary to more rigorously integrate
multiple attribute functions into the pair-wise
comparisons technique. It remains a open ques-
tion whether time-varying value functions can be
adequately approximated by this (or any other)
approach.
Ultimately the evaluation of the approach
supported in this paper will come from application
experience in an appropriate industrial context.
The case study described in this paper will be ex-
panded with the intention of including more do-
main knowledge and practical experience. It is
intended that this will form the basis for an ex-
tensive evaluation of the approach.
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