General. I n de l a s t two decades considerable research effort has been devoted t o t h e study of human involvement in dynamic systems. Especially human control behavior has been i n v e s t i g a t e d , b u t i n t h e r e s t r i c t e d sense of c o n t i n u o u s r e g u l a t i n g a g a i n s t random d i s t u r b a n c e s , s o a s t o minimize the s y s t e m s t a t e d e v i a t i o n f r o m a given r e f e r e n c e s t a t e . T h i s paper deals w i t h a model of the human c o n t r o l l e r of a dynamic system involving not only regulating ( -s h o r t term, c o n t i n u o u s , c l o s e d l o o p -) , b u t a l s o t r a c king ( -o f t e n l o n g t e r m , i n t e r m i t t e n t , o p e n l o o p -) a d e s i r e d f i n i t e t r a j e c t o r y i n some optimal sense. The l a t t e r c o n c e r n s c o n t r o l b e h a v i o r a t a higher mental level involving planning (pre-programmed, open loop control) and decision making (to determine sequentially whether or not such a maneuver h a s t o be i
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I n t h i s paper i t i s assumed t h a t t h e Human Operator ( H O )
derives information about t h e system from instruments and/or the outside world; t h i s p i c t o r i a l information provides the HO ( d i r e c t l y o r v i a a TVcamera/monitor system) w i t h visual cues related t o the p r e s e n t s y s t e m s t a t e a n d the p r e s e n t a n d f u t u r e d e s i r e d s y s t e m s t a t e . The model describes both t h i s complex visual informati o n p r o c e s s ( i n c l u d i n g a n o p t i m a l s c a n n i n g s t r a t e g y ) and t h e control and decision making behavior in terms of s t o c h a s t i c o p t i m a l e s t i m a t i o n , c o n t r o l a n d d e c i s i o n theory, provi'ding an integrated framework of a l l important and inter-related aspects of t h e a f o r ementioned humen c o n t r o l task. T h i s i s t h e s u b j e c t of t h e f o l l o w i n g s e c t i o n s . I t i s a n t i c i p a t e d t h a t t h e model will be u s e f u l t o i n v e s t i g a t e a v a r i e t y of man-machine systems (nonlinear s y s t e m s a r e r e p r e s e n t e d by linearized, time-varying s y s t e m s ) e . g . , i n t h e i n c r e a s i n g l y i m p o r t a n t a r e a of r o b o t i c s and i n t h e h a n d l i n g o f s h i p s . D e s c r i p t i o n of the t a s k I n g e n e r a l , i t is assumed t h a t t h e HO d e a l s w i t h a linear, time-varying dynamic system. Nonlinear systems can be l i n e a r i z e d i n t e r n i s of a time-varying reference and a ( t i m e -v a r y i n g ) l i n e a r (small perturbation) model. Furthermore, t h e o v e r a l l e f f e c t of instruments and the outside world i s d e s c r i b e d i n terms of v i s u a l c u e s ( y ) w h i c h a r e l i n e a r l y (or l i n e a r i z e d ) , b u t t i m e -v a r y i n g , r e l a t e d t o t h e p r e s e n t s t a t e ( x ( k ) ) a n d the f u t u r e d e s i r e d s t a t e ( x d ( k + N ) 1
Background and d e t a i l s of t h i s r e p r e s e n t a t i o n a r e g i v e n i n r e f e r e n c e 1 . The t a s k i s t o a c h i e v e a desired t r a j e c t o r y , i . e . , c o n t r o l l i n g the s t a t e x over some f i x e d i n t e r v a l of time cO,N] by r e a l i z i n g a c o n t r o l s e q u e n c e , { u ( k ) , k = O , l , . . .,N-1 1, which minimizes the performance measure
I n case xd is given t h i s control problem i s known ( e . g . , g i v e n i n r e f e r e n c e 21, In our case, however, Xd has t o be derived (estimated) from the perceived visual cues. T h i s i s t r e a t e d i n t h e n e x t s e c t i o n .
Hman c o n t r o l model Following t h e o p t i m a l c o n t r o l model (of continuous r e g u l a t i n g c o n t r o l ) f o r m u l a t i o n ( R e f . 3 ) , i t i s assumed t h a t t h e HO perceives the visual cues corrupted by ( o b s e r v a t i o n ) n o i s e ( v ) , a n d u t i l i z e s t h i s information and the (learned) system dynamics t o e s t i m a t e t h e s t a t e of the system ( 9 ) . One p a r t of t h e c o n t r o l t a s k i s t o r e g u l a t e ( c o n t i nu o u s l y ) a g a i n s t random disturbances. The r e s u l t i n g c o n t r o l i s given by (Ref. 3) ur(k)
= S ( k ) n ( k ) , w h i c h i s the s t a n d a r d s o l u t i o n of t h e LQG-control problem, minimizing eq. (2) w i t h Xd = 0.
Sequential decision making I n o r d e r t o f o l l o w , i n t e r m i t t e n t l y , g i v e n d e s i r e d t r aj e c t o r i e s , t h e HO h a s t o d e c i d e when t h i s i s r e l e v a n t . T h i s d e c i s i o n p r o c e s s i s d e s c r i b e d i n s e q u e n t i a l d e c i si o n t h e o r e t i c a l t e r m s , a s s u m i n g t h a t t h e HO u t i l i z e s h i s innovation sequence (n) to determine whether a s y s t e m a t i c d e v i a t i o n of the zero-mean system process is a p p a r e n t ( d u e t o t h e i n c i p i e n t d e s i r e d t r a j e c t o r y ) . T h i s s y s t e m a t i c d e v i a t i o n r e s u l t s i n a non-zero mean innovation sequence, which i s estimated by t h e H O by a ' l o c a l ' s a m p l e mean n which i s i n c l u d e d i n t h e s t a t e e s t i m a t o r a c c o r d i n g t o
..
withi=k-M+l
Assuming t h a t i ( k ) , -c ( k -l ) and are s m a l l , n ( k ) can be used t o d e t e c t x d ( k + N ) a n d t o e s t i m a t e x d ( k ) and t o r e s p o n d t o t h i s d e s i r e d t r a j e c t o r y . As shown i n r e f e r e n c e 4, a g e n e r a l i z e
d l i k e l i h o o d r a t i o t e s t can be performed using a r e c u r s i v e e x p r e s s i o n f o r t h e ( l o g o f t h e ) l i k e l i h o o d r a t i o
L ( k ) = L ( k -1 ) + 1 n ' ( k ) N -' ( k ) ; ( k ) ( 4 )
where N ( k ) i s the covariance of the innovation sequenc e , by comparing t h i s r a t i o w i t h a d e c i s i o n t h r e s h o l d which can be r e l a t e d t o t h e accepted (or assumed) risk. T h i s sequential decision algorithm, which has been shown in several experimental programs to describe adequately t h i s type of d e c i s i o n making behavior, is used t o d e s c r i b e ( i n t e r m s of d e t e c t i o n times) t h e i n t e r m i t t e n t c o n t r o l b e h a v i o r of t r a c k i n g t h e d e s i r e d system s t a t e .

Open l o o p maneuvering Once t h e d e c i s i o n t o t r a c k t h e d e s i r e d s t a t e x d ( i ) ,
i = k , ..., k+N, i s made, t h e HO makes a n o p t i m a l ( i . e . , minimal performance index of eq.
(2)) maneuver, using n(k), which can be conceived as a p l a n n e d s t a t e g y t o follow x d ( i ) and reach xd(k+N).
In s y s t e m t h e o r e t i c a l terms t h i s amounts t o backwards integration of t h e desired control response
(from k+N t o k ) and then g e n e r a t i n g ( f o r w a r d i n time) s ( k ) ( s e e , e . g . , r e f e r e n c e 2). In formula
um ( --
where p(k-) i s t h e e s t i m a t i o n e r r o r a t t i m e k before t h e o b s e r v a t i o n a t time k i s included. I t can be shown that the accuracy w i t h which t h i s mean value (and thus x ) is known is given by t h e ensemble covariance of 8 k ) , which i s (shown i n r e f e r e n c e 1 t o be)
and P and V the covariances of p and v, respectively. Combining eqs. (51, (6) and (7) y i e l d s t h e (ensemble) average maneuver and the ensemble covariance of the maneuver ( v a r i a b i l i t y )
w i t h which the mean and covariance of t h e system performance can, straightforwardly, be computed. After the maneuver ( a t time k + N ) , the system reference and the small perturbation model are updated. Also the d e c i s i o n i s made whether a n o t h e r ( p a r t of a ) maneuver h a s t o be executed or r e g u l a t i n g o n l y i s required.
Visual scanning
Visual scanning i s assumed t o be based on t h e t o t a l system u n c e r t a i n t y U, a c c o r d i n g t o
The minimization of t h i s c r i t e r i o n i s g e n e r a l i n t h e sense t h a t i t r e p r e s e n t s a l s o t h e minimal r e g u l a t i n g c o s t ( b y an appropriate choice of the weightings Q, a s shown i n r e f e r e n c e 3 ) a n d a l s o o p t i m a l d e c i s i o n behavior (minimum d e t e c t i o n time), which i s shown i n r e f e r e n c e 5. I t can be shown t h a t t h e e f f e c t o f l o o k i n g a t time k i s given by
( 1 1 Thus the maximum r e d u c t i o n i n u n c e r t a i n t y i s obtained f o r 6 . w i t h max g r , .
The (ensemble) average effect of looking i s J i i J J w i t h Pi the p r o b a b i l i t y o f a t t e n d i n g t o i . So t h e optimal allocation of attention can be computed via an optimization procedure (e.g., steepest descent) w i t h gradient expression o r , by assuming a 'reasonable' (suboptimal) scanning s t r a t e g y :
With r e s p e c t t o m a n e u v e r i n g i t i s assumed t h a t the HO looks ahead as f r e q u e n t l y a s n e c e s s a r y t o ' r e c o n s t r u c t ' the d e s i r e d t r a j e c t o r y . T h i s determines the scan frequency of t h e pertinent cue(s) and thus (assuming an ergodic process) of the probability (P,) o f a t t e n d i n g t o t h e 'maneuvering' cue(s). The r e m a i n i n g a t t e n t i o n (or r a t h e r , t h e p r o b a b i l i t y o f a t t e n d i n g , l-Pm) i s divided optimally among t h e o t h e r v i s u a l cues a c c o r d i n g t o ( e . g . ) t h e s c a n n i n g s t r a t e g y of e q . ( 1 7 ) .
Concluding remarks T h i s concludes t h e most important aspects
of t h e model of the human c o n t r o l l i n g a dynamic system.
The main f e a t u r e of t h e model i s t h e i n t e r m i t t e n t c o n t r o l b e h a v i o r d u r i n g f i n i t e time i n t e r v a l s , t h u s involving decision making and planning. Another central element i s t h a t c o n t r o l i s based on t h e p e r c e i v e d v i s u a l information from instruments and v i s u a l s c e n e , including a model f o r v i s u a l s c a n n i n g . I n r e f e r e n c e 1 , i t i s d i s c u s s e d t o what e x t e n t t h e model has been validated and how t h e r e m a i n i n g c h a r a c t e r i s t i c s of the model will be v a l i d a t e d i n t h e context of a s h i p c o n t r o l t a s k .
