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derstand population behaviors automatically, including the characterization of how
individuals interact with the physical environment. As a result, the use of digital
traces generated by humans might mitigate some of the challenges associated to
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level information. In this dissertation, I study how to extract information from
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using data-driven methods for decision-making in Smart and Connected Commu-
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traces. The explored methods enhance our understanding of how to model and ex-
plain population behavior patterns in different physical and socioeconomic contexts.
The methods also have practical significance in terms of how decision-making can
become cost-effective and efficient with the help of data-driven methods.
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Chapter 1: Introduction
The expanded use of digital devices brings an explosive growth of digital traces.
Digital devices such as cell phones are widely used even in developing countries.
Recent reports show that there are almost 7 billion mobile phone subscriptions
at the global level, with three quarters from developing countries [2]. The high
penetration of digital devices is associated to the generation of personal data at
large scales. Digital devices are used in all aspects of human life, including but
not limited to communication with other people, information sharing and services,
and navigation and interaction in the physical or built-in environment (e.g. location
services). When users interact with digital devices, data about the interaction details
are automatically created and archived. Digital devices have become an inseparable
part of work, personal life, and public services for more and more people. This leads
data to be generated with unprecedented scales, breadth and depth.
Digital traces record different types of information with respect to human
behaviors. Digital traces are generated when people communicate with other people,
therefore the communication details are recorded, from which we can extract the
social relations. People also share information or express opinions online, which
generates data that reflect their needs, sentiments or attitudes [3]. Digital devices
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such as smartphones with GPS technology, collect information on spatial locations
as time series, which reflects mobility activities in the physical environment.
Large scale digital traces have the potential to reveal how people interact
with the physical or built-in environment, which is valuable information for certain
decision-making processes. Understanding population behaviors in space and time
is critical in many decision-making processes, such as the planning and management
of facilities [4], identifying targets for aid efforts [5], or disaster response and man-
agement [6]. For example, in traffic management, decision-makers have the need to
understand population mobility patterns in normal days and when there are events
so that they can schedule plans accordingly for traffic flow control [7]. Many re-
searchers and practitioners also hold the opinion that services based on the evidence
of human reactions are more efficient [6].
One might argue that traditional survey methods can be used to provide in-
formation about human interactions with the built environment that might be of
interest for decision-making processes. However, there are limitations if one solely
relies on survey data. First, surveys usually require a lot of human effort to dis-
tribute questions, collect and process data. Since surveys come at a high cost, usually
a limited number of samples are identified to represent a large population, which
might lead to coarse information that has poor spatial and temporal granularity [8].
Second, it is hard to collect timely information using survey methods since they
are time-consuming. In situations like emergency responses, timely information is
helpful to identify the priority of user needs.
Digital traces, on the other hand, can complement the limitations of survey
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data. Unlike survey data, digital traces are usually automatically generated when
users interact with the digital devices. With a large-scale user group, digital traces
such as cell phone records or tweets are continuously generated from a wide spatial
scope. Digital traces are more cost-efficient compared to survey data. Digital traces
provide information that is hard to obtain by survey data, i.e. detailed behavioral
information and real-time information, which can be helpful in situations where such
information is needed. Digital traces are passive way to collect data as opposed to
surveys which requires active response from survey takers, which means that digital
traces present less subjective bias from survey takers.
Previous studies have explored the potential use of digital traces for decision
making. Digital traces have been used for situational awareness during natural
disasters, which leads to efficient disaster response [9]. Digital traces that are gen-
erated by online communications have been proved to support unprecedented levels
of mutual government-citizen understanding, and in turn, largely improve public
policies and services [10]. Communication data makes the governments engage with
their citizens more effectively and actively, and improve their services in health,
transportation, energy and many perspectives [11].
Decision makers have become increasingly interested in leveraging the power
of data for decision-making processes to improve the overall quality of life. This
dissertation is centered around decision making for Smart and Connected Commu-
nities, where communities refer to geographically-delineated units that consist of
people, built or natural environment and people engaging with the environment.
The concept of Smart and Connected Communities refers to communities that inte-
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grate intelligent systems that can improve ‘the social, economic and environmental
well-being of those who live, work, or travel within it’ [12].
This dissertation works towards innovative approaches of using large-scale dig-
ital traces to enhance decision-making processes in Smart and Connected Commu-
nities. In this work, digital traces are specifically referred to data that are collected
from individual users and have spatiotemporal information embedded. Many data
sources can be seen as digital traces. For example, the call detail records (CDRs),
which are cell phone metadata that contains spatiotemporal information when the
user makes a connection to cellular towers. Geotagged social media data are also
digital traces. Digital traces contain signals for us to understand how people react to
the changes in the environment from the perspectives of social activities, mobility,
and opinion expression.
The vision is that by modeling human behaviors with large-scale digital traces,
we can sense and characterize users’ behaviors in terms of spatial, social activities
and communication behaviors, to evaluate the effect of socioeconomic context, social
events or natural shocks on communication and mobility behaviors. This informa-
tion helps to enhance the understanding of peoples’ reactions and why they react
in a certain way, thus potentially assisting the decision making processes of govern-
ments and organizations. Compared to surveys and studies, data-driven methods
are usually automatic and scalable, which enables more efficient decision-making.
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1.1 Contribution
In the following, I present a summary of contributions of using data-driven
methods to enhance decision-making for Smart and Connected Communities in three
areas, which are data-driven methods for socioeconomic development, data-driven
methods for emergency preparedness and response, and data-driven methods for mi-
gration studies. In these projects, I build statistical and machine learning models to
extract critical information regarding the mobility, social connections and commu-
nications of people, to form the knowledge of behavior prediction, context inference,
and impact evaluation. This work contributes with innovative ideas on human be-
havior modeling and on data-driven frameworks for decision-making in Smart and
Connected Communities. Through this work, I show that large-scale digital traces
can be used to support decision-making processes, therefore can potentially help to
improve public policies and services in an efficient manner.
• Data-driven methods for Socioeconomic Development: I present a
novel approach to model regional socioeconomic maps with population mobil-
ity behaviors that are extracted from cell phone records. Specifically, I define
the individual transition activity between regions as mobility motif and use
topics models to learn the latent recurring patterns of co-occurring behaviors
across regions for the prediction of socioeconomic levels. The approach im-
proves the state of the art prediction results by about 9% and helps to reveal
mobility patterns that are indicative of different socioeconomic levels.
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Socioeconomic maps are critical to support informed policy-making. However,
traditional survey data are usually costly and lead to coarse or delaying maps
that affect efficient decision-making. Compilation of socioeconomic maps with
digital traces can complement survey information in a cost-effective manner,
which leads to maps with higher spatial and temporal resolutions. Such kind
of maps enable more targeted and effective aid efforts.
• Data-driven methods for Emergency Preparedness and Response.
I use social media data (i.e. tweets) to model the needs of citizens during
natural disasters and the communication behaviors between citizens and local
governments. I propose a semi-automatic framework that requires less human
efforts in understanding massive tweet data. The framework is composed of
two major parts: a) a language model to automatically evaluate the relevance
of tweets to disasters, and b) topic models to learn the digital communication
footprints (topics) of citizens and local governments. With these identified
digital footprints, I analyze the topics at various spatio-temporal scales and
the interactive communication patterns between citizens and local government
accounts.
The framework can help to identify the issues citizens are most concerned in
online communications to enhance situation awareness. Compared to previous
methods, it requires minimal efforts in labeling. The data-driven framework
does not incorporate prior information about disasters. Thus, it is applicable
for other emergency situations.
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• Data-driven methods for Migration Studies. I propose a data-driven
framework that identifies internal migrants and characterizes their post-migration
behaviors. I implement methods to identify migrants based on their spatiotem-
poral trajectories. The detected migration flow is highly correlated with census
migration data. The proposed framework allows to carry out micro-level anal-
yses of internal migrants from two perspectives: spatial behaviors and social
ties.
The data-driven results may guide or complement the research agenda of
micro-level migration, and enhance the understanding of the physical, social
and psychological decision processes behind migration experiences.
1.2 Organization
The structure of the dissertation is as follows:
In Chapter 1, I first introduce the background. We enter a new era where dig-
ital devices facilitate communications between people and people with the physical
environment. Large scale digital traces of behavioral information with fine gran-
ularity are generated. I argue that digital traces have the potential to enhance
our understanding of the interaction between people and the environment, which
is useful information for the improvement of public policies and services. In this
work, I mainly use digital traces with spatiotemporal information. The dissertation
works towards the modeling of digital traces to assist decision-making in Smart and
Connected Communities. Then I summarize the contribution of this work to three
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areas, including the intellectual and societal impacts.
Chapter 2 presents the motivations for this work. There are many challenges
of decision-making in communities, which lead to inefficiency in public services.
Traditional survey methods usually require extensive resources and have time lag in
providing evidence for decision-making. Digital traces become a valuable source of
information to understand human behaviors. From digital traces, we can model the
mobility behaviors, social networks, and online communications at the individual
and population level. Digital traces provide information that is hard to achieve
through traditional survey methods.
There are challenges and limitations of applying data-driven methods in decision-
making since the digital traces are generated with complicated mechanism and af-
fected by many factors. It usually requires a re-purposing process to make sense of
the data. I look into data-driven solutions for research questions in three areas. In
the following chapters I address these challenges and present the new methods.
Chapter 3 summarizes previous studies related to the three case studies. Chap-
ter 4, 5 and 6 present the details of the methods and the experiment results.
In the last chapter, I conclude with the case studies and discuss the ethical
issues in data-driven methods, mostly focused on bias and privacy issues. Then I
show the future directions to continue and extend this work.
Fig. 1.1 shows the framework of this work. Chapter 1 and Chapter 2 de-
scribe the background, generation of digital traces and the characteristics of dig-
ital traces. The blue modules show the logic of data-driven processes to enhance
decision-making. In Chapter 4,5,6, I present data-driven methods that take into
8
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Figure 1.1: Structure of this work.
account the challenges, which are the identification of subjects, behavior features
and modeling approaches for three research questions. Data-driven models have
the potentials to reveal patterns and relations of how people interact with the sur-
rounding environment, which can complement the current survey methods and lead
to enhanced understanding of research questions in the areas of socioeconomic de-
velopment, emergency preparedness and response and migration studies.
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Chapter 2: Motivation and Research Questions
In this dissertation, I am interested in exploring how large-scale digital traces
can be used to enhance decision-making processes in Smart and Connected Com-
munities and overcome some of the challenges faced when using traditional survey
methods; and in the design of data-driven methods to extract insights from those
digital traces. Since the area of Smart and Connected Communities is quite broad, I
will focus my work on three areas: socioeconomic development, emergency prepared-
ness and response, and migration studies. In section 2.1, I describe the challenges of
decision-making in Smart and Connected Communities with survey methods. Sec-
tion 2.2 introduces how the large-scale digital traces are generated, what kind of
behavior information is embedded in digital traces and the characteristics of digital
traces. Section 2.3 presents three specific areas of Smart and Connected Commu-
nities I focus on. In section 2.4, I show the challenges of developing data-driven
methods to enhance decision-making.
10
2.1 Challenges of Decision-making in Smart and Connected Commu-
nities
Decision-making in communities covers a wide range of issues, such as policy-
making, planning, management of facilities or disaster response. Traditionally,
decision-making has been implemented using a top-down paradigm whereby policies
are put in place and then evaluated [10]. However, there exists an increasing shift
towards evidence-based decision making where governments and cities first attempt
to understand actual citizens’ needs, preferences and behaviors via digital traces,
and then propose specific policies to assist those needs [13]. This approach is mostly
limited by the data that can be collected via surveys to inform policies in Smart and
Connected Communities. In this section, I describe the limitations that traditional
survey approaches have, and the next sections will cover digital traces, the infor-
mation that can be extracted from those, and how these might be used to enhance
decision making processes.
High cost and limited samples. Survey methods and interviews have been
widely used to collect information for decision-making. Although nowadays surveys
and interviews can be largely mediated through computers, they still require hu-
man effort to distribute surveys and process survey results [14]. Additionally, many
communities have limited budgets that prevent them from sampling with a high
temporal frequency or for a large number of individuals, which might lead to biased
information for decision-making. An example is the compilation of socioeconomic
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maps that depict the economic development status of different regions. Government
and non-governmental Organizations (NGOs) rely on the socioeconomic develop-
ment status to allocate resources, however, the development status keeps changing.
Given a limited budget, maps are only computed every several years, which leads
to socioeconomic information with poor spatial and temporal granularity [15].
Lack of timely information. Survey methods fail in situations when timely
information is required for decision making, for example in the scenario of disaster
response. Quick and efficient response is required in these situations, however,
it is hard to acquire real-time information to evaluate current status. Although
residents may directly contact government agencies that are in charge, there may
not be enough people to receive and process these messages, which might cause
government responses to be delayed. Piecemeal information is not sufficient for
decision-makers to have a macro understanding of the current situation, therefore
affecting the efficiency of resource allocation [16]. It requires an understanding of
residents’ needs and concerns at a large-scale to decide where the communities are
most affected, and what are the priority issues to solve. Answers to these questions
can differ by disasters and by cases. Decision-making relying on previous experiences
therefore can be improved with real-time information for situation awareness. An
accurate and in-time understanding of states after disasters is critical for the efficient
response to reduce damage and help people in need [17].
Behavioral information is hard to capture. Behavioral information can
enhance decision-making. As Conte said, in the background that people are globally
connected, the effect of individual behaviors is expanding and might lead to unex-
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pected results. It is urgent to have a comprehensive understanding of how people
react and connect in the global society [18]. However, it is hard to obtain behavioral
information through surveys, since behaviors are a continuous and dynamic process,
which involve many details. Take mobility information as an example. Survey data
cannot fully capture the real trajectories. Survey takers can describe the trip pur-
poses, estimate the miles traveled, drawing mental maps to recover their mobility
activities between friends and families, however, it is almost impossible to achieve
a detailed description of trips [19]. Alternatively, digital traces with spatiotemporal
information record the exact locations when a real event happens, therefore can
retrieve more detailed information on trips.
It is also hard to capture globally interconnected information using sampling
methods. For example, survey methods can be used to study ego networks, which
are network relations around one person, but not used to study global networks,
where everyone is represented in the network, due to the large scale.
2.2 Large-scale Digital Traces
In the digital era, ICTs help to build connections between people, communities
and the physical environment. Digital traces are generated and recorded, providing
opportunities to model online and offline connections of people and to make sense of
population behaviors. Ultimately, such behaviors can be used to inform and enhance
decision making processes in Smart and Connected Communities.
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2.2.1 Generation of Digital Traces
The development of ICTs has changed the way people communicate, which
now heavily depends on digital devices and applications [20]. Digital devices and
applications like cell phones and social media have become an inseparable part of
how people work, communicate and live. For example, cell phones are heavily used
in private settings [21]. People make phone calls to family, friends, work or service
related people [22]. Social media sites are also actively used for sharing information
and building social connections [23]. In return, one’s social relations are embedded
in the digital traces left behind.
Digital traces are generated and recorded when people interact with digital
devices. Some are automatically and passively generated. For example, CDRs are
generated when a user makes a phone call or has connections with nearby cellular
towers. They are originally collected by telecommunication companies for billing
purposes. Others are initiated by users’ check-in or post behaviors. Some appli-
cations enable location services, with which users help to create the volunteered
geographic information (VGI). Unlike cell phone data, which is a by-product of
users’ behaviors, these digital traces are actively created by users. Active users may
represent only a small proportion of the population. However, the group of people
that can be observed might be large and geographically wide.
Cell phone data are hold by the telecommunication companies. Some of the
data are shared with researchers or through open data projects [24]. Social media
data are kept by social media companies, which can be bought or streamed by
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APIs [25].
2.2.2 Making Sense of Population Behaviors Using Digital Traces
Digital traces not only record users’ interactions in cyberspace but also reflect
their behaviors in the physical world. Digital traces provide quality observations
with high level of detail and refinement for behavior modeling, which can in turn
inform decision making processes in Smart and Connected Communities [22]. Next,
I describe the three types of behavior I work with in my dissertation.
Mobility. Mobility activities can be inferred from data that contains geo-
graphic information in a time series format. The accuracy of the inference usually
depends on the spatial and temporal granularity of the data. Here I mainly discuss
the inference of mobility behaviors from CDRs and geotagged social media data.
People carry cell phones in their daily movement. Whenever they make phone
calls, use wireless Internet or have other types of connection to the telecommunica-
tion network, the nearby cellular towers transfer signals and generate records. Since
towers can be identified by the latitude and longitude of their geographic locations,
we can infer the approximated locations of cell phone users. For simplicity, it is
common to assume that the cell of each tower is a 2-dimensional non-overlapping
polygon, which is approximated using Voronoi diagrams. Therefore, the spatial
granularity for identification of users’ locations depends on the size of cells. It is
usually less than 1km2 in urban dense areas and more than 4km2 in rural areas [26].
Spatial information in time series records can be used to infer mobility trajectories.
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The accuracy of trajectory inference is determined by the frequency of cell phone
connections to cellular towers.
Applications such as Twitter, Foursquare or Flickr provide location services,
which also enable users to share their locations at different geographic scales, i.e.
GPS points or names of places. Tweets with latitude and longitude provide accurate
location information of users. Frequent geotagged tweets, therefore, can be used
to infer users’ mobility trajectory. Roughly 1% of all tweets contain latitude and
longitude information [27].
Places are also helpful to identify county-level, state-level or country-level lo-
cations of users, therefore, can be used to approximate mobility across different
regions [28]. Since users are not required to use one standard location identifier sys-
tem, they tend to label one place with variations of names, which makes it difficult to
identify the exact location. However, geographic information at larger geographical
areas (e.g., city or country) is more consistently applied among users.
Considering privacy issues, the studies of mobility behaviors are usually at the
population level. Previous studies have used anonymized mobile phone records to
understand mobility patterns in urban space [29], explore the home-work commuting
patterns [30], and identify the laws that govern the regularity in human trajecto-
ries [7]. Geotagged tweets have been used to capture cross-border movement [31],
and estimate the international and internal migration patterns [32].
Social Networks. ICTs facilitate communications between people and gen-
erate digital traces that reflect online and offline social relations. People mostly
use cell phones to connect with people whom they have physical contact with, for
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example, relationships of work, family, leisure and services [33]. Although cell phone
activities also include the interactions with spam numbers or business service num-
bers, these contacts can be differentiated based on reciprocal activities [34]. In social
media sites, digital traces reflect a mix of online and offline social relations. Twit-
ter is perceived and used differently by users. Some use it as a social networking
site to connect with friends or families, while some use it as a public platform for
brand marketing or a media outlet to release news [23]. Different intentions lead to
different behaviors, which regarding whom they choose to interact with. Users also
participate in online communities by using Twitter Lists to exchange information
with people they don’t know yet. The online communities are bridges for people to
expand their social networks [35].
Social networks that are built by phone-based activities, or social media activ-
ities enable us to infer or estimate one’s offline social networks, which in Sociology
represents social capital [36]. Social capital is associated with one’s socioeconomic
level, available resources, social integration, and many other sociological concepts.
Online social relations are also critical for understanding people’s reactions to disas-
ters or social events. It has been studied that online social relationships are related
to the participation in offline events, such as activist movements [37], community
support for disaster response [38] and security support [39].
Communications. Social media sites provide online spaces for people to
share information and express opinions. Some record personal life or share news
on such platforms, using social media sites for networking. While others use them
as media outlets to amplify the effect of information dissemination [23]. The com-
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munication contents they post online reflect their concerns, stances, and attitudes.
These digital traces act as voluntarily contributed responses by users, although it
usually requires efforts to re-purpose according to certain research questions.
Researchers have implemented methods to understand the content of commu-
nications from different perspectives. Topic models have been widely used to explore
topics in social media communication, for example, to identify the trend of topics
online [40], to compare topics on social media sites and traditional media [41], and
model user interest [42]. Topics are clusters of words that are organized by semantic
similarities. Researchers have also looked into the sentiment of communications [43],
or mood and emotions events [44]. Dictionaries such as the Linguistic Inquiry and
Word Count (LIWC) have been used to exploit the psychological meaning of commu-
nications [45]. Words and sentence structures are used to identify the key elements,
thus the agents, actions, and targets in the stories told by social media users [46].
2.2.3 Characteristics of Large-scale Digital Traces
The unique characteristics of digital traces enable us to use them to comple-
ment the limitations of survey data, therefore enhancing decision-making processes
in Smart and Connected Communities. Large-scale digital traces are:
Revealed behaviors. Digital traces are generated by users when they inter-
act with digital devices. Unlike survey methods, where the collection of information
requires survey takers to provide ”stated” information, digital traces are ”revealed”
behaviors, automatically collected by service providers, such as telecommunication
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companies or social media companies. Digital traces are objective records that reveal
users’ interactions with the physical world, which might enhance the information
provided through surveys that ask people to recall their experiences [47].
Continuous in time. In social science, it is usually hard to keep track of the
same research subject, and successfully conduct following surveys or interviews due
to many reasons [48]. However, if a user keeps using digital devices or applications,
the digital traces are always-on. Digital traces enable researchers to observe user
behaviors continuously through a long period of time. With the flexible observing
windows, we can compare and analyze the effects of certain events on behavior
change.
Large Scale. Cell phones and social media have high penetration rates in
many countries [26]. For example, in developed countries, such as the United
States, Germany, the United Kingdom, the smartphone penetration rates are more
than 75% [49]. Smartphones are usually integrated with web applications and GPS
technologies, which enable the generation of digital traces with location and com-
munication information. Given its large penetration rates, behaviors revealed from
cell phones and social media can reflect human behavior at large scales, includ-
ing neighborhoods, communities, countries, or even global scales. Although digital
traces can be large-scale data, we need to point out that such data might still have
bias in representativenss of the whole population, since not everyone has access to
the use of digital devices.
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2.3 Data-driven Methods for Three Research Areas
Human activities are impacted by many factors in the living environment,
including the relatively stable context such as the physical environment and socioe-
conomic development, and abrupt changes such as natural disasters, shocks, and
social mobilization. Large-scale digital traces reflect how people interact with their
physical environment or built-in environment. From these traces, we can identify the
hidden patterns and correlations that are helpful to support scenario planning and
evidence-based decision-making [10]. In this dissertation, I explore the use of data-
driven approaches over large-scale digital traces to assist decision-making for Smart
and Connected Communities in three research areas: socio-economic development,
emergency preparedness and response, and migration studies.
2.3.1 Socioeconomic Development
Socioeconomic information is critical since policy makers usually rely on such
information for resource allocation and aid efforts. Household surveys are usually
conducted every several years to update this information. However, surveys require
extensive financial and human resources. In some places where there is financial
deficit or political instability, socioeconomic information is usually incomplete or
has not been updated for years. For example, the Southern African Country Angola
hasn’t updated their census data for more than 40 years due to the civil war, until
recently it started the first postcolonial census [50].
Human behaviors are related to the change of context [14]. With digital traces,
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we can capture population behaviors and characterize the relations between behavior
features and the social context with machine learning models. Since digital traces are
generated in an automatic way, digital traces can timely show how people behave
at different times, which leads to automatic updates of the knowledge about the
socioeconomic context, thus potentially improving the data gathered by surveys.
Ultimately, multiple factors are involved in the determination of population
behaviors. It is challenging to disentangle the relations between population behavior
patterns and the related socioeconomic context. To contribute to this area, I present
a case study of inferring regional socioeconomic levels with population behavior
patterns that are extracted from cell phone records. The methods and experiment
results are presented in Chapter 4.
2.3.2 Emergency Preparedness and Response
A natural disaster is defined as an event that happens at a specific time and
space which incurs losses to the members and damage to the physical structure so
that the ongoing functions of the society are disrupted [51]. Different from socioe-
conomic status, which represents an relatively stable index, this question aims at
describing the abrupt behavioral changes when people react to disasters.
Digital traces provide timely information for situation awareness in disasters.
Disasters are unique in terms of who is affected and how people are impacted by the
environmental change. Although we can gain knowledge from previous disasters,
there might be new situations where local governments are not well prepared [52].
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Digital traces prove to reflect user needs and specific events in a timely manner,
therefore are helpful for efficient reactions in disaster relief [53].
Digital traces have the characteristics of ’large scale’ and ’continuous in time’,
and provide individual-level information. Data-driven approaches using digital traces,
therefore, have the advantages of scaling up study to the size of the data and gain
resolutions on the spatial and temporal dimension [22]. They can be used to ex-
plore user behavior patterns under different environmental contexts, and examine
population mobility behaviors across different regions. Large-scale data with fine
resolutions also enable the detection of small differences in large datasets that might
be otherwise ignored by qualitative methods [14].
In this study, I aim at building data-driven models that can efficiently identify
local specific issues for disaster response using online communication data. Citizens
and local governments communicate through social media during natural disasters.
It is challenging to distill disaster-related information or operational insights out
of massive online communications. In Chapter 5, I present a semi-automatic data-
driven framework to distill disaster-related issues discussed by citizens. With the
identified issues, we are able to reveal local specific issues in targeted areas.
2.3.3 Migration Studies
Migration studies have been conducted in two ways: macro-level and micro-
level analyses. Macro-level studies are typically carried out using a combination of
various survey and census datasets to model large-scale behaviors, however, these
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models fail to provide more nuanced information about the physical or social status
of the migrants. Micro approaches, which successfully use interviews and diaries to
provide a window into more individual behaviors, could benefit from methods to
identify novel or under-studied behaviors that should be addressed in the migration
research agenda.
Digital traces usually contain individual-level behavioral information for peo-
ple in a large geographic area. They provide both micro-level and macro-level per-
spectives for migrant study. In this thesis, I aim to understand the following two
questions: (1) Can we use digital traces to characterize migration behaviors? and
(2) Can we provide knowledge of physical, social activities of migrants for a better
understanding of the micro-level migration experiences with digital traces?
Migration can be seen as an intervention event to one’s life trajectory. Previ-
ous work used experimental simulations, survey and investigations to understand the
status of subjects before and after intervention [54]. With digital traces, it becomes
much easier to observe subjects under multiple control and stimulus conditions [47].
Due to the characteristics of ’continuous in time’, we can find the subjects that
meet certain pre-defined experimental conditions and observe the change to eval-
uate short-term or long-term effect with digital traces. Researchers usually use
surveys or interviews to collect information regarding pre-event status, however, the
information relies on responds’ response, who may not be aware of the details or
their memory may not be accurate.
where they may not be aware of details. Digital traces are revealed information
that is continuous in time. Studies with digital traces can validate or complement
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current studies that rely on survey methods.
In Chapter 6, I present a data-driven framework for migration studies. It uses
eight months of cell phone data to observe the continuous change of users, part of
which are migrants. With the detected migrants, I evaluate the impact of migrations
on their life, from the perspectives of social relations and spatial dynamics. This
study provides analyses of migrants’ behaviors with angles that are hard to obtain
with survey methods.
2.4 Challenges of Developing Data-driven Methods
Data-driven methods with large-scale digital traces can complement current
survey methods to collect evidence for decision-making. However, there are many
challenges presented in the design of data-driven methods. The key problem is how
to re-purpose the existing data and distill valuable and robust information from the
data.
2.4.1 Identification of Research Subjects
In the processes that generate digital traces, there might be erroneous data
due to the instability of sensors that record the signals of the actions, the temporary
malfunction of the system that transfers the data, or errors in the process of saving
the data. Social media companies or telecommunication companies take measures
to maintain the stability of the services, making sure few errors are generated.
However, they are still inevitable. Moreover, sensors may not reflect actual user
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behaviors with 100% accuracy. For example, the GPS receiver in a cell phone is
usually used to track the trajectories of users movement. However, in mountain
terrain and urban areas with high buildings, the accuracy of GPS is usually not
high [55]. Multipathing errors might affect modeling of user behaviors, therefore
should be identified and removed as much as possible.
Another challenge is to identify research subjects from data since digital traces
are generated by different groups of users with different intentions. We need to iden-
tify a certain group of people or identify a subset of data that are relevant to the re-
search question. For example, identifying migrants in an unlabeled dataset requires
the development of methods to identify migrants based on their spatio-temporal
trajectories, which is not trivial. In this dissertation, I will describe methods that I
have developed to account for noise in the data and for the adequate identification
of research subjects in a large-scale dataset of digital traces that characterize human
behavior.
On social media sites, users communicate a wide variety of topics [56]. It
might occur that only a small proportion of the communications is relevant for
the research question. For example, imagine we are only interested in identifying
weather-related tweets in a large dataset. To identify a subset that is relevant to the
research question, researchers usually use keywords, hashtags, geotags of tweets, or
location of user profiles to filter data. Different retrieval or pre-processing methods
can end up with data of different quality, which affect the subsequent data analysis
results. In this dissertation, I develop methods to identify specific context within a
large-scale dataset of digital traces. In Chapter 5, I present a tweet selection method
25
to identify disaster-related tweets out of all geotagged tweets, the majority of which
are irrelevant to disasters although these tweets were posted during disasters.
2.4.2 Identification of Behavioral Features
Behavioral features are extracted from or computed based on the digital traces.
For example, based on spatial locations in time series, we characterize one’s mobil-
ity trajectories from multiple perspectives, such as mobility distance and mobility
frequency. Some researchers hold the opinion that behavioral features should be
directed by certain rules and theories, i.e. the extracted features have explainable
meanings in sociology [22]. Others argue that theories are no longer required since
complete data is self-descriptive, and that we only need to explore the data as much
as possible, and to build the model with best performance [57]. In this dissertation,
I take the former approach, and extract behavioral features mostly using social
theories as guidelines for the identification of specific behaviors.
2.4.3 Identification of Modeling Approaches
Data-driven methods are applied to solve different types of questions in Smart
and Connected Communities. As presented in section 2.3.1, for socioeconomic de-
velopment, we aim at building models that can indicate the relations between digital
behaviors and socioeconomic status for the inference or prediction of socioeconomic
context. It can be seen as a regression question, in which the targeted values are
continuous socioeconomic values, or a classification question, where the targeted
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values are discrete socioeconomic levels.
Machine learning models are usually used to address prediction problems. The
models are built on a set of behavioral features that are extracted from digital
traces. We apply different discriminative algorithms and adjust parameters so that
the models can best learn the relation between behavioral features and targeted val-
ues. The commonly used discriminative models include Support Vector Machines
(SVM), tree-based models such as eXtreme gradient Boosting (xgBoost), ensemble
models such as random forest (RF), Bayesian model and neural networks. Evalua-
tion methods are used to assess the quality of models. For regression problems, R2
is usually used to evaluate how much variance in targeted value can be explained
by the model. R2 is a value scaled from 0 to 1, with values closer to 1 indicating
better model quality. Root mean square error (RMSE) is normally used to evaluate
the difference between predicted values and the real values on test data sets. For
classification problems, the performance is assessed by recall and precision values
for each class. Some classification questions require a balanced performance over all
classes, some may require better recall for certain class. The evaluation methods
can be adjusted to match with the specific goal of the inference/prediction question.
Although previous studies have explored different combinations of behavior
features and machine learning models for the prediction of socioeconomic levels,
these models mostly use pre-determined features. For example, to characterize
mobility behaviors, mobility distance and radius of gyration are used. However,
these features fail to capture information such as the direction of the movement,
and when the movements happen. To better model socioeconomic development, we
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might incorporate features that characterize population mobility behavior with finer
granularity. For prediction of regional socioeconomic levels, previous studies used
features that represent regions by aggregating individual behavior features using
statistical distribution features such as mean, median and percentiles. This type
of aggregation fails to capture information at individual-level, which might affect
the quality of models. In Chapter 4, I present methods to address these potential
limitations in previous studies.
Another type of question is to understand the massive online communications
in an automatic way. It can be seen as a clustering question if trained without
supervision. Each cluster represents a category of issues that have relatively high
semantic similarity. Previous studies also treated it as a supervised classification
problem with partial tweets labeled as training data [58]. Supervised methods usu-
ally require repetitive labeling efforts for new types of questions. Topic modeling
has been widely used as an unsupervised way to reveal topics of massive tweets.
However, traditional topic modeling such as Latent Dirichlet Allocation (LDA) is
mostly designed for long documents, where multiple topics present in one document.
Tweets are mostly short and concise with one main topic. To build an adaptive
model, I show in Chapter 5 a single topic model. The key intuition is that a very
short document like a tweet is unlikely to be related to multiple topics; therefore it
can be modeled as having all its words generated from a single topic. The method
tends to generate topics that have better interpretability [59].
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Chapter 3: Literature Review
In this section, I summarize the previous studies in the three areas I focus on.
For these areas, first I overview the decision-making questions previous studies have
worked on. Then I categorize the data-driven approaches based on the behavior
features characterized, or the algorithms they proposed, or the strategies of how
data-driven models are built.
3.1 Data-driven Methods for Socioeconomic Development
Digital traces have been widely applied in the inference or prediction of so-
cioeconomic contexts. Large-scale collective behaviors can reflect the state of the
complex dynamics of social systems [60]. Given the fine-grained data with a high
resolution of spatiotemporal information, the data can be used to model the current
status of the social system. I present an overview of applying data-intensive meth-
ods for different types of socioeconomic development questions, such as happening
of crises, land use, and socioeconomic maps. Then I focus on the methods used for
inference of socioeconomic maps.
Digital traces have been used to identify the land use, which is the functional
area of a city. The reason behind that is individual mobility is highly regular in
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the daily base and usually shaped by the context in these areas [61]. Yuan et al.
proposed a method to model the functional regions (Points of Interests Maps) of
Beijing, with GPS trajectories of taxicabs in Beijing with good fitting [62]. Cranshaw
et al. identified the dynamic boundary of livelihoods by checked-ins collected from
the location-based online social network. Such livelihoods are formed based on a
distinct characteristic of life, which is different from traditional municipal boundaries
and provides vital information for urban planning [63]. Geotagged social media
data have been used as a crowdsourced way of understanding functional areas of
cities [64–66]. An example is a study that used geotagged Flickr data to identify
the closely connected areas and label these areas with Flickr description [65].
Socioeconomic indexes are individual or household values that are aggregated
at different granularity levels, such as census blocks, county, and state levels. In
developing countries, there are situations where the government makes decisions
on missing or out of date data. For example, for antipoverty programs, they need
to target the extreme poor to allocate aid resources. Not every government can
afford the cost of surveys to acquire such information [50]. Inexpensive and scalable
methods to detect the socioeconomic development are especially in urgent need for
policy-making in areas with a deficiency in finance.
Over the past few decades, researchers have started seeking solutions for the
approximation of different socioeconomic indexes with data. Xie et al. found that
high-resolution satellite imagery can be used to infer large-scale socioeconomic in-
dicators such as poverty rate [67]. Moreover, results from Jean et al. indicated
that a model train in one country can be transferred to another, providing infor-
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mation for targeting poverty where no or lack of survey data exist [68]. Antenucci
et al. used social media data to create real-time job marketing indicators such as
Job Loss Index, which has a higher updating frequency compared to the traditional
index. Social media data are also used to predict the stock market change [69], and
consumer confidence index [70].
3.1.1 Analytic Strategies for Inference of Socioeconomic Develop-
ment
Previous studies use different analytic strategies for the inference of socioe-
conomic development. Some studies presented machine learning techniques such
as SVM regression and classification, and EM clustering to predict socioeconomic
maps based on mobile phone data and landlines [71,72]. Frias-Martinez et al. built
multivariate time-series models on cell phone behavioral features and find that con-
sumption and mobility features extracted from call detail records can be used to
forecast the socioeconomic time series by the National Statistic Institute (NSI) [73].
Xie et al., on the other hand, used deep learning algorithms to extract socioeco-
nomic indicators from high-resolution satellite imagery and achieve high prediction
accuracy with better granularity [67]. njuguna et al. combined CDRs and satellite
imagery to estimate the socioeconomic development in sector level, which yields
competitive results and can be an enhancement to survey methods [74]. Toole et al.
built a structural break model to identify the unemployment status of cell phone
users, and aggregated individual level results to predict province level unemploy-
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ment rate, which achieved high correlation with actual unemployment rates [75].
Almaatouq et al. built unsupervised and supervised Gaussian Processes (GP) mod-
els to predict district level unemployment rates based on the population behavioral
characteristics of residents in each district [76].
3.1.2 Behavioral Features Relating to Socioeconomic Development
A set of previous work focused on examining the relations between human be-
haviors and socioeconomic contexts. Several behavioral features can be potentially
used to infer the current socioeconomic status or predict future changes. In the
following, I summarize the categories of behavior features that have been used.
Information searching and communication behaviors. Information
searching and communication behaviors can reflect the employment status of a so-
ciety. Researchers have used search query data and social media data to capture
the behavioral signals for prediction of socioeconomic status. Antenucci et al. used
phrases related to job loss, job search, and job posting on social media as signals for
the prediction of employment indexes. As opposed to traditional indexes, the index
inferred from social media data has higher temporal granularity and are of value
to policymakers in need of real-time information [77]. Li et al. analyzed geotagged
tweets and photos from Flickr, and found features such as tweeting frequency and
photon density that are correlated with socioeconomic characteristics such as av-
erage income [78]. Meanwhile, certain topics on tweets also tend to be related to
community well-being [79].
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Emotions. The expressions of emotions are indicators of socioeconomic de-
velopment. Bollen et al. extracted six mood states which are tension, depression,
anger, vigor, fatigue, and confusion from the aggregated Twitter data to infer the ex-
isting social and economic indexes [44]. They found that the large-scale population
mood is highly related to the socioeconomic sphere. Large-scale sentiment analysis
is also proved to be useful for the prediction of consumer confidence index [70].
Cell phone use behaviors. Cell phone use behaviors are a combined set of
behaviors including mobility, social ties, social activities, and consumption features
that are extracted from cell phone records. Previous studies have examined different
combinations of cell phone use behaviors as predetermined features for the inference
of socioeconomic status. Empirical studies show that there is a high correlation
between individuals’ communication behaviors and their household income [80], and
other welfare indicators such as assets, housing, and health [81]. At the region
level, Smith et al. extracted a set of call behavior and mobility features from cell
phone data and explore a linear regression model to approximate poverty level [82].
Smith et al. used social interaction features from cell phone data to identify the
regional poverty level of a developing country [83]. Soto et al. presented methods
that explored features such as activity range, communication reciprocity to predict
the socioeconomic levels defined by the National Statistical Institute [84]. Eagle
et al. examined the structure of social networks and the economic development
of communities and found that the diversity of individuals’ relationships is highly
indicative of the local economic development [72].
Socioeconomic levels are also related to other types of signals. Gutierrez et
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al. combined the history of airtime credit purchases and communication records to
estimate the relative income of individuals and the diversity and inequality of in-
come [85]. The brightness of light at night also proves to be highly correlated with
an asset-based wealth index in Africa [86]. Jean et al. demonstrated a comput-
ing method for estimation consumption expenditure and asset wealth using high-
resolution satellite imagery, which helps to support target aid efforts [68].
3.2 Data-driven Methods for Emergency Preparedness and Responses
3.2.1 Digital Traces Used in Different Phases of Disasters
People use social media to communicate emergency situations during natural
disasters [87], connecting with friends and families and share information such as
locations medical services and shelters [88]. Users also show altruistic actions to vol-
untarily contribute geotagged information describing the flooding phenomena [89],
or provide social support by spreading information about missing people, raising
funding, and offering necessities and shelters [90]. Social media sites become crit-
ical platforms for people to communicate. This also motivates governments and
organizations to interact with their residents online [91]. They gain valuable infor-
mation for situation awareness, to address challenges in different phases of disaster
prevention, preparation, response, mitigation, management, and recovery [92].
Some focused on a specific phase of disasters. For example Carley et al. exam-
ined the use of social media data for early warning and preparedness in disasters by
identifying the opinion leaders for information dissemination [93]. Bruns and Liang
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introduced different approaches of analyzing Twitter data for disaster response [94].
Some targeted using social media data for all stages of disaster relief [95]. Due to
the richness and complicity of social media data, Horita et al. proposed a framework
that helps to align the decision-making problems in organizations with data sources
that help to solve these problems [96]. Digital traces have been used in the following
categories of studies.
Displacement of people in natural disasters. Disasters usually cause
damage to the environment, infrastructures and affect the routine life of residents.
A certain level of disruption can cause people to move away and seek safe places
to settle [97]. Understanding and predicting of population mobility behaviors are
critical for government and organizations to plan, support and respond to disaster
evacuations. Researchers have tried to model mobility behaviors in different ways.
Hara and Kuwahara used smartphone GPS data to understand the evacuation be-
haviors, mostly focusing on road network conditions. The data showed the gridlock
phenomenon after the disaster, which is serious traffic congestion in the central area
of the city [98]. Wang and Taylor used geotagged tweets to quantify human mo-
bility distances before, during and after disasters. They found there are variations
in short and long trips during disasters, although mobility patterns still follow the
Levy-Walk model [99].
Communication behaviors during natural disasters. Online commu-
nities have significantly contributed to the disaster response, recovery and mitiga-
tion [100]. Governmental agencies need to understand community level behaviors
for better relief policies. The interactions between users on Twitter have been stud-
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ied a lot, for example, in reply to and retweet activities [101–103], or social network
features [104]. These work mostly focused on the network analysis of users’ social
activities. Hughes et al. analyzed the citizens @ behaviors when reporting issues
to the local government accounts in general [105]. Eriksson et al. showed a com-
parative analysis of citizens and crisis communication professionals, focusing on the
perceived usefulness of content [106].
Communication contents of social media data. Researchers used his-
torical social media data to understand user needs during natural disasters. Kaigo
showed that geotagged tweets can be used to locate the needs of electricity, gas,
food and other essential items [87]. Kenneth et al. found that social media content
is valuable for identifying specific needs and concerns of local residents [53].
Sub-event detection with social media can potentially increase the local situa-
tional awareness and therefore improve disaster management. Chae et al. designed
an interactive spatiotemporal visualization tool that assists decision-makers by iden-
tifying the trending local events discussed in social media platforms [107]. Pohl et
al. proposed a clustering method for sub-event detection with geotagged tweets.
Others categorized the type of communication information [108,109], or used tweets
as a proxy for damage assessment during disasters [110].
3.2.2 Understanding Online Communications for Disaster Response
Governments and disaster relief organizations need to understand the stream
of messages online so that they can monitor the public safety-related issues and make
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efficient responses. However, it is challenging since the data volume is enormous,
while contains substantial noise [111]. Both supervised and unsupervised methods
have been used for the understanding of online communications.
Supervised Methods Supervised methods usually incorporated manually
labeling work to summarize discursive themes in communication during natural
disasters [112], to extract valuable pieces of information [58], and to explore the
common reaction patterns of users across different types of disasters [113].
Some of the studies aimed at building a list of crisis-related terms across dif-
ferent types of disasters. These crisis dictionaries can be further used to retrieve
disaster-related information for situational awareness in other cases [108]. The pro-
cess of curating crisis-related terms, however, requires manually reviewing a large
number of tweets. Due to the limitation in time, only a small proportion of sam-
pling tweets are labeled [108]. Olteanu et al. also proposed an analytical framework
to explore the common user reaction patterns to different types of disasters. They
analyzed crisis tweets from the perspectives of crisis type and content type. It is also
based on the labeling of sampled tweets [113]. Starbird and Palen examined retweet
behaviors with the content of tweets, which was acquired by manually reviewing
and labeling [114]. These types of study are valuable in that they demonstrated
the common keywords used, the knowledge of how user react to different types of
disasters and what kind of valuable information can be extracted. However, both
dictionaries and common pattern knowledge have generality but lack specificity. It
is still in need of efforts for identification of local specific issues in a certain disaster
scenario.
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There were cases of studies analyzing tweets during several disasters. Acar
and Muraki have studied crisis communication during Japan’s tsunami disaster.
They looked into tweets of three categories: warnings, help requests, and reports
about the environment and self [115]. Shaw et al. chose tweets during the floods in
Queensland for disaster communication study. They categorized particular genres of
tweets based on the purposes of communication: direct information, media sharing,
help and fundraising, personal experience and discussion. Similarly, they sampled
5% of the tweets and label tweets by categories. However, the boundary between
different categories seems not to be crystal clear [112]. In the study on tweets during
the landing of hurricane Sandy, Spence et al. also used pre-determined categories
to understand the crisis communication online. The categories they set include
Information, Affect Display, Humor, Insult, and Spam, which are different from
previous studies [116].
Another line of research involving human labeling work is to train computa-
tional linguistic models with labeled training data. Imran et al. defined categories
of personal, informative and other irrelevant and built a conditional random field
(CRF) model to automatically separate tweets into these three classes [58]. The
model trained on one disaster can be used to categorize tweets of other disasters.
However, it also has the problem that the classification provides little information
that is specified in a certain disaster.
Unsupervised Methods. Besides manual coding, previous studies have used
unsupervised methods to cluster topics and to explore potentially valuable informa-
tion out of tweets [117]. MacEachren et al. presented a map-based visual analytic
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system that used the explicit and implicit geographic information and contents of
tweets to build the place, time and theme index. Spatiotemporal analysis on the top
of the index enables to find critical issues during crisis or disasters [118]. Chae et al.
presented an interactive visual analytic system, where users can examine the topics
when there is an abnormal change of tweet volume in temporal trends [9]. Chae
et al. also proposed a visual system with spatiotemporal analysis integrated. This
type of visualization systems can support situation awareness for in-time reaction
during natural disasters [107].
However, they work as assistant tools and require experts to interact with
these systems to explore potentially valuable information. Spatiotemporal bursts
detection with tweets posted during disasters does not necessarily reveal all disaster-
related issues the local government should react. During natural disasters, more
users tweet words, scenes, news about disasters [89]. But the majority of users
tweet about other topics irrelevant [59]. It is highly probably that disaster-related
topics may draw attention and present as a spatiotemporal burst in the timeline, but
there can be burst topics irrelevant to disaster. While some disaster-related issues
that should be paid attention can be ignored due to not fitting to burst pattern.
Rule-based models have been used to detect the key elements regarding public
safety issues. Xu et al. proposed a 5W (What, Where, When, Who, Why) frame-
work to understand social media posts during emergency events. Each element
is automatically extracted from a post with entity recognition rules [119]. This
method is useful to understand details of a certain event described in each tweet,
but not very helpful to discover categorized issues at a large scale.
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3.3 Data-driven Methods for Migration Study
There are two types of analyses for the study on migration behaviors: macro-
level and micro-level analyses. Macro-level studies are typically carried out using
a combination of various survey and census datasets, including origin-destination
internal flows as well as demographic and socioeconomic data, to assess the role
those specific variables might play as both determinants or consequences of migration
movements [120]. These macro-level studies provide general migration trends that
are highly useful from a policy perspective. Decision makers can assess the types
of social groups, characterized for example by age or profession, that are migrating
between regions, and the long term impact these migrations have, for example, on
the local economy. However, the macro-level analyses fail to evaluate more nuanced
variables that can be captured through micro-level analyses including data from
interviews and diaries [121].
Micro-level analyses provide a window into the physical, social and psycho-
logical status of internal migrants showing, for example, that migrants maintain
strong social ties with the communities they leave behind [122]; that migrants show
different spatial behaviors to locals, mostly due to search processes in the physical
environment that generate spatial dynamics that differ from those that locals show
[123]; or that internal migrants usually encounter difficulties in adapting to new
environments, suffering from a series of issues such as psychological stress which
might affect their behavior in the physical environment [124–126]. Although the
migration research agenda at the micro-level is broad, most of these studies chose
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a sample area to conduct surveys, lacking evidence whether the reveal phenomena
applied to other social contexts [127].
The following section summarizes previous studies for macro-level and micro-
level analyses with crowdsourced data or survey methods.
3.3.1 Migration Models Built on Crowdsourced Data
Limited data availability has been one of the main bottlenecks for empirical
analysis and theoretical advances in the study of migrations [32]. Since aggregated
data resolved in time and space can describe the large-scale collective behavior of
users [33, 128,129], it has recently been used for many studies of migration.
Zagheni et al. used email service logs to identify international migration
rates [130]. Hawelka et al. used geotagged tweets as a proxy to model global mo-
bility patterns [131]. Weber et al. used anonymized users’ log into Yahoo! services
to generate short-term, medium-term mobility flows across countries. Considering
the geographic accuracy of the IP address, they focus on international migration
rates [132]. The geotagged tweets can reveal users’ location in the scale of a city
or even a specific point. It has been used to improve understanding in the internal
migration flow since census data may have inconsistency over time and inaccurate
due to lack of survey samples [32].
Nevertheless, all these approaches suffer from a large bias problem, since the
demographic and economic backgrounds of email, web and Twitter users are not
representative of the population at large [133]. On the other hand, cell phone data,
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with much higher penetration rates across all types of people, has been shown to be
more representative, although still imperfect, of the population at large [26]. As
a result, Blumenstock et al. proposed a macro-level method that used cell phone
metadata to identify migrants and quantify volumes and directions of internal mi-
grations in Rwanda [134]. All these studies mainly focused on the macro-level
analyses of examining the migration flow of large population.
3.3.2 Survey-based Migration Analyses
Survey-based studies on internal migration have focused on the use of macro-
and micro-approaches to assess pre- and post-migration behaviors brought up by
migratory movements [135, 136]. The features used in macro approaches typically
differ from the micro approaches due to the nature of the datasets they use: while
macro approaches typically focus on large-scale census data, micro approaches are
prone to use survey and interview data at smaller population scales.
Macro-approaches have been used to understand the factors that drive migra-
tion flow. Previous studies have shown, using census data, that internal migrants
tend to relocate due to unemployment, lack of services, poverty or lack of safety
to areas that offer better conditions [137, 138]. These features have been used by
researchers, to build theoretical models that explain and predict migrations at the
macro scale, including Zipf’s inverse distance law [139], Stouffer’s law of intervening
distances [140] or Gravity models [141].
On the other hand, micro approaches have mostly focused on analyzing be-
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havioral features that characterize the mobility, social activities or psychology of
migrants. The studies with behavioral features are numerous, including Li et al.
which showed that migrants in Beijing have restrained spatial dynamics which are
heavily skewed towards people from the same town of origin [142]; Nogle et al.
that analyzed the importance of offering migrants settlement assistance as well as
information about local opportunities [143]; Hendriks et al. observed that migrants
tend to spend less time in social activities [144]; Gurak et al. who showed that
migrants’ life status can be affected by factors such as kin and friend relationship
[122]; Kuo et al. who related the adaptation problems of migrants to the difficulties
in the restoration of disrupted social networks [145]; and Chib et al. who showed
that migrants rely on social support (emotional, instrumental or information aid)
to deal with the stress caused by their migration experiences [146].
Some studies focused on the demonstration of psychological changes in the
attempt of re-establish lives in the host society [124, 147]. Mou et al. showed that
migrants usually have a higher level of stress, associated with smoking, frequent
Internet usage and long working hours [148]; or are unhappier than locals and spend
less time in happiness producing social activities [144].
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Chapter 4: Study 1: Inferring Socioeconomic Maps with Topic Mod-
els on Mobility Motifs
Socioeconomic maps are important to policymakers for understanding regional
development. While computing these maps is oftentimes time-consuming and costly,
crowding source data such as cell phone records contain mobility information of
users, from which we may extract socioeconomic characteristics. Such character-
istics can be used to infer regional socioeconomic levels. I propose four methods
of inference based on: 1) the pre-determined human behavioral features; 2) spa-
tiotemporal transition features; 3) the population mobility patterns extracted from
spatiotemporal transitions by the topic model Latent Dirichlet Allocation (LDA);
4) supervised LDA on spatiotemporal transitions. I evaluate prediction accuracy
for the four different methods and find that the topic model can help extract pat-
terns of co-occurring mobility behavior features and improve prediction accuracy.
Specifically, the supervised topic method (sLDA) achieves the best performance and
improves the state-of-the-art prediction by 9%. Topic models have been used in vari-
ous scenarios other than natural language processing, such as image processing [149],
spatiotemporal data [62] and social networks [150].
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4.1 Research Question
Socioeconomic maps gather information relating to or involving a combination
of social and economic factors, such as household income or poverty rate, in various
geographic scales. It reflects the socioeconomic development of certain regions,
which is important information to policy decisions made by the government and
international organizations. For example, the World Bank, which aims to eliminate
poverty, heavily depends on poverty incidence data for distributing loans and offering
advice.
Socioeconomic information is usually gathered by interviews or investigations,
aggregated and reported at various granularity levels, from metropolitan areas to
cities, states, or even worldwide countries. Such information has to be updated every
several years to reflect the changes in socioeconomic development. The computation
is usually highly expensive because it involves a large number of people to carry out
interviews and to collect and analyze data. On the other hand, the ubiquitous use
of cell phones provides an indirect way to understand human behaviors, which helps
to infer socioeconomic status. Cell phones are widely used in modern societies, even
in some rural areas [80]. Cell phone data can provide a rough picture of how humans
move, showing their interaction patterns across time and space. Meanwhile, human
mobility follows some regular laws relevant to socioeconomic levels [7].
Previous studies have worked on the relationship between socioeconomic sta-
tus and human cell phone behaviors on both micro (individual) and macro (regional)
levels, which proves the possibility of SEL inference based on cell phone data. From
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the personal perspective, empirical studies show that cell phone based behaviors,
such as social network and travel distance, are correlated to specific individual so-
cioeconomic characteristics [151]. From the regional perspective, Newman et al.
and Eagle et al. find that the overall communication behaviors of a region could be
highly correlated with the socioeconomic development [72, 152]. Researchers have
used machine learning approaches to predict regional socioeconomic levels on the
overall usage of cell phones in each region [153].
I further explore a new method of inferring socioeconomic levels (SEL) from
cell phone behaviors at the macro level. Specifically, the concept of mobility motifs is
defined to represent spatiotemporal transition status. It uses topic models to extract
population mobility patterns from mobility motifs as features for SEL inference.
The method achieves better performance than state-of-the-art prediction algorithms,
which improves accuracy by 9%.
4.2 The Proposed Method
Figure 4.1 shows the methods explored in this study. Each geographic unit is
represented by a pair of SEL associated with the spatiotemporal data recorded by
the tower in this region. The SEL can be a continuous variable, such as the poverty
rate, or a discrete value indicating the class. Depending on the SEL, the problem
can be treated as either regression or classification.
The four methods are represented as Pre-determined Features (PF), Pre-
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Figure 4.1: Approach overview: 1©PF 2©PF2 3©PMB-LDA 4©PMB-sLDA. LDA and
sLDA plate notation from [1]
tent Dirichlet Allocation (PMB-LDA), and Supervised LDA on Population Mobility
Behaviors (PMB-sLDA).
4.2.1 PF
In this approach, a vector containing pre-determined behavioral features, which
are designed on the hypothesis about mobility and socioeconomic level, represent
each region Ri. I present two groups of features: user-based and tower-based fea-
tures. User-based features characterize individual behaviors, and tower-based fea-
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tures characterize general social (group-based) features associated with the geo-
graphical area covered by each tower.
The SEL of each region is determined based on the individuals who live there.
The hypothesis is that any calling activity after 6 pm will highly probable to be
associated with the home location. For users who have only one such place, the
tower is assigned as the home tower. If an individual has more than one tower
associated with her activity, home is determined as the tower which percentage of
activity after 6 pm represents at least 30% of the overall activity for that user. If
such tower does not exist, the home location cannot be identified. Thus the user’s
behavior won’t be taken into account to compute the user-based features. However,
it is considered for the tower-based features.
The following user-based features are defined: consumption features, mobility
distance, the radius of gyration, mobility entropy. Tower-based features represent
aggregated activities at a tower level. These features measure all call activities that
have been taking place in the area covered by the Voronoi polygon that approximates
the coverage of the cellular tower.
Other than mobility entropy, the distributions of user-based features are heav-
ily skewed. The regional feature value cannot be simply computed by mean of
individual values since a small proportion of large values can highly affect the av-
erage value of a region. For these features, I calculate the composition of low-,
medium-, and high- subgroups to characterize each region. Specifically, based on
the distribution of feature values of all individuals, two thresholds are identified to
define three ranges. For example, for the consumption feature, individuals with less
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than 28 output calls belong to the low output subgroup; more than 66 belong to
the high; the rest belong to the medium. For each region, I calculate the percent-
age of individuals fall in the three ranges. The threshold values are set based on
correlation analysis between percentage values and SEL. At the end of this process,
each tower region is characterized by a set of features based on user-based behav-
iors. Each feature is represented by a set of three ranges of characterizing values
per sub-group.
Tower-based features represent aggregated activities at a tower level. These
features measure all call activities that have been taking place in the area covered
by the Voronoi polygon that approximates the coverage of the cellular tower. The
following tower-based features are defined: Newcomers, new visits, the proportion
of newcomers to residents, the number of input/output calls.
After the representation of region features, a correlation analysis is used to
detect features that are highly related to SEL. Then, regression and classification
methods are applied to train models based on these features. The algorithm is
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described in Algorithm 1.
Algorithm 1: PF
1 foreach Region Ri do
2 foreach User feature Fjdefined in Ri do
3 Calculate Fj;
4 Update Ri = [F1, . . . , Fj];
5 end
6 RSi = (Ri, SEL);
7 end
8 if SEL ∈ < then
9 Train and test on ∪Ni=1RSi using SVR and RFR;
10 else
11 Train and test on ∪Ni=1RSi using SVM and RF;
12 end
4.2.2 PF2
In the method of PF, the features are built based on the hypotheses between
socioeconomic development and human behaviors. However, the features are com-
posed with statistic aggregation of individual behaviors, which may lose details that
can be important for discriminating regional SEL, for example, the information of
when and where to go in mobility features.
PF2 method directly uses individual mobility activity as features for regions.
Mobility motifs are defined as transition activity containing origin and destination
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regions associated with the time range when the event happens. As a result, each
region is represented by such motifs as features. Specifically, the mobility motifs
are derived from CDRs as follows. Suppose one cell phone record is represented as
(i, j, Ri, Rj, T,D), where a phone number i in region Ri calls to phone number j in
Rj at time T and day D. Then, two consecutive records from one person generate
one mobility motif. For phone number i, if the next record is (i, k, R′i, Rk, T
′, D′)
where a combination of (T ′, D′) > (T,D), it indicates the activity of i from Ri to R
′
i.
Then, we can extract a mobility motif for region Ri as (out, R
′
i, T ), which means an
individual outgoing transition to R′i at time T. At the same time, R
′
i has an involved
transition (in, Ri, T
′), which means an individual incoming transition from Ri at
time T ′. A call record means the status of someone in some region, but not transition
status. A precise time point does not mean the time of leaving or arriving. So, the
time is discretized into six four-hour ranges, i.e., T ∈ {[0, 4), [4, 8), . . . , [20 − 24)}.
On the one hand, it avoids the error caused by the precise timestamp; on the other
hand, it reflects the population mobility trend. For example, a trip in time range
[16, 20) is probably going home from work.
By this way, each region is represented by the mobility motifs related. The
discriminative algorithms described in 4.2.1 are applied.
4.2.3 PMB-LDA
In the method of PF2, mobility motifs are features. However, the variety of
mobility activity leads to excessive data dimensions, which requires high computa-
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tion consumption, and some spatiotemporal activity features may not be correlated
with SEL. In this part, I propose a generative method to extract large probabilistic
behaviors, which can be interpreted as population mobility behavior (PMB). Mobil-
ity motifs in geographic units can be used to discriminate regional SEL since these
motifs reveal functions of regions that are related to SEL. The function of a region
causes a certain pattern of mobility. Under this scenario, I firstly use an unsuper-
vised method to reveal PMBs across regions and use the PMBs as features to infer
regional SEL.
LDA is widely used for detecting topics of documents; thus, the meaningful
co-occurrence patterns of words. To find spatiotemporal patterns out of mobility
motifs, I apply LDA to extract the PMBs (topics) from mobility motifs (words)
of regions. Each region is composed of a distribution of topics with different pro-
portions, while each topic is composed of a distribution of words. The topics are
shared across all regions. Each region is a combination of topics with different pro-
portions. A vector of topic distribution is used as input to discriminative regression
and classification algorithms to infer the SELs.
The LDA requires the number of topics as a preset value. However, it is hard
to identify how many topics are contained in the spatiotemporal data, so I execute
multiple experiments and identify the number of topics when the prediction accuracy
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is highest. The process is shown in Algorithm 2.
Algorithm 2: PMB-LDA
1 Draw PMB proportions θ|α ∼ Dirichilet(α);
2 foreach mobility motif do
3 Draw PMB assignment zn|θ ∼ Multinomial(θ);
4 Draw mobility motif wn|zn, β1:K ∼ Multinomial(βzn) ;
5 end
6 foreach region do
7 Ri = [PMB1, . . . , PMBn] (n is number of topics)
8 end
9 if SEL ∈ < then
10 Train and test on ∪Ni=1RSi using SVR and RFR;
11 else
12 Train and test on ∪Ni=1RSi using SVM and RF;
13 end
4.2.4 PMB-sLDA
Other than the unsupervised way to generate PMBs, they can also be gener-
ated under the known SEL values, which means the set of latent topics or PMBs
are generated in a supervised way. I use the supervised Latent Dirichlet Allocation
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(sLDA) to implement this, which is described in Algorithm 3.
Algorithm 3: PMBSEL-sLDA
1 Draw PMB proportions θ|α ∼ Dirichilet(α);
2 foreach mobility motif do
3 Draw PMB assignment zn|θ ∼ Multinomial(θ);
4 Draw mobility motif wn|zn, β1:K ∼ Multinomial(βzn) ;
5 end
6 if SEL ∈ < then
7 Draw SEL y|z1:N , η, θ2 ∼ N(ηT z̄, θ2) ;
8 else
9 Draw SEL y|z1:N ∼ softmax(z̄, η)
10 end
z̄ is defined as the empirical frequencies of PMBs in the region. The response
comes from a linear model, while η indicates the regression coefficients. In this
process, the document is generated first, thus sampling process of words and topic
assignments. Then, based on the document, the responsible variable is generated.
The regression coefficients directly join in the optimization process. In contrast to
the PMB-LDA model, where the regress variable depends on the topics distribution
and has nothing to do with the topic generation process, this method generates
topics that can better explain the variance in the response variable. It is proved to




The data used for experiments is Call Detail Records (CDRs). In cell phone
networks, base transceiver stations (BTS) or cellular towers are in charge of giving
coverage to cell phone devices. Each area covered by a BTS tower is called a cell.
For simplicity, the cell of each tower is a two-dimensional and non-overlapping region
segmented by Voronoi diagrams. It is a widely used method in geography to segment
spaces based on the location of points [26]. Whenever an individual makes a phone
call in a cell, the call is transmitted through the tower and generate a CDR. The CDR
contains information of encrypted phone number, call time, type (in/output call),
duration and the tower that transmit signals. It offers information about who stayed
in which region at that time. A time series CDR for one person reflects his rough
mobility trajectory. After removing super numbers that have an excessive number
of calls or involve with too many cell tower from the data, there are 134 million calls
by 1.8 million individuals. The records with these numbers are removed since they
tend to be business or spam numbers that cannot reflect individual behaviors.
In this study, the SEL is municipal poverty incidence provided by the World
Bank. It represents the proportion of the population below the poverty line in the
municipal area. The SEL values are continuous. For completeness, I also separate
SEL values into three different ranges and report the result of classification. The
classification results can determine whether the method accurately predicts the so-
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cioeconomic level one region falls in. Finally, there are 48 regions labeled as level
A (lower poverty incidence, high socio-economic level), which represents high SEL,
78 regions with level B and 67 regions with level C (high poverty incidence, low
socio-economic level).
4.3.2 SEL Inference
With the above data, each geographic unit is represented by the feature vector
and the SEL. I frame it as a regression or classification problem based on the SEL
values.
To test whether the features are indicative of SEL, I randomly divide the 186
units into a 75% part as the training dataset, and 25% as the testing dataset. Each
time, the training data are used to train the support vector machine (SVM) or
Random Forest (RF) model, the inference accuracy on test data are reported. To
ensure the model is biased because of the data division, I repeat this process for
100 times and report the average accuracy across all runs. For regression problem
on continuous SEL values, R2 and RMSE are used. For discrete SEL values, I
calculated precision and recall per class and reported F1 score, which is a value
reflecting the combination of precision and recall. Meanwhile, because accuracy for
each class may be biased toward the majority, I also report average F1 score and
average accuracy to evaluate the overall performance F1 = 2∗Precision∗Recall
Precision+Recall
.
Similarly, the discriminative models are applied to the mobility motif features
described in 4.2.2. In total, there are 4.4 million mobility motifs across all regions,
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with an average of about 23,700 motifs per region. Using the motifs extracted
in PF2, I conduct a series of experiments by adjusting the number of topics for
PMB-LDA and PMBSEL-sLDA. As Figure 4.2 shows, PMBSEL-sLDA performs
best when we set the number of topics as 25. For PMB-LDA, either with algorithm






















Figure 4.2: R2 per number of topics for PMB-LDA (SVR and RF) and PMBSEL-
sLDA approaches.
The regression results are shown in Table 4.1. Both topic model approaches
have the relatively better R2 and lower RMSE. In PMBSEL-sLDA, the R2 is high-
est as 0,7802, which means the topic features can explain about 78.02% of the total
variance in SEL. Meanwhile, the R2 increases 0.1514 compared to the RF on user be-
havior features, and 0.0875 in PF2, which is the best case in pre-determined features.
In comparison, the supervised topic model on mobility motifs (PMBSEL-sLDA) is
better than the methods on-topic features by the unsupervised topic model (PMB-
LDA). The R2 increases about 9%, and the RMSE decreases about 15%, meaning
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that supervised topic models can reveal latent population mobility behaviors (PMB)
that are highly indicative of SEL. This result is consistent with another study con-
ducted by [1]. Also, the result shows that PMB is better used for inference of SEL
than simple mobility motifs even they contain all activity information about regions,
directions and time. It is probable that in mobility motifs there are activities that
are not highly related to regional SEL and can be noise if taking into account. Topic
model in a way reduces feature dimensions and extracts the principal components












Table 4.1: Accuracies for regression with topic models and pre-determined features.
The classification models built on SEL classes also show similar results (Ta-
ble 4.2). Both topic models show an improvement in performance, including average
accuracy and average F1 score. The supervised topic method (PMBSEL-sLDA) in-
creases about 6% for best case in pre-determined feature methods and about 4% for
PMB-LDA. PMBSEL-sLDA achieves relatively balanced results across all classes.
Although RF in PF2 has a good average F1 score, the F1score is biased in the three
classes. The methods show spatiotemporal data are highly correlated with SEL.
Through topic models, we can extract population mobility behaviors, which can
explain much variance in the regional SELs.
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CLASSIFICATION ACC AVG.F1 F1
A B C
PMBSEL-sLDA 0.7565 0.7526 0.7273 0.7283 0.8023
PMB-LDA
SVM 0.6237 0.6302 0.6609 0.5519 0.6777
RF 0.7130 0.7212 0.7786 0.6572 0.7276
PF
SVM 0.6200 0.6374 0.7409 0.5586 0.6128
RF 0.6440 0.6567 0.7468 0.5847 0.6387
PF2
SVM 0.4522 0.4510 0.4195 0.4198 0.5139
RF 0.7004 0.7100 0.7856 0.6283 0.7160
Table 4.2: Accuracy(ACC), average F1 and per-class F1 score with topic models
and pre-determined features.
4.4 Discussions
This study explores different methods of inferring SEL maps by cell phone
data. Specifically, it shows that topic models on spatiotemporal data can enhance
the existing approaches on predetermined features. The method of PF works mainly
from a micro perspective: the distance and mobility variety of users. However, cities
may have different urban form and radius, which also affects the commuting distance
and distance for accessibility. Special case, for example, is that rich people in cities
with a large radius would prefer living in the center of a city, where their travel
distance wont be high. They can also have high accessibility to opportunities and
services in the Central Business District (CBD); such activities would not contribute
to the variety of mobility. While, public transportation enables people to travel
far with a bearable cost. So, low SEL people may spend more time traveling to
minimize the necessary cost of housing. The features in PF depend on assumptions
of similar urban form and use of public transportation, which, in reality, differs a lot
in cities. Although PF in our situation achieves acceptable accuracy, the inference
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performance may vary for different cities or countries.
In consideration of that, PF2, PMB-LDA, and PMBSEL-sLDA are more ro-
bust. The methods only use the spatiotemporal data, which are mobility transition
statuses across different regions. Mobility motifs only take into account the place
and time and do not include any information about distance. Meanwhile, topic mod-
eling methods also provide important information about which topics are related to
socioeconomic development.
4.5 Limitations
Data-driven methods have limitations which come from biased representation
of data. First, the penetration rate of cell phone use is not 100% in the country
I studied. There are groups of people, especially those who have socioeconomic
disadvantages in certain geographic regions do not have access. Therefore, data
about these people are unavailable. They are the group of people who need help
and should be considered in the socioeconomic development plan. In this situation,
cell phone data cannot substitute the role of human investigation. The bias caused
by the data should be considered.
Second, the digital trajectories extracted from CDRs are only approximation
of real mobility traces. In general, people who travel a longer distance show longer
mobility distances in digital trace. However, mobility that happen in small scopes
(e.g. inside the coverage area of one tower) are not reflected in CDRs. If people move




Chapter 5: Study 2: Understanding Online Communications during
Natural Disasters
A growing number of citizens and local governments are using tweets to com-
municate during natural disasters. A good understanding of the communication
contents and behaviors is critical for disaster relief. Previous work has used crisis
taxonomies or manually labeling methods to understand the content. However, such
methods usually require extra efforts to find insights related to specific events. In
this study, I use a semi-automatic framework to extract topics from the communica-
tion contents of citizens and local governments, combined with the spatiotemporal
information to explore: 1) the spatiotemporal bursts of topics; 2) the change of
topics with respect to the severity of disaster; 3) communication behaviors. I use
tweets collected during 18 snowstorms in the State of Maryland, US. The study
reveals user needs in different communities.
5.1 Research Question
There have been a growing number of people using social media for communi-
cation during natural disasters such as snowstorms or floods [155]. Twitter has been
used by organizations or local governments as an information-spreading tool [114];
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as a platform for situational awareness [156]; or to connect and engage with citi-
zens [155]. However, local government or organizations usually lack the information,
policies or guidelines to make communication strategies as when to post what kind
of information in emergencies [157].
A good understanding of citizens online communications during natural dis-
asters would allow local governments to better cater to their needs [158]. However,
identifying the specific issues for certain disasters is not straightforward. There have
been attempts by utilizing taxonomy with predefined sets of crisis communication
categories [112,113]. Nevertheless, the identified topics are usually too general. For
example, in CrisisLex there is a predefined category of Infrastructure and Utilities
with words such as damage and road closures, but it provides little information
about specific issues. On the other hand, unsupervised methods such as spatiotem-
poral analyses on tweets have been studied a lot for situational awareness during
events or natural disasters [107, 159]. However, they require interactive efforts to
determine whether the clusters of topics are relevant.
This study uses a semi-automatic framework to extract disaster-related topics
out of the communication contents from citizens and local governments and analyzes
the communication patterns at different spatiotemporal scales. First, the framework
includes a mechanism that filters out irrelevant information based on the quality of
topics generated by the topic model. Second, a topic model is proposed that can
explore the topics discussed in a data-driven manner instead of using pre-defined
taxonomies. Each tweet is labeled with a topic extracted from the tweets themselves.
The geotag tweets with relevant topics are valuable communication footprints for
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us to explore the topics discussed by citizens and local governments. Finally, these
digital footprints are analyzed from multiple perspectives, such as under the context
of the severity of the disaster, or whom to mention (mention other Twitter accounts
by using @ in a tweet, simplified as @ behaviors in the following text).
The proposed framework has several contributions to the state-of-the-art: 1)
digital communication footprints are identified in an unsupervised manner by the
topic model. This type of learning requires minimal human efforts for labeling, and
can reveal more insights into the specific types of issues regarding different disasters,
instead of commonplace topics from predefined crisis taxonomies; 2) comparative
analyses of communication contents between citizens and local governments are
conducted at different spatiotemporal scales to identify the potential communication
gaps. Specifically, burst analyses on digital communication footprints are utilized to
identify the emerging issues specifically relevant to the disasters; topics and themes
on the roads are analyzed to show the priorities of users on different types of roads;
the @ behaviors are studied to identify whether users have a clear perception of
whom to communicate regarding certain issues. The findings can potentially help the
local governments to identify citizens needs and make decisions on how to respond
under certain conditions during natural disasters.
5.2 The Proposed Method
The framework has four main components (Figure 5.1): (1) data preparation,
which describes what kind of tweets to collect and how to clean; (2) tweet selection,
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which presents a method on using hashtag tweets as the gold standard to compute
the similarity score of geotag tweets and selecting the top similar ones as relevant
tweets for topic extraction; (3) topic identification, which extracts and annotates
topics communicated online; (4) digital communication footprint analyses, which
characterize the distribution of topics at different spatial and temporal scales, and
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Figure 5.1: Overview of the proposed framework.
The case study in this work is about snowstorms, which usually involve with
the closure of schools and government offices, food shortage in preparation, and
traffic accidents due to slippery roads. Although cities are usually well prepared,
these problems still exist and heavily disrupt citizens. There is a critical need for
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a communication channel between citizens and local governments, where citizens
report the problems and help to spread the information from local governments, and
local governments circulate the preparation and response information to as many
citizens in need. Twitter is a widely used platform for such communication. With a
better understanding of citizens tweeting content and behaviors, local governments
can make better strategies to spread helpful information to citizens in need. The
data are collected from snowstorms in Maryland areas from November 2014 to April
2016. There are 18 snowstorms, including some harsh ones with snow depth of more
than 10 inches. Snow depth measures the depth of snow on the ground, which is a
combination of snowfall and the snow that was already on the ground. Here defines
a snowstorm period as one or more consecutive days when the snow depth is at least
2 inches.
5.2.1 Data Preparation
The framework incorporates tweets collected by two methods: hashtag tweets
that are related to disaster events, and streamed geotag tweets in the area where
the disaster happens. The research question focuses on the local citizens communi-
cations to bridge a connection between specific disaster issues and the local govern-
ments work. Therefore, the study focuses on geotag tweets with relevant topics, so
that problems in local scale can be identified.
The framework analyzes tweets from both citizens and local governments. Lo-
cal government tweets are collected by scraping information from the web page. The
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Twitter handlers representing the local government agencies from the 24 counties in
the state of Maryland are collected. In total, there are 83 official accounts and 18,
688 tweets in the set. Local government tweets are generally not geotag, but it can
be analyzed at the county level based on the account handler.
Citizen tweets are collected by Twitter streaming API using hashtags (denoted
as HT) and geo-location (denoted as GT). The snowstorm-related tweets are col-
lected with a list of 12 hashtags that were used during the 2014-2016 snowstorms in
Maryland (MD). Instead of generic hashtags such as #blizzard, the chosen hashtags
are closely related to the region studied, such as #mdblizzard, #mdsnow. The final
dataset contains 96,423 tweets. Geotag tweets were collected as those fall inside the
states boundary defined by the state shapefile. Tweets that are not in the time range
of snowstorms are eliminated. A snowstorm period is defined by the days when snow
depth is at least 2 inches, and two days before and after those days, since there is
usually prediction about snowstorms and information about after-effects generated
after snowstorm days.
Only individual citizen tweets are taken into consideration in this study. There-
fore, accounts that are potentially representing organization or spammers are re-
moved. The final cleaned dataset has 169, 987 tweets after these filters.
Before tweet ranking and topic modeling, several preprocessing steps are em-
ployed to remove noisy tweets: firstly, stop words, emoticons, and punctuations in
tweets are removed. Then I replace specific numbers with the word NUMBER and
different road names with ROADNAME since there are different types of numbers
and road names that are frequent in tweets, expressing similar meaning but hard to
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model if they were presented as the original format. After that tweets with less than
4 words left are removed since it is usually hard to identify the content of tweets if
they are too short. There are 163,019 tweets after the preprocessing. By using the
geotag tweets from citizens, it is acknowledged that only the communications from
users who have enabled the geo-location are captured. However, only in this way it
is possible to extract meaningful local information and analyze tweet contents in a
fine-granulated spatial scale.
5.2.2 Tweet Ranking and Selection
Geotag tweets are collected during the snowstorm days; however, there is a
significant proportion not talking about the snowstorms. In this part (See Tweet
Ranking & Selection in Figure 5.1), I will introduce: (1) a method of ranking geotag
tweets by their similarity to the hashtag tweets, which are assumed to be the gold
standard as tweets relevant to snowstorms, and (2) a method to choose a threshold
that defines the final subset of geotag tweets potentially talking about snowstorms.
This selection is exclusively for citizen tweets since the local governments tweets
during a disaster typically focus on disaster-related topics [105].
In (1) I use a method called ranking by cross-entropy [160]. It firstly takes
all hashtagged tweets (HT) for computing a language model that characterizes the
frequency of the n-grams in the text. The output language model is denoted as
the in-domain model. In contrast to HT tweets, all the geotag tweets (GT) are
considered as general-domain tweets as they contain some tweets irrelevant to the
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snowstorm topics. The same process is applied to the GT to generate the second
language model named the general-domain model. Then a difference score between
the perplexity of the same tweet in the in-domain and general-domain models are
computed. A higher score indicates that a tweet is highly similar to the in-domain
language but highly dissimilar to the general-domain language.
The GT tweets are then ranked based on the difference score. However, how
many tweets should be chosen for topic analysis is still a question. Since the final goal
is to extract topics related to snowstorms, the threshold is evaluated by measuring
the quality of topics. It is assumed that if the selected geotag tweets are snowstorm-
related, together with the HT, they generate coherent topics. While if there are
many noises, i.e., tweets irrelevant to snowstorms, the extracted topics could be less
coherent, since the noisy topics usually are diverse. Therefore, here use the point-
wise mutual information score (PMI) to measure the quality and interpretability
of the topics extracted by Single-Topic Latent Dirichlet Allocation (ST-LDA). PMI
has been shown as the best way to model topic coherence and interpretability [161].
After this two-stage process, the threshold is identified as 20%, and 25 topics
are extracted as the combination gives the best PMI score (Figure 5.2). To show
that using the rank by cross-entropy difference is better than using a keyword-based
approach to select snowstorm-related tweets from all GT, I also compute the PMI
values for the keyword-based approach. For the comparative experiment, the key-
word list is obtained from two sources: (1) a list of words created by 5 local citizens
who are asked to provide as many words as they could for searching snowstorm-























Figure 5.2: PMI values for various thresholds (th) and number of topics (K) and for
the keywords approach.
list of 380 disaster-related words [108]. The two sources are combined to create
a list of 419 keywords, which are specifically related to the snowstorm events and
generally about disasters. I select a subset of GT tweets that contain these key-
words, put them together with HT tweets, and run the topic model to obtain the




For topic extraction, I apply the Single-Topic Latent Dirichlet Allocation (ST-
LDA) model, which is a variant of the topic modeling technique LDA [59]. Different
from conventional LDA, which assumes a document with the probabilistic associ-
ation of multiple topics, ST-LDA considers each tweet as a document and assigns
each tweet with only one topic, with a membership probability. Tweets with a mem-
bership probability of less than 0.75 are filtered out since they do not have clear
topics.
I run two ST-LDA models on citizens tweets and local governments tweets re-
spectively, because the number of local governments tweets is much smaller, and the
language of official tweets is usually more formal. If tweets from these two sources
were trained together, the topics could be hindered by the citizens topics [162].
To choose the best number of topics for local governments tweets, I explore with
different numbers of topics K and use the PMI to evaluate the coherence and in-
terpretability of the topics. The best PMI value is achieved when K is 45. The
derived topics are represented by the probabilistic association of words, which is
hard to interpret. Four annotators are recruited to help to summarize the content
of the topics and assign a label to each topic. Each annotator was given the twenty
top-ranking words in each topic, along with a sample of original tweets without pre-
processing and the membership probability in that topic. Based on this information,
they are required to give a descriptive label for each of the 25 citizen topics and 45
local government topics. The annotators were not offered any guidance about what
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labels to assign or any background knowledge about the task. Since there was no
communication among annotators, the wording they used could be different, such
as complaints offices delays versus office schedule change. To get consistent labels, a
protocol is designed to ask annotators to meet and discuss their labels, and evaluate
whether they are referring to the same topics. For these topics, they achieved a
final agreement on the names of the label. After that, the inter-annotator agree-
ment using Fleiss Kappa [163] is 0.78. For topics without full agreement, the label
achieves agreement over more people is used. Some topics are highly related and
thus are grouped into themes, for example, traffic accidents and driving conditions
are categorized into the theme of traffic. Finally, there are seven themes identified.





Thoughts and opinions around the impact of
snowstorms including the impacts on work, money
and food supplies in stores etc.
Sears has no love for their employees






Information about delays and closures of
school or offices
@FCPSMarylandd: Frederick County Public Schools
will open 2 hours late Friday Feb 20th, 2015
due to weather. @Ary Nikporaa
Complaints
Complains about schedule changes of offices or
schools, or suggestions that schools should
be closed given the harsh weather conditions
Mcps is the type of county that would still





Schedule changes or delays of public transportation
such as flight, train, metro and buses
20 hr travel day back to Europe starting w a 2
hr delay on 1st flight ... excellent ... NOT ... LOL.
Private Options Uber, Lyft, and price surges during snowstorms
How did I get an Uber Maryland today
without Surge pricing? [...] Thank you Uber
Traffic




Report of slippery road or snow on road Roads lookin ridiculously unsafe @MCPS
Response ∗ Snow Removal Tools, or progress of snow plowing Thank you @MCPS for not plowing your parking lots
Weather Info ∗ Weather Info Information/pictures about weather conditions Old Village and Mechanicsville Road (picture
was taken around 8:30 a.m.) this morning
Table 5.1: Themes and topics from citizen tweets, ∗ indicates common topics for
both citizens and local governments.
Table 5.1 and Table 5.2 show the themes and topics in citizens and local
governments respectively. Although models are trained separately on citizen tweets
and local government tweets, there are common topics, which are labeled the same,
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Notice of school or offices delays and closures
UPDATE: Anne Arundel County Government





Schedule changes or delays of public transportation
such as flight, train, metro and buses
RTA bus service remains suspended & will not
operate 1/25 [...] for service updates visit
Traffic
∗ Accidents Report of car crashes and road accidents Serious Accident: Road shut down on Veterans Hwy
between Brightview and Eastwest. Pleas avoid area.
∗ Driving
Conditions
Report of slippery road, road close or open
Update: #MdTraffic: Whites Cove Rd @
Ft. Smallwood Rd is reopened. Drive ”Safely”!
Preparedness Preparedness
Safety tips or advisory information of how to
get prepared for the snow storm
Protect your pipes against freezing by letting a
thin stream of water flow through faucet
Response
∗ Snow Removal Tools, locations and times and progress
of snow plowing
98% of County roads plowed at least once.
Constant work continues to the 2,600 miles [...]
Emergency
Services
Offering ways citizens can ask for emergency help,
the process of coping with emergency calls.
MCFRS Emergency Communications on ’CONDITION
RED’ due to heavy call volume [...]
Weather Info ∗ Weather Info Weather conditions such as snow depth, temperature Snow totals for AACO are up. Now in the 8-10 inch range
Table 5.2: Themes and topics from local governments tweets, ∗ indicates common
topics for both citizens and local governments.
and indicated in the tables with a * in front. The theme of economic and social
factors is exclusive to citizens. It is a mixed theme about different impacts of
the snowstorm on citizens life, such as companies forcing employees to work under
harsh weather conditions; food supply shortage in stores; working from home in bad
weather. The theme of preparedness is uniquely formed in local government tweets.
Both local governments and citizens use Twitter as a platform to notify sched-
ule changes of schools or offices in the theme government offices and schools. Mean-
while, citizens have many complaints about schedule changes or suggest that schools
should be closed given the harsh weather conditions. The words in the delays and
closure topic are mainly about times and places. While tweets labeled with the com-
plaints topic usually include trending words such as closefcps and usually describe
weather condition and delay or closure at the same time.
In public transportation, the topic of private option is exclusive to citizens,
which talks about surging prices of share rides such as Uber and Lyft. It raises a
question as what local governments can help to solve travel problems of citizens who
usually rely on public transportation.
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In the theme of response, the topic of emergency services is only shown in
local government tweets, which is mostly about offering ways in which citizens can
ask for emergency help and the process of coping with emergency calls.
Although both citizens and local governments share the theme of weather info,
the top-ranked tweets show that citizens mostly describe weather conditions or share
photos about the weather, while local governments usually give accurate information
about snow depth, temperature.
5.3 Results
5.3.1 Spatiotemporal Burst
The purpose of spatiotemporal analyses is to understand the emerging issues
during snowstorms, i.e., the topics that attracted the attention of citizens of a closely
connected area in a short time. Here I apply the Space-Time Permutation Scan
(STPS) Statistics on citizens communication footprints to identify the significant
hot-spots [164]. The method is originally designed for detecting disease outbreaks. It
uses multiple overlapping cylinders as candidate windows, where the base represents
a geographic area, and the height represents the number of days. The geographic
area is searched by iterating over all geographic units with the circle radius from
zero to some predefined maximum value. For each location and size of the window,
the numbers of observed and expected cases are counted. Among these, the most
unusual excess of observed cases is noted.














Figure 5.3: Spatiotemporal clusters detected by STPS.
sidered as a case. To keep the fine-granulated spatial information, I choose the
Census Block Groups as basic geographic units for cluster detection, i.e., each tweet
is labeled with the Census Block Group it falls in as location.
Figure 5.3 shows the detected four hot-spots in Maryland (covered by blue)
located in: 1) the center of Baltimore City; 2) Prince George County, Northwest
Washington D.C. (DC); 3) Garrett County and 4) Montgomery County, North of
DC. For each cluster detected, the percentage of themes are computed.
Local government tweets are usually not with geotags. However, the location
can be identified by the account information. For each cluster, I retrieve the official
tweets from the same county within the same time range to compute the themes of
communications. I also compute the themes for all the other tweets that are not
clustered in hot-spots as a baseline.
Figure 5.4 shows the identified themes for citizens and local governments. In



































Figure 5.4: Themes of tweet clusters by citizens and tweets by local governments in
the same spatiotemporal scale.
tion in citizen tweets, while local government tweets are more about preparedness
and response. There are more tweets about traffic (13.69%) than public transporta-
tion (2.42%) from citizens, which presumably because more citizens suffered from
the impact of snowstorms on traffic than public transportation. While generally,
local governments published more information about public transportation.
By comparing the themes in hot-spots and the baseline, the prominent issues
can explain why the hot-spots are formed. Of the four clusters, Cluster 1 is in the
Baltimore City with urban form. It shows a major theme, i.e., government offices
and schools (36.93%), of which, 34.66% is about delay or closure information, while
2.27% are complaining tweets. These numbers show citizens care about this issue
and have the motivation to spread the information, however, only 7.66% of the
tweets from the local government are about schedule changes of government offices
and schools. It shows insufficient communication directly from local governments
to citizens, assuming that if the issue is well communicated, the hot-spot cluster
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would not be formed. Meanwhile, the local government has a heavy focus on snow
removal information, which takes a proportion of 34.99%. The difference seems to
reflect that local government has a mismatch for citizens needs.
Cluster 2 in Prince George County and Cluster 4 in Montgomery County have
similar theme proportion, which could due to the similar urban landscape and the
developed public transportation system. They both located in the surrounding DC
area, where the beltway I-495 and highway I-95 go through. These two clusters
have the themes of response and public transportation similar to the baseline. Most
noteworthy, the theme traffic is prominent in these two clusters. It accounts for
19.29% in Cluster 2 and 18.42% in Cluster 4, which is higher than 13.69% in the
baseline. Of the traffic tweets in Cluster 2, 55.52% are about accidents. In Cluster
4, the proportion is 78.56%. They both have a much higher proportion of accident
topic in traffic theme compared to the baseline, which is 15.49%. It shows that when
there is a heavy snowstorm, highways in these two areas have a potential higher risk
of car accidents, which should be paid attention.
Cluster 3 in Garret County mainly locates in suburban and rural areas. The
theme pattern shows significant differences from that of Cluster 2 and 4. In this
cluster, citizens do not discuss weather info, preparedness or public transportation.
On the contrary, traffic and response tweets take a much more significant propor-
tion than the baseline. Unlike Cluster 2 and 4, where most traffic tweets are about
accidents, the major traffic tweets in this cluster are about driving conditions. The
local government tweets only cover the themes of government offices and schools
(88.24%), preparedness (3.92%) and response (7.84%). The large proportion of traf-
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fic theme in citizen tweets and the lack of traffic information from local governments
reflect the differences in communications. It might indicate a need for better road
conditions during snowstorms from the citizens side, which local government could
pay more attention to.
In summary, using spatiotemporal cluster analysis, I detected four clusters
that indicate different issues during snowstorms. The cluster in Baltimore City
shows a mismatch between the citizens information needs and the communication
contents in local government accounts. The clusters in Montgomery County and
Prince George County show the issues urban citizens usually concern about, which
have a focus on the information on the traffic, public transportation, and government
offices and schools. Comparatively, the cluster in Garret County reflects different
issues to be prioritized for suburban and rural areas, which is traffic and response.
Local governments may take actions accordingly during snowstorms.
5.3.2 Themes and Topics in Roads
Figure 5.5 shows the digital communication footprints for local governments
and citizens on roads. The objective is to understand the topic distribution for
a given spatial scale, and to compare across local governments and citizens. To
carry out the analysis, the framework assigns each geotagged tweet in CT to the
county whose geographical boundaries contain the geolocation of the tweet; and
to the road whose boundaries, with a 2m buffer, include the location of the tweet.
TIGER/Line shapefiles are used to extract the exact boundary information [165] for
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the 24 counties and for five types of roads: interstates, freeways, principal arterials,
minor arterials and collector streets. Local government tweets in LT are not geotag
and as a result are assigned to the county of the agency represented by the twitter
handle; or to roads (without a specific type) if the twitter account is from a local
transportation agency.
The first two bars on the left, represent the average footprint across all types
of roads for local government (LT ) and citizen (CT ) communications. We observe
that, similarly to the county communication footprints, local government communi-
cations focus on preparedness and response, possibly offering pre-snowstorm advice
and updates about snow removal strategies. However, we also observe that the of-
ficial discourse on roads puts a lot of weight on communications about traffic and
public transportation, with tweets spreading details about accidents or driving con-
ditions; and offering information about delays and closures of public transportation
services. On the other hand, citizen communications on roads still focus on economic
and social factors (35%), and government offices and schools (14%). However, citi-
zen traffic-related communications have almost doubled with respect to their county
communications, from 18% to 35%. Looking in depth into the citizens’ communica-
tion footprints for each type of road (Figure 5.5, five bars to the right), we observe
that the distribution of topics changes from larger roads (interstates, INT. or free-
ways FRE.) to smaller roads (principal and minor arterials PRI.,MIN. or collectors
COL.). Interestingly, while citizens mostly focus on sharing accident information
and driving conditions with others when they are on large interstates or freeways
(65% average communications on the traffic theme), the discourse changes towards
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economic and social factors (48%) when we move to smaller arterial and collec-
tor roads. This reflects that citizens’ communications during snowstorms change
depending on the physical spaces they occupy. Driving in large roads during snow-
storms encourages a utilitarian approach with drivers sharing useful information
(Twitter as a news platform) while smaller roads bring them back to opinion and
























Figure 5.5: Distribution of themes and topics on roads.
5.3.3 Interactions between Citizens and Local Government Accounts
I use the digital traces labeled with themes to analyze the interaction behav-
iors between citizens and local governments regarding different issues. In Twitter,
citizens use the user mention function (mentioning other Twitter users in the text
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by using the symbol @ with a Twitter account, simplified as @ function) to com-
municate with certain accounts directly. Different from the text that shows in the
news feed of the followers page, the @ function is used as a direct communication












14001 4546(32.47%) 6427 37(0.58%)
Gov. Offices
and Schools
3283 980(29.85%) 1335 191(14.31%)
Public
Transportation
545 221(40.55%) 275 9(3.27%)
Traffic 3049 796(26.11%) 1034 58(5.61%)
Preparedness 347 94(27.09%) 124 6(4.84%)
Response 1031 348(33.75%) 465 36(7.74%)
Weather Info 18 2(11.11%) 2 0(0%)
Table 5.3: The @ behavior of citizens under various topics
Table 5.3 shows the number of citizen tweets under each theme and the analysis
of @ behaviors. On average, there are 31.37% tweets with @ behavior, while only
a small proportion (3.49%) refers to local government accounts. Among the topics,
citizens mention local governments more for the theme of government offices and
schools. Government accounts are being mentioned 191 times, which takes 14.31%
of all. On the other hand, government accounts are mentioned the least in the
theme of economic and social factors (0.58%) and public transportation (3.27%),
which may be perceived as less related to local governments by citizens.
The top mentioned accounts in economic and social factors include @Barack-
Obama, @EACgov, @BrubeEnberg, @Bexofeasttex, and @babyspittle, which are
accounts of politicians, political organizations and economists. The tweets men-
tioning these accounts are mostly about funding allocation for public services and
government responsibilities in disaster relief.
The top mentioned accounts in government offices and schools are @MCPS,
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@FCPSMaryland, @pgcps, @AACountySchools, and @fox5newsdc, which are mostly
education systems and news media. It shows that citizens have a clearer perception
of whom to ask for help or to report issues regarding the theme of government offices
and schools, comparing to other issues.
For public transportation, citizens mostly mention accounts of departments
that are in charge of schedule management during snowstorm days such as @Am-
trak, @wmata, or specific accounts that report public transportation information or
citizen complaints about the metro, e.g., @unsuckdcmetro, @unsuckdcmetr. Com-
paring to accounts handled by local governments, there are information hubs that
are more popular or more active in communications with citizens.
The frequently mentioned accounts in the topic of traffic are @EmpireFOX,
@MCPS, @MCPSsnow, @vbalradio, and @WTOPtraffic. Although there are gov-
ernment accounts, such as Sheriffs in counties, and Departments of Transportation
working on traffic issues during disasters, citizens appear not to be aware of those
accounts or not to be motivated to communicate with them. Comparatively, citizens
prefer to spread traffic information through news media outlets or radio stations.
For preparedness and response related tweets, people also tend to mention news out-
lets such as @fox5newsdc, @cbsbaltimore and @capitalweather from the Washington
Post.
The analysis shows that citizens usually do not have a clear idea about the
government accounts they can communicate with through Twitter. Although the
@ behaviors are common over almost all themes, the frequency local government
accounts being @ is rare. The exception is for the theme of government offices and
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schools, in which the @ behavior to local government accounts is much higher. From
the top mentioned accounts, we see that citizens prefer media accounts and super
users that act as information hubs in the Twitter platform for communication.
5.4 Limitations
The limitation of this study lies in the following perspectives: First, the geotag
tweets are a biased representation of all citizen tweets. The geotag tweets for topic
analyses can be a small proportion of all tweets posted by local citizens. Considering
that the location service users are biased towards younger users, users of higher
income, and users in urbanized areas [166], the result reflects more concerns from
this group of people.
Second, the theme composition is computed based on the assumption that
digital traces are equally weighted, which to some extent reflects the focus of on-
line communication by citizens and local governments. However, to evaluate the
efficiency of local government communication, it would be more important to un-
derstand the impact, i.e., the number of citizens who received the necessary in-
formation in time. The impact of each tweet can be different depending on the
popularity of the account that published it and the way people spread it online. A
piece of information might achieve large audience coverage if citizens participated
in the spreading of the information.
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Chapter 6: Study 3: Identification and Characterization of Internal
Migrants with Cell Phone Data
6.1 Introduction
Internal migration refers to the migration of individuals from one region to
another within the same geopolitical entity, typically within the same country [167,
168]. There has been an increase in the volume, types, and complexity of human in-
ternal migration in recent years [169]. Considerable attention has been given to the
study of the determinants and consequences of internal migration using macro-level
and micro-level analyses. Macro-level studies are carried out using a combination
of various survey and census datasets, including origin-destination internal flows
as well as demographic and socio-economic data, to assess the role that specific
variables might play as both determinants or consequences of internal migration
movements [120]. However, such methods are unable to reveal the nuanced causes
and consequences of individuals’ migration behaviors, which are important infor-
mation for the development of policies that aim at the intervention of individuals’
adaptation process. Micro-level analyses reveal the physical and psychological sta-
tus of migrants after their migration by using interviews and surveys. The data
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acquisition process is usually expensive, making it hard to scale to a large popula-
tion. On the other hand, cell phone data enable us to look into the behavior traits
of individual migrants of a large scale [170]. Due to the geographical scale, the data
also enable the examination of internal migrants with other contextual information,
for example, to compare migrants in urban or rural settings. Since cell phone meta-
data contains the georeferenced locations visited by an individual and her contacts,
it allows to model individual behaviors both in terms of spatial dynamics as well as
social networks. In this study, I present a framework that uses information extracted
from cell phone metadata to reveal internal migration behaviors that could guide or
complement the research agenda of micro-level migration researchers working to un-
derstand the physical, social and psychological decision processes behind migration
experiences.
The proposed framework allows to reveal internal migration behaviors with a
focus on immediate post-migration behaviors and the role of pre-migration activities
from two perspectives: spatial dynamics and social ties. The main objective is to
carry out large-scale analyses of internal migration trends so as to reveal individual
migrant behaviors that would benefit from further qualitative studies through per-
sonal interviews or individual surveys. Ultimately, we expect the analyses to inform
migration researchers of pre- and post-migration behaviors that would benefit from
further qualitative analysis.
The proposed framework consists of three parts. First, the framework uses
features extracted from the cell phone metadata to identify potential migrants in
the dataset. I present a method to identify internal migrants and evaluate its ac-
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curacy using real census migration data. Second, the framework uses the identified
migrants to characterize immediate post-migration behaviors i.e., analyzing the spa-
tial dynamics and social networks of migrants post-migration, and compare these
against behaviors from locals that have not undergone any migration process. Third,
I analyze the role that pre-migration spatial dynamics and social networks might
play in the same post-migration behaviors shown by internal migrants. I evaluate
the proposed framework to study internal migration behaviors in Mexico, using a
dataset with eight months of anonymized cell phone metadata from over 48 mil-
lion subscribers; and I show how the findings could complement future qualitative
studies in Mexican internal migration.
6.2 The Proposed Method
There are limitations of survey data: the survey samples are usually limited
and sometimes biased, and the results usually depend on respondents’ intentions
rather than the actual deeds [171]. While, the cell phone data can be used to
study internal migrants on a large scale, thus overcome the potential limitation
of sample size if using survey methods. The CDRs are automatically generated,
which means the study is easily scalable. Meanwhile, the CDRs reflect multiple
dimensions of users behaviors including spatial dynamics and social networks thus
enables exploration of behaviors from multiple perspectives.
I present a framework that uses cell phone metadata to analyze internal
migrant behavior in the immediate post-migration period quantitatively and to
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evaluate the role that pre-migration behaviors might play on the immediate post-
migration activities of internal migrants.
The analyses focus on two types of behavioral features: spatial dynamics and
social ties. Spatial dynamics refer to the mobility patterns that individuals have.
These variables can reveal insights for the spatial dispersion or spatial diversity of
migrants, throwing light into the impact that migrations might have in how indi-
viduals explore their new physical environment. On the other hand, social features
provide information about the social ties of migrants, before and after migration,
which might help to analyze the role that social relationships might play in the
immediate adaptation of migrants to their new environment. To analyze the spa-
tial dynamics and social networks of internal migrants, we first need to identify
the migrants themselves in a cell phone dataset. I present a method that uses cell
phone metadata to identify long-term changes in home locations and evaluate its
accuracy against real, census-based, internal migration data. The framework will
contribute with quantitative methods to answer the following two research questions
(see Figure 6.1 for details):
RQ1. Characterization of immediate post-migration behaviors. I
present a method to analyze spatial dynamics and social networks in the immediate
post-migration period and to compare these against local individuals to assess the
behavioral differences potentially due to the migration. This analysis will reveal
insights that might be helpful for future qualitative studies focused on understanding
how internal migrants adapt to their new settings, and on the difficulties that they
might find in that adaptation process.
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Figure 6.1: Overview of the proposed framework and the two research questions it
answers: Identification of migrants, (RQ1) Analysis of the behavioral consequences
of internal migrants and (RQ2) Analysis of the potential causes of the post-migration
behaviors. RQ1 and RQ2 use two types of behavioral traits extracted from the data:
spatial dynamics and social ties
RQ2. Analysis of the role that pre-migration behaviors have on
post-migration activity. I describe a multivariate regression method to examine
and quantify the role that the pre-migration spatial dynamics and social networks
have in the post-migration behaviors that migrants show immediately after they
arrive at their new locations. The model can potentially be used as a tool to foresee
the types of spatial and social behaviors that internal migrants might have, given
a specific type of pre-migration population. Further qualitative research in this
direction, could translate into the development of policies to better assist and ease
the adaptation of migrants to their new surroundings [172].
I explore the applicability of the proposed framework and methods using cell
phone metadata for the country of Mexico, and present behavioral findings that
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illuminate the spatial dynamics and social relationships that internal migrants have.
6.3 Data Description
I use two main data sources, cell phone traces to characterize internal migrants,
and census information to evaluate the detection of migrants.
6.3.1 Cell Phone Data
To characterize migrant spatial dynamics and social ties, I use the information
collected by a cell phone network. Cell phone networks are built using a set of base-
transceiver stations (BTS) that are responsible for communicating cell phone devices
within the network. Each BTS or cellular tower is identified by the latitude and
longitude of its geographical location. The coverage area of each BTS is called a
cell. The geographical area covered by a cell mainly depends on population density,
and typically ranges from less than 1 km2, in dense urban areas, to more than 4
km2, in rural areas. For simplicity, it is common in the literature to assume that the
cell of each BTS is a two-dimensional non-overlapping polygon, which is typically
approximated using Voronoi diagrams [71,73].
CDRs are generated by telecommunication companies for billing purposes.
CDRs can be used to model spatial dynamics and social ties. Spatial dynamics are
characterized by features that use the geographical position of the cellular towers
used for placing calls, while social ties can be characterized using the people that
individual talks to. Sections 6.5.1 and 6.5.2 will describe in depth the specific
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features.
Here, I use an eight-month anonymized CDR dataset for the country of Mexico
(October 2009 to May 2010). To preserve privacy, original records are encrypted, and
all the information presented in the study is aggregated. From all the information
contained in a CDR, the study considers the encrypted originating number, the
encrypted destination number, the time and date of the interaction, and the BTS
that the cell phone was connected to when the call was placed.
The dataset contains 7 billion records from 39K cellular towers that cover the
whole country. I eliminate from the dataset all cell phones (and their corresponding
CDR data) whose activity can be assumed to correspond to a machine and not an
individual using the approach in [33]. This approach, which uses average measures
of reciprocal cell phone contacts and frequency to eliminate anomalous accounts,
was applied over the dataset leaving a final number of 48M unique cell phones in
the dataset.
6.3.2 Census Data
The census data to evaluate the identification algorithm is obtained from the
Mexican Statistical Institute (INEGI), a migration matrix at the municipality level.
The migration matrix is based on the ENADID 2010 survey (National Survey of
Demographic Dynamics) [173]. It records the number of people migrating from one
municipality to another from 2005 to 2010 across the whole country.
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6.4 Identification and Validation of Internal Migrants
In this section, I present a method to identify internal migrants in a CDR
dataset automatically; and propose two approaches to validate that the migrants
and migration flow identified can be used as representatives of the country migration
flows at large. I carry out the validation by comparing the internal migrants, and
their migration flows against actual census data and report their similarity.
6.4.1 Identification of Internal Migrants
Since we only have an eight-month observation window with CDR data, I
define as internal migrants individuals that have a consistent home location for at
least three months and then move to another place, where they also stay for at
least three months. A similar method was described by Blumenstock et al. in [134].
With this definition, the internal migrants can be either long-term or short-term
(circular) migrants depending on whether they go back or not to their original
location sometime after our data collection period finishes [174]. A limitation of
our work is that I did not differentiate between these two types of internal migration.
However, since I compare this method against internal migration census data that
does not differentiate between the two, the validation is still consistent.
Home location algorithms are contained within a larger group of algorithms
used to identify the important or meaningful places of an individual from their
mobility information. Although the bulk of state-of-the-art focuses on CDR, the al-
gorithms can be used for any set of non-continuous location traces. In the literature,
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important places are typically classified as home, work or other [175]. The main
idea behind these algorithms consists in using some criteria to define time slots for
home, work, and other activities and then use the mobility information available to
identify the location of these important places. The most well-known approaches
include Ahas et al., who used an anchor-point model to identify home and work
and validated it with the actual geography of the population finding a high level
of correlation [176]; the work by Isaacman at al. who clustered cellular towers (or
active points) to identify home and work [177]; or the work by Frias-Martinez et
al. who proposed a genetic algorithm to identify the time slot that had to be used
to better characterize home and work [178].
Based on state-of-the-art described, I identify the daily pre- and post-migration
home location of an internal migrant as the most used BTS tower between the hours
of 6 pm and 6 am Monday through Thursday each week, with the assumption that
it is highly probable that a person is at home at night and on weekdays. We also
explored other home location methods based on the center of gravity of the most
used BTS towers as presented in [134,177]. However, the migration validation that I
discuss in this section showed that the best results were obtained for the time-range
method.
Finally, I assign home locations at the municipality level because the census
data that I use to validate our method measures internal migration at that gran-
ularity level. To identify internal migrants and their flows, we need to determine
the individuals whose home location was at a given municipality for at least three
months, and then changed to another municipality and remained the same for at
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least another three months. To achieve that, I compute home location (municipal-
ity) as explained, for each on a daily basis. If there is no information to identify
a home during a weekday, the last position identified for weekdays was assigned.
However, any user with at least one week without a home location assigned is not
considered as potential migrant due to a lack of mobility information. Once all daily
home locations have been computed, if at least 70% of the municipalities identified
as home location are the same, the individual is assigned that home for the month.
Finally, I search for individuals whose municipality home location throughout the
eight months of data changes only once, with at least three months in each munic-
ipality. Following this procedure, I identify a total of 18, 580 internal migrants in
the dataset.
6.4.2 Validation of Internal Migrants
We conduct two validation experiments to verify the consistency between the
migration flows detected with the above method, and the real migration flows.
Validation 1. I use the real migration flow matrix computed by the Mexican
Statistical Institute (INEGI) which is based on the ENADID 2010 survey (Na-
tional Survey of Demographic Dynamics) [173]. The survey records the number
of people migrating from one municipality to another from 2005 to 2010 across all
municipalities in Mexico. I use the internal migrants identified by our method to
compute a CDR-based migration flow matrix, and compare it against the official
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Figure 6.2: Goodness of fit with census-based and CDR-based Migration Flows.
The migration models explored are GravExp, NGravExp, GravPow, NGravPow,
Schneider, Rad and RadExt. The constraints are UM, PCM, ACM and DCM.
pute the correlations for: (i) the migration between each pair of municipalities i.e.,
correlation between each pair (origin,destination) in the flow matrix, (ii) the out-
bound migration across municipalities i.e., correlation between each pair (origin,all
destinations) in the migration flow matrix and (iii) the inbound migration across
municipalities i.e., correlation between each pair (destination, all origins) in the mi-
gration flow matrix. The results show a strong correlation between the real and the
CDR-based matrices with correlation coefficients of .60, .82 and .74, respectively
(with all p < 2.2e− 16).
Validation 2. The previous validation compared the official internal migra-
tion flows across five years against the CDR-based migration flows obtained with
eight months of data from 2009-2010. As such, the correlation coefficients might
be affected by the disparity in the data collection periods. To overcome this limi-
tation, I present a second validation that, rather than comparing actual migration
behaviors against CDR-based migration behaviors, compares the similarity between
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the outcomes of migration models and the two datasets. By comparing similarities
between model outcomes and actual migration volumes, we expect to minimize the
impact of diverse temporal windows in the analysis. There exist two main families of
migration models to explain internal or international migration patterns: Gravity
models [179] and Schneider’s Intervening opportunities models [140] (the latter
have evolved into Radiation models [180]).
While gravity models assume that the volume of migrations between two lo-
cations decreases with distance, intervening opportunities models assume that the
migration flow between two locations depends on the number of opportunities that
each location has i.e., the decision to migrate is not related to the distance between
the two places, but rather to the possibilities of settlement at the destination loca-
tion. The two types of migration models have been used in the past to explain both
migrations and commuting patterns with various levels of success [180–182].
I fit these two types of models using: (i) distances between origin and desti-
nation municipalities for the gravity models; and (ii) population of the municipal-
ities [183] as a proxy for intervening opportunities (as is currently done in state-
of-the-art for migration models [180]). Once these models are built, I compare its
theoretical outcome against the census-based migration flows, and the CDR-based
migration flows and reports prediction accuracy. I measure similarities between the
models and the flows using the common part of commuters feature (CPC) [181]
which measures the percentage of correct predictions for the number of people that
migrate to other municipalities. It varies from 0, when no agreement is found,
to 1, when the two migration flows are identical. Specifically, I fit the following
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migration models: Gravity law model with an exponential distance decay func-
tion (GravExp); Normalized gravity law model with an exponential distance decay
function (NGravExp); Gravity law model with a power distance decay function
(GravPow); Normalized gravity law model with a power distance decay function
(NGravPow), Schneider’s intervening opportunities law model (Schneider); Ra-
diation law (Rad) and Extended radiation law models (ExtRad). Each one of
this migration models considers four different constraints: Unconstrained model, or
UM , that just preserves the total number of trips; Production constrained model,
or PCM , that assumes that the number of trips produced by a geographical unit is
preserved; Attraction constrained model, or ACM , that assumes that the number of
trips attracted by a unit is preserved and Doubly Constrained Model, or DCM , that
assumes that both the trips generated and attracted are preserved (see [181, 184]
for further details).
Figure 6.2 shows the CPC results for both the census-based migration flows and
the CDR-based migration flows for each migration model and each constraint. The
extended radiation law model (RadExt) [185] is the one that performs the best with
a relatively high goodness-of-fit of 0.8143 for the census-based migration flow; while
for the CDR-based migration flow, the normalized gravity law (NGravPow) performs
best with a goodness-of-fit of 0.8343. These results indicate that the set of internal
migrants identified using the method proposed in this section appears to represent
well the real internal migration flows at the country scale. Next two sections will
use these internal migrants to analyze immediate post-migration behaviors and the
role of pre-migration behaviors
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6.5 Results
With the detected migrants, I conduct the following analyses to characterize
the behavior consequences of internal migrants and how their pre-migration behav-
iors relate to their post-migration activities.
6.5.1 RQ1: Behavior Consequences of Internal Migrants
In this section, I analyze the internal migrant behavior in the immediate post-
migration period from two perspectives, Such comparison will allow us to identify
behavioral differences that could be potentially explained as consequences of the
internal migration process, rather than as artifacts of the new physical environment
i.e., a migrant might change her commuting patterns post-migration, but this could
be due to the fact that one is migrating to a city with a different urban geography.
Related work has shown that spatial dynamics and social networks are often shaped
by their physical environment [186–188]. Thus, by looking at differences with local
behaviors, we expect to discern between changes due to the physical environment or
issues that migrants face and that are specific to their migrant community. We iden-
tify the local population (locals) in the CDR dataset as individuals who have a home
location assigned to a municipality where internal migrants migrate to, and whose
home location is the same throughout the length of our dataset (eight months). Us-
ing the home location algorithm explained before and these requirements, there are
1, 505, 868 local residents across all municipalities that I have identified as migrant
destinations. To assess that the local population sampled as local can be used as a
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representative of the population at large, I compute Pearson’s correlation between
the real population numbers per municipality and the population sampled as lo-
cal for that municipality. The two values are consistent across most municipalities,
with a high Pearson’s correlation coefficient of 0.8570, and a Spearman’s coefficient
of 0.8295 (with p < 2.2e− 16 for both), showing a high-rank correlation as well.
Our final objective is to analyze the immediate post-migration behaviors of
migrants and compare these against the behaviors of locals to assess migrant be-
haviors potentially the consequence of the migration process itself and not of the
physical environment they migrate. I carry out this comparison by modeling spatial
dynamics and social network features for both migrants (pre- and post-migration)
and locals with the CDR data available. Next, I identify the migrant features that
show statistically significant different values between the pre- and post-migration
periods, reflecting behavioral changes. After that, to discern between behavioral
changes due to the new physical environment or to the migration process itself, I
compare the post-migration migrant features against the same features computed
for locals. Statistical analyses between the two distributions will allow us to iden-
tify behavioral differences that could be attributed as consequences of the internal
migration movement.
Spatial dynamics We consider the following features to characterize individ-
ual spatial dynamics regarding spatial dispersion, diversity, and entropy:
1) Number of Municipalities Visited. It is computed as the monthly average
number of municipalities visited by an individual. This feature is calculated identify-
ing the municipalities that correspond to the cellular towers where a given individual
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Features
Mean and SD after Box-Cox
Welch’s t-test Cohen’s d
t p-value d Effect Size
#1. Number of
Municipalities
34.3860 <2.2e-16 0.3189 small
#2. Entropy of
Municipalities
54.4800 <2.2e-16 0.5654 medium
#3. Daily Mobility
Box-Cox λ=0.1414




28.4030 <2.2e-16 0.2551 small
#5. ROG
Box-Cox λ=0.1818




28.7070 <2.2e-16 0.2961 small
Table 6.1: Statistical analysis of spatial dynamics’ features: comparison between
migrant and local behaviors.
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has been observed. As such, it will assess whether migrants are more prone to visit
more municipalities than locals. This feature could be of interest to migration re-
searchers interested in understanding trips to visit the social connections migrants
left behind before migration.
2) Entropy of Visits to Municipalities. This feature measures the regularity
of the visits to different municipalities. Insights from this feature could help fu-
ture migration research focused on the adaptation of migrants to new settings and
routines.
3) Daily mobility. This feature is computed using the sequence of BTS towers
visited in a day, which is an approximation of the real distance traveled by an
individual. I focus on weekday traveled distances to assess the spatial dispersion of
migrants potentially due to work-related reasons [189]. As opposed to municipality
features that focus on long trips, daily mobility offers a window into short trip
behaviors.
4) Radius of gyration (ROG). ROG is computed as the average area covered
by of all the BTS towers used by an individual, weighted by the number of calls in
each tower. ROG has been used in the literature as an approximation of the distance
between home and work, which are the places where people spend most of their time,
as has already been shown in the literature using CDR data [7]. We explore this
feature as a proxy to evaluate commuting distances, which could motivate future
migration researchers to understand the job dispersion that internal migrants are
typically exposed to in Mexico. We calculate the ROG for each individual as the
root mean square of the average distances from all other locations to his center of
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Finally, given that the spatial dynamics of an individual can be affected by
the size and shape of the municipality, I normalize the daily mobility and ROG
features by the radius of the municipality where the feature is computed. This
process generates two additional spatial dynamics features: 5) Normalized daily
mobility and 6) Normalized ROG. I compute all these spatial dynamic features for
each in our dataset. Each migrant is characterized by a pre- and a post-migration
distribution for each feature and each local is characterized by a unique distribution
per feature.
Next, I compute, for each spatial feature, a within-subjects t-test between the
pre- and post-migration distributions to assess whether migrants change their spatial
dynamics immediately after migration. Most of the tests were statistically significant
at p < 0.05 i.e., migrants change their spatial behaviors immediately post-migration.
In this section, I focus on understanding whether these changes are due to the new
physical environment or rather are consequences of the migration process itself. For
that purpose, I compare migrants’ post-migration behaviors against local behaviors
to assess potential spatial dynamic consequences of the migrations. Specifically, I
build, for each spatial feature, two population distributions representing the behavior
of all locals in our sample and the behavior of all migrants in our sample for that
feature. For each feature, I then compare the two distributions using Welch’s t-
test [190]. Additionally, to quantify the statistical differences between the two
populations (effect size) I also compute Cohen’s d [191]. The distributions of daily
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mobility and ROG can be heavily skewed by a small number of people who have
extremely large distances traveled. To avoid the dominance influence of the outliers
over the test result, I apply the Box-Cox transformation [192] to the data so that
the population distribution is rendered close to normal. Table 6.1 shows the results
for the statistical tests. Next, I describe the main observations.
Observation 1. We observe that in the immediate post-migration period, in-
ternal migrants in Mexico tend to visit more municipalities and have more irregular
behaviors than the local community. The average number of municipalities migrants
visit in a month is 2.0, compared to 1.6 for locals. The t-test shows that the differ-
ence is significant (t=34.38, p<2.2e− 16), with a small effect size (Cohen’s d value
is 0.3189). A similar result was observed for the entropy of municipalities visited,
with medium effect size. Immediately after migrating, migrants have, on average,
higher entropy than locals, showing more irregular mobility patterns. Migrants were
observed to visit both their pre-migration municipalities as well as municipalities lo-
cated close to their post-migration destinations. We hypothesize that these findings
could reveal that individuals make an effort to maintain their local connections in
their pre-migration municipalities either because of work or personal reasons; in
fact, similar findings have been qualitatively reported in other countries [193,194].
Further qualitative analyses via interviews or surveys would be necessary to confirm
or refute our hypothesis for Mexico. Due to the limitations of the temporal range
of the data, I am not able to explore whether, in the long term, these behaviors
remain more entropic o stabilize to levels similar to the local population.
Observation 2. The Table also shows that, immediately after migrating,
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migrants have significantly longer trips than locals (daily average mobility of 1.21 vs.
1.17 after Box-Cox, 3.78km vs. 3.12km before Box-Cox, with t=16.285, p<2.2e −
16)). After a Box-Cox transformation to mitigate for outliers, and after spatial
normalization to eliminate the role of the municipality size, the significant difference
still prevails, with a small Cohen’s d effect size. This result highlights that, at least
during the first post-migration months, migrants appear to travel longer distances
on a daily basis, which could be potentially related to (i) migrants having more
daily short trips than locals within a small geographical area or (ii) migrants having
a unique, longer than locals, daily trip. We hypothesize that the former could be
indicative of a larger informal job market within the migrant community [195];
while the latter could reveal larger job spatial dispersion (jobs are farther away for
migrants than for locals), as shown in [196]. Further qualitative studies will be
necessary to evaluate both hypotheses for Mexico.
Observation 3. As explained earlier, the ROG represents the geographical
area or physical space where individuals spend a vast majority of their time. I
make use of this variable to characterize the average distance between home and
work [7]. Our analyses show that both ROG and normalized ROG are significantly
different with a moderate difference in quantity between the two (small Cohen’s d
effect size). This result highlights that the differences in daily mobility discussed
in Observation 2 could be potentially due to longer commute trips, at least during
the first months post-migration. Similar findings for commuting distances were re-
vealed by Browder et al. in an analysis of commuting patterns of internal migrants
in Bangkok, Jakarta, and Santiago using survey and interview data [197]. However,
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only further qualitative studies in Mexico will be able to clarify this hypothesis. As
shown, the proposed framework can be used as a tool to reveal behavioral insights
at a large scale that might motivate new qualitative studies for sociologists, geogra-
phers or ethnographers. For example, our analyses favored the longer commute trip
hypothesis versus the informal market opportunities hypothesis. Understanding the
reasons behind this finding, or whether it can also be replicated across countries,
would be an interesting research question to analyze.
Social ties We consider the following features to model the online, cell phone-
based social ties of migrants and locals:
1) Number of Contacts per Month. I compute the average number of monthly
contacts the migrant talks to. I define contacts as individuals with whom reciprocal
relationships are set up i.e., where two individuals have at least one reciprocated
phone call with a duration longer than five seconds. These filters are set up following
Onnela’s et al. work who have argued that reciprocal calls with long duration can
be an indication of some work-, family-, leisure- or service- based relationship, while
a single call now and then may carry little information [33]. This feature allows
us to model the size of a migrant’s cellphone-based social network, and compare it
against average sizes of local networks.
2) Number of Calls per Month. This feature is used to understand the strength
of the relationships that the migrant establishes with her cellphone-based social
contacts.
3) Entropy of Contacts. This feature is computed weighting the cellphone-
based social activity with each contact by its call frequency. The objective is to un-
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derstand whether the migrant has a predictable communication pattern or whether
it is more entropic.
4) Number of New Contacts per Month. I use the first three months of CDR
data, prior to migration, to build the pre-migration, cellphone-based social network
of a migrant. Onnela et al. showed that three consecutive months are enough
to reconstruct the social network of an individual [33]. Next, during the post-
migration period, I identify as new contacts those who share cell phone activity
with an individual and who is not present in her pre-migration social network. This
feature is critical to evaluate the temporal expansion of the cellphone-based social
network in the post-migration period and quantify its growth.
5) To further characterize the cellphone-based social relationships of migrants,
I build upon the feature of new contacts and analyze three additional features: 5a)
Ratio of (%) new contacts to the total number of contacts, 5b) Number of calls with
new contacts, and 5c) Ratio of (%) calls with new contacts to all contacts. Each of
these features is computed as monthly average values per individual.
6) To assess the role that place plays in the cellphone-based social network
of migrants, I evaluate 6a) Ratio of (%) local calls defined as communications with
contacts who live in the post-migration municipality with respect to all calls. The
objective of this feature is to understand the weight that individuals give to com-
munications with contacts from their previous home (pre-migration municipality)
as opposed to their current home location (post-migration municipality); and 6b)
Ratio of (%) local calls with new contacts with respect to all local calls, to analyze
whether migrants mostly develop new cell phone-based contacts locally, in their new
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municipality, or in the distance, with their pre-migration municipality.
Similarly to the analysis with spatial dynamics features, I first evaluate whether
pre- and post-migration social features are statistically significantly different and
then compare post-migration behaviors against locals. The post-migration behav-
iors were statistically significantly different from their pre-migration behaviors via
within-subjects t-tests (p < 0.05). We could not confirm significant differences for
the new contact features since we do not have data before the pre-migration period
to construct the social networks and identify the creation of new contacts in that
period. Nevertheless, I also compare these features against the local behavior.
In this section, I focus on analyzing the behavioral differences between migrant
and local populations with respect to social network features with the focus of
forming potential hypotheses about the social consequences of the migration process.
For that purpose, I compute the social features for all locals in our dataset, build
the local population distributions for each feature, and compare them against the
migrants’ post-migration distributions using Welch’s t-test and Cohen’s d. Table
6.2 shows our results. Next, I discuss our main observations.
Observation 1. Immediately post-migration, migrants communicate with a
similar volume of calls than locals, but with a slightly smaller number of contacts.
The Table shows that the difference between migrants and locals is statistically
significant, with a small Cohen’s d effect size for the number of contacts, and neg-
ligible for the number of calls. This result shows that, in the large-scale, internal
migrants appear to have fewer social connections, and as a result, more frequent
communications with their contacts than their local counterpart. In other words,
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Features
Mean and SD after Box-Cox
Welch’s T-test Cohen’s d
t p-value d Effect Size
#1. Number of
Contacts per Month
Box-Cox λ = 0.1414
-27.7800 <2.2e-16 -0.2145 small
#2. Number of
Calls per Month
Box-Cox λ = −0.1414
-4.0602 4.92e-5 -0.0344 negligible
#3. Entropy of Contacts -40.658 <2.2e-16 -0.3205 small
#4. Number of New
Contacts per Month
Box-Cox λ=-0.1010
-29.7430 <2.2e-16 -0.2526 small
#5. % New Contacts -39.107 <2.2e-16 -0.3935 small
#6. Number of Calls
with New Contacts
Box-Cox λ=0.0202




14.2720 <2.2e-16 -0.1600 small
#8. % Local Calls -117.0900 <2.2e-16 -1.0871 large
#9. % Local Calls
with New Contacts
-43.6890 <2.2e-16 -0.7204 medium
Table 6.2: Statistical analysis of social ties’ features: comparison between migrant
and local behaviors using Welch’s t-test with Cohen’s d and Box-Cox transformation
for skewed distributions.
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immediately after migration, internal migrants rely on stronger, cell phone-based
social relationships than locals.
Observation 2. In the immediate post-migration period, migrants show lower
entropy in their cellphone-based social networks than locals (mean=1.12, sd=0.64
vs. mean=1.32, sd=0.63). It highlights the fact that, during their first months post-
migration, migrants appear to have a more regular calling behavior. Given that the
percentage of local calls is significantly smaller for migrants (see #8 in Table 6.2), we
hypothesize that migrants maintain regular calling patterns with their pre-migration
municipalities, potentially due to work or family. Similar results have been shown
in the context of international migration [198], however further qualitative studies
would be necessary to confirm the hypothesis for internal migration in Mexico.
Observation 3. In the first three months after migration, migrants tend to
add fewer monthly contacts to their social network than locals. The ratio of new
contacts to the existing social network shows a small statistical difference with a
mean of 7% for migrants and 11% for locals. This result shows that immediately
after migrating, shows significantly lower numbers for communications with local
contacts. We hypothesize that this observation might be supported by the theory
of acculturation stating that migrants usually have difficulties in their adaption
process [145]. While migrants might have the necessity to re-build their disrupted
social network, they have difficulties to expand it when compared to non-migrant
behaviors. However, further qualitative research would be necessary to confirm such
a theory in the context of internal migration in Mexico.
Observation 4. Immediately after migration, migrants have fewer commu-
108
nications with locals than the locals themselves. While only 37% of the calls that
migrants make are with locals, 73% of the calls from locals are to other locals (non-
migrants). Similar behavior is observed with the new contacts made. We observe
that the ratio of local calls with new contacts is also significantly smaller for mi-
grants; with only 46% of the migrants’ calling behavior taking place with new local
contacts (as opposed to 74% for locals), which reflects that migrants also continue
to expand their social network in their pre-migration communities. These findings
reflect that the first months after migration, migrants still heavily rely on their pre-
migration social network. We hypothesize that these findings could be explained
with the social support theory that determines that migrants tend to seek friends
and family social support to buffer the negative effects of migration stress [146].
However, a further qualitative analysis would be necessary to confirm or refute such
a theory for Mexican migration.
6.5.2 RQ2: Role of Pre-migration Behaviors on Post-migration Ac-
tivities
We analyze the role that pre-migration spatial and social features might play
in the behavioral changes observed immediately post-migration as migrants adapt
to their new communities. For that purpose, I run multivariate regression models
on the pre-migration features, with a focus on analyzing (i) the relationship between
pre- and post-migration behaviors, (ii) the statistical significance and importance
of pre-migration features to the post-migration behaviors, and (iii) to what extent
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such models can be used to predict post-migration behaviors given pre-migration
information. I compute multivariate regression models with each spatial dynamics
and social network feature described in the previous section as both dependent and
independent variables. The models are built on a subset of those variables i.e., the
independent variables do not include social network features for new contacts since
we do not have data before the pre-migration period to construct the social networks
and identify the creation of new contacts.
I have tested for multicollinearity between the independent variables used in
the regressions via both the variance inflation factor (VIF) and the condition index
(CI) [199]. The largest VIF and CI values were for the variable number of contacts
(with V IF = 4.3 and CI = 12), while other values were in the range of 1.3 <
V IF < 3.5 and 1 < CI < 7. Although V IF < 10 and CI < 30 are considered
acceptable [200], I evaluated multivariate regression models with and without the
number of contacts variable.
Table 6.3 shows the results for each model (one model per line) taking into
account the number of contacts. Removing that variable due to potentially low mul-
ticollinearity changed the coefficients (size) minimally, but the sign and significance
were the same and thus are not reported in the study.
Next, I discuss the main findings.
Observation 1. Post-migration spatial and social features are highly influ-
enced by their pre-migration values i.e., one of the most predictive features for any
given post-migration spatial or social feature is its pre-migration value. It is reflected
by the significant and positive coefficients (at p < 0.001) between the same pre- and
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post-migration features, except for the normalized ROG (see bold coefficients in the
diagonal of Table 6.3).
However, looking at the value of the regression coefficients, we can observe
that the pre-migration features impact their post-migration values differently. For
spatial dynamic features (ROG) the impact is small i.e., we have a small rate of
change for the post-migration features when its pre-migration values change one
unit, and all other pre-migration features are kept the same. On the other hand,
the social network features have a larger impact, with rates of change per pre-
migration unit having a larger impact on its post-migration values. For example,
the radius of gyration before migration (ROG, line #1 in Table) can lead to 0.1713
(***) times change in its post-migration value if the other independent features
are kept fixed; while for the number of monthly contacts (line #3) the rate of
change in the post-migration values to their pre-migration ones is large: 0.7821
(***). These results also highlight that social network features typically experience
larger quantitative changes between the pre- and post-migration stages than the
spatial dynamic features, whose changes between pre- and post-migration stages
are more modest.
Observation 2. The cellphone-based social relationships that migrants have
in the pre-migration period are highly indicative of the types of cell phone-based
relationships they have in their immediate post-migration lives. We can observe
that the ratio of calls made to the post-migration municipality prior to migrat-
ing is significantly and positively related to the post-migration ratio of local calls





















#1. ROG 0.1713*** -0.0378 0.9931*** -0.0107* -1.7578 -18.5053*** 24.3852*** 0.0281 <2.2e-16
#2. Normalized ROG 0.0334*** -0.0062 0.0992 0.0013 0.1497 -6.3999*** 7.0510*** 0.0120 <2.2e-16
#3. Number of Contacts 0.0003 0.0003 0.7821*** -0.0012*** -0.3805*** -0.2751* 2.7170*** 0.4723 <2.2e-16
#4. Number of Calls -0.0365 -0.0200 5.0428*** 0.5388*** -27.8281*** -32.8129*** 70.9551*** 0.264 <2.2e-16
#5. Entropy of Contacts 0.0001 0.0001 0.0240*** -0.0003*** 0.4415*** 0.0450** 0.4961*** 0.3516 <2.2e-16
#6. % Local Calls (LC) 0.0003*** 0.0000 0.0009 -6.854e-5*** 0.0258** 0.5942*** 0.1643*** 0.2270 <2.2e-16
#7. % LC with New Contacts 0.0003** 0.0010* 0.0020 -0.0001. 0.0019 0.2963*** 0.3562*** 0.0461 <2.2e-16
#8. Number of New Contacts 0.0001 0.0003 0.0795*** -0.0004**** -0.0918** -0.0564. 0.4421*** 0.0926 <2.2e-16
Significance levels: 0 ’***’; 0.001 ’**’; 0.01 ’*’; 0.05 ’.’; 0.1 ’ ’
Table 6.3: Multivariate regressions on pre-migration behavioral features to quantify
their role on post-migration behaviors. Adjusted R-squared values are used to assess
the predictability of post-migration behaviors with pre-migration features.
migrants who start developing new cellphone-based social relationships with their
post-migration municipalities even before they migrate, are prone to have more local
communications and more new local contacts once they move to their post-migration
destination.
Similarly, the number of contacts pre-migration is also significantly related
(0.0697 at significance level 0.05) to the number of new contacts post-migration
(#8) i.e., people who are more socially connected prior to migrating will highly
probably develop a large social network with new contacts in their post-migration
communities, immediately after migrating. Observations 1 and 2 could potentially
motivate further qualitative studies to assess the theory that migrants’ personality
characteristics can partially explain their adaptability in the host society [145].
Although it is not enough to fully explain how they cope with their new environment,
previous work has shown that people who communicate more are generally better
at re-rooting their social network in the host society [124].
112
Observation 3. The pre-migration ratio of calls made to the post-migration
municipality is statistically significantly related to both the ROG (#1) and the
normalized ROG (#2). We observe a significant and high negative coefficient for the
ROG (−18.5053 ***) and the normalized ROG (−6.3999 ***). This result highlights
that having social connections in the pre-migration period with the post-migration
destination affect the estimated rate of change for both spatial dynamics variables
by a high negative factor when all other features are kept fixed. In other words, the
more social connections during pre-migration with the post-migration municipality,
the more significant the decrease in the average length of the commuting patterns
in the immediate post-migration period.
This result is interesting when combined with a result obtained in the previous
Section 6.5.1. The analysis comparing post-migration behaviors between migrants
and locals showed that, on average, migrants tend to have larger ROGs and normal-
ized ROGs. The current analysis appears to be showing that, if the migrant already
has a connection with the post-migration destination, the ROG will be smaller,
and potentially closer to that of locals. Further qualitative studies could look into
whether this result could be interpreted as an indication of migrants adapting more
quickly to their new environments when they previously have social connections
with and knowledge about those environments. Similar results have been shown by
Holmes et al. who interviewed migrants and assessed that communities with access
to information from their post-migration communities prior to migration helped in
bridging the challenges of adaptation [201].
Observation 4. The adjusted R-squared values shown in the Table mea-
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sure how much variance of the dependent variables (the post-migration behavioral
features) can be explained by pre-migration features. Generally, these values are
good for some of the social network features (0.264 < R2 < 0.4723), and poor for
the spatial dynamics features (maximum adjusted R2 = 0.0281). Specifically, the
regression models for the number of contacts, the entropy of contacts and the ratio
of local calls are relatively high, showing that these post-migration behaviors can be
partially predicted with the subset of pre-migration features considered. However,
the models for ROG, normalized ROG and the ratio of new contacts have small R-
squared values, revealing that we can not use only pre-migration features to predict
these post-migration values.
6.6 Potential Limitations
At the time when the CDR data were processed (2009− 2010), it is estimated
that the percentage of cell phone owners in Mexico was approximately 60% [202].
Additionally, given that we only have access to CDR data from one cell phone
company, this limits the representativeness of the local and migrant populations.
Previous work has shown that cell phone usage has a high penetration rates in
Latin American countries. The data cover a population with different demographic
and socioeconomic characteristics, with percentages of cell phone users per strata
similar to the actual population census [26].
However, in this study, there is yet another type of selection bias. Since
home location is inferred from CDR data, individuals that do not have call activity
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at night, are not assigned a home location and, as a result, are not part of the
behavioral analysis. This approach implies that the behavior of people who have
an overall reduced number of communications will probably be filtered out from
the analyses; which might translate into losing information from a specific migrant
group associated to low cell phone use.
A second limitation of the work presented in this study is the temporal length
of the dataset used, which is of eight months. Since I focus the analyses on immediate
post-migration behaviors only, in principle, I do not require long periods of CDR
data after migration. However, due to the limited temporal length, the approach is
not able to differentiate between long-term and short-term migrants. In any case, the
methods and results presented in this study are still highly valuable to understand
immediate post-migration behaviors across typologies of internal migrants.
A third limitation of the study is the CDR data we used. Although the data
can reveal spatial and cell phone-based social behaviors of migrants, it lacks insight
into the reasons why the observed behaviors take place including, but not limited to,
the psychological and decision-making processes related to the migration experience.
Finally, it is important to highlight that our analyses use data subject to pri-
vacy concerns. Although the data are anonymized and the results are reported in
an aggregated manner, it has been previously shown that under some circumstances
CDR data can be potentially used to identify individuals [203]. Another ethical
concern is that the methods for the inference of migrants might be used by unin-
tended people and expose migrants to potential risks. However, the methods we
developed are highly adapted to certain types of data, which are not validated on
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other types of digital traces. If the data are well managed under user privacy policy,
the methods alone present little risks.
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Chapter 7: Conclusions and Future Directions
7.1 Conclusions
To conclude, in the three studies, I create data-driven models that sense,
characterize, and predict the patterns of mobility activities, social interactions, and
communications, for people under different socioeconomic context or facing natu-
ral disasters. The common objective is to enhance decision-making processes with
large-scale digital traces in the area of Smart and Connected Communities. In the
following sections, I summarize the technical contributions I have made in the three
studies. I also present the potential societal impacts and how these methods can be
applied in decision-making processes.
7.1.1 Topic Models to Infer Socioeconomic Maps
In the study of inferring socioeconomic maps with cell phone data, I proposed a
framework that incorporates models that can infer the socioeconomic level of regions
based on extracted behavior features from digital traces. Specifically, I proposed an
innovative topic modeling method to extract population mobility patterns from the
spatiotemporal trajectory of individual users. This method has proved to increase
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the state-of-art prediction performance by 9%. Better models with higher prediction
accuracy can lead to more reliable estimation. Therefore it is important to consider
the improvement of data-driven models.
One may argue that if the inferred socioeconomic index is already done by
household surveys or censuses, there is little gain by using CDRs to infer the existing
survey data. The point is that CDRs-based data-driven method is not a substitute
for the existing system, but a complement to current survey methods. In terms of
societal impact, there are many practical conditions this method can be applied.
Reliable survey data is not always available or up to date, since household
surveys cost tens to hundreds of millions of dollars to collect [50]. Many developing
countries especially lack complete and timely estimates for antipoverty programs and
resource allocation [151]. CDRs-based methods help to fill the gaps where or when
survey data are not available. The estimated data is also of great value although
the accuracy may not be 100% [14]. Next, I describe three important contributions
of this study:
Provide estimates where no information is available. Cell phones are
widely used in developing countries. Digital traces may exist in areas where reli-
able survey data is not available. Based on behavior patterns extracted from digital
traces, we can infer the socioeconomic estimates for these areas. In countries with
political instabilities or turmoils where no recent survey data is available, it is pos-
sible to estimate the socioeconomic statuses based on CDRs.
Generate maps with high spatial resolution. Household surveys with
a limited sample size usually lead to SEL maps with coarse spatial resolution, for
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example at the state level. However, aid programs or policies may require more
detailed information at higher spatial resolution level, such as the county or neigh-
borhood level. With CDRs, it is possible to achieve estimates at tower coverage
level, which is usually less than 1 km2 in dense urban areas or varies with more than
4 km2 in rural areas. However, we still need to consider the possible effect by space
and geography on model accuracy.
Generate up-to-date or future estimates. Surveys are usually conducted
every several years due to the high cost. While CDRs are continuously generated by
users when they use cell phones. CDRs can be used to update SEL maps, providing
current information for decision-making. It is also possible to model how population
behaviors might relate to future socioeconomic change. This model is not discussed
in the study due to the limitation of data for the experiment. The idea is that CDRs-
based data-driven methods enable up-to-date estimates or even future estimates for
decision-making.
The data-driven model proposed in this study has been applied to an inter-
active visualization tool for the World Bank, which shows the predicted results of
poverty rates in Guatemala at municipality level [15].
7.1.2 Understanding Online Communications of Citizens and Local
Governments during Natural Disasters
This study proposes a semi-automatic framework to extract and compare the
communications of citizens and local governments under different conditions. The
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framework requires few human efforts in collecting and analyzing tweets. It uses
rank by cross-entropy and a fully unsupervised ST-LDA model to select disaster-
related tweets and extract specific topics that are discussed online during natural
disasters. Although it requires human interpretation of topics, it minimizes the
involvement of human beings in information retrieval and summarizing.
In this study, I show three examples of how the topic labeled digital traces can
be used. First, I use spatiotemporal analysis to identify spatiotemporal clusters with
bursts of tweets. Topics of these clusters reflect the issues that residents are mostly
concern about, which can be used to identify the priority of their needs. In the
identified spatial areas, we find differences between user needs and the issues local
governments have communicated. I also analyze topics and themes on different types
of roads, and how residents interact with local government accounts for different
issues. The findings might help local governments to react accordingly to residents’
concerns, and to adjust communication strategies in disasters.
The applied scenarios are not limited to what I have listed here. With the
labeled disaster-related tweets, we are able to identify the priority of needs commu-
nicated by residents in different communities. Communities here refer to geograph-
ically delineated areas at different levels, for example, the streets, neigoborhoods
or counties. By changing geographies, decision makers will be able to explore the
types of needs associated to different communities. Additionally, as the communica-
tion themes and topics might change before and after disasters, these might reflect
priority changes at different stages of the disaster, offering information for disaster
preparedness, response, and recovery.
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The framework is not only useful for understanding local specific issues during
snowstorms but also applicable to other disasters since the framework doesn’t in-
corporate any prior knowledge about the disaster in the model. In this study, I use
data of snowstorms as an example to show what issues are communicated during
snowstorms. The framework is applicable to other emergency situations, where we
know many residents are affected, but do not have the real-time information re-
garding where and how they are affected, for example hurricanes and earthquakes.
The framework helps to retrieve and summarize the issues residents claim in online
communications.
7.1.3 Identification and Characterization of Internal Migrants with
Cell Phone Data
In the migration study, I present a framework that can be used to understand
migrants’ behaviors with cell phone traces. The internal migrants are identified
based on their home location change, which is learned with spatiotemporal trajec-
tories extracted from cell phone data. The proposed framework enables to examine
the difference between migrants and local people from perspectives of spatial dy-
namics and social ties, and assesses determinants for the adaptation of migrants to
the host society.
This study shows digital traces such as CDRs enable examination of micro-
level behaviors at a large scale. In the study, I show some interesting observations
which have not been examined before. For example, the mobility behaviors and
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social relations of migrants are usually not studied together at a large scale. One
of the findings is that in the immediate post-migration period, migrants tend to
have longer mobility distances but fewer local contacts compared to local people. It
seems that migrants try to make up the disadvantage in social capital with mobility
behaviors. This could be an interesting hypothesis for sociological researchers to look
into. The study enables us to have a better understanding of migrants’ behaviors.
It also helps to identify the issues that tend to be most important for the adaptation
of migrants, i.e. social relations, therefore enable informed policy-making and aid
efforts for decision makers.
This study also shows that digital traces can facilitate studies on the evaluation
of effects on research subjects with intervening conditions. In the traditional research
methods [54], the study on effect evaluation relies on laboratory experiments or
experimental simulations, where control is emphasized to understand the status of
subjects before and after the intervention. With digital traces, it becomes much
easier to observe subjects under multiple control and stimulus conditions [47]. Due
to the characteristics of ’continuous in time’, it is possible for researchers to identify
the subjects that meet certain pre-defined experimental conditions and observe the
change to evaluate the short-term or long-term effect. For examples, digital traces
can be used to evaluate the short-term or long-term behavior changes after disasters.
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7.2 Limitations
Large-scale data sources have tremendous potential to make better behavioral
predictions, enhance situation awareness, and create knowledge, therefore leading to
overall increased quality of life. Although data has great value, there are limitations
to be considered and presented from an ethical perspective. In the previous chapters,
I have listed the limitations specific to each study based on the type of data used and
the studied question. Here I present general ethical issues in data-driven research,
which might be helpful for researchers to regularize their way of research to respect
the principles of ethics. The criticisms to data-driven research for decision making
mostly focus on two aspects: the biased representation of data and the potential
harms to personal privacy.
Large-scale digital traces reflect the status of a much larger population than
traditional survey methods, however, there are inevitable biases in the data regard-
ing the representativeness of all populations. The biases can be induced by both
user and data provider sides. Digital traces are details of the user’s interactive be-
haviors with digital devices. Accessibility to digital devices is a necessary condition
to have digital traces that represent one’s behavior. However, accessibility can be
hindered due to economic reasons or physiological restrictions [204].
It is critical to identify the biases in data representation, since a unified sta-
tistical model applied to the data regardless of the actual human behind the data
may lead to biased conclusions. If using the conclusions as they represent the whole
populations, policies based on these will also be biased. Biased policies or actions
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that only aim for the goods of certain groups of people might lead to decisions that
are detrimental to the overall fairness of a society.
For example, in my previous work, I have compared several techniques that
are used for identification of migrants using cell phone traces. The work evaluated
the accuracy of detection for different types of rural and urban migrants based on
ground truth that is extracted from census data. Results showed the accuracy is
relatively low for people migrating from or to rural areas. The study also enables
us to quantify the amount of bias that is induced with data-driven methods [205].
Digital traces are personal data, which present potential risks to personal pri-
vacy. One of the potential risks is that digital traces might be used to reveal the
identity or other private information, which is also commonly known as personal
identifiable information (PII), by linking data from different sources [206]. Human
activities are highly individualized and unique. Even information that directly re-
lated to identities are eliminated or encrypted, one’s identity can still be inferred
based on the unique behaviors revealed in the digital traces [203]. Researchers may
not misuse digital traces, but data breach might present harm to users. The vulner-
ability in data storage can lead data intruders to access data and use it in harmful
ways [207]. Researchers need to consider security issues in data storage and data
transfer.
Digital traces reveal information such as home and work locations [208], mi-
gration status [209], psychological status [210, 211], or health issues [212] that is
unintended by users. Individual mobility behaviors present high regularity that is
dependent on the location of homes and workplaces [7], which means that with
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enough mobility trajectories, it is possible to infer the home and work locations of
users. There are also behavioral clues that indicate psychological or health status
from digital traces, which enable algorithms to detect certain groups of people. How-
ever, users may not expect this kind of information to be inferred and exposed to the
public. To ease these problems, we need to assess the potential risks in each step of
work and adjust policies in data and results publication accordingly. For example,
user ids should be cautiously referred to in publications depending on whether it is
public figure account, organizational account or private individual account. In this
work, to follow ethical norms regarding privacy, encrypted ids have been used, and
no personal information has been accessed or released in any of the publications.
7.3 Future Directions
Next, I describe potential extensions to the work I have presented in this dis-
sertation. The methods I have presented in this dissertation are not only applicable
to the specific decision-making scenarios I have explored, but rather, they allow to
extract regular behavior information from any type of discrete digital traces and
to measure the relations between behavior change and the environmental context.
In Section 7.3.1, I describe other empirical studies that could be done using the
proposed methods. On the other hand, in Section 7.3.2 I will present potential di-
rections to enhance the computational methods presented in this dissertation. One
line of work is to explore methods for more accurate and multi-dimensional behav-
ior modeling. It is also critical to think about the generalization of data-driven
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models: considering factors that might impact the performance of models, how to
maintain the effectiveness of these models for decision-making processes, and how
to incorporate bias analyses in the design of data-driven models.
7.3.1 Validation in Other Scenarios
In Chapter 4, I present a topic modeling method to extract population mobil-
ity patterns for the prediction of socioeconomic levels. Mobility behaviors are not
only related to socioeconomic change, but also related to the labor force in the mar-
ket [213], societal characteristics of regional segmentation [214], and crime rate [215].
It would be interesting to explore whether mobility patterns can be used to infer
these contextual indexes, what kind of population mobility patterns are indicators,
and whether these patterns have been explained comprehensively in existing theo-
ries. One one hand, this kind of empirical experiments would help to expand the
application areas of the data-driven methods, on the other hand, it can potentially
provide empirical evidence or supplement the existing theories in these fields.
In Chapter 5, I describe a semi-automatic framework to understand the online
communications of citizens and local governments. The framework is mainly used
to retrieve disaster-related tweets and summarize the topics. There is no prior
information about disasters. Therefore, this framework can be applied to other
disaster scenarios such as earthquakes, hurricanes, or floods. Another potential
application is to apply the framework on data that comes from several disasters of the
same type and compare the difference of user behaviors combined with government
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response to the disasters. This type of comparative analyses can help decision-
makers to evaluate the effectiveness of policies in disaster response.
Chapter 6 presents a data-driven framework for the study of internal migrants
with cell phone traces. The proposed method can be applied to other types of data
which contain continuous input of geographical information from users, for example,
the geotagged social media data or email logs. Geotagged tweets and email logs
have been used to study internal and international migration flows [32], but few
studies have looked into the individual-level behaviors of migrants. Cell phone data
is usually unavailable for international calls due to roaming. While social media
data are usually generated by one service provider with a similar metadata format
worldwide. Therefore, social media data can extend the study of migrants to the
global level.
7.3.2 Development of Modeling Methods
There are potential directions to extend this work for future studies.
Generalization of models. The performance of prediction models in this
dissertation are tested multiple times with test data sets. However, there is still
the question of whether models work well for other geographic areas or in other
time frames. We need to consider the factors that might affect the scalability of the
model in geographical and time scales, to test the generalization of models. Given
the availability of data, it might be interesting to apply the models on other data
sets, for example, data from other countries.
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As user behaviors may change with the emergence of new technologies, models
built with pre-determined features may not work well in the future. For example,
instant messaging are replacing part of the phone calls for communication for people
who can afford smartphones and wireless networking. The relations between phone
call behaviors and socioeconomic levels might change. It would be interesting to
think about the valid life of a model, what the conditions are for the model to
continue working with the claimed accuracy, and how the models might be adapted
to reflect the changes.
Granular characterization of communication behaviors. In Chapter 5,
I used a framework to extract themes and topics of communication. However, for one
topic users may have different motivations to post, and share different perspectives
of information. For example, among the tweets that are labeled with the topic
snow removal, some report issues as where the snow needs to be removed; some
compliment local governments work; and some share the information that snow has
been removed. Themes and topics show what issues citizens mostly care about. A
better understanding of how they discuss these issues would help local governments
to better understand how to respond. To have a fine granular understanding of the
communications, we may need to use techniques that consider language features
more than n-gram of words, for example, the syntactic notation, or create more
linguistically refined models. This can be a potential direction to improve modeling
of online communications.
Interpretation of behaviors. In Chapter 4 and Chapter 6, I explored meth-
ods to model physical behaviors such as social activities and mobility with cell phone
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traces. But cell phone data usually do not contain the content of communications,
which limits us to further understand conversations and emotions that are associ-
ated with their behaviors. In Chapter 5, although I analyzed topics and themes of
communication, I haven’t looked into users’ social or spatial behaviors. Geotagged
tweets also reflect mobility trajectory of users. With geotagged tweets, we might
look into the mobility behaviors of users and analyze the conversations associated
with mobility behaviors. It may help us to understand not only how people move
in disasters but also why since conversations usually contain the information that
describes environments or express feelings at a certain location. Previous works have
used social media data to infer the meaning of places to explain trajectories [216],
or used probabilistic models to discover the location meanings [217], but seldom
has studied the purpose of mobility or their psychological changes during mobility.
Geotagged social media data might also be used to detect migrants. From the text,
we might have more subjective information regarding their migration.
Bias in data-driven models In Section 7.2 I presented the bias and privacy
issues in data-driven models. The ’behavioral’ digital traces are usually large but
not equally representative of the different groups of people due to user accessibility
and user preferences. It is important to understand which groups of people are
underrepresented, where the data bias comes from, and how to measure such bias.
To this end, we can design weighted mechanisms or build probabilistic models that
incorporate such information to reduce bias. We may also consider designing data-
driven models that have more explainable components to enhance the transparency
of models, which might enable the decision-makers to be aware of the potential bias.
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