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VotingAbstract Multi-angle synthetic aperture radar (SAR) image matching is very challenging, because
the same object may cause different backscattering patterns, heavily depending on the radar
incident angle. A technique based on the relations between the invariant positions of ground targets
among the reference and sensed images is proposed to accommodate the nonmatching patterns. It
involves a target extraction using wavelet coefﬁcient fusion, as well as a geometric voting matching
routine for searching the matched control points (CPs) in the reference and sensed images, respec-
tively. To accelerate the speed of the search, a robust, rapidly corresponding CPs determination
strategy is exploited by utilizing the global spatial transformation model, as well as a procedure
of outlier removal to ensure the desired accuracy. Meanwhile, the positions of the matched point
pairs are relocated using mutual information. The ﬁnal warping of the images according to the
CPs is performed by using a polynomial function. The results show the possibility of matching
multi-angle SAR images in general cases.
ª 2015 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.1. Introduction
Applications such as cartography, photogrammetry, change
detection, and stereo reconstruction, obtain better results by
combining different views of the same area. Typical SAR image
pairs obtained from different incidence angles, however, con-
tain relatively large amounts of radiometric and geometric
distortion. In the particular case of multi-angle SAR images,almost no common edges nor texture features are available,
which are the basis of methods utilizing edges or invariant tex-
tures.1–3 Due to the different incidence angles, the features of
the buildings and farmland between images are remarkably dif-
ferent, and the poor image quality (low SNR) makes the edges
that were detected4 quite fractured. These ﬁndings bring bigger
challenges to the problem of matching and edge grouping.5 In
addition, a slight rotation coupled with local geometric distor-
tion caused by system errors can be observed, and it does not
allow the task to be solved by standard correlation techniques.
Although a number of advanced technologies have been
proposed in the remote sensing literature,6–9 there are still very
few algorithms speciﬁed for multi-angle SAR images.
Dell’Acqua10 proposed the ﬁrst assessment of a co-registration
technique for the multi-angle ﬁne SAR images. In this assess-
ment, the crossroads and road junctions are extracted as
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geometrical analysis. However, in most cases the precise,
evenly distributed road junctions are difﬁcult to locate sufﬁ-
ciently. It is also difﬁcult to detect the road junction accurately
when the image quality is poor, or the contrast of edges is low,
which often occurs in space-borne SAR images. Moreover, for
multi-angle SAR images, the road nets extracted with the same
patterns are not easily available. Bentoutou et al.11 proposed a
technique to handle with the problem of different gray-level
characteristics encountered in the registration of multi-tempo-
ral and/or multi-sensor images. It involves an edge-based selec-
tion of the most distinctive CPs in the reference image. The
search for the corresponding CPs in the sensed image is based
on local similarity detection by means of template matching
according to a combined invariants-based similarity measure.
Although the proposed technique has been successfully applied
to register multi-temporal SPOT and SAR images from urban
and agricultural areas, it could lead to mismatch due to the
neglection of the global information. Considering both local
structure and global information, Liu et al.12 proposed a sim-
ple and robust feature point matching algorithm, called
restricted spatial order constraints (RSOC). 29 pairs of optical
and SAR images are utilized to evaluate the performance. In
fact, when the correct matched points are too few and
surrounded by mismatched points, or some outliers are very
contiguous to matched points, RSOC may not work appropri-
ately. Thus performances of these algorithms are still relatively
limited, and the number of correct matches is not sufﬁcient to
consider other applications than image registration. In partic-
ular, most of them do not consider the inﬂuence of local geo-
metric deformations and speckle. Geometric deformations,
particularly these around edges, impair the performance of
these matching methods.
Therefore, the most important issue to be considered for
the matching of multi-angle SAR images is choosing the
appropriate features. Fortunately, ground targets are usually
more readily available in SAR images and may be considered
the highest SNR areas with the highest contrast and repeat-
ability13 compared to other features (e.g., road junctions, bor-
ders of regions, etc.). That means no other kinds of features
can be detected more easily than the ground targets, even in
the poor image.
In this paper, we propose a simple procedure using the
ground targets as features to drive the subsequent matching.
Based on the relationships among target features, a novel
strategy of searching corresponding point pairs is devised. A
procedure involving an acceleration and robustness test is
introduced to make the method efﬁcient and robust. Finally,
through the experimentations of typical scenes, the matching
approach is proven to be suitable for more general cases, as
well as some poor image quality cases.
The rest of the technical note is organized as follows: Sec-
tion 2 summarizes the matching approach, and introduces
the key procedures sequentially. Section 3 illustrates the simu-
lation results by comparing them with other methods. Finally,
Section 4 provides some concluding remarks.2. Matching approach
The matching process is performed in the following three
steps:First, a set of CPs is selected based on the gravity centers of
the target features extracted from the reference and sensed
images respectively.
Second, the corresponding relationship of the selected CPs
is established by means of geometric voting using a vector
descriptor. To improve the speed of this procedure, an efﬁcient
searching strategy for corresponding CPs is implemented using
global spatial transformation.
To guarantee the robustness, a transformation error test is
involved to check the stability and accuracy of the solution.
The steps of iterative warping with large threshold and outlier
removal are used to obtain more potentially matched CP pairs,
and ensure the ﬁnal accuracy.
During this stage, the displacements of the corresponding
CPs are relocated using normalized mutual information
(NMI) in order to reduce the position errors induced by the
target feature extraction.
Finally, warping one of the images with respect to the other
one is performed using a polynomial function.
2.1. Control points selection
Selecting a set of potential CPs from the reference image and
the sensed image can be accomplished using a number of tar-
get-detection methods.14–16 However, it often requires an
appropriate statistical model and an inefﬁcient nonlinear com-
putation procedure, including parameter estimation and
threshold calculation. Furthermore, sometimes one target
splits into many sub-targets due to the sensitivity of the imag-
ing to the variation of incidence angles. Thus, it is problematic
for most target-detection schemes, .as each part of the target
will be detected as many small targets rather than as a whole.
This results in the target features being detected very differ-
ently in the multi-angle images. Since we consider the gravity
centers of the closed-target boundaries as the locations of
CPs for further processing, the target feature that appears
intact is more preferable for our matching approach.
In order to efﬁciently extract features with shapes that are
near from complete, a feature extractor based on the station-
ary Haar wavelet is proposed based on the results obtained
in Fig. 1, where the L0 is the original image, the L1 to L4 are
the wavelet approximation coefﬁcients of one target at level
1 to level 4. As the wavelet decomposition level increases, the
power of the target feature is enhanced dramatically, with
the spatial size spreading when compared to the background.
Thus, an obvious idea would be to use the product of multi-
level wavelet approximation coefﬁcients to enlarge the discrep-
ancy of the power between target features and the background
while making the shapes of the features closer together. Then,
the extractor can be developed by means of the fusion of the
wavelet approximation coefﬁcients and the simple binary
segmentation of the image.
This technique involves two stages. In the ﬁrst stage, the
fusion result of the wavelet approximation coefﬁcients is
obtained as
pðnÞ ¼
YW
j¼1
S2j ½xðnÞ
" # 1
W ð1Þ
where x(n) is the image signal, W is the highest wavelet
decomposition level, whose value is usually 3 (experimentally
Fig. 1 Wavelet approximation coefﬁcients of one target at different levels and the corresponding 3D demonstration.
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cients at level j. Some examples are shown in Fig. 2, where
the comparisons between the original and the fused images
of 3 pairs of the same target signatures obtained in different
incidence angles are demonstrated. After fusion by Eq. (1),
the target feature in the fused image tends to be smoother
and more continuous than the original image. Simultaneously,
the powers of noise and the background are suppressed
signiﬁcantly.
In the second stage, the target features are easily segmented
by the P-tile method, since the powers of the features are much
higher than those of the background. After a morphological
close operation and a removal of connected components less
than 80 pixels, the segmentation result is shown in Fig. 3,
where the red points are the gravity centers of closed target
boundaries, and the external ellipses of targets are the yellow
lines. In this example, the percentage of the target area is
4%, as determined by the naked eye. In the following process,
these red points are taken as the CPs.
2.2. Corresponding relationship established by voting
Suppose two CP sets obtained from the gravity centers of tar-
gets extracted in the reference and sensed images are denotedFig. 2 Comparisons between the original and the fusion images of 3
angles.by P ¼ fp1; p2; . . . ; pNg and Q ¼ fq1; q2; . . . ; qMg respec-
tively. Two patterns are established in the following way.
The ordered CP pair fpi; pjg is constructed from any two of
the N points as a vector vPij ði–jÞ; thus NðN 1Þ vectors are
obtained in total. The vector set fvPij ji ¼ 1; 2; . . . ; N; j ¼ 1;
2; . . . ; N; i–jg constructs a pattern table Tref ¼ ðvPij ; pi; pjÞ
n o
ði ¼ 1; 2; . . . ;N; j ¼ 1; 2; . . . ; N; i–jÞ; whose size is NðN 1Þ
3. It describes the spatial relations among CPs in the refer-
ence image. In a different way, the pattern table in the sensed
image describes only one certain CP and is constructed as
follows:
Select one CP qj as the origin, then Tj ¼ fðvQij ; qi; qjÞg
ði ¼ 1; 2; . . . ; M; i–jÞ is named the pattern table of the jth
CP in the sensed image, whose size is ðM 1Þ  3: Two exam-
ples of the simpliﬁed patterns are shown in Fig. 4.
Rather than voting with distances17, the voting scheme pro-
posed is built on vectors, which are more robust than only sca-
lar distances due to the extra information of the directions
involved. The effects of rotation between the multi-angle
SAR images can be neglected since they are usually very small.
Therefore, a vector in the reference image votes for a vector in
the sensed image if the magnitude and direction between the
points of both vectors are similar. The identity of each pointpairs of the same target signatures obtained in different incidence
Fig. 3 Extracted CPs with the external ellipses of targets and the segmentation results.
Fig. 4 Above examples show the pattern of the reference image
and the pattern of the jth CP.
Table 1 Pseudo-code of the voting algorithm.
Steps of algorithm
For m ¼ 1 to m ¼ M 1 do
for n ¼ 1 to n ¼ NðN 1Þ do
if jTrefðn; 1Þ  Tjðm; 1Þj < d then
VOTESrefðTrefðn; 3ÞÞ ¼ VOTESrefðTrefðn; 3ÞÞ þ 1
VOTESsensedðTjðm; 3ÞÞ ¼ VOTESsensedðTjðm; 3ÞÞ þ 1
end
end
end
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reference image that cast the most votes. Once the identity of
the points is determined, the matched CPs will be obtained.
The pseudo-code of the voting algorithm is given in Table 1,
where Trefðn; 1Þ is the ﬁrst element of the nth entry in table
Tref, which represents the vector constructed by the ordered
point pair ðpi; pjÞ, VOTESref and VOTESsensed are the 2D vot-
ing planes of the reference and sensed images with zero values
initially, d is the error threshold.
Usually, the correct identity of a CP pair receives the most
votes in both 2D plane VOTESref and VOTESsensed. Even so, in
some complicated situation, the result of the voting may be
wrong. In addition, it is inefﬁcient to vote for every point in
the sensed image. To avoid these awkward problems, we utilize
the following strategies to improve the computation efﬁciency
and the robustness of the matching method.2.3. Rapidly corresponding CPs search strategy
To reduce the computation time, one strategy is to consider
only a set of ‘‘key’’ CP pairs obtained by voting a limited num-
ber of times. Suppose the key CP pair set
fðpki; qkiÞgði ¼ 1; 2; . . . ; Nk; Nk P 4Þ is the matched CP
pairs determined by Nk time voting. One easy way to speed
up the algorithm is to compute the spatial transformation
parameters between images roughly by these ‘‘key’’ CPs, which
can be used to ﬁnd other matched CPs further along, rather
than voting for all CPs.
Assuming the possible geometric distortions considered in
SAR images are rotations, scalings and translations, we use
a similarity transformation q0i ¼ Aqi to approximate the defor-
mation initially, where qi is the ith CP in the sensed image, q
0
i
the transformed point of qi in the reference image, and
A is the similarity transformation matrix computed by
Fig. 5 ‘‘Key’’ CPs veriﬁed by the robustness test.
Fig. 6 CP pairs are obtained by the iterative warping, and those
surrounded by the thicker circles are the outliers removed.
244 D. Lifðpki; qkiÞgði ¼ 1; 2; . . . ; NkÞ. Then we calculate the Euclidean
distance between pi and q
0
j as follows:
Dðpi; qjÞ ¼ kpi  Aqjk ¼ kpi  q0jk
i ¼ 1; 2; . . . ; N; j ¼ 1; 2; . . . ; M ð2Þ
if ðpi; qjÞ is a matched pair under the correct transformation
parameter, the distance Dðpi; qjÞ will be under a certain thresh-
old T.
2.3.1. Robustness guarantee
It is obvious that the key CPs and the transformation matrix
determine the stability and reliability of the matching
technique. When some mismatches in the key CPs exist, mis-
matching will occur. To avoid this situation, a test to check
the stability must be administered before searching for rapid
corresponding CPs. The key CPs are tested and matched cor-
rectly, if the difference between the transformation errors
before and after removing any of the key CPs is supposed to
be less than threshold a, and the transformation error is sup-
posed to converge to a minimum value b.12 Thus, with the
removal of key CP pkj, the change of the global transformation
error can be calculated as follows:
Ekjchange ¼ Ekpre  Ekjpost
Ekpre ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð
XNk
i¼1
kpki  Aqkik2Þ=Nk
s
Ekjpost ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ XNk
i¼1;i–j
kpki  Ajpostqkik
2
ðNk1Þ
vuuut
8>>>>><
>>>>>:
ð3Þ
Where Ajpost is the similarity transformation matrix computed
by fðpki; qkiÞgði–jÞ. Deﬁne Ekmaxchange ¼ max
j
ðabsðfEkjchangegÞÞ
ðj ¼ 1; 2; . . . ; NkÞ. If Ekmaxchange < a and Ekpre < b, the key
CPs pass the test and satisfy the demand of stability and accu-
racy. Otherwise the key CP pair that has the min
j
ðfEkjchangegÞ
must be selected as an outlier.
In other words, the CP pair whose absence reduces the
error will most likely be selected. After the outlier is removed,
Ekmaxchange and E
k
pre are recalculated. Since at least 3 CP pairs are
required to solve for the similarity transformation matrix, a
voting procedure to determine the identity of new key CP pairs
will be carried out again to keep Nk P 4 as soon as Nk ¼ 3.
The procedure needs to be executed iteratively until
Ekmaxchange < a and E
k
pre < b, which means the transformation
matrix is stable and accurate. An example of the robustness
checking is demonstrated in Fig. 5. Nk ¼ 5, the large red points
among the blue points(CPs) are the key CPs veriﬁed by the
robustness test.
2.3.2. Iterative warping
As seen in Fig. 5, the location errors, distribution of the key
CPs and the transformation model are also considerable prob-
lems, because the large location errors or a bad distribution of
the key CPs may result in a poor solution of the transforma-
tion matrix. Meanwhile an unsuitable transformation model
may lead to a small number of corresponding CPs obtained.
In order to solve these problems, an iterative warping strategy
using large threshold T is adopted. After the initial
corresponding CPs are searched based on the similaritytransformation with large threshold T, a larger matched CP
pair set fðpi; qiÞgði ¼ 1; 2; . . . ; LÞ will be obtained including
the key CP pair set fðpki; qkiÞg. If 6 6 L < 10, a second-order
polynomial transformation could be utilized to search for
more potentially matched CPs instead of the similarity trans-
formation by Eq. (2). If LP 10, then a third-order polynomial
transformation is used. This procedure is executed iteratively
until the size of the corresponding CPs remains unchanged.
Fig. 6 shows the result of iterative warping. The threshold T
in the search for the corresponding CPs is set to 20 to get as
many CP pairs as possible. The blue points are the CP pairs
obtained, and the yellow circles and the red triangles will be
explained below. Although some outliers including CP pairs
with large position errors may be included, the inﬂuence will
be eliminated by the following step.
2.4. Position relocation
Because the closed boundaries of targets are more sensitive to
the incidence angle, the gravity centers of the same targets in
the multi-angle SAR images are usually different. In other
words, the position errors between the matched CP pairs
obtained initially are often unacceptable. Therefore, the
displacements of the potential CP pairs obtained during the
strategy of rapidly corresponding CPs searching must be relo-
cated by template matching using some form of metrics.
Unlike correlation or other measures based on the differences
of gray values, the NMI does not assume a linear relationship
between the gray values in the images, which is well suited to
the registration of multimodal images. Assuming the shift
between the potentially matched CPs would not exceed R pix-
els for each CP in the sensed image, the position is relocated by
template matching using NMI in the local region centered at
Fig. 8 Some positions of targets split into two parts are
combined to one using the position relocation.
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results are shown in Fig. 7, where the blue point is the original
CP, the red triangle is the relocated one, and the yellow circle is
the template with radius q ¼ 20, R ¼ 40.
A promising result can be observed within the last column
of the sub-images where the optimum position is found by
NMI but the naked eye would not discern the details. This is
because NMI measures the statistical similarity of images
rather than merely ‘looking’ at them. Fig. 8 illustrates another
effect of the position relocation. In this image, some target
positions split into two smaller ones and then are combined
into one position by the template matching, which has the
function of making the unmatched outlier be truly matched.
It also works for some outliers that are contiguous to the
matched points. That is to say, the position relocation can
search for the optimum matched position no matter if the
corresponding CP is from the complete target or not. Then,
the inﬂuence of the outliers caused by the iterative warping
is eliminated. It appears computationally expensive in the iter-
ation. However, the re-computation can be avoided by a bin-
ary ﬂag vector, in which the status indicates whether or not
the position of the CP that has been relocated can be stored.
2.5. Outlier removal and ﬁnal warping
Although the position relocation can decrease the position
error to the maximal extent possible, sometimes there still exist
some CP pairs with large position errors. This occurs when
there is radiometric distortion, or in scenes without salient tex-
tures. In both of these cases, there is insufﬁcient information
for NMI to estimate accurate registration parameters. Hence,
an outlier removal procedure can be applied to decrease the
global transformation error, which is similar to the procedure
of robustness checking. First, Emaxchange is computed from Eq.
(3) with the substitution of a similarity transformation and Epre
computed from the key CPs set for n-order polynomial func-
tions and the matched CP pairs respectively. The order n
depends on the number of matched CPs. Then, two decision
criteria are applied to select one outlier. If Emaxchange < e and
Epre < g, then the matched CPs all satisfy the demand of stabil-
ity and accuracy. Otherwise the CP pair that has the
min
j
ðfEjchangegÞ must be selected as an outlier. After the outlier
is removed, Emaxchange and Epre are recalculated. The outlier
removal process is performed iteratively, until an optimal solu-
tion is obtained. The yellow circles with the thick lines in Figs. 6
and 8 are outliers that have been removed. Finally, the correc-Fig. 7 Some examples of the position relocation.tion is performed by warping one of the images with respect to
the other using the polynomial function and the parameters
estimated using the two sets of corresponding CPs.
2.6. Flowchart and Pseudo-codes
This proposed matching approach is summarized in Fig. 9.Fig. 9 Flowchart of the matching approach.
Table 2 Average correct probabilities for 4 typical scenes with
the different settings of a and b.
a ¼ b Correct probability a ¼ b Correct probability
5 1.000 20 0.880
10 0.972 25 0.842
15 0.930
Fig. 11 Robustness test results of scene 1 with a ¼ b ¼ 20.
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3.1. Data set, experiment, results, and analysis
An experimental study is carried out to test the matching
algorithm. The study includes 4 pairs of detected SAR images
selected from the dataset named ‘Switzerland, Thal Stereo sin-
gle pol.-1,2’ in the free TerraSAR-X data samples. The images
are characterized by a nominal SNR  14 dB, with image
size = 1000 · 2000 pixels, pixel size = 1.25 m · 1.25 m, and
incidence angles are about 21 and 35 respectively. As shown
in Fig. 10, each image pair is considered a typical scene with
different ground objects, which corresponds to the different
number of CPs extracted and the position distribution.
To evaluate the robustness, 100 sub-images with sizes of
800 · 800 are cropped randomly as the sensed images, which
are uniformly distributed in the image with incidence angle
21. Thus, the numbers of CPs in the sub-images vary
randomly, since targets are usually distributed unevenly in
the scene. The corresponding images (35) are deﬁned as the
reference images, whose sizes are larger than the sensed ones.
This will bring out many outliers in the matching processes.
Like the thresholds of Ekmaxchange and E
k
pre, a and b are the
important parameters in the procedure of the robustness test
for the key CPs. To observe the affect, we change a and b
simultaneously in the space [5, 25] with interval 5 and apply
the robustness test procedure to 50 sub-images cropped
randomly from the 4 typical scenes, respectively. The average
correct probabilities of the robustness test for the key CPs
are shown in Table 2.
It can be observed that the correct probability decreases
with the growth of a and b: However, when a ¼ b=5, the cor-
rect probability is 1. To future clarify, taking the robustness
test result of scene 1 with a ¼ b ¼ 20 as an example is shown
in Fig. 11.Fig. 10 SAR images with incidence angle 35 and 21 selected as
typical scenes for the experiment.As seen above, the Ekmaxchange and E
k
pre are strongly
correlated. When Ekmaxchange arrives at a local maximum, E
k
pre
also arrives at one, so the values of a and b could be correlated.
Judging when viewed with the naked eye, 6 mistakes occur
whose values of Ekmaxchange and E
k
pre are all between 5 and 14
pixels. This means that values at thresholds up to 20 did not
effectively work. In order to achieve a stable result, b could
be set to 2 pixels. Considering that Ekmaxchange is always less than
the Ekpre, the threshold a could also be set to 2.
The following experiments are divided into two parts to
demonstrate the necessity of the steps of outlier removal and
iterative warping with large thresholds. First, the proposed
method was tested without the step of outlier removal, and
the threshold in the iterative warping was set to a smaller
one T ¼ 5 to avoid the outliers involved. Second, this pro-
posed method was applied to the removal, including the step
of outlier rejection, using a large threshold of T ¼ 20 in the
iterative warping step. This was done in order to obtain as
many potential CPs as possible. During these experiments,
W= 3 and the percentages of the target areas in the target
extraction step are set with the naked eye to 2%, 3%, 4%
and 5% respectively, according to the complexity of the scene
in the order of image number shown in Fig. 10.
To identify the most robust matches, for all examples, the
threshold d for the vector voting is set to 10, the threshold of
checking a ¼ 2; b ¼ 2 and the number of key CPs is set to
Nk ¼ 5. The maximum translational shift R used in template
matching is set to 15, and the radius of the circular templates
q is 40. There is no simple criterion for the template radius. In
order to reduce the computation time to a minimum, this tem-
plate should be as small as possible. However, in principle, the
size of the template determines the amount of statistical infor-
mation that is provided. Small templates will yield unreliable
match values. Experiments in this work have indicated that a
template of radius size between 30 and 40 pixels yields a good
compromise between computational speed and statistical
reliability.
We chose T ¼ 5 to do the ﬁrst matching experiments. The
results are shown in Table 3, where NMATCHED is the average
number of CPs correctly matched, NSENSED is the average
number of CPs extracted in the sub-image, NREFERENCE the
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the root mean square error.
The results indicate the algorithm is robust and performs
well for low SNR multi-angle SAR images. As expected, the
number of CPs extracted in the sub-image increases as the
complexity of the scene increases, and the RMSE decreases
as NMATCHED decreases. This is because the high-order poly-
nomial cannot be adapted for the complicated scene with non-
linear local geometric distortions, therefore more complex
transformations are needed, such as the TPS model.18 How-
ever, the only shortcoming is that the NMATCHED is relatively
small and will decrease the recall value. This ‘‘Recall’’ is one of
the evaluation criterions of the matching approach and is
deﬁned as the number of correctly matched targets divided
by the total number of matched targets.19 Here, we do not pro-
vide the recall value of our matching approach in the table
because it is too difﬁcult to count the total number of matches
with the naked eye for 4 · 100 sub-images.
In the second set of experiments, we use the step of outlier
removal with e ¼ 3; g ¼ 1:3 and a large threshold of T ¼ 20 in
the iterative warping. The results are satisﬁed and shown in
Table 4.
As shown above, NMATCHED is increasing dramatically as
compared to those in Table 3. Even though the estimates of
the transformation parameters may be poor due to the inap-
propriate modeling, feature location errors, or bad distribution
of key CPs, it is still very effective in getting more potential
CPs by the iterative warping with the large threshold. Further-
more, the steps of the outlier removal and the position reloca-
tion reduce the outliers and decrease the matching error as
much as possible. The performance of the proposed algorithm
is dominated by the parameter g which controls the ﬁnal
RMSE. Larger values of g lead to more matched CPs and a
larger RMSE. Thus, g should be a reasonable value to strike
a balance between NMATCHED and RMSE.
3.2. Comparison with other methods
The following experiments were chosen as sufﬁcient methods
to compare with the proposed model. In these feature-based
techniques, we selected the restricted spatial order con-
straints(RSOC) algorithm12 to perform the experiment, whichTable 3 Performance of the matching approach for 4 cases excludi
Image No. Incidence angles () NMATCHED
1 20.48/35.80 10.22
2 20.42/35.76 13.90
3 21.09/36.30 27.41
4 20.82/36.10 29.04
Table 4 Performance of the matching approach for 4 cases includi
Image No. Incidence angles () NMATCHED
1 20.48/35.80 12.97
2 20.42/35.76 22.04
3 21.09/36.30 36.96
4 20.82/36.10 37.11is based on the scale-invariant feature transform(SIFT) tech-
nique. To reduce the difﬁculty, two multi-angle images despec-
kled by the enhanced Frost ﬁlter and cropped with the same
size of 400 · 400 pixels are used as the images for matching.
As the author stated in Ref.12, the larger the value of K, the
more accurate the matching results are, at a cost of more pro-
cessing time. To achieve better performance, we set K= 15,
ddif = K/2, dthresh = K/2, a ¼ 3, b ¼ 1:3 in RSOC to conduct
the matching experiment.
The SIFT processing was carried out with the open-source
software vlfeat.20 Comparisons of the results are shown in
Fig. 12, which are the matching results of SIFT, RSOC and
the proposed method, respectively.
As can be seen from Fig. 12(a), neglecting the outliers indi-
cated by the yellow circles, the red points in the left image
should have matched to the corresponding ones in the right
image in the form of parallel lines, but instead there were many
crossing (mismatched) lines. This is because the same feature
regions had dissimilar edge textures when the incidence angles
were different. Thus, the SIFT method is highly dependent
upon the edge information, which failed to register the two
images. In Fig. 12(b), where the red points are the matched
points, and the blue points are the outliers removed by RSOC,
the algorithm unfortunately fails to satisfy and does not con-
verge. Finally, because the number of correctly matched point
pairs in the two images is smaller than the number of outliers,
despite many mismatched points, the RSOC method extracted
only 4 correctly matched point pairs judging by the naked eye,
as shown in the yellow circles. However their position errors
were too large. Therefore, as pointed out by the author, it
can be concluded that when the correctly matched points are
too few and surrounded by mismatched points, the RSOC
may not work appropriately.
By virtue of the procedure of the selection of control points,
the wavelet approximation coefﬁcient fusion could depress the
speckle and make the shapes of features more intact, whereas
the proposed method needs no de-speckle ﬁlter. As shown in
Fig. 12(c), there are 14 correctly matched point pairs obtained
by the proposed method with RMSE = 0.45. Furthermore, in
order to reach the performance required, some possibly
matched point pairs with large position errors were rejected
automatically and are shown as the dashed circles.ng the step of outlier removal with a small threshold.
NSENSED NREFERENCE RMSE
36.73 78 0.4920
52.88 96 0.7579
89.67 165 1.0193
93.87 298 1.2740
ng the outlier removal step with a large threshold.
NSENSED NREFERENCE RMSE
37.79 78 0.9885
52.42 96 1.2077
91.06 165 1.2592
93.90 298 1.2626
Fig. 12 Comparison with other methods.
Table 6 Computational efﬁciency analysis.
Image No. NMATCHED Matching
time(s)
Template matching
time(s)
Total time(s)
1 12.97 56.26 395.27 451.53
2 22.04 134.34 680.85 815.19
3 36.96 324.23 913.64 1237.87
4 37.11 366.15 1021.73 1387.88
Table 5 Similarity measure matrix of invariant moments.
Image No. 1 2 3 4 5 6
1 1.2338 1.2204 5.4338 1.4215 5.2074 0.1131
2 7.3956 6.2241 7.5562 6.3733 3.1441 7.3689
3 0.9408 1.1857 5.6782 1.1980 5.0388 0.3709
4 2.6639 1.9308 6.2318 1.6911 2.2056 2.9630
5 2.7256 1.3164 5.0506 1.7016 3.0267 2.4596
6 6.1794 4.6747 0.5743 5.5764 6.9793 4.9922
248 D. LiIn the similarity-based techniques, we chose this method
based on invariant moments11, which is implemented as
follows:
Since the improved Harris corner detector is not suitable to
the SAR image, we chose six matched CP pairs shown in
Figs. 2 and 7 to compute the similarity measure matrix, whose
values are the minimum Euclidean distances of the invariant
moments obtained by template matching. Due to the fact that
the element values of the matrix are usually very small, the
matrix is multiplied by 1 1012 in order to see the results more
clearly and is illustrated in Table 4.
In the optimal situation, the diagonal elements of the
matrix should be the minimum value in each row. However,
the values in Table 5 indicate that the invariant moments are
not very dependable, because they mainly rely on the local
texture information without taking the global structure into
consideration. Thus, it is inevitable that there will be
mismatches in the results of invariant moments when the dis-
tortion of local radiometry is signiﬁcant. Hence, it seems that
the algorithm based on geometric relations among the targets
is more reliable.
3.3. Computational efﬁciency analysis
In addition to computational efﬁciency analysis, we compare
the respective running times of different correctly matchedpoints. All the experiments of this section were executed on
an Intel Core i5-2520 M, 2.47 GHz laptop with 3.41 G RAM
in a Matlab environment.
In order to compare the running times of different correctly
matched points, 4 typical scenes were used, and the number of
the matched points increased gradually. The running times are
shown in Table 6.
We divided the running time of proposed method into two
parts, one is the time of matching, which excluded the time of
template matching from the total running time, the other is the
time of template matching using the metric of NMI. Table 6
demonstrated that the template matching time is much longer
than the matching time. It is basically because additional time
is spent on the inefﬁcient calculation of NMI and the exhaus-
tive search for the maximum value in each iteration, which are
to be further improved in the future work. In spite of that, the
running time of the proposed method is acceptable.
4. Conclusions
This paper tackles the difﬁcult task of image matching for the
multi-angle SAR images. An original matching algorithm is
presented and successfully tested. This algorithm has the fol-
lowing characteristics.
(1) This method involves the extraction of a set of CPs
based on the fusion of wavelet coefﬁcients, which can
extract the targets easily with intact shapes while sup-
pressing the speckles.
(2) A new strategy was developed for the determination of a
corresponding set of CPs by voting. It relies solely on
geometric information, and thus is not sensitive to the
variation of texture feature.
(3) After establishing the correspondence of a few CPs in
the reference and sensed images by which the similarity
transformation parameters are roughly computed, a
checking procedure is introduced to guarantee the stabil-
ity and accuracy.
(4) Based on the global transformation model, more
potentially matched CP pairs are obtained by the steps
A novel method for multi-angle SAR image matching 249of iterative warping with a large threshold and position
relocation.
(5) Finally, an outlier removal procedure is applied to con-
trol the ﬁnal RMSE to the desired level.
Through the experiments of different scenes, an RMSE of
about one pixel has been obtained for more than ten CPs.
Because the matching feature based on the relations between
the invariant positions of targets among the reference and
sensed images, the proposed algorithm has the advantages of
accommodating the nonmatching patterns and low quality
images. It outperforms several classical automated registration
methods in the choice of the feature for matching, and guaran-
teed robustness. Of course, like other algorithms, this algo-
rithm also has the disadvantages, and cannot solve the
problems of large rotation, different spatial resolution and
no ground targets. Since the SAR imaging is more sensitive
to the incidence angle (unlike the optical imaging), the large
rotation may cause the target pattern to be completely incon-
gruous, which may result in the failure of matching. In a situ-
ation of varying spatial resolution, there are many structures
with similar geometric topology in different scales, which
could lead to mismatched points. Speciﬁcally, the proposed
method is less ineffective when no ground targets exist, espe-
cially in a natural scene, such as forests, ﬁelds, whose features
usually vary dramatically with the incidence angle and the
environment. However, these problems will be considered in
future work.
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