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SUPERSYMMETRIC VERTEX ALGEBRAS
REIMUNDO HELUANI AND VICTOR G. KAC
Abstract. We define and study the structure of SUSY Lie conformal and
vertex algebras. This leads to effective rules for computations with superfields.
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1. Introduction
1.1. Vertex algebras were introduced about 20 years ago by Borcherds [Bor86].
They provide a rigorous definition of the chiral part of 2-dimensional conformal
field theory, intensively studied by physicists. Since then, they have had important
applications to string theory and conformal field theory, and to mathematics, by
providing tools to study the most interesting representations of infinite dimensional
Lie algebras. Since their appearance, they have been extensively studied in many
papers and books (for the latter we refer to [FLM88], [FHL93], [Kac96], [Hua97],
[FBZ01], [BD04]).
1.2. The purpose of the present paper is to define and study the structure of su-
persymmetric (SUSY) vertex algebras. This theory encompasses the formalism of
superfields extensively used by physicists (see eg. [Coh87], [DRS90] and references
therein).
Recall [Kac96] that a vertex algebra (V, |0〉, T, Y ) is a vector superspace V (space
of states) with an even vector |0〉 (vacuum vector), an even endomorphism T (trans-
lation operator), and a parity preserving bilinear product with values in Laurent
series in an indeterminate z over V :
V ⊗ V → V ((z)), a⊗ b 7→ Y (a, z)b =
∑
n∈Z
(a(n)b)z
−1−n,
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subject to the following axioms (a, b ∈ V ):
• (vacuum axioms) Y (a, z)|0〉|z=0 = a, T |0〉 = 0,
• (translation invariance) [T, Y (a, z)] = ∂zY (a, z),
• (locality) (z − w)N [Y (a, z), Y (b, w)] = 0 for some N ∈ Z+.
The vertex algebras which arise in conformal field theory carry a conformal vector
ν ∈ V , so that the coefficients of the corresponding field
(1.2.1) Y (ν, z) ≡ L(z) =
∑
n∈Z
Lnz
−2−n
satisfy the Virasoro commutation relations
(1.2.2) [Lm, Ln] = (m− n)Lm+n + δm,−nm
3 −m
12
c,
where c ∈ C is the central charge, and also the following two properties hold:
•
(1.2.3) L−1 = T,
• L0 is diagonalizable on V with eigenvalues bounded below.
Sometimes, such a vertex algebra V (called conformal) admits a “supersymmetry”,
namely, V carries a superconformal vector τ , such that the corresponding field
(1.2.4) Y (τ, z) ≡ G(z) =
∑
n∈ 12+Z
Gnz
−3/2−n
satisfies the following properties:
(1) ν = 12G−1/2τ is a conformal vector with central charge c;
(2) the operators Gn (n ∈ 1/2 + Z) along with the Virasoro operators Ln
(n ∈ Z), appearing in L(z) = Y (ν, z), form the Neveu-Schwarz algebra
with central charge c, namely, along with the Virasoro relations (1.2.2), the
following commutation relations hold:
(1.2.5)
[Gm, Ln] =
(
m− n
2
)
Gm+n, [Gm, Gn] = 2Lm+n +
c
3
(
m2 − 1
4
)
δm,−n.
Then V is called called an N = 1 superconformal vertex algebra. In particular,
we then can obtain an enhanced translation invariance property as follows. Let
S = G−1/2, let θ be an odd indeterminate, commuting with z: θ
2 = 0, θz = zθ,
and to each a ∈ V associate a superfield :
(1.2.6) Y (a, z, θ) = Y (a, z) + θY (Sa, z).
Then one can show, using the so called commutator formula, that
(1.2.7) [S, Y (a, z, θ)] = (∂θ − θ∂z)(a, z, θ).
Since, by the second formula in (1.2.5) and (1.2.3), we have
(1.2.8) S2 = T,
formula (1.2.7) implies the usual translation invariance [T, Y (a, z, θ)] = ∂zY (a, z, θ).
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This leads to the following definition of an NK = 1 SUSY vertex algebra (V , |0〉,
S, Y ), where S is an odd endomorphism of the space of states V , and Y is a parity
preserving bilinear product with values in V ((z))[θ]:
V ⊗ V → V ((z))[θ], a⊗ b 7→ Y (a, z, θ)b =
∑
n∈Z
i=0,1
θ1−iz−1−na(n|i)b,
subject to the following axioms:
• (vacuum axioms) Y (a, z, θ)|0〉|z=0,θ=0 = a, S|0〉 = 0,
• (translation invariance) [S, Y (a, z, θ)] = (∂θ − θ∂z)Y (a, z, θ),
• (locality) (z − w)N [Y (a, z, θ), Y (b, w, ζ)] = 0 for some N ∈ Z+.
This SUSY vertex algebra is called conformal if there exists an odd vector τ ∈ V ,
such that
Y (τ, z, θ) = G(z) + 2θL(z),
and such that the coefficients of the expansions of these fields as in (1.2.1) and
(1.2.4), satisfy the commutation relations (1.2.2) and (1.2.5) of the Neveu-Schwarz
algebra, S = G−1/2 and L0 is diagonalizable with eigenvalues bounded below.
Of course, a SUSY vertex algebra (V, |0〉, S, Y (a, z, θ)) gives rise to an ordinary
vertex algebra (V, |0〉, T = S2, Y (a, z) = Y (a, z, 0)), and a superconformal vector τ
gives rise to a conformal vector ν = 12Sτ . However, computations with superfields
are much more effective than with the ordinary fields.
1.3. Now, the Neveu-Schwarz is the simplest, after Virasoro, among the supercon-
formal Lie algebras. A superconformal Lie algebra is a pair (L ,F ), where L is a
Lie superalgebra and
F =
{
ai(z) =
∑
n∈Z
ainz
−1−n
}
i∈I
is a finite family of formal distributions whose coefficients ain span L , satisfying
the following properties:
(1) F contains a Virasoro formal distribution L(z) =
∑
n∈Z Lnz
−2−n, such
that [L−1, a
i(z)] = ∂za
i(z);
(2) the formal distributions ai(z) are pairwise local: (z−w)N [ai(z), aj(w)] = 0
for some N ∈ Z+, or, equivalently:
[ai(z), aj(w)] =
N−1∑
s=0
cijs (w)∂
s
wδ(z, w)
for some formal distributions cijs (z);
(3) cijs (z) ∈ C[∂z]F ;
(4) L is a non-split central extension of an almost simple Lie superalgebra L˜
(i.e. all non-zero ideals of L˜ contain its derived subalgebra L˜ ′).
1.4. A complete list of centerless superconformal Lie algebras consists of four se-
ries (N ∈ Z+): W (1|N), S(1|N + 2; a), S˜(1|N + 2), K(1|N), and two exceptions
K(1|4)′ and CK(1|6) (see [FK02]). Here W (1|N) denotes the Lie superalgebra of
all derivations of C[z, z−1, θ1, . . . , θN ], where z is an even indeterminate and θi’s are
odd anticommuting indeterminates, commuting with z (in particular,W (1|0) is the
centerless Virasoro algebra). The Lie superalgebras S(1|N ; a) and S˜(1|N) (resp.
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K(1|N)) are subalgebras of W (1|N) consisting of vector fields, annihilating cer-
tain supervolume forms (resp. preserving the super-contact form1 dz+
∑N
i=1 θ
idθi,
up to multiplication by a function), K(1|4)′ is the derived algebra of K(1|4), and
CK(1|6) is a certain subalgebra of K(1|6). The only algebras on the list that admit
a central extension are W (1|N) with N ≤ 1, S(1|2; a), S˜(1|2), K(1|N) with N ≤ 4
and K(1|4)′ (see [KvdL89] and [FK02]). Note that the Neveu-Schwarz algebra is a
central extension of K(1|1).
The subalgebraL≤ = span{ain|i ∈ I, n ≥ 0} is called the annihilation subalgebra
of L . The reason for this name comes from the fact that the space
(1.4.1) V (L ) = U(L )/U(L )L≤,
where U(L ) denotes the universal enveloping superalgebra of L , carries a canonical
structure of a vertex algebra, called the universal enveloping vertex algebra of L ,
where |0〉 is the image of 1, T is induced by L−1, and the image of F is contained
in the space of fields of V (L ), so that L≤|0〉 = 0.
In all cases the subalgebra L≤ consists of all vector fields of L which are regular
at the origin. Denote by L< the subalgebra of L≤, consisting of vector fields, which
vanish at the origin. Then in all cases we can find a complementary subalgebra Ltr
(the “translation” subalgebra)
(1.4.2) L≤ = Ltr ⊕L<.
In the cases W and S one can choose Ltr = spanC{∂z, ∂θ1 , . . . , ∂θN}. However, in
the remaining cases the simplest choice is
Ltr = spanC{∂z, ∂θ1 − θ1∂z, . . . , ∂θN − θN∂z}.
Denote these Lie superalgebras by Wtr and Ktr respectively, and by HW (resp.
HK) the universal enveloping superalgebra of Wtr (resp. Ktr). It is an associative
algebra on one even generator T and N odd generators Si, subject to the relations:
[T, Si] = 0, [Si, Sj ] = 0(resp. = 2δi,jT ).
Note that the operators T and S of an NK = 1 SUSY vertex algebra define a
representation of the associative superalgebra HK for N = 1 (see 1.2.8).
This leads to the definition of an NW (resp. NK) = N SUSY vertex algebra as
a HW (resp. HK)-module V with the vacuum vector |0〉 and a parity preserving
bilinear product with values in V ((z))[θi, . . . , θN ],
a⊗ b 7→ Y (a, z, θ1, . . . , θN ) =
∑
n∈Z,J
θJ
c
z−1−na(n|J)b,
where J runs over all ordered subsets of {1, . . . , N}, Jc denotes the ordered com-
plement of J in {1, . . . , N} and θJ = θj1 . . . θjk for J = {j1, . . . , jk}, subject to
the vacuum, translation invariance and locality axioms. The vacuum and locality
axioms generalize in the obvious way; translation invariance means the following:
[T, Y (a, z, θ)] = ∂zY (a, z, θ),
[Si, Y (a, z, θ)] = ∂θiY (a, z, θ) in the NW = N case,
[Si, Y (a, z, θ)] = (∂θi − θi∂z)Y (a, z, θ) in the NK = N case.
1Here and further we use the sign convention of [DM99],which differs from the one used in
[KvdL89] and[FK02]. The main difference is that the de Rham differential d is an even derivation.
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1.5. Given a superconformal Lie algebra L , and a decomposition (1.4.2) of its
annihilation subalgebra, such that Ltr ≃ Wtr (resp. ≃ Ktr), we define an L -
conformal NW (resp. NK) = N SUSY vertex algebra V by the property that V
carries a representation of L such that the representation of U(Ltr) coincides with
that of HW (resp. HK), the formal distributions ofL are represented by fields of V ,
and L0 is diagonalizable with eigenvalues bounded below. The “minimal” example
of an L -superconformal vertex algebra is V (L ), given by (1.4.1), or V c(L ) =
V (L )/(C − c1)V (L ) in the case L has a central element C, called the SUSY
Virasoro vertex algebra associated to L .
1.6. We develop the structure theory of SUSY vertex algebras along the lines of
[Kac96].
First, we develop the calculus of formal superdistributions. As usual, the key
role is played by the formal super delta-function
(1.6.1) δ(Z,W ) = (θ1 − ζ1) . . . (θN − ζN )(iz,w − iw,z) 1
z − w ,
where Z = (z, θ1, . . . , θN ), W = (w, ζ1, . . . , ζN ), and iz,w signifies the expansion in
the domain |z| > |w|. The key result is the decomposition formula of a local formal
superdistribution:
(1.6.2) a(Z,W ) =
∑
j≥0,J
∂
(j|J)
W δ(Z,W )cj|J (W ),
where
(1.6.3) cj|J (W ) = resZ(Z −W )j|Ja(Z,W ),
and resZ stands for the coefficient of θ
1 . . . θNz−1. There are actually two cases, W
and K, of this formula, depending on the choice of ∂
j|J
W in (1.6.2) and the respective
choice of (Z −W )j|J in (1.6.3).
We let for J = {j1 < · · · < js}:
∂
j|J
W = ∂
j
w∂θj1 . . . ∂θjs in case W,
∂
j|J
W = ∂
j
w(∂θj1 + θ
j1∂w) . . . (∂θjs + θ
js∂w) in case K,
and in both cases we let ∂
(j|J)
W = (−1)|J|(|J|+1)/2∂j|J/j!. (The second choice will be
denoted by D
j|J
W .) Respectively, we let
(Z −W )j|J = (z − w)j(θj1 − ζj1 ) . . . (θjs − ζjs) in case W,
(Z −W )j|J =
(
z − w −
N∑
i=1
θiζi
)j
(θj1 − ζj1 ) . . . (θjs − ζjs) in case K.
1.7. Next, the formal Fourier transform is defined by
F
Λ
Z,W a(Z,W ) = resZ exp((Z −W )Λ)a(Z,W ),
where Λ = (λ, χ1, . . . , χN ), λ is an even indeterminate, χi’s are odd indeterminates,
commuting with λ and satisfying the following commutation relations:
χiχj + χjχi = 0 in case W,
χiχj + χjχi = −2δi,jλ in case K.
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Defining the Λ-bracket
[a(W )Λb(W )] = F
Λ
Z,W [a(Z), b(W )]
of formal superdistributions, we arrive at the notion of the NW (resp. NK)= N
SUSY Lie conformal algebra R, which, as usual, encodes the singular part of the
operator product expansion (OPE) of a local pair of superfields. The case N = 0
is that of an ordinary Lie conformal superalgebra [Kac96].
The new phenomenon for N > 0 is that the Λ-bracket has parity N mod 2.
Consequently, the bracket [aΛb]|Λ=0 induces on R/(TR +
∑
i S
iR) a structure of
a Lie superalgebra of parity N mod 2.
On the other hand, the structure of a SUSY Lie conformal algebra is an important
part of the structure of a SUSY vertex algebra. As in the case of vertex algebras,
the only missing ingredient is the normally ordered product of superfields, which is
defined as usual:
: a(Z)b(Z) := a+(Z)b(Z) + (−1)p(a)p(b)b(Z)a−(Z),
where for a superfield a(Z) =
∑
n∈Z,J θ
Jcz−1−na(n|J) we let
a−(Z) =
∑
n≥0
θJ
c
z−1−na(n|J), a+(Z) = a(Z)− a−(Z).
We prove that the non-commutative Wick formula, which allows to compute the
singular part of the OPE for normally ordered products, generalizes to the SUSY
NW = N and NK = N cases almost verbatim:
(1.7.1) [aΛ : bc :] =: [aΛb]c : +(−1)p(a)+N)b : b[aΛc] : +
∫ Λ
0
[[aΛb]Γc]dΓ.
Furthermore, we show that the uniqueness and existence theorems, as well as all
basic identities for vertex algebras, extend to the SUSY case with minor modifi-
cation of signs. In particular, we show that a NW (resp. NK) = N SUSY vertex
algebra is a NW (resp. NK)= N SUSY Lie conformal algebra with the Λ bracket:
[aΛb] = resZ e
ΛZY (a, Z)b,
together with a unital, “quasicommuitative” and “quasiassociative” differential su-
peralgebra structure ::, which are related by formula (1.7.1). This is an equivalent
definition of a SUSY vertex algebra, analogous to the one given in [BK03] for ver-
tex algebras. Removing “quantum corrections”, we obtain the definition of a SUSY
Poisson vertex algebra.
1.8. As in the vertex algebra case, most of the basic examples of SUSY vertex al-
gebras are constructed starting with a SUSY Lie conformal algebra R, and taking
its universal enveloping vertex algebra V (R) or V c(R). This can be defined as the
universal enveloping vertex algebra V (L ) of the corresponding formal superdistri-
bution Lie algebra V (L ) (resp. V c(L )), defined in the same way as in (1.4.1). By
abuse of terminology, we often say that V (R) is a SUSY vertex algebra generated
by R.
The simplest example of an NK = N SUSY vertex algebra is the well-known
boson-fermion system, generated by one superfield Ψ of parity N mod 2, subject
to the following Λ-bracket:
[ΨΛΨ] = Λ
1|N for even N, [ΨΛΨ] = Λ
0|N for odd N.
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Viewed as an ordinary vertex algebra, this SUSY vertex algebra in the case N = 1 is
generated by one boson and one fermion (hence the name “boson-fermion” system).
Another example is the SUSY vertex algebra, generated by the current SUSY
Lie conformal algebra, associated to a Lie superalgebra g with an invariant bilinear
form ( , ). For N even, the corresponding SUSY NW = N or NK = N Λ-bracket is
defined as
[aΛb] = [a, b] + λ(a, b), a, b ∈ g.
For N odd, we consider the vector superspace Πg with reversed parity, and define
for a¯, b¯ ∈ Πg:
[a¯Λb¯] = (−1)p(a)
(
[a, b] + (a, b)
N∑
i=1
χi
)
.
In the case NK = 1, using the normally ordered products of the above superfields,
one reproduces the construction of the NK = 1 super Virasoro field from [KT85].
Unfortunately, we do not know how to construct a SUSY lattice vertex algebra.
A less routine example is the following. Let g be a Lie algebra and F a g-module.
We associate to this data an NK = 1 SUSY Lie conformal algebra R(g, F ), which
is a free HK-module over the vector superspace:
(F ⊕ g∗)⊕ (g⊕Πg∗),
where (F ⊕ g∗) and (g⊕Πg∗) are the even and odd parts respectively and Π is the
change of parity functor, with the following non-zero Λ-brackets (X,Y ∈ g, f ∈ F ,
α ∈ g∗, α¯ ∈ Πg∗):
[XΛY ] = [X,Y ], [XΛf ] = Xf,
[XΛα] = Xα+ λ < α,X >, [XΛα¯] = Xα+ χ < α,X > .
The corresponding SUSY universal enveloping vertex algebra is denoted by V (g, F ).
The SUSY NK = 1 vertex algebra V (g, F ) in the case when g is the Lie algebra of
vector fields on a manifold M , F is the space of functions on M and g∗ is the space
of differential 1−forms on M , is used in [BZHS06] to construct the chiral de Rham
complex [MSV99], as a sheaf of NK = 1 SUSY vertex algebras on M , and study its
SUSY properties.
1.9. In the subsequent paper [Hel06] the formalism of SUSY vertex algebras is
applied to associate to any (strongly)conformal SUSY NW (resp NK)= N vertex
algebra V a vector bundle VX on any supercurve (resp. superconformal curve) X ,
along the lines of [FBZ01], where this is done for ordinary curves.
2. Preliminaries
In this section we recall some notation and basic results on vertex algebras. We
also give the first examples of SUSY vertex algebras constructed via ordinary vertex
algebras. The reader is referred to [Kac96] for an introduction to the vertex algebra
theory.
Definition 2.1. Let A be a Lie superalgebra. An A -valued formal distribution is
a formal expression of the form:
B(z) =
∑
n∈Z
B(n)z
−1−n
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where B(n) ∈ A have the same parity for all n ∈ Z; this parity is called the parity
of B(z). The coefficients B(n) are called the Fourier modes of B(z), and z is an
indeterminate. A pair of formal distributions B(z), C(w) is local if
(z − w)N [B(z), C(w)] = 0 for some N ∈ Z+.
If A = End(V ), where V is a vector superspace, with the usual superbracket, we
say that B(z) is a field if, for every v ∈ V , B(n)v = 0 for large enough n.
2.2. Let V be a vertex algebra2 (see 1.2). The map Y is called the state-field corre-
spondence and we will use this map to identify a vector a ∈ V with its corresponding
field Y (a, z).
2.3. Given a vertex algebra V we denote
(2.3.1) a(n)b = a(n)
(
b
)
, [aλb] =
∑
k≥0
λk
k!
a(k)b, : ab := a(−1)b.
The first operation is called the n-th product, the second is called the λ-bracket
and the third the normally ordered product.
2.4. For each n ∈ Z, define the n-th product of End(V )-valued fields A(z) and B(z)
as follows. Denote by iz,w the expansion in the domain |z| > |w|:
(2.4.1) iz,wz
mwn(z −w)k = zm+kwniz,w
(
1− w
z
)k
=
∑
j≥0
(−1)j
(
k
j
)
zm+k−jwn+j .
Define
(2.4.2) A(w)(n)B(w) = resz (iz,w(z − w)nA(z)B(w)−
−iw,z(z − w)n(−1)p(A)p(B)B(w)A(z)
)
,
where p(A) denotes the parity of A(w). It can be shown that the following n-th
product identity holds (cf. [Kac96, Prop. 4.4])
(2.4.3) Y (a(n)b, z) = Y (a, z)(n)Y (b, z) ∀n ∈ Z,
hence,
(2.4.4) Y (Ta, z) = ∂zY (a, z).
2.5. In a vertex algebra V we have the following commutator formulas [Kac96, p
112]
[a(m), b(n)] =
∑
j≥0
(
m
j
)(
a(j)b
)
(m+n−j)
,
[a(m), Y (b, w)] =
∑
j≥0
(
∂jww
m
j!
)
Y (a(j)b, w).
This formula shows that the space of Fourier modes of all fields of a vertex alge-
bra is closed under the Lie bracket, and, moreover, the commutation relations are
expressed in terms of j-th products.
2We will denote a vertex algebra by its space of states V when there is no possible confusion.
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Definition 2.6. A Lie conformal algebra is a super C[∂]-module R equipped with
a parity preserving bilinear map
[ λ ] : R ⊗R → C[λ]⊗R, a⊗ b 7→ [aλb],
satisfying the following axioms:
• Sesquilinearity:
[∂aλb] = −λ[aλb], [aλ∂b] = (∂ + λ)[aλb].
• Skew-commutativity:
[bλa] = −(−1)p(a)p(b)[a−∂−λb].
• Jacobi identity:
[aλ[bµc]] = [[aλb]λ+µc] + (−1)p(a)p(b)[bµ[aλc]],
for all a, b, c ∈ R. Here λ and µ are commuting indeterminates.
Given a Lie conformal algebra R, we can associate to it a vertex algebra V (R)
(cf. [Kac96], [BK03]) called the universal enveloping vertex algebra of R, as defined
in the introduction. If R is generated by some vectors {ai} as a C[∂]-module, we
say that V (R) is generated by the same vectors. If C ∈ R is a central element
such that ∂C = 0, given any complex number c, we denote by V c(R) the quotient
of V (R) by the ideal (C − c)V (R).
One can show [Kac96] that a vertex algebra V is canonically a Lie conformal
algebra with the λ-bracket defined in (2.3.1) and ∂ = T .
Example 2.7. The Virasoro vertex algebra Virc is generated by an even field L
satisfying:
(2.7.1) [LλL] = (∂ + 2λ)L+
c
12
λ3.
The complex number c is called the central charge. Expanding the corresponding
field as in (1.2.1) we obtain the familiar commutation relations of the Virasoro
algebra (1.2.2).
2.8. Let ν ∈ V be a conformal vector (see 1.2) and let L(z) be the corresponding
Virasoro field. A vector a ∈ V satisfying [Lλa] = (T +∆λ)a+O(λ2) is said to have
conformal weight ∆. If, moreover, a satisfies [Lλa] = (T + ∆λ)a we say that a is
primary.
Example 2.9. The Neveu Schwarz (NS) vertex algebra is generated by an even
Virasoro field L (satisfying (2.7.1)) and an odd primary field G of conformal weight
3/2, satisfying the commutation relation:
[GλG] = 2L+
λ2
3
c.
If we expand the corresponding fields as in (1.2.1) and (1.2.4) we obtain the
commutation relations (1.2.5) and (1.2.2) of the Neveu-Schwarz algebra.
As we have seen in the introduction, given a vertex algebra with an N = 1
superconformal vector τ , we obtain an NK = 1 SUSY vertex algebra (see also 4.17
for a definition) by defining the superfields (1.2.6). In particular, the Neveu-Schwarz
algebra gives rise to such an NK = 1 SUSY vertex algebra.
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Below we give some examples of vertex algebras with an N = 1 superconformal
vector. By the construction in 1.2, they are automatically NK = 1 SUSY vertex
algebras.
Example 2.10. [Kac96, Ex. 5.9a] Let V be the universal enveloping vertex algebra
of the Lie conformal algebra generated by an even vector (free boson) α and an odd
vector (free fermion) ϕ, namely
[αλα] = λ, [ϕλϕ] = 1, [αλϕ] = 0.
Then V is a (simple) vertex algebra with a family of N = 1 superconformal vectors
τ = (α(−1)ϕ(−1) +mϕ(−2))|0〉, m ∈ C,
of central charge c = 32 − 3m2.
Example 2.11. [KT85] [Kac96, Thm 5.9] Let g be a finite dimensional Lie algebra
with a non-degenerate invariant symmetric bilinear form ( , ), normalized by the
condition (α, α) = 2 for a long root α, and let h∨ be the dual Coxeter number.
We construct a vertex algebra V k(gsuper) generated by the usual currents a, b ∈ g,
satisfying:
[aλb] = [a, b] + (k + h
∨)λ(a, b),
and the odd super currents a¯ ∈ Πg (as before Π stands for reversal of parity),
satisfying:
[aλb¯] = [a, b], [a¯λb¯] = (k + h
∨)(a, b).
Let
{
ai
}
and
{
bi
}
be dual bases of g. Provided that k 6= −h∨ the vertex algebra
V k(gsuper) admits an N = 1 superconformal vector
τ =
1
k + h∨

∑
i
ai(−1)b¯
i
(−1) +
1
3(k + h∨)
∑
i,j,r
([ai, aj ], ar)b¯i(−1)b¯
j
(−1)b¯
r
(−1)

 |0〉,
of central charge
ck =
kdimg
k + h∨
+
1
2
dimg.
This is known as the Kac-Todorov construction. The formulas in [Kac96] should
be corrected as above.
Example 2.12. [Kac96, Thm 5.10] The N = 2 vertex algebra is generated by a Vi-
rasoro field L of central charge c, an even field J , primary of conformal weight 1, and
two odd fields G±, primary of conformal weight 3/2. The remaining commutation
relations are:
[JλJ ] =
c
3
λ, [G±λG
±] = 0, [JλG
±] = ±G±,
[G+λG
−] = L+
1
2
∂J + λJ +
c
6
λ2.
This vertex algebra contains an N = 1 superconformal vector:
τ = G+(−1)|0〉+G−(−1)|0〉.
Also, this vertex algebra admits a Z/2Z× C∗ family of automorphisms. The gen-
erator of Z/2Z is given by L 7→ L, J 7→ −J and G± 7→ G∓. The C∗ family is given
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by G+ 7→ µG+ and G− 7→ µ−1G−. Applying these automorphisms, we get a family
of N = 1 superconformal vectors. By expanding the corresponding fields
L(z) =
∑
n∈Z
Lnz
−2−n, G±(z) =
∑
n∈1/2+Z
G±n z
−3/2−n, J(z) =
∑
n∈Z
Jnz
−1−n,
we get the commutation relations of the Virasoro operators Ln, and the following
remaining commutation relations
[Jm, Jn] =
m
3
δm,−nc, [Jm, G
±
n ] = ±G±m+n, [G±m, Ln] =
(
m− n
2
)
G±m+n,
[Lm, Jn] = −nJm+n, [G+m, G−n ] = Lm+n +
m− n
2
Jm+n +
c
6
(
m2 − 1
4
)
δm,−n.
Sometimes it is convenient to introduce a different set of generating fields for
this vertex algebra. We define L˜ = L− 1/2∂J . This is a Virasoro field with central
charge zero, namely [L˜λL˜] = (∂+2λ)L˜. With respect to this Virasoro element, G
+
is primary of conformal weight 2 and G− is primary of conformal weight 1; J has
conformal weight 1 but is no longer a primary field. To summarize the commutation
relations, we write
(2.12.1a)
Q(z) = G+(z) =
∑
n∈Z
Qnz
−2−n, H(z) = G−(z) =
∑
n∈Z
Hnz
−1−n,
L˜(z) =
∑
n∈Z
Tnz
−2−n.
The corresponding λ-brackets of these fields are given by:
(2.12.1b)
[L˜λL˜] = (∂ + 2λ)L˜, [L˜λJ ] = (∂ + λ)J − λ
2
6
c, [L˜λQ] = (∂ + 2λ)Q,
[L˜λH ] = (∂ + λ)H, [HλQ] = L˜− λJ + c
6
λ2.
The commutation relations between the Fourier coefficients are:
(2.12.1c)
[Tm, Tn] = (m− n)Tm+n, [Qm, Qn] = [Hm, Hn] = 0,
[Tm, Hn] = −nHm+n, [Tm, Jn] = −nJm+n −m(m+ 1) c
12
δm,−n,
[Tm, Qn] = (m− n)Qm+n, [Hm, Qn] = Tm+n −mJm+n +m(m− 1) c
6
δm,−n
2.13. In the subsequent sections, we will study in detail the structure theory of
SUSY vertex algebras. Here we introduce some basic notation, used in the examples
further on.
Let V be a vector superspace over C. Let z be an even indeterminate and
θ1, . . . , θN be odd anticommuting indeterminates which commute with z. For an
ordered subset I = (i1, . . . , ik) ⊂ {1, . . . , N}, we will write θI = θi1 . . . θik and let
N \ I be the ordered complement of I in {1, . . . , N}.
An End(V )-valued superfield is a expression of the form:
(2.13.1) A(z, θ1, . . . , θN ) =
∑
(n|I):n∈Z
θN\IA(n|I)z
−1−n
where I runs over all ordered subsets of the set {1, . . . , N}, A(n|I) ∈ End(V ), and
for each I and v ∈ V we have A(n|I)v = 0 for n large enough. We will usually write
A(z, θ) or simply A(Z) for this field, where Z = (z, θ1, . . . , θN ).
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Remark 2.14. Define an N = 2 superconformal vertex algebra as a vertex algebra
with a vector τ and two operators S1, S2 satisfying
[T , Si] = 0, [Si, Sj] = 2δi,jT,
such that the corresponding fields J(z) = −iY (τ, z), L(z) = 12Y (S2S1τ, z) and
(2.14.1)
G(1)(z) ≡ G+(z) +G−(z) = −Y (S2τ, z),
G(2)(z) ≡ i (G+(z)−G−(z)) = Y (S1τ, z),
satisfy the λ-brackets of Example 2.12, L−1 = T , G
(i)
−1/2 = S
i, and L0 is diagonal-
izable with eigenvalues bounded below. Then we obtain an NK = 2 SUSY vertex
algebra (see 4.17 for a definition) by letting
Y (a, Z) = Y (a, z) + θ1Y (S1a, z) + θ2Y (S2a, z) + θ2θ1Y (S1S2a, z).
Similarly, given a vertex algebra with two vectors ν, τ and an odd operator S such
that [T, S] = 0, S2 = 0 and the associated fields:
J(z) = −Y (τ, z), H(z) = Y (ν, z)
Q(z) = Y (Sτ, z), L˜(z) = Y (Sν, z)− ∂zJ(z)
satisfy the commutation relations (2.12.1b), T−1 = T , Q−1 = S, T0 is diagonalizable
with eigenvalues bounded below, and J0 is diagonalizable, we obtain an NW = 1
SUSY vertex algebra (see 3.3.1 for a definition) by letting:
Y (a, Z) = Y (a, z) + θY (Sa, z).
Example 2.15. Following the previous remark, we can give the N = 2 vertex
algebra, as defined in Example 2.12, the structure of an NK = 2 SUSY vertex
algebra by letting S1 = (G+(0) + G
−
(0)) and S
2 = i(G+(0) − G−(0)). Also we check
directly that letting
(2.15.1) τ =
√−1J(−1)|0〉,
we get:
(2.15.2) Y (τ, z, θi) =
√−1J(z) + θ1G(2)(z)− θ2G(1)(z) + 2θ1θ2L(z)
where G(1)(z) = G+(z) +G−(z) and G(2)(z) = i(G+(z) −G−(z)). It follows that
[Si, Sj ] = 2δijT , τ(0|0) = 2T , τ(0|1) = −S1 and τ(0|2) = −S2 (cf. 5.6 below).
We note that G(i) are primary of conformal weight 3/2, and J is primary of
conformal weight 1. The other commutation relations between the generating fields
L, J, G(i) (i = 1, 2) are
[G(i)λG
(i)] = 2L+
cλ2
3
, [G(1)λG
(2)] = −i (∂ + 2λ)J,
[JλG
(1)] = −iG(2), [JλG(2)] = iG(1),
or, equivalently,
[G(i)m , G
(i)
n ] = 2Lm+n +
(
m2 − 1
4
)
c
3
δm,−n, [G
(1)
m , G
(2)
n ] = i (n−m)Jm+n,
[Jm, G
(1)
n ] = −iG(2)m+n, [Jm, G(2)n ] = iG(1)m+n.
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Similarly, we can view the N = 2 vertex algebra of Example 2.12 as an NW = 1
SUSY vertex algebra as follows. We will use the generating fields L˜, Q,H, and J
with the commutation relations (2.12.1c). Define the superfields:
Y (a, z, θ) = Y (a, z) + θY (Q−1a, z),
and let T = T−1, S = S
1 = Q−1, so that T and S commute and S
2 = 0.
Note that defining the vectors ν = H(−1)|0〉 and τ = −J(−1)|0〉 we have in
particular
Y (ν, z, θ) = H(z) + θ(L˜(z) + ∂zJ(z)),
Y (τ, z, θ) = −J(z) + θQ(z).
Therefore, if we consider the Fourier modes as defined in (2.13.1), we have
ν(0,0) = T, τ(0,0) = S.
Moreover, it is easy to see that the field L˜(z) + ∂zJ(z) is also a Virasoro field and
the conformal weights of the generating fields L˜,H,Q, J are positive with respect
to this Virasoro field as well. It follows that the operator ν(1,0) acts diagonally with
non-negative eigenvalues (cf. Definition 5.2 below).
Example 2.16. [Kac96, Ex. 5.9d] Consider the vertex algebra generated by a pair
of free charged bosons α± and a pair of free charged fermions ϕ± where the only
non-trivial commutation relations are:
[α±λα
∓] = λ, [ϕ±λϕ
∓] = 1.
This vertex algebra contains the following family of N = 2 vertex subalgebras
(µ ∈ C):
G± =: α±ϕ± : ±m∂ϕ±, J =: ϕ+ϕ− : −m(α+ + α−),
L =: α+α− : +
1
2
: ∂ϕ+ϕ− : +
1
2
: ∂ϕ−ϕ+ : −m
2
∂(α+ − α−).
The vector τ given by (2.15.1) provides this vertex algebra with the structure of an
NK = 2 SUSY vertex algebra, by letting T = L−1 and S
i = G
(i)
−1/2 (see (2.14.1)).
As in Example 2.15, we can view this vertex algebra as an NW = 1 SUSY vertex
algebra.
Example 2.17. An example of an NW = N SUSY vertex algebra for each N
can be constructed as follows. Denote by A the set of all ordered monomials
θi1 . . . θis and consider the superalgebra C[t, t−1, θ1, . . . , θN ] where t is even and
θi are odd indeterminates. Let W (1|N) be the Lie superalgebra of derivations
of this superalgebra, and define the following collection of W (1|N)-valued formal
distributions:
F =
{
aj(z) =
∑
n∈Z
(tna∂j)z
−1−n
∣∣∣ a ∈ A, j = 0, 1, . . . , N
}
,
where ∂j = ∂θj if j > 0 and ∂0 = ∂t. The pair (W (1|N),F ) is a formal distribution
Lie superalgebra. The corresponding Lie conformal superalgebra is the free C[∂]-
module WN generated by the vectors a
j , with a ∈ A and j = 0, . . . , N , and the
following λ-brackets (cf. [Kac96], [FK02]):
[aiλb
j] = (a∂ib)
j + (−1)p(a)((∂ja)b)i, i, j ≥ 1,
[aiλb
0] = (a∂ib)
0 − (−1)p(b)(ab)iλ, [a0λb0] = −∂(ab)0 − 2(ab)0λ.
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Let V (WN ) be the associated universal enveloping vertex algebra. The field
L(z) = −10(z) +
n∑
i=1
∂z(θ
i)i(z),
is a Virasoro field, and the elements (θi)j are primary of conformal weight 1, while
the elements −1i are primary of conformal weight 2. We will need later its Fourier
modes, which are given by:
Ln = −tn+1∂t − (n+ 1)
∑
tnθi∂θi.
We define T = L−1 = −∂t. In order to be consistent with previous notation we
define the fields Qi(z) = −1i(z) and write down their Fourier modes which are
Qin = −tn+1∂θi .
In particular, we define Si = Qi−1 for i ≥ 1 and note that (Si)2 = 0 and [T, Si] = 0.
In order to construct an NW = N SUSY vertex algebra from the vertex algebra
V (WN ) we proceed as before, defining the superfields
(2.17.1) Y (a, z, θ1, . . . , θN ) =
∑
I
(−1) I(I−1)2 θIY (Si1 . . . Sisa, z),
where the summation is taken over all ordered subsets I = (i1, . . . , is) of {1, . . . , N}.
It is straightforward to check that the data (V (WN ), T, S
i, |0〉, Y ) is indeed anNW =
N SUSY vertex algebra. Moreover, this is a W (1|N)-conformal NW = N SUSY
vertex algebra, as defined in 1.5. We shall return to this example in 5.1.
Example 2.18. We can similarly construct an NK = N SUSY vertex algebra
V (KN ) for any N . For this we define a subalgebra K(1|N) of W (1|N), of those
differential operators preserving the form ω = dt+
∑
θidθi up to multiplication by
a function (recall that we consider d to be an even derivation, as in [DM99], but
not in [KvdL89] and [FK02]). It consists of differential operators of the form:
(2.18.1) Df = f∂0 +
1
2
(−1)p(f)
N∑
i=1
(θi∂0 + ∂i)(f)(θi∂0 + ∂i),
for f ∈ C[t, t−1, θ1, . . . , θN ]. These operators satisfy
[Df , Dg] = D{f,g},
where
{f, g} =
(
f − 1
2
N∑
i=1
θi∂if
)
∂0g − ∂0f
(
g − 11
2
N∑
i=1
θi∂ig
)
+ (−1)f 1
2
N∑
i=1
∂if∂ig.
In particular K(1|N) contains the operators
Ln = −tn+1∂t − n+ 1
2
tn
∑
θi∂θi , n ∈ Z,
G(i)n = −tn+1/2(∂θi − θi∂t) +
(
n+
1
2
)
tn−1/2θi
∑
θj∂θj , n ∈ 1
2
+ Z.
It is easy to see that the operators Ln span a centerless Virasoro Lie algebra.
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As in the W (1|N) case, we construct the corresponding Lie conformal superal-
gebra as follows. It is the free C[∂]-module KN generated by vectors a ∈ A, with
the following λ-brackets [FK02]
[aλb] =
((r
2
− 1
)
∂(ab) + (−1)r 1
2
n∑
i=1
∂ia∂ib
)
+ λ
(
r + s
2
− 2
)
ab,
where a = θii . . . θir , b = θj1 . . . θjs .
We denote by V (KN ) its universal enveloping vertex algebra, and we define the
operators T = L−1 and S
i = G
(i)
−1/2. Now we define the state-field correspondence
as in (2.17.1):
Y (a, z, θ) =
∑
I
(−1) I(I−1)2 θIY (SIa, z).
All the properties of an NK = N SUSY vertex algebra are straightforward to check
as in the previous cases. Moreover, this is a K(1|N)-conformal NK = N SUSY
vertex algebra. We will return to this example in 5.5.
3. Structure theory of NW = N SUSY vertex algebras
In this section we develop the structure theory of SUSY Lie conformal algebras
and SUSY vertex algebras along the lines of [Kac96] (see also [DSK05] for a better
exposition). Proofs are rather straightforward adaptations of those in the vertex
algebra case, the only difficulty being the problem of signs.
3.1. Formal distribution calculus.
3.1.1. In what follows we fix the ground field to be the complex numbers C and
N to be a non-negative integer. Let θ1, . . . , θN be Grassmann variables and I =
{i1, . . . , ik} be an ordered k-tuple: 1 ≤ i1 < · · · < ik ≤ N . We will denote
θI = θi1 . . . θik , θN = θ1 . . . θN .
For an element a in a vector superspace we will denote (−1)a = (−1)p(a), where
p(a) ∈ Z/2Z is the parity of a, and, given a k-tuple I as above, we will let (−1)I =
(−1)k. Given two disjoint ordered tuples I and J , we define σ(I, J) = ±1 by
θIθJ = σ(I, J)θI∪J ,
and we define σ(I, J) to be zero if I ∩ J 6= ∅. Also, unless noted otherwise, all
“union” symbols “∪” will denote disjoint unions3. It follows easily, by looking at
θIθJθK , that for three mutually disjoint tuples, I, J and K we have:
(3.1.1.1) σ(I, J)σ(I ∪ J,K) = σ(I, J ∪K)σ(J,K), σ(I, J) = (−1)IJσ(J, I).
Here and further (−1)IJ stands for (−1)(♯I)(♯J).
We will denote by N \ I the ordered complement of I in {1, . . . , N} and define
σ(I) := σ(I,N \ I). It follows from the definitions that θIθN\I = σ(I)θN .
3.1.2. Let Z = (z, θ1, . . . , θN ) and W = (w, ζ1, . . . , ζN ) denote two sets of coordi-
nates in the formal superdisk D = D1|N . As before, all θi and ζj anticommute.
Let C[[z]] be the algebra of formal power series in z; its elements are are series∑
n≥0 anz
n with an ∈ C. The superalgebra of regular functions in D is defined as
3This will not be true in section 4 where we analyze NK = n SUSY vertex algebras
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C[[Z]] := C[[z]]⊗ C[θ1, . . . , θN ]. Similarly, we define the superalgebra C[[Z,W ]] :=
C[[z, w]]⊗ C[θ1, . . . , θN , ζ1, . . . , ζN ].
For any C-algebraR, we denote by R((z)) the algebra of R-valued formal Laurent
series, its elements are series of the form
∑
n∈Z anz
n such that an ∈ R and there
existsN0 ∈ Z such that an = 0 for all n ≤ N0. If R is a field, so is R((z)). We denote
R((Z)) := R((z))⊗C C[θ1, . . . , θN ]. Denote also by C((Z))((W )) the superalgebra
R((W )) where R = C((Z)); its elements are Laurent series in W whose coefficients
are Laurent series in Z. Similarly we have the superalgebra C((W ))((Z)).
Denote by C((z, w)) the field of fractions of C[[z, w]] and put C((Z,W )) :=
C((z, w)) ⊗C C[θ1, . . . , θN , ζ1, . . . , ζN ]. One may think of this superalgebra as the
algebra of meromorphic functions in the formal superdisk D2|2N . Given such a
meromorphic function, we can “expand it near the w axis”, to obtain an element
of C((Z))((W )). Indeed, C[[z, w]] embeds naturally in C((z))((w)) and C((w))((z))
respectively. Since C((z, w)) is the ring of fractions of C[[z, w]] and C((z))((w)) and
C((w))((z)) are fields, these embedding induce respective algebra embeddings
C((z))((w))
iz,w←֓ C((z, w)) iw,z→֒ C((w))((z)).
(A concrete example is given by (2.4.1)).
Tensoring with the corresponding Grassmann superalgebras, we obtain superal-
gebra embeddings
C((Z))((W ))
iz,w←֓ C((Z,W )) iw,z→֒ C((W ))((Z)).
Let U be a vector superspace. An U -valued formal distribution is an expression
of the form
a(Z) =
∑
(n|I):n∈Z
Zn|Ian|I , an|I ∈ U .
The space of such distributions will be denotedU [[Z,Z−1]]. We denote by C[Z,Z−1] :=
C[z, z−1]⊗C[θ1, . . . , θN ] the superalgebra of Laurent polynomials. A U -valued for-
mal distribution is canonically a linear functional C[Z,Z−1]→ U . To see this, we
define the super residue as the coefficient of Z−1|N :
resZ a(Z) = a−1|N .
This clearly satisfies
(3.1.2.1) resZ ∂za(Z) = resZ ∂θa(Z) = 0.
Given a U -valued formal distribution a(Z) we obtain a linear map C[Z,Z−1]→ U
given by
f(Z) 7→ resZ a(Z)f(Z).
Conversely, every formal distribution arises in this way. Indeed we have:
(3.1.2.2) resZ Z
n|Ia(Z) = σ(I)a−1−n|N\I .
Therefore the formal distribution a(Z) can be written as
a(Z) =
∑
(n|I):n∈Z
Z−1−n|N\Ia(n|I),
where
a(n|I) = σ(I) resZ Z
n|Ia(Z).
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We can similarly define U -valued formal distributions in two variables, as ex-
pressions of the form
a(Z,W ) =
∑
(j|J),(k|K)
Zj|JW k|Kaj|J,k|K , aj|J,k|K ∈ U .
The space of such formal distributions will be denoted U [[Z,Z−1,W,W−1]].
Note that in the case U = C, both algebras C((Z))((W )) and C((W ))((Z))
are embedded in C[[Z,Z−1,W,W−1]]. We will denote by iz,w and iw,z the cor-
responding embeddings of C((Z,W )) in C[[Z,Z−1,W,W−1]]. When f(Z,W ) is a
Laurent polynomial (that is a polynomial in z, z−1, w, w−1 and the odd variables)
then the embeddings iz,wf and iw,zf coincide on C[[Z,Z
−1,W,W−1]]. Indeed, it
is immediate to see that
(3.1.2.3) C((Z))((W )) ∩ C((W ))((Z)) = C[[Z,W ]][z−1, w−1],
where the intersection is taken in C[[Z,Z−1,W,W−1]]. The images under these
embeddings are different for other functions, as we will see below (cf. 3.1.5).
A U -valued formal distribution in two variables is called local if there exists a
non-negative integer n such that
(z − w)na(Z,W ) = 0.
3.1.3. Note that the differential operators ∂z , ∂θi and ∂w, ∂ζi act in the usual way
on the spaces C((Z,W )), C[[Z,Z−1,W,W−1]]. For j ∈ Z+ and J = (j1, . . . , jk) we
will denote
∂
j|J
Z = ∂
j
z∂θj1 . . . ∂θjk .
We define
∂
(j|J)
Z :=
(−1) J(J+1)2
j!
∂
j|J
Z , Z
(j|J) :=
(−1) J(J+1)2
j!
Zj|J .
One checks easily that the embeddings iz,w and iw,z defined above, commute with
the action of the differential operators ∂
j|J
Z and ∂
j|J
W .
We will denote
(3.1.3.1)
Z −W = (z − w, θ1 − ζ1, . . . , θN − ζN ), Zn|I = znθI ,
(Z −W )j|J = (z − w)j
∏
i∈J
(θi − ζi), ∂W = (∂w, ∂ζ1 , . . . , ∂ζN ),
and for any U -valued formal distribution f(Z), we define its Taylor expansion as:
(3.1.3.2) f(Z) = e(Z−W )∂W f(W ),
where
(Z −W )∂W = (z − w)∂w +
∑
i
(θi − ζi)∂ζi .
Expanding the exponential in (3.1.3.2) we obtain:
f(Z) =
∑
(j|J):j≥0
(−1)J(Z −W )j|J∂(j|J)W f(W ).
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Remark 3.1.4. In the definition of formal distributions and super residues, we can
replace C by any commutative superalgebra A , and U by any A -module. We see
immediately that the residue map is of parity N mod 2, that is, for χ ∈ A , and
u(Z) an U -valued distribution, we have:
resZ χu(Z) = (−1)χN resZ u(Z).
On the other hand, this residue map is a morphism of right A -modules, namely:
resZ u(Z)χ =
(
resZ u(Z)
)
χ.
Proposition 3.1.5. There exists a unique C-valued formal distribution δ(Z,W )
such that for every function f ∈ U [ZZ−1] we have resZ δ(Z,W )f(Z) = f(W ).
Proof. For uniqueness, let δ and δ′ be two such distributions, then β = δ − δ′
satisfies resZ β(Z,W )f(Z) = 0 for all functions f(Z). Decomposing β(Z,W ) =∑
βn|I,m|JW
m|JZn|I , and multiplying by Zk|L we see that β−1−k|N−L,m|J = 0 for
all m|J , hence β = 0. Existence will be proved below. 
3.1.6. We define the formal δ-function as the C-valued formal distribution in two
variables, given by
(3.1.6.1) δ(Z,W ) = (iz,w − iw,z)(Z −W )−1|N = (iz,w − iw,z) (θ − ζ)
N
z − w
It follows that
∂(n)w δ(Z,W ) :=
1
n!
∂nwδ(Z,W ) = (iz,w − iw,z)(Z −W )−1−n|N .
This distribution has the following properties:
(1) (Z −W )m|J∂n|IW δ(Z,W ) = 0 whenever m > n or J ) I,
(2) (Z−W )j|J∂(n|I)W δ(Z,W ) = σ(I \J, J)∂(n−j|I\J)W δ(Z,W ) if n ≥ j and I ⊃ J ,
(3) δ(Z,W ) = (−1)Nδ(W,Z),
(4) ∂
j|J
Z δ(Z,W ) = (−1)j+N+J∂j|JW δ(W,Z),
(5) δ(Z,W )a(Z) = δ(Z,W )a(W ), where a(Z) is any formal distribution,
(6) resZ δ(Z,W )a(Z) = a(W ), where a(Z) is any formal distribution,
(7) exp ((Z −W )Λ) ∂n|IW δ(Z,W ) = (Λ+∂W )n|Iδ(Z,W ), where Λ = (λ, χ1, . . . , χN ),
χi are odd anticommuting variables, λ is even, λ commutes with χi, and
we write
(Z −W )Λ = (z − w)λ +
∑
i
(θi − ζi)χi, (Λ + ∂W ) = (λ + ∂w, χi + ∂θi).
Proof. Writing ∂Iζ = ∂ζi1 . . . ∂ζik we have
(Z −W )m|J∂n|IW δ(Z,W ) = (z − w)mn!(iz,w − iw,z)(z − w)−1−n(θ − ζ)J∂Iζ (θ − ζ)N
Now this clearly vanishes if m ≥ 1+n since then the two embeddings iz,w and iw,z
coincide on the regular function (z − w)m−n−1. The other factor is clearly zero if
J ) I since for every j ∈ J \ I we have a factor (θj − ζj) in ∂Iζ (θ− ζ)N . This proves
(1).
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In order to prove (2) we write:
(3.1.6.2)
(Z −W )j|J∂n|IW δ(Z,W ) = n!(iz,w − iw,z)(z − w)j−1−n(θ − ζ)J∂Iζ (θ − ζ)N
=
n!
(n− j)! (n−j)!(iz,w−iw,z)(z−w)
−1−(n−j)(−1)Jσ(J, I\J)(θ−ζ)J∂Jθ ∂I\Jζ (θ−ζ)N
=
n!
(n− j)! (−1)
J(J+1)
2 σ(J, I \ J)(n− j)!(iz,w − iw,z)(z − w)−1−(n−j)∂I\Jζ (θ − ζ)N
= (−1) J(J+1)2 σ(J, I \ J) n!
(n− j)!∂
n−j|I\J
W δ(Z,W ).
(3) is obvious and (4) follows from (3) easily. In order to prove (5) wee see that from
(1) we have δz = δw therefore we get δ(Z,W )zk = δ(Z,W )wk. On the other hand,
also from (1) it follows that δ(Z,W )θi = δ(Z,W )ζi. Hence δ(Z,W )θI = δ(Z,W )ζI
and we have proved that δ(Z,W )Zn|I = δ(Z,W )Wn|I . The result follows by lin-
earity now.
(6) follows by taking residue in (5). To prove (7) we first expand the exponential
in power series:
(3.1.6.3)
exp ((Z −W )Λ) ∂n|IW δ(Z,W ) =
∑
(j|J):j≥0
(−1)J(Z −W )(j|J)Λj|J∂n|IW δ(Z,W ).
Now using (2) we see that this is:
(3.1.6.4)
∑
(j|J):j≥0
(
n
j
)
Λj|Jσ(J, I \ J)∂n−j|I\JW δ(Z,W ).
On the other hand we can expand the right hand side of (7) as:
(Λ + ∂W )
n|I = (λ + ∂w)
n(χ+ ∂ζ)
I =
∑
(j|J):j≥0
(
n
j
)
λj∂n−jw σ(J, I \ J)χJ∂I\Jζ
=
∑
(j|J):j≥0
(
n
j
)
Λj|Jσ(J, I \ J)∂n−j|I\JW .
Comparing with (3.1.6.4) we get the result. 
Lemma 3.1.7. Let a(Z,W ) be a local formal distribution in two variables. Then
a(Z,W ) can be uniquely decomposed as
(3.1.7.1) a(Z,W ) =
∑
(j|J):j≥0
(
∂
(j|J)
W δ(Z,W )
)
cj|J (W ),
where the sum is finite. The coefficients cj|J are given by
(3.1.7.2) cj|J (W ) = resZ(Z −W )j|Ja(Z,W ).
Proof. First we note that if a(Z,W ) is local then the sum on the right hand side
is finite. Let b(Z,W ) the difference between the right hand side and the left hand
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side of (3.1.7.1). We find:
resZ(Z −W )k|Kb(Z,W ) = resZ(Z −W )k|Ka(Z,W )−
− resZ
∑
(j|J):j≥0
(Z −W )k|K
(
∂
(j|J)
W δ(Z,W )
)
cj|J (W )
= ck|K(W )− resZ
(
∂
(j−k|J\K)
W δ(Z,W )
)
c(j|J)(W )
= ck|K(W )− resZ δ(Z,W )ck|K(W ) = 0,
where in the second line we have used (2) of 3.1.6. It follows that b(Z,W ) has no
negative powers of z. Moreover, b(Z,W ) is local, since a(Z,W ) is, and the right
hand side of (3.1.7.1) is local by (1) of 3.1.6. We can write then
b(Z,W ) =
∑
(j|J):j≥0
Zj|Jbj|J (W ),
and since (z − w)nb(Z,W ) = 0 we obtain:
∑
(j|J)
j≥k≥0
(
n
k
)
Zj|Jwn−kbj−k|J (W ) = 0,
which easily shows that b(Z,W ) = 0. Uniqueness is clear by taking residues on
both sides of (3.1.7.1). 
3.1.8. Let a(Z,W ) be a formal distribution in two variables. We define its formal
Fourier transform by:
(3.1.8.1) FΛZ,W a(Z,W ) = resZ exp ((Z −W )Λ) a(Z,W ),
where Λ = (λ, χ1, . . . , χN ), λ is an even variable, and χi are odd anticommuting
variables, commuting with λ.
Expanding this exponential we have (recall (3.1.6.3)) :
(3.1.8.2) FΛZ,W a(Z,W ) = resZ
∑
(j|J):j≥0
Λj|J (Z −W )(j|J)a(Z,W )
=
∑
(j|J):j≥0
(−1)JNΛj|J resZ(Z −W )(j|J)a(Z,W ) =
∑
(j|J):j≥0
(−1)JNΛ(j|J)cj|J (W )
where cj|J are defined by (3.1.7.2) and we write, as before
Λj|J = λjχj1 . . . χjk , Λ(j|J) :=
(−1) J(J+1)2
j!
Λj|J .
Proposition 3.1.9. The formal Fourier transform satisfies the following proper-
ties:
(1) sesquilinearity:
F
Λ
Z,W ∂za(Z,W ) = −λFΛZ,W a(Z,W ) = [∂w,FΛZ,W ]a(Z,W ),
F
Λ
Z,W ∂θia(Z,W ) = −(−1)NχiFΛZ,W a(Z,W ) = (−1)N [∂ζi ,FΛZ,W ]a(Z,W ).
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(2) For any local formal distribution a(Z,W ) we have:
(3.1.9.1)
(−1)NFΛZ,W a(W,Z) = F−Λ−∂WZ,W a(Z,W ),
= FΓZ,W a(Z,W )|Γ=−Λ−∂W ,
where −λ− ∂W = (−λ− ∂w,−χi − ∂ζi).
(3) For any formal distribution in three variables a(Z,W,X) we have
F
Λ
Z,WF
Γ
X,W a(Z,W,X) = (−1)NFΛ+ΓX,WFΛZ,Xa(Z,W,X),
where Γ = (γ, η1, . . . , ηN ), with ηi odd anticommutative variables and γ is
even and commutes with ηi, Λ + Γ is the sum (λ + γ, χi + ηi), and the
superalgebra C[Λ,Γ] is commutative.
Proof. The proof of the first equality of both lines of (1) follows from (3.1.2.1). For
the first equality of the second line we have
F
Λ
Z,W ∂θia(Z,W ) = resZ exp ((Z −W )Λ) ∂θia(Z,W )
= − resZ (∂θi exp ((Z −W )Λ)) a(Z,W ) = − resZ χi exp ((Z −W )Λ) a(Z,W )
= −(−1)NχiFΛZ,W a(Z,W ).
For the second equality of the second line of (1) we have:
[∂ζi ,F
Λ
Z,W ]a(Z,W ) = (−1)N
(
resZ ∂ζi exp ((Z −W )Λ) a(Z,W )−
− exp ((Z −W )Λ) ∂ζia(Z,W )
)
== (−1)N resZ
(
∂ζi exp ((Z −W )Λ)
)
a(Z,W )
= −χiFΛZ,W a(Z,W ).
To prove (2) it is enough, by Lemma 3.1.7, to prove the statement when a(Z,W ) =(
∂
j|J
W δ(Z,W )
)
c(W ). In this case we have:
F
Λ
Z,W a(W,Z) = F
Λ
Z,W
(
∂
j|J
Z δ(W,Z)
)
c(Z) = FΛZ,W (−1)j+J+N∂j|JW δ(Z,W )c(Z).
Now using (7) in 3.1.6 we can express the last expression above as:
(−1)j+J+N resZ(Λ + ∂W )j|Jδ(Z,W )c(Z) =
= (−1)j+J+JN+N (Λ+∂W )j|J resZ δ(Z,W )c(Z) = (−1)j+J+JN+N (Λ+∂W )j|J c(W ).
On the other hand we have
F
Γ
Z,W a(Z,W )|Γ=−Λ−∂W = (−1)JN (−Λ− ∂W )j|Jc(W )
= (−1)j+J+JN (Λ + ∂W )j|Jc(W ).
The proof of (3) is straightforward:
(3.1.9.2) FΛZ,WF
Γ
X,W = resZ exp ((Z −W )Λ) resX exp ((X −W )Γ) =
= resZ resX exp ((Z −W )Λ + (X −W )Γ) =
= (−1)N resX resZ exp ((Z −X)Λ + (X −W )(Λ + Γ)) =
= (−1)N resX exp ((X −W )(Λ + Γ)) resZ exp ((Z −X)Λ) = (−1)NFΛ+ΓX,WFΛZ,X .
The sign (−1)N appears when we commute the residue maps (recall that they have
parity N mod 2). 
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3.2. NW = N SUSY Lie conformal algebras.
3.2.1. Let g be a Lie superalgebra. A pair of g-valued formal distributions a(Z), b(Z)
is called local if the distribution [a(Z), b(W )] is local. By the decomposition Lemma
3.1.7 we have for such a pair:
[a(Z), b(W )] =
∑
(j|J):j≥0
(
∂
(j|J)
W δ(Z,W )
)
cj|J (W ).
where
cj|J (W ) = resZ(Z −W )j|J [a(Z), b(W )].
We define a(W )(j|J)b(W ) = cj|J(W ) and we call this operation the (j|J)-product.
Let us also define the Λ-bracket of two g-valued formal distributions by
(3.2.1.1) [aΛb](W ) = F
Λ
Z,W [a(Z), b(W )],
where FΛZ,W is the formal Fourier transform defined in 3.1.8. It follows from the
definitions and from (3.1.8.2) that
[aΛb] =
∑
(j|J):j≥0
(−1)JNΛ(j|J)a(j|J)b.
Note also that the Λ-bracket has parity N mod 2 (this follows from the fact that
the residue map has parity N mod 2).
A pair (g,R) consisting of a Lie superalgebra g and a family R of pairwise local
g-valued formal distributions a(Z), whose coefficients span g, stable under all j|J-
th products and under the derivations ∂z and ∂θi is called an NW = N formal
distribution Lie superalgebra.
Proposition 3.2.2. The Λ-bracket defined in (3.2.1.1) satisfies the following prop-
erties:
(1) Sesquilinearity for a pair (a(Z), b(W )):
[∂zaΛb] = −λ[aΛb] [aΛ∂wb] = (∂w + λ)[aΛb](3.2.2.1)
[∂θiaΛb] = −(−1)Nχi[aΛb] [aΛ∂ζib] = (−1)a+N(∂ζi + χi)[aΛb](3.2.2.2)
(2) Skew-symmetry for a local pair (a(Z), b(W )):
[bΛa] = −(−1)ab+N [a−Λ−∂W b].
(3) Jacobi identity for a triple (a(Z), b(X), c(W )):
[aΛ[bΓc]] = (−1)aN+N [[aΛb]Λ+Γc] + (−1)(a+N)(b+N)[bΓ[aΛc]],
where Γ = (γ, η1, . . . , ηN ) and the superalgebra C[Λ,Γ] is commutative.
Proof. In order to prove the first equation in (3.2.2.2) we use Proposition 3.1.9 (1):
[∂θiaΛb] = F
Λ
Z,W [∂θia(Z), b(W )] = F
Λ
Z,W ∂θi [a(Z), b(W )]
= −(−1)NχiFΛZ,W [a(Z), b(W )] = −(−1)Nχi[aΛb].
For the second equation we have by Proposition 3.1.9 (1):
[aΛ∂ζib] = F
Λ
Z,W [a(Z), ∂ζib(W )] = F
Λ
Z,W (−1)a∂ζi [a(Z), b(W )]
= (−1)a ([FΛZ,W , ∂ζi ] + (−1)N∂ζiFΛZ,W ) [a(Z), b(W )]
= (−1)a+N (χi + ∂ζi)FΛZ,W [a(Z), b(W )] = (−1)a+N
(
χi + ∂ζi
)
[aΛb].
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Skew-symmetry follows from the skew-symmetry property of the Fourier transform
(3.1.9.1) as follows:
[bΛa] = F
Λ
Z,W [b(Z), a(W )] = −(−1)abFΛZ,W [a(W ), b(Z)]
= −(−1)ab+NF−Λ−∂WZ,W [a(Z), b(W )] = −(−1)ab+N [a−Λ−∂W b].
Finally, to prove the Jacobi identity we use Proposition 3.1.9 (3)
[aΛ[bΓc]] = F
Λ
Z,W [a(Z),F
Γ
X,W [b(X), c(W )]]
= (−1)aNFΛZ,WFΓX,W [a(Z), [b(X), c(W )]]
= (−1)aNFΛZ,WFΓX,W [[a(Z), b(X)], c(W )]+
+ (−1)ab+aNFΛZ,WFΓX,W [b(X), [a(Z), c(W )]]
= (−1)aN+NFΛ+ΓX,WFΛZ,X [[a(Z), b(X)], c(W )]+
(−1)ab+aN+bN+NFΓX,W [b(X),FΛZ,W [a(Z), c(W )]]
= (−1)aN+N [[aΛb]Γ+Λc] + (−1)(a+N)(b+N)[bΓ[aΛc]].

Definition 3.2.3. Let C[T, S] := C[T, S1, . . . , SN ] be the commutative superalge-
bra freely generated by an even element T and N odd elements Si. A NW = N
SUSY Lie conformal algebra is a Z/2Z-graded C[T, S]-module R with a C-bilinear
operation [ Λ ] : R ⊗C R → C[Λ]⊗C R of parity N mod 2 satisfying the following
three axioms:
(1) Sesquilinearity:
[TaΛb] = −λ[aΛb] [aΛTb] = (T + λ)[aΛb]
[SiaΛb] = −(−1)Nχi[aΛb] [aΛSib] = (−1)a+N
(
Si + χi
)
[aΛb]
(2) Skew-symmetry:
[bΛa] = −(−1)ab+N [b−Λ−∇a],
where ∇ = (T, S1, . . . , SN), the Λ-bracket in the RHS means compute first
the Γ bracket and then let Γ = −Λ−∇.
(3) Jacobi identity:
(3.2.3.1) [aΛ[bΓc]] = (−1)aN+N [[aΛb]Γ+Λc] + (−1)(a+N)(b+N)[bΓ[aΛc]].
We will drop the adjective SUSY when no confusion may arise.
Remark 3.2.4. Even though in this case the situation is simple, it is instructive to
realize the Λ bracket as a morphism of C[Λ]-modules. Consider the co-commutative
Hopf superalgebra H = C[Λ] with commultiplication ∆λ = λ⊗ 1 + 1 ⊗ λ, ∆χi =
χi⊗1+1⊗χi. Note that C[∇] ≃ H . Consider H as a H -module with the adjoint
action (which is trivial in this case, given that H is super-commutative). Then we
may think of H ⊗R as an H module, the action is given by h 7→ ∆h. Similarly
R ⊗ R is an H -module. The Λ-bracket is then a H -module homomorphism of
degree (−1)N . Namely, let φ denote the morphism R⊗R → H ⊗R which is given
by the Λ-bracket. Then for every h ∈ H we have
φh− (−1)hNhφ = 0,
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as elements in Hom(R ⊗R,H ⊗R). Similarly, the Jacobi identity is an identity
in
Hom(R ⊗R ⊗R,H ⊗H ⊗R).
We will expand on this in Remark 4.12.
Remark 3.2.5. According to Proposition 3.2.2, given any NW = N SUSY formal
distribution Lie superalgebra (g,R), the space R is a SUSY Lie conformal algebra
where T = ∂w and S
i = ∂ζi , and the Λ-bracket is defined by (3.2.1.1).
Definition 3.2.6. A Lie superalgebra of degree p ∈ Z/2Z is a vector superspace h
with a bilinear operation { , } : h⊗ h→ h of parity p satisfying:
(1) Skew-symmetry: {a, b} = −(−1)ab+p{b, a}.
(2) Jacobi identity:
{
a, {b, c}} = (−1)ap+p{{a, b}, c}+(−1)(a+p)(b+p){b, {a, c}}.
Lemma 3.2.7. Let h be a Lie superalgebra of degree p ∈ Z/2Z. Define g as a
vector superspace to be h if p = 0 mod 2 or h with the reversed parity if p = 1
mod 2. Define the bilinear operation [ , ] : g⊗ g→ g by:
[a, b] = (−1)ap+p{a, b},
where the right hand side is computed in h and then we reverse the parity if p = 1¯.
Then (g, [ , ]) is a Lie superalgebra which we will denote as Lie(h).
Proof. We have:
[b, a] = (−1)bp+p{b, a} = −(−1)bp+ab{a, b} = −(−1)(a+p)(b+p)[a, b],
which is skew-symmetry for the Lie algebra provided the parity in g is shifted by
p. To check Jacobi identity we have:
[a, [b, c]] = (−1)pb+ap{a, {b, c}} = (−1)pb+p{{a, b}, c}+ (−1)ab+p{b, {a, c}} =
= (−1)pb+p+(a+b+p)p+ap[[a, b], c] + (−1)ab+p+ap+bp[b, [a, c]] =
= [[a, b], c] + (−1)(a+p)(b+p)[b, [a, c]].

Lemma 3.2.8. Let R be a NW = N SUSY Lie conformal algebra. Then R/∇R
is naturally a Lie superalgebra of degree N mod 2 with bracket
{a+∇R, b+∇R} = [aΛb]Λ=0 +∇R.
Proof. The fact that the bilinear map { , } is well defined follows from sesquilinear-
ity. Skew-symmetry and the Jacobi identity follow from the corresponding axioms
for the SUSY Lie conformal algebra R. 
Lemma 3.2.9. Let R be an NW = N SUSY Lie conformal algebra. Then R˜ :=
R ⊗ C[W,W−1] is an NW = N SUSY Lie conformal algebra with Λ-bracket:
(3.2.9.1) [a⊗ fΛb⊗ g] = (−1)fb[aΛ+∂W b]⊗ f(W )g(W ′)|W ′=W ,
and with T˜ = T ⊗ id+ id⊗∂w and S˜i = Si ⊗ id+ id⊗∂ζi .
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Proof. We prove here skew-symmetry, the other axioms are checked in a similar
way:
[a⊗ fΛb⊗ g] = (−1)fb[aΛ+∂W b]⊗ f(W )g(W ′)|W=W ′
= −(−1)ab+N+fb[b−Λ−∂W−∇a]⊗ f(W )g(W ′)|W=W ′
= −(−1)(a+f)(b+g)+N+ga[b−Λ−∂W−∇−∂W ′+∂W ′a]⊗ g(W ′)f(W )|W=W ′
= −(−1)(a+f)(b+g)+N [b⊗ g−Λ−∇˜a⊗ f ]

3.2.10. For any NW = N SUSY Lie conformal algebra R, we put L(R) = R˜/∇˜R˜
and Lie(R) := Lie(L(R)) (see Lemmas 3.2.7 and 3.2.8). For each a ∈ R, let
a<n|I> ∈ L(R) be the image of a⊗Wn|I . Similarly define a(n|I) ∈ Lie(R) as the
image of the following element of L(R)
(−1)aIσ(I)a<n|I>,
and define, for each a ∈ R, the following Lie(R)-valued formal distribution
(3.2.10.1) a(Z) =
∑
j∈Z,J
Z−1−j|N\Ja(j|J) ∈ Lie(R)[[Z,Z−1]].
Using (3.2.9.1) with f = Wn|I and g = W k|K and putting Λ = 0 we compute
explicitly the Lie bracket (of parity N mod 2) in L(R):
(3.2.10.2) {a<n|I>, b<k|K>} =
∑
j≥0,J
(−1)aJ+b(I−J)
(
n
j
)
×
× σ(J, I \ J)σ(I \ J,K)(a(j|J)b)<n−j+k|K∪(I\J)>.
It is straightforward to check using Lemma 3.2.7, that the Lie bracket in Lie(R) is
given by:
(3.2.10.3) [a(n|I), b(k|K)] = (−1)(a+N−I)(N−K)
∑
(j|J):j≥0
(−1)(I−J)(N−J)
(
n
j
)
×
× σ(I)σ(J, I \ J)σ (I \ J, (N \K) \ (I \ J)) (a(j|J)b)(n+k−j|K∪(I\J)).
Proposition 3.2.11. Let R be an NW = N SUSY Lie conformal algebra, a, b two
vectors in R, and a(Z), b(W ) the corresponding Lie(R)-valued formal distributions
defined by (3.2.10.1). Then
(3.2.11.1) [a(Z), b(W )] =
∑
j≥0,J
(
∂
(j|J)
W δ(Z,W )
) (
a(j|J)b
)
(W ).
Proof. First we expand
(3.2.11.2)
∂
(j|J)
W δ(Z,W ) =
∑
n∈Z,I
(
n
j
)
(−1)I−Jσ(J)σ(N \ I, I \ J)Z−1−n|N\IWn−j|I\J .
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Now using (3.2.10.3) we have:
(3.2.11.3) [a(Z), b(W )] =
∑
n∈Z,I
k∈Z,K
(
n
j
)
(−1)(I−J)(N−J)σ(I)σ(J, I \ J)×
× σ(I \ J, (N \K) \ (I \ J))Z−1−n|N\IW−1−k|N\K (a(j|J)b)(n+k−j|K∪(I\J) .
On the other hand we have
(3.2.11.4)
W−1−k|N\K = σ(I \ J, (N \K) \ (I \ J))Wn−j|I\JW−1−k−n+j|(N\K)\(I\J),
and, due to (3.1.1.1),
(3.2.11.5) σ(I)σ(J, I \ J) = (−1)(I−J)(N−I)σ(N \ I, I \ J)σ(J).
Now substituting (3.2.11.4) in (3.2.11.3) and using (3.2.11.5) we obtain (3.2.11.1).

Proposition 3.2.12. Let R be an NW = N SUSY Lie conformal algebra, then the
pair (Lie(R),R) is an NW = N SUSY formal distribution Lie superalgebra.
Proof. The fact that the family of distributions (3.2.10.1) is closed under (j|J)-
th products and that they are pairwise local follows from Proposition 3.2.11 since
a(j|J)b = 0 for j ≫ 0 in R. The fact that this family is closed under the derivations
∂z, ∂θi follows from the following identities which are straightforward to check
(3.2.12.1)
(Ta)(j|J) = −ja(j−1|J),
(Sia)(j|J) = σ(ei, N \ J)a(j|J\ei).

3.2.13. Note from (3.2.9.1) that (−∂w,−∂ζi) are derivations of the (0|0)-th product
of R˜. Since these operators supercommute with (T˜ , S˜i), they induce derivations
(T, Si) of the Lie superalgebra Lie(R), given by the formulas:
(3.2.13.1)
T (a(j|J)) = −ja(j−1|J),
Si(a(j|J)) =
{
σ(N \ J, ei)a(j|J\ei) if i ∈ J,
0 if i /∈ J.
Note that Lie(R) contains a subalgebra Lie(R)≤ spanned by vectors a(j|J) with
j ≥ 0. This subalgebra, called the annihilation subalgebra, is stable under the
action of ∇ = (T, Si).
Moreover, it is straightforward to check, using (3.2.13.1), that the formal distri-
butions (3.2.10.1) satisfy:
(3.2.13.2) Ta(Z) = ∂za(Z), S
ia(Z) = ∂θia(Z)
namely, the NW = N formal distribution Lie superalgebra (Lie(R),R) is regular.
3.2.14. Recall that we have defined (j|J)-th products of formal distributions for
j ≥ 0 in 3.2.1. In order to define these products for j < 0 we let for a formal
distribution a(Z) =
∑
Zj|Jaj|J :
a+(Z) =
∑
(j|J):j≥0
Zj|Jaj|J , a−(Z) =
∑
(j|J):j<0
Zj|Jaj|J
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It follows easily from the definitions that
(3.2.14.1)
a+(W ) = resZ iz,w(Z −W )−1|Na(Z), a−(W ) = − resZ iw,z(Z −W )−1|Na(Z).
Indeed, we have
iz,w(Z −W )−1|N =
∑
(m|J):m≥0
(−1)Jσ(J)Wm|JZ−1−m|N\J .
Hence:
resZ iz,w(Z −W )−1|Na(Z) = resZ
∑
(m|J):m≥0
(n|I):n∈Z
(−1)Jσ(J)Wm|JZ−1−m|N\JZn|Ian|I
= resZ
∑
(m|J):m≥0
(−1)Jσ(J)σ(N \ J, J)Wm|JZ−1|Nam|J
=
∑
(m|J):m≥0
Wm|Jam|J = a+(W ).
The second equation in (3.2.14.1) follows similarly, or by noting that it is a conse-
quence of the first equation in (3.2.14.1), the definition of the δ function (3.1.6.1)
and property (5) in 3.1.6. Differentiating (3.2.14.1) we find:
(3.2.14.2)
(−1)JN∂(j|J)W a(W )+ = σ(J) resZ iz,w(Z −W )−1−j|N\Ja(Z),
(−1)JN∂(j|J)W a(W )− = −σ(J) resZ iw,z(Z −W )−1−j|N\Ja(Z).
These equations (3.2.14.2) are called the super Cauchy formulae.
Definition 3.2.15. Let V be a vector superspace. An End(V )-valued formal dis-
tribution a(Z) is called a field if for every vector v ∈ V we have a(Z)v ∈ V ((Z)),
i.e. there are finitely many negative powers of z in a(Z)v. For two such fields we
define their normally ordered product to be
(3.2.15.1) : a(Z)b(Z) : := a+(Z)b(Z) + (−1)abb(Z)a−(Z)
3.2.16. The normally ordered product of fields is again a well defined field. Indeed,
when applied to any vector v ∈ V the first summand in (3.2.15.1) clearly has finitely
many negative powers of z since b(Z)v ∈ V ((Z)) and a+(Z) has only non-negative
powers of z. For the second summand we see that a−(Z)v ∈ V [Z,Z−1], namely it
is a Laurent polynomial with values in V , therefore b(Z)a−(Z)v ∈ V ((Z)) as we
wanted.
Lemma 3.2.17.
(3.2.17.1) : a(W )b(W ) := resZ
(
iz,w(Z −W )−1|Na(Z)b(W )−
−(−1)abiw,z(Z −W )−1|Nb(W )a(Z)
)
.
Proof. This is immediate by (3.2.14.1). 
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3.2.18. Given the last lemma and the Cauchy formulae (3.2.14.2) it is natural to
define
(3.2.18.1) a(W )(−1−j|N\J)b(W ) = σ(J)(−1)JN :
(
∂
(j|J)
W a(W )
)
b(W ) : .
Differentiating (3.2.17.1) we find:
a(W )(−1−j|N\J)b(W ) = resZ
((
iz,w(Z −W )−1−j|N\J
)
a(Z)b(W )−
−(−1)ab
(
iw,z(Z −W )−1−j|N\J
)
b(W )a(Z)
)
.
Similarly, from the definition of the j|J-th products for j ≥ 0 in 3.2.1 we have:
(3.2.18.2)
resZ
((
iz,w(Z −W )j|J
)
a(Z)b(W )− (−1)ab
(
iw,z(Z −W )j|J
)
b(W )a(Z)
)
=
= resZ(Z −W )j|J
(
a(Z)b(W )− (−1)abb(W )a(Z)) =
= resZ(Z −W )j|J [a(Z), b(W )] = a(W )(j|J)b(W ).
Therefore we have proved that for every j ∈ Z and every tuple J we have:
(3.2.18.3) a(W )(j|J)b(W ) = resZ
((
iz,w(Z −W )j|J
)
a(Z)b(W )−
−(−1)ab
(
iw,z(Z −W )j|J
)
b(W )a(Z)
)
.
Proposition 3.2.19. The following identities analogous to sesquilinearity for all
pairs j|J are true:
(3.2.19.1)
(∂wa(W ))(j|J) b(W ) = −ja(W )(−j−1|J)b(W )
∂w
(
a(W )(j|J)b(W )
)
= (∂wa(W ))(j|J) b(W ) + a(W )(j|J)∂wb(W )(
∂ζia(W )
)
(j|J)
b(W ) = σ(J \ ei, ei)a(W )(j|J\ei)b(W )
∂ζi
(
a(W )(j|J)b(W )
)
= (−1)N−J
((
∂ζia(W )
)
(j|J)
b(W ) +
+(−1)aa(W )(j|J)
(
∂ζib(W )
))
,
where ei is the tuple consisting of only one element {i} and we recall that we are
defining σ(ei, J \ ei) to be zero if i 6∈ J .
Proof. The first two equations are standard and their proof is similar to the last
two. We will prove the last two equations by using (3.2.18.3). If i 6∈ J the result is
obvious.
(3.2.19.2)
resZ iz,w(Z −W )j|J∂θia(Z)b(W ) = −(−1)J resZ
(
∂θiiz,w(Z −W )j|J
)
a(Z)b(W )
= −(−1)Jσ(ei, J \ ei) resZ iz,w(Z −W )j|J\eia(Z)b(W ).
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Similarly we have:
(3.2.19.3) − (−1)(a+1)b resZ iw,z(Z −W )j|Jb(W )∂θia(Z) =
= (−1)ab+J resZ
(
∂θiiw,z(Z −W )j|J
)
b(W )a(Z) =
= (−1)ab+Jσ(ei, J \ ei) resZ iw,z(Z −W )j|J\eib(W )a(Z).
Adding (3.2.19.2) and (3.2.19.3) and using (3.1.1.1), we obtain the third equation
in (3.2.19.1).
Finally, to prove the last relation in (3.2.19.1) we expand:
(3.2.19.4) ∂ζi
(
a(W )(j|J)b(W )
)
= ∂ζi resZ
(
iz,w(Z −W )j|Ja(Z)b(W )−
− (−1)abiw,z(Z −W )j|Jb(W )a(Z)
)
=
(−1)N resZ
(
−σ(ei, J \ ei)iz,w(Z −W )j|J\eia(Z)b(W )+
+(−1)J+aiz,w(Z −W )j|Ja(Z)∂ζib(W )−
−(−1)abσ(ei, J \ ei)iw,z(Z −W )j|J\eib(W )a(Z)−
−(−1)ab+Jiw,z(Z −W )j|J∂ζib(W )a(Z)
)
=
= −(−1)Nσ(ei, J \ ei)a(W )(j|J\ei)b(W ) + (−1)N+J+aa(W )(j|J)∂ζib(W ) =
= (−1)N−J
((
∂ζia(W )
)
(j|J)
b(W ) + (−1)aa(W )(j|J)∂ζib(W )
)
.

Proposition 3.2.20. The following identity holds for any (j|J) and any three fields
a = a(W ), b = b(W ), c = c(W ):
(3.2.20.1) [aΛ(b(j|J)c)] =
=
∑
(k|K):k≥0
(−1)(a+K+N)(J+N)σ(J,K)Λ(k|K)[aΛb](j+k|J∪K)c+
+ (−1)(a+N)(b+N−J)b(j|J)[aΛc].
Proof. The left hand side is
(3.2.20.2) resZ exp ((Z −W )Λ) [a(Z), (b(W )(j|J)c(W ))] =
= resZ exp ((Z −W )Λ)
(
[a(Z), resX ix,w(X −W )j|Jb(X)c(W )]−
−(−1)bc[a(Z), resX iw,x(X −W )j|Jc(W )b(X)]
)
=
(−1)a(N−J) resZ resX exp ((Z −W )Λ) ix,w(X −W )j|J [a(Z), b(X)c(W )]−
− (−1)bc+a(N−J) resZ resX exp ((Z −W )Λ) iw,x(X −W )j|J [a(Z), c(W )b(X)]
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Using the identity [a, bc] = [a, b]c+ (−1)abb[a, c] we can write the first term of the
RHS of the last equality as:
(3.2.20.3) (−1)a(N−J) resZ resX exp ((Z −X +X −W )Λ)×
× ix,w(X −W )j|J [a(Z), b(X)]c(W ) + (−1)a(N−J+b) resZ resX exp ((Z −W )Λ)×
× ix,w(X −W )j|Jb(X)[a(Z), c(W )] =
= (−1)a(N−J)+N+JN resX exp ((X −W )Λ) ix,w(X −W )j|J [aΛb](X)c(W )+
+ (−1)a(N−J+b)+N+JN+bN resX ix,w(X −W )j|Jb(X)[aΛc](W ) =
= (−1)(a+N)(N−J) resX
∑
(k|K):k≥0
(−1)K(K+1)2
k!
Λk|K×
× ix,w(X −W )k|K(X −W )j|J [aΛb](X)c(W )+
+ (−1)(a+N)(N−J+b) resX ix,w(X −W )j|Jb(X)[aΛc](W ) =
= (−1)(a+N)(N−J) resX
∑
(k|K):k≥0
(−1)K(K+1)2
k!
σ(K, J)×
× Λk|Kix,w(X −W )k+j|K∪J [aΛb](X)c(W )+
+ (−1)(a+N)(N−J+b) resX ix,w(X −W )j|Jb(X)[aΛc](W )
Similarly the second term in the RHS of the last equality of (3.2.20.2) can be written
as:
(3.2.20.4) − (−1)bc+a(N−J) resZ resX exp ((Z −W )Λ)×
× iw,x(X −W )j|J [a(Z), c(W )]b(X)− (−1)bc+a(N−J+c) resZ resX ×
× exp ((Z −W )Λ) iw,x(X −W )j|J c(W )[a(Z), b(X)] =
= −(−1)bc+a(N−J)+N+JN resX iw,x(X −W )j|J [aΛc](W )b(X)−
− (−1)bc+(a+N)(N−J+c) resX exp ((X −W )Λ) iw,x(X −W )j|Jc(W )[aΛb](X)
= −(−1)bc+(a+N)(N−J) resX iw,x(X −W )j|J [aΛc](W )b(X)−
− (−1)bc+(a+N)(N−J+c) resX
∑
(k|K):k≥0
(−1)K(K+1)2
k!
×
× σ(K, J)Λk|K iw,x(X −W )k+j,K∪Jc(W )[aΛb](X).
Now adding (3.2.20.3) and (3.2.20.4) we get (3.2.20.1) (recall that the Λ-bracket
has parity N mod2). 
Remark 3.2.21. If we multiply both sides of (3.2.20.1) by
(−1) J(J+1+2a)2
j!
Γj|J ,
and sum over all pairs (j|J) with j ≥ 0 we obtain the Jacobi identity for the Λ-
bracket that we have already proved in Proposition 3.2.2. Therefore, the identities
(3.2.20.1) for j ≥ 0 are equivalent to the Jacobi identity (3.2.3.1).
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Next we note that if we replace b by ∂wb in (3.2.20.1) we obtain the same identity
with j replaced by j − 1 whenever j ≤ −1. Similarly, replacing b by ∂ζib we obtain
the same identity with J replaced by J \ ei. It follows the identity (3.2.20.1) is
equivalent to the Jacobi identity (3.2.3.1) and (3.2.20.1) with (j|J) = (−1|N). In
this case the formula (3.2.20.1) looks as follows:
[aΛ : bc :] =
∑
k≥0
λk
k!
[aΛb](k−1|N)c+ (−1)(a+N)b : b[aΛc] :
Rewriting the sum as the sum of the k = 0 term and the rest, this becomes:
(3.2.21.1) [aΛ : bc :] =: [aΛb]c : +(−1)(a+N)b : b[aΛc] : +
∫ Λ
0
[[aΛb]Γc]dΓ.
Here the integral
∫ Λ
0 is computed by taking the indefinite integral in the even
variable γ of ∂Nη of the integrand, and then taking the difference of the values
at the limits. This is the super analogue of the non-commutative Wick formula
[Kac96]. Thus, the identity (3.2.20.1) is equivalent to the Jacobi identity plus this
non-commutative Wick formula.
The following lemma is proved as in the ordinary vertex algebra case [Kac96,
Lem. 3.2].
Lemma 3.2.22 (Dong’s Lemma). Given three pairwise local formal distributions
a, b, c, the pair (a, b(j|J)c) is local for any (j|J).
3.3. Identities and existence theorem. In this section we define NW = N
SUSY vertex algebras, derive their identities, and prove an existence theorem as in
the non-super case [Kac96, Thm. 4.5].
Definition 3.3.1. An NW = N SUSY vertex algebra consists of a vector super-
space V , an even vector |0〉 ∈ V , N odd operators Si (the odd translation opera-
tors), an even operator T (the even translation operator), and a parity preserving
linear map Y from V to the space of End(V )-valued superfields a 7→ Y (a, Z). The
following axioms must be satisfied:
• Vacuum axioms:
Y (a, Z)|0〉 = a+O(Z), T |0〉 = Si|0〉 = 0, i = 1, . . . , N.
• Translation invariance
(3.3.1.1) [Si, Y (a, Z)] = ∂θiY (A,Z), [T, Y (a, Z)] = ∂zY (a, Z).
• Locality
(z − w)n[Y (a, Z), Y (b,W )] = 0 for some n ∈ Z+.
As before, O(Z) is an element of V [[Z]] which vanishes at Z = 0.
Morphisms between NW = N SUSY vertex algebras are linear maps f : V1 → V2
such that:
f ◦ T1 = T2 ◦ f, f(Y1(a, Z)b) = Y (f(a), Z)f(b), ∀ a, b ∈ V1.
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3.3.2. Given a NW = n SUSY vertex algebra V , we can define the (j|J) product
of two vectors of V as follows. Expand the field Y (a, Z) for a ∈ V :
(3.3.2.1) Y (a, Z) =
∑
(j|J):j∈Z
Z−1−j|N\Ja(j|J),
and define the j|J-product of two vectors in V as:
(3.3.2.2) a(j|J)b := a(j|J)
(
b
)
.
This is a C-bilinear product on V of parity N − J mod 2. We can rewrite the
axioms of the vertex algebra in terms of these products. For example, the vacuum
axioms are equivalent to:
a(−1|N)|0〉 = a, a(j|J)|0〉 = 0 if j ≥ 0,(3.3.2.3)
T |0〉 = Si|0〉 = 0.(3.3.2.4)
and translation invariance is equivalent to:
(3.3.2.5)
[T, a(j|J)] = −ja(j−1|J),
[Si, a(j|J)] =
{
σ(N \ J, ei)a(j|J\ei) if i ∈ J,
0 if i /∈ J.
Of course the fact that Y (a, Z) is a field is equivalent to a(j|J)b = 0 for j ≫ 0,
given a, b ∈ V .
Theorem 3.3.3. Let U be a vector superspace and V a space of pairwise local
End(U )-valued fields such that V contains the constant field Id, it is invariant
under the derivations ∂z, ∂θi and closed under all (j|J)-th products. Then V is
a NW = N SUSY vertex algebra with vacuum vector Id, translation operators
Ta(Z) = ∂za(Z) and S
ia(Z) = ∂θia(Z), and the (j|J) products are given by the
RHS of (3.2.18.3) multiplied by σ(J)4.
Proof. To check the vacuum axioms we have:
a(Z)(j|J)1 = σ(J) resZ(Z −W )j|J [a(Z), 1] = 0 if j ≥ 0,
a(Z)(−1|N)1 =: a(Z)1 := a(Z), ∂z1 = ∂θi1 = 0.
To check translation invariance we have:
∂z(a(Z)(j|J)b(Z))− a(Z)(j|J)∂zb(Z) = (∂za(Z))(j|J)b(Z),
but this is −ja(Z)(j−1|J)b(Z), according to (3.2.19.1). Therefore we see that the
first equation in (3.3.2.5) holds. For the odd translation operators we write (note
that the parity of a(j|J) is a+N − J since Y is parity preserving and our choice of
decomposing the field in (3.3.2.1)):
σ(J)
(
∂θi(a(Z)(j|J)b(Z))− (−1)a+N−Ja(Z)(j|J)∂θib(Z)
)
=
= (−1)N−Jσ(J)(∂θia(Z))(j|J)b(Z),
and again by (3.2.19.1) we see that this is
−(−1)Nσ(J)σ(ei, J\ei)a(Z)(j|J\ei)b(Z) = σ(N \J, ei)σ(J\ei)a(Z)(j|J\ei)b(Z),
4This normalization becomes is necessary because of our choice in (3.2.18.1), see also Theorem
3.3.9
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proving the second identity in (3.3.2.5). In order to check locality, we expand
(3.3.3.1)
Y (a(W ), X)b(W ) =
∑
(j|J):j∈Z
σ(J)X−1−j|N\Ja(W )(j|J)b(W )
= resZ
∑
(j|J):j∈Z
(−1)(N−J)Nσ(J)X−1−j|N\J×
×
(
iz,w(Z −W )j|Ja(Z)b(W )− (−1)abiw,z(Z −W )j|J b(W )a(Z)
)
= resZ
∑
(j|J):j∈Z
(−1)N−Jσ(J)
(
iz,w(Z −W )j|JX−1−j|N\J×
× a(Z)b(W )− (−1)abiw,z(Z −W )j|JX−1−j|N\Jb(W )a(Z)
)
.
We note that
(3.3.3.2) iz,w
∑
(j|J):j∈Z
(−1)(N−J)σ(J)(Z −W )j|JX−1−j|N\J = iz,wδ(Z −W,X).
Therefore the RHS of (3.3.3.1) reads:
resZ
(
iz,wδ(Z −W,X)a(Z)b(W )− (−1)abiw,zδ(Z −W,X)b(W )a(Z)
)
.
With this last equation we can compute then the commutator [Y (a(W )), Y (b(W ))]c(W ).
Indeed, the product Y (a(W ), X)Y (b(W ), Y )c(W ) is given by:
(3.3.3.3) resZ resU
(
iu,wiz,wδ(U −W,X)δ(Z −W,Y )a(U)b(Z)c(W )−
− (−1)bciu,wiw,zδ(U −W,X)δ(Z −W,Y )a(U)c(W )b(Z)−
− (−1)a(b+c)iw,uiz,wδ(U −W,X)δ(Z −W,Y )b(Z)c(W )a(U)+
+ (−1)a(b+c)+bciw,uiw,zδ(U −W,X)δ(Z −W,Y )c(W )b(Z)a(U)
)
,
and we get a similar expression for the product Y (b(W ), Y )Y (a(W ), X)c(W ). Sub-
tracting we obtain:
(3.3.3.4) [Y (a(W ), X), Y (b(W ), Y )]c(W ) =
resZ resU
(
iu,wiz,wδ(U −W,X)δ(Z −W,Y )[a(U), b(Z)]c(W )−
− (−1)(a+b)ciw,uiw,zδ(U −W,X)δ(Z −W,Y )c(W )[a(U), b(Z)]
)
.
Let n ∈ Z+ be such tht (u− z)n[a(U), b(Z)] = 0. Multiplying (3.3.3.4) by (x− y)n
we obtain that the RHS vanishes. Indeed, using
(x− y) = (z − u)− ((z − w) − x) + ((u − w)− y),
we see that all terms in the expansion of (x − y)n vanish when multiplied by δ
functions, with the exception of (z − u)n. But this term vanishes when multiplied
by the factors [a(U), b(Z)] in (3.3.3.4). Therefore we have proved locality and the
theorem. 
Corollary 3.3.4. Any identity on elements of an NW = N SUSY vertex algebra,
holds for any collection of pairwise local fields.
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Lemma 3.3.5. Let V be a vector superspace and let |0〉 be an even vector of V . Let
a(Z), b(Z) be two End(V )-valued fields such that a(Z)|0〉 ∈ V [[Z]] and b(Z)|0〉 ∈
V [[Z]]. Then for all (j|J), a(W )(j|J)b(W )|0〉 ∈ V [[W ]] and the constant term is
(3.3.5.1) σ(J)a(j|J)b(−1|N)|0〉.
Proof. Applying both sides of (3.2.18.3) to the vacuum, we see that the second
term on the RHS of (3.2.18.3) vanishes since it contains only positive powers of z.
The first term in the RHS contains only positive powers of w since iz,w(Z −W )j|J
does and b(W )|0〉 ∈ C[[W ]]. Letting W = 0 we get
(3.3.5.2) a(W )(j|J)b(W )|0〉|W=0 = resZ Zj|Ja(Z)
(
b(−1|N)|0〉
)
.
It follows from (3.1.2.2) that the RHS of (3.3.5.2) is (3.3.5.1). 
The following lemma is straightforward
Lemma 3.3.6. Let A and B1, . . . , BN be linear operators on a vector superspace
U . Suppose that A is even and Bi are odd and they pairwise (super) commute, i.e.
ABi = BiA, BiBj = −BjBi. Then there exists a unique solution f(Z) ∈ U [[Z]]
to the system of differential equations:
(3.3.6.1) ∂zf(Z) = Af(Z), ∂θif(Z) = Bif(Z) (i = 1, . . . , N),
for any initial condition f(0) = f0.
Proof. Using (3.3.6.1), the coefficients of f(Z) can be computed by induction, given
f0. 
Proposition 3.3.7. Let V be a NW = N SUSY vertex algebra. Then for every
a, b ∈ V :
(a) Y (a, Z)|0〉 = exp(Z∇)a.
(b) exp(Z∇)Y (a,W ) exp(−Z∇) = iw,zY (a, Z +W ).
(c) Y (a, Z)(j|J)Y (b, Z)|0〉 = σ(J)Y (a(j|J)b, Z)|0〉,
where ∇ = (T, S1, . . . , SN ) and Z∇ = zT +∑i θiSi.
Proof. We note that both sides in (a) and (c) are elements of V [[Z]] whereas both
sides of (b) are elements of End(V )[[W,W−1]][[Z]]. Note that by evaluating at
Z = 0 we get equalities in all three cases, the only non-trivial case is (c), but it
follows from Lemma 3.3.5. Let us denote the right hand side in each case by X(Z).
It is easy to show that it satisfies the following systems of equations respectively:
(1) ∂zX(Z) = TX(Z), and ∂θiX(Z) = S
iX(Z).
(2) ∂zX(Z) = [T,X(Z)] and ∂θiX(Z) = [S
i, X(Z)] by the translation axioms.
(3) ∂zX(Z) = TX(Z) and ∂θiX(Z) = S
iX(Z) by the translation axioms (re-
call that T |0〉 = Si|0〉 = 0).
In order to apply Lemma 3.3.6, we have to show that the left hand side of (a), (b)
and (c) satisfies the same differential equations (1), (2) and (3) respectively;
(1) It is immediate by the translation invariance and the second of the vacuum
axioms.
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(2) Denoting Y (Z) = eZ∇Y (a,W )e−Z∇, we have:
∂zY (Z) = TY (Z)− Y (Z)T = [T, Y (Z)],
and similarly:
∂θiY (Z) = S
iY (Z) + (−1)aeZ∇Y (a,W )(−Si)e−Z∇
= SiY (Z)− (−1)aY (Z)Si = [Si, Y (Z)].
(3) Denote Y (Z) = Y (a, Z)(j|J)Y (b, Z)|0〉 and recall that from Proposition
3.2.19, ∂z and ∂θi are derivations of the (j|J) products. To simplify nota-
tion, we will denote a(Z) = Y (a, Z) and b(Z) = Y (b, Z). We have:
SiY (W ) = Si resZ
(
iz,w(Z −W )j|Ja(Z)b(W )|0〉−
− (−1)abiw,z(Z −W )j|Jb(W )a(Z)|0〉
)
=
= (−1)N+J resZ
(
iz,w(Z −W )j|J [Si, a(Z)]b(W )|0〉
+(−1)aiz,w(Z−W )j|Ja(Z)[Si, b(W )]|0〉−(−1)abiw,z(Z−W )j|J [Si, b(W )]a(Z)|0〉−
− (−1)ab+biw,z(Z −W )j|Jb(W )[Si, a(Z)]|0〉
)
,
and, using Si|0〉 = 0,
= (−1)N+J resZ
(
iz,w(Z −W )j|J (∂θia(Z))b(W )|0〉+
+ (−1)aiz,w(Z −W )j|Ja(Z)(∂ζib(W ))|0〉−
−(−1)abiw,z(Z−W )j|J (∂ζib(W ))a(Z)|0〉−(−1)ab+biw,z(Z−W )j|Jb(W )(∂θia(Z))|0〉
)
= (−1)N+J
(
(∂ζia(W ))(j|J)b(W ) + (−1)aa(W )(j|J)(∂ζib(W ))
)
|0〉 =
= ∂ζi
(
a(W )(j|J)b(W )|0〉
)
.
The proof for T is similar.

Proposition 3.3.8 (Uniqueness). Let V be a NW = N SUSY vertex algebra and
let a(Z) be an End(V )-valued field such that the pair (a(Z), Y (b, Z)) is local for
every b ∈ V , and a(Z)|0〉 = 0, then a(Z) = 0.
Proof. By locality there exists n ∈ Z+ such that
(z − w)na(Z)Y (b,W )|0〉 = (−1)ab(z − w)nY (b,W )a(Z)|0〉 = 0.
By Proposition 3.3.7 (1), the left hand side is (z − w)na(Z)eW∇b. Letting W = 0,
we get zna(Z)b = 0, and this holds for all b, therefore a(Z) = 0. 
As a simple corollary of the previous proposition and Proposition 3.3.7 we obtain
the following
Theorem 3.3.9. In an NW = N SUSY vertex algebra the following identities hold
(1) Y (a(j|J)b, Z) = σ(J)Y (a, Z)(j|J)Y (b, Z) ( (j|J)-th product identity).
(2) Y (a(−1|N)b, Z) =: Y (a, Z)Y (b, Z) :.
(3) Y (Ta, Z) = ∂zY (a, Z).
(4) Y (Sia, Z) = ∂θiY (a, Z).
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(5) We have the following OPE formula (the sums are finite):
(3.3.9.1)
[Y (a, Z), Y (b,W )] =
∑
(j|J):j≥0
σ(J)(∂
(j|J)
W δ(Z,W ))Y (a(j|J)b,W )
=
∑
(j|J):j≥0
(iz,w − iw,z)(Z −W )−1−j|N\JY (a(j|J)b,W ).
Proof. (1) is the combined statement of Dong’s Lemma 3.2.22, and Propositions
3.3.8 and 3.3.7 (c). (2) follows from (1) by letting j|J = −1|N . To prove (3)
we write, using (3.3.2.5), the (−2|N)-product identity, (3.2.18.1) and the vacuum
axiom:
Y (Ta, Z) = Y (a(−2,N)|0〉, Z) = Y (a, Z)(−2|N) Id =: ∂zY (a, Z) Id := ∂zY (a, Z).
(4) follows similarly:
Y (Sia, Z) = Y (a(−1,N\ei)|0〉, Z) =
= −σ(N \ ei, ei)σ(ei, N \ ei)(−1)N : ∂θiY (a, Z) Id := ∂θiY (a, Z).
Finally (5) follows from (1) and the decomposition Lemma 3.1.7 
Corollary 3.3.10. Let ei = {i}. One has (cf. (3.2.19.1)):
(Ta)(j|J) = −ja(j−1|J), (Sia)(j|J) = σ(ei, N \ J)a(j|J\ei),
T (a(j|J)b) = (Ta)(j|J)b+ a(j|J)T (b),
Si(a(j|J)b) = (−1)N−J
(
(Sia)(j|J)b+ (−1)aa(j|J)Sib
)
.
Lemma 3.3.11.
ix,zδ(X − Z,W ) = iw,zδ(X,W + Z).
Proof. For simplicity let us assume N = 0, the general result follows easily. Denote:
ψ = ix,zix−z,w(x− w − z)−1 ∈ C[[x, x−1, z, z−1, w, w−1]],
ϕ = iw,zix,w+z(x− w − z)−1 ∈ C[[x, x−1, z, z−1, w, w−1]]
It is straightforward to check that both ψ and ϕ are elements of K[[z, w]] where
K = C((x)). On the other hand, since both compositions ix,zix−z,w and iw,zix,w+z
commute with multiplication by x, z and w, we have (x−w− z)(ψ−ϕ) = 0, hence
ψ = ϕ, since K[[z, w]] has no zero divisors. Similarly, we have:
(ix,ziw,x−z − iw,ziw+z,x)(x− w − z)−1 = 0,
and the lemma follows. 
3.3.12. Taking the generating series in Theorem 3.3.9(1) we obtain for the left hand
side: ∑
(j|J):j∈Z
W−1−j|N\JY (a(j|J)b, Z) = Y
(
Y (a,W )b, Z
)
.
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On the right hand side we obtain∑
(j|J):j∈Z
W−1−j|N\Jσ(J) resX
(
ix,z(X − Z)j|JY (a,X)Y (b, Z)−
− (−1)abiz,x(X − Z)j|Jb(Z)a(X)
)
=
= resX
∑
(j|J):j∈Z
(−1)N\Jσ(J)
(
ix,z(X − Z)j|JW−1−j|N\JY (a,X)Y (b, Z)−
− (−1)abiz,x(X − Z)j|JW−1−j|N\JY (b, Z)Y (a,X)
)
.
But, according to (3.3.3.2), this is
(3.3.12.1)
resX
(
ix,zδ(X − Z,W )Y (a,X)Y (b, Z)− (−1)abiz,xδ(X − Z,W )Y (b, Z)Y (a,X)
)
.
Using Lemma 3.3.11, the first term gives
(3.3.12.2) iw,zY (a,W + Z)Y (b, Z).
In order to compute the second term we expand in Taylor series (cf. 3.1.3.2)
iz,xδ(X − Z,W ) =
∑
(k|K):k≥0
(−1)KXk|K∂(k|K)−Z δ(−Z,W ).
Hence the second term in (3.3.12.1) reads:
− (−1)ab resX
∑
(k|K):k≥0
(−1)KXk|K∂(k|K)Z δ(−Z,W )Y (b, Z)X−1−n|N\Ia(n|I) =
= − resX
∑
(k|K):k≥0
(−1)ab+(N−I)(b+N−K)+Kσ(K,N \ I)×
×Xk−1−n|K∪(N\I)∂(k|K)−Z δ(−Z,W )Y (b, Z)a(n|I) =
= −
∑
(k|K):k≥0
(−1)(a+N−K)b+Nσ(K)∂(k|K)−Z δ(−Z,W )Y (b, Z)a(k|K).
Adding this to (3.3.12.2) and changing Z by −Z we obtain the important formula
(3.3.12.3) Y
(
Y (a,W )b,−Z
)
= iw,zY (a,W − Z)Y (b,−Z)−
−
∑
(k|K):k≥0
(−1)(a+N−K)b+Nσ(K)∂(k|K)Z δ(Z,W )Y (b,−Z)a(k|K).
Note now that by acting on any vector c ∈ V and multiplying this last equation by
a sufficiently high power of (z − w) the second term vanishes, therefore we obtain
associativity for the vertex operators, namely:
(3.3.12.4) (z−w)nY
(
Y (a,W )b,−Z
)
c = (z−w)nY (a,W−Z)Y (b,−Z)c, n≫ 0.
As in [FBZ01, 3.2.3] we obtain an equivalent formulation which is called the
Cousin property. Recall the embedding:
iz,w : C((Z,W )) →֒ C((Z))((W ))
Given f ∈ C((Z,W )), iz,wf is called the expansion of f in the domain |z| > |w|.
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Corollary 3.3.13 (Cousin property). For any NW = n SUSY vertex algebra V
and vectors a, b, c ∈ V , the three expressions:
Y (a, Z)Y (b,W )c ∈ V ((Z))((W ))
(−1)abY (b,W )Y (a, Z)c ∈ V ((W ))((Z))
Y (Y (a, Z −W )b,W ) c ∈ V ((W ))((Z −W ))
are the expansions, in the domains |z| > |w|, |w| > |z| and |w| > |w−z| respectively,
of the same element of V [[Z,W ]][z−1, w−1, (z − w)−1].
Proof. By the locality axiom, there exists n ∈ Z+ such that:
(z − w)nY (a, Z)Y (b,W )c = (−1)ab(z − w)nY (b,W )Y (a, Z)c.
Since the LHS is an element of V ((Z))((W )) and the RHS is an element of V ((W ))((Z)),
it follows that they are both equal to some ϕ ∈ V [[Z,W ]][z−1, w−1] (cf. (3.1.2.3)).
Since iz,w and iw,z are algebra morphisms, we get
Y (a, Z)Y (b,W )c = iz,w
ϕ
(z − w)n , (−1)
abY (b,W )Y (a, Z)c = iw,z
ϕ
(z − w)n .
The rest of the corollary is proved in a similar way, using (3.3.12.4). 
Theorem 3.3.14 (Skew-symmetry). In an NW = N SUSY vertex algebra the
following identity, called skew-symmetry, holds
(3.3.14.1) Y (a, Z)b = (−1)abeZ∇Y (b,−Z)a
Proof. By the locality axiom we have for n≫ 0
(z − w)nY (a, Z)Y (b,W )|0〉 = (z − w)n(−1)abY (b,W )Y (a, Z)|0〉
Now by (1) in Proposition 3.3.7 we can write this as:
(3.3.14.2) (z − w)nY (a, Z)eW∇b = (z − w)(−1)abY (b,W )eZ∇a
= (z−w)n(−1)abeZ∇e−Z∇Y (b,W )eZ∇a = (z−w)n(−1)abeZ∇iw,zY (b,W−Z)a,
where in the last line we used (2) of Proposition 3.3.7. Now both sides in (3.3.14.2)
are formal power series in W . Indeed, since b(j|J)a = 0 for j ≫ 0 we see that
by making n large enough we may assume that there are no negative powers of w
in the RHS. We can then let W = 0 in (3.3.14.2) and multiply by z−n to obtain
(3.3.14.1). 
3.3.15. Expanding both sides in (3.3.14.1) we have:∑
(j|J):j∈Z
Z−1−j|N\Ja(j|J)b = (−1)ab
( ∑
(j|J):j≥0
∇(j|J)Zj|J
)
×
×
( ∑
(k|K):k∈Z
(−Z)−1−k|N\Kb(k|K)a
)
= (−1)ab
∑
(j|J):j≥0
(k|K):k∈Z
(−1)1+k+N−K∇(j|J)×
×σ(J,N \K)Zj−1−k|J∪(N\K)b(k|K)a
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Taking the coefficient of Z−1−n|N\I on both sides we get:
(3.3.15.1) a(n|I)b = (−1)ab
∑
j≥0,J∩I=∅
(−1)1−n+N+J−I×
× (−∇)(j|J)σ(N \ (I ∪ J), J)b(n+j|I∪J)a.
In particular, when (n|I) = (−1|N) in (3.3.15.1), we get:
: ab : −(−1)ab : ba := (−1)ab
∑
j≥1
(−T )j
j!
(
b(−1+j|N)a
)
,
or, equivalently, after exchanging a and b:
(3.3.15.2) : ab : −(−1)ab : ba :=
∫ 0
−∇
[aΛb]dΛ.
Identity (3.3.15.2) is called the quasi-commutativity of the normally ordered prod-
uct.
3.3.16. Define the following formal Fourier transform by
FΛZ a(Z) = resZ e
ZΛa(Z).
It is a linear map from the space of U -valued formal distributions in Z to U [[Λ]].
It has the following properties which are immediate to check:
FΛZ ∂za(Z) = −λFΛZ a(Z),(3.3.16.1)
FΛZ ∂θia(Z) = −(−1)NχiFΛZ a(Z),(3.3.16.2)
FΛZ
(
eZ∇a(Z)
)
= FΛ+∇Z a(Z) if a(Z) ∈ U ((Z)),(3.3.16.3)
FΛZ a(−Z) = −F−ΛZ a(Z),(3.3.16.4)
FΛZ
(
∂
(j|J)
W δ(Z,W )
)
= (−1)JNeWΛΛ(j|J).(3.3.16.5)
Theorem 3.3.17. Let V be a NW = N SUSY vertex algebra. Then V is a NW = N
SUSY Lie conformal algebra with Λ-bracket:
(3.3.17.1) [aΛb] = F
Λ
Z Y (a, Z)b =
∑
(j|J):j≥0
(−1)JNσ(J)Λ(j|J)(a(j|J)b).
Proof. The sesquilinearity relations follow from Corollary 3.3.10 for j ≥ 0. Applying
FΛZ to both sides of (3.3.14.1) and using (3.3.16.3) and (3.3.16.4) we get the skew-
symmetry relation. In order to prove the Jacobi identity, apply FΛZ to the OPE
formula (3.3.9.1) applied to c, and use (3.3.16.5) to obtain (cf. (3.2.20.1)):
[aΛY (b,W )c] = (−1)ab+bNY (b,W )[aΛc] + eWΛY ([aΛb],W )c.
Applying FΓW to both sides of this formula we get the Jacobi identity. 
Theorem 3.3.18. Let V be a NW = N SUSY vertex algebra. The following
identity called “quasi-associativity” of the normally ordered product holds for every
a, b, c ∈ V :
:: ab : c : − : a : bc ::=
∑
j≥0
a(−2−j|N)
(
b(j|N)c
)
+ (−1)ab
∑
j≥0
b(−2−j|N)
(
a(j|N)c
)
.
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Equivalently
:: ab : c : − : a : bc ::=
(∫ ∇
0
dΛa
)
[bΛc] + (−1)ab
(∫ ∇
0
dΛb
)
[aΛc],
where the integral is computed as follows: expand the Λ-bracket, put the powers of
Λ on the left, under the sign of integral, then take the definite integral by the usual
rules inside the parenthesis.
Proof. Applying both sides of Theorem 3.3.9 (2) to c and taking the constant
coefficient, the LHS is :: ab : c :. By (3.2.15.1), the RHS of Theorem 3.3.9 (2)
applied to c is
(3.3.18.1)∑
j<0,J
k,K∪J=N
(−1)(N−K)(a+N−J)σ(N \ J,N \K)Z−2−j−k|N\(J∩K)a(j|J)
(
b(k|K)c
)
+
+
∑
j≥0,J
k,K∪J=N
(−1)(N−J)(b+N−K)+abσ(N\K,N\J)Z−2−j−k|N\(J∩K)b(k|K)
(
a(j|J)c
)
.
To compute the constant coefficient in the last formula, we let K = J = N , and
k = −2− j, to get∑
j≥−1
a(−2−j|N)
(
b(j|N)c
)
+ (−1)ab
∑
j≥0
b(−2−j|N)
(
a(j|N)c
)
.
Noting that the term with j = −1 in the first summand in the last formula is
: a : bc ::, the theorem follows. 
We thus arrive to the following equivalent definition of an NW = N SUSY vertex
algebra (cf. [BK03]):
Definition 3.3.19. An NW = N SUSY vertex algebra is a tuple (V , T , S
i, [·Λ·],
|0〉, ::), where
• (V, T, Si, [·Λ·]) is an NW = N SUSY Lie conformal algebra,
• (V, |0〉, T, Si, ::) is a unital quasicommutative quasiassociative differential
superalgebra (i.e. T is an even derivation of :: and Si (i = 1, . . . , N) are
odd derivations of ::),
• the Λ-bracket and the product :: are related by the non-commutative Wick
formula (3.2.21.1).
Proof. We have shown that this definition follows from Definition 3.3.1. For the
converse, we refer the reader to [BK03]. The proof carries over to the SUSY case
with minor modifications. 
Removing the “quantum corrections” we arrive to the following definition:
Definition 3.3.20. An NW = N Poisson SUSY vertex algebra is tuple (V , |0〉, T ,
Si, {·Λ·}, ·), where
• (V, T, Si, {·Λ·}) is an NW = N SUSY Lie conformal algebra,
• (V, |0〉, T, Si, ·) is an unital commutative associative differential superalge-
bra,
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• the following Leibniz rule is satisfied:
{aΛbc} = {aΛb}c+ (−1)(a+N)bb{aΛc}.
Theorem 3.3.21. Let V be an NW = N SUSY vertex algebra. For each a, b ∈ V ,
k ∈ Z and K ⊂ {1, . . . , N}, the following identity, called Borcherds identity, holds:
(3.3.21.1)(
iz,w(Z −W )k|K
)
Y (a, Z)Y (b,W )−(−1)ab
(
iw,z(Z −W )k|K
)
Y (b,W )Y (a, Z) =
=
∑
j≥0,J
σ(J,K)σ(J ∪K)
(
∂
(j|J)
W δ(Z,W )
)
Y (a(k+j|K∪J)b,W ).
Proof. The LHS of (3.3.21.1) is local since multiplied by (z − w)n for n ≫ 0 it is
equal to
(Z −W )n+k|K [Y (a, Z), Y (b,W )] = 0,
by the locality axiom. Therefore we can apply the decomposition Lemma 3.1.7 to
the LHS of (3.3.21.1). We have
cj|J(W ) = σ(J,K) resZ
((
iz,w(Z −W )k+J|K∪J
)
Y (a, Z)Y (b,W )−
−(−1)abσ(J,K)
(
iw,z(Z −W )k+j|K∪J
)
Y (b,W )Y (a, Z)
)
,
therefore the theorem follows from (3.2.18.3) and Theorem 3.3.9 (1). 
Proposition 3.3.22. Let V be a NW = N SUSY vertex algebra. Then
(3.3.22.1) [a(n|I), Y (b,W )] =
∑
(j|J):j≥0
(−1)JN+IN+IJσ(J)σ(I)×
× (∂(j|J)W Wn|I)Y (a(j|J)b,W ) .
If, moreover, n ≥ 0, this becomes:
(3.3.22.2) [a(n|I), Y (b,W )] = Y (e
−W∇a(n|I)e
W∇b,W ).
Proof. Multiplying the OPE formula (3.3.9.1) by Zn|I and taking residues we obtain
in the left hand side σ(I)[a(n|I), Y (b,W )], while the right hand side is
resZ
∑
(j|J):j≥0
(−1)I(N−J)σ(J)(∂(j|J)W δ(Z,W )Zn|I)Y (a(j|J)b,W ) =
= resZ
∑
(j|J):j≥0
(−1)I(N−J)σ(J)(∂(j|J)W δ(Z,W )Wn|I)Y (a(j|J)b,W ) =
=
∑
(j|J):j≥0
(−1)I(N−J)+JNσ(J)(∂(j|J)W Wn|I)Y (a(j|J)b,W )
hence (3.3.22.1) follows. Note that when n ≥ 0, the RHS of (3.3.22.1) is a finite
sum of fields of V times monomials W k|K with k ≥ 0. This easily implies that
this field is local with respect to all fields of V , hence the LHS of (3.3.22.2) is local
with respect to all fields of V . On the other hand, the adjoint action of ∇ on a(n|I)
either decreases n or ♯I (cf. (3.3.2.5)). Using the the formula AdeX = eadX for an
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even element X of a Lie superalgebra, we get that e−W∇a(n|I)e
W∇ is a finite sum,
involving only positive powers of w, hence the RHS of (3.3.22.2) is also local with
respect to all fields of V .
To apply the uniqueness theorem, we need to check that both sides agree when
valuated at the vacuum vector. The left hand side is given by
[a(n|I), Y (b,W )]|0〉 = a(n|I)eW∇b,
where we used the fact that a(n|I)|0〉 = 0 and Proposition 3.3.7 (1). On the other
hand, by the same proposition the left hand side is
Y (e−W∇a(n|I)e
W∇,W )|0〉 = eW∇e−W∇a(n|I)eW∇|0〉,
and (3.3.22.2) follows. 
Remark 3.3.23. As a consequence of (3.3.22.1) we see that by taking the coefficient
of W−1−k|N\K we obtain the commutator [a(n|I), b(k|K)] as a linear combination of
Fourier modes of fields in V . This rather complicated formula says that the linear
span of Fourier modes of End(V )-valued fields is a Lie superalgebra. In order to
compute explicitly the Lie bracket, we compute the coefficient of W−1−k|N\K on
the left hand side of (3.3.22.1) to obtain:
(3.3.23.1) (−1)(a+N−I)(N−K)[a(n|I), b(k|K)].
To compute this coefficient on the right hand side we first expand:
(3.3.23.2) (∂
j|J
W W
n|I)W−1−l|N\L =
(−1) J(J−1)2 n!
(n− j)! ×
× σ(J, I \ J)σ(I \ J,N \ L)Wn−j−1−l|(I\J)∪(N\L).
Note that in order for the corresponding term in (3.3.22.1) not to vanish, we must
have J ⊂ I and in order for the coefficient ofW−1−k|N\K not to be zero in (3.3.23.2)
we must have (K∩I) ⊂ J . Now we set n−j− l−1 = −1−k and (I \J)∪(N \L) =
N \K to obtain l = n+ k− j and L = K ∪ (I \ J). We get then for the right hand
side
∑
(j|J):j≥0
(−1)(J+I)(N−J)
(
n
j
)
σ(J)σ(I)×
× σ(J, I \ J)σ(I \ J, (N \K) \ (I \ J))(a(j|J)b)(n+k−j|K∪(I\J))
Combining with (3.3.23.1), we obtain:
(3.3.23.3) [a(n|I), b(k|K)] = (−1)(a+N−I)(N−K)
∑
(j|J):j≥0
(−1)(I−J)(N−J)
(
n
j
)
σ(J)×
× σ(I)σ(J, I \ J)σ (I \ J, (N \K) \ (I \ J)) (a(j|J)b)(n+k−j|K∪(I\J)).
3.3.24. We can define the tensor product of two NW = N SUSY vertex algebras in
the usual way, namely, let V and W be two NW = N SUSY vertex algebras. The
space of states is the vector superspace V ⊗W . The vacuum vector is |0〉V ⊗ |0〉W .
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Let us denote YV and YW the corresponding state-field correspondences. We define
the state field correspondence Y for V ⊗W as
(3.3.24.1) Y (a⊗ b, Z) = YV (a, Z)⊗ YW (b, Z) =
=
∑
(j|J),(k|K)
(−1)a(N−K)σ(N \K,N \ J)Z−2−j−k|(N\(J∩K))a(j|J) ⊗ b(k|K),
where the endomorphism a(j|J) ⊗ b(k|K) is defined to be
(a(j|J) ⊗ b(k|K))(v ⊗ w) = (−1)(b+N−K)va(j|J)v ⊗ b(k|K)w.
Note that in order for σ not to vanish in (3.3.24.1) we must have J∪K = N . Finally,
we let the translation operators be T = TV⊗Id+Id⊗TW and Si = SiV⊗Id+Id⊗SiW .
All the axioms of SUSY vertex algebra are straightforward to check.
Theorem 3.3.25 (Existence). Let V be a vector superspace, |0〉 ∈ V an even
vector, T an even endomorphism of V and Si, i = 1, . . . , N , odd endomorphisms
of V , pairwise anticommuting between themselves and commuting with T . Suppose
moreover that T |0〉 = Si|0〉 = 0. Let F be a family of End(V )-valued fields
aα(Z) =
∑
j∈Z,J
Z−1−j|N\Jaα(j|J)
indexed by α ∈ A, such that
(1) aα(Z)|0〉|Z=0 = aα ∈ V ,
(2) [T, aα(Z)] = ∂za
α(Z) and [Si, aα(Z)] = ∂θia
α(Z),
(3) all pairs (aα(Z), aβ(Z)) are local,
(4) the vectors aαs(js|Js) . . . a
α1
(j1|J1)
|0〉 span V .
Then the formula
(3.3.25.1) Y (aαs(js|Js) . . . a
α1
(j1|J1)
|0〉, Z) =
=
∏
σ(Ji)a
αs(Z)(js|Js)
(
. . . aα2(j2|J2)
(
aα1(j1|J1) Id
)
. . .
)
gives a well defined structure of an NW = N SUSY vertex algebra on V , with
vacuum vector |0〉, translation operators T, Si, and such that Y (aα, Z) = aα(Z).
Such a structure is unique.
Proof. Let F¯ be the minimal family of End(V )-valued fields containing F , closed
under all (j|J)-products and under the derivations ∂z and ∂θi, and subject to the
conditions (1)-(3) of the Theorem. By Theorem 3.3.3, F¯ is an NW = N SUSY
vertex algebra. Define a map ϕ : F¯ → V by a(Z) 7→ a(Z)|0〉Z=0. This map
is surjective by (4). Let a(Z) ∈ kerϕ. It follows easily by (2) and the fact that
T |0〉 = Si|0〉 = 0 that a(Z)|0〉 = 0. Since ϕ is surjective, for each b ∈ V , there
exists b(W ) ∈ ϕ−1(b). By (3) there exists j ∈ Z+ such that
(z − w)ja(Z)b(W )|0〉 = (−1)ab(z − w)jb(W )a(Z)|0〉 = 0
Letting W = 0 and canceling zj we obtain a(Z)b = 0 for every b ∈ V , hence
a(Z) = 0 and ϕ is also injective. We obtain thus a state-field correspondence
Y : a 7→ Y (a, Z). Formula (3.3.25.1) follows from the (j|J)-product identity in
Theorem 3.3.9 (1). 
44 REIMUNDO HELUANI AND VICTOR G. KAC
3.4. The universal enveloping SUSY vertex algebra. In this section we con-
struct maps ϕ and ϕ′, used in [Hel06] to define the conformal blocks, and we
construct an NW = N SUSY vertex algebra attached to each NW = N SUSY Lie
conformal algebra.
3.4.1. Let V be an NW = N SUSY vertex algebra. According to Theorem 3.3.17
it is a SUSY Lie conformal algebra. It follows by Proposition 3.2.12 that the pair
(Lie(V ), V ) is an NW = N formal distribution Lie superalgebra.
Recall from Lemma 3.2.9 and 3.2.10 the construction of the Lie superalgebra
Lie(V ) = V˜ /∇˜V˜ , where V˜ = V ⊗C C[X,X−1] and ∇˜V˜ is the space spanned by
vectors of the form:
(3.4.1.1) Ta⊗ f(X) + a⊗ ∂xf(X), Sia⊗ f(X) + (−1)aNa⊗ ∂ηif(X),
for a ∈ V , f(X) ∈ C[X,X−1], and we change the parity if N is odd.
Let ϕ : Lie(V )→ End(V ) be the linear map defined by
(3.4.1.2) a<n|I> = a⊗Xn|I 7→ (−1)aIσ(I)a(n|I), a ∈ V.
Similarly, we construct V ⊗CC((X)) and consider its quotient Lie′(V ) by the vector
space generated by vectors of the form (3.4.1.1), with reversed parity if N is odd.
Then (3.4.1.2) defines a map ϕ′ : Lie′(V ) → End(V ). Comparing (3.2.10.3) and
(3.3.23.3) and noting the extra factor σ(J) in (3.3.17.1) we obtain the following
Theorem 3.4.2. The maps ϕ, and ϕ′ are Lie superalgebra homomorphisms.
3.4.3. Let R be an NW = N SUSY Lie conformal algebra, and let (Lie(R),R) be
the corresponding NW = N formal distribution Lie superalgebra (cf. Proposition
3.2.12). The Lie bracket in Lie(R) is given by (3.2.10.3). Recall from 3.2.13 that
Lie(R) is a regular NW = N formal distribution Lie superalgebra. In particular,
it carries an even derivation T and N odd derivations Si, i = 1, . . . , N defined
by (3.2.13.1). Moreover, the annihilation subalgebra Lie(R)≤ is invariant by these
derivations.
Theorem 3.4.4. Let R be an NW = N SUSY Lie conformal algebra. Let V =
V (R) be the quotient of U(Lie(R)) by the left ideal generated by Lie(R)≤. Then V
admits an NW = N SUSY vertex algebra structure whose vacuum vector |0〉 is the
image of 1 in V , and the translation operators T , Si (i = 1, . . . , N), are obtained by
extending the corresponding derivations on Lie(R) by the Leibniz rule. This vertex
algebra is called the universal enveloping vertex algebra of R.
Proof. Let F be the family of Lie(R)-valued formal distributions
F =
{
a(Z)
∣∣∣a ∈ R} ,
where a(Z) was defined in (3.2.10.1). Note that this family defines a family of
End(V )-valued formal distributions, where the action is by left multiplication. This
family satisfies (1)-(4) of Theorem 3.3.25. Indeed, (2) follows from (3.2.13.2), (3)
follows from Proposition 3.2.11 and (4) follows since the vectors a(j|J) with a ∈ R,
j ∈ Z and J ⊂ {1, . . . , N} span Lie(R). The theorem will follow from the existence
Theorem 3.3.25 if we show that these distributions are in fact End(V )-valued fields.
For that, given aα1 , . . . , aαs ∈ R, we have to prove that for any a ∈ R and
J ⊂ {1, . . . , N}, we have: a(n|J)aα1(j1|J1) . . . a
αs
(js|Js)
|0〉 = 0 for n≫ 0. This is proved
by induction on s, using (3.2.10.3). 
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4. Structure theory of NK = N SUSY vertex algebras
4.1. In this section we develop the structure theory of NK = N SUSY vertex
algebras, where N is a positive integer. This kind of structures has been studied,
in some particular cases, in the physics literature. Roughly speaking an NK = N
SUSY vertex algebra is an NW = N SUSY vertex algebra, where the differential
operators ∂θi are replaced by the differential operators
DiZ = D
ei
Z = ∂θi + θ
i∂z.
To describe the corresponding SUSY Lie conformal superalgebras, perhaps the
language of H-pseudoalgebras is more convenient [BDK01]. On the other hand,
we are interested in their universal enveloping vertex algebras and in particular we
want a description along the lines of the previous sections.
In order to have a uniform notation between this section and the previous ones,
given two sets of coordinates Z = (z, θi) and W = (w, ζi) we will denote
(4.1.1)
Z −W =
(
z − w −
N∑
i=1
θiζi, θj − ζj
)
,
(θ − ζ)J =
∏
i∈J
(θi − ζi), (Z −W )j|J =
(
z − w −
N∑
i=1
θiζi
)j
(θ − ζ)J ,
where j ∈ Z and J is an ordered subset of {1, . . . , N}. As before, we define
Zj|J = zjθJ .
Note that
(4.1.2) (Z −W )−1|0 =
N∑
k=0
(∑N
i=1 θ
iζi
)k
(z − w)k+1 ,
therefore (Z −W )−1|N coincides with that in the NW = N case:
(4.1.3) (Z −W )−1|N = (θ − ζ)
N
z − w .
The differential operators DiZ satisfy the commutation relations
(4.1.4) [DiZ , D
j
Z ] = 2δi,j∂z,
and, as before, we denote for J = (j1, . . . , jk):
(4.1.5)
DZ = (∂z, D
1
Z , . . . , D
N
Z ), D
j|J
Z = ∂
j
zD
j1
Z . . . D
jk
Z , D
(j|J)
Z =
(−1) J(J+1)2
j!
D
j|J
Z .
Occasionally, when j = 0, we will write D
0|J
Z = D
J
Z .
Finally, in this section we will consider not necessarily disjoint subsets I, J ⊂
{1, . . . , N} as in the NW = N case. Given I and J , ordered subsets of {1, . . . , N},
we will write I△J = (I \ J) ∪ (J \ I). Note, however, that still (Z −W )j|J (Z −
W )k|K = 0 if J ∩K 6= ∅. We will use the same formal δ-function δ(Z,W ) as before.
Remarkably, the new binomial (Z−W )j|J , given by (4.1.1) “behaves” with respect
to the operators D
j|J
W , in the same way as the old binomials (3.1.3.1) with respect
to ∂
j|J
W .
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Lemma 4.2. The following identity is true:
(4.2.1) D
(j|J)
W δ(Z,W ) = σ(J)(iz,w − iw,z)(Z −W )−1−j|N\J .
Proof. Let us assume for simplicity that j = 0, the general case follows easily from
this, differentiating by w. We will prove the lemma by induction on ♯J . When
J = ∅, it follows from (4.1.3) that (4.2.1) coincides with the formula (1.6.1) for
δ(Z,W ). When J = ei = {i}, the left hand side of (4.2.1) is given by
−DiW δ(Z,W ) = −DiW (iz,w − iw,z)
(θ − ζ)N
z − w
= −(iz,w − iw,z)
(−σ(ei) (θ − ζ)N\ei
z − w + ζ
i (θ − ζ)N
(z − w)2
)
On the other hand, using (4.1.2), we get:
(Z −W )−1|N\ei =
∑
k≥0
(∑
θiζi
)k
(z − w)k+1 (θ − ζ)
N\ei
=
(θ − ζ)N\ei
z − w +
θiζi
(z − w)2 (θ − ζ)
N\ei
=
(θ − ζ)N\ei
z − w − σ(ei, N \ ei)
ζi
(z − w)2 (θ − ζ)
N ,
hence (4.2.1) follows when J = ei. To prove the general case, assume that the
lemma is valid for J = I \ ei. Since DIW = σ(ei, I \ ei)DiWDI\eiW we have by the
induction hypothesis
(4.2.2) DIW δ(Z,W ) = σ(ei, I \ ei)σ(I \ ei, N \ (I \ ei))(−1)
(I−1)I
2 ×
×DiW (iz,w − iw,z)(Z −W )−1|N\(I\ei).
We expand the last factor as:
(4.2.3) Di(Z −W )−1|N\(I\ei) = −
∑
k≥1
kζi
(∑
θjζj
)k−1
(z − w)k+1 (θ − ζ)
N\(I\ei)−
−σ(ei, N \ I)
∑
k≥0
(∑
θjζj
)k
(z − w)k+1 (θ− ζ)
N\I +
∑
k≥0
(k+1)ζi
(∑
θjζj
)k
(z − w)k+2 (θ− ζ)
N\(I\ei).
Relabeling the indexes we see that the first and last term cancel. Finally we note
that, by (3.1.1.1):
(4.2.4) σ(ei, I \ ei)σ(ei, N \ I)σ(I \ ei) = (−1)Iσ(I).
Combining (4.2.4), (4.2.3) and (4.2.2) we obtain the lemma for j = 0. 
4.3. Most of the results proved in section 3 for the NW = N situation carry over
to the NK = N setting with the following modifications.
• replace ∂Z = (∂z , ∂θ1 , . . . , ∂θN ) by DZ = (∂z , D1Z , . . . , DNZ ),
• replace Z−W = (z−w, θi− ζi) by Z−W =
(
z − w −∑Ni=1 θiζi, θj − ζj),
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• replace (Z −W )j|J = (z − w)j∏i∈J (θi − ζi) by
(Z −W )j|J =
(
z − w −
N∑
i=1
θiζi
)j∏
i∈J
(θi − ζi),
• replace the commutative associative “translation” superalgebra C[T, Si] by
the non-commutative associative “translation” superalgebra H generated
by the set ∇ = (T, S1, . . . , SN), where T is an even generator and Si are
odd generators, subject to the relations:
(4.3.1) [T, Si] = 0, [Si, Sj ] = 2δijT ;
• replace the commutative associative “parameter” superalgebra C[λ, χi] by
the non-commutative associative “parameter” superalgebra L , generated
by the set Λ = (λ, χ1, . . . , χN ), where λ is an even generator and χi are
odd generators, subject to the relations:
(4.3.2) [λ, χi] = 0, [χi, χj] = −2δijλ;
Note that we have an isomorphism H → L given by ∇ 7→ −Λ.
Lemma 4.4. The formal δ-function satisfies the properties (1)-(7) of 3.1.6 after
replacing ∂W by DW and writing Λ +DW = (λ+ ∂w, χ
i +Di).
Proof. (1) is clear from Lemma 4.2. In order to prove (2) we use Lemma 4.2 to
write:
(Z −W )j|JD(n|I)W δ(Z,W ) = σ(I)σ(J,N \ I)×
× (iz,w − iw,z)(Z −W )−1−n+j|N\(I\J).
Applying Lemma 4.2 to D
(n−j|I\J)
W δ(Z,W ) the result follows from the following
property of σ, which follows from (3.1.1.1):
σ(J,N \ I)σ(I \ J) = σ(I)σ(I \ J, J).
Properties (3)-(7) are proved as in 3.1.6. 
Lemma 4.5. DiZ(Z−W )j|J = σ(ei, J \ei)(Z−W )j|J\ei+jσ(ei, J)(Z−W )j−1|J∪ei .
Proof. We prove the lemma by direct computation when j ≥ 0:
DiZ(Z −W )j|J = (∂θi + θi∂z)
(
z − w −
∑
θiζi
)j
(θ − ζ)J
= −jζi(Z −W )j−1|J + σ(ei, J \ ei)(Z −W )j|J\ei + θij(Z −W )j−1|J
= σ(ei, J \ ei)(Z −W )j|J\ei + jσ(ei, J)(Z −W )j−1|J∪ei .
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When j = −1 we have
DiZ(Z −W )−1|J =
(
∂θi + θ
i∂z
)∑
k≥0
(∑
i θ
iζi
)k
(θ − ζ)J
(z − w)k+1
=
∑
k≥0
kζi
(∑
i θ
iζi
)k−1
(θ − ζ)J
(z − w)k+1 + σ(ei, J \ ei)×
×
∑
k≥0
(∑
i θ
iζi
)k
(θ − ζ)J\ei
(z − w)k+1 − θ
i
∑
k≥0
(k + 1)
(∑
i θ
iζi
)k
(θ − ζ)J
(z − w)k+2
= σ(ei, J \ ei)(Z −W )−1|J\ei − σ(ei, J)
∑
k≥0
(k + 1)
(∑
i θ
iζi
)k
(θ − ζ)J∪ei
(z − w)k+2
= σ(ei, J \ ei)(Z −W )−1|J\ei − σ(ei, J)(Z −W )−2|J∪ei .
The general case follows from these by noting that D
1|0
Z = (D
i
Z)
2 = ∂z, hence
(Z −W )−j−1|J = 1
j!
(DiZ)
2j(Z −W )−1|J .
Therefore we get for j ≥ 0:
DiZ(Z −W )−j−1|J =
1
j!
(DiZ)
2j+1(Z −W )−1|J
=
1
j!
(DiZ)
2j
(
σ(ei, J \ ei)(Z −W )−1|J −−σ(ei, J)(Z −W )−2|J∪ei
)
= σ(ei, J \ ei)(Z −W )−1−j|J\ei − (j + 1)σ(ei, J)(Z −W )−j−2|J∪ei .

The following decomposition lemma is now proved in the same manner as Lemma
3.1.7:
Lemma 4.6. Let a(Z,W ) be a local distribution in two variables. Then a(Z,W )
can be uniquely decomposed in the following finite sum:
a(Z,W ) =
∑
(j|J):j≥0
(
D
(j|J)
W δ(Z,W )
)
cj|J (W ).
The coefficients cj|J are given by
cj|J (W ) = resZ(Z −W )j|Ja(Z,W ).
Remark 4.7. Let (Z−W )Λ =
(
z − w −∑Ni−1 θiζi)λ+∑Ni=1(θi− ζi)χi. Note that
−∂w and −DiW satisfy the same commutation relations (4.3.2) as λ, χi, therefore
−∂w, −DiW generate an associative superalgebra isomorphic to L . This allows us
to consider L as a module over H , by letting DiW and ∂w act as the following
derivations of the superalgebra L :
(4.7.1) [DiW , χ
j ] = 2δijλ, [∂w, χ
i] = [∂w, λ] = [D
i
W , λ] = 0.
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Lemma 4.8.
DiZ exp ((Z −W )Λ) = χi exp ((Z −W )Λ) = −[DiW , exp ((Z −W )Λ)].
Proof. Since the exponent is a sum of non-commuting terms, the derivative of the
exponential is not as obvious as in the NW = N case. Let A =
∑N
j=1(θ
j − ζj)χj .
We have:
exp ((Z −W )Λ) = exp



z − w − N∑
j=1
θjζj

λ

 exp(A),
∂θiA
k =
k−1∑
j=0
AjχiAk−j−1.
Since [A,χi] = −2(θi − ζi)λ we obtain
∂θiA
k =
k−1∑
j=0
χiAk−1 − 2jλ(θi − ζi)Ak−2 = kχiAk−1 − k(k − 1)λ(θi − ζi)Ak−2,
therefore
(4.8.1) ∂θi exp(A) =
(
χi − λ(θi − ζi)) exp(A)
from which the first equality of the lemma follows easily. The proof of the second
equality of the lemma is similar. Note that from (4.7.1) we have:
[DiW , A] = −χi − 2λ(θi − ζi),
from where it follows as in (4.8.1) that
[DiW , exp(A)] = −(χi + λ(θi − ζi)) exp(A),
and the lemma follows by a straightforward computation. 
4.9. Now we are in position to define the formal Fourier transform and NK = N
SUSY Lie conformal algebras as we did in 3.1.8. We put
F
Λ
Z,W a(Z,W ) = resZ exp ((Z −W )Λ) a(Z,W ),
which formally looks exactly like (3.1.8.1) but in this expression the variables χi
in Λ = (λ, χ1, . . . , χN ) do not commute, but rather satisfy (4.3.2), and (Z −W ) is
given by (4.1.1) instead of (3.1.3.1). Using this formal Fourier transform, we define
the Λ-bracket of two formal distributions a(W ) and b(W ) as in (3.2.1.1). The
NK = N version of Proposition 3.1.9, on the properties of the Fourier transform, is
proved in the same way as in the NW = N case with the aid of Lemma 4.8. There
is only one subtlety involved in stating and proving (3) of Proposition 3.1.9, and
consequently, (3) in Proposition 3.2.2. Since the exponentials involved in this case
do not commute, the argument in 3.1.9.2 is no longer valid. We define
F
Λ+Γ
X,W = F
Ψ
X,W |Ψ=Λ+Γ,
where the Fourier transform on the RHS is computed as follows. First compute
FΨX,W , and then replace Ψ by Λ + Γ = (λ + γ, χ
1 + η1, . . . , χN + ηN ). Here Ψ
denotes another set of indeterminates Ψ = (ψ, υ1, . . . , υN ), where ψ is an even
indeterminate and υi are odd indeterminates, subject to the relations:
[ψ, υi] = 0, [υi, υj] = −2δijψ.
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We need to check that FΛZ,WF
Γ
X,W = (−1)NFΛ+ΓX,WFΛZ,X , or, equivalently
(4.9.1) exp((Z−W )Λ) exp((X−W )Γ) = exp((X−W )Ψ) exp((Z−W )Λ)|Ψ=Λ+Γ.
In order to compare both sides in (4.9.1), we assume that Ψ and Λ commute :
(4.9.2) [λ, ψ] = [λ, υi] = 0, [χi, ψ] = [χi, υj] = 0.
Note that the RHS of (4.9.1) can be also computed as
(4.9.3) exp((X −W )(Λ + Γ)) exp((Z −W )Λ),
where we have to use the following commutation relations between Λ and Γ:
(4.9.4) [ηi, χj] = 2λδi,j , [γ, χ
i] = [γ, λ] = [λ, ηi] = 0,
which follow from (4.9.2) after replacing Ψ by Λ + Γ.
In order to check (4.9.1), recall that, given two operators A,B, such that their
commutator [A,B] = C commutes with both A and B, we have
(4.9.5) eAeB = eCeBeA.
Let Z = (z, θi), W = (w, ζi) and X = (x, πi). Now we expand:
(4.9.6) exp ((Z −W )Λ) exp ((X −W )Γ) = exp
(
(z − w −
∑
θiζi)λ
)
×
× exp
(∑
(θi − ζi)χi
)
exp
(
(x − w −
∑
πiζi)γ
)
exp
(∑
(πi − ζi)ηi
)
.
Note also that we have
exp
(∑
(θi − ζi)χi
)
=
∏
exp
(
(θi − ζi)χi) =∏(1 + (θi − ζi)χi)
=
∏(
(1 + θiχi)(1− ζiχi)(1 + θiζiλ)) =∏ eθiχie−ζiχieθiζiλ
= exp
(∑
θiχi
)
exp
(
−
∑
ζiχi
)
exp
(∑
θiζiλ
)
,
(4.9.7)
therefore (4.9.6) reads:
(4.9.8) exp ((Z −W )Λ) exp ((X −W )Γ) = exp ((z − w)λ)×
×exp
(∑
θiχi
)
exp
(
−
∑
ζiχi
)
exp ((x− w)γ) exp
(∑
πiηi
)
exp
(
−
∑
ζiηi
)
.
Commuting the exponentials using (4.9.5) and (4.9.4), (4.9.8) can be expressed as:
(4.9.9) exp ((z − w)λ + (x− w)γ) exp
(
−
∑
ζiχi
)
exp
(∑
πiηi
)
×
× exp
(
−
∑
ζiηi
)
exp
(∑
θiχi
)
exp
(
−2
∑
θiπiλ
)
.
Multiplying and dividing by exp(
∑
πiχi) and using (4.9.7) we can express (4.9.9)
as
exp ((z − w)λ + (x− w)γ) exp
(
−
∑
ζiχi
)
exp
(∑
πiηi
)
×
× exp
(
−
∑
ζiηi
)
exp
(∑
πiχi
)
exp
(∑
(θi − πi)χi
)
exp
(
−
∑
θiπiλ
)
.
Combining again the exponentials it is easy to express this as
exp ((z − w)λ + (x− w)γ) exp
(∑
(πi − ζi)(χi + ηi)
)
×
× exp
(
−
∑
πiζi(λ+ γ)
)
exp
(∑
(θi − πi)χi
)
exp
(
−
∑
θiπiλ
)
,
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which is equal to (4.9.3).
4.10. The definition of (j|J)-th products for j ≥ 0 and the definition of an NK =
N formal distribution Lie superalgebra generalizes in a straightforward way the
corresponding definitions in 3.2.1. The NK = N version of Proposition 3.2.2, on
the properties of the Λ-bracket, is now proved in the same way as in the NW = N
case, with the aid of (4.9.1).
Definition 4.11. An NK = N SUSY Lie conformal algebra is a Z/2Z-graded H -
module R, endowed with a parity N mod 2 C-bilinear map R ⊗C R → L ⊗C R
denoted (as before, we omit the symbol ⊗ in the Λ-bracket)
a⊗ b 7→ [aΛb] =
∑
j≥0,J
finite
(−1)JNΛ(j|J)a(j|J)b,
where a(j|J)b ∈ R. This data should satisfy the following axioms:
(1) sesquilinearity (this is an equality in L ⊗R):
(4.11.1) [SiaΛb] = −(−1)Nχi[aΛb], [aΛSib] = (−1)a+N
(
Si + χi
)
[aΛb],
where in the RHS of the second equation, to obtain an element of L ⊗R,
we first compute the Λ-bracket, and then we commute Si to the right using
the relations [Si, χj ] = 2δijλ (cf. (4.7.1)).
(2) skew-symmetry (this is an equality in L ⊗R):
(4.11.2) [aΛb] = −(−1)ab+N [b−Λ−∇a],
where the commutator on the right hand side is computed as follows: first
compute [bΓa] =
∑
j≥0,J Γ
j|Jcj|J ∈ L ′ ⊗R, where L ′ is another copy of
L generated by the set Γ = (γ, η1, . . . , ηN ), where γ is an even generator,
ηi are odd generators, subject to the relations
[γ, ηi] = 0, [ηi, ηj ] = −2δijγ.
Then replace Γ by −∇−Λ = (−T −λ,−S1−χ1, . . . ,−SN −χN) and apply
T and Si to cj|J ∈ R.
(3) Jacobi identity (this is an equality in L ⊗L ′ ⊗R):
[aΛ[bΓc]] = (−1)aN+N [[aΛb]Γ+Λc] + (−1)(a+N)(b+N)[bΓ[aΛc]],
where [[aΛb]Λ+Γc] is computed as follows, first compute [[aΛb]Ψc] ∈ L ⊗
L ′′ ⊗ R, where L ′′ is another copy of L generated by the set Ψ =
(ψ, υ1, . . . , υN ), where ψ is an even generator, υi are odd generators, subject
to the relations
[ψ, υi] = 0, [υi, υj] = −2δijψ.
Then replace Ψ by Λ + Γ = (λ + γ, θ1 + η1, . . . , θN + ηN ) to obtain an
element of L ⊗L ′ ⊗R.
It follows that given NK = N formal distribution Lie superalgebra (g,R), the
space R is an NK = N SUSY Lie conformal algebra with T = ∂w and S
i = DiW .
Remark 4.12. We want to give an explanation for the commutation relations [Si, χj ] =
2δijλ appearing in sesquilinearity. For this, we give an abstract descriptions of the
axioms of a Lie conformal algebra as follows. Let H be a co-commutative Hopf
superalgebra with commultiplication ∆ : H → H ⊗H and antipode S (note that
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this is the case in definition 4.11). Let R be a (left) H -module. The spaces R⊗R
and H ⊗ R are canonically H modules with h 7→ ∆h and we consider H as a
H -module with the adjoint action. An H -Lie conformal algebra structure in R is
a linear map φ : R ⊗R → H ⊗R satisfying the following axioms (see [BDK01]):
• φ is an homomorphism of H -modules, namely, the following diagram is
commutative for any h ∈ H :
R ⊗R φ //
∆h

H ⊗R
∆h

R ⊗R
φ
// H ⊗R
• (Sesquilinearity) Let Lh be the operator of left multiplication by h in H .
The following diagram is commutative:
R ⊗R φ //
h⊗1

H ⊗R
Lh⊗1

R ⊗R
φ
// H ⊗R
• (Skew-symmetry) Let A and B be two H -modules. Let σ12 be the permu-
tation isomorphism A ⊗ B ≃ B ⊗ A. Let µ : H ⊗R → R be the natural
multiplication coming from the H -module structure in R. The following
diagram is commutative:
R ⊗R φ //
σ12

H ⊗R
(S⊗µ)◦(∆⊗1)

R ⊗R
−φ
// H ⊗R
• (Jacobi identity) Define three morphisms R⊗3 → H ⊗2⊗R corresponding
to the three terms in the Jacobi identity. First, let µ1{23} be the composition
R
⊗3 1⊗φ−−−→ R ⊗H ⊗R σ12(1⊗φ)σ12−−−−−−−−→ H ⊗2 ⊗R.
Similarly, we define µ2{13} to be the composition:
R
⊗3 σ12(1⊗φ)σ12−−−−−−−−→ H ⊗R⊗2 (1⊗φ)−−−−→ H ⊗2 ⊗R
Finally, let ν : H ⊗H → H be the multiplication map. We define µ{12}3
to be the composition:
R
⊗3 φ⊗1−−−→ H ⊗R⊗2 1⊗φ−−−→ H ⊗2 ⊗R (ν⊗1⊗1)(1⊗∆⊗1)−−−−−−−−−−−→ H ⊗2 ⊗R
The Jacobi identity is the following axiom:
µ1{23} = µ{12}3 + µ2{13}
In the NK = N case, identifying:
Si 7→ −χi, T 7→ −λ, γ 7→ λ, ηi 7→ χi,
and, as in 3.2.7, changing the parity of R if N is odd and defining
φ(a⊗ b) = (−1)aN+N [aΛb],
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it is straightforward to check that the axioms of an NK = N SUSY Lie confor-
mal algebra, as in Definition 4.11, get transformed into the axioms of an H -Lie
conformal algebra.
4.13. Lemmas 3.2.8 and 3.2.9 hold in the NK = N setting replacing ∂W with DW
in (3.2.9.1). This allows us to construct a Lie superalgebra of degree N mod 2
L(R) = R˜/∇˜R˜, and the corresponding Lie superalgebra Lie(R), from any NK =
N SUSY Lie conformal algebra R. In order to prove the NK = N versions of
Propositions 3.2.11 and 3.2.12, we note that for J = (j1, . . . , jk), we have
(4.13.1)
D
j|J
W = ∂
j
w(∂ζj1 + ζ
j1∂w) . . . (∂ζjk + ζ
jk∂w)
=
∑
K⊂J
σ(K, J \K)ζK∂j+♯K|J\KW .
Let now a<n|I> = a ⊗Wn|I ∈ L(R) for each a ∈ R. Using (4.13.1) and (3.2.9.1)
with f =Wn|I , g =W k|K and letting Λ = 0, we compute the Lie bracket (of parity
N mod 2) in L(R):
(4.13.2)
{a<n|I>, b<k|K>} =
∑
j≥0,J
(−1)aJ+b(I−J)+ (J∩I)(J∩I−1)2 + J(J−1)2 (n)n−j−♯(J\I)
j!
×
×σ(J\I, J∩I)σ(J∩I, I\J)σ(J\I, I\J)σ(I△J,K) (a(j|J)b)<n+k−j−♯(J\I)|K∪(I△J)> ,
where (n)k = n(n−1) . . . (n−k+1). Defining a(n|I) as the image of (−1)aIσ(I)a<n|I>
in Lie(R) and using (4.13.2) and Lemma 3.2.7 we compute the Lie bracket in
Lie(R):
(4.13.3)
[a(n|I), b(k|K)] = (−1)(a+N−I)(N−K)
∑
j≥0,K
(−1)J(N−I)+IN+ (J∩I)(J∩I−1)2 + J(J+1)2 ×
× (n)n−j−♯(J\I)
j!
σ(I△J,N \ (K ∪ I△J))σ(I)σ(J \ I, J ∩ I)σ(J ∩ I, I \ J)×
× σ(J \ I, I \ J) (a(j|J)b)(n+k−j−♯(J\I)|K∪(I△J)) .
Substituting (3.2.11.2) in (4.13.1) we find:
(4.13.4) D
(j|J)
W δ(Z,W ) =
∑
n∈Z,I
(−1) (J∩I)(J∩I−1)2 + J(J+1)2 +I+(N−I)(J−I)×
× (n)n−j−♯(J\I)
j!
σ(J \ I, J ∩ I)σ(J ∩ I)×
× σ(I \ J,N \ I)σ(J \ I, I \ J)Z−1−n|N\IWn−j−♯(J\I)|I△J .
For each a ∈ R define the following Lie(R)-valued formal distribution:
(4.13.5) a(Z) =
∑
n∈Z,I
Z−1−n|N\Ia(n|I).
Using (4.13.3) and (4.13.4) we obtain the NK = N analog of Proposition 3.2.11:
[a(Z), b(W )] =
∑
j≥0,J
(
D
(j|J)
W δ(Z,W )
) (
a(j|J)b
)
(W ).
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To prove the NK = N analog of Proposition 3.2.12 we need the following identity
which is straightforward to check:
(Sia)(j|J) =
{
σ(ei, N \ J)a(j|J\ei) for ei ∈ J
−jσ(ei, N \ (J ∪ ei))a(j−1|J∪ei) for ei /∈ J.
4.14. As in 3.2.13, the NK = N formal distribution Lie superalgebra Lie(R) carries
an even derivation T and N odd derivations Si (i = 1, . . . , N), given by:
T
(
a(j|J)
)
= −ja(j−1|J),
Si
(
a(j,J)
)
=
{
σ(N \ J, ei)a(j,J\ei) ei ∈ J
jσ(N \ (J ∪ ei), ei)a(j−1|J∪ei) ei /∈ J.
It follows easily that the formal distributions (4.13.5) satisfy:
Ta(Z) = ∂za(Z), S
ia(Z) = (∂θi − θi∂z)a(Z), i = 1, . . . , N,
and therefore (Lie(R),R) is a regular NK = N formal distribution Lie superalge-
bra.
We define the normally ordered product of fields by the same formula (3.2.15.1)
as in the NW = N case, and all the other products by using the derivations DW
instead of ∂W . Lemma 3.2.17 is still valid in the NK = N setting (recall that
(Z −W )−1|N is the same in both situations). The NK = N version of Proposition
3.2.19 is:
Proposition 4.15. The following identities analogous to sesquilinearity for all
pairs (j|J) are true:
(4.15.1)
(
DiWa(W )
)
(j|J)
b(W ) = −(−1)J (σ(ei, J)a(W )(j|J\ei)b(W )+
+jσ(ei, J)a(W )(j−1|J∪ei)b(W )
)
DiW
(
a(W )(j|J)b(W )
)
= (−1)N−J
((
DiWa(W )
)
(j|J)
b(W )+
+(−1)aa(W )(j|J)
(
DiW b(W )
))
.
Proof. According to Lemma 4.5 we have:
(4.15.2) resZ iz,w(Z −W )j|JDiZa(Z)b(W ) =
= −(−1)J resZ
(
DiZiz,w(Z −W )j|J
)
a(Z)b(W ) =
= −(−1)J resZ
(
σ(ei, J \ ei)iz,w(Z −W )j|J\ei+
+ jσ(ei, J)iz,w(Z −W )j−1|J∪ei
)
a(Z)b(W ).
Similarly we have:
(4.15.3) − (−1)(a+1)b resZ iw,z(Z −W )j|Jb(W )
(
DiZa(Z)
)
=
= (−1)ab+J resZ
(
DiZ iw,z(Z −W )j|J
)
b(W )a(Z) =
= (−1)ab+J resZ
(
σ(ei, J \ ei)iw,z(Z −W )j|J\ei+
+ jσ(ei, J)iw,z(Z −W )j−1|J∪ei
)
b(W )a(Z).
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Adding (4.15.2) and (4.15.3) we obtain:(
DiWa(W )
)
(j|J)
b(W ) = −(−1)J (σ(ei, J \ ei)a(W )(j|J\ei)b(W )+
+ jσ(ei, J)a(W )(j−1|J∪ei)b(W )
)
.
The fact that DiW is a derivation of all (j|J)-products is proved in the same way
as in (3.2.19.4):
DiW
(
a(W )(j|J)b(W )
)
= DiW resZ
(
iz,w(Z −W )j|Ja(Z)b(W )−
− (−1)abiw,z(Z −W )j|Jb(W )a(Z)
)
=
(−1)N resZ
((
−σ(ei, J \ ei)iz,w(Z −W )j|J\ei − jσ(ei, J)iz,w(Z −W )j−1|J∪ei
)
×
×a(Z)b(W ) + (−1)J+aiz,w(Z −W )j|Ja(Z)DiW b(W )+
+(−1)ab
(
σ(ei, J \ ei)iw,z(Z −W )j|J\ei + jσ(ei, J)iw,z(Z −W )j−1|J∪ei
)
b(W )a(Z)−
−(−1)ab+J iw,z(Z −W )j|JDiW b(W )a(Z)
)
=
= −(−1)Nσ(ei, J \ ei)a(W )(j|J\ei)b(W )− (−1)N jσ(ei, J)a(W )(j−1|J∪ei)b(W )+
+ (−1)N+J+aa(W )(j|J)DiW b(W ) =
= (−1)N−J
((
DiW a(W )
)
(j|J)
b(W ) + (−1)aa(W )(j|J)DiW b(W )
)

4.16. Even though the general Proposition 3.2.20 is no longer valid in the NK = N
setting, we easily check that its proof works in the particular case (j|J) = (−1|N).
Therefore, the non-commutative Wick formula (3.2.21.1) is still valid in the NK =
N case. The NK = N version of Dong’s Lemma 3.2.22 is proved as in the usual
vertex algebra case.
Definition 4.17. An NK = N SUSY vertex algebra is the data consisting of a
super vector space V , an even vector |0〉 ∈ V , N odd endomorphisms Si and a
parity preserving linear map Y from V to End(V )-valued superfields a 7→ Y (a, Z),
satisfying the following axioms:
• vacuum axioms:
Y (a, Z)|0〉 = a+O(Z), Si|0〉 = 0, i = 1, . . . , N,
• translation invariance:
[Si, Y (a, Z)] = D¯iZY (a, Z),
where D¯iZ = ∂θi − θi∂z,
• locality:
(z − w)n[Y (a, Z), Y (b,W )] = 0 for some n ∈ Z+.
4.18. We define the (j|J)-products for a NK = N SUSY vertex algebra, as in the
NW = N case, by (3.3.2.2).
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As in 3.3.2 we see easily that the vacuum axioms may be formulated as (3.3.2.4)
and translation invariance is equivalent to:
(4.18.1) [Si, a(j,J)] =
{
σ(N \ J, ei)a(j,J\ei) ei ∈ J
jσ(N \ (J ∪ ei), ei)a(j−1|J∪ei) ei /∈ J
4.19. It follows easily from (4.18.1) and the vacuum axioms that
[Si, Sj ] = 2δi,jT, [S
i, T ] = 0,
where T is an even operator satisfying:
[T, a(j|J)] = −ja(j−1|J) ∀a, (j|J),
or equivalently:
[T, Y (a, Z)] = ∂zY (a, Z).
With these results we can prove the NK = N version of Theorem 3.3.3.
Theorem 4.20. Let U be a vector superspace and V a space of pairwise local
End(U )-valued fields such that V contains the constant field Id, it is invariant
under the derivations DiZ = ∂θi +θ
i∂z and closed under all (j|J)-th products. Then
V is an NK = N SUSY vertex algebra with vacuum vector Id, the translation
operators are Sia(Z) = DiZa(Z), the (j|J) product is the one for distributions
multiplied by σ(J).
Proof. The proof goes like the proof of 3.3.3. To check translation invariance we
see that DiZ1 = 0 and that
σ(J)DiZ
(
a(Z)(j|J)b(Z)
)− (−1)a+N−Ja(Z)(j|J)DiZb(Z) =
= (−1)N−Jσ(J) (DiZa(Z))(j|J) b(Z).
But in view of (4.15.1) this is:
− (−1)Nσ(J) (σ(ei, J)a(Z)(j|J\ei)b(Z) + jσ(ei, J)a(W )(j−1|J∪ei)b(Z)) =
= σ(N\J, ei)σ(J\ei)a(Z)(j|J\ei)b(Z)+jσ(N\(J∪ei), ei)σ(J∪ei)a(Z)(j−1|J∪ei)b(Z),
proving equation (4.18.1). Locality is proved in the same way as in 3.3.3. 
Lemma 3.3.5 is still valid for NK = N SUSY vertex algebras. Its proof parallels
the proof for NW = N SUSY vertex algebras. Lemma 3.3.6, on the existence and
uniqueness of solutions to a system of differential equations, is straightforward to
generalize to the NK = N setting. The proof of Proposition 3.3.7 in this context is
more subtle:
Proposition 4.21. Let V be a NK = N SUSY vertex algebra. Then for every
a, b ∈ V we have:
(1) Y (a, Z)|0〉 = exp(Z∇)a,
(2) exp(Z∇)Y (a,W ) exp(−Z∇) = iw,zY (a,W + Z),
(3) Y (a, Z)(j|J)Y (b, Z)|0〉 = σ(J)Y (a(j|J)b, Z)|0〉.
where ∇ = (T, S1, . . . , SN ), Z∇ = zT+∑ θiSi, and we defineW+Z =W−(−Z) =
(z + w +
∑
ζiθi, θj + ζj)5.
5Note that Z +W 6= W + Z
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Proof. As in the proof of Proposition 3.3.7 we note that both sides of (1) and (3) are
elements of V [[Z]], whereas both sides of (2) are elements of End(V )[[W,W−1]][[Z]].
By evaluating at Z = 0 we get equalities in all three cases. Indeed (1) and (2) are
trivial, and (3) follows from the NK = N version of Lemma 3.3.5. We need to show
that both sides in each equation satisfy the same system of differential equations.
(1) Similarly to the proof of Lemma 4.8, we expand:
D¯iZ exp(Z∇) =
(
∂θi − θi∂z
)
exp(zT )
∑
k≥0
(
∑
i θ
iSi)k
k!
= (Si + Tθi) exp(Z∇)− θiT exp(Z∇) = Si exp(Z∇),
(4.21.1)
from where the RHS X(Z) of (1) satisfies the system of differential equations:
D¯iZX(Z) = S
iX(Z).
Similarly by translation invariance we have for the LHS of (1):
D¯iZY (a, Z)|0〉 = [Si, Y (a, Z)]|0〉 = SiY (a, Z)|0〉.
We also point out that a computation similar to (4.21.1) shows that
(4.21.2) D¯iZ exp(−Z∇) = − exp(−Z∇)Si,
which is not entirely obvious since Si does not commute with the exponential.
(2) By translation invariance we have:
D¯iZY (a,W + Z) =
(−ζi∂w+z+∑ ζiθi + ∂ζi+θi − θi∂w+z+∑ ζiθi)Y (a,W + Z) =
= D¯iW+ZY (a, Z +W ) = [S
i, Y (a, Z +W )].
On the other hand, letting Y (Z) = eZ∇Y (a,W )e−Z∇ we have (cf. (4.21.2)):
D¯iZY (Z) = S
iY (Z)− (−1)aY (Z)Si = [Si, Y (Z)].
(3) For the RHS we have by translation invariance and the vacuum axioms:
SiY (a(j|J)b, Z)|0〉 = [Si, Y (a(j|J)b, Z)]|0〉 = D¯iZY (a(j|J)b, Z)|0〉.
To prove that the LHS satisfies the same differential equation, we proceed exactly
in the same way as in the proof of Proposition 3.3.7. We only need the fact that
D¯iZ is a derivation of all (j|J)-products. But ∂z = (DiZ)2 is a derivation since:
∂za(Z)(j|J)b(Z) = (−1)N−JDiZ
(
(DiZa(Z))(j|J)b(Z) + (−1)aa(j|J)DiZb(Z)
)
=
(∂za(Z))(j|J)b(Z) + (−1)a+1(DiZa(Z))(j|J)DiZb(Z)+
+ (−1)a(DiZa(Z))(j|J)DiZb(Z) + a(Z)(j|J)∂zb(Z)
therefore D¯iZ = D
i
Z − 2θi∂z is a derivation of all (j|J)-products. 
The uniqueness Proposition 3.3.8 is still valid in the NK = N setting, As its
corollary, we obtain an analogous version of Theorem 3.3.9, namely
Theorem 4.22. On an NK = N SUSY vertex algebra the following identities hold
(1) Y (a(j|J)b, Z) = σ(J)Y (a, Z)(j|J)Y (b, Z) .
(2) Y (a(−1|N)b, Z) =: Y (a, Z)Y (b, Z) :.
(3) Y (Sia, Z) = DiZY (a, Z).
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(4) We have the following OPE formula:
[Y (a, Z), Y (b,W )] =
∑
(j|J):j≥0
σ(J)(D
(j|J)
W δ(Z,W ))Y (a(j|J)b,W )
Remark 4.23. Note that as a consequence of (3) we obtain
[Si, Y (a, Z)] 6= Y (Sia, Z),
in contrast to the NW = N and, in particular, the ordinary vertex algebra case.
Corollary 4.24.
(Sia)(j|J) = σ(ei, N \ J)a(j|J\ei) − jσ(ei, N \ (J ∪ ei))a(j−1|J∪ei)
=
{
σ(ei, N \ J)a(j|J\ei) for ei ∈ J
−jσ(ei, N \ (J ∪ ei))a(j−1|J∪ei) for ei /∈ J,
Si
(
a(j|J)b
)
= (−1)N−J ((Sia)(j|J)b+ (−1)aa(j|J)Sib.)
4.25. In order to prove the NK = N version of the associativity formulas (3.3.12.3)
and (3.3.12.4), we proceed as in 3.3.12, by taking the generating series of 4.22 (1)
and using the following NK = N version of the Taylor expansion. For a formal
power series a(Z) ∈ C[[Z]] we have:
(4.25.1) a(W + Z) =
∑
(j|J):j≥0
(−1) J(J−1)2 W
j|J
j!
D
j|J
Z a(Z) = e
WDZa(Z).
Indeed, the usual Taylor expansion is:
a(W + Z) = a
(
w + z +
∑
ζiθi, ζj + θj
)
=
∑
(−1) J(J−1)2 ∂
j|J
W
j!
a(W + Z)|W=0.
In this case:
∂
1|0
W a(W + Z)|W=0 = D1|0Z a(Z),
∂
0|i
W a(W + Z)|W=0 = (θi∂z + ∂θi)a(Z) = DiZa(Z),
proving (4.25.1).
Also, according to our prescription to add coordinates we see that
(X − Z)−W = X − (W + Z) = X − (W − (−Z)),
and note that equation (3.3.3.2) is still valid in the NK = N setting. The proof
in 3.3.12 generalizes now easily. Similarly, we obtain as a corollary, the NK = N
version of the Cousin property 3.3.13.
The proofs for skew-symmetry in Theorem 3.3.14 and quasi-commutativity for
the normally ordered product as in 3.3.15 carry over verbatim to the NK = N case.
4.26. Defining as the Fourier Transform as in 3.3.16 we obtain an analogous result
to Theorem 3.3.17, namely an NK = N SUSY vertex algebra gives rise to an
NK = N SUSY Lie conformal algebra.
The NK = N version of quasi-associativity for the normally ordered product is
the same ans is proved in the same way as Theorem 3.3.18.
As in the NW = N case, we have the following equivalent definition of NK = N
SUSY vertex algebras:
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Definition 4.27. AnNK = N SUSY vertex algebra is a tuple (V, T, S
i, [·Λ·], |0〉, ::),
i = 1, . . . , N , where
• (V, T, Si, [·Λ·]) is an NK = N SUSY Lie conformal algebra,
• (V, |0〉, T, Si, ::) is a unital quasicommutative quasiassociative differential
superalgebra (i.e. T is an even derivation of :: and Si are odd derivations
of ::),
• the Λ-bracket and the product :: are related by the non-commutative Wick
formula (3.2.21.1).
4.28. The definition of an NK = N Poisson SUSY vertex algebra is straightforward
to generalize. Similarly, the NK = N version of Borcherds identity in Theorem
3.3.21 and the NK = N version of the commutator formula in Proposition 3.3.22,
are the same with ∂W replaced by DW and are proved in the same way as for
NW = N SUSY vertex algebras. Following the argument in Remark 3.3.23 and
using (4.13.1), we obtain the formula for the commutator of the Fourier coefficients
of the End(V )-valued fields of the NK = N SUSY vertex algebra: it is equal to the
RHS of (4.13.3), multiplied by σ(J).
The rest of section 3.3 carries over to the NK = N case with minor modifications,
in particular we define tensor products ofNK = N SUSY vertex algebras as in 3.3.24
and we have an existence theorem as in 3.3.25 that we restate here:
Theorem 4.29 (Existence of NK = N SUSY vertex algebras). Let V be a vector
space, |0〉 ∈ V an even vector, T an even endomorphism of V and Si, i = 1, . . . , N
odd endomorphisms of V , satisfying [Si, Sj] = 2δi,jT . Suppose moreover that
Si|0〉 = 0. Let F be a family of fields aα(Z) =∑(j|J) Z−1−j|N\Jaα(j|J), indexed by
α ∈ A, and such that
(1) aα(Z)|0〉|Z=0 = aα ∈ V ,
(2) [Si, aα(Z)] = D¯iZa
α(Z),
(3) all pairs (aα(Z), aβ(Z)) are local,
(4) the vectors aαs(js|Js) . . . a
α1
(j1|J1)
|0〉 span V .
Then the formula
Y (aαs(js|Js) . . . a
α1
(j1|J1)
|0〉, Z) =
=
∏
σ(Ji)a
αs(Z)(js|Js)
(
. . . aα2(j2|J2)(Z)
(
aα1(j1|J1)(Z) Id
)
. . .
)
defines a structure of an NK = N SUSY vertex algebra on V , with vacuum vector
|0〉, translation operators Si and such that Y (aα, Z) = aα(Z), α ∈ A.
Such a structure is unique.
4.30. The results in section 3.4 generalize to this context without difficulty. In
particular, we obtain the universal enveloping NK = N SUSY vertex algebra of an
NK = N SUSY Lie conformal algebra.
In the same way as in Theorem 3.4.2, we obtain:
Theorem 4.31. Let V be an NK = N SUSY vertex algebra. Let A = C[X,X
−1],
define L(V ) to be the quotient of V˜ = A ⊗C V by the span of vectors of the form:
Sia⊗ f(X) + (−1)aa⊗DiXf(X).
and let L′(V ) be its completion with respect to the natural topology in A . Then
L(V ) (resp. L′(V )) carries a natural Lie superalgebra of degree N mod 2 structure.
60 REIMUNDO HELUANI AND VICTOR G. KAC
Let Lie(V ) (resp. Lie′(V )) be the corresponding Lie superalgebra. The map ϕ :
Lie(V )→ End(V ) (resp. ϕ′ : Lie′(V )→ End(V )), given by formula (3.4.1.2), is a
Lie superalgebra homomorphism.
5. Examples
Example 5.1 (V (WN ) series). Let X = (x, ξ
1, . . . , ξN ), where x is even and ξi
are odd anticommuting variables commuting with x. Consider the Lie algebra
g = W (1|N) of derivations of C[X,X−1]. It is spanned by elements of the form
Xj|J∂x and X
j|J∂ξi (cf. Example 2.17). Define the following g-valued formal
distributions:
(5.1.1) L(Z) = −δ(Z,X)∂x, Qi(Z) = −δ(Z,X)∂ξi , i = 1, . . . , N.
A straightforward computation shows that these distributions satisfy the following
commutation relations:
(5.1.2)
[L(Z), L(W )] = δ(Z,W )∂wL(W ) + 2 (∂wδ(Z,W ))L(W ),
[L(Z), Qi(W )] = δ(Z,W )∂wQ
i(W ) +
(
∂ζiδ(Z,W )
)
L(W )+
+ (∂wδ(Z,W ))Q
i(W ),
[Qi(Z), Qj(W )] = δ(Z,W )∂ζiQ
j(W ) + (−1)N (∂ζiδ(Z,W ))Qj(W )−
− (−1)N (∂ζjδ(Z,W ))Qi(W ).
In particular, the distributions (5.1.1) are pairwise local. Let F be the family of
g-valued formal distributions
F =
{
∂
j|J
Z L(Z), ∂
j|J
Z Q
i(Z)
∣∣ j ≥ 0, J ⊂ {1, . . . , N}, i = 1, . . . , N} .
Then (g,F ) is an NW = N SUSY formal distribution Lie superalgebra.
Let WN be the corresponding NW = N SUSY Lie conformal algebra. It is
generated as a C[T, Si]-module by a vector L of parity N mod 2 and N -vectors
Qi, i = 1, . . . , N , of parity N +1 mod 2 satisfying the following Λ-brackets (which
follow from (5.1.2))
(5.1.3)
[LΛL] = (T + 2λ)L, [Q
i
ΛQ
j ] = (Si + χi)Qj − χjQi,
[LΛQ
i] = (T + λ)Qi + (−1)NχiL.
When N = 0, this is the centerless Virasoro conformal algebra, which admits a
central extension defined by:
[LλL] = (T + 2λ)L+
λ3
12
C
where C is even, central, and satisfies TC = 0.
Translating the formulas in [FK02], it follows that when N = 1, W1 admits a
central extension of the form:
(5.1.4)
[LΛL] = (T + 2λ)L, [QΛQ] = SQ+
λχ
3
C,
[LΛQ] = (T + λ)Q− χL+ λ
2
6
C,
where C is even, central, and satisfies TC = SC = 0.
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When N = 2, W2 admits a central extension given by:
[LΛL] = (T + 2λ)L, [LΛQ
i] = (T + λ)Qi + χiL,
[QiΛQ
i] = SiQi, [Q1ΛQ
2] = (S1 + χ1)Q2 − χ2Q1 + λ
6
C,
where C is as above. It follows from [KvdL89], [FK02] that these algebras do not
admit central extensions for N ≥ 3.
If N ≤ 2, we let V (WN ) be the universal enveloping NW = N SUSY vertex
algebra of the central extension of WN as given by Theorem 3.4.4, and let V (WN )
c
be the quotient of V (WN ) by the ideal (C−c|0〉)(−1|N)V (WN ), where c ∈ C is called
the central charge.
When N = 1, expanding the superfields as
Q(Z) = −J(z) + θG+(z), L(Z) = G−(z) + θ
(
L(z) +
1
2
∂zJ(z)
)
,
we check that the fields L, J,G± satisfy the commutation relations of the N = 2
vertex algebra as defined in Example 2.12.
When N ≥ 3, we let V (WN ) be the universal enveloping NW = N SUSY vertex
algebra of WN . It follows from the definitions that Lie(WN ) = W (1|N), the Lie
superalgebra of derivations of C[X,X−1]. Also, Lie(WN )≤ = W (1|N)≤ is the Lie
superalgebra of derivations of C[X ]. Denote byW (1|N)< = Lie(WN )< ⊂ Lie(WN )≤
the Lie superalgebra of vector fields vanishing at the origin; it is spanned by vectors
of the form Xj|J∂x and X
j|J∂ξi , with j + ♯J > 0.
Definition 5.2. An NW = N SUSY vertex algebra V is called conformal if there
exists N+1 vectors ν, τ1, . . . , τN in V such that their associated superfields L(Z) =
Y (ν, Z) and Qi(Z) = Y (τ i, Z) satisfy (5.1.3) (or possibly a central extension) and
moreover:
• ν(0|0) = T , τ i(0|0) = Si,
• the operator ν(1|0) acts diagonally with eigenvalues bounded below and with
finite dimensional eigenspaces.
If moreover, the action of Lie(WN )< on V can be exponentiated to the group of
automorphisms of the disk D1|N , we will say that V is strongly conformal. This
amounts to the following extra condition:
• the operators ν(1|0) and
∑N
i=1 σ(ei)τ
i
(0|ei)
have integer eigenvalues.
If a ∈ V is an eigenvector of the operator ν(1|0) of eigenvalue ∆, we say that a
has conformal weight ∆. This happens if a satisfies
[LΛa] = (T +∆λ)a+O(λ
2) +O(χ1, . . . , χN ),
If, moreover, a satisfies [LΛa] = (T +∆λ)a we say that a is primary.
As in the ordinary vertex algebra case, the conformal weight ∆(a) is an important
book-keeping device:
∆(Ta) = ∆(a) + 1, ∆(Sia) = ∆(a), ∆(a(j|J)b) = ∆(a) + ∆(b)− j − 1.
(Note that ∆(: ab :) = ∆(a)+∆(b).) Furthermore, letting ∆(χi) = 0 and ∆(λ) = 1,
all terms in [aΛb] have conformal weight ∆(a) + ∆(b)− 1.
Remark 5.3. It is clear from this definition that the NW = N SUSY vertex algebra
V (WN )
c defined in Example 5.1 is strongly conformal.
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Example 5.4 (Free Fields). As an example of a strongly conformal NW = N
SUSY vertex algebra, we will compute explicitly the free fields case, namely, let
α, C be even vectors and let ϕ be an odd vector. Consider the NW = N SUSY
Lie conformal algebra generated by these three vectors, where C is central and
annihilated by ∇, and the other commutation relations are:
[αΛϕ] = C.
Let F˜N be its universal enveloping NW = N SUSY vertex algebra and FN its
quotient by the ideal (C − |0〉)(−1|N)F˜N .
Expanding the superfields
α(Z) = a(z) + θψ(z), ϕ(Z) = φ(z) + θb(z)
we find that the fields a, b, ψ and φ generate the well known bc−βγ-system, namely,
the non-trivial λ-brackets are (up to skew-symmetry):
[bλa] = [ψλφ] = 1.
When N = 1, this SUSY vertex algebra admits a NW = 1 strongly conformal
structure with:
ν = α(−2|1)ϕ(−1|1)|0〉, τ = −α(−1|0)ϕ(−1|1)|0〉,
and central charge c = 3. The associated fields L = Y (ν, Z) and Q = Y (τ, Z) are:
L =: (Tα)ϕ : Q = − : (Sα)ϕ : .
In order to check the commutation relations (5.1.4) we use the non-commutative
Wick formula (3.2.21.1) to find:
[αΛL] = Tα, [ϕΛL] = λϕ, [αΛQ] = Sα, [ϕΛQ] = −χϕ.
And now by skew-symmetry and sesquilinearity we obtain:
[LΛα] = Tα [LΛϕ] = (λ + T )ϕ(5.4.1)
[LΛTα] = (T + λ)Tα [LΛSα] = (S + χ)Tα(5.4.2)
[QΛα] = Sα [QΛϕ] = (S + χ)ϕ(5.4.3)
[QΛSα] = −χSα.(5.4.4)
Formula (5.4.1) says that α and ϕ are primary fields of conformal weight 0 and 1
respectively. With these formulas and using again the Wick formula (3.2.21.1) we
obtain
[LΛL] = [LΛ : (Tα)ϕ :] =: ((T + λ)Tα)ϕ : + : Tα(λ+ T )ϕ :=
= 2λL+ : (T (Tα))ϕ : + : TαTϕ := (T + 2λ)L,
since the integral term obviously vanishes. For the other commutation relations we
compute:
[QΛQ] = −[QΛ : (Sα)ϕ :] = χ : (Sα)ϕ : + : Sα(χ+ S)ϕ : +
∫ Λ
0
[χSαΓϕ]dΓ =
=: SαSϕ : +
∫ Λ
0
(η − χ)ηdΓ = SQ+ λχ.
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Finally for the last commutator we find:
[LΛQ] = −[LΛ : (Sα)ϕ :] = − : ((S + χ)Tα)ϕ : − : Sα(λ+ T )ϕ : −
−
∫ Λ
0
[(S + χ)TαΓϕ]dΓ = TQ− χ : (Tα)ϕ : +λQ +
∫ Λ
0
(η − χ)γdΓ =
= (T + λ)Q − χL+ λ
2
2
.
According to (5.1.4) this is a conformal NW = 1 SUSY vertex algebra with central
charge 3. It is easy to check that this SUSY vertex algebra is indeed strongly
conformal.
Example 5.5 (V (KN ) series). Consider now the Lie subsuperalgebra K(1|N) ⊂
W (1|N) consisting of those derivations of C[X,X−1] preserving the form
ω = dx+
N∑
i=1
ξidξi,
up to multiplication by a function (cf. Example 2.18). Define the following g-valued
formal distribution:
G(Z) = −2δ(Z,X)∂x − (−1)N
N∑
i=1
(
DiXδ(Z,X)
)
DiX .
It follows from (2.18.1) that its Z-coefficients form a basis ofK(1|N). A straightfor-
ward computation shows that this formal distribution satisfies the following com-
mutation relation:
[G(Z), G(W )] = 2δ(Z,W )∂wG(W ) + (4−N) (∂wδ(Z,W ))G(W )+
+ (−1)N
N∑
i=1
(
DiW δ(Z,W )
)
DiWG(W ),
in particular, the pair of g-valued formal distributions (G(Z), G(Z)) is local. Letting
F =
{
∂
j|J
Z G(Z), j ≥ 0, J ⊂ {1, . . . , N}
}
, we obtain an NK = N formal distribu-
tion Lie superalgebra (g,F ).
Let KN be the associated NK = N SUSY Lie conformal algebra. It is generated
as a free H -module by a vector G of parity N mod 2 satisfying the following
Λ-bracket (for the definition of the algebra H see 4.3)
(5.5.1) [GΛG] =
(
2T + (4−N)λ+
N∑
i=1
χiSi
)
G.
When N ≤ 3, KN admits a non-trivial central extension, obtained by adding
the term λ
3−NχN
3 C to the RHS of (5.5.1), where C is even, central and satisfies
TC = SiC = 0, cf. [FK02].
When N = 4, K4 admits a central extension, obtained by adding the term λC
to the RHS of (5.5.1). It follows from [KvdL89], [FK02] that KN does not admit
central extensions when N > 4.
When N ≤ 4, we let V (KN ) be the universal enveloping NK = N SUSY vertex
algebra of the central extension of KN and define V (KN )
c to be its quotient by
the ideal (C − c|0〉)(−1|N)V (KN ), where c ∈ C is called the central charge. When
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N ≥ 5, we let V (KN ) be the universal enveloping NK = N SUSY vertex algebra
of KN .
In the case N = 1, if we expand the corresponding superfield as
G(z, θ) = G(z) + 2θL(z),
we find that the fields G(z) and L(z) generate a Neveu Schwarz vertex algebra of
central charge c as in Example 2.9.
When N = 2 expanding the corresponding superfield as (cf. 2.15.2)
G(z, θ1, θ2) =
√−1J(z) + θ1G(2)(z)− θ2G(1)(z) + 2θ1θ2L(z)
We find that the corresponding fields J, L,G± satisfy the commutation relations of
the N = 2 vertex algebra as in Example 2.12.
When N = 4 the corresponding NK = 4 SUSY vertex algebra is not simple.
Indeed the SUSY Lie conformal superalgebra K ′4 ⊂ K4 generated by SiG, i =
1, . . . , 4 is an ideal. The central extension of K4 described above restricts to a
central extension of K ′4 whose cocycle is given by:
(5.5.2) α1(S
iG,SjG) = −χiχjC1.
This SUSY Lie conformal algebra admits another central extension given by (cf.
[FK02]):
(5.5.3) α2(S
iG,SjG) = χ1χ2χ3χ4C2.
We let V (K ′4 )
c1,c2 be the corresponding NK = 4 SUSY vertex algebra with Ci = ci.
Note that Lie(KN ) = K(1|N) by definition, while Lie(KN )≤ = K(1|N)≤ is
the Lie superalgebra of regular vector fields preserving ω up to multiplication by a
function. We will denote by K(1|N)< = Lie(KN )< ⊂ Lie(KN )≤ the Lie superal-
gebra of regular vector fields, preserving ω up to multiplication by a function, and
vanishing at the origin.
A field G satisfying the commutation relations (5.5.1) with a central extension,
will be called a super Virasoro field.
Definition 5.6. Let N ≤ 4, an NK = N SUSY vertex algebra V is called con-
formal if there exists a vector τ ∈ V (called the conformal vector) such that the
corresponding field G(Z) = Y (τ, Z) satisfies (5.5.1) with a central extension, and
moreover
• τ(0|0) = 2T , τ(0|ei) = σ(N \ ei, ei)Si,
• the operator τ(1|0) acts diagonally with eigenvalues bounded below and
finite dimensional eigenspaces.
If moreover, the representation of Lie(KN )< can be exponentiated to the group
of automorphisms of the disk D1|N preserving the SUSY structure
ω = dx+
N∑
i=1
ξidξi,
we will say that V is strongly conformal. This amounts to the extra condition
• the operator τ(1|0) has integer eigenvalues and, if N = 2, the operator√−1τ(0|N) has integer eigenvalues.
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If a vector a in a conformal NK = N SUSY vertex algebra V is an eigenvector
of τ(1|0) with eigenvalue 2∆, we say that a has conformal weight ∆. This happens
iff a satisfies
[GΛa] =
(
2T + 2∆λ+
N∑
i=1
χiSi
)
a+O(Λ2),
where O(Λ2) denotes a polynomial in Λ with vanishing constant and linear terms.
If, moreover, a satisfies
[GΛa] =
(
2T + 2∆λ+
N∑
i=1
χiSi
)
a,
we say that a is primary. For example, formula (5.5.1) with a central extension, says
that G has conformal weight 2−N/2, and it is primary if the central extension is
trivial. As in the NW = N case, the conformal weight is an important book-keeping
device
∆(Ta) = ∆(a)+1, ∆(Sia) = ∆(a)+
1
2
, ∆(a(j|J)b) = ∆(a)+∆(b)−j−1+
N − ♯J
2
.
(Note that ∆(: ab :) = ∆(a) + ∆(b).) Furthermore, letting ∆(λ) = 1 and ∆(χi) =
1/2, all terms in [aΛb] have conformal weight ∆(a) + ∆(b)− 1 +N/2.
Remark 5.7. The NK = N SUSY vertex algebra V (KN )
c defined in Example 5.5
is strongly conformal when N < 4, and V (K ′4 )
c1,c2 is strongly conformal as well.
Example 5.8. (Free fields) The well-known boson-fermion system is an NK = N
vertex algebra generated by one superfield. Let Ψ be a vector of parity (−1)N , C
an even vector, and define a NK = N SUSY Lie conformal algebra generated by Ψ
and C where C is central, satisfies TC = SiC = 0 and the remaining commutation
relations are:
[ΨΛΨ] = Λ
1|NC,
when N is even, and
[ΨΛΨ] = Λ
0|NC,
when N is odd. Skew symmetry is clear and the Jacobi identity is obvious since all
triple brackets vanish. We let B˜N be the corresponding universal enveloping NK =
N SUSY vertex algebra, and let BN be its quotient by the ideal (C−|0〉)(−1|N)B˜N .
To show an application of the above formalism, as well as the subtleties involved
in calculations, we will show explicitly that the NK = 1 SUSY vertex algebra B1
is conformal, the corresponding super Virasoro field being
G =: (SΨ)Ψ : +mTΨ, m ∈ C.
Indeed, from sesquilinearity (4.11.1) and skew-symmetry (4.11.2) we find
[ΨΛSΨ] = (S + χ)χ = λ, [SΨΛΨ] = −λ,
where we used [S, χ] = 2λ and χ2 = −λ. Using sesquilinearity once more we get:
[SΨΛSΨ] = χλ, [ΨΛTΨ] = λχ.
Now we can use theNK = 1 version of the non-commutativeWick formula (3.2.21.1)
to find:
[ΨΛG] = (λ+ χS)Ψ +mλχ, [SΨΛG] = λ(χ − S)Ψ−mλ2
[TΨΛG] = −λ(λ+ χS)Ψ−mλ2χ,
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where we note that all the integral terms vanish. Using skew-symmetry again we
get:
(5.8.1)
[GΛΨ] = (λ+ 2T + χS)Ψ−mλχ, [GΛSΨ] = (λ+ T )(χ+ 2S)Ψ−mλ2
[GΛTΨ] = (T + λ)(λ + 2T + χS)Ψ−mλ2χ.
With these formulas we can use again (3.2.21.1) to get:
[GΛG] =:
(
(λ+ T )(χ+ 2S)Ψ−mλ2)Ψ : +
+ : SΨ(λ+ 2T + χS)Ψ−mλχ) : +m(T + λ)(λ + 2T + χS)Ψ−m2λ2χ
where again the integral term is easily seen to vanish. Note that from quasi-
commutativity of the normally ordered product we find : ΨΨ := 0, from where
the expression above reduces to:
2λ : (SΨ)Ψ : +χ : (TΨ)Ψ : +2 : (S3Ψ)Ψ : −mλ2Ψ+
+ : SΨ((λ + 2T + χS)Ψ−mλχ) : +m(T + λ)(λ + 2T + χS)Ψ−m2λ2χ.
Expanding this expression and after a simple cancellation we find
[GΛG] = (2T + 3λ+ χS)G−m2λ2χ.
Therefore B1 is a strongly conformal NK = 1 SUSY vertex algebra with central
charge −3m2. Note that, by (5.8.1), Ψ has conformal weight 1/2 (but it is not
primary if m 6= 0). Expanding the superfield
Ψ(Z) = ϕ(z) + θα(z),
we find easily that
[ϕλϕ] = 1, [αλα] = λ,
hence the name boson-fermion system.
Example 5.9. (Super Currents) Let g be a simple or abelian Lie superalgebra with
a non-degenerate invariant supersymmetric bilinear form ( , ). If N is even, then
we define a SUSY Lie conformal algebra (either NK = N or NW = N) generated
by g with commutation relations:
[aΛb] = [a, b] + (k + h
∨)(a, b)λ ∀a, b ∈ g,
where 2h∨ is the eigenvalue of the Casimir operator on g.
When N is odd we let Πg be g with reversed parity, and for each element a ∈ g
we let a¯ be the same element thought in Πg. In this case we define a SUSY Lie
conformal algebra generated by Πg with commutation relations:
[a¯Λb¯] = (−1)a
(
[a, b] + (k + h∨)(a, b)
N∑
i=1
χi
)
.
We let V k(g) be the associated universal enveloping SUSY vertex algebra6, either
the NK = N or the NW = N vertex algebra, the choice will be clear in each context,
as well as the value of N .
6Here as before, we are considering a central extension of a SUSY Lie conformal algebra,
and then we identify the central element with a multiple of the vacuum vector in the universal
enveloping SUSY vertex algebra.
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When N = 1, the corresponding NK = 1 SUSY vertex algebra is strongly
conformal, the corresponding conformal vector is
τ =
1
k + h∨
(∑
(−1)ai : (Sa¯i)b¯i : + 1
3(k + h∨)
∑
([ai, aj ], ar) : b¯i : b¯j b¯r ::
)
,
where {ai} and {bi} are dual bases for g with respect to ( , ). This is known as
the Kac-Todorov construction [KT85]. The super Virasoro field Y (τ, Z) has central
charge
c =
ksdimg
k + h∨
+
sdimg
2
,
and the fields a¯ ∈ g¯ have conformal weight 1/2.
Example 5.10. (N = 2 vertex algebra) As a vertex algebra it is generated by 4
fields (cf. Example 2.12). As we have seen in Example 5.5, this is a NK = 2 SUSY
vertex algebra generated by one field G. On the other hand, the N = 2 vertex
algebra admits an embedding of the N = 1 vertex algebra. Therefore we can view
the N = 2 vertex algebra as an NK = 1 SUSY vertex algebra. As such, this algebra
is generated by two superfields G and J , where G is a super Virasoro field of central
charge c and J is even, primary of conformal weight 1. The remaining Λ-bracket is
given by:
[JΛJ ] = G+
c
3
λχ.
This is computed using the decomposition Lemma 4.6.
Example 5.11. (N = 4 vertex algebra) As a vertex algebra it is generated by 8
fields: a Virasoro field, three currents (for the Lie algebra sl2) and four fermions
[Kac96, p. 187]. This vertex algebra admits and embedding of the Neveu Schwarz
vertex algebra, therefore we can consider a NK = 1 SUSY vertex algebra structure
on it. As a NK = 1 vertex algebra, it is of rank 3|1, generated by an N = 1
conformal vector G with central charge c and three even vectors J i, i = 1, 2, 3.
Each pair (G, J i) generates an N = 2 vertex algebra, viewed as an NK = 1 SUSY
vertex algebra, as in the previous example. The remaining commutation relations
are:
[J iΛJ
j ] =
√−1εijk(S + 2χ)Jk, i 6= j,
where ε is the totally antisymmetric tensor.
This vertex algebra is the universal enveloping vertex algebra of the central
extension of the superconformal Lie algebra S(1|2; 0) (cf. [FK02]).
Example 5.12. (bc−βγ system) This is a NK = 1 SUSY vertex algebra generated
by n even fields Bi and n odd fields Ψi. The only non-vanishing Λ-brackets (up to
skew-symmetry) are:
[BiΛΨ
j] = δij .
This SUSY vertex algebra is strongly conformal with super Virasoro field
G =
n∑
i=1
(
: (SBi)(SΨi) : + : (TBi)Ψi :
)
,
and central charge 3n. The fields Bi (resp. Ψi) are primary of conformal weight 0
(resp. 1/2).
Let σsij , s = 1, 2, 3, be three n× n matrices satisfying
σiσj =
√−1εijkσk, (σs)2 = Id .
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The fields
J i =
n∑
j,k=1
σijk : SB
jΨk :, i = 1, 2, 3,
together with G generate an N = 4 vertex algebra as in the previous example7 (cf.
[BZHS06]).
Example 5.13. Here we explain briefly the construction of the chiral de Rham
complex of a smooth manifold introduced in [MSV99], using the formalism of NK =
1 SUSY vertex algebras [BZHS06]. Let U be a differentiable manifold. Let T be
the tangent bundle of U and T ∗ be its cotangent bundle. We let T = Γ(U,T )
be the space of vector fields on U and A = Γ(U,T ∗) be the space of differentiable
1-forms on U . We let C = C∞(U) be the space of differentiable functions on U .
Denote by
< , >: A⊗ T → C
the natural pairing, and, as before, by Π the functor of change of parity.
Consider now an NK = 1 SUSY Lie conformal algebra R generated by the vector
superspace
C ⊕ΠT ⊕A⊕ΠA.
That is, we consider differentiable functions (to be denoted f, g, . . . ) as even ele-
ments, vector fields X,Y, . . . as odd elements, and finally we have two copies of the
space of differential forms. For differential forms, which we consider to be even ele-
ments, α, β, · · · ∈ A, we will denote the corresponding elements of ΠA by α¯, β¯, . . . .
The nonvanishing Λ-brackets in R are given by (up to skew-symmetry):
[XΛf ] = X(f), [XΛY ] = [X,Y ]Lie,
[XΛα] = LieX α+ λ < α,X >, [XΛα¯] = LieX α+ χ < α,X >,
where [, ]Lie is the Lie bracket of vector fields and LieX is the action of X on the
space of differential forms by the Lie derivative. The fact that (5.13) satisfies the
Jacobi identity is a straightforward computation (cf. 1.8).
We let V (U) be the corresponding universal enveloping NK = 1 SUSY vertex
algebra of R. This vertex algebra is too big. We impose some relations in V (U)
as follows. Let 1U denote the constant function 1 in U . Let d : C → A be the de
Rham differential. Define I(U) ⊂ V ′(U) to be the ideal generated by elements of
the form:
: fg : −(fg), : fX : −(fX), : fα : −(fα), : fα¯ : −(fα),
1U − |0〉, T f − df, Sf − df.
Define the NK = 1 SUSY vertex algebra
Ωch(U) := V (U)/I(U).
The following theorem is a reformulation of the corresponding result in [LL05]:
Theorem 5.14.
(1) Let M ⊂ Rn be an open submanifold. The assignment U 7→ Ωch(U) defines
a sheaf of SUSY vertex algebras ΩchM on M .
7Note however that these fields Ji differ from those used in [BZHS06] by a factor of
√−1.
SUPERSYMMETRIC VERTEX ALGEBRAS 69
(2) For any diffeomorphism of open sets M ′
ϕ−→ M we obtain a canonical
isomorphism of SUSY vertex algebras Ωch(M)
Ωch(ϕ)−−−−→ Ωch(M ′). More-
over, given diffeomorphisms M ′′
ϕ′−→ M ′ ϕ−→ M , we have Ωch(ϕ ◦ ϕ′) =
Ωch(ϕ′) ◦ Ωch(ϕ).
This theorem allows one to construct a sheaf of SUSY vertex algebras in the
Grothendieck topology on Rn (generated by open embeddings). This in turn allows
one to attach to any smooth manifold M , a sheaf of SUSY vertex algebras ΩchM ,
called the chiral de Rham complex of M .
Example 5.15. (Free Fields) We can generalize Examples 5.8, 5.12, and 5.4 as
follows. Let A = A0¯ ⊕A1¯ be a vector superspace, and let ( , ) be a non-degenerate
bilinear form in A. Recall that the bilinear form ( , ) is said to be of parity p ∈
Z/2Z if (a, b) = 0 unless p(a) + p(b) = p, and it is supersymmetric (resp. skew-
supersymmetric) if (a, b) = (−1)ab(b, a) (resp (a, b) = −(−1)ab(b, a)).
Let H = C[T, Si] in the NW = N case, and let H be defined as in 4.3 in the
NK = N case. Let
R = H ⊗A⊕ CC,
where C is an even element such that TC = SiC = 0. Given a non-zero homoge-
neous polynomial Q(Λ) of degree s (in PBW basis) and parity p, define the following
Λ-bracket on A⊕ CC:
[aΛb] = Q(Λ)(a, b)C, a, b ∈ A, and C central,
and extend it to R by sesquilinearity. Then the Jacobi identity automatically holds
since all triple brackets are zero. Skewsymmetry holds if and only if
(a, b) = −(−1)ab(−1)N+s(b, a).
Thus, (5.15) defines a structure of a SUSY Lie conformal algebra, provided that
(5.15) holds together with the following parity condition:
p+ p(( , )) = N mod 2.
Thus, R is a SUSY Lie conformal algebra if and only if N + s is even (resp. odd)
and the bilinear form ( , ) is supersymmetric (resp. skew-supersymmetric) of parity
(N − p) mod 2. The corresponding free field SUSY vertex algebra F (A,Q) is
the quotient of the universal enveloping vertex algebra V (R) by the ideal (C −
|0〉)(−1|N)V (R).
Example 5.16. (Spin7 vertex algebra) In [SV95], Shatashvili and Vafa constructed
a vertex algebra associated to any manifold with Spin7 holonomy. This vertex alge-
bra is generated by four fields and comes equipped with an N = 1 superconformal
vector, therefore we can view it as an NK = 1 SUSY vertex algebra. As such, it is
generated by a super Virasoro field G of central charge 1/2, and a (non-primary)
even field X of conformal weight 2. The corresponding Λ-brackets, derived from
the OPE in [SV95], using Lemma 4.6, are:
[GΛX ] = (2T + χS + 4λ)X +
χλ
2
G+
2
3
λ3,
[XΛX ] =
(
5
2
TSX +
5
4
T 2G+ 6 : GX :
)
+
+ 8 (χT + λS + 2λχ)X +
15
4
λ(T + λ)G+
8
3
λ3χ.
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Note that this Λ-bracket is quadratic in the generating fields. Thus, this SUSY
vertex algebra is not the universal enveloping SUSY vertex algebra of a SUSY Lie
conformal algebra. Expanding these superfields as:
G(Z) = G(z) + 2θT (z), X(Z) = X˜(z) + θM˜(z),
we obtain the generating fields as in [SV95].
Example 5.17. (Odake’s vertex algebra) In [Oda89], Odake constructed a vertex
algebra, generated by eight fields, as an extension of the N = 2 vertex superalgebra,
associated to manifolds with SU3 holonomy. It carries therefore an N = 1 super-
conformal vector, so we can view this algebra as an NK = 1 SUSY vertex algebra.
As such, it is generated by two superfields G, J forming an N = 2 vertex algebra
of central charge 9, as in Example 5.10, and two odd superfields X±, primary of
conformal weight 3/2. The remaining Λ-brackets are as follows:
[JΛX
±] = ±(S + 3χ)X±, [X±ΛX±] = 0,
[X+ΛX
−] = (: JG : + : JSJ : +TG+ TSJ)+
+ χ (: JJ : +TJ) + λ(G + SJ) + 2λχJ + λ2χ.
Note that this relations are also quadratic in the generators as in the previous
example. Expanding the generating superfieds as
J(Z) = I(z) + θ
1√
2
(G¯(z)−G(z)), G(Z) = 1√
2
(G(z) + G¯(z)) + 2θT (z),
X+(Z) = X(z) + θ
√
2Y (z), X−(Z) = X¯(z) + θ
√
2Y¯ (z),
we obtain the generating fields as in [Oda89].
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