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Response surface methodology (RSM) is a statistical method that explores the 
relationships between several descriptive variables and one or more response variables. 
For over sixty years, among other areas, it has been utilized in quality engineering, 
process engineering, aircraft engineering, economics, chemical engineering, automotive 
engineering and design/technique optimization. In this dissertation, RSM is utilitzed to 
produce regression models that represent the planetary entry, descent and landing (EDL) 
process. A complete understanding o f EDL process is an essential component o f  any 
planetary exploration. Research in this area is ongoing and confidence in the ability to 
explore known celestial bodies is growing. The purpose o f  this research was to develop a 
unique technique for modeling EDL scenarios based on an understanding o f the Martian 
atmosphere and the Viking Lander. A two degree of freedom trajectory simulation was 
developed for a Martian EDL. Statistical engineering was applied through formal 
experiment design to provide an empirical model between sixteen input variables and 
thirty-eight outputs pertinent to EDL. RSM was used in conjunction with the EDL 
simulation to develop second order regression models for each response as a function of 
all o f  the factors. The challenge comes when reducing the full quaradic model to a 
reduced model with the minimum amount o f variables while remaining statistically 
sound. In this research full quadratic regression models were reduced using a technique
developed during the research process called the Multiple Adjusted R-Squared Reduction 
(MARR) method. The MARR method is a process o f reducing regression models so that 
their calculated Adjusted R-Squared (ARS) values are as close to a target ARS (chosen 
here as 0.99 +/- 0.004) as possible. Eighteen o f the thirty-eight models developed met the 
Adjusted R-Squared target and were further used in Monte Carlo experiments to test the 
models dependence on the input variables and to develop EDL pertinent trade studies 
based on the reduced models.
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q Dynamic pressure
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R2 R-Squared
r  Vehicle’s position vector
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re Planet’s equatorial radius
rn Aeroshell nose radius
ro Distance from the planet’s COM to the vehicle at t = 0
rp Planet radius
S Reference area
Sa Aeroshell reference area
Sp Parachute reference area
T Thrust vector
T Thrust
Tcalc Thrust o f the system
Tio Isothermal atmosphere temperature in exponential density model
Ts Calculated thrust for starting the terminal descent engine
Tw Thrust level during engine warmup
Tx Nominal maximum engine thrust
to Entry time
no Time at parachute deployment
t20 Time at heat shield release
t30 Time at engine start-up
140 Time at separation from back shell/parachute
t50 Time at start o f constant speed propulsive terminal descent
t60 Time at touchdown
Tmax Maximum thrust during t30 <_t < (60
K Atmospheric motion velocity vector
Va Atmospheric motion speed
v, Vehicle’s inertial velocity vector
vrel Vehicle’s relative velocity vector




VIO Inertial entry velocity at / = 0
Viw Wind speed in the constant speed region
VrelC Relative speed condition for constant speed terminal descent phase
VreI30 Relative velocity at engine start
Vrel40 Relative velocity at separation from back shell/parachute
Vrel50 Relative velocity at start o f constant speed propulsive terminal descent
Vrel60 Relative velocity at touchdown
Vw Wind speed at planet’s surface
v Timestep for Event 1
v2 Timestep for Event 2
v3 Timestep for Event 3
v4 Timestep for Event 4
v5 Timestep for Event 5
v6 Timestep for Event 6
wp Planet’s rotation rate
a  Standard deviation
Xi Inertial longitude
XO Inertial entry longitude at / = 0
X2 Entry prime meridian longitude
AV60 Longitude at touchdown
A,, Planet’s prime meridian longitude with respect to the P-CI
Xp Planet’s prime meridian longitude with respect to the P-CI at t  = 0
Tv Vehicle’s longitude with respect to the P-F
po  Atmospheric density at surface at t = 0
p Atmospheric density at the planet’s surface
y ’ Ratio o f specific heats for the planet’s atmosphere
Y\ Inertial flight path angle
ylO Entry inertial flight path angle at t = 0
yrel 10 Relative flight path angle at parachute deployment
yrel20 Relative flight path angle at heat shield release
yreBO Relative flight path angle at engine start
yrel40 Relative flight path angle at separation from back shell/parachute
yrel50 Relative flight path angle at start o f constant propulsive terminal
descent
yrel60 Relative flight path angle at touch down
ir, j A , kr- Unit vectors associated with the planet-centered polar coordinate
system (P-CP) r,X ,zrA
iy , j y ,ky Unit vectors associated with the vehicle-fixed coordinate system
W r , * ,
iV j Unit vector along Vrej
ix Unit vector along Vr
x „ y I,z ,  Planet-centered inertial coordinate system (P-CI)
x 1„ yr ,z /, Planet-fixed coordinate system (P-F)
x r ,y r ,z r Vehicle-fixed coordinate system (V-F)
z rA Out-of-plane axis in the planet-centered polar coordinate system (P-
CP)
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Response surface methodology (RSM) is a statistical method that explores the 
relationships between several descriptive variables and one or more response variables. 
For over sixty years, among other areas, it has been utilized in quality engineering, 
process engineering, aircraft engineering, economics, chemical engineering, automotive 
engineering and design/technique optimization. Example studies include, “A High 
Performance Aircraft Wind Tunnel Test using Response Surface Methodoloies” , “Edible 
Wheat Gluten Films: Influence o f the Main Process Variables on Film Properties using 
Response Surface Methodology”, and “Economic Uncertainty Assessment Using a 
Combined Design o f Experiments/Monte Carlo Simulation Approach with Application to 
an HSCT”. [69] [70] [71] These studies utilize RSM analyze complex systems o f data for 
various industries. In this research paper RSM is utilitzed to produce regression models 
that represent the planetary entry, descent and landing (EDL) process.
On Oct. 22, 2009, a special independent science panel informed the White House that the 
N ational A eronautics and Space A dm in istra tion  (NASA) needed to detour from its 
plans to return astronauts to the moon. The committee outlined eight options, three of 
which involved a "flexible path" eventually heading to a manned Mars landing far in the 
future. [1]
The quest to land on Mars is not a new pursuit; it is an important continuously visited 
issue. Our knowledge o f Mars is a stepping-stone to our knowledge o f other planets. A
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full and complete understanding o f the Entry, Descent and Landing (EDL) process is an 
essential component o f any planetary exploration. Minimizing the number o f simulations 
needed to gain a confident understanding o f the probability of completing a given EDL 
trajectory will save time and money as it relates to each mission.
Specifically, this dissertation research developed a method for modeling a deterministic 
simulation using a designed experiment and response surface. A Monte Carlo analysis 
was used to further verify the accuracy o f the regression models through comparison to 
the trajectory simulation. Specific potential benefits include a means o f efficiently 
extracting additional insight from the results o f the Monte Carlo EDL analyses, and 
efficient optimization o f EDL trajectories.
1.2 Research Approach
The purpose o f this research was to develop a unique technique for modeling EDL 
scenarios based on an understanding of the Martian atmosphere and the Viking Lander. 
A two degree o f  freedom trajectory simulation was developed for a Martian EDL. 
Statistical engineering was applied through formal experiment design to provide an 
empirical model between sixteen input variables and thirty-eight outputs pertinent to 
EDL. RSM was used in conjunction with the EDL simulation to develop second order 
regression models for each response as a function o f all o f  the factors. The challenge 
cames when reducing the full quaradic model to a reduced model with the minimum 
amount o f variables while remaining statistically sound.
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In this research full quadratic regression models were reduced using a technique 
developed during the research process called the Multiple Adjusted R-Squared Reduction 
(MARR) method. The approach was to explore response surface methods for modeling 
EDL data while treating a Monte Carlo Simulation (MCS) as an experiment. There are a 
variety o f  input and output factors involved in the EDL process. Here, Response Surface 
Methodology was used to develop a metric for minimizing the number o f test runs 
required to analyze an EDL scenario. A best fit response surface was developed for each 
o f 38 outputs as a function o f sixteen inputs. This allowed each o f the 38 outputs to be 
produced from 16 OFAT, random, or combination OFAT/random inputs. These inputs 
and outputs represent vital data often utilized in EDL trade studies. Constant inputs such 
as the planet’s equatorial radius {re) and the planet’s rotation rate (wp) fixed the 
simulations to a specific planet. Parameter inputs such as the entry altitude (ho) and the 
entry prime meridian longitude (22) set the stage for a family of output values. Perturbed 
inputs such as the parachute opening load factor (Cx) and the parachute reference area 
{Sp) ensure that parachutes with a minimum/maximum size range are utilized for the 
analysis. Derived inputs such as the free stream airspeed (ax) and the atmospheric 
density scale height (H) are values set by other specified input values. The inputs and 
outputs chosen are based on an example provided by Dr. Juan Cruz from NASA Langley 
Research Center, an expert in EDL research. Choosing the same inputs as Dr. Cruz 
allowed for direct comparison o f the resulting data to existing benchmark codes.
The process o f modeling Martian EDL using Response Surface Methodology was 
divided into three stages. A 2 degree o f freedom (2dof) EDL simulation was chosen for
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this fundamental research. The first stage compared a 2dof EDL trajectory, Runge-Kutta 
integration based program to a solved Euler based program provided by Dr. Cruz. This 
example was based on actual data from NASA Viking Landers. Stage Two ran the 
simulation using a test matrix o f inputs developed from a classic Response Surface 
Design. The resulting responses were used to build regression models, which resulted in 
38 second order models. Stage Three added Monte Carlo developed random inputs to 
validate the 2nd order Central Composite Design (CCD) RSM models. Here, CCD is 
an experimental design, commonly used in RSM. The models developed allowed for a 
clear understanding o f what inputs affect each of the 38 outputs individually. The 
relative magnitude o f each effect was easily distinguishable, the inputs with quadratic 
effects and the pairwise interaction o f inputs was clearly identified.
1.3 Research Benefits
Currently the number o f runs associated with analyzing various EDL trajectories is 
related to available computer power and not rigorous defensible statistics. The 
methodology developed here can be expanded to a larger input set and potentially higher 
order Response Models and higher fidelity simulations. If the regression models can be 
validated, then further use of the CPU -  time intensive full trajectory simulation may be 
reduced or perhaps even eliminated after the regression model build.
1.3.1 Second Order Regression Models
The second order regression models developed provide an understanding o f which inputs 
affect each o f the 38 outputs. The magnitude and order o f each effect can be easily
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distinguished. Pairwise combinations o f inputs that have an interaction effect on the 
output and the magnitude o f these combinations are clearly defined. It should be noted 
that the second order models were chosen as a first step towards understanding. In 
general, higher order modeling is supported by this methodology.
1.3.2 Input Combinations
Thirty-eight outputs can be produced from 16 OF AT, random, or combination 
OFAT/random inputs. For example, with this process CdadO can be specified while the 
other 15 factors are varied using Monte Carlo variation to produce the 38 outputs. Or 
Tio, ro, V/ and CdadO can be specified while the other inputs are randomly chosen. It 
could also be decided that 15 o f the input factors are user set and one factor is varied.
1.3.3 Regression Models
An approach for developing regression models for planetary entry, descent and landing 
(EDL) has been developed and demonstrated using a 2dof simulation. The process 
allows for a quick and accurate interpretation o f the planetary EDL process with 
minimum CPU time requirements. A response model is built following execution o f  the 
design matrix runs and this meta-model may then be proposed for further analysis 
without requiring a MCS. [2]
1.3.4 Multiple Adjusted R-Squared Reduction (MARR)
Analysis o f Variance (ANOVA) is a procedure used to observe variance in a response 
due to changing a particular factor. Variance describes the degree o f dispersion in a
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response about the mean value; it can be naturally seen in experimental data. In this 
research regression models were built from a deterministic simulation so that the use o f 
conventional ANOVA for siginificance testing does not apply. Metrics to test model 
adequacy such as R-Squared, Adjusted R-Squared, the signal to noise ratio, summation o f 
terms and the PRESS statistic were all considered as possible metrics for use in reduction 
o f the regression model. Summation, PRESS and the signal to noise ratio values were 
not used to reduce the regression models because their values were unable to converge to 
the targeted values. R-Squared was seen as too general, meaning when the goal o f  this 
research was to utilize an R-Squared value o f 0.99, the model often contained extra terms 
which could not be justified with respect to the EDL events associated with the model. 
A new approach, the Multiple Adjusted R-Squared method, was created and utilized to 
sequentially reduce the regression models discussed in this research. This method will be 
described in detail in Section 7.2 o f this document.
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CHAPTER 2: PLANETARY ENTRY DESCENT AND LANDING (EDL)
2.1 Overall EDL Process
Entry is flight into the planet’s atmosphere from hyperbolic approach or orbit. The entry 
vehicle can be passive (ballistic) or actively controlled. Descent is flight through the 
lower portion o f the atmosphere. Descent can be completed using gravity turns, 
retrorockets and/or parachutes. Landing is a vehicle’s survivable contact with the surface 
or in some cases, the successful placement o f the vehicle in a certain state above the 
surface o f the planet.
EDL is best described as a sequence o f events. For instance, a typical EDL sequence 
consists o f vehicle entry, parachute deployment, heat shield separation, engine start up, 
lander/backshell separation, then propulsive constant rate o f descent. [3][4] Figure 1 
demonstrates an example of the EDL process; here the Viking Lander EDL beginning 
just after the vehicle de-orbits.
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Figure 1: Martin Marietta, Viking Lander, EDL Sequence Example
2.2 Simplified EDL for Analysis
This research was conducted assuming the following:
a) Mars landing
• The future o f space exploration is dependent on our understanding o f the 
failures and successes that we have had in past space exploration. Our 
interest in Mars has been long standing and with the Mars Science
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Laboratory having launched in November 2011, research utilizing Mars as 
an example continues to be important. [5]
b) Mars is a spherical planet
• In this way we assume that the only significant force acting on the entry 
vehicle is the planet’s gravity.
c) Equatorial Plane
•  2 degree o f freedom motion constrained to a plane through the Mars 
equator
d) Ballistic entry
• Lift/Drag = 0.0, the aerodynamic force imposes only drag
e) Supersonic parachute deployment
f) Terminal descent under parachute
g) Propulsive Landing
h) Single EDL Path
• There is only one path. Multiple solutions do not exist for a given set o f 
input conditions in this simplified EDL
i) No uncertainty in sensor readings
• Positions, thrust, pressure, acceleration, speed and time readings are 
accurate. Thrust is aligned with the relative velocity vector so that there is 
a gravity-tum under propulsion guidance.
•  Factors such as wind speed and temperature can be calculated accurately.
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2.3 Available EDL Simulations
There are a variety o f different codes that scientists currently utilize for planetary EDL 
analysis. The sophistication o f the programs depends on the purpose o f the data obtained 
from the simulation. The two primary software packages for Mars EDL analysis used by 
NASA are the Program to Optimize Simulated Trajectories (POST) and the Dynamics 
Simulator for Entry, Descent and Surface landing (DSENDS). There have been many 
studies conducted utilizing DSENDS and POST. These studies vary in fidelity and 
completeness, the most significant difference in the findings and outcomes are due to 
each study starting assumptions and guidelines. [6]
Using the Mars Science Lab as an example, POST software was utilized. POST is 
known for its atmospheric flight simulation that allows the user to use both 3dof and 6dof 
vehicles in a single simulation. It has several capabilities such as multiple vehicle 
tracking, multi-body dynamics, and Monte Carlo support. Even with its multiple 
abilities, POST alone is not sufficiently complete for utilization in every EDL. For 
example, the POST simulation was extended to support high-fidelity MSL engineering 
analyses. Scientists from NASA Langley research center and the NASA Jet Propulsion 
Laboratory incorporated vehicle-specific and Mars environment models to enhance 












Figure 2: POST Simulation Models and Data Flow [7]
In the POST flowchart the process begins in the Approach Nav circle in the middle o f the 
chart. In the Approach Nav module, the inertial frame o f reference state variables are 
initiated and fed into the spacecraft Dynamics module where integration is performed. 
Gravity, and Aero (to include Atmosphere) modules calculate forces for the current time 
step that are used in the integration o f the equations o f motion. The spacecraft motion, 
now in body frame coordinates, is fed to the Navigation/IMU  module which in turn is 
used by Guidance to control the trajectory through the Control module. [8][7]
DSENDS is a 6dof group of simulations that was originally developed at NASA Jet 
Propulsion Laboratory. [7][9] Figure 3, represents the DSENDS simulation models and 







Figure 3: DSENDS Simulation Models and Data Flow [7]
In Figure 3, initial state input variables are fed into the simulator. The simulator is 
composed of models for the environment, sensors, system dynamics and actuators. These 
models communicate with the Guidance, Navigation, and Control models to produce 
Monte Carlo and parametric sensitivities. [10]
DSENDS is an EDL specific extension o f a JPL multi-mission simulation toolkit called 
Darts/Dshell. This toolkit is capable o f modeling spacecraft dynamics, devices, and 
subsystems. Darts/Dshell has been used by interplanetary and science craft missions 
such as Cassini, Galileo, and Starlight. Darts is capable o f modeling the dynamics of 
complex multi-body systems and an extensive Dshell library o f  models allows the 



































environments. Dshell is also capable o f interfacing with external models and compiled 
model libraries. This allows the use o f  legacy models and external simulations such as 
differential equation solvers such as those used with respect to the Viking Landers. [11]
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CHAPTER 3: MARTIAN EDL
3.1 Mars
Mars, “the red planet”, is the fourth planet from our sun. The Mars atmosphere is thin 
when compared to Earth's. The atmospheric pressure on Mars is only 1% of that of 
Earths at sea level. It is essential to understand the atmospheric density variation with 
altitude when planning for planetary EDL. [12] [13] Since vehicle drag is proportional to 
the density and the square of the velocity o f the vehicle, the atmospheric density model 
plays a large role in EDL simulations. [14] [15] [16]
Density
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Figure 4: Earth vs. Mars Density [14]
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Figure 5: Comparing Mars and Earth EDL [14]
As shown in Figure 5, the only time that a spacecraft on a Mars entry experiences 
conditions comparable to Earth’s atmosphere is around 6000 m/s, when the vehicle is 
traveling close to Mach 30. At the surface, Earth’s density is on average over 60 times 
denser than Mars. A vehicle experiences less aerodynamic drag in the Mars atmoshphere 
and even with the reduced Martian gravity will tend to achieve higher speeds for 
comparable altitudes when compared to Earth.
3.2 Mars EDL History
There have been six successful landings on Mars, Viking I/II, Pathfinder, MER A/B, and 
the Phoenix. The largest and oldest o f the six spacecraft is the Viking I/II. Viking I and II
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were twin orbiters/Landers. MER A/B were also twins. Each o f the six Landers had 
landed masses less than 0.6 MT (metric ton), low elevation sites (below -1 km) and had 
landing ellipses on the order o f 100’s o f kilometers. Viking I/II had the largest landed 
mass and the largest landing ellipse. MER A/B had the highest landing elevation sites 
and the Phoenix had the smallest landing ellipse. [14] [15]
There have been many other attempts at landing on Mars most notably by the U nion o f 
Soviet Socialist R epublics (USSR) as shown in Table 1. [17] [18]
Brief history o f Mars E DL Attempts
Country Year Results
USSR Mars 2 1971 (crashed)
USSR Mars 3 1971 (lasted 14 seconds)
USSR Mars 6 1973 (crashed)
USSR Mars 7 1974 (missed Mars)
US Viking 1 1976 Success
u s Viking 2 1976 Success
USSR '96 (2) 1996 (failed to launch)
US Mars Pathfinder 1997 Success
u s Mars Polar Lander 1999 (crashed)
u s DS-2 Microbes (2) 1999 (crashed)
Europe Beagle II 2003 (crashed)
US MER - Spirit 2004 Success
US MER - Opportunity 2004 Success
US Phoenix 2008 Success
US Mars Science Laboratory 2012 Success
Table 1: Brief history of Mars EDL Attempts
3.3 Viking Missions
July 14, 2006 marked the 30th anniversary o f the successful landing o f the Viking on 
Mars by the N ational A eronautics and Space A dm inistration . The primary missions
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of the Viking program were to search for evidence o f life, obtain high resolution images 
o f the Martian surface, and to characterize the structure and composition o f the 
atmosphere and surface o f  Mars.
3.4 Viking I and II
A detailed look at the Viking missions is summarized in Table 2. Table 2 provides 
information on the aeroshell geometry, aeroshell mass, basic entry conditions and some 





Nose radius 0.8763 m
Aeroshell Reference Area 9.64 m2
Aeroshell Mass
Entry Mass 982.9 kg
Descent Mass 791.07 kg
Entry Conditions
Entry Altitude 243,840 m
Entry Inertial Velocity 4610 m/s
Entry Inertial Flight Path Angle -16.90°
Parachute Basics
Parachute Opening Load Factor 1.3
Parachute Reference Area 204.96 m2
Table 2: Basic Viking Geometrical Data
It should be noted that the Viking used a disk-gap-band (DGB) parachute. This 
parachute has a low-to-moderate drag coefficient (CdpO ~ 0.4 to 0.7) and good-to-
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moderate stability (±5° to ±15° attack angle oscillation). In a DGB, CdpO can be traded 
for stability by changing the gap and band height. [17] [19]
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Figure 6: Mars Viking EDL Sequence [23]
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Figure 6 is an artist’s rendition o f the Viking EDL sequence. In this rendition it can be 
seen that the aeroshell separates from the orbiter, de-orbits and coasts into the 
atmosphere. It is at the point o f atmospheric entry that EDL begins. Table 3 shows the 
event triggers that the vehicle will adhere to in the simulation developed for this research.
Simulation Event Triggers
Event Event Trigger
Event 0 = Vehicle Entry Entrance into Martian Atmosphere
Event 10 = Parachute 
Deployment
Estimated dynamic pressure < 7.3 psf 
and
Derivative o f Total sensed acceleration < 0.0 m/s2
Event 20 = Heat Shield Release Time = Time since entry + 7 seconds
Event 30 = Engine Startup Calculated thrust level > 3859.65 N 
and
Time derivative o f  calculated thrust level > 0.0 N
Event 40 = Lander/backshell 
Separation
Time since entry + 2 seconds
Event 50 = Propulsive Constant 
Rate o f Descent
Vehicle Height < 16.5 m 
and
Relative Speed <2.44  m/s
Event 60 = Touchdown Vehicle Height < 0.0 m
Table 3: Simulation Event Triggers [20]
3.5 Mars Future
Four billion years ago Mars had a thick warm and wet atmosphere similar to Earth’s 
atmosphere, with the exception that its atmosphere was composed o f mostly CO2 not the 
N/O2 mix on Earth. Scientiets wonder what happened to the atmosphere. Some have 
theorized that it was an asteroid that violently blew away the atmosphere; solar winds 
slowly blew it away or that M ar’s strange magnetic field that allowed chunks o f air to be
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blown away. Either way we need to know as much as possible about Mars. This will 
give us a better understanding about our position in the universe.
Future Mars exploration missions will require an increase in landed mass and increased 
surface elevation capability. For example, the Mars Science Lab (MSL) has a larger 
landed mass than Viking, a tighter landing footprint than Phoenix and higher landing 
elevation than MER.
MSL has four primary science objectives to meet the overall habitability assessment goal. 
[21] As stated by NASA, these objectives are:
• To assess the biological potential o f at least one target environment by 
determining the nature and inventory o f organic carbon compounds, searching for 
the chemical building blocks o f  life, and identifying features that may record the 
actions o f biologically relevant processes.
• To characterize the geology o f the landing region at all appropriate spatial scales 
by investigating the chemical, isotopic, and mineralogical composition o f surface 
and near-surface materials, and interpreting the processes that have formed rocks 
and soils.
• To investigate planetary processes o f relevance to past habitability (including the 
role of water) by assessing the long timescale atmospheric evolution and 
determining the present state, distribution, and cycling o f water and CO2.
• To characterize the broad spectrum o f surface radiation, including galactic cosmic 
radiation, solar proton events, and secondary neutrons.
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CHAPTER 4: PROJECT BACKGROUND 
4.1 Simplifying Assumptions
Analysis of Martian EDL can take many different, very complex paths. Traditionally, 
EDL research utilizes 6dof or 3dof trajectory simulation. A 3dof trajectory simulation 
solves the translational equations o f motion and a 6dof simulation solves both the 
translational and rotational equations o f motion. The 6dof simulation is usually 
necessary if the vehicle dynamics are significant, the vehicle attitude information is an 
important factor, or if  the control system’s performance adds additional factors. [18][22]
The objective o f  this research is to demonstrate the usefulness of RSM in simplifying this 
analysis. As outlined in Section 2.2 o f this document, for the purpose o f this fundamental 
research there were 11 simplifying assumptions made. Five o f these assumptions are 
important for the equations developed in this chapter: It was assumed that Mars is a
spherical planet, the constructed trajectories will be limited to the Mars Equatorial plane, 
there exists only a 2dof longitude and altitude motion, drag is the only aerodynamic 
force, there is no lift, and that thrust is aligned with the relative velocity vector.
4.2 Inputs and Outputs
There are four types o f inputs utilized in this research: constants, parameters, perturbed 
inputs, and derived inputs. [24] These are defined below.
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4.2.1 Constant Inputs
Constants are values that are known to a high level o f accuracy. These values are fixed 
and cannot be perturbed anywhere in the simulation. The following is a list o f  the 
constants used in this research. [20]
Constant Inputs
1 Ratio o f specific heats for the planet’s atmosphere
geo Earth surface acceleration o f gravity at sea level and 45° latitude
GMp Universal gravitational constant times the mass o f the planet
maxL Maximum lander wet mass
Rg Gas constant for the planet’s atmosphere
re Planet’s equatorial radius
wp Planet’s rotation rate
Table 4: Constant Inputs
4.2.2 Parameter Inputs
Parameter inputs are quantities with fixed values. For this research the parameter inputs 
were pre-selected and kept at a nominal value. The following is a list o f parameters used 
for this research. [20]
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Parameter Inputs
Cdae Assumed aeroshell drag coefficient at entry
chNt Engine warm-up time interval
chNt2 Heat shield release time interval
ettaTs Fraction o f 7/wax(nominal) that defines Ts
ettaTw Fraction o f 7/ttax(nominal) that defines Tw
hcd Altitude condition for start o f constant speed terminal descent
ho Entry altitude
k Convective heat flux constant
mad2 Aeroshell descent mass
mLpO Lander usable propellant mass
X2 Entry prime meridian longitude
qd Parachute deployment dynamic pressure
Reo
Slant range offset at start o f constant terminal descent during max engine 
thrust
rn Aeroshell nose radius
Sa Aeroshell reference area
to Entry time
Tx Nominal maximum engine thrust
VrelC Relative speed for constant speed terminal
Table 5: Parameter Inputs
4.2.3 Perturbed Inputs
Perturbed inputs are values which have significant uncertainty. The perturbed inputs were 
bounded by an interval o f 6 standard deviations (+/- 3 o). [20]
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Perturbed Inputs
CdadO Aeroshell drag coefficient in the descent configuration
CdaeO Aeroshell drag coefficient in the entry configuration
CdpO Parachute drag coefficient
Cx Parachute opening load factor
Yi Entry inertial flight path angle
hv Constant wind altitude
Isp Terminal descent entry impulse
mae Aeroshell entry mass
h Entry inertial longitude
P Atmospheric density at the planet's surface
ro Entry radius
Sp Parachute reference area
Tio Isothermal atmosphere temperature in exponential density model
V, Entry inertial velocity
Viw Wind speed in the constant speed region
Vw Wind speed at planet’s surface
Table 6: Perturbed Inputs
4.2.4 Derived Inputs
Calculated combinations o f constants, parameters, and perturbed inputs are known as 
derived inputs. Derived input quantities remain constant for a specific trajectory. The 
following is a list of derived inputs used for this research. [20]
Derived Inputs
ax Free stream airspeed
dV Wind gradient from the surface to hv
£0 Planet surface acceleration o f gravity
H Atmospheric density scale height
mdu Lander dry mass plus unusable propellant
Ts Calculated thrust for starting the terminal descent
Tw Thrust level during engine warm-up
Table 7: Derived Inputs
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4.2.5 Analyzed Outputs
A large amount o f output data were produced as a result o f  this research; a list o f the 
analyzed output data follows. [20]
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Analyzed Outputs
dqconv/dt.max Maximum heat rate during entry(prior to heat shield separation)
Fp, max Maximum parachute opening load
yrellO Relative flight path angle at parachute deployment
yrel20 Relative flight path angle at heat shield release
yreDO Relative flight path angle at engine start
yrel40 Relative flight path angle at separation from back shell/parachute
yrel50 Relative flight path angle at start o f constant propulsive terminal 
descent
yrel60 Relative flight path angle at touch down
hlO Altitude at parachute deployment
h20 Altitude at heat shield release
h30 Altitude at engine start
h40 Altitude at separation from back shell/parachute
h50 Altitude at start o f constant speed propulsive terminal descent
M10 Mach number at parachute deployment
M20 Mach number at heat shield release
M30 Mach number at engine start
M40 Mach number at separation from back shell/parachute
mLpused Total propellant mass used
%mLpused Percent o f total usable propellant used
nae.max Maximum acceleration during entry (prior to parachute deployment)
nap. max Maximum acceleration at parachute deployment
2V60 Longitude at touchdown
qlO Dynamic pressure at parachute deployment
q20 Dynamic pressure at heat shield release
q30 Dynamic pressure at engine start
q40 Dynamic pressure at separation from back shell/parachute
qconv Total heat load
tlO Time at parachute deployment
t20 Time at heat shield release
t30 Time at engine start-up
t40 Time at separation from back shell/parachute
t50 Time at start o f constant speed propulsive terminal descent
t60 Time at touchdown
Tmax Maximum trust during t30 <_t < t60
Vrel30 Relative velocity at engine start
Vrel40 Relative velocity at separation from back shell/parachute
Vrel50 Relative velocity at start o f constant speed propulsive terminal 
descent
Vrel60 Relative velocity at touchdown
Table 8: Analyzed Outputs
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Table 9 shows the intended nominal and standard deviation values for each perturbed 
variable, as well as the actual mean, standard deviation, minimum, and maximum values 
from 10,000 cases for comparison. The data listed in Table 9 are a result o f  research 
completed by John Gaebler. John Gaebler performed research associated with input 
factors which often cause failure in planetary EDL. Through this research Gaebler 
developed the ranges and standard deviations for a set o f  failure associated inputs. [3] 
Rather than reproduce the results needed to justify the input EDL values utilized in this 
research document, the proven values analyzed by Gaebler were utilized. Gaebler’s 
distributions were used to set high and low limits for the factors based on three standard 
deviations (+/- 3a).
Perturbed Varia )le Input Statistics
Variable Nominal 3 a Mean a Min Max Distribution
Cdad, % 0 5.00e-2 -2.48e-4 1.67e-2 -6.50e-2 6.38e-2 Normal
Cdae, % 0 5.00e-2 -4.41e-5 1.68e-2 -5.95e-2 5.98e-2 Normal
Cdp, % 0 1.50e-l -3.29e-4 8.63e-2 -1.50e-l 1.50e-l Uniform
Cx 1.30e+0 1.30e-l 1.30e+0 7.53e-2 1.17e+0 1.43e+0 Uniform
hv, m 1.20e+4 2.00e+3 1,20e+4 1.16e+3 1.00e+4 1,40e+4 Uniform
Isp, s 2.05e+2 2.05e+l 2.05e+2 6 .86e+0 1.78e+2 2.30e+2 Normal
Sp, m2 2.05e+2 6.14e+0 2.05e+2 3.53e+0 1.99e+2 2.1 le +2 Uniform
Tio, K 1.90e+2 1.33e+l 1.90e+2 4.45e+0 1.71e+2 2 .10e+2 Normal
Vw, m/s 3.00e+0 3.00e+0 2.98e+0 1.74e+0 7.38e-4 6.00e+0 Uniform
Viw, m/s 2 .00e+l 1.20e+l 1.99e+l 6.95e+0 8.00e+0 3.20e+l Uniform
p, kg/m3 1.56e-2 2.34e-3 1.56e-2 7.69e-4 1.23e-2 1,86e-2 Normal
mae, kg 9.83e+2 2.00e+0 9.83e+2 6 .68e-l 9.80e+2 9.85e+2 Normal
ro, m 3.61 e+6 1.76e+3 3.61 e+6 1.76e+3 3.60e+6 3.62e+6 Normal
VIO, m/s 5.89e+3 9.82e-l 5.89e+3 9.82e-l 5.89e+3 5.89e+3 Normal
yl 0, rad -2.82e-l 5.87e-4 -2.82e-l 5.87e-4 -2.84e-l -2.79e-l Normal
AO, rad 0 8.52e-4 -1.21e-5 8.52e-4 -2.86e-3 3.38e-3 Normal
Table 9: Perturbed Variable Input Statistics [3]
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Assuming the perturbed position and velocity states are known, which in this case is 
developed elsewhere, they must now be reduced to two dimensions (2D). This 2D plane 
is defined by the cross product o f the nominal position and velocity vectors. Since the 
vectors are perturbed in three dimensions, for each case, the projections o f position and 
velocity into this 2D plane are obtained so that rIO, VIO, yK), and XIO can be consistently 
defined.
4.3 Coordinate Systems
Locations, velocities, and forces are expressed in terms o f specific coordinate systems, 
which are now defined. [20] Given the above assumptions, four coordinate systems are 
used: Planet-centered inertial, Planet-fixed, Planet-centered polar, and Vehicle-fixed.
Figure 7: Planet-Centered Inertial Coordinate System
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4.3.1 Planet-Centered Inertial Coordinate System (P-CI) (xi, yi, zi)
• Cartesian; right-handed
• Assumed inertial (very good approximation)
• Origin at planet’s center o f mass (COM)
• xi, yi plane is planet’s equatorial plane
• Planet rotates about z/ axis; z/ axis aligned with planet’s angular momentum vector 
Figure 7 shows the first axis system, the Planet-Centered Inertial Coordinate System (P- 
CI). From this view the planet rotates around the z/ axis which comes out o f  the page. It 
is assumed that the planet remains at a constant velocity and that the z7 axis is aligned 
with the planet’s angular momentum.
w p
Figure 8: Planet Fixed Coordinate System
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4.3.2 Planet-Fixed Coordinate System (P-F) (xp, yp, Zp)
• Cartesian; right-handed
• Fixed to the planet
• Not inertial
• Origin coincident with the P-CI (i.e., planet’s COM)
• xP, y P plane coincident with P-CI x/, >7plane (i.e., planet’s equatorial plane)
• xp through prime meridian of planet
• zp axis coincident with z; and in the same direction
Figure 8 adds the Planet Fixed Coordinate System (P-F) to P-CI system in Figure 7. This 
system is fixed to the prime meridian o f the planet; through the center o f the crater Airy- 
O on the surface of Mars. It is not assumed to rest on an inertial system but is assumed to 
originate at the center o f the planet with zp in the same direction as z t. This relationship 




Figure 9: Planet-Centered Polar Coordinate System
Figure 9 introduces the r vector which is the position vector to an arbitrarily placed 
vehicle to the P-F and P-CI coordinate systems. Figure 10 adds the Planet-Centered 
Polar Coordinate Systems (P-CP) to the first two systems. This system is the only polar 
coordinate system in the group. This system coincides with the P-CI system with z n  in 
the same direction as z/. r defines this system.
wp
Figure 10: Planet-Centered Coordinate System
4.3.3 Planet-Centered Polar Coordinate System (P-CP) (r, X\, z yx)
• Polar; right-handed
• Not inertial
• Origin coincident with P-CI (i.e., planet’s COM)
• Defined by vector r  in xj, >7 plane from the planet’s COM to vehicle
• r, / /  plane coincident with P-CI xj, y j plane (i.e., planet’s equatorial plane)
• z yx axis coincident with z/ and in the same direction
• Unit vectors: (r, X\, zyx)  fry, , kyx )
In Figure 10 the P-CP unit vectors can be clearly seen.
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w p
Figure 11: Vehicle-Fixed Coordinate System (V-F)
4.3.4 Vehicle-Fixed Coordinate System (V-F) (x V{, y v, , z v, )
• Cartesian; right-handed
• Fixed to the vehicle’s COM
• Not inertial
• x V{ always parallel and in the same direction as the vehicle’s inertial velocity vector
V,
• z V} always parallel to zj and zP and in the same direction
• Direction o f y Vl defined by application o f right-hand rule given the specified
directions o f x Vj and z Vj
• Unit vectors: (xVl, y Vj, z Vl) ------ ►(!„,, jVl, k Vl )
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The Vehicle-Fixed Coordinate System was added to the P-F, P-CI and P-CP systems. 
The addition o f this system can be seen in detail in Figure 12.
Figure 12: Vehicle-Fixed Coordinate System
The V-F system is fixed to the center o f mass o f the vehicle, which is not assumed to be 
moving at a constant rate. Given Vj = Vj. the unit vectors in relation to Vj can be 
represented as seen above. Here the z Vl is in the same direction as zp.
4.3.5 Relationship between P-CI and P-F
• wp is the planet’s rotation rate about the z/ axis (note that the zj axis is aligned with, 
and in the same direction as, the planet’s angular momentum); given the 
coordinate systems definitions, wp is always positive
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• ).p is the planet’s prime meridian’s longitude with respect to the P-CI (i.e., the angle
between xi and xp)
• APq is the planet’s prime meridian longitude with respect to the P-CI at t — 0
• Note that:
dA p
wp  = —— Eq. 1
dt
Ap — Apu + wp(t) Eq. 2
• re is the planet’s equatorial radius wp
4.4 Vehicle Position, Altitude, Longitude, Velocity, and Flight Path Angle
• The position o f the vehicle with respect to the P-CI can be specified by the position
vector f  , which can be defined in terms o f two scalar variables: 
r  is the distance from the planet’s COM to the vehicle 
A, is the vehicle’s inertial longitude (angle between x, andr*)
The relationship between r ,  re, and the altitude o f the vehicle above the planet’s 
surface, h,  is given by:
r — re + h Eq. 3
• Av is the vehicle’s longitude with respect to the P-F, given by:
AV = A , - A P Eq. 4
• The inertial speed, Vf is the magnitude of the inertial velocity vector, V,
• Yi is the inertial flight path angle o f  the vehicle, measured from the local horizontal,
positive above the horizon.
4.5 Kinematic Relations
• The kinematic relations are part o f the equations o f motion
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• Horizontal speed kinematic relationship:
dX,
— - r  = V, cos y, 
dt ' n
Re-arranging yields the first o f two kinematic relations:
dX, _  V,
dt r
= —  cos y,







4.5.1 Force Equations o f Motion
• In this derivation we need to use an alternate form o f Newton’s 2nd law because we 
will be deriving the equations in the non-inertial axis system x r ,y r ,z r
+ <uy/x V l Eq. 8
m v is the mass of the vehicle
F  = h-Fu-l +jv,Fn) Eq. 9
The forces Fw and Flf; arise from gravitational, aerodynamic, and propulsive 
sources; their determination is discussed later
V -  i VY I  l V , y l
dVI







We can substitute equation 6 into 12 to eliminate d X j d t
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( b y  = k y*7 1 i
vi d Yi—  cos y, — —
\ r  dt
Eq. 13
(bVi x V ,=
F Jv, k ,
v,






( V2 d r ' '
cosyi — Vj 
V r dt j
Eq. 14
Notice that (oVj is a coordinate system rotation vector, not a vehicle rotation vector 
Substitution allows us to write Equation 15 explicitly:
dV,  -
iy /tv , + Jv,F±v, = l y m v —  + J y mv
f v f  v  dy,—  cosy, -  V. — -  
r 1 1 dt
Eq. 15
Separating Equation 15 into its and j v components yields:
dV,F y  = mv- ;!►/ dt




Re-arrange Equations 16 and 17 in a form suitable for numerical integration
dV, Fy,
dt m v
d y L = vL . . . . .  F u-
dt




4.5.2 Equations o f Motion 




4.5.3 Initial Conditions at / = 0
V, = E70 Eq. 24
y , = ylO Eq. 25
X, = AIO Eq. 26
r  = r o  Eq. 27
4.6 Gravity Force
• Assuming a spherical planet with uniform radial density distribution; then, the gravity 
force is given by:
F*
GMp(mv)
 -------   Eq. 28
r
Fz = -h-, sin Yi +Ji-,Fg cos Yi Ech 29
( ^ , ) g = _ F * sin^  Eli - 30
( ^ , ) s = 'f i COSn  Eq.31
4.7 Rotating Atmosphere and Wind
Assuming:
• Atmosphere motion has two components, rigid-body rotation with the planet and 
horizontal wind
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• Atmospheric motion valid for r > re
• The wind only has an east-west component, independent o f  A v, dependent on r , 
i.e, Vw(r)
• Positive wind in j x direction
• The atmosphere has no vertical motion (i.e., no component in the ir direction)
• The atmospheric motion speed Va is the magnitude o f atmospheric motion
velocity vector Va:
v a = \ K \ = wP(r ) + K  Eq.32
• Components o f atmospheric motion velocity vector Va:
K  = j , i ,  Va = i,. Va cos y, + .y,( Va sin y, Eq. 33
4.8 Airspeed
Assuming:
• Atmospheric airspeed vector, V,r points into the relative wind as sensed by the 
vehicle, and is defined by:
K  = K ~ K  Eq. 34
Substituting equations 10 and 29 into 30:
K  = V, (VI ~ K  cosr , ) - j riva siny, Eq. 35
• The airspeed Vx is the magnitude o f the airspeed vector:
V = V, = i j i K - K w s y , ) 2 +(Vasm y ,)2 Eq. 36
The unit vector, ix, in the direction o f Vx is given by:
• The aerodynamic drag force is in the -Vx direction, and is given by:
D  = - p V ; ( C d S ) Eq. 38
D  = - i xD  = - L DGO I j Eq. 39
where the definition o f the unit vector ix given in Equation 33 has been used in the 
derivation o f Equation 35.
The atmospheric density,/?, is a function o f the altitude, h ,  and thus o f r  (for r > re) 
• From Equation 35 we can determine that the components of drag in the F[, ; and in ­
directions are:
velocity relative to an observer on the surface o f the planet directly underneath the 
vehicle. We start by defining this vehicle relative velocity, Vre/, in the P-CP by 




• By assuming a ballistic entry, drag is the only aerodynamic force present.
4.10 Relative Velocity and Flight Path Angle
• In defining the direction o f the propulsion force, we will need to know the vehicle’s
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Vre! =  KV, S i n  r, + h , (K CO S Y, -  WP(r)) Eq. 42
Knowing Vrei, we can define the vehicle’s relative flight path angle, yrel, as would be 
observed from a point on the surface o f the planet directly underneath the vehicle:
(  T 7 . .  \
yrel = tan
Vj sin f j
Vj c o s  Yj -  wpr Eq. 43
As with the inertial flight path angle, yrel is measured from the local horizontal, positive 
above the horizon
• The relative velocity vector can also be expressed in the V-F by using an appropriate
axis transformation yielding:
K e t  = V, (V  -  O / 0 / - C O S  y,  ) -  j,. (xvp)r sin y, Eq. 44
• The vehicle’s relative speed, Vrd, is the magnitude o f the relative velocity vector:
Vrel Kd = V1(K ~ (wP)r cos 7i f  + ((wP )r  sin r , )2 Eq. 45
The unit vector, iv , in the direction o f Vre, is given by:
Kei _  ? v i ~ (wP)r cos Yi (wP)r  sin Yi
Jv,
V.r d
= lr, Vrel Vrel
Eq. 46
4.11 Propulsion
• Assume a “gravity turn” propulsion strategy in which the thrust, T , is in the ~Ke, 
direction:
f  = _- j  _ _• T Vi ~ (wP)r cos y , | , {wp)r sin y, 
'Kd ly' Vrel Jv' Vrel
Eq. 47
where the definition o f the unit vector ire, given in Equation 46 has been used in the 
derivation of Equation 47
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From Equation 47 we can determine that the components of thrust in the F v and F 
directions are:
(F ) T v, ~(wp)rcosr,  
1 v,)l Vrel
Ir- \  r r i w p y s m y ,
[F" '  = T Vrel
Eq. 48 
Eq. 49
4.12 Total Sensed Acceleration
An accelerometer mounted on the vehicle only senses “contact” forces; in this case 




The total sensed acceleration will be important in triggering events and in setting 
thrust levels
4.13 Fp.max and nap.max





Figure 13: Inflation Curve Method Equations
Let exponent n = 0 for Peak Opening Load and
CdoSo = Sp Cdp
Fp.max = Maximum parachute opening load = q (Cx)(Cdp)Sp  
Let F = ma where:
F = force o f parachute
m = mv = mass o f  vehicle
a = acceleration
n = load factor
a = n(geo)
geo = acceleration o f gravity
F = mv (n)geo
Fp.maxnap. max
Cm v {g eo ) )
where nap. max -  Maximum acceleration at parachute deployment
CdoS o = Cx(Sp Cdp + Cdad Sa)
Here:
So =  Reference area 
Sa =Aeroshell reference area 
Sp =  Parachute reference area 
Cdo =  Vehicle drag coefficient
Cdad =  Aeroshell drag coefficient in the descent configuration 
Cdp = Parachute drag coefficient 
CdS =  Drag area
Cx = Parachute opening load factor
q*(Cx{Cdp) (Sp)+Cdad  ( 5 a ) )nap, max










4.14 qconv and dqconv
qconv = Total heat load
Letting this heat load increase linearly
qconv{n+1) = qconv (n)+ (dqconv) dt Eq. 58
here
dt = v = time step
dqconv = dqconv!dt.max = Maximum heat rate during entry, here k — 1.9* 10A(-4) and
Here:
rn = vehicle nose radius 
V = atmospheric relative velocity magnitude 
p = atmospheric density 
q = heat rate
The of q approximation appropriate in this research is the Sutton-Graves equation
4.15 Tcalc and Rsl
The terminal descent using gravity turn is termed Tcalc in this research project.
Eq. 59
The general expression for stagnation-point heating is [62]:
q = dqconv ~ VN pM rnR Eq. 60
q = dqconv =kVi (p /rn)1/2 Eq. 61
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T Gravity Turn: T opposite V. 6 = 0
Local Horawmai
sin? cosv
h h ■ ----
X
Figure 14: Terminal Descent Using a Gravity Turn[54][63]
In Figure 14:
T  = Thrust 
h -  height 
V= Vrel — Velocity 
g  = acceleration o f gravity 
L = Lift 
D = Drag
R = Rsl = Slant Range 
m = mv = vehicle mass 
For a constant thrust load factor n, assuming that \\i is very small, it can be shown that
n = T/mg = 1 + (V2/(2Rg) = 1- F2siny/(2hg) Eq. 62
solving for T
T = m {g+V2l(2R)) = m (g+V2siny/(2h)) Eq. 63
Let T = Tcalc = Thrust o f the system
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VtsÎ
Tcalc = m v ( g o + Y ^ )  Eq. 64
Height as shown in Figure 15 can be calculated with the values o f distance R and 
elevation angle y = a  = yrel. The value o f distance R and elevation angle yrel is: h = R ■ 
sin yrel. The calculation of the vehicle’s altitude is not only a trigonometry calculation. 
The bend o f the ground at the current location grounding bend must also be taken into 
consideration, and then both factors are compensated for with an integrated altitude 
calculation. [64]
Figure 15: Relation between the Elevation and Height from Planets Surface
Figure 15 represents the relation between elevation and height (H  = h) under 
consideration o f the planetary bend. Here a triangle arises between the points: center of 
the Mars, a position relative to the surface o f the planet and a position o f the spacecraft. 
The sides o f this triangle are described by the cosine theorem where:
c2 = a2 + b2 -  labcos  a  Eq. 65
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Let
a = re 
b = re + h 
c = R = Rsl 
so that
Rsl2 = R2 = r 2 + (re + h)2 - 2re(re + h) ■ cos a Eq. 66
Algebraic rearranging gives
R = Rsl = - (re + h) sin(yrQ\) - y j ( r e 2 — ( ( r e  +  h) co s(yre l) ) 2) Eq. 67
4.16 £0
According to Newton's Law o f Universal Gravitation, the force o f acceleration o f gravity 
is defined as [60],
F  = ma= mass*acceleration= - ~ ~ Z  = m 2g  Eq. 68
Here:
G = universal gravitational constant 
m\= Mp = planet mass
— vehicle mass on the planets surface 
r = radial distance from the center o f the planet to the vehicle 
m 2g  -  vehicles weight 
This implies that
Gml
— T= 8  Eq. 69
Here the acceleration o f gravity:
g  = go = GMp/re2 Eq. 70
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4.17 Density Model and Temperature Model
The barometric formula is a formula used to model how the pressure (or density) o f  the 
air changes with altitude. [66] [68] For example, consider an elementary block o f 
atmosphere (thickness dh, horizontal area A) at altitude h:
1
h + dh Honzontal
I
Pressure-gradient force = (P(h) -P(h+dh))A
Weight = p 0g A (d h )
Figure 16: Vertical Forces Acting on Slab of Atmosphere
In Figure 16, the atmosphere exerts an upward pressure force P{h)A on the bottom o f the 
block and a downward pressure force P(h+dh)A on the top of the block. The net force, 
(P(h)-P(h+dh))A, is called the pressure-gradient force. P(h) > P(h+dh), so the pressure- 
gradient force is directed upwards. For the block to be in equilibrium, its weight must 
balance the pressure-gradient force must equal the weight. This is known as hydrostatic 
balance. [66][67] Here:
(P{h) -P{h+dh))A = - p 0g A ( d h ) Eq. 71
and
P(h ) -P(h+dh)  dp-̂-----   = —pn g = —
dh dh








M  = Mg  = molecular weight o f air 
T -  Tio = temperature 
po = density at t = 0
R = Rg = Gas constant for the planet’s atmosphere 





90 dh  = —  Eq. 75
RgTio
Known as the hydrostatic equation, here go = -Mg. The hydrostatic equation can 
be intergrated explicity for two cases:
1) Isothermal layer: =  0. so that 71o is constantdh
2) Linear temperature layer: =  aTio = Ti + a(h - hi)
Assuming that Tio is constant with altitude:
InP (fi) - ln P (O )  Eq. 76
which is equivalent to
192_h
P(h) =P(0)eRsTio Eq. 77
Equation 77 is known as the barometric law. [66] [68] Let H  — scale height for 
the atmosphere = which leads to the compact form o f the Barometric Law:
PQi) =P(0)eTh Eq. 78
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The vertical dependence o f the air density can be similarly formulated. From the 
ideal gas law, here:
P = Po~h,H Eq. 79
The density equation in this research is used in the simple exponential atmospheric model 
as shown in Equation 79. [51] [55] Note that Rg is the gas constant for the planet, Tio is 
the isothermal atmospheric temperature as disclosed in Table 6 and go is the planet’s 
surface acceleration due to gravity as described in Section 4.16 of this document.
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CHAPTER 5: DESIGN OF EXPERIMENTS
Design o f Experiments (DOE) is a systematic and rigorous approach to engineering 
problem-solving. It is a structured, organized method for determining the connection 
between the factors that affect a process and its output. DOE applies principles and 
techniques at the data collection stage o f the analysis that ensures the generation o f 
defensible, and supportable engineering conclusions. It can be carried out under the 
constraint o f a minimal expenditure o f resources (engineering runs, time, and money).
[25]
5.1 Benefits of DOE
DOE is typically applied to an experiment involving random variables. In this context it 
has many benefits versus a traditional “best fit” approach. DOE is based on statistics. 
Statistics are objective, efficient and revealing.
• Process variation is reduced, process can be optimized, signal-to-noise ratios of 
the controllable factors can be maximized through [26]
• Randomization: the allocation o f the experimental material and the 
order o f  individual runs or trials of the experiment performed are 
randomly determined. Randomization guards against selection bias 
for estimates o f system uncertainty.
•  Replication: an independent repeat o f  each factor combination. 
Replication provides a model independent estimate o f  error.
•  Blocking: dividing the observations into groups that are run in each
block (two days o f  experiments could block off into day one runs and
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day two runs). Blocking allows for the isolation o f the source o f 
variability from a nuisance factor.
Simultaneous variable analysis
• Multiple process variables and responses are studied simultaneously Modeling 
determines the casual effect o f factors on responses as well as interactions o f 
factors and their effect on a response.
Point prediction
• Saves time and money when a point can be predicted without the need to perform 
an experiment to get the data point.
• Utilizes Analysis o f Variance (ANOVA)
•  ANOVA allows identification of significant model terms and 
assessment o f model adequacy o f  the response surfaces by analyzing 
the models, residuals, summary statistics and the correlations between 
outputs.
• A technique used to test the hypothesis that the means among two or more groups 
are equal, under the assumption that the sampled populations are normally 
distributed
• Relies on estimates o f variance in the response due to random error versus 
changes in factor settings.
Quantifies uncertainty
•  Provides a means o f understanding the reasonable range for a response 
prediction at a given confidence level
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Confirmation points
• Points not used to build a model but used to prove that the model provides good 
estimates
5.2 Experimental Design Guidelines
There are seven general steps necessary to design any experiment. While planning the 
experiment, (1) Recognize and state the problem (true experiment objective); (2) Select 
the response variable; and (3) Choose factors, levels and ranges. During the experimental 
process, (4) Choose an experimental design with sufficient power for the desired level o f 
confidence; (5) Perform the experiment, including confirmation runs; (6) Analyze the 
data using statistical methods; and (7) Conclude the experiment, make recommendations. 
[26]
5.2.1 Recognize and State the Problem
At this point a clear concise statement o f the problem objective must be expressed. It is 
necessary to consider input from all parties that may be effected by or are interested in 
the information that the experimental results will provide. It is here that problems 
associated with the direction o f the experiment can be clarified. The goal o f this research 
project was to formulate an algorithm for developing a set of statistically sound Mars 
EDL regression models.
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5.2.2 Selecting the Response Variable
Here it will be important to define the responses o f  interest and note the proper way to 
measure them. Clearly defining responses is important to ensure that the important and 
appropriate information can be gathered from the analysis.
5.2.3 Choosing Factors, Levels and Ranges
Factors are usually defined as being design, constant, varied, or nuisance factors. Design 
factors are factors that are selected to be studied in the experiment. Constant factors are 
factors that are held at a specific level during the experiment. Varied factors are factors 
that are not homogeneous and are allowed to vary. Nuisance factors are those factors that 
affect the response but are o f no interest.
Knowledge o f the process is required to determine the range or level o f  the factors. 
Practical and theoretical experience o f the process is essential in choosing the appropriate 
factors, the range over which the factor should be varied and the level which the factor 
can be adjusted. A good way to begin this factor analysis is to start with a cause and 
effect diagram (fishbone diagram). Figure 17 shows a fishbone diagram where an analyst 
is studying the effects of several factors on a turbine blade profile and its surface finish. 







Spindle Differences Spindle Speed













Figure 17: Example Fishbone Diagram for a Machine Experiment
Figure 17 is an example o f how a fishbone diagram can be used to strategically evaluate 
and categorize the factors that affect the response in the planning phase. Blade profile 
and surface finish represent the experimental response and the nuisance, constant, 
controllable and uncontrollable variables are listed.
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5.2.4 Choosing an Experimental Design
When choosing an experimental design the experimenter must consider sample size, 
confidence and statistical power, required randomization, prediction variance, constraints 
on factor settings, and if  blocking is necessary. In this step there are several commercial 
statistical software packages that can be used to support this activity. They provide the 
experimenter with a selection o f designs to consider and/or they recommend a specific 
design. An essential first step is consideration o f a factorial design.
5.2.5 2k Factorial Designs
Factorial designs are often the most efficient designs for experiments with two or more 
factors. They are derived from the early work of Sir Ronald Fisher, an English 
statistician. A 2k factorial design is a design with k factors, each considered at two-levels. 
All possible combinations are tested in a full factorial design. The statistical model for a 
full 2k design would include k main effects, two-factor interactions, three-factor 
interactions, and so forth up to a single k-factor interaction. The resulting regression 
model is orthogonal meaning that regression coefficients are unique estimates o f  the 
factor effects. The geometric form for a 2-factor factorial model is a square.
5.2.5 The Central Composite Design
Classical Central Composite Designs (CCD), as introduced by Box and Wilson (1951), 
represent the most popular class o f second-order designs used in response surface 
methodology (RSM). The prediction properties are well documented and represent a 
best-in-class choice. The face centered CCD is a variant of the most popular RSM
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design. It has broad applicability for cuboidal design regions and is a natural choice for 
this problem. CCD's are designed to estimate the coefficients o f  a full quadratic model 
which includes pure quadratic terms, two-factor interactions and 1st order main effects. It 
utilizes three groups o f design points: Two-level factorial or fractional factorial design 
points (shown in Figure 18 as filled circles), axial points (shown in Figure 18 as open 
squares) and center points (shown in Figure 18 as closed squares). Factorial points are 
used to estimate the 1st order plus integration terms. Axial points and centers allow pure 
quadratics to be added to the model.
B+
0 - -0 ~
A- A +
Figure 18: Face Centered Central Composite Design in Two Factors
5.2.6 Performing the experiment
While performing the experiment it is vital to closely monitor data collection to ensure 
that it proceeds as planned. Any experimental errors could affect the validity o f the data. 
A trial experiment could be conducted to ensure that the process is clearly understood. 
Trial runs could provide information about the measurement system, the experimental 
error and a chance to observe the overall technique o f  the process.
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5.2.7 Analyzing Data Using Statistical Methods
To properly analyze a model statistically, the experiments must be properly blocked so 
that any known sources o f variability have been recognized and experiments are grouped 
to avoid this variability. They must be randomized and properly replicated to ensure that 
the experimental results are objective. Hypothesis testing and confidence interval 
estimation is very useful in analyzing data from properly designed experiments. Many 
questions that the experiment should answer are based on hypothesis testing. Analysis of 
Variance (ANOVA) is utilized for hypothesis testing.
5.2.8 Analysis o f Variance (ANOVA)
ANOVA is a test procedure which provides a statistically sound analysis o f experimental 
data. The variance o f the response is partitioned into source contributions from the 
chosen factors and their interactions as well as the random error. The basic tenet o f 
ANOVA is to test the signal to noise ratio o f  the variance from any given factor source to 
the variance associated with random error. In terms o f a regression model, each 
regression coefficient {fi, ) can be tested for statistical significance. The first test can be 
stated with the hypothesis, H0: All /?, = 0 or H,\ At least one of the f i t s are not equal to 
zero.
Table 10 is an example o f the data that are developed when ANOVA is utilized. The sum 
of squares, as defined in Table 10, is used to identify the variance in a response due to 
changing factors. The total sum o f squares is the sum o f regression modeling and random 
error.
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Freedom Mean Square Fo
Regression SSR z M S r =  S S r/z M S r/M S e
Error or residual S S e n - z - 1 MSE = SSE/(n-z-l)
Total S S t n -  1
Table 10: ANOVA for Significance of Regression in Multiple Regression
Here MSr is a variance quantity that accounts for changes in the response due to factor 
changes and MSe is the variance due to random error an model fit. The F-test (Fo) 
statistic then measures the ratio of the model/random error contributions and is compared 
to a reference F statistic to determine significance.
5.2.9 Overall F-Test
Using the data provided by ANOVA, if  Fo > Fazn_z_1 then the null hypothesis is 
rejected meaning that at least one o f the variables in the regression model has a 
significant contribution to the model. Fa r n_p is the reference statistic. [26][27] Here a  
is the significance level. It is the researcher specified value of the probability o f type I 
error or the accepted risk in falsely rejecting the null hypothesis. In Table 10,
F0 = MSr /M S e Eq. 80
where
MSr =  (SSR/ k ) Eq. 81
and
MSe =  Eq. 82
c  n - f c - l  M
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9 i =  b o +  EjU bj  * x ij > i =  1 >2 > - > n Eq. 86
and the residual at i is
= Vi ~  9i Eq. 87
5.2.10 Residuals
A residual is the difference between the observed value and its model predicted value. 
Residuals can be examined for normality, independence and constant variance. These 
evaluations are used to investigate model adequacy. Normality can be checked through 
use o f a normal probability plot o f the residuals versus the residual values. Figure 19 is 
an example o f  a normal probability plot of example residuals.
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-0 .0 6  -0  0 4  -0 02 0 .0 2  0 0 4  0 .0 6
Residuals
Figure 19: Example of a Normal Probability Plot of Residuals
The data plotted in Figure 19 are plotted on a transformed ordinate so that residuals 
trending in a straight line show that error distribution is normal. It should also be noted 
that residual plots should be examined for possible outliers. Outliers are residuals that 
are much larger than any o f the other residuals. An outlier should be thoroughly 
investigated; its presence could distort the analysis o f variance. For instance, the leftmost 
point in Figure 19 warrants examination.
62
Residuals vs. Run
0 .0 4  —
0 .0 2  —
7 10 13 16 191 4
Run Number
Figure 20: Example Residual versus Run Order
Figure 20 is an example o f a residual versus run order plot. The analyst is looking for a 
structureless random order which indicates data are independent. The example plot shows 
an increasing trend with executed runs indicating that the response may not be 
independent o f time. Figure 21 shows a plot o f  residuals versus fitted values. This plot 
indicates that the assumption o f constant variance holds, the residuals are structureless 
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Figure 21: Plot of Residuals versus Predicted Reponses
5.2.11 Adjusted R-Squared
The coefficient o f correlation, R2 is the percent o f variation in the response that can be 
explained by the regression model. For the research conducted in this paper, the adjusted 
R-squared (ARS) value was used to judge model quality, ARS provides a measure of 
goodness beyond the R-squared value in that it “rewards” designs that have parsimonious 
models by adjusting for the degrees o f freedom. ARS can be derived as follows:
R 2 = Eq. 88ssT
Now if p is the number o f  model parameters, n-1 the number o f total corrected degrees of 
freedom then ARS is defined as:
ARS =  1 -  —  (1 -  R 2) Eq. 89
n - p  ^
When ARS and R-Squared differ dramatically there is a chance that non-significant terms 
were included in the model. ARS decreases when non-significant terms are added to the
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model whereas R2 does not. Models will be discussed in further detail in Section 5.2.12 
of this document.
A third metric is Predicted R-Squared (PRS) which helps to indicate what percentage o f 
variability in the model is expected to be explained given new data. PRS is used to 
indicate how well the model predicts responses for new observations versus R2 which 
indicates how well the model fits the given data. PRS can be calculated using Equation 
90.
PRS =  1 -P R E S S /S S T Eq. 90
Here PRESS (Prediction Error Sum of Squares) is computed as the sum o f the squared
th . . .  .prediction errors obtained by predicting the i data point while using a regression model 
that omits this data point when fitted. Where
p r e s s  = z r =1tVi -  yw ]2 Eq - 91
5.2.12 Empirical Models and Response Surface Methodology
Equations that utilize experimental results to express the relationship between the 
response and the design factors are called empirical models. The most popular model 
fitting technique is the use o f Ordinary Least Squares regression (OLS). To ensure model 
adequacy, once a model is developed it is necessary to make sure that the model is an 
adequate approximation of the true system and ensure that the least squares regression 
assumptions have not been violated. Through regression analysis the relationship 
between the response and the variables are characterized by a linear regression model. 
The term linear specifies that the model is linear in the coefficients not necessarily first 
order. Equation 92 describes a 1st OLS linear regression model.
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y = P o +  0i*i +  02*2 +  ••• +  Pk*k +  e Eq. 92
Here 07> j  =  0,1 ,2 ,..., k  are called regression coefficients, xit i = 1, 2 ,..., k  are the factors 
or regressors and e is the error. Linear regression models can become more complex and 
still utilize the advantages o f model analysis that have been outlined. Response Surface 
Methodology (RSM) is a superset o f DOE using the methods described thus far but with 
an emphasis on higher order modeling. The face centered CCD used in the present study 
feature 2nd order OLS regression response models. Equation 93 represents a 2nd order 
regression model in 2 factors.
y  =  0o +  01*1 +  02*2 +  012* 1*2 +  011*12 +  022*1 +  e Eq. 93
5.2.13 Coded Factors
A regression model that uses dimensionless factors is called a coded model. The 
advantage to using the coded model is that the relative importance o f each o f the design 
factors is directly comparable. The variables are made to be dimensionless by centering 
and scaling. In concert with the use o f the FCD, the effect o f  changing each design factor 
is now scaled over a two unit interval. In a coded model each variable x i: varies over the 
interval -1 <_ x, <_ + 1. The coding is accomplished using equation 94, where C, is the 




Model resolution is used to describe the level o f confounding (aliasing) found in 
regression models when a fractional factorial design is used vice a full factorial. The 
higher the resolution o f a design the less interpretation is required for confounded terms. 
The FCD design chosen requires that the factorial portion is at least a resolution V 
design. [26]
Resolution III designs are designs in which no main effects are aliased with another main 
effect, however, the main effects are aliased with 2 Factor Interactions (2FI) and some 
2FI may be aliased with each other. In resolution IV designs, main effects are not aliased 
(correlated) with other main effects or with any 2FI, however, 2FI may be aliased with 
each other. Resolution V designs, such as the one utilized for this research, are designs in 
which no main effect or 2FI is aliased with another main effect or 2FI, however, 2FI are 
aliased with 3FI (3 Factor Interactions).
5.2.15 Conduct the Experiment and Validate Results
Often the first efforts at experimentation are learning experiences. During these learning 
experiences knowledge o f the most important factors, factors ranges, levels, and the 
proper units for each factor and response can be developed. Because of the benefits of 
sequential experimentation most experiments are conducted iteratively, follow-up runs 
and confirmation testing is usually a part o f the experimental process. Utilizing graphical 
methods to present the results to others, performing follow-up runs and confirmation
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testing is helpful in concluding the experiment and making recommendations based on 
the conclusions.
For the research completed in this study, Design Expert (DX) software was used as a 
platform for the Design of Experiments requirements. DX provides choices for highly 
efficient designed experiments for factorial designs, response surface methods, mixture 
design techniques and combined designs. Execution of the runs in the randomized order 
is followed by regression model building and ANOVA. Validation should be a part o f 
any study. It is best performed by randomly introducing points in the run sequence which 
have not been used to build the design. The resulting regression models may then be used 
to predict the response at the validation points using a prediction interval (uncertainty 
interval for prediction) to determine if the empirical model is adequate.
5.3 Adaptation to EDL Simulation Problem
The simulation for this project represents a deterministic experiment in that there is no 
experimental error. For this type o f experiment, the traditional approach to DOE/RSM 
changes. There are multiple ways o f approaching an experiment that does not have 
random error. One could use trajectory Monte Carlo as an experiment with random error 
simulated or use trajectory simulation directly (deterministic approach). The latter was 
chosen for this work.
Even though the experiment is deterministic, regression modeling o f the responses and 
review o f the summary statistics are still relevant. The goal for each response was to find
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a simple empirical model to describe the input/output relationship. This model would 
adequately predict the behavior o f the system over limited ranges o f  the factors. There is 
no random component o f  variance but there is bias. Bias is the difference between the 
empirical approximation model and the true mathematical function. In other words it can 
be described as “lack o f fit.” For this study, each of the 38 responses has 152 terms 
available for a full quadratic model with 2-factor interaction terms, and main effects. [28]
As discussed previously, the traditional means o f determining model significance using 
ANOVA cannot be used with a deterministic experiment. Instead, careful attention must 
be paid to R and ARS. The use o f DOE/RSM with computer experiments is still in its 
relative infancy, but researchers generally agree on use o f  the coefficient o f correlation 
and its relatives (like ARS) as the best metrics [49] [50] A sequential term selection 
method was investigated in this study based on ARS and given the acronym MARR. 
This method was developed to supplement traditional means of model analysis and help 
ensure that the proper factors have been considered and irrelevant ones have been 
removed from the model.
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CHAPTER 6: SIMULATION DEVELOPMENT
A Martian Entry Descent and Landing (EDL) trajectory analysis program based on 
simplified 2 degree o f freedom equations o f  motion was developed in MATLAB and is 
referred to as P -l. Initial conditions were specified at the atmospheric interface and the 
vehicle trajectory was modeled from the interface to the Martian surface. An identical 
trajectory analysis example provided by Dr. Juan Cruz o f the NASA LaRC Atmospheric 
Flight and Entry Systems Branch was used to validate the P-l code. [31] Cruz’s 





Figure 22: Process Validation
Figure 22 provides a general explanation o f the process for completing the first stage o f 
this research.
6.1 Overall Flow Chart
Figure 23 provides a graphical depiction o f how the data were processed through the 
MATLAB simulation. There were three stages for the research conducted in this study
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and seven total events. Stage One represents the simulation validation stage; Stage Two 




Read Input Variables 
Read Perturbed Values
Set Event = 0 
Initialize Event Code
Total Events












Figure 23: MATLAB Simulation Flowchart
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The seven events (as described in detail in Chapter Three o f this document), are
• Event 0
o This event begins when the vehicle enters the atmosphere and continues 
until the parachute deploys (tO -  tlO). It ends when the estimated 
dynamic pressure is less than or equal to the target parachute deployment 
dynamic pressure and the derivative o f the total sensed acceleration, with 
respect to time, is less than 0 .0 .
•  Event 10
o This event begins the moment the parachute deploys and continues until 
the heat shield is released {(10 -  (20). It ends seven seconds after
parachute deployment.
•  Event 20
o This event begins the moment the heat shield is released and continues 
until the engine starts (t20 -  (30). It ends when the calculated thrust level 
is greater than or equal to the starting thrust level and the derivative o f  the 
calculated thrust level, with respect to time, is greater than 0 .0.
•  Event 30
o This event begins at the moment the engine starts and continues until the 
Lander and back shell separate {(30 - 140). It ends after 2 seconds.
•  Event 40
o This event begins the moment the Lander/backshell separates and 
continues until the height o f the vehicle is less than or equal to the height 
set for the start o f the terminal descent and the relative speed is less than
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or equal to the relative speed for constant speed terminal descent value 
(t40 - 150).
•  Event 50
o This event begins the moment Event 40 ends. Here the vehicle continues 
to descend until the vehicle touches down (t50 - 160).
• Event 60
o This event ends the simulation
In Figure 23 it can be seen that when the program is initialized the stage is set. After 
setting the stage, the stage dependent input is read. For Stage One, the input values are 
nominal values, for Stage Two the input values are constants from the RSM test matrix 
and for Stage Three the input values are random Monte Carlo driven inputs.
Next, the event value is set to zero to signify that it is the start of the simulation and then 
the simulation begins. The simulation advances after each o f the four state variables are 
increased through Runge-Kutta integration and tests the event triggers. The program 
processes through each o f the events calculating the drag coefficient and the wind value 
when needed. All o f the data are saved, and select files are available for event specific 
information.
6.2 MATLAB
MATLAB or Matrix Laboratory is a fourth generation programming language for 
algorithm development, data visualization, data analysis, and numeric computation. It
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allows the user to manipulate matrices, implement algorithms, create user interfaces, plot 
functions and data, and it interfaces with other programming languages such as C, C++, 
and FORTRAN. [32]
MATLAB was used in each stage o f this research. In Stage One, it was used to develop 
the initial simulation. In Stage Two, it was used for processing the RSM test matrix 
inputs through the stage one simulation and produced the test matrix outputs. For Stage 
Three, MATLAB was used for the Monte Carlo analysis comparison of the simulated 
data and the model data. A full listing o f the MATLAB routines for each stage is 
included in the appendix o f this document.
6.3 Numerical Integration with Runge-Kutta
The Runge-Kutta Method (RK) is a method o f numerically integrating ordinary 
differential equations o f the form y=f(x). [33] The RK Method uses trial steps at the 
midpoint o f an interval to cancel out the lower order error terms. To understand the RK 
method one must first understand the Euler Method. The Euler method is a first-order 
numerical procedure for solving ordinary differential equations with a given initial value. 
The computing formula for the Euler Method is
Tn+i = y n + h f ( x n>y n) Eq. 95
Here the solution advances through an interval (stepsize) h; it uses derivative information 
at the beginning o f the interval to predict future responses. The step’s error is only one 
power o f h smaller than the correction, i.e. 0 (h 2). RK improves upon Euler by takeing a 
trial step to the midpoint o f the interval, then using the value o f both x and y at that
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midpoint to compute the step across the entire interval. This is termed trial because in the 
event that the resulting error is larger than the user defines, the user can set up RK to 
process with a different h. The following equations are functions used to evaluate the 
second order RK. [33]
* i =  / (* n . yn) Eq. 96
k-2 = f  (xn +  Vzh, yn +  Vzhk-^) Eq. 97
yn +  1 =  yn +  h k 2 +  0 ( h 3) Eq. 98
It can be seen that symmetry cancels out the first-order error term, making the method 
second order. Different coefficients o f higher-order error terms can be used to evaluate 
f(x,1, y n). The most widely used variation is the fourth order Runge-Kutta. The fourth 
order computing formula is as follows.
k, ~ f(x n ,y„) Eq. 99
k2 = f(x„ + Vzh, y„ + Yzhki) Eq. 100
k3 = f(x n + Vzh , y„ + Vzhk2) Eq. 101
k4 =f(x„ + h, y„ + hk3) Eq. 102
JW  = y„ + h/8(ki+3k2+3k3+k4)  Eq. 103
A fourth order Runge-Kutta (RK4) was used to integrate the four simplified 2dof EDL 
equations o f motion as described in chapter 4 o f this document. It should be noted that 
there is a Runge-Kutta function available in the MATLAB library however; a more 
refined program with an adjustable time step was required and developed from Equations 
95 - 103 for use in this simulation.
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6.4 Calculating Wind
Wind speed in this research was calculated using a  simple model. As long as the vehicle 
remained above a designated height (15000 meters for stage 1) then the wind speed was 
held constant (20 m/s). Outside o f the constant speed region a first order wind gradient 
was used. The wind speed function and the wind gradient formula follow.
Vwc = Vxv + h dV  Eq. 104
where
dV  = (Viw -  Vw)/ hv Eq. 105
6.5 Calculating Drag Coefficient
The drag coefficient was calculated from Viking experimental tests derived by W. Blake, 
NASA, R. Moog & F. Michel, NASA and T. Flaherty, Martin Marietta Corp. [34] The 
data provided were placed in arrays and linearly interpolated based on vehicle Mach 


















Table 11: Drag Coefficient in Entry Configuration [34]
The data in table 11 were used in the calculation o f the drag coefficient o f the EDL 









Table 12: Drag Coefficient in Descent Configuration [34]
The data in table 12 are for the drag coefficient when the vehicle is in the descent 
configuration. At this point the heat shield is off and the resultant drag coefficient is 




























Table 13: Parachute Drag Coefficient [34] [19]
Table 13 is used to calculate the parachute drag coefficients at and during parachute 
deployment.
6.6 Simulation Validation
The first stage compared a 2dof, 4th order Runge-Kutta developed trajectory simulation 
to the reference file provided by Dr. Juan Cruz o f NASA Langley. This reference file 
contained a complete Euler solution to a Viking EDL example under the same
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assumptions. Both the simulation and the example utilized a set o f nominal input values 
for the 16 selected inputs and 38 sets o f output values. Each set o f output values begins 
at time tO and concludes at t60. The graphical comparison o f these sets o f output values 
are shown in Figures 24 -  46 where they show that there was no discemable difference 
between the example provided and the simulation data. These figures represent traditional 
data for trade studies utilized in Mars EDL analysis. The Euler based reference data are 
shown with modifier “EX” and the currect simulation with “Sim.”






y re lS im
y re lE X
yV coSim
yVco EX time (s)





















1  5.00E+01 































300 400 500100 2000
time (s)








C dad versus Tim e
Cd a d S i m  












^  3,000.00 











Figure 29: q versus Time
600











-  D EX
100 200 300
time (s) 








^  50,000.00  
z
-  40,000.00  o













-■■■ F t o t S i m  
-F to t  Sim
100 200 300
time (s)
Figure 31: Ftot versus Time
400 500
na versus Tim e 
8.00









I  \  |  - n a S i m
/ \ - n a  EX
100 200 300 400 500
time (s)





|  150,000.00 
>  100,000.00
50,000.00
h S i m  
■h EX
0.00 - —
0.0 1000.0 2000.0 3000.0 4000.0
h (m)
Figure 33: Vrel versus h
0.0100 
0.0080  

















^  4,000.00  
J - 3,500.00  
|  3,000.00  










Figure 35: V| versus Time
500
 V I S i m
-  - V I  EX
•  •  V w S i m  
V w E X  
 V a S i m
—  V a E X  





^ 1 4 .0 0
3 , 12.00
^  10.00 
cu






100 200 300 400
time (s)
Figure 36: X versus Time
500
 X l S i m
X I E X
 X P S i m
• •  • X P E X
 X v S i m













0 100 200 300 400 500
time (s)
Figure 37: Fg versus Time
F g S i m  
Fg EX
M versus Time
20 00 _  —  —  —  —
18.00 \
16.00 \
\  M S i m14.00
12.00








100 200 300 400 500
time (s)






^ 1 0 0 . 0 0  -------- Cd(S)_Sim I* ^
%  80.00 1 .m I
5  60.00 Cd(S)_EX I
40.00 I
20.00 _  _  _  I_ _ _ !
0.00  —
0 100 200 300 400
time (s)












100 3000 200 400
t im e  ( s )


































































































100 200 300 400
time (s)






0 100 200 300 400 500
time (s)
Figure 46: CdS versus Time
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CHAPTER 7: RESPONSE REGRESSION MODEL DEVELOPMENT
Additional functionality was added to P-l allowing the input settings from a DOE design 
to be read in as a file and used as input values. This new program is designated as P-2. 
There is often a large amount o f uncertainty associated with EDL input and output 
factors. Researchers use methods such as experimentation and Monte Carlo analysis to 
reduce this uncertainty.
7.1 Response Regression Model Development and Reduction
Additional functionality was added to P-l allowing the input settings from a DOE design 
to be read in as a file and used as input values. This new program is designated as P-2. 
There is often a large amount o f uncertainty associated with EDL input and output 








Figure 47: Stage Two Process Diagram
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A CCD with 16 input and 38 outputs was used to define a test matrix with 175 runs that 
resulted in regression models for each output. Models were developed using the methods 
o f Ordinary Least Squares by way o f Design Expert Software for the 16 input resolution 
V design. These 175 simulations were performed with P-2 using the input values from 
the CCD test matrix. The method is summarized in Figure 47.
7.2 Multiple Adjusted R-Squared Reduction (MARR) Method
A method termed the Multiple Adjusted R-Squared Reduction (MARR) method was 
devised to seek the most parsimonious regression models possible. MARR systematically 
reduces each 152 term full quadratic model to a model whose ARS value is as close to 
the target ARS as possible. In the current study, a target ARS o f 0.99 +/- 0.004 was 
chosen. The reduced regression models can be used to acquire critical information about 
the relationship between input and output values without the need for large amounts o f 
computing power, thereby saving time and money as it relates to the analysis o f the 
system in question.
The algorithm for MARR is divided into three branches and depicted in Figures 48, 49 
and 50. Figure 48 shows the first branch where each full quadratic model passes. The 
resulting information from the first branch will prompt the decision for the model to 
proceed through Branch A, in Figure 49 or branch B shown in Figure 50.
Figure 48: MARR Algorithm, Flowchart for First Branch
In Figure 48, the process begins with the 152 term full quadratic model. The regression 
coefficients o f the model are sorted from largest to smallest magnitude according to the 
absolute value o f each term ’s coded coefficient. The model’s ARS is calculated and used 
to calculate the D iff value. D iff is the absolute value of the calculated ARS minus 0.99. 
As the models are reduced Diff will indicate if a reduced model’s ARS is closer to the 
target than its predecessor, e.g. let Mi equal the current model, Diff will tell if  the ARS of 
Mi is closer to the target ARS than Mi-1 because Diffi will be smaller than Diffi-1.
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The first question asked in the first branch is, if  the ARS o f the full quadratic model is 
within the target ARS. If it is, the algorithm is stopped. None of the full quadratic models 
in this research project had an ARS within the target ARS. Instead each ARS was either 
greater or less than the target and was therefore further analyzed in either branch A or B 
o f the MARR algorithm. If the full quadratic models ARS was greater than 0.994 then the 
model was further analyzed using branch A, and if  it was less than 0.986 it was further 
analyzed using branch B of the algorithm.
Figure 49: MARR Algorithm, Flowchart for Branch A
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Figure 49 provides a graphical depiction o f branch A o f  the MARR algorithm. Here 
Diffoid starts off as the D iff value from the first branch and N indicates the number o f 
times that the model has been reduced. N is initially set to 1 to initiate the first reduction.
When a model goes through branch A o f the MARR algorithm the number o f terms are 
first reduced by one half. The top half (larger terms) o f the full model is kept (i.e. N = 1, 
152/2n = 76, largest 76 terms are kept). Next the model is sorted and both ARS and D iff 
are calculated. If Diff0id > Diff, then D iff has improved, the new D iff value shows that the 
ARS value o f the newly reduced model is closer to the target ARS value than its 
predecessor.
MARR Branch A Model Terms
N 1 52/2n Terms Removed Terms in Model
1 76 76 76
2 38 38 38
3 19 19 19
4 9.5 10 9
5 4.75 5 4
Table 14: MARR Branch A Model Terms
Considering Loop 1 A, table 14 shows that after the model has been reduced 5 times only 
4 terms remain and the model moves to loop 3A where terms are removed one term at a 
time. Figure 49 shows that if  after N reaches 5 and the D iff are still improving, the 
smallest term is deleted from the model, the model is sorted, its ARS is calculated, D iff is 
calculated and the new value for D iff is compared to the old value for Diff. The model 
continues through loop 3A until the D iff value is no longer getting smaller and then loop 
3A is broken. After the 3 A loop is broken, the last term that was removed is reintroduced
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to the model, thereby ensuring that the model includes all o f  the terms needed that will 
together produce the smallest possible D iff value, and then the algorithm is stopped.
There is also the chance that the D iff value starts to increase before N = 5. In this case, 
from Loop 1A in Figure 49, the model reduction process would move to Loop 2A. Here 
the last term removed from model is added back to the model, the model is sorted, and 
ARS is calculated. The model continues through Loop 2A where one term at a time, in 
the order that they were removed, is reintroduced to the model until a term causes Diff0id 
to be greater than Diff. At this point, the model leaves Loop 2A and the algorithm stops.
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Figure 50: MARR Algorithm, Flowchart for Branch B
Figure 50 depicts branch B o f the MARR algorithm. This branch begins by letting N = 1 
and Differ = Diff. Note that here the first value for D iff comes from the first branch of 
the MARR algorithm. First, the smallest five terms are removed, the model is sorted, its 
ARS is calculated, Diff is calculated and Diff0id, is compared to Diff. I f  Diff0id is greater 
than Diff, the reduced models ARS is closer to the target ARS than the ARS o f the full 
quadratic model. As long as N < 29, and the ARS value keeps getting closer and closer to 
the target ARS, the model will remain in loop IB. Note that when N = 29, there are only
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seven terms remaining in the model and care should be taken to remove unnecessary 
terms one by one.
There are two separate scenarios that would lead the model reduction to either Loop 2B 
or 3B. The 2B scenario occurs once D iff is greater than Diff0id- In Loop 2B, terms are 
reintroduced to the model one by one in the order that they were removed, the model is 
sorted, its ARS is calculated, and Diff0id is compared to Diff. This continues as long as 
D iff is greater than Diff0id- Once D iff shifts again and Diffoid is greater than Diff, the last 
term that was removed is added back to the model and the process is stopped.
If N is greater than 29, the model reduction will follow the outline o f Loop 3B. 
Here, the smallest term is removed, ARS and Diff are calculated and Diff0id is compared 
to Diff. Once D iff is greater than Diffoid, the ARS is no longer moving towards the target 
and the process is stopped.
Starting with the full quadratic model, there is now simple method for predicting if  the 
model will be reduced one or five times but it was found that all the models were reduced 
at least once. Looking at tlO  as the example the following tables and figures demonstrate 
the method.
Full Quadratic Moc el
Term #
Coded Coefficient 











11 0.3621 y ,2
12 0.3214 P(Yi)





























41 0.1170 Cdae0{ Viw)
42 0.1168 Cx(Af)
43 0.1160 CdadO(Sp)
44 0.1158 Cdad0( Viw)
45 0.1143 Cx{ro)
46 0.1116 Isp(ro)
47 0.1101 Tio( Vw)
48 0.1018 Cx(Vj)
49 0.1004 hv{V,)

































82 0.0572 Tio{ Viw)








































































Table 15: tlO Full Regression Model
Table 15 shows the tlO  full quadratic model. Here the coded terms would be multiplied 
by their corresponding coded factors and the terms would be added together to form a
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152 term model. Table 16 shows the reduction process. The tlO  model was eventually 
reduced seven times leaving it with six terms. This was a much faster process than 
removing 146 terms one at a time from the full model.
tlO MARR Reduced Models
1/4 o f Full Quadratic 
Model











18.9052 ro 18.9368 ro 18.9198 ro
7.3744 Y\ 7.4239 Yi 7.4236 Yi
3.8324 Tio 3.8390 Tio 3.8641 Tio
3.1828 P 3.1323 P 3.1141 P
2.0292 Tio(ro) 2.0194 Tio(ro) 2.0972 ro2
1.8643 ro2 1.8683 ro2 2.0076 Tio(ro)
1.8350 ro(Yi) 1.8312 ro(Y\) 1.7985 ro(y\)
1.0726 Tio(yi) 1.0894 Tio(Yi 1.1135 Tio(Yi)
0.6563 P(ro) 0.6442 P(ro) 0.5829 p(ro)
0.5578 Viw 0.5367 Viw 0.5037 Viw
0.3893 Y i:2 0.3933 Y i2
0.3134 p(yi) 0.3266 P(Yi)
0.2893 p 2 0.2933 P2
0.1906 ro(Vi) 0.1729 V,
0.1888 Vi 0.1606 ro(Vj)
0.1485 Vw 0.1541 fiv(Tio)
0.1429 hv(p) 0.1324 Vw
0.1407 hv(Tio) 0.1261 hv(p)
0.1371 hv(mae) 0.1040 hv(mae)
Table 16: *70MAF1R Reduced Models
It should be noted in Table 16 that the coefficients o f the terms change as the number of 
terms are reduced. Table 17 shows the values o f the ARS for each o f the models.
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ARS Comparison for tlO  Models
Number o f Terms Model Type ARS
152 Full Model ARS 0.9992
38 1/4 o f  Full Quadratic Model 0.9994
19 1/8 o f  Full Quadratic Model 0.9992
10 1/16 o f  Full Quadratic Model 0.9984
6 Final Model 0.9876
Table 17: ARS Comparison for tlO Models
The final coded tlO  reduced model is as follows:
tlO  =  269.71 +  19.04ro  +  7.44y, - 4 .07T io- 3.10p +  2.01 r o 2-  1.89T io (ro ) Eq. 106
7.3 Model Sensitivity Analysis
To test the sensitivity o f the 38 regression models, the partial derivative o f each 
regression response model with respect to each input was taken and compared to the 
finite difference values obtained from the simulation outputs with respect to its inputs. 
For these variations, one o f the parameters was varied while the others were held constant 
-  One Factor at a Time (OFAT). Table 18 shows the variations used.
OFAT Parameter Definitions
Max Maximum allowable value for this parameter
0.75 NMX Max + 0.75(Max - Nominal)
0.5 NMX Max + 0.5(Max - Nominal)
0.25 NMX Max + 0.25(Max - Nominal)
0.75 NMN Min - 0.75(Nominal - Min)
0.5 NMN Min - 0.5(Nominal - Min)
0.25 NMN Min - 0.25(Nominal - Min)
Min Minimum allowable value for this parameter
Table 11J: OFAT Parameter Definitions
In :>ut values used in OFAT anal1y'sis
CdadO CdaeO CdpO Cx
Max 1.4754 1.607 0.614 1.3433
0.75 NMX 1.4372 1.5366 0.5845 1.3325
0.5 NMX 1.3991 1.4663 0.555 1.3217
0.25 NMX 1.3609 1.3959 0.5255 1.3108
Nominal 1.3228 1.3256 0.496 1.3001
0.25 NMN 1.2846 1.2551 0.4665 1.2892
0.5 NMN 1.2464 1.1848 0.437 1.2783
0.75 NMN 1.2083 1.1144 0.4075 1.2675
Min 1.1701 1.044 0.378 1.2567
hv Isp mae Sp
Max 14000 226 984.9 211.1
0.75 NMX 13500 220 984.4 209.565
0.5 NMX 13000 215 983.9 208.03
0.25 NMX 12500 210 983.4 206.495
Nominal 12000 204 982.9 204.96
0.25 NMN 11500 200 982.4 203.425
0.5 NMN 11000 195 981.9 201.89
0.75 NMN 10500 190 981.4 200.355
Min 10000 185 980.9 198.82
Vw Viw P Tio
Max 6 32 0.0179 158
0.75 NMX 5.25 29 0.0173 153.5
0.5 NMX 4.5 26 0.0168 149
0.25 NMX 3.75 23 0.0162 144.5
Nominal 3 20 0.0157 140
0.25 NMN 2.25 17 0.015 135.5
0.5 NMN 1.5 14 0.0145 131
0.75 NMN 0.75 11 0.0139 126.5
Min 0 8 0.0133 122
ro v, Yi 2
Max 3616931 5895 -0.2794 0.0034
0.75 NMX 3615215 5894.02 -0.28 0.0026
0.5 NMX 3613499 5893.04 -0.2805 0.0019
0.25 NMN 3611783 5892.06 -0.2811 0.0011
Nominal 3610067 5891.08 -0.2816 0.0004
0.25 NMX 3608351 5890.06 -0.2821 -0.0005
0.5 NMN 3606635 5889.04 -0.2827 -0.0013
0.75 NMN 3604919 5888.02 -0.2832 -0.0021
Min 3603203 5887 -0.2837 -0.0029
Table 19: Values used for inputs in OFAT analysis
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A comparison was made between the partial differentials (for the models) and the 
simulation finite difference values (for the simulation values), these results for each o f the 
models is detailed in Chapter 8 o f this document.
OFAT analysis, such as the one completed on this research, as discussed above is used to 
recognize how sensitive the model is to a change in each individual term and how strong 
o f an effect the change has on the response. Setting the values strategically between the 
maximum and minimum values as discussed in Table 19 predicts how sensitive the 
model will be to the variable when each input value is set at either extreme o f its 
allowable value. (For instance, the sensitivity analysis will show how setting ro to either 
allowable extreme affects tlO.)
106
CHAPTER 8: MODEL ANALYSIS
Stage Three used Monte Carlo developed random inputs to compare the simulation to the 











Figure 51: Stage Three Process Flow
Figure 51 demonstrates the process flow for Stage Three. Here it can be seen that 
Gaebler’s data points and input analysis were used to formulate the input values for 
MATLAB programs P-3 and P-4. P-3 was used to evaluate the responses to the randomly 
generated inputs from stage 2 o f this research. Four correlated inputs (V/, ro, A, and y\) 
were addressed using 4,000 o f the 10,000 random points provided by Gaebler and the 
Monte Carlo method was used to randomly select the other 12 input variables. In total, 
16,000 randomly selected input variables were used in this stage to evaluate the validity 
o f the regression models. 1,000 random data points were used for each input factor.
Gaebler organized the perturbed variables into three groups. According to Gaebler, 
initial states include the position and velocity vector. These vectors are calculated using 
the covariance matrix at the entry phase o f the process and the inputs that are calculated 
are uncorrelated. The variance, nominal values, and the distribution for both the
107
atmospheric variables and vehicle variables and the other two types o f perturbed 
variables were determined through references, 1, 36, 37, 38, and 39.
It should be noted that the same 16,000 points that were used to get the output values 
from P-3 were also used in P-4. P-4 was the same simulation as P -l; the only difference 
was that the nominal input values were used for P -1.
8.1 Monte Carlo Analysis
Monte Carlo analysis refers to a method o f statistical analysis where the probability o f 
certain outcomes is approximated by running multiple simulations, using random 
variables that are taken from a certain range o f possible input variables. Monte Carlo 
simulations are often used to study the propagation o f uncertainty in a system. [11]
The Monte Carlo approach is to sample inputs from known distiributions and calculate 
responses due to randomized inputs directly as seen in Figure 52. Here a set number of 
factors are selected mae. p, k, Vw and Viw as examples. These inputs are sampled from 
distributions (such as normal or uniform) and used to begin the simulation. The resulting 
responses are then stored and the simulation is started over again from a new random 
sample o f the input variables. By repeating this process over numerous iterations, a 
distribution of the reponses may be assembled. Summary statistics, confidence intervals 
and histograms are then developed from the response distributions.
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Set Nom inal Factors 
(p, mae.  k. I w . I 7h )
Start Simulation 















/ilO  =  Pq +  Pxp +  • ■ + PijXiXJ + - ■ + PuXiXi +  PutXiXiXt
M10 = po +piP + ■ + PijXiXJ + ■+puxixi + piuxixixi
qlO = Po + /? ip  +  ■ ■ +  PijXiXj +  • ■ + pux ixi + piiixixixi
tlO  =  P0 +  p lP  + +  PijXiXj + ■■ + piixixi + piiixix ixi






Figure 52: Monte Carlo Simulation Direct Calculation Flowchart [6]
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The analytical relationships between input data, output data and their statistics are often 
used to verify output models. [37] This section analyzes the input values used for Stage 3. 
Table 20 shows the input data statistics that were analyzed.
Input Statistic Definitions
Data Statistic Statistic Definition
Mean Arithmetic Average (Sum/Count)
Standard Error A measure o f dispersion when the samples are means
Median
The value in a sample that divides the sample into two equal 
parts, half below the median, half above
Mode Returns the most frequently occurring value in a sample
Standard Deviation
A measure o f how widely values are dispersed from the 
mean
Sample Variance Standard deviation squared
Kurtosis
Characterizes the relative peakedness or flatness o f a 
distribution compared with the normal distribution. Positive 
kurtosis indicates a relatively peaked distribution. Negative 
kurtosis indicates a relatively flat distribution (mean = // = 0 
and variance = rr2 = 1 is the standard normal)
Skewness
Skewness characterizes the degree o f asymmetry o f a 
distribution around its mean. Positive skewness indicates a 
distribution with an asymmetric tail extending toward more 
positive values. Negative skewness indicates a distribution 
with an asymmetric tail extending toward more negative 
values.
Range
Span, difference between the maximum and minimum 
response in a sample
Minimum Minimum value o f  all the points in a sample
Maximum Maximum value o f  all the points in a sample
Count Number o f  points in a sample
Table 20: Input Statistic Summary Definitions
Tables 21 through 24 were used to verify that the input values stayed within the ranges 
recommended by Gaebler, as discussed earlier in this chapter. The statistics noted in 
these tables can be used with the regression models to set the criteria for data being tested 
in conjunction with the models that met the ARS target (MAT).
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CdadO, CdaeO, CdpO, Cx Input Summary Statistics
Statistic Input
CdadO CdaeO CdpO Cx
Mean 1.3221 1.3257 0.4956 1.3047
Standard Error 7.08E-04 6.86E-04 4.62E-04 0.0023
Median 1.3217 1.3247 0.4957 1.3077
Mode #N/A #N/A #N/A #N/A
Standard Deviation 0.0224 0.0217 0.0146 0.0738
Sample Variance 5.01E-04 4.71E-04 2.14E-04 0.0055
Kurtosis -0.0077 0.0388 -1.1925 -1.1374
Skewness 0.1149 0.0971 0.0234 -0.0828
Range 0.1439 0.1469 0.0497 0.2588
Minimum 1.2549 1.2463 0.4711 1.1706
Maximum 1.3988 1.3932 0.5208 1.4294
Count 1000 1000 1000 1000
Table 21: CdadO, CdaeO, CdpO, Cx Input Summary Statistics
hv, Isp, mae, Sp Input Summary Statistics
Statistic Input
hv(m) Isp(s) Mae (kg) Sp(m2)
Mean 12048.59 204.95 205.06 140.23
Standard Error 37.22 0.2146 0.1128 0.1822
Median 12101.17 205.03 205.16 140.14
Mode #N/A #N/A #N/A #N/A
Standard Deviation 1176.98 6.79 3.57 5.76
Sample Variance 1385277.90 46.06 12.73 33.21
Kurtosis -1.2342 0.0148 -1.2031 -0.0259
Skewness -0.0652 0.0494 -0.0358 0.0022
Range 3990.48 44.92 12.23 37.41
Minimum 10007.09 185.69 198.89 120.34
Maximum 13997.56 230.61 211.12 157.75
Count 1000 1000 1000 1000
Table 22: hv, Isp, mae, Sp Input Summary Statistics
I l l
Vw, Viw, p, Tio Input Summary Statistics
Statistic Input
Vw(m/s) Viw(m/s) P (kg/m3) Tio(K)
Mean 3.02 20.17 0.0156 983.00
Standard Error 0.0551 0.2191 2.39E-05 0.0213
Median 3.05 20.7046 0.0157 983.00
Mode #N/A #N/A #N/A #N/A
Standard Deviation 1.7423 6.93 7.56E-04 0.6734
Sample Variance 3.04 48.01 5.72E-07 0.4535
Kurtosis -1.1894 -1.1955 0.0619 0.0510
Skewness -0.0250 -0.1123 -0.1151 -0.0965
Range 6.00 23.97 0.0050 4.3245
Minimum -0.0194 7.90 0.0129 980.82
Maximum 5.98 31.87 0.0179 985.14
Count 1000 1000 1000 1000
Table 23: Vw, Viw, p, Tio Input Summary Statistics
Vi, 'i, X, ro  Input Summary Statistics
Statistic nput
Vj(m/s) Yi (rad) k(rad) ro(m)
Mean 5891.06 -0.2816 3.76E-06 3610118.58
Standard Error 0.0310 1.82E-05 2.63E-05 55.57
Median 5891.00 -0.2817 -1.05E-05 3610213.00
Mode 5890.69 -0.2813 -9.00E-05 3610260.80
Standard Deviation 0.9805 5.74E-04 8.31E-04 1757.24
Sample Variance 0.9614 3.30E-07 6.90E-07 3087892.11
Kurtosis 0.0781 0.0404 -0.0187 0.0808
Skewness 0.0668 -0.0050 -0.0093 -0.0684
Range 7.07 0.0035 0.0050 12639.30
Minimum 5887.52 -0.2833 -0.0024 3603776.10
Maximum 5894.59 -0.2798 0.0025 3616415.40
Count 1000 1000 1000 1000
Table 24: T), Yu X, ro Input Summary Statistics
Figures 53 - 68 present the distributions o f the input variables as histograms. The goal of 
Gaebler’s research was to present statistics for perturbed input variables to be used in
Monte Carlo simulations. Gaebler characterized the nominal, or values, mean, standard 
deviation, minimum, and max values from for each o f the 16 input variables utilized in 
the research discussed in this document. Table 25 represents the input statistics that 
Gaebler’s research verified. Several sources were utilized to create Table 25 including 
NASA experts who were questioned to obtain dispersions for inputs [31].
Associated Input Statistics
Variable Nominal 3 a Mean StD Min Max Distribution
Cdad 0 5.00e-2 -2.48e-4 1.67e-2 -6.50e-2 6.38e-2 Normal
Cdae 0 5.00e-2 -4.41e-5 1.68e-2 -5.95e-2 5.98e-2 Normal
Cdp 0 1.50e-l -3.29e-4 8.63e-2 -1.50e-l 1.50e-l Uniform
Cx 1.30e+0 1.30e-l 1.30e+0 7.53e-2 1.17e+0 1.43e+0 Uniform
hv, m 1.20e+4 2.00e+3 1.20e+4 1.16e+3 1.00e+4 1.40e+4 Uniform
Isp, s 2.05e+2 2.05e+l 2.05e+2 6.86e+0 1.78e+2 2.30e+2 Normal
Sp, m 2.05e+2 6.14e+0 2.05e+2 3.53e+0 1.99e+2 2.11 e+2 Uniform
Tio, K 1.90e+2 1.33e+l 1.90e+2 4.45e+0 1.71e+2 2.10e+2 Normal
Vw, m/s 3.00e+0 3.00e+0 2.98e+0 1.74e+0 7.38e-4 6.00e+0 Uniform
Viw, m/s 2.00e+l 1.20e+l 1.99e+l 6.95e+0 8.00e+0 3.20e+l Uniform
pO, kg/m3 1.56e-2 2.34e-3 1.56e-2 7.69e-4 1.23e-2 1.86e-2 Normal
mae, kg 9.83e+2 2.00e+0 9.83e+2 6.68e-l 9.80e+2 9.85e+2 Normal
ro, m 3.61e+6 1.76e+3 3.61e+6 1.76e+3 3.60e+6 3.62e+6 Normal
V/, m/s 5.89e+3 9.82e-l 5.89e+3 9.82e-l 5.89e+3 5.89e+3 Normal
Yh rad -2.82e-l 5.87e-4 -2.82e-l 5.87e-4 -2.84e-l -2.79e-l Normal
X|, rad 0 8.52e-4 -1.21e-5 8.52e-4 -2.86e-3 3.38e-3 Normal
Table 25: Associated Input Statistics
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The same statistics that were calculated for the input variables were also calculated from 
the 1,000 Monte Carlo produced output data points for each of the 38 analyzed outputs. 
The table produced from this analysis can be found in the appendix B o f this document. 
The data from these tables were used as a reference for the output histograms discussed 
in Section 8.1.3 o f this document. Another factor to consider when looking at output 
statisitcs is the confidence intervals between the regression models and the simulation. A 
confidence interval is an estimated range o f values which is likely to include an unknown 
population parameter, the estimated range being calculated from a given set o f sample 










yrel50 -1.57122 -1.57112 -1.57117 -1.57114 0.00% 0.00%
dqconv/dt. max 3.98E+05 4.24E+05 3.98E+05 4.23E+05 0.01% 0.05%
nap. max 7.41 8.96 7.41 8.95 0.06% 0.09%
XV60 0.33 0.36 0.33 0.36 0.54% 0.11%
qconv 2.09E+07 2.20E+07 2.08E+07 2.20E+07 0.27% 0.12%
Fp.max 6.44E+04 7.94E+04 6.43E+04 7.93E+04 0.16% 0.15%
t20 265.89 286.88 266.80 286.40 0.34% 0.17%
tlO 258.91 279.88 259.80 279.40 0.34% 0.17%
t40 307.61 349.45 305.60 348.80 0.66% 0.19%
t30 305.61 347.45 303.60 346.80 0.66% 0.19%
yrellO -0.410 -0.397 -0.411 -0.398 0.28% 0.19%
hlO 4064.94 6504.67 4067.04 6490.10 0.05% 0.22%
qlO 477.83 480.67 475.84 479.29 0.42% 0.29%
nae.max 7.58 8.67 7.63 8.70 0.57% 0.35%
yrel20 -0.53 -0.49 -0.53 -0.50 0.35% 0.42%
h50 16.04 16.30 15.97 16.37 0.47% 0.45%
h20 3325.02 5716.90 3380.26 5743.99 1.63% 0.47%
t60 363.66 405.49 364.30 403.45 0.18% 0.51%
BO 356.55 398.01 356.65 395.85 0.03% 0.54%
M10 1.50 1.63 1.50 1.62 0.34% 0.57%
M20 0.64 0.73 0.64 0.73 0.93% 0.63%
q20 95.26 108.43 94.11 107.43 1.22% 0.93%
M40 0.22 0.26 0.22 0.25 3.03% 1.08%
h40 1265.62 1552.47 1241.41 1575.69 1.95% 1.47%
VreBO 52.92 65.52 55.98 64.38 5.45% 1.77%
Vrel40 49.77 60.61 51.28 59.37 2.95% 2.08%
Vrel60 2.08 2.10 1.94 2.15 7.30% 2.27%
VreBO 2.12 2.23 2.08 2.28 1.75% 2.33%
M30 0.24 0.28 0.24 0.28 3.33% 2.98%
q30 18.61 22.07 21.28 22.75 12.51% 2.99%
yrel40 -1.51 -1.22 -1.49 -1.26 1.71% 3.13%
q40 17.94 20.27 18.37 19.56 2.34% 3.60%
h30 1184.63 1755.05 1347.55 1693.44 12.09% 3.64%
mLpused 100.62 117.75 95.33 112.38 5.55% 4.78%
yreBO -1.50 -1.17 -1.48 -1.23 0.92% 4.91%
%mLpused 87.72 102.66 77.89 91.81 12.63% 11.81%
Tmax 3878.04 4378.12 3204.74 3282.57 21.01% 33.37%
Table 26: Regression Model versus Simulation Confidence Intervals
120
In Table 26, the Tmax model has the highest %error, 21% for the 2.5% confidence 
interval and 33.37% for 97.5% confidence interval. Tmax, is the maximum trust during 
t30 <_time < t60 events models between t30 and t30 were challenging to model. This fact 
will be discussed further in Section 8.3 o f this document. yrelSO showed the lowest 
percent error at 0.00%. yrel50 values are very small and they were challenging to model 
as noted later in Chapeter 8 o f this document. It should be noted that all o f the valid 
models as discussed in Section 8.3 showed %error less than 3% for both the upper and 
lower confidence intervals.
8.3 Simulation Output Histograms
Figures 69 -  111 are qualitative comparisons o f the distributions from the simulation and 
the regression model outputs that resulted from the Monte Carlo derived inputs utilized in 
this analysis. In the following figures, RgMD represents the regression model data and 
Sim represents the output data produced from the simulation. In these figures the outputs 
for the models and the simulation are similar. Each figure shows that most o f the Sim and 
RgMD outputs appear to have an approximately Gaussian (normal) distribution. This 
observation is in keeping with the Central Limit Theorem which descibes a random 
variable distiribution as approximately normal if  it is composed o f contributions from 
several random variable souces, no matter what the original source distribution. [38]




Figure 69: tlO  Output Frequency
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Figure 70: t20 Output Frequency




Figure 71: t30 Output Frequency


































/(5(9 O utpu t H istogram  
........ RgMD-t60 Sim-t60
Figure 74: t60 Output Frequency
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Figure 75: nae.max Output Frequency






Figure 76: dqconv/dt.max Output Frequency






Figure 77: qconv Output Frequency
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Figure 78: hlO Output Frequency




Figure 79: M10 Output Frequency
q lO  O utput H istogram
100
Sim-qlORgMD-qlO
Figure 80: qlO Output Frequency
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 RgMD-yrellO — — Sim-yrellO
Figure 81: yrellO Output Frequency
The model shown in Figure 80 for qlO  indicates a mildly distinguishable qualitative 
difference between the simulation and the model distributions which may result in a 
slight difference in means. Comparing the magnitude o f  the qlO  value shows that the 
mean may only be shifted approximately 0.2% o f nominal. The yrellO and all o f the 
event 20 distributions compare very favorably.
Fp,m ax  O utput H istogram
5. 25
RgMD-Fp,max ■ Sim-Fp,max
Figure 82: Fp.max Output Frequency
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Figure 83: nap.max Output Frequency




Figure 84: h20 Output Frequency
M 20  O u tpu t H istogram
100
RgMD-M20 Sim-M20
Figure 85: M20 Output Frequency
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Figure 86 : q20 Output Frequency
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Figure 87: yre!20 Output Frequency
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Figure 88: H30 Output Frequency
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The histograms for h30, M30, q30, Vrel30, yreBO, and h40 showed a distinguishable 
difference between the RgMD and Sim. The ARS values for these models were 0.971, 
0.993, 0.981, 0.993, 0.993, and 0.974, respectively. Further analysis using 10,000 input 
values instead o f the 1,000 input values in the other histograms was developed to analyze 
a greater range o f output values. These histograms showed that the use o f 10,000 input 
variables instead o f 1,000 input variables showed the same distinguishable difference 
between the RgMD and the Sim models, namely a shift in the mean values and greater 
dispersion, thereby showing that the randomization o f the 1,000 input variables originally 
chosen is representative o f the output values that the models will produce. Section 8.3 
provides insight and discussion as to the differences in the distributions as a function of 
sample size.
h30  O utpu t H istogram
400
qpP
 h3 O S  im 10000 —  • h30_RgMD 10000
 h30-RgMD   — — h30-Sim
Figure 89: h30 10,000 Point Output Frequency
In Figure 89, /jJOSimlOOOO shows the output histogram for 10,000 points produced 
from the simulation, h30-Sim and /?J0-RgMD are the same for 1,000 point plots shown in
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Figure 88, and /iJO R gM D  10000 shows the output histogram for 10,000 points produced 
from the regression models. The most notable difference in the remaining outputs is that 
o f  q30 where a distinct shift in the mean is evident.
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Figure 90: M30 Output Frequency
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Figure 91: M30 10,000 Point Output Frequency
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Figure 93: q30 10,000 Point Output Frequency




Figure 94: Vrel30 Output Frequency
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Figure 95: Vrel30 10,000 Point Output Frequency 






Figure 96: yre!30 Output Frequency
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Figure 97: yre!30 10,000 Point Output Frequency
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h40  O u tpu t H istogram
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Figure 98: h40 Output Frequency
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Figure 99: h40 10,000 Point Output Frequency
The ARS values for M40, q40, Vrel40 and yrel40 are 0.993, 0.979, 0.993, and 0.993, 
respectively. Given these values, it is expected that Figures 100 -  102 show a 
distinguishable difference between the RgMD and Sim models.
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 RgMD-M40  Sim-M40
Figure 100: M40 Output Frequency




Figure 101: q40 Output Frequency




Figure 102: Vrel40 Output Frequency
134
y re l4 0  O u tp u t H is to g ra m
 RgMD-yrel40 .......  Sim-yrel40
Figure 103: yrel40 Output Frequency
h50  O u tpu t H istogram
^  200
RgMD-h50  Sim-h50
Figure 104: h50 Output Frequency
In Figure 104, the model predicts that the 1,000 Monte Carlo inputs will produce an h50 
value o f 15.99 as often as it will produce an h50 value o f 16.37. The simulation predicts 
that h50 will most often occur at 16.21. For the purposes o f  this research the simulation 
is held as the actual experimental data so that in this case the model for h50 is less 
dependable than the simulation. The ARS for h50 for this model is 0.897, one o f the 
lowest response values.
VrelSO, yrel50, Tmax, and Vrel50, have ARS values o f  0.856, 0.949, and 0.98, 
respectively. With this in mind, it is understandable that Figures 105 -  108 shows a
135
distinguishable difference between the RgMD and Sim models for Vrel50, yrel50, Tmax 
and Vrel50.
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Figure 105: VrelSO Output Frequency
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Figure 106: yrelSO Output Frequency
Tmax O u tpu t H istogram
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Figure 107: Tmax Output Frequency
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Figure 108: Vrel60 Output Frequency
XV60 O utpu t H istogram
 RgMD-A.V60  Sim-A.V60
Figure 109: ),V60 Output Frequency
An ARS o f 0.984 was produced for both mLpused  and %mLpused therefore the 
distinguishable difference between the outputs produced for the RgMD and Sim models 
is understandable. This difference can be seen in Figures 110 and 111.
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Figure 111: %mLpused Output Frequency
It was not possible to calculate an ARS for yrel60 because the output values for yrel60 
remained constant. The 1,000 values for yrel60 did not differ from one another by more 
than +/- 0.000001. This constant was the last value produced for yrel50.
The figures above show that models such as JV60, q20, M20, h20, nap. max, Fp.max, 
M10, hlO nae.max and tlO  through t60 fit more closely to the simulation values than the 




Table 26 presents the Adjusted R-Squared (ARS) value calculated for each model. The 
ARS value was calculated using the MARR method as discussed in chapter 7 o f this 
document. MARR sought to develop a model with an ARS value 0.986 < ARS < 0.994 
without including excess model terms. Looking at the ARS value was the first step 
toward model validation. The models adjusted R-Squared values can be seen in Table 
27, it should be noted that an ARS value could not be calculated for yre!60.
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Table 27: Model ARS Values
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The target ARS = 0.99 +/-0.004 was used with MARR to develop regression models. 
Deciding on this value would mean that models with ARS values outside o f the target 
value will be discussed as having missed the ARS target or Did Not Meet ARS Target 
(DMAT). As an ARS o f 0.99+/-0.004 is a goal not always attainable, additional analysis 
criteria as discussed in this chapter were used in combination with ARS to validate the 
models that were developed.
The models developed as a result o f the research discussed in this document contain 
terms with any combination o f the 16 perturbed input factors. Because these factors are 
input factors they are often initializeded at the beginning o f the simulation and might or 
might not directly affect the entire EDL process. Logically, not all factors should directly 
affect all output models. For example, the terminal descent entry impulse, Isp, should not 
directly affect models based on Events 0 - 1 0  like qlO  and tlO  because these output 
models are based on outputs that occur during the entry phase o f the EDL process. 
Models were examined for each event and a baseline ARS value and tolerance developed 
based on observations o f significant model terms.
Table 27 is used as a quick check. Here all event factors are denoted according to the 
event in which they are introduced. Most input variables are initiated in the entry phase 
o f the EDL process at the start o f Event 0. Isp is initiated in Event 30, CdadO is initiated 




















Table 28: Event Perturbed Input Triggers
Table 28 is based on the simulation. As shown in Table 28, CdadO should not have an 
effect on any models until that are associated with Event 10 and Isp should not have an 
effect on any models that are associated with Event 10 or Event 20.
8.4.1 Event Based Models
Figures 112 -  149 provide a graphical representation o f the reduced models. In these 
Figures the effect o f each term with respect to other terms can be seen since these are the 
coded model coefficient magnitudes. Figure 112 shows that Tio(ro), p, Tio, Yu and ro 
directly affect nae.max.
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Figure 112: nae.max Coded Model
It is not surprising that Tio(ro), p, Tio, yi< and ro are all factors that directly affect 
nae.max. nae.max is the maximum total sensed acceleration during the entry stage. 
During the EDL process an accelerometer mounted on the vehicle senses “contact” 
forces, in this case drag and thrust. Thus, the total sensed acceleration, asos, is calculated 
using equation 107. [20] Note that equations 107 -  112 were derived in Chapter 4 and are 
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D = ^p V * (C d S )  Eq. 110
and
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Tio, ro, Y\ and p all occur in the equations used to calculate the drag force associated with 
the total sensed acceleration and both ro and y\ are used to calculate the thrust forces. 
The total sensed acceleration will be important in triggering events and in setting thrust
levels. Tio has the biggest affect on hlO, as seen in Figure 113. Note that the equation
for hlO mirrors Equation 3 in Chapter 4 o f this text.
h lO  C oded M odel A R S -  0.992
Coded Regression Coefficient Magnitude 
Figure 113: hlO  Coded Model
Height at the transition from Event 0 to Event 10, hlO, equals:
hlO  =  h =  re  -  rQ Eq. 113
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A direct relationship to Tio and p cannot be seen in the hlO  equation. Instead the fact that 
ro continues to change until q < qd  and da < 0.0 must be considered. Here qd, the 
parachute dynamic pressure is constant as discussed in table 5 and q is the estimated 
dynamic pressure as discussed in table 3 and da is the derivative o f asos (Total sensed 
acceleration, as described in equation 107). da is described in Equation 114.
d a = m z «£) E  114
d t  M
As discused in Section 4.12 o f this research document, the density equation is used in the 
simple exponential atmospheric model. [51]
p = p - h/H Eq. 115
The increase in altitude necessary for p  is the called scale height. / / , where
H  = Eq. 116go
Note that H  is the height discussed in equation 72, Rg  =191.18, is the gas constant for the 
planet, Tio is the isothermal atmospheric temperature as disclosed in Table 6 and go as 
shown in Equation 70 is
go = ̂ f )  Eq. 117
go is the planet surface acceleration o f gravity.[56] Equations 115, 116 and 117 reveal 
that p, Tio, and ro  each contribute to the value of hlO. tlO  is also dependent on the q and 
da values. Figure 114 shows that ro, yu Tio and p have the greatest effect on tlO  while 
Tio(ro) and ro2 have an approximately equal effect on tlO. What is not seen is the effect 
o f the drag coefficient CdaeO, has on the model. Because a da < 0 is nece^ary  for event 
10 to end, all o f the models associated with events 10 and 20 are indirectly affected by 
the drag coefficient (as seen in Equation 110) and the mass of the vehicle (as seen in 
Equation 107).
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Figure 114: tlO  Coded Model
Equations 118 through 123 show how the factors in the model for M10  are related; the 
coded model for M W  is shown in Figure 115.
M10 = —  Eq. 118
floo
Here a* is the local speed o f sound, as a function o f  y ' . the specific heat ratio, Rg, and 
Tio. [57]
aco =  (y '{R g )T io )  Eq. 119
As described in Equation 36,
=  J((V ,~  (V a )c o s (y ,))2 + (V a )s in (Vim  Eq. 120
where Va, as described in Equation 32 is,
Va = wp(r) + Vwc Eq. 121
and
Vwc = Vw + hv dV  Eq. 122
where
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dV  = -Viw~ Vw) Eq.123
h v  ^
Recall that Equations 120 and 121 were discussed as Equations 36 and 32. If the height 
o f the vehicle is > hv, its in the constant wind region where Vwc = Viw and if  the height 
o f the vehicle is < hv, Vwc = Vw + h(dV). This is understandable as seen in Figure 115; 
Tio, ro, y\ and Viw affect this model.
M 10  C oded M odel A R S = 0.992
Figure 115: M10 Coded Model




Figure 116: Fp.max Coded Model
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F p .m a x  =  q (C x)(C dpSp ) Eq. 124
where
q = O .S p V j  Eq. 125
Equation 117 is the dynamic pressure equation and Fp.max is the basic equation for
parachute force whose derivation can be found in Section 4.13. [51][52][54]
Looking at Equation 120 for V,rj and given Equations 124 and 125, it can be seen that Cx, 
Sp, Y\ and ro affect Fp.max, as seen in Figure 125. Because q and da determine when 
Event 10 starts, as described earlier in this section and da is directly affected by Tio, it is 
also reasonable to believe that Tio has an effect on Fp.max; nap.max is also affected by 
Cx, Sp, Y\, ro and Tio as seen in Figure 126.
nap,m ax  C oded M odel A R S =  0.993
Figure 117: nap.max Coded Model
q*(Cx(Cdp)(Sp)+Cdad(_Sa))  „
nap, m a x  =  — — ^ Eq.  126
(geo(mv) )
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nap.max is the maximum acceleration at parachute deployment, in Equation 126, Cdad 
and Cdp are drag coefficients. These coefficients are determined by the Mach number.
At M10, as previously stated Mach number equals — , looking at Eqations 119 and 120
Gtoo
for Vr and a r. Sp, yl, Tio and ro.
The following models for qlO  and yrellO both include a factor, Isp, that should not be 
present for a model based on Event 10. Isp, the terminal descent entry impulse should 
not be seen in the models until Event 30. ARS was used to develop these models. ARS 
for qlO  = 0.955 and ARS for yrellO = 0.992. The inclusion of Isp in these two models 
means that an additional step had to be taken at this point to further validate the models. 
Even if the main effect for Isp is eliminated it still appears as a 2FI.
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Figure 118: qlO Coded Model (1st half)
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yrellO Coded Model ARS = 0.992
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p  < /
Figure 120: yrellO Coded Model
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For the research described, the MARR method was used to ensure that the ARS value 
was as close to 0.99 as possible. ARS will decrease as insignificant variables are added to 
a model. MARR was used to ensure that the factor combinations for each determined 
model produced the best ARS possible. A step towards model validation would be to 
look at the difference between the R-Squared and ARS values. When these values are 
significantly different there is a chance that insignificant terms have been included in the 
model. [26] Table 28 shows the ARS, R-Squared, Predicted R-Squared and the percent 
difference between the three values.
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R-Squared, Adjusted R-Squared, Predicted R-Squared Comparison










Vrel60 0.938 0.852 0.643 9.617 27.898 37.266
VreI50 0.935 0.856 0.654 8.793 26.684 35.270
h50 0.960 0.897 0.757 6.746 16.890 23.569
yrel50 0.979 0.949 0.895 3.098 5.858 8.952
qlO 0.980 0.955 0.908 2.579 5.010 7.586
h40 0.989 0.974 0.953 1.524 2.147 3.671
h30 0.985 0.971 0.946 1.415 2.669 4.084
q40 0.990 0.979 0.954 1.173 2.583 3.755
q30 0.991 0.981 0.957 1.090 2.379 3.469
Tmax 0.990 0.980 0.963 1.036 1.789 2.824
%mLpused 0.992 0.984 0.966 0.832 1.792 2.624
mLpused 0.992 0.984 0.966 0.832 1.792 2.624
yrellO 0.996 0.992 0.987 0.374 0.548 0.922
VreBO 0.995 0.993 0.988 0.216 0.512 0.728
M30 0.995 0.993 0.988 0.211 0.471 0.681
VreBO 0.995 0.993 0.990 0.168 0.361 0.528
yrel40 0.994 0.993 0.991 0.108 0.214 0.321
M40 0.994 0.993 0.991 0.101 0.213 0.314
yrel30 0.994 0.993 0.991 0.101 0.194 0.295
yrel20 0.992 0.992 0.990 0.087 0.133 0.220
q20 0.992 0.992 0.990 0.087 0.133 0.220
tlO 0.988 0.988 0.987 0.043 0.069 0.112
t20 0.988 0.988 0.987 0.043 0.069 0.112
BO 0.988 0.988 0.987 0.043 0.066 0.109
t40 0.988 0.988 0.987 0.043 0.066 0.109
qconv 0.993 0.993 0.992 0.033 0.050 0.083
dqconv/dt.max 0.991 0.991 0.990 0.032 0.058 0.090
2V60 0.993 0.992 0.992 0.031 0.049 0.080
t60 0.993 0.993 0.992 0.029 0.045 0.073
nae.max 0.991 0.991 0.990 0.027 0.053 0.080
t50 0.992 0.992 0.992 0.027 0.047 0.074
h20 0.993 0.992 0.992 0.027 0.046 0.073
M20 0.990 0.990 0.989 0.024 0.043 0.067
nap.max 0.993 0.993 0.993 0.020 0.035 0.055
M10 0.992 0.992 0.991 0.019 0.034 0.053
hlO 0.993 0.992 0.992 0.018 0.034 0.051
Fp.max 0.994 0.994 0.994 0.018 0.030 0.048
Table 29: R-Squared, Adjusted R-Squared, Predicted R-Squared Comparison
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It has already been determined that the qlO  and yrellO models include factors that should 
not logically have an effect on the model. This knowledge suggests setting an allowable 
percentage difference level o f 0.3 as a practical threshold because it excludes yrellO and 
qlO  models. However, further analysis o f each o f the models as seen in the following 
discussion will show that a percent difference o f less than 0.101 was the best value for 
this research project. [39]
Percent difference = —̂ — ARS\ x  |Q0 Eq. 127
(R 2 +  ARS)/2 n
Predicted R-Squared is also shown in table 28. The information calculated in the table 
shows that a Predicted R-squared value o f 0.99 and a percent difference value o f less than 
0.194 (Percent difference between ARS and PRS) would have sufficed for the models 
developed in this research project.
8.4.2 Event 20 Based Models






q20 Coded Model ARS = 0.992
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Figure 121: q20 Coded Model
As mentioned previously,
q =  0.5 p V j  Eq. 128
and
Eoo = J((V , -  Va c o s f j i ) ) 2 +  (Va s in (y ,) )2) Eq. 129
H = M I ll  Eq. 130
go
go  =  ( w p 2)r e  Eq. 131
Given the equations, the contribution of Tio, ro , and y\ are easily explained. Sp has an 
indirect affect on q20. Sp affects the drag in Event 10 through Event 20. This drag 
affects the calculation o f V/ and y\ which affect the value o f q20. Recall the following 
equations that were discussed in chapter 4 o f this document.
where
where





-J ±  = - L Co s y ,  Eq. 133
dt r mv V,
(E l\ = - D V' - V- C0Sr' Eq. 134
Eq. 135
CdS = (CdadO Sa + Cdp Sp) Eq. 136
D =  0.5 (p'Tr'j CdS V j  Eq. 137
Eoo =  J ( ( V , -  Va c o s(Y i))2 +  ( V a s in (y / ) ) 2) Eq. 138
H  _  Rg(Tio)  m
go
go  =  (w p2) r e  Eq. 140
Equations 124 through 131 will be called the [dyi by D to H tree]. This combination of 
equations will be discussed several times as the factor discussion continues in this 
chapter.
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The difference between tlO  and t20 is a set number of seconds, so that the equations for 
t20 and tlO  differ by a constant amount. Therefore the proof that tlO  is a rational model 
applies to t20 as well as can be seen in Figure 122.
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Figure 122: t20 Coded Model
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The coded model for t20 in the above graph shows that t20 and (10 are affected by the 
same factors. Recall that t20 is activated as a result o f  tlO and is initiated based on a time 
difference between the two. In Figures 123 and 120, Tio, ro, p, Viw, and y\ affect both 
qconv, and dqconv/dt.max.
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Figure 123: dqconv/dt.max Coded Model
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Figure 124: qconv Coded Model
Equations 132 - 139 provide insight into the relationship between ro, Tio, y\, Viw, and p 
on the qconv and dqconv/dT.max models.
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(P)exp(—)̂  w 3
qconv -  qconv + (dqconv) v
/ /  = Rg Ti0 
9 0
g°0  re
V,y, =  J((V, -  Va c o s (r ,) )2 +  (Va sm (y ,))2)
Va = wp(r)~ Vwc 
Vwc = Vw + hv dV









As seen in Figure, 125, Tio, ro, Y\ and Sp all have an effect on M20. Note that Equations 
136 through 139 will be called the [V , to dV tree].
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M20 Coded Model ARS = 0.990
Figure 125: M20 Coded Model
M20 = M  — —  Eq. 149a  oo 1
As previously explained in this text for the q20 model by way of Equations 119- 131,5/? 
has an indirect affect on M20. This drag affects the calculation of Vj and Yi which affect 




[dyi by D to H tree]
Here it can be seen that the drag has a direct affect on V; and y j. In Figure 126, Tio, p, hv, 
Vw, and Viw all have an effect on yrel20.
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Figure 126: yre!20 Coded Model
[dyi by D to H tree]
[Vx to dV tree]
The above equations explain why, ro, mae, Tio, p, hv, Vw, and Viw affect yI20.
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Tio







Figure 127: h20 Coded Model
In Figure 127, Tio, p, ro, y\ and Vw affect the model for h20. Height at the transition 
from Event 10 to Event 20, h20, equals:
h20 = h — re -  ro Eq. 151
[dyi by D to H tree]
[V* to dV tree]
8.4.3 Event 30 Based Models
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In the graph above it can be seen that ro has the greatest affect on t30 followed by p, Tio, 
Yi, ro2, and ro(yi). Event 30 continues until Tcalc > Ts and dTcalc > 0.0.
Vvel^
Tcalc = mv(go+ Eq. 152
dTcalc = ^ T-calc) Eq. 153
d t  n
Vrel = J(Vi — w p (r )c o s (y , ) ) 2 +  (w p (r )s in (y ,) )2 Eq. 154
Rsl = - (re + h) sin(yre\) - y j(r e 2 — ( ( re  +  h ) cos(yreZ ))2) Eq. 155
yre/ = ta n ~ 1{(ViSin(yi')'), ( r  cos(y /) — wp r ) )  Eq. 156
Equations 143 through 147 and the [dy, by D to H tree] explain the affect o f ro, p, Tio 
and yi on t30. The ARS for the h30 model shown in Figure 129 is 0.97. The ARS goal 
for the models developed in this research is 0.99. Note that dTcalc is the rate o f  change
*
Figure 128: t30 Coded Model
164
for the thrust o f the system, Vrel is the relative velocity as described in equation 45, yrel 
is the relative flight path angle described in Equation 43, and Rsl is the slant range. [53] 
The slant range is the distance derivation for both Tcalc and Rsl it can be found in 
Section 4.15.
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Figure 129: h30 Coded Model
166
In Figure 129, there are 84 factor and factor combinations that affect the h30 model. All 
sixteen input factors, Tio, p, ro, Sp, hv, y ;, Isp, CdadO, mae, Vf, X, Vw, Viw, Cx, CdaeO, 
and CdpO affect the model. In Figure 130, CdaeO is included in the model and it can be 
shown that this factor has an indirect affect on M30.
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Figure 130: M30 Coded Model
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Figure 131: q30 Coded Model
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Vrel30 Coded Model ARS = 0.993
Tio(p)
























Figure 132: Vrel30 Coded Model
The model from Vrel30 shown in Figure 132, includes 15 of the 16 analyzed input 
factors, Isp does not appear in this model. As with h30 and q30, mae and CdaeO appear 
through indirect interactions and have a indirect affect on the model for Vrel30.
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Figure 133: yre!30 Coded Model
8.4.4 Event 40 Based Models
Figure 134 shows the model for (40. The only difference between (30 and (40 is a 
constant value for time.
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Figure 134: t40 Coded Model
Looking closely at the t40 model, as shown in Figure 134, CdaeO is a model factor. As 
discussed earlier in Section 8.3 these factors can be shown to have an indirect affect on 
the models however, neither mae or CdaeO directly affect h20 or hlO  and they do not 
appear in the calculation o f outputs in Event 40. The same is true for models shown in 




















































h40 Coded Model ARS = 0.974
Figure 135: h40 Coded Model
40
M40 Coded Model ARS = 0.993
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Figure 136: M40 Coded Model
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Figure 137: q40 Coded Model
0773
Vrel40 Coded Model ARS -  0.993
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Figure 138: Vrel40 Coded Model
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Figures 139 -  146, show models for yrel40, h50, VrelSO, Tmax, Vrel60, mLpused, % 
mLpused and yrel50 and all have ARS values that place them on the list.
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Figure 139: yrel40 Coded Model



















































































































































































































































Figure 145: mLpused Coded Model
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Figure 146: %mLpused Coded Model
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Events 40 through 50 continue until height is less than or equal to hcd  and Vrel is less 
than or equal to VrelC, a constant.








Figure 147: t50 Coded Model
hcd  = h = re -  ro
dr .




Vrel =  J ((V , -  wp(r)cos(Yf) )2 + (wp(r) s in (y ,) )2) Eq. 159
Equations 148 -  150 and the [dy, by D to El tree], explain the affect o f  ro, p, Tio and y, 
on t50. This is also true for t60 seen in Figure 148, although Vrel does not affect t60.
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Figure 148: t60 Coded Model








AV60 C oded  M odel A R S =  0.992
Figure 149: .̂V60 Coded Model
Event 60 until touchdown continues until height < 0.0. Tio, Y\, ro, and X\ all affect X.V60.
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Recall
= —  cos y , Eq. 160
dt r
Here / /  can be set to equal /V 60. Equation 151 along with the [dyi by D to H tree] 
explains the contribution o f  Tio, yi and ro to the /V 60  model.
8.5 Model Summary
Given the above model analysis presented in Section 8.3 of this chapter, Table 29, 
revisits Table 28 and shows models that were proven M AT and those assumed DMAT 
for this research project.
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R-Squared, Adjusted R-Squared Decision Table
Model R-Squared ARS Percent Difference MAT/DMAT
Vrel60 0.938 0.852 9.617 DMAT
Vrel 50 0.935 0.856 8.793 DMAT
h50 0.960 0.897 6.746 DMAT
yrel50 0.979 0.949 3.098 DMAT
qlO 0.980 0.955 2.579 DMAT
h40 0.989 0.974 1.524 DMAT
h30 0.985 0.971 1.415 DMAT
q40 0.990 0.979 1.173 DMAT
q30 0.991 0.981 1.090 DMAT
Tmax 0.990 0.980 1.036 DMAT
%mLpused 0.992 0.984 0.832 DMAT
mLpused 0.992 0.984 0.832 DMAT
yrel 10 0.996 0.992 0.374 DMAT
VreBO 0.995 0.993 0.216 DMAT
M30 0.995 0.993 0.211 DMAT
Vrel40 0.995 0.993 0.168 DMAT
yrel40 0.994 0.993 0.108 DMAT
M40 0.994 0.993 0.101 DMAT
yrel30 0.994 0.993 0.101 DMAT
yrel20 0.992 0.992 0.087 MAT
q20 0.992 0.992 0.087 MAT
t io 0.988 0.988 0.043 MAT
t20 0.988 0.988 0.043 MAT
BO 0.988 0.988 0.043 MAT
t40 0.988 0.988 0.043 MAT
qconv 0.993 0.993 0.033 MAT
dqconv/dt.max 0.991 0.991 0.032 MAT
AV60 0.993 0.992 0.031 MAT
t60 0.993 0.993 0.029 MAT
t50 0.992 0.992 0.027 MAT
nae.max 0.991 0.991 0.027 MAT
h20 0.993 0.992 0.027 MAT
M20 0.990 0.990 0.024 MAT
nap. max 0.993 0.993 0.020 MAT
M10 0.992 0.992 0.019 MAT
hW 0.993 0.992 0.018 MAT
Fp.max 0.994 0.994 0.018 MAT
Table 30: R-Squared, Adjusted R-Squared Decision Table
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The following tables provide a summary o f the factors that affect each model. Table 31 
lists the single factors, Table 32 lists the combination factors and Table 33 lists the 
factors with quadratic terms.
Single Factors that Affect MAT Models
Cx Yi hv mae X p ro SP Tio Vw Viw
dqconv/ 
dt. max X X X X X
Fp.max X X X X X
yrel20 X X X X X X X X X
hlO X X X
h20 X X X X
M10 X X X X
M20 X X X X
nae.max X X X X
nap. max X X X X X
AV60 X X X X X
q20 X X X X
qconv X X X X X
t io X X X X
t20 X X X X
t30 X X X X
t40 X X X X
t50 X X X X
t60 X X X X
Table 31: Single Factors that Affect MAT Models
Table 31 shows that Tio and ro effect each o f the MAT models, y i effects all models 
except h i 0, and each o f the other factors, Cx, hv, X Viw, and Vw effect between one and 
four models.
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Factor Interactions that Affect MAT Models
hv(p) hv(Tio) p(ro) ro(Yi) Tio(Y\) Tio(ro) Tio(Viw) Tio(Vw)
dqconv
/dt.max X











Table 32: Combination Factors that Affect MAT Models
In Table 32, the combination o f Tio(y\) is included in most models. The model for yrel20 
has the most combination factors, (50 is the only model with a (ro) combination and 
dqconv/dt.max is the only model with a Tio(ro) combination. In Table 33, yrel20 has 
two squared factors and 2V60, qconv and (10 through (60 have one (ro2).
Quadratic Factors









Table 33: Quadratic Factors that Affect MAT Models
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8.5.1 OF AT Dependency for MAT and DMAT Regression Models 
Each phase o f the EDL process is dependent on the processes initial conditions. [40] In 
this chapter, the actual output values were observed in detail to see how much each 
output was affected by each input value. Recall that the format used to calculate 
sensitivity data was discussed in Section 7.3 o f this document. Table 19 provides the 
actual input values used. Looking at Table 19, the maximum value o f CdadO (1.4754) is 
used in combination with the nominal values o f the other input variables, against each 
output model. If any o f the output models produce a non-nominal output value, the 
model is said to have dependency on the maximum value of CdadO. An output’s 
“nominal value” is its value when all o f the input variables are set to their nominal 
values.
This section will discuss the dependency that each regression model has to each input 
value. Insights can be drawn from the statistics o f the inputs that cause output values to 
fall outside of their target values, and the dependencies o f output statistics to input 
statistics. [41][42]
For this analysis, one input factor at a time is changed while the others are set to nominal 
values and the output values are reviewed to see if  they have changed. Recall that the 
nominal input values are given in Table 25 o f this document. Table 31 shows predicted 
dependencies the models are predicted to have with respect to the equations o f motion as 
discussed in Chapter 4. In Table 33, Cx, hv, Viw, Vw, A and ro behave as predicted in 
Table 31, meaning that the data produced by these models show dependence on the input
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variables that make up the regression models. Sp  and Tio did not cause the predicted 
dependence. Vw, p, mae, and y l  revealed indirect dependence that the model variables 
did not directly show. For example, the model for hlO, as seen in Figure 113, shows a 
direct dependence to Tio, ro and p. As demonstrated in Chapter 8 the equations behind 
the models reveal that the models could potentially have indirect dependencies to input 
variables. Table 34 reveals that each model has a direct dependence on mae, hlO  has an 
indirect dependence on y l,  and h20 has an indirect dependence on Vw.
All of the dependencies o f the MAT models shown have a linear relation between the 
input value and the regression models output values. (Recall that the maximum and 
minimum values can be seen in Chapter 4, Table 9). As shown in Table 33, none o f the 
models showed a dependence on input factors, CdpO, CdaeO, Isp and CdadO so that the 
models that met the target ARS should not and did not include any o f these values. 
However Section 8.3 o f this chapter reveals the sensitivity to CdpO, CdaeO, Isp and 
CdadO.
Isp is an input that only affects event 30, none o f the MAT models except for the kV60 
model was based on data beyond Event 20. The terminal descent entry impulse, 
indirectly affects A.V60 through its contribution to the change in the mass o f  the vehicle. 
CdpO, CdaeO, and CdadO all affect the drag value and therefore indirectly affect the 
model.
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The real question is how the regression model dependency compares to the simulation 
dependency. Tables 34 and 35, show the percent error between the regression models 
and the simulation (recall that %Error = |(Theoretical Value -  Actual Value)/Actual 
Value|). (Depedency percent error for variables not listed here can be found in Appendix 
E.)
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Average Model and Simulation % Difference -  O FAT De pendency
Cx hv Isp mae Sp Vw
t i o 0.00 0.01 0.00 0.02 0.00 0.03
t20 0.00 0.01 0.00 0.02 0.00 0.03
t30 0.00 0.01 0.00 0.04 0.27 0.01
t40 0.00 0.01 0.00 0.04 0.27 0.01
t50 0.00 0.02 0.00 0.04 0.09 0.05
t60 0.00 0.05 0.00 0.08 0.12 0.09
nae.max 0.00 0.00 0.00 0.01 0.00 0.00
dqconv/dt.max 0.00 0.00 0.00 0.05 0.00 0.00
qconv 0.00 0.00 0.00 0.06 0.00 0.00
hlO 0.00 0.10 0.00 0.27 0.00 0.24
M10 0.00 0.06 0.00 0.13 0.06 0.14
qlO 0.00 0.09 0.00 0.11 0.13 0.10
yrellO 0.00 -0.18 0.00 -0.14 0.00 -0.31
Fp.max 1.85 0.08 0.00 0.08 1.55 0.07
nap.max 1.68 0.08 0.00 0.09 1.40 0.07
h20 0.00 0.11 0.00 0.31 0.07 0.28
M20 0.00 0.06 0.00 0.13 1.00 0.15
q20 0.00 0.09 0.00 0.11 2.04 0.13
yre!20 0.00 -0.36 0.00 -0.13 -0.14 -0.63
h30 0.00 0.07 0.00 0.17 1.96 0.47
M30 0.00 0.01 0.00 0.01 0.96 0.05
q30 0.00 0.01 0.00 0.02 1.51 0.01
Vrel30 0.00 0.06 0.00 0.02 1.01 0.44
yre!30 0.00 -0.38 0.00 -0.05 -0.37 -1.58
h40 0.00 0.07 0.00 0.18 2.04 0.50
M40 0.00 0.01 0.00 0.01 1.03 0.06
q40 0.00 0.01 0.00 0.02 1.66 0.02
Vrel40 0.00 0.06 0.00 0.02 1.07 0.46
yrei40 0.00 -0.37 0.00 -0.04 -0.32 -1.71
h50 0.00 0.72 0.01 1.13 0.96 1.07
Vrel50 0.00 2.70 0.03 4.26 3.59 4.04
yrel50 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 0.00 0.06 0.02 0.03 0.03 0.19
Vrel60 0.00 3.02 0.03 4.76 4.02 4.52
AV60 0.00 0.01 0.00 0.01 0.01 0.01
mLpused 0.00 0.28 5.13 0.49 0.84 0.55
%mLpused 0.00 0.28 5.13 0.49 0.84 0.55
Table 34 Average Model and Simulation % Difference -  OFAT Dependency
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Average Mode and Simu ation % Difference - OFAT Dependency (Cont.)
Viw P Tio ro Vi yi A
t io 0.12 0.59 0.66 3.79 0.02 1.42 0.00
t20 0.12 0.58 0.64 3.69 0.02 1.38 0.00
t30 0.10 3.09 3.00 4.17 0.04 1.67 0.00
t40 0.10 3.07 2.98 4.14 0.04 1.66 0.00
tso 0.04 2.04 2.52 3.62 0.04 1.47 0.00
t60 0.07 2.00 2.45 3.54 0.06 1.45 0.00
nae.max 0.13 0.96 2.99 6.02 0.05 2.95 0.00
dqconv/dt.max 0.29 0.38 1.62 2.43 0.07 1.24 0.00
qconv 0.28 0.39 1.48 2.46 0.12 1.14 0.00
hlO 0.85 10.43 15.19 4.96 0.16 2.42 0.00
M10 0.31 0.32 2.92 1.80 0.11 0.88 0.00
qlO 0.09 0.08 0.06 0.10 0.11 0.06 0.00
yrellO -0.58 -0.09 -0.19 -0.65 -0.13 -0.33 0.00
Fp.max 0.11 0.05 0.77 0.47 0.08 0.22 0.00
nap. max 0.11 0.05 0.66 0.41 0.09 0.19 0.00
h20 0.96 12.10 16.98 5.49 0.18 2.68 0.00
M20 0.39 0.50 5.16 3.01 0.12 1.47 0.00
q20 0.19 0.44 4.09 2.54 0.11 1.25 0.00
yre!20 -1.36 -0.28 -1.06 -1.09 -0.12 -0.54 0.00
h30 0.37 8.61 0.95 0.47 0.20 0.33 0.00
M30 0.01 4 .54 0.42 0.22 0.02 0.12 0.00
q30 0.07 0.92 0.79 0.35 0.01 0.17 0.00
Vrel30 0.32 5.05 0.82 0.13 0.02 0.07 0.00
yrel30 -1.70 -4.19 -3.29 -0.73 -0.03 -0.35 0.00
h40 0.40 8.98 0.99 0.49 0.21 0.35 0.00
M40 0.01 4.84 0.45 0.22 0.02 0.11 0.00
q40 0.07 0.84 0.68 0.35 0.01 0.17 0.00
Vrel40 0.31 5.31 0.79 0.14 0.02 0.08 0.00
yrel40 -1.65 -3.60 -2.80 -0.62 -0.02 -0.29 0.00
h50 0.94 1.13 0.87 0.79 0.44 0.72 0.00
Vrel50 3.52 4.19 3.27 2.97 1.74 2.71 0.00
yrelSO 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 0.14 0.58 0.37 0.08 0.04 0.06 0.00
Vrel60 3.94 4.68 3.67 3.33 1.94 3.03 0.00
JN60 0.06 0.40 1.18 3.81 0.05 1.33 0.51
mLpused 0.43 3.93 0.67 0.40 0.28 0 .40 0.00
%mLpused 0.43 3.93 0.67 0.40 0.28 0 .40 0.00
Table 35 Average Model and Simulation % Difference - OFAT Dependency (Cont.)
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8.6 MODEL SENSITIVITY
Tables 36 and 37 show how sensitive the models are to input values compared to how 
sensitive the simulation was to the input values.
Note the following:
o The finite difference value from the simulation can only be calculated when the 
differential is calculated with respect to the input value that is varied. For example, 
the finite difference value for dtlO/dro cannot be calculated unless ro is varied. I f  ro 
is not varied, (rol -  ro2) will equal zero and dtlO/dro = “Division by zero”. This is 
not true when finding the partial differential o f  the tlO  regression model. dtlO/dro 
will either be calculable or equal to zero, 
o The notation o f output/input is used when certain inputs are varied. For example, 
dqconv/dTio PD is the partial derivative o f the qconv model taken with respect to 
Tio. dqconv/dTio F is the finite difference o f qconv with respect to Tio that is 
calculated from the simulation. Both o f these values are calculated for 8 different 
variations o f the 16 input factors and MAT output factors with one additional 
calculation made from the nominal values o f the inputs. Here the 16 inputs are set at 
their nominal values, at a minimum value, a value that is 3A o f the way between the 
minimum value and nominal value, etc...
Tables 36 and 37 show a comparison of the average sensitivity (e.g. (dtlO/dro_Max 
+....+dtlO/dro_Min)/5) o f  the models compared to that o f  the sim output values. Note 
that sensitivity values greater than 1 were included in Tables 36 and 37, average
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sensitivities that are less than one are denoted by a and a complete table can be found 
in Appendix D.
A v e r a g e  M o d e l and  S im u la tio n  S e n s it iv ity  V a lu e s
CdadO CdaeO CdpO Cx mae Sp
dqconv
Model - - - -
Sim - - - 1.9E+02 -
Fpmax
Model - - - 5.5E+04 - 3.2E+02
Sim - - - 5.5E+04 -2.3E+01 3.3E+02
hlO
Model - - - - - •
Sim _ - - - -2.3E+01 -
h20
Model - - - - - -
Sim - - ~ -2.3E+01
h30
Model 2.9E+01 2.3E+01 -6.4E+01 -1.9E+02 4.6 -7.1
Sim . - _ - 2.6 -8.7
h40
Model 1.3E+01 1.7E+01 -8.7E+01 -2.1E+02 4.1 -7.0
Sim . - - - 2.6 -8.4
M20
Model - - - 5.5E+04 - 3.2E+02
Sim - - - 5.5E+04 -2.3E+01 3.3E+02
mLpused
Model - - -4.2 -5.9 - -
Sim - - - - -
napmax
Model - . _ 5.7 -
Sim _ - 5.7
%mLpused
Model - - -2.6 -5.2 - -
Sim . - - - - -
qlO
Model . - -1.0 -1.5 _ .
Sim . - . - - -
qconv
Model - - _
Sim _ _ - 1.2E+04 -6.4
T m a x
Model 1.1E+01 2.1E+01 1.5E+01 2.1E+02 -2.1 -4.6
Sim - - - -1.4 -
Table 36: Average Model and Simulation Sensitivity Values
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Average Model and Simulation Sensitivity Values (Cont)








































Model - - - - - - - .
Sim - - - - - - 1.1 •
yrel20
Model - - 1.5 - - - 2.1 -









































































































Model . - - . . - - _
Sim - - -9.3 - - - - -
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Model - - -1.1 - - - 4.1 -
Sim - - -1.1 - - - 3.8 -
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Table 37: Average Model and Simulation Sensitivity Values (Cont.)
8.7 10,000 Point vs. 1,000 Point Plots
Additional runs added to a data driven Monte Carlo analysis provide a better 
representation o f the data. In this chapter 10,000 data points versus the aforementioned
1.000 data points were analyzed for h30, M30, q30, Vrel30, yrel30, and h40, DMAT 
output data sets. The additional data points were analyzed to support the premise that
1.000 data points are adequate for an accurate representation of the output data and that 
the additional data points would not reverse any decisions on validity that was made 
based on the original 1,000 data points. In viewing the 10,000 point models distributions, 
any improvements were slight. Appendix B and C o f  this document provide the summary 
o f the distribution statistics between the 1,000 and 10,000 observation runs. Additionally, 
distribution improvements to DMAT models give greater confidence in these models but
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not enough to reconsider them as MAT models. The chief metric chosen is the 
comparsion of adjusted and predicted R-squared.
8.8 Offset Means and Skewed Distributions
A skewed distribution indicates that the values are not evenly distributed on both sides of 
the mean. Negative skew or a left-skewed distribution is when the majority o f  the 
distribution is concentrated on the right o f the figure. In this instance, the data have 
relatively few low values. The distribution is positively skewed when the majority o f  the 
distribution is concentrated on the left o f the figure; it has relatively few high values. 
These types o f distributions often cause the mean values to shift. The use o f more data 
points is one potential solution to this issue.
There are multiple reasons that the output data sets shown, especially for the DMAT 
models, resulted in distributions having shifted means and/or skewed distributions when 
compared to the simulations output data. One possibility is that when the simulation is 
run, discrete events are triggered. However, the models attempt to capture the entire 
simulation with one continuous polynomial response surface model. This has the effect 
o f smoothing the response and providing a skewed representation o f the data. Skewed 
distributions could also appear prior to applying the proper transform to the regression 
model. Transforms were not researched for use with the regression models in this 
project; however, they will be considered in future related research projects.
201
CHAPTER 9: MISSION DATA 
9. 1 Sample Depedencies
This section discusses some select sample dependencies that are most relavent to EDL 
analysis. Qualitative comparisons between simulation and the regression models reveal 
the ability o f the regression model to capture the overall uncertainty and output data 
distribution. Summary statistics comparing the simulation to the regression model are 
provided in Section 8.6 o f the document.
9.1.1 Mach Number versus Height Analysis
When studying Mars EDL, care must be exercised as when the velocity o f the vehicle is 
slow enough to deploy decelerators, the vehicle may be near the planet surface. This may 
prevent the system from having sufficient time to safely land the vehicle. [5][43][44] 
Mach number versus height is a guidance relationship between the vehicles position and 
and its velocity. [39] In Figures 150 and 151, a comparison is made between the 
simulation and the regression model predictions.
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M 10  v e rsu s  h lO
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Figure 150: M10 versus hlO
In Figure 150, 10,000 Monte Carlo developed input factors show that as M10 varies from 
approximately 1.45 to 1.7 hlO varies from approximately 3,000 to 8,000.
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Figure 151 M40 versus h40
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In Figure 151, M40 and h40 are both DMAT models. It is obvious that M10 and h W  is a 
closer match than M40 and h40 as expected. The simulation produces a tighter ellipse o f  
data than the regression model.
9.1.2 qconv versus Height Analysis
Figure 153 provides a quick reference to determine the total heat load. The total heat 
load increases throughout events 0 to 20 but stabilizes as it reaches h20. In this figure the 
point at which qconv stabilizes can be predicted through looking at h20.
h20  versus qconv
2000
2.00E+07 2.10E+07 2.20E+07 2.30E+07
qconv
Figure 152: h20 versus qconv
9.1.3 nae.max Analysis
During Event 0, once the maximum acceleration is calculated, a prediction can be made 
as to the height at which the parachute will be released and the highest altitude at which 
the heatshield will be released. Knowing the maximum acceleration and the 
corresponding hW  will allow the system to quickly predict a corresponding touchdown
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longitude, /.V60 as will be discussed further in section 9.1.6. Figure 153 depicts the 
correlation between height and nae.max.
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Figure 153: hlO versus nae.max
9.1.4 Fp.max versus q20 Analysis
Figure 154 shows the relationship between the maximum parachute opening load and the 
dynamic pressure when the heat shield is released so that when the maximum parachute 
opening load is calculated at the beginning o f Event 10 a prediction for the expected 
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Figure 154: q20 versus Fp.max
9.1.5 nap.max versus q20 Analysis
Figure 155 provides a graphical depiction o f the expected range for the dynamic pressure 
when the heat shield is released with respect to the maximum acceleration at parachute 
deployment. So that once the parachute is deployed a prediction can be made based on 
the nap.max model which predicts a range for the expected dynamic pressure when the 





















Figure 155: nap.max versus q20
9.1.6 2V60 versus hlO  Analysis
XV60 versus hlO  .^ v so -S in ,
0.375 
0.365 
^  0.355 
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Figure 156: hlO versus XV60
XV60 -Mod
The touchdown longitude is one o f the most mission critical predicitions. The science 
payload must arrive at a chosen point o f interest and the terrain must be suitable for
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touchdown.[47][48] Having the capacity to predict the longitude at a height hlO  will 
allow the system to quickly adjust to a desired /  V60 value immediately after the 
parachute is released. Figure 156 shows the longitude (XV60) for 1,000 random points; 
here the increase in hlO  does not correlate to an increase in XV60. A close look shows 









h50  versus AV60
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Figure 157: hSO versus kV60
Figure 157 shows h.50 versus XV60, here h50 is a DMAT model and 1V60 is a MAT 
model. Here the regression model has a tigher data set than the simulation produces.
9.2 Comparison to Actual EDL Data
The following tables were developed utilizing actual EDL data from NASA MER 
missions (Spirit and Opportunity), and data generated using the regression models 
developed in this work. MER is relevant because it was an unguided EDL mission as 
was Viking, although the 2dof constraint in this research project limits the ability to
compare all the output data to 3dof or 6dof simulations, it is useful in many instances for 
some simple comparisons. Here dqconv/dt.max, nae.max, qconv, tlO, hlO, M10, qlO, 
yrellO, yrel20, q20 and M20 are compared. Tables 38 and 39 show comparisons of 
relevant regression model predicted data developed in this research to the MER 6DOF 
data and 3DOF data.
Vikin ?MOD-2DOF Spirit-6DOF Opport unity-6 DOF
Mean 3-a Range Mean 3-o Range Mean 3-o Range
d q c o n v / d t . m a x
(W /cm2) 41.1 38.7-43.9 39.9 38.1-41.7 42.2 39.3-45.2
h l O
(km) 5.3 3.1-7.6 8.6 6.1-11.1 8.7 6.4-11.0
h 2 0
(km) 4.6 2.4-6.8 6.4 3.9-8.9 6.5 4.2-8.8
M 1 0 1.6 1.4-1.7 1.78 1.71-1.85 1.86 1.78-1.94
M 2 0 0.7 0.6-0.8 0.47 0.4-0.54 0.49 0.42-0.56
n a e . m a x
(g) 8.1 6.9-9.4 5.9 5.5-6.3 6.4 5.9-7.0
q W  (DM AT) 
(N/m2) 479.2 476.7-481.4 724.2 654.5-794.0 747 674.7-819.3
q 2 0
(N/m2) 101.7 87.9-113.8 60.8 45.2-76.4 63.5 47.1-80.0
q c o n v
(J/cm2) 2143.0 2020.2-2288.8 2770 2669-2870 2711 2595-2826
t W
(sec) 269.3 251.0-291.0 245.6 237.3-253.8 242.1 234.5-249.7
t 2 0
(sec) 276.2 2 5 8 .0 -2 9 8 .0 265.6 257.3-273.8 262.2 254.6-269.8
y r e U O  (DM AT) 
(deg) -23.1 -23.7-(-22.5) -28.2 -30.0-(-26.4) -26.8 -28.4-(-25.1)
y r e l 2 0
(deg) -29.4 -31.1-27.6 -49.6 -55.6-(-43.6) -47.6 -53.0-(-42.2)
Table 38: Data Comparison to 6DOF EDL
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Vikin gMOD-2DOF Spirit-3 DOF Opportunity-3 DOF
Mean 3-o Range Mean 3-o Range Mean 3-o Range
d q c o n v / d t .  m a x  
(W /cm2) 41.1 38.7-43.9 45 42.9-47.1 47.9 44.6-51.1
h l O  (km) 5.3 3.1-7.6 8.7 6.3-11.1 8.8 6.6-11.0
h 2 0  (km) 4.6 2.4-6.8 6.4 4.0-8.8 6.5 4.3-8.8
M 1 0 1.6 1.4-1.7 1.78 1.71-1.85 1.86 1.79-1.94
M 2 0 0.7 0.6-0.8 0.47 0.4-0.53 0.49 0.42-0.56
n a e .  m a x  (g) 8.1 6.9-9.4 5.9 5.5-6.3 6.4 5.9-7.0
q l O  (DM AT) 
(N/m2) 479.2 476.7-481.4 725.6 654.8-796.3 749.1 676.3-821.9
q 2 0  (N/m2) 101.7 87.9-113.8 _ _ _ .
q c o n v  (J/cm2) 2143 2020-2289 3247 3136-3358 3190 3064-3317
t l O  (sec) 269.3 251.0-291.0 245.5 237.9-253.1 242.1 235.2-249.0
t 2 0  (sec) 276.2 2 5 8 .0 -2 9 8 .0 265.5 257.9-273.1 262.1 255.2-269.0
y r e l l O  (DM AT) 
(deg) -23.1 -23.7-(-22.5) -28.1 -29.9-(-26.3) -26.7 -28.3-(-25.2)
y r e l 2 0  (deg) -29.4 -31.1-27.6 -49.6 -55.7-(-43.5) -47.6 -53.3-(-42)
Table 39: Data Comparison to 3DOF EDL
The tables reveal that the 2DOF model compares favorably in terms o f the overall 3-a 
uncertainty range of the Sprit and Opportunity missions. Another way o f qualitatively 
comparing the data is to compare the dispersion data o f each set o f data. For example 
Figure 158 (Spirit on the left and Opportunity on the right) shows the Mach number 
versus dynamic pressure data dispersions for, Spirit, Opportunity, and the regression 
models produced in this research project. Reviewing dispersons such as these reveal that, 
although the data values differ, the overall ranges and uncertainty are very similar, 
providing assurance that the 2dof simulations was representative.
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Figure 158: Parachute Deployment Dispersions (Spirit-Top/Opportunity-Bottom)
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Table 40 provides a comparison o f the actual Viking data to the 2dof regression model 
output o f this study.
R egression  M odel versu s V ik in g  D ata
VikingM OD-2dof Viking 1
MAT Models Mean Min/Max Actual Min/Max
tlO (sec)** 11782 11767-11803 11932
t30 (sec) 11838 11801-11878 11992
t40 (sec) 11840 11803-11880 12005
t50 (sec) 11890 11848-11924 12043
t60 (sec) 11897 11855-11932 12051 12017-12085
dqconv/dt.max
(W /cm2) 41.10 38.7-43.9 26
qconv (J/cm2) 2143.00 2020.2-2288.8 1100
hlO (km ) 5.30 3.1-7.6 5.79 5.61-5.97
M10 1.60 1.4-1.7 1.1 1.4-2.1
kV60 (deg) 19.85 18.7-21.5 48.01 32.5-47.5
DM AT Models
q 10 (N/m2) 479.20 476.7-481.4 350 400-700
h30 (km) 1.50 1.2-1.7 1.5
M30 0.26 0.23-0.30 0.21
Vrel30 (m/s) 60.33 52.1-73.2 51.5
Vrel60 (m/s) 2.10 2-2.2 2.4
mLpused 108.20 94.6- 122.7 135.5 128.1-145.5
%mLpused 94.40 82.4-106.9 89.1 84.3-95.7
Table 40: Regression Model versus Viking Data[5}[49J
Given that the models are 2dof, the data for the regression models are comparable to the 
actual data which at times, for example M10, was actually outside o f the initial 
estimations. In reviewing the approximate values, Figure 160 shows that MAT models 
for M10, and M20  fell into the areas that were originally approximated for the Viking 
mission shown by the pink and blue areas in Figure 160; the DMAT models M30 and 
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Figure 160: Parachute and Propulsion Regions for Viking[5]
Figure 161 reveals that the landing dispersion ellipse prediction using the models 
produced in this research was 3km x 0.3km. This is wider than the atmosphere-only 
models and o f the same length as recent data shown for MER. Note that there are four 
points shown in Figure 161 ([1] Navigation, [2] Atmosphere, [3] Spacecraft & 
Aerodynamics, and [4] Wind). The research done in this project is based on a 2dof 
system, a simple wind model, simple atmospheric model and no navigation system.
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(1) Navigation only 
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M o d e ls  2 dof  
3 km x 0.3 km
Figure 161: Contributions to Landing Dispersions for MER [47]
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CHAPTER 10: CONCLUSIONS AND FUTURE WORK
10.1 Conclusions
For initial trade studies, a formally designed experiment can save time and money versus 
running a Monte Carlo simulation. Utilizing the MARR method in conjunction with 
absolute ARS values provided a demonstrated metric for model adequacy. The output 
regression models can be used to understand which factors and factor combinations have 
the most siginificant effect on the output data and this can be tempered by referencing the 
ARS values for the model. Replacing the full EDL trajectory MC approaches with RSM 
models may be possible although it was not demonstrated here for all output variables.
10.1.1 MAT/DMAT Models
The Multiple Adjusted R-Squared method is a reasonable means o f reducing large 
quadratic regression models. The MARR method o f model reduction is much faster than 
the traditional method of removing one term at a time to improve a models ARS value. 
The ARS values for the models that were strategically reduced using the MARR method 
resulted in better ARS values that the ARS values that these models produced prior to 
using MARR; Thereby making them more stratecially sound than they were prior to 
reduction.
10.1.2 MAT/DMAT Models
This research produced 18 MAT models (yrel20, q20, XV60, qconv, h20, M20, 
dqconv/dt.max, tlO- t60, hlO, MW, Fp.max, nap.max, nae.max) and 19 DMAT models 
(Tmax, mLpused, %mLpused, Vrel60, Vrel50, h50, yre!50, qW, h40, h30, q40, q30,
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yrellO, Vrel30, M30,Vrel40, yrel40, yrel30, M40). Comparing some o f the models to 
actual Viking data showed that even DMAT model such as h30 whose output mean, 1.5 
km, was exactly 1.5 km for event 30.
10.2 Future Work
A number o f  avenues can be explored to expand on and improve the research presented 
in this disertation. (1) The method can be applied to EDL on other planets and Earth’s 
Moon. (2) Regression models could be developed using data from more sophisticated 
EDL simulations. (3) Evaluate the utility o f transformed response models. (4) Investigate 
the feasibility o f response models and analysis based on one event at a tim e by fitting 
separate regression models.
10.2.1 Other Celestial Bodies
In order to develop a working EDL simulation, assumptions and simplifications were 
made based on Viking data and the planet Mars. Because the simulation was developed 
around these assumptions, no reasonable analysis could be conducted using the 
regression models and input data from other celestial bodies. Comparative research to 
evaluate the overall method’s efficacy could be conducted by developing new 
simulations using other celestial bodies and entry vehicles.
10.2.2 3dof/6dof Simulations
The methodology used in this research can easily be expanded to analyze a 3dof or 6dof 
simulation. A 3dof trajectory simulation can solve the full translational equations o f
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motion and 6dof simulations can solve translational and rotational equations o f motion.
[5][22][43]
The data from either o f these types o f simulations can be used to develop regression 
models which could be analyzed using the same methods as described in stage two and 
three of this research project. Higher order modeling may be required and a different 
RSM model used. A 3dof simulation using a Mars EDL under the same assumptions 
would make a logical next step.
10.2.3 Screened Experiments
The DMAT models analyzed in this document include factor and factors combinations 
that are obviously unimportant. In such cases screening experiments can be completed 
to allow the researcher to eliminate obviously unimportant factor and factor combinations 
so that research can focus on the most influential ones. [11] Many strategies have been 
proposed to screen factors. The Trocine screening procedure, for example, uses a genetic 
algorithm to generate points then to observe and to experiment iteratively using feedback 
from prior observations. [50]
10.2.4 Transformed Models
Transforms are used to transform the response (dependent variable) and/or the factors 
(independent variable) so that linear regression techniques can be used tobetter represent 
the data. The approach works by using mathematical operations (such as power or log) to 
change their measured scale. There are two fundamental types o f  transforms, linear and
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nonlinear. Table 41, provides some examples o f common transforms. The disadvantage 
is o f course the added complexity required in the model building, use and analysis.
Method Transformation(s) Regressionequation Predicted value (y)
Standard 
linear regression
None y = b0 + bix y = b0 + bjx
Exponential model Dependent variable = 
log(y)
log(y) = b0 + 
b\x
■Cr —  i nb +  b  xy -  1U o i
Quadratic model Dependent variable = 
sqrt(y)
sqrt(y) = b0 + 
bjx
y = ( b0 + b ,sx f
Reciprocal model Dependent variable — 1/y 1/y = b0 + bix y = 1 / ( b0 + bix )
Logarithmic model Independent variable = 
log(x)
y = b 0 + 
bilog(x)
y = b0 + bilog(x)
Power model Dependent variable = 
log(y); Independent 
variable = log(x)
log(y)= b0 + 
bilog(x)
y = 1 0 V Y og<x)
Table 41: Sample Transformations
It is possible that DMAT models may benefit from transformation. [45]
10.2.5 Discrete Events
In a simulation that is based on discrete events, the systems operation is represented as a 
chronological sequence o f events where each event occurs at an instant in time. This 
occurrence marks a change o f state in the system. [46]
In this work, simulated events triggered changes which were “discrete” events, yet the 
entire simulation was captured with one continuous polynomial regression model. This 
had the effect o f smoothing the response and potentially causing offset means and at 
times skewed distributions. Though the task could be arduous, one solution to this 
problem would be to develop separate sets o f response models for each event.
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Appendix A: MATLAB CODE
INPUT VARIABLES
globa l  G M p  W p  V i w  h v  d V  v  v 2  v3 v 4  v5 v 6  V w
globa l  CdadO CdaeO CdpO Cx h o  Isp k m a d 2  m a e  m  S a  S p  V i  g a m m a l  ph i  ro
g loba l  T io  to  p h i2  rho  
form at long
0 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° o° o° olnpul V a r ia b le s0 0° 0° 0 ° 0° 0° 0° 0° 0° 0° 0 ° 0° 0° 0° 0° 0° 0° U° 0° 0° 0
°o — ........  C o n sta n ts ---------------------------------- --------
G M p  =  4 .2 8 2 8 3 *  lO'T 13); °o lJn iversa l  G ravita ional  C onstant  t im es the m ass o f  the planet  
g e o  =  9 . 8 0 6 6 5 ;  °oF.arth Surface  accleration  o f  g r a \ i t s  at sea  leve l  and 45  d e g r ee  latitude
m a x L  =  6 4 0 .0 ;  °o M a x im u in  Lander dry M ass
R g  =  1 9 1 .18;  0 oGas Constant  for the p lanets  a tm o sp h ere
re =  3 . 3 9 3 4 * 1 0 ^ 6 ) ;  “ oPIanets equatoria l  radius
G a m m a  = 1 . 3 ;  °o  Ratio o f  sp ec i f ic  heats for the p lanets  a tm osp here
W p  =  0 . 0 0 0 0 7 0 8 8 2 2 ;  0 oPIanets rotation rate
° o  ..........  -P aram eters ................. ........................ ................
C d a ed  =  1.54; ° o A s s u m e d  aeroshell  drag c o e f f i c ie n t  N entry c o n f ig  4 parachute d e p lo y m e n t  ca lc s
h c d  =  16.5; °oA lt i tude  co n d it io n  for start o f  constant sp ee d  terminal descent
mLpO =  114 .7 ;  °o l .an der  usable  propellant m ass
qd  =  5 2 5 .0 ;  °oParachute  d e p lo y m e n t  d y n a m ic  pressure
R e o  =  14.0; °oSlant range o ffse t  at start o f  constant  trmal descen t  during m ax e n g in e  thrust
T x  =  8 1 0 0 .0 ;  ° o N o m in a l  m a x im u m  e n g in e  thrust
VreIC =  2 .4 4 ;  °o R e la t iv e  sp eed  for constant  sp eed  term inal descen t
c h N t  =  2; °o E ng in e  w arm up t im e  interval
c h N t2  =  7; °o H ea tsh ie ld  release  t im e interval
e ttaT s =  0 .4 7 6 5 ;  °oFraction o f  rwu.v(nom ) that d e f in e s  Tstart
e t taT w  =  0 .2 5 ;  0 o fract ion  o f  7'/;/</.Y(nom) that d e f in e s  T w a rm u p
h o  =  2 4 3 8 4 0 . 0  ; °oEntry altitude
m a d 2  =  7 9 1 .1  ; “ oA eroshell  descen t  m ass
p h i2  =  0 .0  ; “ oEntry prime meridian long itude
Sa  =  9 .6 4 5 2  ; 0 oAeroshell  reference  area
k =  1 . 9 0 2 7 * 1 0 A(-4 );  “ o C o n v ec t iv e  heat f lux constant
m  =  0 .8 7 6 3 ;  0 oA eroshell  n o se  radius
to  =  0 .0; “ oEntry tim e
° o  ................................Perturbed Inputs-----------------------------------------
i f  S tage  == 1  °o S ta g e  One: T h is  s tage  uses  nom ina l  v a lu e s  for inputs.
CdadO =  1 . 2 1 5 4 6 ;° oAeroshell  drag c o e f f i c ie n t  in the d ecen t  c onf igurat ion
CdaeO =  1 .6085;  0 oA eroshell  drag c o e f f i c ie n t  in the entry co n f ig u ra t io n
CdpO =  0 .5 6 8 5 ;  0 oParachute drag c o e f f i c ie n t
Cx =  1.3; °oParachute  o p e n in g  load factor
h v  =  1 5 000;  °oC onstant  w ind  altitude
Isp =  2 0 5 .0 ;  °oTerm ina! descent  entry im pulse
m a e  =  9 8 2 .9 ;  0 oA eroshell  entry m a ss
S p  =  2 0 4 .9 6 ;  0 oParachute reference  area
T io  =  190;°o lsotherm al  a tm osp here  temperature in ex p o n e n t ia l  density m odel
V w  =  3 .0 ;  °o W in d  sp eed  at p lanets  surface
V i w  =  2 0 .0 ;  °o W in d  sp eed  in the constant  sp ee d  region
rho =  1 . 5 6 * 1 0 ^ - 2 ) ;  % A tm o sp h er ic  density at the planet's surface
V i  =  4 6 1 0 .1 ;
g a m m a l  =  - 0 .2 9 4 9 6 0 6 4 3 5 8 7 0 4 2 ; °  O-0.29496:  
ro =  3 6 3 7 2 4 0 .0 ;  
phi =  0 .0 0 0 ;
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end
Sta g e  T w o :  T his  s tage  uti l izes  the C C D 's  su g g e s te d  inputs tor inputs.
if Stage == 2
CCDVariables
CdadO = CCDVarl (count);
CdaeO = CCDVar2(count);
CdpO = CCDVar3(count);






Viw = CCDVarl O(count); 
rho = CCDVarl 1 (count); 
mae = CCDVarl2(count); 
ro = CCDVarl 3(count);
Vi = CCDVarl 4(count); 
gammal = CCDVarl 5(count); 
phi = CCDVarl 6(count); 
end
if Stage == 3
“ oStage Three: This  s tage  uses  the M o nte  C arlo  for inputs  
CdadO = -2.48*10A(-4) + randn*(.05/3); variab(5,count) = CdadO;
CdaeO = -4.41*I0A(-5) + randn* (.05/3); variab(6,count) = CdaeO;
CdpO = -3.29*10A(-4)+ (rand()-.5)*2*0.15; variab(7,count) = CdpO;
Cx = 1.3+ (rand()-.5)*2*0.13; variab(8,count) = Cxr; 
hv = 12000+ (rand()-.5)*2*2000; variab(9,count) = hv;
Isp = 205 + randn*(20.5/3); variab( 10,count) = Isp;
Sp = 205+ (rand()-.5)*2*6.14; variab( 11,count) = Sp;
Tio = 190 + randn* (13.3/3); variab( 12,count) = Tio;
Vw = 2.98 + (rand()-.5)*2*3; variab( 13,count) = Vw;
Viw = 19.9 + (rand() -,5)*2*12.0; variab( 14,count) = Viw; 
rho = .0156+ randn*(.00234/3); variab( 15,count) = rho; 
mae = 983 + randn*(2/3); variab( 16,count) = mae;
VGPR
Vi( 1,1) = 2*(Vlocity(count))/2; 
gam m al(l,l) = 2*(Gmma(count))/2; 
phi( 1,1) = 2*(PhI0(count))/2; 
r o (l,l)  = 2*(rdius(count))/2; 
end
° o —.......................  D erived  Inputs------------ -------------------------------
ainf = 2 2 8 .5 ;° o s q r t (G a m m a * R g * T io ) :  °oFreestream  a irspeed  
dV = (Viw - Vw)/hv; °o W in d  gradient from the su rface  to hv 
go = (GMp/reA2);° oPIanet surface a cce lera t ion  o f  gravitv  
H = Rg*Tio/go; ° o A tm o sp h e r ic  dens ity  s c a le  height
mdu = maxL + mLpO; “ oLander drv m ass  p lu s  u n usb le  propellant  ca lcu la ted  in ev en t  30  
Ts = ettaTs*Tx; °oC alcu la ted  thrust for starting the terminal d e sc e n t  e n g in e  
Tw = ettaTw*Tx; °oThrust leve l  during e n g in e  w a rm u p
° o  - .....................  S te p s ......................................   - .
v =0.2; 
v2 = 0.2; 
v3 =0.2; 
v4 = 0.2; 
v5 = 0.2; 
v6 = 0.05;
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C C D M o d e l s  
M O D D if fe r e n t ia l s  
EDL EVENTS
clear A B C 1)
d isp ( 'E ven ts  are process ing!' )
0 o°o°o°o°o°o°o°o°o°oE vent 0: a tm osp heric  Interface0 o°o °o °n °o °o °o °o °o °o °0°o °o °o °o °o °o °o °o °o °o °o °o
g lo b a l  E v en t  Vrel  V a  V i n f  D ra g  M v  Tr W p  v  v 2  v3  v 4  v5 v 6  fg  V w c  M a c h N u m  C d  C d 2  C d3
d m L p sa 0 o r e p l \2 ° o T h e se  va lues  c h a n g e  d e p e n d in g  on event
form at long
InputVarA
n =  2;
E v en t  =  0;
A ( l , l )  =  Vi;
B (  1 ,1) =  g a m m a l;
C ( l , l )  =  phi;
D (  1 ,1) = ro;
M v  =  m ae; % V e h ic le  m ass  
fg  =  G M p * M v / r o A2;°oGravity Force  
h e ig h t  = ro - re; °o H eig h t  array 
F in d V w c
V a  =  W p * r o  +  V w c ; 0 oatm ospheric  V e loc itv
V i n f  =  sqrt((V i - V a * c o s ( g a m m a I ) ) A2 +  ( V a * s in ( g a m m a I ) ) A2);  °oV  infinity air sp e e d  V ecto r  
M a c h N u m  =  V inf/a inf;
F indCd
D c d  =  Sa*C d;°oCdae():  °oE qu als  C d * S  can c h a n g e  with ea ch  event  
rho2 =  r h o * ex p (-h e ig h t /H );
D rag  =  0 .5 * r h o 2 * (D c d ) * V in f A2 ; ° o V e h ic le  Drag
a so s  =  sq rt( ( -D ra g * (V i  - V a * c o s ( g a m m a I ) ) /V in f ) A2 +  (D r a g * V a * s in ( g a m m a I ) /V in f ) A2 ) /M v ;° o T o ta l  S ensed  
acce lera tion  arrav population  
a so s 2  =  asos;
qest  =  ( M v * a so s ) / (C d * S a ) ;  °o ca lled  q c a lc  in the e x c e l  t i le  this is the c o n v e c t iv e  load  
da =  0 .0;  °o T h e  rate o f  cha ng e  o f  the se n s e d  acce lera tion  
qconv = 0.0;
d qconv =  k * s q r t (rh o 2 /m )* V in fA3;
y l = V i ;  °oR adius  
y 2 =  g a m m a l;  °oR ad ius  
y 3 = p h i ;  °oR adius  
y 4 = r o ;  °oR ad iu s
0 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° oW hile  L o o p 0 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0
w h ile  ( (qest  >  qd) || (d a  > =  0 .0 ) )  °oT his  loop  co n t in u e s  until  its t im e for parachutes to deploy
[ n , y l ,  y 2 ,  y 3 ,  y 4 ]  =  run g e_ k u tta 4 E D L (n ,  y l ,  y 2 ,  y 3 ,  y 4 ) ;  °o T h is  p r o c e s se s  the d er iv a t iv e  o f  v e lo c i tv .  radius.
ga m m a . Lam da
height  = y 4  - re;°oH eight arrav be ing  popula ted  
F in d V w c
V a =  W p * y 4 +  V w c ; 0 oatm ospheric  V e lo c i ty  array be in g  populated
V i n f  =  sq rt( (y l  - V a * c o s ( y 2 ) ) A2  + ( V a * s in ( y 2 ) ) A2 ) ; ° o V  infinity Air sp eed  V ector  array b e in g  popula ted
M a c h N u m  =  V inf/a inf;  0 o M a ch N u m  array b e in g  populated
F indC d °o C a l ls  the Entry C o n f ig C d T a b le  M file  to  g iv e  an accurate  va lue  for Cd
D c d  =  Sa * C d ;°o E q u a ls  C d * S  array population
rho2 =  r h o * ex p (-h e ig h t /H );
D ra g  =  0 .5 * r h o 2 * (D c d ) *  V in f A2 ;°o D r a g  array population
a so s  =  sq rt( ( -D ra g * (y  1 - V a * c o s ( y 2 ) ) / V i n f ) A2 +  ( D r a g * V a * s in ( y 2 ) /V in f ) A2 ) /M v ;°o T o ta l  S e n sed  
A cce lera t io n  array population
da =  (a so s  - a so s2 ) / (v ) ; ° o s e n se d  acce lera tion  rate o f  c h a n g e  population  
a so s 2  =  asos;
qest  =  (M v * a so s ) / (C d a e d * S a ) ;  ° o C o n v e c t iv e  load array population
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fg  =  G M p * M v / ( y 4 ) A2;°o G ra \  it> Force arrav pop ula tion  
dqconv! = dqconv;
dqconv =  k * s q r t (r h o * e x p ( - (y 4 -r e ) /H ) /m )* V in fA3; 
qconv = qconv + (dqconv)*
A ( n , l )  =  y l ;
B ( n , l )  =  y2;
C ( n , l )  =  y3;
D (n,l) = y4;
n =  n + l ; ° o T h i s  itterates n 
i f  n > 4 0 0 0
disp('The \ e h i c l e  did not touch d o w n . ’)
count  =  c o u n t  +  1
Tota lE  vents
end
end
to 2  =  n;°o n b eg in s  at 2 
E vent  =  10;
he ig h t  =  y 4  - re; °oH eight  arrav be ing  populated  
F in d V w c
V a  =  W p * y 4 +  V w c ;  “ oatm ospheric  V e lo c i tv  arrav b e in g  populated
V i n f  =  sqrt((y l  - V a * c o s ( y 2 ) ) A2  +  ( V a * s in ( y 2 ) ) A2); °« V  infinity air sp ee d  V ector  arrav b e in g  popula ted  
M a c h N u m  =  V inf /a in f;
F indCd
D c d  =  (C d * S a  +  C d 3 * S p );  %'Total Drag and area Event 10 w i l l  beg in  w ith rho2 r h o * e x p (-h e ig h t  H ):
D rag  =  D c d * 0 .5 * r h o 2 * V in f A2; “ oTotal D rag  Event 10 wil l  beg in  with
fg  =  G M p * M v / ( y 4 ) A2;
dqconv2 -  dqconv;
dqconv =  k * sq r t (r h o 2 /m )* V in fA3;
qconv = qconv + (dqconv)*v;
° 0° 0° 0° 0° 0° 0° 0° 0 ° 0° 0° 0° 0° 0° o° 0° oL oop0 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0
for  s =  0 .0 :v 2 : ( c h N t 2 - v 2 )  ° o a l lo w s  tp se c o n d s  for the parachute to deplov loop c o n t in u e s  until  its t im e  for 
the heat sh ie ld  to  release
[ n , y l ,  y2 ,  y 3 ,  y 4 ]  =  rung e_ ku tta 4 E D L (n ,  y l ,  y 2 ,  y 3 ,  y 4 ) ;  ° o l  h is  p ro c es se s  the d er iv a t iv e  o f  v e lo c i tv .  radius,  
g a m m a .  Lam da
fg  =  G M p * M v / ( y 4 ) A2; “ oGravitv Force arrav population  
height  =  y 4  - re; “ oHeight arrav be ing  populated  
F in d V w c
V a  =  W p * y 4 +  V w c ;  “ oatm ospheric  V e lo c itv  arrav b e in g  populated
V i n f  =  sq rt( (y l  -  V a * c o s ( y 2 ) ) A2 + ( V a * s in ( y 2 ) ) A2); °o V  infinity air sp ee d  V ecto r  arrav b e in g  popula ted  
M a c h N u m  =  V inf /a in f;
F in dC d “ oCalls the E n tr v v 3 o n f ig C d T a b le  M tile  to  g iv e  an accurate  v a lue  fo r C d  
D c d  =  (C d * S a  +  C d 3 * S p );  °oF.quals C d * S  arrav population  
rho2 =  r h o * e x p (-h e ig h t /H );
D ra g  =  0 .5 * r h o 2 * D c d *  V in f A2; “ oDrag arrav population
dqconv2 = dqconv,
dqconv =  k * sq rt (r h o 2 /m ) * V  in fA3 ;
qconv =  qconv +  (d  qconv)*\;
A (n ,  1) =  y  1;
B ( n , l )  =  y2;
C ( n , l )  =  y3;
D ( n , l )  =  y4;
n  =  n+1;  
i f  n > 4 0 0 0
d isp ( ’ l he v e h ic le  did not touch d o w n . ’) 







Mv = mad2; noV1ass Event 20 w il l  beg in  with  
fg = GMp*Mv/(y4)A2;
height =  y4 - re; % a llo w s  for the pass ing  o f  the g lo b a l  m ass variable  
FindVwc
Va = Wp*y4+ Vwc; “ oatm ospheric  V e loc itv  arrav b e in g  populated
Vinf = sqrt((yl - Va*cos(y2))A2 + (Va*sin(y2))A2); “ oVinfiniv  air sp eed  V ector  arrav b e in g  populated  
MachNum = Vinf/ainf;
FindCd
Dcd = (Cd2*Sa + Cd3*Sp); °o°oTotal  Drag  Event 20 will  beg in  with  
rho2 = rho*exp(-height/H);
Drag = Dcd*0.5*rho2*VinfA2; “ oTotal Drag  Event 20 will  beg in  with  
garel = atan2((yl *sin(y2)),(y 1 *cos(y2)-Wp*y4));
Vrel =  sqrt( (yl - Wp*y4*cos(y2) )A2 + (Wp*y4*sin(y2))A2); “ oRelat ive  velocitv  arrav population  
Rsl =  -(re +  height)*sin(garel) - sqrt(reA2 - ((re +  height)*cos(garel))A2); “ oSlant R a n g e  ca lcu la t ion  
initiation
Tcalc =  M v * ( g o  +  (VrelA2)/(2*(Rsl - R eo)) ) ;°oT hrust  V a lu e  required for gravitv Turn
Tcalc2 =  Tcalc; “ oRate o f  c h a n g e  o f  thrust required for gravitv turn arrav population
dTcalc = 0.0;
dqconv! = dqconv;
d qconv = k*sqrt(rho2/m)*VinfA3;
qconv = qconv + (dqconv)*\\
0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o°oEvent 2 0  - 30: Heat Sh ield  R e le a s e 0 o“ o° o° o° o° o° o° o“ <> 
w h ile  ((Tcalc < Ts) || (dTcalc <= 0.0)) °o aw aits  Thrust V a lu e  required for grav itv Turn 
[n,yl, y2, y3, y4] = runge_kutta4EDL(n, y l,  y2, y3, y4); “ oThis p r o c es se s  the d er iv a t iv e  o f  v e lo c i tv .  radius, 
gam m a.  Eam da
fg = GMp*Mv/(y4)A2; “ oGravitv f o r c e  arrav pop ula tion
height = y4 - re; “ oa l low s for the pa ss ing  o f  the g lo b a l  m ass  v ariable
FindVwc
Va = Wp*y4+ Vwc; “ oatm ospheric  V e lo c itv  arrav b e in g  populated
Vinf = sqrt((yl - Va*cos(y2))A2 + (Va*sin(y2))A2); “ oV infinitv air sp ee d  V ector  arrav b e in g  popula ted
MachNum = Vinf/ainf; “ oM a ch N um  arrav be ing  populated
FindCd “ ocalls  the H ea tS h ie ld O ffC d  f a b l e  M file to  g iv e  an accurate  v a lue  for Cd
Dcd = (Cd2*Sa + Cd3*Sp); “ oEquals C d * S  arrav population
rho2 = rho*exp(-height/H);
Drag = 0.5*rho2*Dcd* VinfA2; “oDrag arrav population  
garel = atan2((yl*sin(y2)),(yl*cos(y2)-W p*y4));
Vrel = sqrt((yl-Wp*y4*cos(y2))A2+(Wp*y4*sin(y2))A2); “ oRelative  velocitv  arrav pop ula tion
Rsl = -(re+height)*sin(garel)-sqrt(reA2-((re+height)*cos(garel))A2); “ oSlant R ange  arrav pop ula tion
Tcalc = Mv*(go +(VrelA2)/(2*(Rsl-Reo))); “ oThrust V a lu e  arrav population
dTcalc = (Tcalc-Tcalc2)/v3; “ oRate o f  c h a n g e  o f  thrust required for gravitv turn arrav population
Tcalc2 = Tcalc;
d<7 com>2 = dqconv,
dqconv = k*sqrt(rho2/m)*VinfA3;
qconv = qconv + (dqconv)*\\
A(n, 1) = y 1;
B (n,l) = y2;
C(n,l) = y3;
D (n,l) = y4;
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n = n+1; 
if n>4000
disp(’The \ehicle did not touch down.')





0 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° oE V en 130° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0° 0
Event = 30;
Tr = ettaTw*Tx; 
mLp = mLpO; 
dmLpsa = - Tr/(Isp*geo);
Mv = mad2 - mLpO + mLp; 
fg = GMp*Mv/(y4)A2; 
height = y4 - re;
FindVwc;
Va = Wp*y4+ Vwc;
Vinf = sqrt((yl - Va*cos(y2))A2 + (Va*sin(y2))A2);
MachNum = Vinf/ainf;
FindCd
Dcd = (Cd2*Sa+ Cd3*Sp); 
rho2 = rho*exp(-height/H);
Drag = Dcd*0.5*rho2*VinfA2: 
dqconv2 =  dqconv; 
dqconv = k*sqrt(rho2/m)*VinfA3; 
qconv = qconv + (dqconv)*v;
0o0o0o0o0o0o0o0o0o0o0o0o0o0o0o0o0o°oEvent 30 - 40: Engine Startup0o°o°o°o°o°«°o°«°o°«°o°o°«°o°o°o 
for s = 0.0:v4:(chNt-v4)
[n,yl, y2, y3, y4] = runge_kutta4EDL(n, y l ,  y2, y3, y4); ° 0This processes the derivative o f  velocitv. radius.
gamma. Lamda
mLp = mLp + v4*dmLpsa;
Mv = mad2 - mLpO + mLp; 
fg = GMp*Mv/(y4)A2; 
height = y4 - re;
FindVwc
Va = Wp*y4+ Vwc;
Vinf = sqrt((yl - Va*cos(y2))A2 + (Va*sin(y2))A2);
MachNum = Vinf/ainf;
FindCd
Dcd = (Cd2*Sa+ Cd3*Sp); 
rho2 = rho*exp(-height/H);
Drag = 0.5*rho2*Dcd* VinfA2; 
dqconv2 = dqconv, 
dqconv = k*sqrt(rho2/m)*VinfA3; 
qconv = qconv + (dqconv)*v,
A (n ,l) = y l;
B (n ,l) = y2;
C (n,l) = y3;
D (n,l) = y4; 
n = n+1; 
if n>4000
disp(’fhe vehicle did not touch down.')






0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o%0 o0 o0 o°o F sen t  40:  Lander B a ck sh e l )  S e p a ra t io n 0 o0 o0o0 o0 o0 o0 o0 o0 o%0 o0 o0 o0 o0 o0 o 
Event = 40;
Vrel = sqrt((yl - Wp*y4*cos(y2))''2 + (Wp*y4*sin(y2))/ 2): 
mLp = mLp + v5*dmLpsa;
Mv = mdu + mLp; 
fg = GMp*Mv/(y4)A2; 
height = y4 - re;
FindVwc
Va = Wp*y4+ Vwc;
Vinf = sqrt((yl - Va*cos(y2))A2 + (Va*sin(y2))A2); 
garel = atan2((y 1 *sin(y2)),(y 1 *cos(y2)-Wp*y4));
Rsl = -(re + height)*sin(garel) - sqrt(reA2 - ((re + height)*cos(garel))A2);




rho2 = rho*exp(-height/H); 
dqcomft. — dqconv, 
dqconv = k*sqrt(rho2/m)*VinfA3; 
qconv = qconv + (dqconv)* v;
0 o0 o0 o0 o0 o0 o0 o0 o0 o0 o°oEvent 4 0  - 50: P ropuls ive  C on stant  rate o f  D e s c e n t 0 o°o0 o0 o°o0 o°o0 o°o 
w h ile  ((height > hcd) || (Vrel > VrelC))
[n,yl, y2, y3, y4] = runge_kutta4EDL(n, y l ,  y2, y3, y4); “oThis p r o c e s se s  the d er iv a t iv e  o f  v e lo c i ty ,  radius,  
g a m m a .  Lam da
Vrel = sqrt((yl - Wp*y4*cos(y2))A2 + (Wp*y4*sin(y2))A2); 
mLp = mLp + v5*dmLpsa;
Mv = mdu + mLp; 
fg = GMp*Mv/(y4)A2; 
height = y4 - re;
garel = atan2((y 1 *sin(y2)),(y1 *cos(y2)-Wp*y4));
Rsl = -(re + height)*sin(garel) - sqrt(reA2 - ((re + height)*cos(garel))A2);
Tr = Mv*(go + VrelA2/(2*(Rsl-Reo))); 
dmLpsa= -Tr/(Isp*geo);
FindVwc
Va = Wp*y4+ Vwc;




qconv = qconv + (dqconv)*v:
A(n, 1) = y I;
B (n ,l) = y2;
C (n,l) = y3;
D (n,l) = y4; 
n = n+1; 
if n>4000
dispCThe v e h ic le  did not touch dow n .')  





> O0 0° 0° 0 °  0°  0°  0°  0 °  0° 0 °  0 °  0 °  0°  0° 0° 0° 0°
0 0 0  0 0 0 0 0 0 0 0 0 0  0
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Event = 50; 
height = y4 - re;
FindVwc
Va = Wp*y4+ Vwc;
Vinf = sqrt((yl - Va*cos(y2))A2 + (Va*sin(y2))A2); 
mLp = mLp + v6*dmLpsa;
Mv = mdu + m L p ; ° o M v ( u .5 ) : ° o m a \L  - n il - ml,p( 1. 6 ): 
fg = GMp*Mv/(y4)A2;
Vrel = sqrt((y 1 - W p*y4*cos(y2))A2 + (Wp*y4*sin(y2))/ 2);





qconv = qconv + (dqconv)* v6;
°o0 o0 o0 o0 o0 o0 oEvent 50  - 60: Propuls ive  constant rate o f  d e sc e n t0 »°o0 o“ o°o0 o°o0 o0 o°o0 o°o°o  
while(height > 0.0)
[n,yl, y2, y3, y4] = runge kutta4EDL(n, y l,  y2, y3, y4); “ o l h i s  processes the derivative o f velocitv. radius, 
gamma. Lamda 
height = y4 - re;
FindVwc;
Va = Wp*y4+ Vwc;
Vinf = sqrt((yl - Va*cos(y2))A2 + (Va*sin(y2))A2);
Vrel = sqrt((yl-W p*y4*cos(y2))A2 + (Wp*y4*sin(y2))A2);
Tr= -fg*Vrel/(yl*sin(y2)); 
mLp = mLp + v6*dmLpsa; 
dmLpsa= -Tr/(geo*Isp);




dqconv -  k*sqrt(rho2/m)*VinfA3;
qconv = qconv + (dqconv)* v6;
A (n,l) = y l;
B (n,l) = y2;
C(n,l) = y3;
D (n,l) = y4; 
n = n+1; 
if n>4000
disp(’fhe vehicle did not touch down.') 




n = n-1; 
to7 = n;
Vi7 = A (n-l,l);% vl: 
gammaI7 = B(n-l,l);°ov2: 
phi7 = C(n-l,l);°ov3: 
ro7 = D(n-l,l);°ov4;






global Vwc MachNum Cd Cd2 Cd3 
format long  
EC(1,1) = 0;
EC(1,2) = 0.0;
EC(1,8) = phi;0 oEntrv inertial longitnde 
for zz = 2:to6-l
EC(zz,l) = EC(zz-l,l)+l;°otim estep  
EC(zz,2)= EC(zz-l,2) + v;°otime 
end
for zz = to6:to7;
EC(zz,l) = E C (zz-l,l)+ l ;°otimestep
EC(zz,2)= EC(zz-l,2) + v6;
end
EC(:,3)=D; °»Radius 
EC(:,4)= D - re; °oheight 
EC(:,5)= B; “ogammalnertial 
EC(:,6)= C;°oLamdalnertial 
EC(:,7)= A; “olnertialVelocitv 
EC(1,8)= 0.0;°oLamdaPlanet 
for zz = 2:to6-l
EC(zz,8)= EC(zz-l,8) + Wp*v;°oLamdaPlanet 
end
for zz = to6:to7;
EC(zz,8)= EC(zz-l,8) + Wp*v6;°ol.amdaPlanet 
end
Stg5(count,3)= EC(to2,8);
EC(:,9)= EC(:,6) - EC(:,8);°oLamdaV 
for zz = 1 :to7 





EC(:, 11)= Wp*D+ EC(:,10); °oVa:
EC(:,12)= EC(:,1 l).*cos(B);°oiVI[Va]
EC(:,13)= EC(:,1 l).*sin(B);°ojVI[Va]
EC(:,14)= sqrt((A - EC(:,1 l).*cos(B)) A2 + (EC(:,1 l).*sin(B)).A2);°oVinf 
EC(:,15)= A - EC(:,1 l).*cos(B);°oiVl[V?]
EC(:,16)= -EC(:,1 l).*sin(B);°ojVI[V°]
EC(:,17)= A.*sin(B);°oir[V?]
EC(:,18)= A.*cos(B)- EC(:,1 l);°ojlamdal[V?]
EC(:,19)= atan2(A.*sin(B),A.*cos(B)-EC(:,l l));°ogammaV?
ECO,20)= (A - EC(:,1 l) ,’>cos(B))./EC(:,14);°oiVI[iV?J 
EC(:,21)= -EC(:,1 l).*sin(B)./EC(:,14);°ojVI[iV?]




EC(:,26)= -Wp*D.*sin(B)./(EC(:,22));° o j VI [ i V re 1J
EC(:,27)= atan2((A.*sin(B)), (A.*cos(B)-Wp*D));°oGamma relative arrav population “ogarel: 
EC(:,28)= -(re + (D-re).*sin(EC(:,27))-sqrt(reA2-(re+ (D-re).*cos( EC(:,27) A2))));°oR 
EC(:,29)= - (D-re)./sin( EC(:,27));°oRapprox 
for zz = 1 :to3-l 
EC(zz,31) = mae; %MV
EC(zz,30)= mLpO;
EC(zz,32)= GMp*EC(zz,31 )./D(zz, 1 )A2;° ofg:
EC(zz,4 8 )  =  0 .0 ;  VT hrust V a lu e  arra\ population: Tr:
EC(zz,51)= 0.0; 
end
for zz = to3 :to4-1;
EC(zz,31) = mad2;
EC(zz,30)= mLpO;
EC(zz,32)= GMp*EC(zz,31 )./D(zz, 1 )A2;° o fg :
EC(zz,48) = 0 .0 ;  "oThrust V a lu e  arra> population: Tr:
EC(zz,51)= 0.0; 
end
for zz = to4:to5-l;
EC(zz,30)= EC(zz-l,30) + v*EC(zz-l,51);°o “oLamdaPlanet 
EC(zz,31) = mdu + EC(zz,30);
EC(zz,32)= GMp*EC(zz,31 )./D(zz, 1 )A2;° ofg:
EC(zz,48) = ettaTw*Tx;
EC(zz,51) = -EC(zz,48)/(Isp*geo); 
end
for zz = to5:to6-l;
EC(zz,30)= EC(zz-l,30) + v*EC(zz-l,51);% °ol.amdaPlanet 
EC(zz,31) = mdu + EC(zz,30); %mad2 - mLpO 
EC(zz,32)= GMp*EC(zz,31 )./D(zz, 1 )A2;° o fg :
EC(zz,48) = EC(zz,31)*(go + ((EC(zz,22)A2V(2*(EC(zz,28)-Reo))));
EC(zz,51) = -EC(zz,48)/(Isp*geo);
end
for zz = to6:to7;
EC(zz,30)= EC(zz-l,30) + v6*EC(zz-l,51);0oL.amdaPlanet 
EC(zz,31) = mdu + EC(zz,30);
EC(zz,32)= GMp*EC(zz,31 )./D(zz, 1 )A2;° o fg :
EC(zz,48) = -EC(zz,32).*EC(zz,22)./(EC(zz,7).*sin(EC(zz,5))); 
EC(zz,51) = -EC(zz,48)/(Isp*geo);°odmTpsaT:°odmLP dtdml.p'I(:.I ):' 
end
EC(:,33)=-EC(:,32).*sin(B);°o(F V l) g  
EC(:,34)= E C (: ,3 2 ) .* c o s (B ) ; °  »(FLVI )g 
EC(:,35)= rho*exp(-(D-re)/H);° o densit>
EC(:,36)= EC(:,14)/ainf;° oMachNum I:"







for zz = to2:to3-l 
MachNum = EC(zz,36); 
FindCd
EC(zz,37)= Cd;°oCd: 











for z z  = to5:to7 
E C ( z z ,3 7 ) = 0 .0 ; ° o C d :
EC(zz,39)= 0.0; 0oCd2:





ECO,43)= ECO,38) + EC(;,40) + EC(:,42); 0o D c d T (I ):
EC(:,44)= 0.5*rho*exp(-(D-re)/H).*EC(:,14).A2;°oq 
EC(1,45)= EC( 1,44)*EC( 1,45); 
for zz = 2:to5-l
EC(zz,45) = (EC(zz,44))*EC(zz,43); ° 0Drau  
end
for zz = to5:to7;
EC(zz,45) = 0.0; 
end
EC(;,46)= -EC(:,45).*((A - EC(:,1 l).*cos(B))./EC(:,14));%(F VI)D 
EC(:,47)= -EC(:,45).*-EC(:, 11 ).*sin(B)./EC(:, 14);° o( FL VI )D 
EC(:,49)= -EC(:,48).*(A - Wp*D.*cos(B))./EC(:,22);°o(F| VI)T 
EC(:,50)= EC(:,48).*(-Wp*D.*sin(B))./EC(:,22);°o (FLVI)T




EC(:,54)= sqrt(EC(:,52).A2 + EC(:,53).A2); %Ftot
EC(:,55)= sqrt((EC(:,46)+EC(:,49)).A2+(EC(:,47)+EC(:,50)).A2)./EC(:,31); %Totai S e n s e d  A c c e ler a t io n  
arra\ p op u la t ion0 oasos:
EC(’:,56)= EC(:,55)./geo;°oEC( :.l ):°ona 
fo rzz=  l:to3-l
EC(zz,57)= k*sqrt(rho*exp(-(D(zz, 1 )-re)/'H )/m). *EC(zz, 14).A3;° odi/conv dt 
end
for zz = to3:to7 
EC(zz,57)= O.Ofodc/comdi 
end
EC(1,58) = 0.0; 











ECO,60)= EC(:,7).*cos(EC(:,5))./EC(:,3) - EC(:,53)./(EC(:,3 l).*EC(:,7));°odgammal dt 
EC(:,61)= A.*cos(B)./D;°odlamdal dt 
EC(:,62)= A.*sin(B);°odr dt 
DOEOutputData
clear Vwc MachNum Tr Drau Cd Cd2 Cd3 M\ dml.psa
FIND DRAG
format long  e
MHeatOn = [0.4 0.6 0.8 0.9 1.0 1.2 1.5 2.0 2.5 2.95 3.95 4.6 5.96 10.35];
CdHeatOn = [1.044 1.0951 1.1606 1.2139 1.3 1.4153 1.5414 1.5996 1.6084 1.6018 1.5783 1.5799 1.596
1.6070];
for yyyy = 1:4
z = 2;
w h ile  z < 14
i f  MachNum == MHeatOn(l)
Cd = CdHeatOn( 1);
break
e l s e i f  MachNum < MHeatOn(l)
Cd = CdHeatOn( 1);
break
e l s e i f  MachNum > MHeatOn(14)
Cd = CdHeatOn( 14);
break
e l s e i f  MachNum == MHeatOn(14)
Cd = CdHeatOn(14);
break
e l s e i f  (MachNum > MHeatOn(z-l)) 
z = z +1;
e lse  
z = z -1;





MHeatOff = [0.4 0.6 0.8 0.9 1.0 1.2];
CdHeatOff= [1.1701 1.2071 1.2592 1.2993 1.3828 1.4754];
“ oF.ither the M ach N u m b e r  is less  than or equal to  M ach( I ). equal to 
° o M a c h (6 ) .  or its interpolated,  
z = 2; 
w h ile  z < 6
i f  MachNum == MHeatOff(l)
Cd2 = CdHeatOff(l); 
break
e l s e i f  MachNum < MHeatOff(l)
Cd2 = CdHeatOff(l); 
break
e l s e i f  MachNum == MHeatOff(6)
Cd2 = CdHeatOff(6); 
break
e l s e i f  MachNum > MHeatOff(6)
Cd2 = 0 .0 ;°o 'D o e s  N ot  Predict Greater then M a ch  1.2 in T his  T a b le ! ’: 
break
e l s e i f  (MachNum > MHeatOff(z-l))
z = z + 1;
e lse
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z = z -1;





MParachute = [0.6 0.65 0.7 0.8 0.85 0.9 0.95 1.0 1.05 1.10 1.15 1.2 1.3 1.4 1.5 1.6 1.8 2.0 2.2 2.4 2.6]; 
CdParachute = [0.614 0.61 0.593 0.533 0.473 0.428 0.382 0.45 0.531 0.55 0.564 0.572 0.576 0.576 0.571 
0.559 0.536 0.504 0.464 0.421 0.378]; 
z = 2;
w hile z < 21
if MachNum =  MParachute] 1)
Cd3 = CdParachute] 1);
break
elseif MachNum < MParachute] 1)
Cd3 = CdParachute] 1);
break
elseif MachNum == MParachute(21)
Cd3 = CdParachute(21);
break
elseif MachNum > MParachute(21)
Cd3 = 0.0;°o’Does Not Predict Greater then Mach 2.6 in This fable!': 
break
elseif ]MachNum > MParachute(z-1)) 
z = z + 1; 
else 
z = z -1;
Cd3 = ((CdParachute(z) - CdParachute(z-l ))*(MachNum - MParachute]z-1 ))/(MParachute(z)- 






if (height > hv)
Vwc = Viw;
else
Vwc = Vw + height*dV; 
end
RUNGE KUTTA
function [n,yl, y2, y3, y4]= runge_kutta4EDL(n,yl, y2, y3, y4) 
format long e




PaTFw = 0.0; PeTFw = 0.0; PaTFd = 0.0; PeTFd = 0.0;
h = v; 
case 10
PaTFw = 0.0; PeTFw = 0.0; PaTFd = 0.0; PeTFd = 0.0;
h = v2; 
case 20




PaTFw = -Tr*(yl - Va*cos(y2))/Vinf; “oParallel Thrust Force during engine warmup 
PeTFw = Tr*Va*sin(y2)/Vinf; “oPerpendicular Thrust Force during engine warmup 
PaTFd = 0.0; PeTFd = 0.0; 
h = v4;
case 40
PaTFw = 0.0; PeTFw = 0.0;
PaTFd = -Tr*(yl - Wp*y4*cos(y2))/Vrel;
PeTFd = Tr*Wp*y4*sin(y2)/Vrel; 
h = v5;
case 50
PaTFw = 0.0; PeTFw = 0.0;
PaTFd = -Tr*(yl - Wp*y4*cos(y2))/Vrel;
PeTFd = Tr*Wp*y4*sin(y2)/Vrel; 
h = v6;
end
PaGF = -fg*sin(y2); “oParallel gravitc force
PaDF = -Drag*(yl -Va*cos(y2))/Vinf; °oParallel Drag force
PeGF = fg*cos(y2); “oPerpendicular Grav it\ Force
PeDF = Drag*Va*sin(y2)/Vinf; “oPerpendicular Drag Force
k 11 = (1 ./Mv)*(PaGF+ PaDF + PaTFw + PaTFd);
k 12 = (yl/y4)* cos(y2) - (l./(M v*yl))* (PeGF + PeDF + PeTFw + PeTFd);
kl 3 = (yl/y4)*cos(y2);
k l4  = yl *sin(y2);
y 11 = yl + 0.5*h*kl 1 ;°of
y 12 = y2 + 0.5*h*kl2 ; ° o f
y 14 = y4 + 0.5*h*kl4;
k21 = (l./Mv)*(PaGF+ PaDF + PaTFw + PaTFd);
k22 = (yl l/y l4 )*  cos(yl2)- (l./(M v*yl 1))* (PeGF + PeDF + PeTFw + PeTFd);
k23 = (yl l/yl4)*cos(yl2);
k24 = y 11 *sin(y 12);
y21 = y l + 0.5*h*k21 ; “of
y22 = y2 + 0.5*h*k22 ; “ o f
y24 = y4 + 0.5*h*k24; “of'
k31 = (l./Mv)*(PaGF+ PaDF + PaTFw + PaTFd);
k32 = (y21/y24)* cos(y22)- (l./(M v*y21))* (PeGF + PeDF + PeTFw + PeTFd);
k33 = (y21/y24)*cos(y22);
k34 = y 2 1 *sin(y22);
y 3 1 = y l + h*k31; “of
y32 = y2 + h*k32; “ o f
y34 = y4 + h*k34;
k41 = (l./Mv)*(PaGF+ PaDF + PaTFw + PaTFd);
k42 = (y31/y34)* cos(y32)- (l./(M v*y31))* (PeGF + PeDF + PeTFw + PeTFd); 
k43 = (y31/y34)*cos(y32); 
k44 = y31 *sin(y32);
y2 = y2 + (h/6.0)*(kl2 + 2.*k22 + 2.*k32 + k42); “of
y3 = y3 + (h/6.0)*(kl3 + 2,*k23 + 2.*k33 + k 4 3 ); “o f
y4 = y4 + (h/6.0)*(kl4 + 2.*k24 + 2.*k34 + k 4 4 ); “o f
yl = y l + (h/6.0)*(kl 1 + 2.*k21 + 2.*k31 + 1.85*k41); “of
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Appendix B: Output Statistics
TabJe A 1. Model and Simulation 1,000 Point Output Statistics
RgM D-t/0 Sim -//0
RgMD-
t20 Sim-/20
Mean 269.24 269.25 276.23 276.25
Standard Error 0.17 0.16 0.17 0.16
Median 269.23 269.20 276.22 276.20
Mode #N/A 268.80 #N/A 275.80
Standard
Deviation 5.37 5.05 5.38 5.05
Sample
Variance 28.88 25.46 28.94 25.46
Kurtosis 0.16 0.15 0.16 0.15
Skewness 0.08 0.11 0.08 0.11
Range 37.26 35.00 37.30 35.00
Minimum 250.47 251.60 257.44 258.60
Maximum 287.73 286.60 294.74 293.60




Mean 327.68 326.44 329.68 328.44
Standard
Error 0.32 0.33 0.32 0.33
Median 327.77 326.40 329.78 328.40
Mode #N/A 329.80 #N/A 331.80
Standard
Deviation 10.10 10.35 10.10 10.35
Sample
Variance 102.05 107.11 102.04 107.11
Kurtosis -0.20 -0.23 -0.20 -0.23
Skewness -0.07 -0.02 -0.07 -0.02
Range 61.73 62.60 61.73 62.60
Minimum 294.96 293.00 296.96 295.00
Maximum 356.68 355.60 358.68 357.60




Mean 379.32 377.85 386.18 385.52
Standard
Error 0.32 0.30 0.32 0.30
Median 379.55 377.85 386.29 385.50
Mode #N/A 379.45 #N/A 383.25
Standard
Deviation 10.09 9.51 10.14 9.50
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Sample
Variance 101.90 90.42 102.83 90.26
Table A 1. Model and Simulation 1,000 Point Output Statistics 
(Continued)
Kurtosis -0.17 -0.22 -0.19 -0.23
Skewness -0.15 -0.06 -0.11 -0.06
Range 61.08 56.80 61.42 56.25
Minimum 346.13 348.25 353.61 356.30
Maximum 407.21 405.05 415.02 412.55
Count 1000 1000 1000 1000





Mean 8.10 8.13 410590.36 410569.47
Standard
Error 0.01 0.01 204.74 204.12
Median 8.09 8.12 410408.76 410400.21
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 0.29 0.28 6474.42 6454.74
Sample
Variance 0.08 0.08 41918102.98 41663611.09
Kurtosis -0.03 -2.88E-03 -0.08 -0.05
Skewness 0.14 0.13 0.10 0.10
Range 1.72 1.66 38851.35 38414.73
Minimum 7.27 7.33 391661.74 391826.31
Maximum 8.99 8.99 430513.09 430241.04
Count 1000 1000 1000 1000
RgMD-gconv S im-qconv RgMD-/i/0 Sim-hlO
Mean 21434141.75 21443561.89 5361.59 5359.42
Standard
Error 9203.38 9807.45 18.40 18.35
Median 21440962.85 21444060.79 5355.61 5342.83
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 291036.51 310138.88 581.93 580.43
Sample
Variance 84702247650.27 96186123569.20 338647.68 336900.21
Kurtosis 0.08 0.03 -0.11 -0.12
Skewness 0.02 -0.05 -0.04 0.04
Range 1802672.72 1887025.06 3644.02 3617.82
Minimum 20570943.63 20467513.65 3485.07 3614.47
Maximum 22373616.35 22354538.71 7129.09 7232.29
Count 1000 1000 1000 1000
RgMD-A//0 Si m-MIO RgMD-^/O S \m -ql0
Mean 1.57 1.57 479.22 479.06
Standard Error 9.56E-04 9.59E-04 0.02 0.03
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Table A 1. Model and Simulation 1,000 Point Output Statistics (Continued)
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 0.03 0.03 0.76 0.80
Sample
Variance 9.13E-04 9.20E-04 0.57 0.65
Kurtosis -0.03 -0.02 -0.56 -0.54
Skewness -0.04 -0.05 3.81E-04 0.03
Range 0.18 0.18 4.79 4.01
Minimum 1.47 1.47 476.59 477.15
Maximum 1.65 1.65 481.38 481.16
Count 1000 1000 1000 1000
RgMD-yrellO Sim-yrellO RgMD-Fp./nax Sim-Fp. max
Mean -0.40 -0.40 72221.54 72130.35
Standard
Error 1.04E-04 1.05E-04 135.80 136.26
Median -0.40 -0.40 72536.39 72368.29
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 3.28E-03 3.33E-03 4294.33 4308.93
Sample
Variance 1.07E-05 1.1 IE-05 18441285.35 18566868.11
Kurtosis -0.42 -0.41 -0.94 -0.93
Skewness -0.07 -0.11 -0.09 -0.05
Range 0.02 0.02 17950.97 18365.31
Minimum -0.41 -0.41 63348.27 63250.56
Maximum -0.39 -0.39 81299.24 81615.87
Count 1000 1000 1000 1000
RgMD-nap.max Sim-nap. max RgMD-620 Sim-620
Mean 8.22 8.23 4607.82 4642.28
Standard
Error 0.01 0.01 17.99 17.96
Median 8.25 8.25 4602.58 4631.22
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 0.45 0.45 568.88 567.92
Sample
Variance 0.20 0.20 323628.27 322534.96
Kurtosis -0.94 -0.93 -0.11 -0.12
Skewness -0.09 -0.05 -0.03 0.04
Range 1.85 1.90 3595.30 3549.02
Minimum 7.30 7.31 2759.39 2932.14
Maximum 9.16 9.21 6354.69 6481.17
Count 1000 1000 1000 1000
RgMD-M20 Sim-A/20 RgMD-^20 Sim-<?20
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Table A 1. Model and Simulation 1,000 Point Out jut Statistics (Continued)
Mean 0.69 0.69 101.82 101.73
Standard
Error 7.51E-04 7.61E-04 0.11 0.11
Median 0.69 0.69 101.90 101.84
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 0.02 0.02 3.40 3.49
Sample
Variance 5.65E-04 5.79E-04 11.54 12.19
Kurtosis 3.06E-03 0.02 -0.15 -0.13
Skewness -0.07 -0.07 -0.07 -0.09
Range 0.15 0.15 20.81 21.44
Minimum 0.61 0.61 91.31 90.82
Maximum 0.76 0.76 112.12 112.26
Count 1000 1000 1000 1000
RgMD-yrel20 Sim-yrel20 RgMD-WO Sim-WO
Mean -0.51 -0.51 1487.35 1517.75
Standard
Error 3.05E-04 3.04E-04 4.03 2.75
Median -0.51 -0.51 1492.47 1515.40
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 0.01 0.01 127.37 86.97
Sample
Variance 9.32E-05 9.26E-05 16223.15 7564.17
Kurtosis -0.41 -0.47 0.13 0.10
Skewness 0.13 0.05 -0.15 0.13
Range 0.05 0.05 818.32 605.46
Minimum -0.54 -0.54 1040.96 1266.47
Maximum -0.49 -0.49 1859.29 1871.93
Count 1000 1000 1000 1000
RgMD-MiO Sim-A/50 RgMD-gJO Sim-^iO
Mean 0.25 0.26 19.95 22.04
Standard
Error 3.43E-04 2.39E-04 0.02 0.01
Median 0.25 0.26 19.86 22.03
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 0.01 0.01 0.78 0.39
Sample
Variance 1.18E-04 5.72E-05 0.61 0.15
Kurtosis 0.14 0.05 0.44 -0.67
Skewness 0.49 0.10 0.52 -0.04
Range 0.06 0.05 5.34 1.98
Minimum 0.23 0.24 18.03 20.86
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Table A 1. Model and Simulation 1,000 Point Out]3ut Statistics (Continued)
Maximum 0.29 0.29 23.37 22.84
Count 1000 1000 1000 1000
RgMD- Vrel30 Sim -Vrel30 RgMD-yrel30 Sim-yrel30
Mean 57.89 59.75 -1.38 -1.40
Standard
Error 0.09 0.06 2.40E-03 1.82E-03
Median 57.58 59.65 -1.39 -1.40
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 2.86 1.97 0.08 0.06
Sample
Variance 8.20 3.90 0.01 3.30E-03
Kurtosis 0.38 0.25 0.95 2.44
Skewness 0.61 0.28 0.76 0.98
Range 17.65 13.10 0.51 0.48
Minimum 51.07 54.37 -1.55 -1.53
Maximum 68.71 67.47 -1.04 -1.05
Count 1000 1000 1000 1000
RgMD-W0 St\m-h40 RgMD-A/40 Sim-A/40
Mean 1407.74 1405.31 0.23 0.24
Standard
Error 2.31 2.65 2.91E-04 2.35E-04
Median 1407.80 1403.30 0.23 0.24
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 73.11 83.93 0.01 0.01
Sample
Variance 5344.59 7044.99 8.49E-05 5.53E-05
Kurtosis 0.55 0.10 0.08 0.04
Skewness 0.06 0.14 0.38 0.10
Range 576.18 584.05 0.06 0.05
Minimum 1161.99 1163.65 0.21 0.22
Maximum 1738.17 1747.70 0.27 0.27
Count 1000 1000 1000 1000
RgMD-^40 Sim-q40 RgMD -Vrel40 Sim -Vrel40
Mean 18.90 18.94 54.16 54.94
Standard
Error 0.02 0.01 0.08 0.06
Median 18.88 18.93 53.94 54.85
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 0.54 0.35 2.45 1.91
Sample
Variance 0.29 0.12 6.02 3.64
Kurtosis -0.10 -0.89 0.29 0.18
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Table A 1. Model and Simulation 1,000 Point Output Statistics (Continued)
Skewness 0.30 -4.59E-04 0.53 0.24
Range 3.39 1.68 14.77 12.75
Minimum 17.61 17.99 48.31 49.72
Maximum 21.01 19.67 63.08 62.47
Count 1000 1000 1000 1000
RgMD-yrel40 Sim-yTel40 RgMD-/i50 Sim-/»50
Mean -1.40 -1.40 16.17 16.17
Standard
Error 2.22E-03 1.69E-03 2.12E-03 3.91E-03
Median -1.41 -1.41 16.18 16.16
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 0.07 0.05 0.07 0.12
Sample
Variance 4.93E-03 2.87E-03 4.50E-03 0.02
Kurtosis 0.86 1.95 1.04 -1.20
Skewness 0.71 0.81 -0.20 0.08
Range 0.48 0.44 0.60 0.43
Minimum -1.57 -1.54 15.85 15.96
Maximum -1.09 -1.09 16.44 16.38
Count 1000 1000 1000 1000
RgMD- Vrel 50 Sim- VrelSO RgMD-yrel50 Sim-yrel50
Mean 2.18 2.18 -1.57 -1.57
Standard
Error 8.41E-04 1.93E-03 7.50E-07 2.97E-07
Median 2.18 2.18 -1.57 -1.57
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 0.03 0.06 2.37E-05 9.39E-06
Sample
Variance 7.07E-04 3.73E-03 5.62E-10 8.82E-11
Kurtosis 0.41 -1.19 1.82 -0.87
Skewness -0.14 0.04 -0.84 0.02
Range 0.17 0.23 1.78E-04 5.39E-05
Minimum 2.09 2.06 -1.57 -1.57
Maximum 2.27 2.29 -1.57 -1.57
Count 1000 1000 1000 1000
RgMD-7wox Sim-7/wax RgMD -Vrel60 Sim- Vrel60
Mean 4048.32 4168.13 2.04 2.05
Standard
Error 3.92 0.71 9.28E-04 2.02E-03
Median 4025.06 4163.23 2.04 2.04
Mode #N/A #N/A #N/A #N/A
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Table A 1. Model and Simulation 1,000 Point Output Statistics (Continued)
Standard
Deviation 123.98 22.58 0.03 0.06
Sample
Variance 15371.52 509.88 8.62E-04 4.09E-03
Kurtosis 2.63 14.92 0.52 -1.19
Skewness 1.21 2.69 -0.14 0.03
Range 989.89 255.49 0.19 0.25
Minimum 3784.44 4133.39 1.95 1.92
Maximum 4774.34 4388.88 2.14 2.17
Count 1000 1000 1000 1000
RgMD-yrel60 Sim-yrel61 RgMD-XV60 Sim-XV60
Mean -1.57 -1.57 0.35 0.35
Standard
Error 3.36E-08 6.80E-08 2.30E-04 2.17E-04
Median -1.57 -1.57 0.35 0.35
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 1.06E-06 2.15E-06 0.01 0.01
Sample
Variance 1.13E-12 4.62E-12 5.27E-05 4.73E-05
Kurtosis 0.59 -1.19 0.15 0.15
Skewness 0.19 0.03 0.04 0.07
Range 7.12E-06 8.24E-06 0.05 0.05
Minimum -1.57 -1.57 0.32 0.32
Maximum -1.57 -1.57 0.37 0.37
Count 1000 1000 1000 1000
RgM D-mLpused Sim-mLpused RgMD-mLpused
Sim-
%mLpused
Mean 109.06 108.95 95.08 94.99
Standard
Error 0.14 0.14 0.12 0.12
Median 108.92 108.91 94.95 94.95
Mode #N/A #N/A #N/A #N/A
Standard
Deviation 4.30 4.51 3.75 3.93
Sample
Variance 18.46 20.31 14.03 15.44
Kurtosis 0.05 -0.21 0.05 -0.21
Skewness 0.03 0.07 0.03 0.07
Range 30.28 29.06 26.40 25.33
Minimum 92.98 95.86 81.06 83.57
Maximum 123.26 124.92 107.46 108.91
Count 1000 1000 1000 1000
Table A 1. Model and Simulation 1,000 Point Output Statistics
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Simulation 10,000 Point Output Statistics
Simulation tlO t20 t30 t40 t50 160 Vrel50
Mean 269.43 276.43 325.45 327.45 376.97 384.65 2.18
Standard
Error 0.05 0.05 0.11 0.11 0.10 0.10 0.00
Median 269.20 276.20 325.40 327.40 376.85 384.60 2.18
Mode 269.60 276.60 325.00 327.00 379.65 386.20 #N/A
Standard
Deviation 4.99 4.99 10.67 10.67 9.81 9.80 0.06
Sample
Variance 24.86 24.86 113.92 113.92 96.18 96.12 0.00
Kurtosis 0.09 0.09 -0.02 -0.02 -0.01 -0.02 -1.19
Skewness 0.18 0.18 0.01 0.01 -0.02 -0.02 0.00
Range 38.60 38.60 78.60 78.60 68.80 68.10 0.23
Minimum 252.20 259.20 286.00 288.00 342.65 350.75 2.06
Maximum 290.80 297.80 364.60 366.60 411.45 418.85 2.30
Sum
2.69E+0
6 2.76E+06 3.25E+06 3.27E+06 3.77E+06 3.85E+06 21826.94
Count 10000.00 10000.00 10000.00 10000.00 10000.00 10000.00 10000.00
Confidence
Level(95.0%) 0.10 0.10 0.21 0.21 0.19 0.19 0.00
Simulation nae.max dqconv/dt.max qconv hlO M10 qlO %mLpused
Mean 8.14 4 .1 1E+05 2.14E+07 5287.48 1.56 477.58 103.81
Standard
Error 0.00 65.91 3204.55 6.01 0.00 0.01 0.04
Median 8.14 4 .1 1E+05 2.14E+07 5281.48 1.56 477.58 103.70
Mode #N/A #N/A #N/A #N/A #N/A #N/A #N/A
Standard
Deviation 0.28 6590.82 320454.80 601.47 0.03 0.86 4.30
Sample
Variance 0.08 4.34E+07 1.03E+11 361771.90 0.00 0.73 18.48
Kurtosis 0.23 0.15 0.14 -0.06 0.02 -0.52 0.08
Skewness 0.16 0.14 -0.04 0.04 -0.07 0.05 0.14
Range 2.47 5.23E+04 2.91E+06 4419.36 0.24 4.95 35.68
Minimum 6.98 3.86E+05 2.00E+07 3230.34 1.43 475.31 87.26
Maximum 9.45 4.39E+05 2.29E+07 7649.70 1.67 480.26 122.94
Sum 81440.42 4 .1 1E+09 2.14E+11 5.29E+07 1.56E+04 4.78E+06 1.04E+06
Count 10000.00 10000.00 10000.00 10000.00 10000.00 10000.00 10000.00
Confidence
Level(95.0%) 0.01 129.19 6281.56 11.79 0.00 0.02 0.08
Simulation yrellO Fp.max nap. max h20 M20 q20
Mean -0.40 71747.57 8.18 4572.50 0.68 100.78
Standard
Error 0.00 43.51 0.00 5.88 0.00 0.03
Median -0.40 71710.73 8.18 4567.40 0.68 100.82
Mode #N/A #N/A #N/A #N/A #N/A #N/A
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Simulation 10,000 Point Output Statistics(Continued)
Standard
Deviation
0.00 4350.73 0.45 588.36 0.02 3.50
Sample
Variance 0.00
1.89E+07 0.20 3.46E+05 0.00 12.24
Kurtosis -0.46 -1.02 -1.03 -0.06 -0.01 -0.16
Skewness -0.02 0.03 0.03 0.04 -0.05 -0.05
Range 0.02 19739.49 2.03 4317.89 0.19 26.17
Minimum -0.42 62010.77 7.18 2564.81 0.58 86.36
Maximum -0.39 81750.26 9.21 6882.70 0.77 112.52
Sum -4.04E+03 7.17E+08 8.18E+04 4.57E+07 6.83 E+03 1.01E+06
Count 10000.00 10000.00 10000.00 10000.00 10000.00 10000.00
Confidence
Level(95.0%) 0.00 85.28 0.01 11.53 0.00 0.07
Simulation yrel20 h30 M30 q30 VreBO yreBO
Mean -0.52 1523.53 0.26 22.06 59.90 -1.39
Standard
Error 0.00 0.88
0.00 0.00 0.02 0.00
Median -0.52 1522.95 0.26 22.05 59.81 -1.40
Mode #N/A #N/A #N/A #N/A #N/A #N/A
Standard
Deviation 0.01 87.64 0.01 0.40 2.04 0.06
Sample
Variance
0.00 7681.33 0.00 0.16 4.14 0.00
Kurtosis -0.45 -0.06 0.37 -0.38 0.91 3.75
Skewness 0.10 0.02 0.11 -0.02 0.34 1.24
Range 0.06 728.69 0.08 4.02 22.80 0.63
Minimum -0.54 1233.39 0.23 20.83 53.32 -1.53
Maximum -0.49 1962.08 0.31 24.85 76.12 -0.90
Sum -5155.42 1.52E+07 2588.95 2.21E+05 5.99E+05 -13903.50
Count 10000.00 10000.00 10000.00 10000.00 10000.00 10000.00
Confidence
Level(95.0%) 0.00 1.72 0.00 0.01 0.04 0.00
Simulation h40 M40 q40 Vrel40 yrel40 h50
Mean 1410.92 0.24 18.96 55.09 -1.40 16.17
Standard
Error 0.85 0.00 0.00 0.02 0.00 0.00
Median 1410.28 0.24 18.96 55.02 -1.41 16.17
Mode #N/A #N/A #N/A #N/A #N/A #N/A
Standard
Deviation 84.63
0.01 0.35 1.96 0.06 0.12
Sample
Variance 7162.93
0.00 0.12 3.82 0.00 0.02
Kurtosis -0.05 0.10 -0.83 0.45 3.12 -1.21
Skewness 0.04 0.06 0.00 0.24 1.06 0.04
Range 714.49 0.07 2.77 20.11 0.58 0.43
Minimum 1132.06 0.21 17.90 48.68 -1.54 15.96
Simulation 10,000 Point Output Statistics (Continuec )
Maximum 1846.55 0.28 20.67 68.79 -0.96 16.39
Sum 1.41E+07 2.38E+03 1.90E+05 5.51E+05 -1.40E+04 1.62E+05
Count 10000.00 10000.00 10000.00 10000.00 10000.00 10000.00
Confidence
Level(95.0%) 1.66
0.00 0.01 0.04 0.00 0.00
Simulation yrel50 Tmax Vrel60 yrel60 phiV60 mLpused
Mean -1.57 3225.99 2.05 -1.57 0.35 84.81
Standard
Error
0.00 0.20 0.00 0.00 0.00 0.04
Median -1.57 3221.52 2.05 -1.57 0.35 84.72
Mode #N/A #N/A #N/A #N/A #N/A #N/A
Standard
Deviation
0.00 20.06 0.06 0.00 0.01 3.51
Sample
Variance 0.00 402.57
0.00 0.00 0.00 12.34
Kurtosis -0.77 26.27 -1.19 -1.19 0.03 0.08
Skewness 0.05 3.48 0.00 0.00 0.15 0.14
Range 0.00 349.15 0.25 0.00 0.05 29.15
Minimum -1.57 3196.95 1.92 -1.57 0.32 71.29
Maximum -1.57 3546.10 2.17 -1.57 0.37 100.44
Sum -15711.50 3.23E+07 20492.62 -15707.30 3462.37 848097.30
Count 10000.00 10000.00 10000.00 10000.00 10000.00 10000.00
Confidence
Level(95.0%) 0.00 0.39 0.00 0.00
0.00 0.07
Table A 2. Simulation 10,000 Point Output Statistics
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Model 10,000 Point Output Statistics
Model tio t20 t30 t40 t50 t60
Mean 269.25 276.25 327.07 329.07 378.73 385.59
Standard
Error 0.05 0.05 0.10 0.10 0.10 0.10
Median 269.13 276.13 327.07 329.07 378.91 385.67
Mode #N/A #N/A #N/A #N/A #N/A #N/A
Standard
Deviation 5.30 5.31 10.45 10.45 10.42 10.47
Sample
Variance 28.13 28.19 109.11 109.10 108.64 109.71
Kurtosis 0.06 0.06 -0.03 -0.03 0.01 -0.01
Skewness 0.15 0.15 -0.02 -0.02 -0.11 -0.06
Range 40.06 40.10 74.77 74.77 73.91 74.10
Minimum 250.96 257.94 289.51 291.51 339.83 347.18








Count 10000.00 10000.00 10000.00 10000.00 10000.00 10000
Confidence
Level
(95.0%) 0.10 0.10 0.20 0.20 0.20 0.21
Model nae.max dqconv/dt.max qconv hlO M10 qlO
Mean 8.11 4 .1 1E+05 2.14E+07 5324.30 1.57 479.24
Standard
Error 0.00
65.84 2955.92 6.06 0.00 0.01
Median 8.10 4 .1 1E+05 2.14E+07 5325.89 1.57 479.25
Mode #N/A #N/A #N/A #N/A #N/A #N/A
Standard
Deviation
0.29 6584.49 295591.68 606.47 0.03 0.76
Sample
Variance
0.09 4.34E+07 8.74E+10 3.68E+05 0.00 0.58
Kurtosis 0.19 0.13 0.15 -0.07 0.00 -0.64
Skewness 0.14 0.12 0.07 -0.04 -0.04 -0.10
Range 2.53 5.17E+04 2.69E+06 4461.54 0.24 4.77
Minimum 6.92 3.87E+05 2.02E+07 3102.71 1.43 476.67
Maximum 9.45 4.39E+05 2.29E+07 7564.25 1.68 481.44
Sum 81081.60 4 .1 1E+09 2.14E+11 5.32E+07 1.57E+04
4.79E+0
6
Count 10000.00 10000.00 10000.00 10000.00 10000.00 10000.
Confidence
Level(95%)
0.01 129.07 5794.19 11.89 0.00 0.01
Model yrellO Fp.max nap.max h20 M20 q20
Mean -0.40 71981.78 8.20 4571.02 0.69 101.75
Standard
Error
0.00 43.59 0.00 5.93 0.00 0.03
Median -0.40 71970.94 8.20 4572.99 0.69 101.75
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Model 10,000 Point Output Statistics(Continued)
Mode #N/A #N/A #N/A #N/AA #N/A
Standard
Deviation
0.00 4358.79 0.45 593.47 0.02 3.43
Sample
Variance 0.00
1.90E+07 0.20 352207.88 0.00 11.78
Kurtosis -0.45 -1.03 -1.03 -0.07 0.00 -0.15
Skewness 0.03 0.00 0.00 -0.03 -0.03 -0.01
Range 0.02 19658.20 2.02 4385.07 0.19 25.85
Minimum -0.41 62039.58 7.17 2396.36 0.58 87.91
Maximum -0.39 81697.77 9.20 6781.43 0.78 113.76
Sum 4034.93 7.20E+08
8.20E+0










0.00 85.44 0.01 11.63 0.00 0.07
Model yrel20 h30 M30 q30 Vre/30 yreBO
Mean -0.51 1480.95 0.26 20.01 58.07 -1.38
Standard
Error
0.00 1.32 0.00 0.01 0.03 0.00
Median -0.51 1482.27 0.25 19.93 57.76 -1.39
Mode #N/A #N/A #N/A #N/A #N/A #N/A
Standard
Deviation 0.01
132.47 0.01 0.81 2.95 0.08
Sample
Variance
0.00 17549.11 0.00 0.66 8.72 0.01
Kurtosis -0.39 0.17 0.36 0.99 0.54 1.08
Skewness 0.17 -0.09 0.50 0.69 0.61 0.82
Range 0.06 1020.98 0.09 6.55 23.39 0.60
Minimum -0.54 937.44 0.22 17.78 50.64 -1.56














0.00 2.60 0.00 0.02 0.06 0.00
Model h40 M40 q40 Vrel40 yrel40 h50
Vrel
50
Mean 1410.32 0.23 18.93 54.30 -1.40 16.17 2.18
Standard
Error
0.71 0.00 0.01 0.03 0.00 0.00 0.00
Median 1412.05 0.23 18.91 54.06 -1.41 16.17 2.18
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Model 10,000 Point Output Statistics(Continued)
Model #N/A #N/A #N/A #N/A #N/A #N/A #N/A
Standard
Deviation




0 0.00 0.31 6.38 0.01 0.00 0.00
Kurtosis 0.23 0.18 0.28 0.36 0.94 0.55 0.78
Skewness -0.11 0.37 0.42 0.50 0.76 -0.10 -0.12





























1.40 0.00 0.01 0.05 0.00 0.00 0.00
Model yrel50 Tmax Vrel60 yrel60 phiV60
mLpuse
d % mLpused
Mean -1.57 4055.83 2.04 -1.57 0.35 109.01 95.04
Standard
Error 0.00 1.28 0.00 0.00 0.00 0.04 0.04
Median -1.57 4030.02 2.05 -1.57 0.35 108.90 94.93
Mode #N/A #N/A #N/A #N/A #N/A #N/A #N/A
Standard
Deviation 0.00 128.39 0.03 0.00 0.01 4.22 3.68
Sample
Variance 0.00 16483.47 0.00 0.00 0.00 17.83 13.55
Kurtosis 1.52 2.19 0.77 0.88 0.02 0.32 0.32
Skewness -0.80 1.20 -0.13 0.23 0.12 0.14 0.14
Range 0.00 1004.23 0.25 0.00 0.05 40.57 35.37
Minimum -1.57 3775.26 1.93 -1.57 0.32 90.40 78.81
Maximu
















Count 10000 10000 10000 10000 10000 10000 10000
Confiden 
ce Level 
(95.0%) 0.00 2.52 0.00 0.00 0.00 0.08 0.07
Table A 3. Model 10,000 Point Output Statistics
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Appendix C: Dependency Figures
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Figure A 1. Sim O u tp u t D ependency on Isp
Sim  O utpu t D ependency  on p
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Figure A 3. Sim Output Dependency on p  Continued
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Figure A 5. Sim Output Dependency on Sp

























Figure A 6. Sim Output Dependency on Sp Continued
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Figure A 7. Sim Output Dependency on ro





















Figure A 8. Sim Output Dependency on ro Continued
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Figure A 9. Sim Output Dependency on Tio
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Figure A 10. Sim Output Dependency on Tio Continued
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Figure A l l .  Sim Output Dependency on Vw










































Figure A 13. Sim Output Dependency on p  Continued
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Figure A 14. Sim Output Dependency on Sp
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Appendix D: Output Sensitivity Tables/Figures
Table A4. Output Sensitivity Table
CdadO CdaeO CdpO Cx hv Isp mae Sp
dqconv
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 190.25 0
Fpmax
Model 0 0 0 55264.56 0 0 0 324.51
Sim 0 0 0 55231.93 -0.05 0 -22.64 328.32
yrellO
Model -0.02 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 0 0
yrel20
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 0 0
yrel30
Model 0 0.01 0.02 0 0 0 0 0
Sim 0 0 0 0 0 0 0 0
yrel40
Model 0.01 0.01 -0.02 0 0 0 0 0
Sim 0 0 0 0 0 0 0 0
yrel50
Model -0.01 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 0 0
hlO
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 -23.34 0
h20
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 -23.48 0.98
h30
Model 29.29 22.6 -63.86 -191.29 0 0.01 4.59 -7.08
Sim 0 0 0 0 0 0 2.6 -8.68
h40
Model 12.54 16.8 -87.25 -209.74 0.01 -0.18 4.1 -6.99
Sim 0 0 0 0 0 0 2.61 -8.36
h50
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Table A4. Output Sensitivity Table(Continued)
Model -0.16 0.05 -0.05 -0.22 0 0 0 0
Sim 0 0 0 0 0 0 -0.02 0.01
M10
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 0 0
M20
Model 0 0 0 55264.56 0 0 0 324.51
Sim 0 0 0 55231.93 -0.05 0 -22.64 328.32
M30
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 0 0
M40
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 0 0
mlpused
Model 0.98 0.92 -4.24 -5.93 0 -0.62 0.19 -0.23
Sim 0 0 0 0 0 -0.5 0.19 -0.31
naemax
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 0 0
napmax
Model 0 0 0 5.74 0 0 0 0.03
Sim 0 0 0 5.73 0 0 -0.01 0.03
%mLpused
Model 0.85 0.81 -2.61 -5.17 0 -0.26 0.17 -0.2
Sim 0 0 0 0 0 -0.44 0.17 -0.27
M 60
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 0 0
qlO
Model 0.43 -0.09 -1.04 -1.48 0 -0.07 0.01 -0.18
Sim 0 0 0 0 0 0 -0.49 -0.18
q20
Model 0 0 0 0 0 0 0 -0.59
Sim 0 0 0 0 0 0 -0.13 -0.61
q30
Model -0.01 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 -0.01 -0.1
q40
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Table A4. Output Sensitivity Table(Continued)
Model 0.01 0.13 -0.2 0.2 0 0 0 -0.11
Sim 0 0 0 0 0 0 -0.01 -0.09
qconv
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0.42 0 12112.36 -6.45
tio
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 0.13 0
t30
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 -0.26 0.26
t50
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 -0.15 0.1
t60
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 -0.12 0.09
Tmax
Model 10.86 20.7 15.05 213.38 -0.01 0.22 -2.09 -4.57
Sim 0 0 0 0 0 0.05 -1.36 -0.44
Vrel30
Model 0.11 0.45 -0.73 -0.77 0 0 0.01 -0.2
Sim 0 0 0 0 0 0 0.01 -0.18
Vrel40
Model 0.22 0.3 -0.41 0.01 0 0 0 -0.18
Sim 0 0 0 0 0 0 0.01 -0.17
VrelSO
Model 0 0 0 0 0 0 0 0
Sim 0 0 0 0 0 0 -0.01 0
Vrel60
Model -0.07 0.02 0.05 0 0 0 0 0
Sim 0 0 0 0 0 0 -0.01 0
Vw Viw P Tio ro Vi yi A
dqconv
Model 0 -175.74 1292449 -632.04 -2.75 0 4477251 0
Sim 0 -181.22 1265952 -667.81 -2.63 121.2 4238320 0
Fpmax
Model 0 0 0 -65.93 -0.09 0 -159846 0
Table A4. Output Sensitivity Table(Continued)
Sim 18.28 5.27 53840.62 -62.56 -0.12 -33.12 -187583 0
yrellO
Model 0 0 0.56 0 0 0 0.89 0.03
Sim 0 0 0.45 0 0 0 1.08 0
yrel20
Model 0 0 1.55 0 0 0 2.07 0
Sim 0 0 1.39 0 0 0 2.27 0
yrel30
Model 0.01 0 -66.57 -0.01 0 0 -5.75 -0.45
Sim 0.01 0 -52.69 -0.01 0 0 -4.16 0
yrel40
Model 0.01 0 -59.02 -0.01 0 0 -4.91 -0.36
Sim 0.01 0 -45.75 0 0 0 -3.55 0
yrel50
Model 0 0 0.02 0 0 0 0 0.02
Sim 0 0 0 0 0 0 -0.01 0
hlO
Model 0 0 439032.9 81.26 0.07 0 0 0
Sim 12.76 -8 444696.4 81.47 0.07 -2.5 106728.2 0
h20
Model 8.74 0 440455.8 78.59 0.07 0 100646.7 0
Sim 12.55 -7.8 446047.8 78.8 0.07 -2.62 102305.3 0
h30
Model 1.78 0.41 -76736.9 2.11 0.01 -2.27 8776.53 -717.07
Sim 4.24 0.11 -99528.6 -0.85 0 -0.91 1460.35 0
h40
Model 1.39 0.43 -72396.9 1.93 0.01 -1.83 9905.19 -919.34
Sim 4.19 0.12 -96266.6 -0.88 0 -0.9 1340.35 0
h50
Model -0.01 0 29.82 0 0 0 3.43 -4.74
Sim -0.04 -0.02 -9.69 -0.01 0 0 107.93 0
M10
Model 0 0 0 0 0 0 11.37 0
Sim 0 0 -3.32 0 0 0 11.45 0
M20
Model 0 0 0 -65.93 -0.09 0 -159846 0
Sim 18.28 5.27 53840.62 -62.56 -0.12 -33.12 -187583 0
M30
Model 0 0 0 0 0 0 0 -0.01
Sim 0 0 -9.3 0 0 0 0.2 0
M40
Model 0 0 -11.28 0 0 0 0.06 -0.01
Table A4. Output Sensitivity Table(Continued)
Sim 0 0 -9.03 0 0 0 0.18 0
mLpused
Model 0.09 0.03 -2383.54 0.06 0 -0.08 349.19 -60.56
Sim 0.32 0.05 -3327.85 -0.02 0 -0.06 -295.67 0
naemax
Model 0 0 62.21 -0.02 0 0 -212 0
Sim 0 0 62.43 -0.02 0 0 -200.14 0
napmax
Model 0 0 0 -0.01 0 0 -15.73 0
Sim 0 0 5.43 -0.01 0 0 -18.94 0
%mLpused
Model 0.08 0.03 -2078.07 0.06 0 -0.07 304.44 -52.69
Sim 0.28 0.05 -2901.35 -0.02 0 -0.05 -257.78 0
XV60
Model 0 0 -1.1 0 0 0 4.14 0.98
Sim 0 0 -1.11 0 0 0 3.84 1.01
qlO
Model -0.05 0.01 7.43 -0.02 0 -0.01 -90.9 44.84
Sim 0.32 -0.06 20.13 0.02 0 -0.3 -80.31 0
q20
Model 0 0 0 0.41 0 0 998.9 0
Sim 0.12 -0.04 -307.98 0.42 0 -0.05 1036 0
q30
Model 0 0 0 0 0 0 0 -2.86
Sim 0 0 162.22 0.02 0 0 30.47 0
q40
Model 0.02 0 -359.68 -0.04 0 -0.01 -6.53 -16.6
Sim 0 0 54.62 0.01 0 0 25.74 0
qconv
Model 0 9252.88
-6.9E+07 29802.68 144.27 0 2.22E+08 0
Sim 164.6 8880.57
-6.8E+07 31809.94 139.29 11685.04 2.05E+08 0
tio
Model 0 0 -1346.04 -0.23 0 0 3460.99 0
Sim -0.09 0.06 -1303.09 -0.18 0 0.06 3198.15 0
t30
Model 0 0 7662.57 0.94 0 0 4739.56 0
Sim 0.01 -0.05 8011.73 0.98 0 0.04 4585.8 0
tso
Model 0 0 6499.45 0.98 0 0 5071.54 0
Sim 0.13 -0.04 6175.31 0.96 0 0.01 4540.12 0
t60
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Table A4. Output Sensitivity Table(Continued)
Model 0 0 6522.19 0.99 0 0 5081.79 0
Sim 0.2 -0.01 6188.43 0.98 0 0 4383.95 0
Tmax
Model 18.06 3.4 -99290.3 -10.97 -0.01 2.48 -16712.5 3233.52
Sim 4.58 1.22 -24164.1 -1.77 0 0.47 -608.42 0
VreBO
Model 0.28 0.06 -3261.83 -0.17 0 -0.03 -17.48 -42.79
Sim 0.16 0.03 -2423.11 -0.05 0 0 25.63 0
Vrel40
Model 0.25 0.05 -2863.92 -0.12 0 -0.03 -5.4 -24
Sim 0.15 0.02 -2317.01 -0.04 0 0 24.41 0
Vrel50
Model 0 0 0 0 0 0 0 -0.34
Sim -0.02 -0.01 -3.79 0 0 0 54.43 0
Vrel60
Model 0 0 -3.11 0 0 0 -0.65 -3.33
Sim -0.02 -0.01 -4.02 0 0 0 57.15 0
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Figure A 18. dqconv/dro Versus Tio and ro
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Figure A 31. dtlO/dTio Versus ro
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Appendix E: Sensitivity Error between Regression Models and Simulation





t io 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t20 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t30 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52
t40 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
t50 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
t60 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19
nae.max 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
dqconv
/dt.max 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
qconv 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
hlO 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69
M10 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
qlO 0.40 0.40 0.40 0.40 0.40 0.39 0.38 0.38 0.37
yrellO 0.20 0.22 0.23 0.23 0.24 0.24 0.23 0.23 0.21
Fp.max 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32
nap.max 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14
h20 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
M20 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75
q20 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
yrel20 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39
h30 2.77 2.85 2.93 3.00 3.08 3.16 3.24 3.32 3.39
M30 1.93 1.94 1.96 1.98 1.99 2.01 2.03 2.05 2.06
q30 11.25 11.28 11.31 11.34 11.37 11.40 11.43 11.47 11.50
Vrel30 3.58 3.59 3.60 3.61 3.61 3.62 3.63 3.64 3.64
yrel30 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.04
h40 0.23 0.20 0.16 0.13 0.09 0.06 0.03 0.01 0.04
M40 2.21 2.24 2.27 2.29 2.32 2.35 2.38 2.40 2.43
q40 0.84 0.84 0.85 0.86 0.86 0.87 0.88 0.88 0.89
Vrel40 1.71 1.72 1.74 1.76 1.77 1.79 1.80 1.82 1.84
yrel40 0.01 0.01 0.03 0.04 0.06 0.08 0.10 0.11 0.13
h50 0.73 0.75 0.79 0.82 0.86 0.90 0.94 0.99 1.04
Vrel50 2.40 2.51 2.62 2.72 2.83 2.94 3.04 3.15 3.26
yrel50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 20.16 20.15 20.14 20.13 20.13 20.12 20.11 20.10 20.09
Vrel60 2.93 3.00 3.09 3.18 3.30 3.42 3.56 3.72 3.88
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Table A 5. Sensitivity % Error between Regression Models and Simulation (CdadO)
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27
mLpused 22.07 22.04 22.02 21.99 21.96 21.94 21.91 21.88 21.86
%mLpused 9.41 9.45 9.49 9.52 9.56 9.60 9.64 9.67 9.71
Table A 6 . Sensitivity % Error between Regression Models and Simulation {CdadO)





tio 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t20 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t30 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52
t40 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
t50 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
t60 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19
nae.max 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
dqconv
/dt.max 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
qconv 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
hlO 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69
M10 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
qlO 0.38 0.39 0.39 0.39 0.40 0.40 0.39 0.39 0.39
yrellO 0.21 0.22 0.22 0.23 0.24 0.24 0.25 0.26 0.26
Fp.max 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32
nap.max 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14
h20 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
M20 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75
q20 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
yrel20 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39
h30 2.64 2.75 2.86 2.97 3.08 3.19 3.30 3.41 3.53
M30 1.85 1.89 1.92 1.96 1.99 2.03 2.07 2.10 2.14
q30 10.97 11.07 11.17 11.27 11.37 11.48 11.58 11.68 11.78
Vrel30 3.39 3.44 3.50 3.56 3.61 3.67 3.73 3.78 3.84
yrel30 1.18 1.14 1.11 1.08 1.04 1.01 0.98 0.94 0.91
h40 0.43 0.34 0.26 0.18 0.09 0.01 0.07 0.16 0.24
M40 2.26 2.27 2.29 2.31 2.32 2.34 2.35 2.37 2.39
q40 0.66 0.71 0.76 0.81 0.86 0.91 0.96 1.01 1.06
Vrel40 1.61 1.65 1.69 1.73 1.77 1.81 1.85 1.89 1.93
yrel40 0.10 0.06 0.02 0.02 0.06 0.10 0.14 0.18 0.22
h50 0.96 0.93 0.90 0.88 0.86 0.84 0.83 0.82 0.81
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Table A 7. Sensitivity % Error between Regression Models and Simulation (CdaeO
Vrel50 2.98 2.94 2.91 2.87 2.83 2.79 2.75 2.72 2.68
yre!50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 20.24 20.21 20.18 20.16 20.13 20.10 20.07 20.04 20.01
Vrel60 3.62 3.52 3.43 3.36 3.30 3.25 3.22 3.20 3.20
yre!60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27
mlpused 22.15 22.10 22.06 22.01 21.96 21.92 21.87 21.83 21.78
%mLpused 9.30 9.37 9.43 9.50 9.56 9.63 9.69 9.76 9.82
Table A 7. Sensitivity % Error between Regression Models and Simulation (CdaeO)





tio 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t20 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t30 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52
t40 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
t50 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
t60 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19
nae.max 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
dqconv
/dt.max 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
qconv 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
hlO 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69
M10 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
qlO 0.36 0.37 0.38 0.39 0.40 0.40 0.40 0.41 0.41
yrellO 0.23 0.23 0.23 0.24 0.24 0.24 0.24 0.24 0.25
Fp.max 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32
nap.max 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14
h20 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
M20 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75
q20 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
yrel20 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39
h30 3.61 3.48 3.34 3.21 3.08 2.95 2.82 2.69 2.56
M30 2.12 2.09 2.06 2.03 1.99 1.96 1.93 1.90 1.87
q30 11.59 11.54 11.48 11.43 11.37 11.32 11.26 11.21 11.16
Vrel30 3.77 3.73 3.69 3.65 3.61 3.57 3.54 3.50 3.46
yrel30 1.20 1.16 1.12 1.08 1.04 1.00 0.97 0.93 0.89
h40 0.64 0.45 0.27 0.09 0.09 0.28 0.46 0.64 0.82
M40 2.26 2.28 2.29 2.31 2.32 2.34 2.35 2.36 2.38
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Table A 8. Sensitivity % Error between Regression Models and Simulation (CdpO)
q40 0.99 0.96 0.93 0.90 0.86 0.83 0.80 0.77 0.73
Vrel40 1.86 1.84 1.82 1.79 1.77 1.75 1.73 1.70 1.68
yre!40 0.21 0.18 0.14 0.10 0.06 0.02 0.01 0.05 0.09
h50 0.84 0.84 0.84 0.85 0.86 0.87 0.89 0.90 0.93
Vrel50 3.03 2.98 2.93 2.88 2.83 2.78 2.73 2.68 2.63
yre!50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 20.16 20.15 20.14 20.14 20.13 20.12 20.11 20.10 20.09
Vrel60 3.62 3.52 3.43 3.36 3.30 3.25 3.22 3.20 3.19
yre!60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27
mLpused 21.67 21.75 21.82 21.89 21.96 22.04 22.11 22.18 22.26
%mLpused 9.97 9.87 9.77 9.66 9.56 9.46 9.36 9.25 9.15
Table A 8. Sensitivity % Error between Regression Mode s and Simulation (CdpO)
Table A 9. Sensitivity % Error between Regression Models and Simulation (Cx)
Cx Max Nominal Cx Min
t io 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t20 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t30 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52
t40 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
t50 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
t60 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19
nae.max 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
dqconv/dt.max 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
qconv 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
hlO 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69
M10 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
qlO 0.37 0.38 0.39 0.39 0.40 0.40 0.40 0.40 0.40
yrellO 0.21 0.22 0.23 0.23 0.24 0.24 0.25 0.26 0.26
Fp.max 0.32 0.32 0.32 0.32 0.32 0.33 0.33 0.33 0.33
nap.max 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.13 0.13
h20 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
M20 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75
q20 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
yrel20 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39
h30 3.66 3.52 3.37 3.23 3.08 2.94 2.79 2.65 2.51
M30 2.04 2.03 2.02 2.01 1.99 1.98 1.97 1.96 1.95
q30 11.37 11.37 11.37 11.37 11.37 11.37 11.38 11.38 11.38
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Table A 9. Sensitivity % Error between Regression Models and Simu ation (Cx)
VreBO 3.67 3.66 3.64 3.63 3.61 3.60 3.58 3.57 3.55
yrel30 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.04
h40 0.55 0.39 0.23 0.07 0.09 0.25 0.41 0.57 0.73
M40 2.35 2.34 2.34 2.33 2.32 2.31 2.31 2.30 2.29
q40 0.82 0.83 0.84 0.85 0.86 0.87 0.89 0.90 0.91
Vrel40 1.77 1.77 1.77 1.77 1.77 1.77 1.77 1.77 1.77
yrel40 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
h50 0.83 0.83 0.84 0.85 0.86 0.87 0.89 0.92 0.94
Vrel50 2.83 2.83 2.83 2.83 2.83 2.83 2.83 2.83 2.83
yrel50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 20.31 20.26 20.22 20.17 20.13 20.08 20.03 19.99 19.94
Vrel60 3.32 3.31 3.30 3.30 3.30 3.30 3.31 3.32 3.33
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27
mLpused 21.78 21.83 21.87 21.92 21.96 22.01 22.06 22.10 22.15
%mLpused 9.82 9.75 9.69 9.62 9.56 9.50 9.43 9.37 9.30
Table A 9. Sensitivity % Error between Regression Models and Simulation (Or)
Table A 10. Sensitivity % Error between Re gression Models and Simulation (hv)
hv Max Nominal hv Min
tio 0.01 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t20 0.01 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t30 0.45 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52
t40 0.45 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
tso 0.43 0.49 0.49 0.49 0.49 0.49 0.49 0.54 0.54
t60 0.22 0.21 0.21 0.19 0.19 0.18 0.17 0.36 0.35
nae.max 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
dqconv/dt.max 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
qconv 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00
hlO 0.08 0.65 0.66 0.67 0.69 0.70 0.72 0.74 0.76
M10 0.12 0.50 0.48 0.46 0.45 0.43 0.42 0.40 0.40
qlO 0.21 0.53 0.49 0.44 0.40 0.35 0.31 0.27 0.24
yrellO 0.03 0.36 0.32 0.28 0.24 0.20 0.17 0.14 0.11
Fp.max 0.21 0.44 0.40 0.36 0.32 0.29 0.25 0.22 0.19
nap.max 0.01 0.26 0.22 0.18 0.14 0.10 0.06 0.03 0.00
h20 0.75 0.08 0.07 0.05 0.04 0.02 0.00 0.02 0.04
M20 0.38 0.78 0.77 0.76 0.75 0.74 0.72 0.71 0.70
q20 0.71 1.08 1.05 1.02 0.99 0.95 0.91 0.88 0.84
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Table A 10. Sensitivity % Error between RejP'ession Models and Simulation i hv)
yrel20 0.09 0.49 0.47 0.44 0.39 0.34 0.28 0.20 0.11
h30 2.71 2.67 2.81 2.95 3.08 3.21 3.34 3.46 3.58
M30 2.02 1.99 1.99 1.99 1.99 2.00 2.00 2.00 2.00
q30 11.45 11.40 11.39 11.38 11.37 11.36 11.35 11.34 11.34
Vrel30 3.54 3.53 3.56 3.58 3.61 3.65 3.68 3.72 3.77
yrel30 1.20 1.12 1.10 1.08 1.04 0.99 0.93 0.84 0.74
h40 0.57 0.59 0.42 0.26 0.09 0.06 0.22 0.37 0.52
M40 2.42 2.36 2.35 2.34 2.32 2.31 2.29 2.27 2.26
q40 0.95 0.90 0.89 0.87 0.86 0.85 0.84 0.83 0.82
Vrel40 1.68 1.68 1.71 1.74 1.77 1.81 1.85 1.89 1.94
yrel40 0.00 0.05 0.04 0.04 0.06 0.09 0.14 0.20 0.28
h50 0.50 0.58 0.65 0.74 0.86 1.00 1.17 1.26 1.01
Vrel50 2.51 1.51 1.85 2.29 2.83 3.47 4.20 4.57 3.62
yrel50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 19.95 19.98 20.03 20.08 20.13 20.17 20.21 20.25 20.29
Vrel60 2.93 1.69 2.14 2.70 3.30 4.01 4.80 5.08 4.13
yre!60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.25 0.26 0.26 0.27 0.27 0.27 0.28 0.26 0.27
mLpused 22.64 22.28 22.19 22.06 21.96 21.82 21.68 22.41 22.26
%mLpused 8.61 9.11 9.24 9.43 9.56 9.76 9.96 8.94 9.14
Table A 10. Sensitivity % Error between Regression Models and Simulation (hv)
Table A 11 Sensitivity % Error between Regression Models and Simulation (Isp)
lsp_Max Nominal lsp_Min
t io 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t20 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t30 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52
t40 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
t50 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
t60 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19
nae.max 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
dqconv
/dt.max 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
qconv 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
hlO 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69
M10 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
qlO 0.36 0.37 0.38 0.39 0.40 0.40 0.40 0.41 0.41
yrellO 0.19 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28
Fp.max 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32
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Table A l l .  Sensitivity % Error between Regression Models and Simulation (Isp)
nap.max 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14
h20 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
M20 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75
q20 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
yrel20 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39
h30 3.01 3.03 3.05 3.06 3.08 3.10 3.12 3.14 3.15
M30 1.96 1.97 1.98 1.99 1.99 2.00 2.01 2.02 2.02
q30 11.22 11.27 11.30 11.34 11.37 11.41 11.45 11.48 11.52
Vrel30 3.58 3.59 3.60 3.61 3.61 3.62 3.63 3.64 3.65
yrel30 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.04
h40 0.02 0.04 0.06 0.08 0.09 0.11 0.13 0.15 0.17
M40 2.36 2.35 2.34 2.33 2.32 2.31 2.30 2.30 2.29
q40 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89 0.90
Vrel40 1.75 1.76 1.76 1.77 1.77 1.78 1.78 1.79 1.79
yrel40 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
h50 0.88 0.87 0.86 0.86 0.86 0.86 0.87 0.88 0.90
Vrel50 2.81 2.82 2.82 2.83 2.83 2.83 2.84 2.84 2.84
yrel50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 20.19 20.17 20.16 20.14 20.13 20.11 20.10 20.08 20.07
Vrel60 3.47 3.39 3.34 3.31 3.30 3.30 3.31 3.34 3.39
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27
mLpused 22.32 22.14 22.05 21.99 21.96 21.97 21.99 22.02 22.06
%mlpused 9.06 9.31 9.45 9.53 9.56 9.56 9.53 9.48 9.43
Table A l l .  Sensitivity % Error between Regression Models and Simulation {Isp)
Table A 12. Sensitivity % Error between Regression Models and Simulation (Sp)
Sp_Max Nominal Sp_Min
tio 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t20 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t30 0.03 0.15 0.27 0.39 0.52 0.64 0.76 0.88 1.00
t40 0.03 0.15 0.27 0.39 0.51 0.63 0.76 0.88 1.00
t50 0.33 0.38 0.43 0.49 0.49 0.54 0.59 0.64 0.70
t60 0.04 0.13 0.21 0.30 0.19 0.27 0.35 0.43 0.50
nae.max 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
dqconv
/dt.max 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
qconv 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
hlO 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69
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Table A 12. Sensitivity % Error between Regression Models and Simulation (Sp)
M10 0.56 0.53 0.50 0.47 0.45 0.42 0.39 0.36 0.33
qlO 0.38 0.39 0.39 0.39 0.40 0.40 0.39 0.39 0.39
yrellO 0.23 0.23 0.23 0.24 0.24 0.24 0.24 0.25 0.25
Fp.max 0.31 0.31 0.31 0.32 0.32 0.33 0.34 0.35 0.36
nap.max 0.13 0.13 0.13 0.13 0.14 0.14 0.15 0.15 0.16
h20 0.16 0.13 0.10 0.07 0.04 0.00 0.03 0.07 0.10
M20 0.78 0.78 0.77 0.76 0.75 0.72 0.70 0.66 0.64
q20 0.97 1.00 1.01 1.01 0.99 0.95 0.89 0.82 0.78
yrel20 0.37 0.38 0.38 0.39 0.39 0.40 0.40 0.41 0.42
h30 2.45 2.60 2.74 2.89 3.08 3.20 3.35 3.51 3.67
M30 2.28 2.20 2.12 2.05 1.99 1.93 1.87 1.82 1.77
q30 12.66 12.31 11.98 11.67 11.37 11.08 10.80 10.54 10.29
Vrel30 3.99 3.89 3.79 3.69 3.61 3.52 3.45 3.38 3.31
yrel30 0.98 1.01 1.03 1.04 1.04 1.05 1.05 1.04 1.02
h40 0.75 0.60 0.45 0.29 0.09 0.02 0.18 0.35 0.52
M40 2.48 2.44 2.39 2.35 2.32 2.28 2.26 2.23 2.22
q40 1.41 1.26 1.11 0.98 0.86 0.75 0.65 0.55 0.47
Vrel40 1.96 1.91 1.85 1.81 1.77 1.73 1.70 1.67 1.65
yrel40 0.14 0.11 0.09 0.07 0.06 0.05 0.05 0.05 0.06
h50 0.89 0.27 0.36 0.99 0.86 0.45 0.14 0.73 1.36
Vrel50 2.76 0.46 1.79 4.00 2.83 1.35 0.74 2.79 4.94
yrelSO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 19.60 19.73 19.87 20.00 20.13 20.25 20.37 20.49 20.61
Vrel60 2.90 0.44 1.95 4.35 3.30 1.65 0.66 2.97 5.42
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.28 0.27 0.27 0.26 0.27 0.26 0.26 0.25 0.25
mLpused 22.20 22.36 22.47 22.63 21.96 22.07 22.18 22.28 22.38
%mLpused 9.23 9.00 8.85 8.63 9.56 9.41 9.27 9.12 8.98
Table A 12. Sensitivity % Error between Regression Models and Simulation (Sp)




tio 0.39 0.31 0.22 0.14 0.06 0.02 0.10 0.18 0.26
t20 0.38 0.30 0.22 0.14 0.06 0.02 0.10 0.17 0.25
t30 0.04 0.21 0.33 0.45 0.52 0.58 0.58 0.59 0.46
t40 0.04 0.21 0.33 0.45 0.51 0.58 0.58 0.58 0.46
t50 0.51 0.52 0.53 0.53 0.49 0.44 0.44 0.34 0.29
t60 0.31 0.34 0.32 0.37 0.19 0.10 0.21 0.03 0.10
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Table A 13. Sensitivity % Error between Regression Models and Simulation (Tio)
nae.max 0.62 0.50 0.43 0.42 0.45 0.54 0.68 0.88 1.14
dqconv
/dt.max 0.01 0.03 0.06 0.06 0.04 0.01 0.08 0.18 0.31
qconv 1.25 0.96 0.66 0.34 0.00 0.35 0.72 1.11 1.53
hlO 0.01 0.28 0.51 0.65 0.69 0.59 0.33 0.14 0.90
M10 0.67 0.60 0.54 0.48 0.45 0.42 0.41 0.41 0.42
qlO 0.37 0.38 0.39 0.39 0.40 0.39 0.37 0.34 0.30
yrellO 0.41 0.37 0.34 0.29 0.24 0.17 0.10 0.01 0.10
Fp.max 0.09 0.14 0.19 0.26 0.32 0.40 0.47 0.54 0.61
nap.max 0.06 0.02 0.03 0.08 0.14 0.20 0.26 0.32 0.38
h20 0.68 0.37 0.15 0.03 0.04 0.21 0.60 1.28 2.36
M20 1.05 0.90 0.82 0.77 0.75 0.75 0.77 0.85 0.93
q20 1.26 1.06 0.98 0.96 0.99 1.05 1.16 1.36 1.56
yrel20 0.53 0.51 0.49 0.45 0.39 0.33 0.25 0.17 0.08
h30 2.09 0.43 0.73 2.17 3.08 4.25 4.84 5.64 4.95
M30 3.72 3.58 3.23 2.73 1.99 1.08 0.11 1.47 3.07
q30 16.52 15.89 14.83 13.33 11.37 8.94 6.06 2.77 0.64
Vrel30 5.50 5.40 5.03 4.46 3.61 2.56 1.24 0.24 1.95
yrel30 1.23 1.19 0.76 0.02 1.04 2.29 3.73 5.10 6.60
h40 5.27 3.57 2.40 0.97 0.09 1.04 1.57 2.32 1.52
M40 3.16 3.15 2.99 2.75 2.32 1.77 0.98 0.04 1.17
q40 3.56 3.21 2.66 1.90 0.86 0.47 2.14 4.16 6.37
Vrel40 2.75 2.77 2.59 2.29 1.77 1.11 0.21 0.82 2.12
yrel40 2.18 2.11 1.70 1.02 0.06 1.06 2.35 3.57 4.89
h50 0.83 0.04 0.13 1.24 0.86 1.05 0.98 0.09 1.05
Vrel50 1.14 1.54 0.61 5.06 2.83 4.07 2.95 0.94 5.40
yrel50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 17.51 18.03 18.60 19.34 20.13 21.06 22.02 23.07 23.95
Vrel60 1.32 1.63 0.57 5.49 3.30 4.70 3.16 1.13 6.06
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.55 0.46 0.39 0.31 0.27 0.23 0.18 0.17 0.16
mLpused 24.09 23.60 23.09 22.91 21.96 21.42 21.90 21.28 21.22
%mLpused 6.58 7.27 7.98 8.23 9.56 10.33 9.65 10.53 10.60
Table A 13. Sensitivity % Error between Regression Models and Simulation (Tio)





tio 0.01 0.01 0.06 0.06 0.06 0.06 0.06 0.14 0.14
t20 0.01 0.01 0.06 0.06 0.06 0.06 0.06 0.13 0.13
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Table A 14. Sensitivity % Error between Regression Models and Simulation ( Vw)
t30 0.52 0.52 0.58 0.52 0.52 0.52 0.45 0.52 0.52
t40 0.51 0.51 0.57 0.51 0.51 0.51 0.45 0.51 0.51
t50 0.43 0.43 0.49 0.54 0.49 0.49 0.54 0.59 0.59
t60 0.14 0.19 0.23 0.35 0.19 0.23 0.35 0.37 0.41
nae.max 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
dqconv/dt.max 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
qconv 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01
hlO 0.16 0.15 0.70 0.70 0.69 0.68 0.67 1.23 1.22
M10 0.21 0.17 0.52 0.49 0.45 0.41 0.37 0.72 0.68
qlO 0.32 0.24 0.54 0.46 0.40 0.33 0.27 0.59 0.54
yrellO 0.14 0.05 0.40 0.32 0.24 0.16 0.09 0.46 0.39
Fp.max 0.30 0.24 0.45 0.39 0.32 0.26 0.20 0.41 0.34
nap.max 0.11 0.04 0.27 0.20 0.14 0.07 0.01 0.23 0.16
h20 0.07 0.22 0.28 0.12 0.04 0.19 0.35 0.15 0.01
M20 0.46 0.43 0.81 0.78 0.75 0.72 0.69 1.06 1.03
q20 0.80 0.74 1.09 1.04 0.99 0.93 0.88 1.22 1.17
yrel20 0.32 0.23 0.56 0.48 0.39 0.31 0.23 0.58 0.50
h30 3.39 3.56 3.54 2.91 3.08 3.25 2.62 2.60 2.77
M30 1.83 1.90 1.93 1.92 1.99 2.06 2.06 2.09 2.16
q30 10.96 11.07 11.14 11.26 11.37 11.48 11.61 11.68 11.79
Vrel30 3.00 3.16 3.31 3.41 3.61 3.83 3.96 4.16 4.41
yrel30 0.97 0.98 0.92 1.02 1.04 1.07 1.17 1.13 1.16
h40 0.31 0.47 0.43 0.25 0.09 0.06 0.62 0.66 0.50
M40 2.23 2.28 2.30 2.27 2.32 2.38 2.35 2.36 2.42
q40 0.62 0.69 0.72 0.79 0.86 0.94 1.01 1.04 1.11
Vrel40 1.26 1.40 1.53 1.59 1.77 1.96 2.07 2.26 2.49
yrel40 0.08 0.08 0.14 0.07 0.06 0.05 0.03 0.01 0.01
h50 0.54 0.27 0.03 1.01 0.86 0.11 0.79 0.45 1.18
Vrel50 2.07 0.97 0.14 4.01 2.83 0.10 3.47 2.24 4.74
yrel50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 20.85 20.71 20.54 20.28 20.13 19.96 19.67 19.47 19.28
Vrel60 2.35 1.01 0.03 4.33 3.30 0.26 3.76 2.40 5.23
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.28 0.28 0.27 0.26 0.27 0.26 0.25 0.25 0.24
mLpused 21.88 22.08 21.99 22.65 21.96 22.10 22.75 22.60 22.73
%mLpused 9.67 9.40 9.52 8.60 9.56 9.37 8.46 8.66 8.48
Table A 14. Sensitivity % Error between Regression Models and Simulation (Vw)
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tio 0.28 0.21 0.14 0.14 0.06 0.01 0.09 0.09 0.16
t20 0.28 0.21 0.13 0.13 0.06 0.01 0.08 0.08 0.16
t30 0.70 0.64 0.58 0.58 0.52 0.45 0.39 0.39 0.33
t40 0.70 0.63 0.57 0.57 0.51 0.45 0.39 0.39 0.33
t50 0.59 0.54 0.49 0.54 0.49 0.49 0.43 0.49 0.43
t60 0.39 0.30 0.19 0.30 0.19 0.28 0.19 0.28 0.18
nae.max 0.21 0.27 0.33 0.39 0.45 0.51 0.57 0.63 0.69
dqconv/dt.max 0.05 0.05 0.04 0.04 0.04 0.03 0.03 0.02 0.02
qconv 0.03 0.02 0.01 0.01 0.00 0.00 0.01 0.01 0.02
hlO 2.21 1.69 1.17 1.21 0.69 0.17 0.36 0.32 0.85
M10 0.43 0.34 0.25 0.54 0.45 0.35 0.25 0.54 0.44
qlO 0.40 0.31 0.22 0.49 0.40 0.30 0.19 0.47 0.36
yrellO 0.25 0.14 0.03 0.36 0.24 0.12 0.01 0.30 0.17
Fp.max 0.16 0.14 0.11 0.36 0.32 0.29 0.26 0.50 0.46
nap.max 0.00 0.04 0.07 0.18 0.14 0.10 0.05 0.30 0.26
h20 1.68 1.09 0.50 0.56 0.04 0.63 1.23 1.17 1.77
M20 1.44 1.17 0.90 1.02 0.75 0.47 0.19 0.32 0.03
q20 1.29 1.12 0.95 1.16 0.99 0.80 0.61 0.84 0.64
yrel20 0.49 0.35 0.21 0.51 0.39 0.29 0.19 0.52 0.44
h30 3.43 3.39 3.35 3.12 3.08 3.04 3.00 2.78 2.74
M30 1.79 1.85 1.91 1.93 1.99 2.06 2.12 2.15 2.21
q30 10.92 11.04 11.17 11.25 11.37 11.50 11.63 11.72 11.85
Vrel30 3.06 3.19 3.33 3.45 3.61 3.79 3.98 4.15 4.36
yrel30 0.99 1.02 1.06 1.01 1.04 1.07 1.11 1.06 1.10
h40 0.27 0.23 0.19 0.05 0.09 0.14 0.18 0.41 0.45
M40 2.15 2.20 2.26 2.27 2.32 2.38 2.43 2.45 2.50
q40 0.57 0.65 0.73 0.78 0.86 0.95 1.04 1.09 1.18
Vrel40 1.29 1.40 1.52 1.63 1.77 1.93 2.10 2.24 2.43
yrel40 0.15 0.12 0.08 0.10 0.06 0.02 0.01 0.01 0.03
h50 0.79 0.05 0.73 0.01 0.86 0.85 0.15 0.43 0.66
Vrel50 2.66 0.16 2.58 0.29 2.83 3.48 0.05 2.16 1.72
yrel50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 20.69 20.56 20.43 20.27 20.13 19.98 19.82 19.63 19.46
Vrel60 2.91 0.09 3.01 0.20 3.30 3.72 0.16 2.34 1.93
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV 60 0.37 0.35 0.33 0.29 0.27 0.23 0.21 0.17 0.15
mlpused 22.38 22.16 21.88 22.25 21.96 22.50 22.27 22.58 22.29
%mLpused 8.97 9.29 9.68 9.17 9.56 8.81 9.14 8.70 9.10
Table A 15. Sensitivity % Error between Regression Models and Simulation ( Viw)
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Table A 16. Sensitivity % Error between Regression Models and Simulation (p)
p_Max Nominal p_Min
tio 0.25 0.17 0.14 0.06 0.06 0.06 0.03 0.03 0.10
t20 0.24 0.17 0.14 0.07 0.06 0.06 0.03 0.03 0.10
t30 0.38 0.39 0.44 0.45 0.52 0.59 0.58 0.66 0.73
t40 0.38 0.38 0.44 0.45 0.51 0.58 0.58 0.65 0.73
t50 0.86 0.74 0.68 0.56 0.49 0.47 0.40 0.32 0.30
t60 0.63 0.51 0.49 0.35 0.19 0.26 0.16 0.13 0.02
nae.max 0.28 0.34 0.39 0.43 0.45 0.45 0.44 0.40 0.34
dqconv/dt.max 0.12 0.09 0.07 0.05 0.04 0.03 0.03 0.04 0.07
qconv 0.09 0.06 0.04 0.02 0.00 0.00 0.01 0.02 0.05
hlO 2.03 1.43 1.20 0.65 0.69 0.82 0.82 1.19 2.42
M10 1.05 0.82 0.79 0.45 0.45 0.36 0.10 0.13 0.07
qlO 0.57 0.45 0.50 0.29 0.40 0.44 0.30 0.22 0.42
yrellO 0.52 0.36 0.40 0.13 0.24 0.27 0.09 0.03 0.20
Fp.max 0.33 0.28 0.34 0.21 0.32 0.39 0.31 0.28 0.46
nap.max 0.17 0.10 0.17 0.03 0.14 0.20 0.11 0.07 0.26
h20 1.62 0.92 0,63 0.04 0.04 0.08 0.03 0.42 1.87
M20 1.64 1.35 1.25 0.84 0.75 0.58 0.24 0.10 0.13
q20 1.76 1.50 1.43 1.05 0.99 0.85 1 0.53 0.22 0.22
yrel20 0.70 0.53 0.56 0.30 0.39 0.42 0.25 0.14 0.36
h30 30.52 23.27 16.35 7.20 3.08 14.87 25.50 40.71 56.77
M30 3.28 3.35 3.20 2.76 1.99 0.93 0.22 1.77 3.37
q30 14.24 14.49 14.18 13.17 11.37 8.76 6.02 2.14 1.73
Vrel30 5.27 5.32 5.11 4.53 3.61 2.40 1.15 0.43 1.95
yrel30 1.81 1.56 1.07 0.12 1.04 2.29 3.37 4.11 3.78
h40 2.45 2.54 2.02 1.18 0.09 1.38 2.37 4.36 5.41
M40 3.02 3.10 3.05 2.80 2.32 1.61 0.78 0.38 1.72
q40 2.05 2.29 2.23 1.79 0.86 0.62 2.29 4.83 7.58
Vrel40 2.66 2.75 2.67 2.34 1.77 0.97 0.10 1.03 2.22
yrel40 2.55 2.35 1.92 1.09 0.06 1.05 2.01 2.68 2.42
h50 0.16 0.18 0.75 0.40 0.86 1.06 0.67 1.82 0.05
Vrel50 0.11 0.09 3.46 2.10 2.83 3.54 1.51 4.15 3.63
yrel50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 18.66 18.54 18.74 19.27 20.13 21.29 22.40 23.95 25.32
Vrel60 0.21 0.01 3.69 2.21 3.30 3.79 1.55 4.54 4.09
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.35 0.31 0.29 0.27 0.27 0.26 0.28 0.30 0.35
mLpused 22.88 22.97 23.07 22.74 21.96 21.96 21.43 20.77 19.45
%mLpused 8.28 8.15 8.01 8.48 9.56 9.57 10.31 11.24 13.09
Table A 16. Sensitivity % Error between Regression Models and Simulation (p)
283





tio 0.14 0.06 0.06 0.06 0.06 0.06 0.06 0.01 0.01
t20 0.13 0.06 0.06 0.06 0.06 0.06 0.06 0.01 0.01
t30 0.64 0.52 0.52 0.52 0.52 0.52 0.52 0.39 0.39
t40 0.63 0.51 0.51 0.51 0.51 0.51 0.51 0.39 0.39
t50 0.59 0.54 0.54 0.54 0.49 0.49 0.49 0.43 0.43
t60 0.37 0.30 0.32 0.36 0.19 0.23 0.27 0.18 0.22
nae.max 0.43 0.43 0.44 0.45 0.45 0.46 0.46 0.47 0.48
dqconv/dt.max 0.05 0.03 0.01 0.02 0.04 0.06 0.09 0.11 0.13
qconv 0.11 0.08 0.05 0.03 0.00 0.03 0.06 0.09 0.11
hlO 1.39 0.79 0.75 0.72 0.69 0.64 0.61 0.01 0.03
M10 0.76 0.39 0.41 0.43 0.45 0.47 0.49 0.12 0.14
qlO 0.51 0.20 0.27 0.34 0.40 0.48 0.54 0.24 0.31
yrellO 0.41 0.04 0.11 0.18 0.24 0.33 0.41 0.06 0.15
Fp.max 0.36 0.14 0.21 0.27 0.32 0.40 0.47 0.25 0.32
nap.max 0.37 0.10 0.11 0.13 0.14 0.15 0.17 0.11 0.09
h20 0.78 0.08 0.04 0.00 0.04 0.09 0.13 0.83 0.87
M20 1.07 0.69 0.71 0.73 0.75 0.77 0.80 0.41 0.43
q20 1.11 0.79 0.86 0.93 0.99 1.07 1.14 0.81 0.88
yrel20 0.53 0.19 0.26 0.34 0.39 0.48 0.56 0.21 0.28
h30 2.69 2.35 2.61 2.87 3.08 3.40 3.66 3.31 3.58
M30 1.87 1.88 1.92 1.96 1.99 2.04 2.09 2.09 2.13
q30 11.36 11.41 11.40 11.38 11.37 11.36 11.35 11.39 11.38
Vrel30 3.58 3.55 3.57 3.59 3.61 3.64 3.66 3.63 3.65
yrel30 0.90 1.05 1.05 1.05 1.04 1.04 1.04 1.18 1.18
h40 0.42 0.80 0.55 0.30 0.09 0.21 0.46 0.07 0.33
M40 2.32 2.29 2.30 2.31 2.32 2.34 2.35 2.32 2.33
q40 0.85 0.88 0.88 0.87 0.86 0.85 0.85 0.87 0.87
Vrel40 1.78 1.73 1.74 1.76 1.77 1.79 1.81 1.76 1.77
yrel40 0.18 0.05 0.06 0.06 0.06 0.06 0.07 0.06 0.06
h50 0.68 0.08 0.59 1.27 0.86 0.08 0.58 0.20 0.45
Vrel50 3.51 0.72 2.86 5.03 2.83 0.10 2.23 0.33 2.12
yrel50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 20.08 20.03 20.06 20.10 20.13 20.17 20.21 20.15 20.19
Vrel60 3.87 0.75 3.05 5.46 3.30 0.26 2.36 0.45 2.33
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.27 0.27 0.27 0.26 0.27 0.26 0.26 0.26 0.25
mLpused 22.57 22.58 22.63 22.73 21.96 22.05 22.15 22.11 22.21
%mLpused 8.72 8.69 8.63 8.49 9.56 9.44 9.31 9.35 9.22
Table A 17. Sensitivity % Error between Regression Models and Simulation (mae)
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Table A 18. Sensitivity % Error between Re session  Models and Simulation (ro)
ro Max Nominal ro Min
t io 0.24 0.23 0.09 0.04 0.06 0.15 0.15 0.20 0.16
t20 0.24 0.23 0.09 0.04 0.06 0.15 0.15 0.21 0.16
t30 0.61 0.54 0.55 0.52 0.52 0.54 0.52 0.66 0.69
t40 0.61 0.54 0.54 0.52 0.51 0.53 0.52 0.65 0.69
t50 0.43 0.54 0.61 0.57 0.49 0.40 0.14 0.13 0.41
t60 0.59 0.63 0.43 0.42 0.19 0.19 0.01 0.18 0.16
nae.max 0.56 0.65 0.66 0.59 0.45 0.26 0.02 0.25 0.56
dqconv/dt.max 0.11 0.03 0.01 0.01 0.04 0.11 0.22 0.36 0.52
qconv 0.20 0.16 0.11 0.05 0.00 0.05 0.09 0.11 0.10
hlO 0.60 0.28 0.76 0.51 0.69 0.82 0.37 0.54 0.20
M10 0.44 0.19 0.52 0.33 0.45 0.53 0.22 0.35 0.15
qlO 0.51 0.24 0.50 0.29 0.40 0.49 0.22 0.40 0.28
yrellO 0.28 0.04 0.30 0.09 0.24 0.37 0.07 0.27 0.12
Fp.max 0.45 0.23 0.39 0.24 0.32 0.42 0.25 0.43 0.39
nap.max 0.29 0.06 0.22 0.06 0.14 0.22 0.03 0.21 0.16
h20 0.03 0.40 0.12 0.21 0.04 0.09 0.47 0.29 0.71
M20 0.52 0.32 0.73 0.57 0.75 0.85 0.56 0.68 0.45
q20 0.72 0.52 0.92 0.77 0.99 1.10 0.88 1.06 0.89
yrel20 0.45 0.14 0.47 0.26 0.39 0.51 0.22 0.40 0.23
h30 0.20 0.67 1.22 2.48 3.08 3.78 4.62 5.86 6.14
M30 2.69 2.54 2.33 2.21 1.99 1.78 1.60 1.42 1.16
q30 15.05 14.02 13.04 12.18 11.37 10.65 10.04 9.43 8.96
Vrel30 4.24 4.10 3.91 3.81 3.61 3.43 3.26 3.12 2.89
yrel30 0.34 0.59 0.74 0.91 1.04 1.14 1.30 1.25 1.38
h40 3.28 2.43 1.91 0.66 0.09 0.57 1.39 2.63 2.85
M40 2.56 2.53 2.43 2.42 2.32 2.22 2.15 2.08 1.92
q40 2.94 2.37 1.80 1.33 0.86 0.44 0.11 0.25 0.51
Vrel40 2.14 2.06 1.94 1.90 1.77 1.65 1.55 1.47 1.30
yrel40 0.75 0.52 0.36 0.20 0.06 0.05 0.20 0.19 0.33
h50 0.98 1.34 0.94 1.17 0.86 0.36 0.29 0.89 0.17
Vrel50 2.06 6.16 2.41 4.81 2.83 1.35 1.39 4.21 0.42
yrelSO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 18.30 18.78 19.20 19.71 20.13 20.55 20.98 21.46 21.80
Vrel60 2.34 6.78 2.84 5.20 3.30 1.36 1.66 4.80 0.49
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.04 0.02 0.11 0.18 0.27 0.33 0.38 0.40 0.38
mLpused 23.31 23.66 22.72 22.82 21.96 22.04 21.46 20.62 20.90
%mLpused 7.67 7.17 8.50 8.37 9.56 9.45 10.27 11.45 11.06
Table A 18. Sensitivity % Error between Regression Models and Simulation (ro)
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Table A 19. Sensitivity % Error between Re gression Models and Simulation ( Vi)
Vi Max Nominal Vi Min
t io 0.14 0.06 0.06 0.06 0.06 0.06 0.06 0.01 0.01
t20 0.13 0.06 0.06 0.06 0.06 0.06 0.06 0.01 0.01
t30 0.45 0.45 0.45 0.45 0.52 0.52 0.58 0.52 0.58
t40 0.45 0.45 0.45 0.45 0.51 0.51 0.57 0.51 0.57
tso 0.49 0.38 0.43 0.49 0.49 0.54 0.54 0.54 0.54
t60 0.26 0.06 0.13 0.19 0.19 0.24 0.24 0.31 0.30
nae.max 0.37 0.39 0.41 0.43 0.45 0.47 0.49 0.51 0.53
dqconv/dt.max 0.08 0.05 0.02 0.01 0.04 0.07 0.10 0.13 0.16
qconv 0.22 0.16 0.11 0.06 0.00 0.05 0.11 0.16 0.22
hlO 0.74 0.31 0.43 0.56 0.69 0.82 0.95 0.52 0.66
M10 0.54 0.23 0.30 0.37 0.45 0.52 0.60 0.28 0.36
qlO 0.53 0.22 0.28 0.34 0.40 0.45 0.51 0.19 0.25
yrellO 0.39 0.02 0.09 0.17 0.24 0.31 0.39 0.02 0.10
Fp.max 0.46 0.22 0.25 0.29 0.32 0.36 0.40 0.16 0.20
nap.max 0.27 0.02 0.06 0.10 0.14 0.18 0.22 0.03 0.01
h20 0.03 0.48 0.33 0.18 0.04 0.12 0.27 0.24 0.08
M20 0.81 0.49 0.57 0.66 0.75 0.84 0.93 0.61 0.70
q20 1.06 0.74 0.82 0.91 0.99 1.07 1.15 0.84 0.93
yrel20 0.52 0.17 0.25 0.32 0.39 0.47 0.55 0.20 0.28
h30 3.48 3.92 3.37 2.82 3.08 2.51 2.75 2.37 2.60
M30 2.10 2.14 2.07 1.99 1.99 1.92 1.92 1.88 1.88
q30 11.71 11.65 11.56 11.48 11.37 11.28 11.18 11.13 11.02
Vrel30 3.81 3.82 3.72 3.62 3.61 3.51 3.49 3.42 3.41
yrel30 0.85 0.92 0.98 1.05 1.04 1.11 1.11 1.25 1.25
h40 0.18 0.68 0.14 0.40 0.09 0.65 0.37 0.73 0.45
M40 2.39 2.44 2.37 2.31 2.32 2.25 2.26 2.23 2.24
q40 1.09 1.06 0.99 0.93 0.86 0.79 0.73 0.70 0.63
Vrel40 1.97 1.99 1.89 1.78 1.77 1.66 1.65 1.57 1.56
yrel40 0.33 0.25 0.16 0.08 0.06 0.03 0.05 0.20 0.22
h50 0.31 1.23 1.05 0.88 0.86 0.79 0.87 0.25 0.17
Vrel50 2.30 4.01 3.41 2.71 2.83 2.31 2.59 2.00 1.95
yrelSO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 20.29 20.32 20.22 20.11 20.13 20.02 20.02 19.94 19.95
Vrel60 1.43 5.14 4.19 3.23 3.30 2.80 3.27 1.50 0.97
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.34 0.33 0.31 0.29 0.27 0.25 0.23 0.20 0.18
mLpused 22.24 21.49 21.80 22.12 21.96 22.23 22.08 22.61 22.41
%mLpused 9.18 10.23 9.79 9.35 9.56 9.19 9.40 8.65 8.94
Table A 19. Sensitivity % Error between Regression Models and Simulation (Vi)
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Table A 20. Sensitivity % Error between Regression Models and Simulation (yl)
yl_Max Nominal yl_Min
t io 0.02 0.01 0.02 0.01 0.06 0.11 0.22 0.27 0.39
t20 0.01 0.01 0.01 0.01 0.06 0.11 0.21 0.26 0.39
t30 0.45 0.56 0.51 0.50 0.52 0.47 0.46 0.35 0.29
t40 0.45 0.56 0.51 0.50 0.51 0.46 0.46 0.34 0.29
t50 0.62 0.61 0.58 0.57 0.49 0.45 0.39 0.25 0.22
t60 0.36 0.34 0.29 0.36 0.19 0.21 0.20 0.06 0.02
nae.max 0.67 0.63 0.59 0.52 0.45 0.38 0.27 0.18 0.08
dqconv/dt.max 0.02 0.02 0.00 0.01 0.04 0.06 0.11 0.15 0.19
qconv 0.05 0.06 0.05 0.03 0.00 0.05 0.11 0.18 0.26
hlO 0.36 0.74 0.55 0.59 0.69 0.67 0.84 0.58 0.79
M10 0.27 0.52 0.37 0.39 0.45 0.42 0.52 0.33 0.47
qlO 0.28 0.49 0.34 0.35 0.40 0.37 0.48 0.31 0.47
yrellO 0.01 0.29 0.13 0.16 0.24 0.23 0.38 0.19 0.38
Fp.max 0.19 0.36 0.26 0.28 0.32 0.32 0.42 0.31 0.44
nap.max 0.01 0.18 0.07 0.09 0.14 0.13 0.23 0.11 0.25
h20 0.37 0.05 0.18 0.14 0.04 0.07 0.13 0.18 0.06
M20 0.48 0.76 0.62 0.67 0.75 0.74 0.84 0.65 0.81
q20 0.70 0.97 0.83 0.89 0.99 0.99 1.09 0.91 1.10
yrel20 0.21 0.46 0.30 0.32 0.39 0.39 0.53 0.37 0.56
h30 2.01 2.70 2.50 2.63 3.08 3.08 3.55 3.47 3.50
M30 2.14 2.13 2.07 2.01 1.99 1.94 1.90 1.84 1.78
q30 12.13 11.90 11.76 11.56 11.37 11.20 10.97 10.82 10.62
Vrel30 3.78 3.78 3.70 3.63 3.61 3.55 3.51 3.44 3.37
yrel30 0.77 0.78 0.92 1.01 1.04 1.13 1.14 1.26 1.27
h40 1.36 0.61 0.77 0.60 0.09 0.06 0.48 0.42 0.50
M40 2.43 2.43 2.37 2.33 2.32 2.27 2.25 2.20 2.13
q40 1.24 1.12 1.05 0.95 0.86 0.78 0.65 0.58 0.46
Vrel40 1.90 1.91 1.83 1.78 1.77 1.71 1.69 1.63 1.57
yrel40 0.28 0.28 0.16 0.08 0.06 0.01 0.01 0.11 0.13
h50 0.36 0.57 0.91 0.54 0.86 0.09 1.25 0.98 0.33
Vrel50 0.78 1.75 2.87 2.48 2.83 0.69 4.64 3.46 1.34
yrel50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 19.42 19.67 19.77 19.94 20.13 20.25 20.46 20.57 20.70
Vrel60 0.78 1.98 3.30 2.61 3.30 0.65 5.10 3.81 1.69
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.21 0.20 0.21 0.23 0.27 0.31 0.37 0.46 0.53
mLpused 22.60 22.20 22.23 22.62 21.96 22.27 22.36 21.73 22.15
%mLpused 8.67 9.23 9.19 8.64 9.56 9.13 9.01 9.89 9.30
Table A 20. Sensitivity % Error between Regression Models and Simulation (yI)
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Table A 21. Sensitivity % Error between Regression Models and Simulation (2)
X  Max Nominal X  Min
t i o 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t20 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
t30 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.52
t40 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
t50 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
t60 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19
nae.max 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
dqconv/dt.max 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
qconv 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
hlO 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69
M10 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
qlO 0.41 0.41 0.41 0.40 0.40 0.39 0.38 0.37 0.36
yrellO 0.26 0.25 0.25 0.24 0.24 0.23 0.23 0.22 0.22
Fp.max 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32
nap.max 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14
h20 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
M20 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75
q20 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
yrel20 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39
h30 3.24 3.20 3.16 3.12 3.08 3.04 3.00 2.96 2.92
M30 2.14 2.10 2.07 2.03 1.99 1.96 1.92 1.88 1.85
q30 11.82 11.71 11.60 11.49 11.37 11.26 11.14 11.03 10.91
VreBO 3.85 3.79 3.74 3.67 3.61 3.55 3.49 3.43 3.37
yreBO 0.94 0.97 0.99 1.02 1.04 1.07 1.10 1.12 1.15
h40 0.11 0.05 0.01 0.04 0.09 0.15 0.20 0.25 0.30
M40 2.34 2.33 2.33 2.33 2.32 2.32 2.31 2.31 2.30
q40 1.14 1.07 1.01 0.93 0.86 0.79 0.72 0.65 0.58
Vrel40 1.91 1.88 1.84 1.81 1.77 1.74 1.70 1.66 1.63
yrel40 0.14 0.12 0.10 0.08 0.06 0.04 0.02 0.00 0.02
h50 0.80 0.81 0.82 0.84 0.86 0.88 0.91 0.94 0.97
Vrel50 2.41 2.52 2.61 2.72 2.83 2.94 3.05 3.15 3.26
y  re 150 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tmax 19.93 19.98 20.02 20.08 20.13 20.18 20.23 20.28 20.33
Vrel60 2.92 2.99 3.07 3.18 3.30 3.43 3.58 3.74 3.91
yrel60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AV60 0.28 0.28 0.28 0.27 0.27 0.27 0.26 0.26 0.26
mLpused 21.83 21.87 21.90 21.93 21.96 22.00 22.03 22.07 22.10
%mLpused 9.75 9.70 9.66 9.61 9.56 9.51 9.46 9.41 9.37
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