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Tato diplomová práce se zabývá problematikou získávání znalostí z databází. Důraz je kladen 
zejména na základní metody klasifikace a predikce pro dolování dat. Dále tato práce obsahuje úvod 
do multimediálních databází a získávání znalostí z těchto databází. Cílem části zabývající se aplikací 
dolování z multimediálních dat bylo zaměřit se na extrakci nízkoúrovňových rysů z video dat 
a obrázků. V dalších částech je uveden popis používaných dat a výsledky experimentů prováděných 
nad těmito daty v nástrojích RapidMiner, LibSVM a pomocí vlastní vytvořené aplikace. Závěr práce 
obsahuje porovnání použitých metod pro extrakci rysů vysoké úrovně z nízkoúrovňového popisu dat. 
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This master’s thesis deals with knowledge discovery in databases, especially basic methods of 
classification and prediction used for data mining are described here. The next chapter contains 
introduction to multimedia databases and knowledge discovery in multimedia databases. The main 
goal of this chapter was to focus on extraction of low level features from video data and images. In 
the next parts of this work, there is described data set and results of experiments in applications 
RapidMiner, LibSVM and own developed application. The last chapter summarises results of used 
methods for high level feature extraction from low level description of data. 
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V důsledku technologického pokroku dochází v posledních letech k obrovskému nárůstu objemu dat, 
díky čemuž vznikají nové nároky na jejich skladování a shromažďovaní. Současně s tímto trendem 
vzniká potřeba nových nástrojů, které by byly schopny automaticky odhalit a získat z dat požadované 
užitečné informace. Důraz je kladen v současnosti zejména na vývoj nástrojů umožňujících efektivní 
práci s velkým množstvím multimediálních dat. Především jsou pak požadovány nástroje umožňující 
dotazovat multimediální data na základě jejich obsahu. Celou touto problematikou se zabývá oblast 
počítačových věd, která se nazývá získávání znalostí z multimediálních databází. 
Tato práce se věnuje získávání znalostí z multimediálních databází a konkrétně se zaměřuje na 
extrakci rysů vysoké úrovně z nízkoúrovňového popisu dat. Cílem je ověřit vhodnost metod 
používaných pro extrakci rysů vysoké úrovně pomocí dostupných nástrojů umožňujících získávání 
znalostí. Datová sada, nad kterou jsou experimenty prováděny, je vývojová podmnožina datové sady 
Sound and Vision ze soutěž TRECVid. 
1.1 Organizace práce 
Druhá kapitola obsahuje obecný úvod do oblasti zabývající se získáváním znalostí z databází 
a popisuje průběh dolovacího procesu a jednotlivé typy dolovacích úloh. 
Třetí kapitola se zaměřuje pouze na dvě skupiny dolovacích úloh, kterými jsou klasifikace 
a predikce. Cílem je seznámení s dostupnými metodami používanými pro klasifikaci a predikci. 
Ve čtvrté kapitole je uveden popis procesu získávání znalostí z multimediálních databází 
a extrakce rysů z multimediálních dat se zaměřením zejména na nízkoúrovňové vizuální rysy. 
Obsahem páté kapitoly je seznámení s vybranými nástroji pro dolování dat, které byly 
používány pro testování, a zároveň popis návrhu a implementace vlastní aplikace. 
Šestá kapitola obsahuje výsledky všech prováděných experimentů a shrnutí důsledků, které 
ze získaných výsledků vyplývají. 
Poslední kapitolou je závěr, který obsahuje zhodnocení všech dosažených výsledků, celkového 
přínosu práce a návrhy pro další pokračování v této práci.   
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2 Získávání znalostí z databází 
Pojmem získávání znalostí z databází (Knowledge Discovery in Databases – zkráceně KDD) je 
označován směr v oblasti počítačových věd, o kterém se začalo výrazněji diskutovat v 90. letech 
minulého století. Definice získávání znalostí podle [4] zní takto: „Je to netriviální získávání 
implicitních, dříve neznámých a potenciálně užitečných informací z dat“. Jedná se tedy o proces 
automatizovaného získávání informací, které jsou v datech skryty a nedají se odhalit jednoduchým 
dotazem. Tato vědní disciplína je též označována jako dolování dat, případně dolování z dat (Data 
Mining). Ačkoliv označení dolování dat je mírně zavádějící, jelikož ve skutečnosti jde o extrakci 
užitečných znalostí z velkého množství dat a ne dat samotných, je tento pojem velmi často používán 
pro svoji stručnost. Oblast získávání znalostí z databází vznikla jako reakce na rychlý rozvoj 
databázových technologií a prudký nárůst objemu dat. Jedná se o aplikovanou vědní disciplínu, která 
čerpá znalosti a postupy z oblasti statistického rozpoznávání vzorů, strojového učení a umělé 
inteligence. Zároveň je úzce spjata s oblastí podpory obchodního rozhodování.  
2.1 Proces získávání znalostí 
Samotný proces získávání znalostí z databází není triviální. Jedná se o iterativní proces skládající se 
z několika oddělených částí, pomocí kterých získáme požadovaný výsledek. Přičemž pod pojmem 
získávání znalostí obecně rozumíme celý proces a naopak pojmem dolování dat bývá označován 
pouze jediný krok, který představuje samotnou aplikaci dolovacího algoritmu. V současnosti ale oba 
pojmy splývají dohromady a k označení celého procesu se používá častěji pojem dolování dat. Celý 
proces je znázorněn na obrázku 2.1 [6]. 
Proces získávání znalostí z databází se skládá z následujících několika kroků. První čtyři kroky 
jsou často označovány jedním souhrnným názvem jako předzpracování dat, které zajišťuje připravení 
dat do podoby vhodné pro dolování. První dva kroky jsou čištění a integrace dat. Jejich cílem je 
odstranění nevhodných dat (chybějících hodnot, nekonzistentních dat, nebo šumu) a zároveň 
spojování dat z několika nezávislých datových zdrojů. Tyto dva kroky bývají velmi často prováděny 
společně, jelikož integrace dat z několika datových zdrojů může ovlivnit výsledek předchozího kroku 
a je nutné opět provést čištění dat pro odstranění chybějících hodnot a nově vzniklých nekonzistencí 
v datech. V dalším kroku, kterým je výběr dat, jsou vybírána pouze data relevantní pro použitou 
metodu (dolovací úlohu). Následuje transformace dat, která převádí data do podoby vhodné pro 
vybranou dolovací úlohu. Tímto krokem je ukončeno předzpracování dat a dalším krokem je již 
dolování dat, které představuje jádro celého procesu získávání znalostí. Ostatní kroky jsou pouze 
pomocné a slouží pro upravení dat nebo vyhodnocení nalezených vzorů (často bývá celý proces dělen 
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jen do tří základních částí, kterými jsou předzpracování dat, dolování dat a prezentace znalostí) 
[6], [13]. 
Cílem dolovacího kroku je použitím vybrané dolovací metody získat z předzpracovaných dat 
požadované znalosti neboli vzory. V posledních dvou krocích, kterými jsou vyhodnocení modelů 
a vzorů a prezentace znalostí, je nutné ještě určit, které z nalezených znalostí jsou skutečně zajímavé, 
a prezentovat je uživateli. Označení znalostí za zajímavé, nebo potenciálně užitečné je ale velmi 
relativní v závislosti na řešeném problému a uživateli. Stejné informace mohou mít pro různé 
uživatele různou užitkovou hodnotu [6], [13].  
 
 
2.2 Typy dolovacích úloh 
Pro dolování dat je možné použít širokou škálu datových zdrojů od klasických relačních databází, 
přes datové sklady, transakční a objektově orientované databáze až po prostorové, multimediální 
a temporální databáze. Významným a velmi rozsáhlým zdrojem dat je i samotný web. Nejenom 
v důsledku velkého množství potenciálních datových zdrojů nelze požívat jen jednu obecnou dolovací 
metodu. Existují proto různé dolovací úlohy lišící se navzájem cílovými znalostmi, které jsou z dat 
získávány. 
Obrázek 2.1: Proces dolování dat (převzato z [6]). 
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Základní dělení dolovacích úloh je na deskriptivní a prediktivní. Přičemž deskriptivní metody 
analyzují data a charakterizují jejich obecné vlastnosti, a naopak prediktivní metody na základě 
vlastností současných dat provádějí předpověď budoucího chování. Mezi konkrétní typy dolovacích 
úloh patří: popis konceptu/třídy, asociační analýza, klasifikace a predikce, shluková analýza, analýza 
odlehlých objektů anebo analýza evoluce [6]. Tyto metody budou v následujícím textu stručně 
popsány. 
• Popis konceptu/třídy 
Základním principem této metody je možnost asociovat data s třídou nebo konceptem a na 
základě toho získat popis těchto konceptů nebo tříd. Pro získání popisu konceptu nebo třídy 
jsou používány dva způsoby. Prvním způsobem je charakterizace dat, která znamená popis 
charakteristických vlastností cílové třídy. Druhý způsob používá pro získání popisu třídy 
porovnávání obecných znaků a vlastností objektů cílové třídy s objekty rozdílových tříd [6]. 
• Asociační analýza 
Asociační analýza je používána pro odhalování frekventovaných pravidel, která zobrazují 
vztahy mezi atributy a jejich hodnotami. Asociační pravidla jsou nejčastěji dolována 
z transakčních databází [1], [6]. 
• Klasifikace a predikce 
Klasifikace je obecně proces rozdělování datové množiny do předem daných disjunktních 
podmnožin. Cílem klasifikace je tedy vytvoření modelu nebo pravidel, pomocí nichž je možné 
popsat a definovat dané datové třídy. Vytvořený klasifikační model je poté využíván pro 
predikci tříd nových objektů, jejichž zařazení je neznámé. Predikce jako samostatná metoda 
dolování dat ale neznamená pouze předpověď příslušnosti objektu do třídy na základě jeho 
vlastností. Častěji se pod pojmem predikce rozumí využívání vytvořeného modelu pro 
předpověď hodnot numerických dat, tedy například pro předpověď chybějících nebo 
nedostupných hodnot atributů dat [1], [6]. Klasifikační metody budou podrobněji rozebrány 
v následující kapitole. 
• Shluková analýza 
Shluková analýza víceméně souvisí s klasifikací, proto je někdy možné se setkat s označením 
shlukové analýzy jako „unsupervised classification“ a obyčejné klasifikace jako „supervised 
classification“. Toto označení vyplývá ze skutečnosti, že shluková analýza na rozdíl od 
klasifikace pracuje s daty, u kterých nejsou předem známy třídy příslušnosti. Není tedy možné 
vytvořit klasifikátor, na základě kterého by bylo zařazení objektů do tříd určováno. Shluková 
analýza pracuje na principu hledání v datové množině takových skupin (shluků) dat, jejichž 
jednotlivé vzorky jsou si navzájem co nejvíce podobné, ale od ostatních datových vzorků 




• Analýza odlehlých objektů 
Jako odlehlé objekty jsou považovány takové vzory, které se výrazně liší od ostatních často se 
vyskytujících vzorů. Vzhledem k řešenému problému mohou být považovány odlehlé objekty 
pouze jako šum, který má být odstraněn, ale v některých případech jsou právě tyto vzory cílem 
dolování, jelikož obsahují mnohem cennější informace než standardně se vyskytující data. 
Analýza odlehlých objektů je metodou zabývající se extrakcí těchto ojedinělých vzorů [6]. 
• Evoluční analýza 
Evoluční analýza je poslední metodou dolování dat, která zde bude zmíněna. Jejím cílem je 
popis a modelování pravidelností a vývoje u objektů, jejichž chování se mění v čase [6]. 
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3 Klasifikace a predikce 
Jak již bylo uvedeno výše, pod pojmem klasifikace se obecně rozumí přiřazování objektů do tříd na 
základě jejich vlastností. V oblasti dolování dat se pojmem klasifikace a predikce označují metody 
pro dolování dat, které se používají pro extrakci modelů popisujících jednotlivé datové třídy, 
respektive u predikce pro předpověď budoucích hodnot dat. Ačkoliv význam pojmů klasifikace 
a predikce je odlišný, jsou tyto pojmy často zaměňovány. V oboru získávání znalostí z databází jsou 
ale tyto významové rozdíly dodržovány a jako klasifikace je označována předpověď hodnot 
kategorických atributů (tedy předpověď příslušnosti objektů k pevně daným třídám) a jako predikce 
předpověď budoucích hodnot spojitých atributů. Metody dolování dat pomocí klasifikace a predikce 
vycházejí z oblastí strojového učení, rozpoznávání vzorů a statistických metod [6]. 
3.1 Proces klasifikace a predikce 
Typický systém pro rozpoznávání vzorů se skládá ze tří fází, kterými jsou získání dat, extrakce rysů 
a klasifikace. V první fázi, jak již její název napovídá, jde o sběr dat, která budou použita pro 
rozpoznávání vzorů. Cílem druhé fáze, nazvané extrakce rysů, je vybrat v datech pouze takové 
vlastnosti nebo rysy, které jsou pro data charakteristické. Nakonec ve fázi klasifikace dochází 
k použití klasifikačního modelu na vybrané vlastnosti dat a k jejich klasifikaci. 
Samotný proces klasifikace probíhá ve dvou krocích. Nejprve je nutné vytvořit klasifikační 
model, neboli tzv. klasifikátor, na základě popisu předem definovaných datových tříd, nebo konceptů. 
Tento krok je nazýván učení a probíhá tak, že na vstup vybraného klasifikačního algoritmu jsou 
vložena trénovací data, u kterých je známa jejich příslušnost do definovaných datových tříd, 
a analýzou jejich vlastností je vytvořen klasifikační model. Klasifikátor má typicky podobu 
klasifikačních pravidel, rozhodovacího stromu nebo matematického výrazu. V souvislosti s tímto 
prvním krokem je někdy klasifikace také označována „supervised learning“, což označuje skutečnost, 
že klasifikaci předchází definování a znalost jednotlivých datových tříd. Druhým krokem klasifikace 
je testování vytvořeného klasifikačního modelu. Cílem je zjistit s jakou přesností budou data 
klasifikována do správných tříd. Pro testování jsou používána taková data, u nichž je opět známa 
jejich příslušnost do datových tříd, ale jsou náhodně vybírána z dat, která nebyla použita pro tvorbu 
klasifikátoru. Pokud nebylo dosaženo požadované přesnosti klasifikátoru, je nutné zopakovat krok 
učení klasifikačního modelu. Proces predikce se také skládá ze dvou částí, jako klasifikační proces, 
rozdíl je však ve způsobu vytvoření odpovídajícího modelu a cílových znalostí, kterými jsou 
u predikce budoucí hodnoty spojitých atributů dat. Metody se dále liší také způsobem hodnocení 
kvality vytvořeného modelu. Pro predikci se nejčastěji používá výpočet chyby při porovnání 
predikované a známé hodnoty požadovaného atributu [1], [6]. 
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3.2 Metody klasifikace 
V této kapitole budou postupně uvedeny základní metody klasifikace spolu s jejich popisem. 
3.2.1 Klasifikace pomocí rozhodovacích stromů 
Základní myšlenkou této metody je vytváření rozhodovacích stromů z množiny trénovacích dat. 
Rozhodovací strom je acyklický graf stromové struktury, který reprezentuje rekurzivní dělení datové 
množiny na základě vlastností dat. Nelistové uzly stromu představují testování hodnot jednotlivých 
atributů, zatímco listové uzly obsahují přímo označení příslušné třídy. Z každého nelistového uzlu 
vedou nejčastěji dvě větve, které odpovídají výsledku rozhodnutí na základě hodnoty testovaného 
atributu. 
Metoda klasifikace pomocí rozhodovacích stromů je často používána pro data, u nichž není 
známa doménová znalost, nebo u kterých chybí definice jednotlivých vlastností dat. Dále se dokáže 
snadno vypořádat s daty, které mají vysoký počet atributů. A pokud vezmeme v úvahu i snadno 
pochopitelnou reprezentaci klasifikačního modelu pomocí grafu a možnost graf jednoduše převést na 
odpovídající klasifikační pravidla, zjistíme důvody použití této klasifikační metody v mnoha 
aplikačních oblastech [2], [6]. 
3.2.1.1 Vytvoření rozhodovacího stromu 
Pro vytváření rozhodovací stromů existuje několik různých algoritmů (ID3, C4.5, CART apod.), 
jejich obecný princip je však stejný. Strom je vytvářen postupně shora směrem od kořenového uzlu 
dolů k listovým uzlům pomocí rekurzivního algoritmu „rozděl a panuj“. Počáteční podmínkou pro 
zahájení vytváření rozhodovacího stromu je přítomnost množiny trénovacích dat. Stromová struktura 
je poté vytvářena postupným rozdělováním trénovací množiny na menší podmnožiny trénovacích 
vzorů. Základní algoritmus pro vytváření rozhodovacího stromu je uveden níže a byl převzat z [6] 
(algoritmus je zapsán v pseudojazyce). V algoritmu je použita metoda pro výběr atributu s nejlepší 
rozhodovací schopností. Jde o heuristickou metodu, která na základě výpočtu očekávané informace 
potřebné pro klasifikaci vzorku a entropie určí pro každý atribut tzv. „gain ratio“. A poté atribut, 
jehož hodnota „gain ratio“ je nejvyšší, je vybrán touto metodou jako atribut s nejvyšší rozhodovací 








Algoritmus 3.1: Algoritmus pro vytvoření rozhodovacího stromu [6]. 
Algoritmus: Vytvoř rozhodovací strom – vytvoří rozhodovací strom pro vstupní množinu 
trénovacích dat 
Vstup: 
• D – podmnožina dat trénovací množiny (při prvním průchodu ji tvoří celá trénovací data), 
která obsahuje atributy transformované na diskrétní hodnoty. 
• X – seznam použitých atributů popisujících data. 
• M – metoda pro výběr atributu, pomocí které se určuje, který atribut má nelepší rozdělovací 
(rozhodovací) schopnost. 
Výstup: 
• Rozhodovací strom. 
Metoda: 
• vytvoř nový uzel N 
• if (všechny vzorky z podmnožiny D jsou ve stejné třídě C) then return N jako list dané třídy C 
• if (seznam použitých atributů X je prázdný) then return N jako list třídy, která se nejčastěji 
vyskytuje v podmnožině D 
• aplikuj metodu M s parametry D a X – M(D, X) pro výběr atributu A s nejlepší rozhodovací 
schopností a odeber ho ze seznamu X 
• pojmenuj uzel N jménem vybraného atributu A 
• for (každou hodnotu ai atributu A) 
• nechť Dj je podmnožina vzorků z D, u nichž platí (A je rovno ai) 
• if (Dj je prázdná) then připoj list s třídou, která se nejčastěji vyskytuje v množině D, 
k uzlu N 
• else připoj podstrom vzniklý rekurzivním voláním Vytvoř rozhodovací strom(Dj, X, M) 
k uzlu N 
• return N 
3.2.1.2 Ořezání rozhodovacího stromu 
Vzhledem k přítomnosti možného šumu nebo odlehlých hodnot v trénovacích datech může dojít při 
vytváření rozhodovacího stromu k vygenerování i takových větví stromu, které reflektují právě tyto 
anomálie. Pro zajištění vyšší nezávislosti klasifikace na konkrétních datech a také z důvodu vyšší 
rychlosti klasifikace se používají metody pro ořezání rozhodovacího stromu, které se snaží 
identifikovat a odstranit nejméně důvěryhodné větve. Rozhodovací strom je po ořezání méně složitý 
a zároveň i snadněji pochopitelný. 
Existují dvě základní metody pro odstranění těchto nežádoucích větví. První je tzv. 
„prepruning“, která provádí ořezání stromu již během jeho generování. U každého uzlu je hned 
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rozhodnuto, jestli bude dále probíhat dělení podmnožiny trénovacích dat v tomto uzlu, nebo jestli 
bude nahrazen listovým uzlem, který bude obsahovat třídu přiřazenou nejvíce vzorkům v odpovídající 
podmnožině trénovacích dat. Druhou metodou je tzv. „postpruning“, která odstraňuje nežádoucí 
podstromy až po vygenerování celého rozhodovacího stromu. Nežádoucí podstrom v daném uzlu je 
nahrazen listovým uzlem, kterému je přiřazena třída vyskytující se v odstraňovaném podstromu 
nejčastěji [6]. 
3.2.2 Bayesovská klasifikace 
Bayesovská klasifikace patří mezi klasifikační metody, které jsou vhodné pro práci s daty 
obsahujícími velké množství atributů. Pro trénovací data je obecně předpokládáno, že splňují určité 
pravděpodobnostní rozložení hodnot atributů pro odlišné datové třídy, přičemž se dále předpokládá, 
že vliv hodnoty jednoho atributu na výslednou třídu je nezávislý na hodnotě jiných atributů. Tato 
metoda klasifikace je tedy založena na statistice a pravděpodobnosti, konkrétně na Bayesově teorému. 
Obecný princip Bayesovské klasifikace je následující. Pro každý nový datový vzorek je podle 
statistických metod určeno, s jakou pravděpodobností patří do jednotlivých tříd, na základě čehož je 
pak zařazen do té třídy, do které patří s největší pravděpodobností. 
3.2.2.1 Bayesův teorém 
V této kapitole bude odvozen Bayesův teorém, který je základem Bayesovské klasifikace. Informace 
byly čerpány z [5]. 
Pro odvození Bayesova teorému je nejprve nutné definovat klasickou pravděpodobnost. 
Klasická pravděpodobnost nastání jevu A je definována jako podíl počtu příznivých výsledků (počtu 





AP            (3.1) 
(svislé čáry označují mohutnost množiny neboli počet jejích prvků) 
Dalším pojmem je podmíněná pravděpodobnost, která je definována jako pravděpodobnost, že 
nastane jev A, pokud už víme, že nastala podmínka B. 
( ) ( )( )BP
BAPBAP ∩=           (3.2) 
( ( )BAP ∩  je pravděpodobnost, že jevy A a B nastanou současně) 
Na základě znalosti vzorce pro podmíněnou pravděpodobnost a toho, že pro výpočet průniku 
dvou jevů nezáleží na pořadí množin, tedy ( ) ( )ABPBAP ∩=∩ , je možné odvodit Bayesův 
teorém. Vyjdeme ze vzorců pro podmíněnou pravděpodobnost ( )BAP  a ( )ABP . 
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( ) ( )( )BP
BAPBAP ∩= , ( ) ( )( )AP
ABPABP ∩=        (3.3) 
Dále z obou předchozích vztahů pro výpočet podmíněné pravděpodobnosti vyjádříme výraz 
( )BAP ∩  a takto upravené vztahy porovnáme. Získáme  
( ) ( ) ( ) ( ) ( )BPBAPBAPAPABP =∩=        (3.4) 
 a z tohoto vztahu již po náležitých úpravách získáme Bayesův teorém, který má následující 
tvar: 
( ) ( ) ( )( )BP
ABPAP
BAP =
          (3.5) 
3.2.2.2 Jednoduchá Bayesovská klasifikace 
Princip činnosti jednoduchého Bayesovského klasifikátoru [6] je následující: 
• Vstupní datový vzorek je ve formátu ( )nxxxX ,,, 21 K= , kde nxx ,...,1  představují hodnoty 
jednotlivých atributů, a tento vzorek má být zařazen do jedné ze tříd mCCC ,,, 21 K . Bayesův 
teorém má tedy podobu   
( ) ( ) ( )( )XP
CPCXP
XCP iii = .          (3.7) 
• Vzorek je zařazen do té třídy, pro kterou platí, že hodnota ( )XCP i  je maximální. ( )XCP i  
označuje pravděpodobnost, že vzorek X  patří do třídy iC . 
• Jelikož hodnota ( )XP  je konstantní pro všechny třídy, stačí určit pro kterou třídu iC  je 
hodnota výrazu ( ) ( )ii CPCXP  maximální. 
• ( )iCP  je pravděpodobnost, že libovolně zvolený prvek patří do třídy iC  a je definována jako 
( )
s
sCP ii =  (3.8) 
Kde is  je počet trénovacích vzorků, které obsahuje třída iC , a s je celkový počet trénovacích 
vzorků. 
• ( )iCXP  označuje pravděpodobnost, že libovolný vzorek vybraný ze třídy iC  bude mít stejné 
hodnoty atributů jako vzorek X . Výpočet této pravděpodobnosti je zjednodušen na základě 
výše uvedeného předpokladu, že hodnoty jednotlivých atributů jsou navzájem nezávislé, 
a proto je pravděpodobnost ( )iCXP  definována jako   









Kde ( )ik CxP  označuje pravděpodobnost, že prvek, jehož k-tý atribut je roven hodnotě kx , 
bude zařazen do třídy iC . 
• Výpočet pravděpodobností ( )ik CxP  je odlišný podle toho jakých hodnot nabývá kx . 






sCxP =  (3.10) 
Kde iks  je počet trénovacích vzorků patřících do třídy iC , jejichž k-tý atribut má 
hodnotu kx , a is  je počet všech trénovacích vzorků patřících do třídy iC . 
• Pokud kx  je spojitý atribut, pak hodnota pravděpodobnosti ( )ik CxP  je vypočtena jako 





















==  (3.11) 
Kde ( )
ii CCkxg σµ ,,  je Gaussovo normální rozložení pro k-tý atribut s hodnotou kx . 
iCµ  je průměrná hodnota a iCσ  je směrodatná odchylka pro k-tý atribut patřící do třídy 
iC . 
3.2.3 Klasifikace založená na pravidlech 
Základem této metody je vytváření klasifikátoru jako množiny klasifikačních pravidel ve tvaru        
IF-THEN. Obecný tvar pravidel je: IF podmínka THEN výsledek. Pravidla se skládají ze dvou částí, 
levá část (IF podmínka) se nazývá též jako předpoklad a obsahuje podmínku na testy hodnot atributů. 
Pravá část (THEN výsledek), neboli také vyplývající pravidlo obsahující predikci datové třídy. 
3.2.3.1 Vytváření klasifikačních pravidel 
Klasifikační pravidla mohou být vytvářena přímo na základě dat z trénovací množiny, nebo 
transformací rozhodovacího stromu. 
Vytváření klasifikačních pravidel na základě rozhodovacího stromu se používá zejména, pokud 
struktura stromu je již příliš složitá a obtížně interpretovatelná. Převedením na pravidla ve tvaru      
IF-THEN je docíleno vyšší srozumitelnosti. Princip transformace rozhodovacího stromu na 
klasifikační pravidla je takový, že pro každou cestu z kořenového uzlu do listu je vytvořeno 
samostatné pravidlo. Levá část pravidla je vytvářena z jednotlivých nelistových uzlů ležících na cestě 
směrem k listovému uzlu. Obsahy nelistových uzlů, které představují rozhodování na základě 
hodnoty atributu, vytvářejí podmínku předpokladu a jsou jednotlivě odděleny logickou spojkou AND. 
Pravá část klasifikačního pravidla odpovídá hodnotě listového uzlu, která reprezentuje označení 
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příslušné datové třídy. Vytvořená pravidla jsou vzájemně výlučná a úplná, tedy na každý datový 
vzorek může být použito právě jedno pravidlo a zároveň pro libovolnou možnou kombinaci hodnot 
atributů existuje právě jedno pravidlo (není potřeba žádné implicitní pravidlo). Takto vytvořená 
množina klasifikačních pravidel musí být ještě tzv. ořezána v důsledku možného výskytu 
redundantních podmínek, nebo podmínek testujících pro rozhodování nepodstatné atributy. Ořezání 
pravidel probíhá podobně jako odpovídající úprava rozhodovacího stromu. [6] 
Pro vytváření klasifikačních pravidel přímo z trénovacích dat jsou používány algoritmy pro 
pokrývání množin (tzv. sequential covering algorithms). Algoritmus generuje pravidla sekvenčně tak, 
aby každé pravidlo pro určitou třídu pokrývalo co nejvíce datových vzorků dané třídy a zároveň co 
nejméně, ideálně však žádné datové vzorky z jiných tříd. Obecný princip algoritmu pro pokrývání 
množin je uveden níže a byl převzat z [6] (algoritmus je zapsán v pseudojazyce, proměnná C 
označuje klasifikační třídu). 
Algoritmus 3.2: Algoritmus pro pokrývání množin (vytváření klasifikačních pravidel) [6]. 
Algoritmus: Pokrývaní množin – vytvoří množinu klasifikačních pravidel pro vstupní množinu 
trénovacích dat 
Vstup: 
• D – podmnožina dat trénovací množiny (při prvním průchodu ji tvoří celá trénovací data), 
která obsahuje atributy transformované na diskrétní hodnoty. 
• X – seznam všech atributů a jejich možných hodnot. 
Výstup: 
• R – množina klasifikačních pravidel ve tvaru IF-THEN 
Metoda: 
• R = {}; // inicializace prázdné množiny pravidel 
• for each class C do  
• repeat 
• Rule = Naučit jedno pravidlo(D,X,C); 
• odebrat z množiny D datové vzorky pokryté vytvořeným pravidlem Rule; 
• until ukončující podmínka; 
• R = R + Rule; // přidání nového pravidla do množiny pravidel 
• endfor 
• return R; 
 
Pod pojmem ukončující podmínka se rozumí, že množina vstupních prvků je již prázdná, nebo 
kvalita vytvořeného pravidla nedosahuje definovaného prahu. Procedura Naučit jedno pravidlo hledá 
nejlepší pravidlo pro danou třídu na základě vstupní množiny trénovacích dat. Pravidla jsou vytvářena 
 15 
postupně od obecných ke specifickým. Na začátku je prázdné pravidlo, které je postupně rozšiřováno 
postupným přidáváním testů hodnot atributů do podmínky předpokladu [6]. 
3.2.4 Klasifikace pomocí neuronové sítě 
Neuronová síť je zjednodušeným modelem biologické neuronové sítě, konkrétně procesů 
probíhajících v mozku. Jedná se tedy o modelování struktury a činnosti biologické neuronové sítě. 
Skládá se z umělých neuronů, jejichž předobrazem je biologický neuron. Model neuronu je znázorněn 
na následujícím obrázku. 
 
Neurony mají libovolný počet vstupů ale pouze jeden výstup. Vstupy neuronu jsou na obrázku 
reprezentovány vektorem nxxx ,,0 K
r
=  (vstup 0x  obsahuje hodnotu tzv. biasu neuronu) a vektor 
nwww ,,0 K
r
=  představuje váhy jednotlivých vstupů. Výstup neuronu y  je získán jako 
))(( wxfgy rr ⋅= , kde f  je bázová a g  aktivační funkce neuronu [18]. Pomocí jednoho umělého 
neuronu je možné řešit úlohy pro klasifikaci dat pouze do dvou tříd. Pro řešení složitějších problémů 
je nutné neurony propojit do sítě (propojení mezi jednotlivými neurony se nazývají synapse). 
Struktura neuronové sítě je určena počtem neuronů, jejich propojením a seskupením, neboli 
rozdělením do vrstev, ze kterých se skládá. Obecně neuronová síť obsahuje jednu vstupní a výstupní 
vrstvu a mezi nimi minimálně jednu skrytou vrstvu (v závislosti na řešeném problému). Příklad 
neuronové sítě je uveden na obrázku 3.2. Vstupy neuronové sítě jsou opět reprezentovány vektorem 
nxxx ,,0 K
r
=  a výstup neuronové sítě představuje vektor nyyy ,,0 K
r
= . Vstupní vrstva slouží 
pouze ke vstupu signálu z okolí a jeho rozdělení do neuronů následující vrstvy, a proto není ve 
výsledku mezi vrstvy sítě počítána. Výstupní vrstva naopak slouží k přenosu výstupních signálů 
z neuronové sítě do okolí. Tyto výstupní signály jsou odezvou neuronové sítě na signály vstupní. 
Obrázek 3.1: Model umělého neuronu (perceptron). 
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Obecnou činností každé neuronové sítě je tedy transformace hodnot vstupních veličin na hodnoty 
výstupních veličin [18]. 
3.2.4.1 Učení neuronové sítě 
Řešení problému pomocí neuronové sítě vyžaduje nejprve naučení sítě. Učení se provádí na 
základě trénovacích dat, která obsahují vstupní hodnoty a k nim odpovídající požadovaný výstup. 
Jednou ze základních metod učení neuronových sítí je Backpropagation neboli algoritmus zpětného 
šíření chyby. Tento algoritmus pracuje následujícím způsobem. Z množiny trénovacích dat jsou 
postupně vybírány jednotlivé datové vzorky a pro ně je vypočítán aktuální výstup neuronové sítě 
(hodnoty aktivací uzlů výstupní vrstvy). Výstupní hodnoty jsou porovnány s požadovaným výstupem, 
na základě čehož je určena chyba učení. Poté následuje zpětně pro všechny uzly všech vrstev 
adaptace vah jejich spojení. Pokud nebyl překročen čas trénování (počet trénovacích epoch), nebo 
pokud ještě nebyla dosažena požadovaná chyba učení, celé učení se opakuje. Adaptace vah spojení 
může být prováděna po každém vzorku z trénovací množiny, nebo po průchodu celou trénovací 
množinou [18]. 
3.2.4.2 Klasifikace pomocí neuronových sítí 
Neuronové sítě se používají pro klasifikaci zejména díky vysoké toleranci k zašumělým datům 
a schopnosti klasifikovat i vzory, na které nebyly naučeny. Jsou též velmi vhodné pro práci se 
vstupními a výstupními daty spojitého charakteru. Nejčastěji používaný typ neuronových sítí je 
neuronová síť učící se metodou Backpropagation. Její obecná struktura a princip byl popsán výše. 
Jelikož je ale obtížné reprezentovat znalosti získané pomocí neuronové sítě, jsou používány 
metody pro extrakci získaných znalostí ukrytých v naučených neuronových sítích. Mezi tyto metody 
patří extrakce klasifikačních pravidel z neuronových sítí, nebo citlivostní analýza. Pro vytváření 
klasifikačních pravidel na základě neuronové sítě existuje mnoho různých přístupů. Jeden z nich 
například vytváří klasifikační pravidla na základě dvou množin pravidel, která reprezentují vztahy 
Obrázek 3.1: Struktura neuronové sítě. 
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mezi vstupními hodnotami a hodnotami aktivací neuronů skryté vrstvy a hodnotami aktivací neuronů 
skryté vrstvy a výstupními hodnotami neuronové sítě. Citlivostní analýza je používána pro zjištění 
vlivu daných vstupních atributů na výstup sítě. Výstupem citlivostní analýzy mohou být pravidla 
definující míru změny výstupu sítě na základě velikosti změny daného vstupního atributu [6]. 
3.2.5 SVM klasifikátor 
Pojmem SVM, neboli Support Vector Machines, je označována moderní metoda strojového učení, 
kterou je možné používat pro klasifikaci lineárních i nelineárních dat. Princip SVM je založen na 
nelineárním mapování vstupního n-dimensionálního prostoru na vícedimensionální prostor, ve kterém 
je vytvořen lineární klasifikátor. Klasifikace probíhá na základě vytvoření n-dimensionální 
hyperroviny, která optimálně rozděluje data do dvou kategorií (tříd), tedy nelineární data jsou na 
lineární převáděna za cenu zvýšení počtu atributů. Hyperrovina je hledána pomocí tzv. support 
vectors (podpůrných vektorů), což jsou body v prostoru reprezentující vzorky trénovacích dat, které 
jsou nejblíže hledané hyperrovině. Cílem je najít takovou oddělující rovinu, která maximalizuje 
vzdálenost mezi třídami datových vzorků v prostoru. SVM klasifikátor pracuje na podobném principu 
jako neuronové sítě, pro klasifikaci jsou používány tzv. jádrové funkce (kernel functions) [14], [6]. 
3.2.5.1 Vytvoření SVM klasifikátoru 
Jak již bylo uvedeno v předchozím odstavci, při vytváření SVM klasifikátoru je cílem nalézt takovou 
oddělující rovinu, která maximalizuje vzdálenost mezi různými třídami datových vzorků v prostoru 
neboli rovinu s minimální chybou při klasifikaci nových neznámých datových vzorků. Nejprve bude 
postup nalezení oddělující hyperroviny popsán na lineárně separovatelných datech. 
Množina trénovacích dat, která bude použita pro vysvětlení postupu získání hyperroviny na 
lineárně separovatelných datech, obsahuje datové vzorky ve tvaru ),( ii yX , kde iX  představuje       
n-tici hodnot datových atributů a iy  třídu, do které vzorek přísluší. Proměnná iy  nabývá hodnot 
1 nebo -1. Oddělující hyperrovina může být obecně definována jako 
0=+⋅ bXW                       (3.12) 
Kde { }nwwwW ,,, 21 K=  reprezentuje váhový vektor a b je tzv. bias. Pokud uvažujeme, že datový 
vzorek má formát { }ni xxxX ,,, 21 K= , kde n  je počet atributů, a jako bias je použita váha 0w , 
může být definice hyperroviny zapsána jako 
022110 =++++ nn xwxwxww K .                   (3.13) 
Poté pro každý bod ležící nad oddělující hyperrovinou platí vztah 
022110 >++++ nn xwxwxww K                    (3.14) 
A obdobně pro každý bod ležící pod oddělující hyperrovinou vztah 
022110 <++++ nn xwxwxww K .                   (3.15) 
 18 
Dále zavedeme hyperroviny 1H  a 2H , představující krajní hyperroviny tříd, jako  
1: 221101 ≥++++ nn xwxwxwwH K                   (3.16) 
pro 1=iy  a  
1: 221102 −≤++++ nn xwxwxwwH K                   (3.17) 
pro 1−=iy . 1H  a 2H  reprezentují takové hyperroviny, na kterých leží tzv. support vectors 
(podpůrné vektory), neboli datové vzorky z množiny trénovacích dat, které leží nejblíže oddělující 
hyperrovině. Způsob nalezení hyperrovin v 2D prostoru je znázorněn na následujícím obrázku. 
 
Kombinací vztahů definujících 1H  a 2H  získáme následující obecný vztah, který je stejný pro 
všechny třídy 
ixwxwxwwy nni ∀≥++++ ,1)( 22110 K .                  (3.18) 




a tedy maximální vzdálenost mezi dvěmi třídami je poté definována jako 
WW ⋅
2
. Celkově jsou tedy podpůrné vektory a oddělující hyperrovina nalezeny pomocí vhodné 
transformace vztahu (3.18) do podoby tzv. problému kvadratického programování a řešení tohoto 
problému. 
Obrázek 3.2: Vytvoření hyperrovin v 2D prostoru. 
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Nalezením oddělující hyperroviny je dokončeno trénování SVM klasifikátoru. Klasifikace 










0)( α                     (3.19) 
Tento vztah vznikl transformací vztahu definujícího nalezenou oddělující hyperrovinu.          
iy  obsahuje třídu, do které přísluší podpůrný vektor iX , TX  je n-tice představující nový datový 
vzorek, iα a 0b  jsou hodnoty numerických parametrů a l  reprezentuje počet podpůrných vektorů. 
Pokud je výsledek předchozí vztahu pro požadovaný datový vzorek kladný, leží tento datový vzorek 
přímo na oddělující hyperrovině, nebo nad ní, a je tedy klasifikován do třídy 1. Obdobně pokud je 
výsledek záporný, leží daný datový vzorek přímo na, nebo pod oddělující hyperrovinou, a je 
klasifikován do třídy -1. 
Pro lineárně neseparovatelná data je postup vytvoření SVM klasifikátoru obdobný výše 
uvedenému postupu pro lineárně separovatelná data. Pouze je nutné v prvním kroku provést 
nelineární mapování vstupních dat do vícedimenzionálního prostoru, ve kterém budou již tato data 
lineárně separovatelná. Ve druhém kroku poté probíhá výše popsané hledání oddělující hyperroviny 
pro lineárně separovatelná data. V důsledku stoupající početní náročnosti v závislosti na počtu 
nových dimenzí, které vzniknou při nelineárním mapování vstupní dat, jsou používány tzv. jádrové 
funkce (kernel functions), které pracují s daty v původním prostoru a tedy výrazně snižují početní 
náročnost. Jádrové funkce jsou takové, které mohou být aplikovány na dvojice vstupních dat 
k vyhodnocení skalárního součinu v odpovídajícím prostoru, a jejich obecná definice je následující 
)()(),( iiji XXXXK φφ ⋅= , kde )(Xφ  je aplikace nelineární transformace na vstupní data. 
Použitím jádrových funkcí lze nalézt oddělující hyperrovinu ve vícerozměrném prostoru místo 
počítání úplného seznamu atributů pro každý datový bod [6]. 
3.2.6 K-nejbližších sousedů 
Klasifikace pomocí algoritmu k-nejbližších sousedů patří mezi metody založené na příkladech, často 
také označované jako lazy learners. Tyto se od metod jako jsou například klasifikace pomocí 
rozhodovacích stromů, Bayesovská klasifikace, nebo klasifikace založená na pravidlech liší tím, že na 
základě trénovacích dat nevytváří žádný model. Metody založené na příkladech pouze trénovací data 
uloží, případně provedou potřebné úpravy a transformace. Klasifikace nových vstupních dat je poté 
prováděna přímo na základě podobnosti s uloženými trénovacími daty. 
Metoda k-nejbližších sousedů patří mezi základní metody strojového učení učící se z analogie. 
Tedy nové datové vzorky jsou klasifikovány na základě podobnosti s trénovacími daty. Datové 
vzorky jsou reprezentovány n atributy, které představují souřadnice v n-dimensionálním prostoru. 
Každý datový vzorek tedy určuje bod v n-dimensionálním prostoru. Pro nový vstupní datový vzorek, 
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u něhož není známa příslušnost do třídy, je pomocí algoritmu k-nejbližších sousedů určeno 
k datových vzorků z množiny trénovacích dat, která jsou v n-dimensionálním prostoru nejblíže 
klasifikovanému datovému vzorku. Pro určení vzdálenosti jednotlivých vzorků bývá nejčastěji 
používána Eukleidovská vzdálenost. Danému datovému vzorku je poté přiřazena taková třída, která je 
nejčetnější u k vybraných prvků z množiny trénovacích dat [1], [6]. 
3.2.7 Ostatní metody klasifikace 
Mezi ostatní významnější metody používané pro klasifikaci patří metody založené na genetických 
algoritmech a fuzzy množinách. 
3.3 Metody predikce 
Mezi základní metody predikce patří lineární a nelineární regrese, tyto metody budou popsány 
v následujících dvou kapitolách. 
3.3.1 Lineární regrese 
Regrese, neboli regresní analýza, je pojem označující statistické metody používané pro odhad 
hodnoty náhodné veličiny (též závislé nebo cílové proměnné) na základě znalosti jiných veličin 
(nezávislých proměnných). Regrese tedy vyjadřuje závislost mezi jednou nebo více nezávislými 
proměnnými a závislou (cílovou) proměnnou nabývající spojitých hodnot. Při aplikaci regrese pro 
dolování dat představují nezávislé proměnné jednotlivé atributy datového vzorku a závislá proměnná 
cílový atribut, jehož hodnota je predikována. 
V případě lineární regrese je závislost proměnných vyjadřována přímkou (lineární funkcí) 
a podle počtu proměnných hovoříme o jednoduché nebo vícenásobné lineární regresi. Jednoduchá 
lineární regrese je nejjednodušší případ regrese a vyjadřuje závislost cílové proměnné na pouze jedné 
nezávislé proměnné. Tato závislost je definována jako 
baXY +=                       (3.20) 
Kde závislá proměnná je označována jako Y , nezávislá proměnná jako X  a a , b  jsou koeficienty 
určující parametr přímky. Cílem je na základě trénovacích dat určit hodnoty koeficientů a , b  
určujících přímku závislosti. Pro určení hodnot koeficientů a , b  se používá metoda nejmenších 
čtverců, která nalezne takové hodnoty a , b , pro které platí, že součet čtverců odchylek skutečných 
hodnot od očekávaných je minimální (podrobněji o metodě nejmenších čtverců v [5]). Metoda 
nalezení přímky závislosti je znázorněna na následujícím obrázku (spolu se skutečnými hodnotami 




Vícenásobná lineární regrese je pouze rozšířením jednoduché lineární regrese, kdy cílová 
proměnná nezávisí pouze na jedné, ale na dvou a více nezávislých proměnných. Regresní funkce má 
potom tedy tvar 
nn XaXaXaaY ++++= K22110                    (3.21) 
Kde X  značí jednotlivé nezávislé proměnné a n jejich počet. Pro výpočet hodnot koeficientů 
naa ,,0 K  se opět používá metoda nejmenších čtverců jako v případě jednoduché lineární regrese [6]. 
3.3.2 Nelineární regrese 
Nelineární regrese se používá pro data, jejichž závislost není lineární, neboť použitím lineární regrese 
pro tyto data nejsou dostávány příliš přesné výsledky. Obecně nelineární regrese vyjadřuje závislost 
dat nelineárních funkcí (kvadratická, lomená, exponenciální funkce) libovolného tvaru s libovolným 
počtem proměnných a koeficientů. Příkladem nelineární regrese je polynomická regrese, kde závislost 
dat je vyjadřována polynomem příslušného řádu. 
Často je ale nelineární regrese transformována na lineární, kterou již je pak možné vyřešit 
metodou nejmenších čtverců [6]. Příkladem může být převedení nelineární regresní funkce 
dcXbXaXY +++= 23                     (3.22) 
 na  
dcXbXaXY +++= 321 , kde                   (3.23) 
3
1 XX = , 
2
2 XX =  a XX =3 . 
Obrázek 3.3: Princip jednoduché lineární regrese. 
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4 Získávání znalostí z multimediálních 
databází 
Dolování dat se obecně používá nad dobře strukturovanými daty (obsahují přesně definované 
a jednoznačné atributy), které lze snadno uložit do relačních databází. Naopak multimediální data 
jsou již svým původem nestrukturovaná, neobsahují žádné přesně definované atributy 
s jednoznačným významem, a tak musejí být nejprve zpracována a charakterizována jistými atributy, 
které poskytují informaci o jejich obsahu. Dalším aspektem, který činí dolování z multimediálních dat 
obtížnějším a zajímavějším, je heterogennost těchto dat. Multimediální data totiž velmi často vznikají 
kombinací výstupů senzorů různých modalit, přičemž každá modalita se zpracovává odlišně. 
Samotný pojem získávání znalostí z databází a jeho obecný význam byl popsán v druhé 
kapitole. V této kapitole bude popsáno získávání znalostí z multimediálních databází. 
Podle standartu MPEG-7 [25], který je normou pro popis obsahu multimediálních dat, se 
multimediální data dělí na čtyři typy: audio data (zahrnující zvuky, řeč a hudbu), obrazová data 
(černobílé a barevné obrázky), video data (časová posloupnost obrazů) a tzv. elektronický nebo 
digitální inkoust (posloupnost souřadnic s časovými razítky, které jsou generovány senzory jako je 
např. stylus) [15]. 
4.1 Multimediální databáze 
S rychle rostoucím množstvím multimediálních dat vznikala potřeba jejich efektivního ukládání 
a následné správy a vyhledávání v těchto datech. Vhodným prostředkem splňujícím tyto požadavky 
jsou databáze, jelikož zajišťují konzistenci, souběžnost, integritu, bezpečnost a dostupnost a dále 
uživateli poskytují funkce pro jednoduchou manipulaci, dotazování a získávání relevantních 
informací z velkého množství dat. Ale vzhledem k tomu, že multimediální data jsou nestrukturovaná 
a heterogenní, nemohou být používány pro jejich uchování relační databáze navržené původně pro 
strukturovaná data. Pro práci s multimediálními daty musejí být použity relační databáze rozšířené 
o postrelační (objektově orientované) vlastnosti. Hlavním úkolem multimediálních databází je tedy 
efektivně poskytovat uložená data a k nim přidružené informace, což není v důsledku povahy 
multimediálních dat tak jednoduché, jako je vyhledávání ve strukturovaných datech. Vyhledávání 
v multimediálních databázích je založeno na tzv. metadatech, které představují data (informace) 
o datech, neboli jejich popis. Metadata lze získat například extrakcí charakteristických rysů z dat. 
Na základě způsobu popisu jsou rozlišovány dva typy vyhledávání v multimediálních 
databázích. Prvním typem je vyhledávání dle popisu dat, kdy spolu s každými uchovávanými daty 
musí být vytvořena a uložena jejich sémantika (název, klíčová slova, popis objektů, atd.). Nevýhodou 
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tohoto typu je, že takovýto popis nelze generovat automaticky a musí být vytvořen člověkem, což 
způsobuje problémy s neefektivností a subjektivitou. Druhým typem je vyhledávání dle obsahu dat, 
které využívá popisu syntaxe dat (u obrazových dat tvoří syntaxi dat například histogram, dominantní 
barva, tvary, textury, atd.). Výhodou tohoto typu vyhledávání je obvykle plně automatizované získání 
popisu syntaxe dat [9]. 
4.2 Proces dolování multimediálních dat 
Proces dolování dat se skládá z několika kroků a je procesem interaktivním a iterativním. Tento 
proces a jeho jednotlivé kroky jsou obecně popsány v druhé kapitole. V této kapitole bude tento 
proces upřesněn z pohledu dolování multimediálních dat. 
Architektura dolování multimediálních dat je zobrazena na obrázku 4.1, který zachycuje 
jednotlivé kroky procesu dolování multimediálních dat. Přerušované šipky v levé části obrázku 
symbolizují interaktivnost procesu a šipky od doménové znalosti její důležitost v daných částech 
dolovacího procesu [15]. 
 
 
Obrázek 4.1: Architektura dolování multimediálních dat (převzato z [15]). 
 
První krok procesu, časoprostorová segmentace, je důležitý vzhledem k nestrukturované 
povaze multimediálních dat. Data jsou v tomto kroku rozčleněna na jednotlivé části, které již mohou 
být charakterizovány danými atributy a rysy. Spolu s krokem extrakce rysů odpovídají tyto dva kroky 
části předzpracování dat obecného procesu získávání znalostí. Při dolování nad obrazovými daty tento 
krok provádí obrazovou segmentaci (např. členění obrazu na pevně dané bloky), při použití video dat 
zde dochází k členění videa na souvislé kolekce snímků, které mohou být zpracovávány v dalším 
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kroku jako jeden snímek, a audio data jsou dělena buď na úrovní fonému, slov a nebo na části pevně 
dané velikosti. Tento krok, se zaměřením zejména na extrakci nízkoúrovňových rysů video dat 
a obrázků, je popsán v následující kapitole. 
Krok získávání vzorů není příliš odlišný od obecného kroku dolování dat. V závislosti na 
cílových znalostech jsou použity vybrané dolovací metody pro získání cílových znalostí neboli vzorů. 
Pro dolování multimediálních dat jsou používány klasické metody pro získávání znalostí (asociace, 
klasifikace a predikce, shluková analýza, atd.), které jsou upraveny pro dolování nad multimediálními 
daty. Často používané jsou zejména metody pro popis konceptu, zahrnující automatické získání 
popisu multimediálních dat, a dolování událostí a rysů [15]. 
Poslední krok vyhodnocení a prezentace znalostí je totožný s krokem obecného procesu 
dolování dat. Jde pouze a definici užitečných znalostí a jejich vhodnou prezentaci uživateli. 
4.3 Extrakce rysů 
Obecně metoda extrakce rysů, používaná zejména v části předzpracování dat, slouží pro snížení 
dimenzionality původních dat. Jejím cílem je z datových atributů vytvoření takových rysů, které 
nesou nejvíce informace. Tyto nové rysy představují hodnoty získané sumarizací, agregací, výběr 
nebo transformací hodnot původních atributů [6]. 
Extrakce rysů z multimediálních dat reprezentuje automatizovaný proces redukce množství 
nestrukturované informace. Výsledkem je poté vektor rysů obsahující již strukturované informace, 
které popisují daný multimediální objekt. Z video dat a obrázků jsou získávány dva hlavní typy rysů. 
Globální rysy popisují vlastnosti celého obrázku, případně u videa vlastnosti celého záběru, který je 
reprezentován jedním nebo několika snímky. Naopak lokální rysy se týkají pouze vlastností dané 
části obrázku nebo u videa časoprostorové části snímku [9]. 
Jiný způsob dělení rysů je na rysy nízké, střední a vysoké úrovně. Nízkoúrovňové rysy 
představují fyzickou úroveň dat, tedy nelze z nich získat informace o vlastním obsahu (sémantice) 
dat. Střední úroveň rysů, někdy též nazývaná logická, nebo geometrická úroveň, reprezentuje 
informace o objektech (např. jejich rozmístění, tvar) obsažených v datech. Pomocí střední úrovně 
rysů zastupujeme způsob vidění dat. Poslední vysoká neboli též konceptuální úroveň, nese pouze 
sémantickou informaci o datech, tedy jak jsou tyto data vnímána. 
4.4 Nízkoúrovňové vizuální rysy 
Nízkoúrovňovými rysy jsou nazývány takové rysy, které jsou automaticky extrahovány přímo 
z digitální reprezentace multimediálních dat uložených v databázi a nemají souvislost s lidským 
vnímáním těchto dat [21]. Pro popis video dat a obrázků se používají tzv. vizuální rysy nízké úrovně, 
které nejčastěji popisují vlastnosti dat, jako jsou barva, textura, tvar, pohyb a umístění [9]. 
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4.4.1 Barva 
Základním vizuálním rysem, pro popis video dat a obrázků, jsou vlastnosti týkající se barvy 
a barevného rozložení. Mezi tyto rysy patří například dominantní barva, histogram a struktura. Pro 
jejich popis se používají zejména barevné modely HLS, HSV, nebo YCbCr, které odpovídají, na 
rozdíl od modelů RGB a CMYK, lepé lidskému vnímání barev [9]. Barevné modely HSV a YCbCr 
zde budou rozebrány podrobněji. 
4.4.1.1 Barevný model HSV 
Základní aditivní barevný model RGB (Red, Green, Blue) vytváří výslednou barvu složením červené, 
zelené a modré složky světla. Tento model je převážně používán pro zobrazování barvy 
v elektronických systémech (monitory, projektory, atd.). HSV barevný model naopak více odpovídá 
lidskému vnímání barev a skládá se ze 3 základních složek: Hue, Saturation a Value. Hue neboli 
barevný tón určuje převládající barvu a obecně se označuje přímo názvem barvy. Další složku tvoří 
sytost barvy (Saturation), která představuje příměs jiných spektrálních barev (hodnota sytosti indikuje 
míru šedé barvy v barevném prostoru). A poslední složkou modelu HSV je jas (Value), který udává 
příměs bíle barvy neboli bílého světla, čímž je definována relativní světlost nebo tmavost výsledné 
barvy. Model HSV je obvykle využíván v grafických aplikacích [16]. 
Jednotlivé složky modelu HSV jsou znázorněny s využitím vzorového obrázku 4.2, jehož 
reprezentace v modelu HSV je uvedena na obrázku 4.4. Pro porovnání je uvedeno rozložení 
vzorového obrázku i  v barevném modelu RGB (obrázek 4.3). 
4.4.1.2 Barevný model YCbCr 
Na rozdíl od barevných modelů, které reprezentují jednotlivé barevné složky (např. RGB, CMY, …), 
patří barevný model YCbCr mezi modely skládajících se z oddělené jasové a chromatické složky. 
Tyto barevné modely jsou založeny na poznatku, že lidské oko dokáže velice dobře rozlišit změnu ve 
světelnosti, ale nedokáže rozlišit malé změny v chromizačních signálech (barevné změny). Barevný 
model YCbCr je převážně využíván v oblasti digitálního videa a fotografie a to z důvodu jeho 
kompresních vlastností (např. jako základ JPEG komprese). Výhodou tohoto formátu je, že informace 
o barvě je nesena pouze dvěma komponentami. Komponenta Cb představuje chromizační signál, který 
určuje rozdíl mezi modrou složkou a referenční hodnotou. Obdobně komponenta Cr udává rozdíl 
mezi červenou složkou a referenční hodnotou. První komponentou barevného modelu YCbCr je Y, 
které obsahuje informaci o luminaci, kde luminace je pojem zavedený skupinou CIE (International 
Commission on Illumination) a udává sílu jasu, váhovanou funkcí spektrální citlivosti, která je 
charakteristická pro příslušný vizuální systém [12]. 
Na obrázku 4.5 je opět pro srovnání uvedeno rozložení vzorového obrázku na jednotlivé složky 
modelu YCbCr. Komponenta Y je v podstatě původní obrázek převedený do šedotónové stupnice 
a kombinace komponent Cb, Cr definuje jednotlivé barvy. 
 26 
 
Obrázek 4.2: Vzorový obrázek ([31]). 
 
 
Obrázek 4.3: Rozklad modelu RGB na jednotlivé složky R, G
 
a B v pořadí zleva doprava (převzato z [32]). 
 
 
Obrázek 4.4: Rozklad modelu HSV na jednotlivé složky H, S
 
a V v pořadí zleva doprava (převzato z [33]). 
 
 
Obrázek 4.5: Rozklad modelu YCbCr na jednotlivé složky Y, Cb a Cr v pořadí zleva doprava (převzato z [31]). 
4.4.1.3 Škálovatelné rozložení barvy v obrázku 
Škálovatelné rozložení barvy je použito jako jeden z rysů pro popis datové sady ze soutěže TRECVid, 
které se účastní i Fakulta informačních technologií VUT v Brně. Výpočet tohoto rysu je založen na 
deskriptoru popsaném v MPEG-7 [25], který je podobný kódování JPEG. Jako první krok je 
provedeno převedení obrázku do modelu YCbCr a následně převzorkování všech tří složek obrázku na 
velikost 8x8 pixelů. V dalším kroku je na všechny tři složky aplikována diskrétní kosinová 
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transformace (DCT), což je proces, který převede prostorové souřadnice x a y do frekvenčních 
souřadnic. Nakonec je provedena kvantizace výsledků DCT a koeficienty jsou vybírány z matice tzv. 
Zig-Zag způsobem. Z výsledků získaných pro všechny tři složky YCbCr modelu je vytvořen výsledný 
vektor rysů obsahující celkem 51 koeficientů. Prvních 21 koeficientů je získáno ze složky Y, dále 15 
ze složky Cb a posledních 15 ze složky Cr [8]. Celý proces vytvoření vektoru škálovatelného rozložení 
barvy v obrázku je schématicky znázorněn na obrázku 4.6. 
 
 
Obrázek 4.6: Postup vytvoření rysu rozložení barvy v obrázku (převzato z [8]). 
4.4.1.4 Deskriptor založený na histogramu 
Tento deskriptor je použit jako další nízkoúrovňový rys pro popis datové sady ze soutěže TRECVid. 
Základem je převedení obrázků do formátu HSV spočítání histogramu v HS prostoru. Histogram 
obecně obsahuje statistickou informaci o barevném rozložení a konkrétně v tomto případě nese 
informaci o frekvenci rozložení barevného tónu a sytosti v obrázku. Pro zvýšení odolnosti deskriptoru 
je navíc používáno rozdělení obrázku na více stejných a samostatných částí, kde pro každou část je 
histogram HS prostoru vypočten odděleně. Četnost rozdělení obrázku, spolu s kvantizací HS prostoru, 
je definována před zahájením vytváření deskriptoru [3]. Příklad výsledného deskriptoru, který byl 
vytvářen pro vstupní obrázek rozdělený do 12 samostatných častí, je uveden na obrázku 4.7 a). 
 
 
a)     b) 
Obrázek 4.7: Deskriptor založený na histogramu (a) a deskriptor založený na gradientu (b) (převzato z [3]). 
4.4.1.5 Deskriptor založený na vícestupňovém gradientu 
Dalším rysem používaným nad datovou sadou TRECVid je histogram orientací gradientu. Obecný 
význam gradientu je směr růstu. Tedy gradient libovolné veličiny (např. fyzikální) udává v daném 
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bodu prostoru směr, ve kterém tato veličina roste nejrychleji, a velikost gradientu určuje velikost této 
změny. Při vytváření tohoto deskriptoru jsou tedy nejprve vypočteny gradienty v předem 
definovaných bodech obrázku. Poté je na základě orientací gradientů vytvořen histogram a jeho 
jednotlivé složky jsou váhovány velikostí gradientu. A jelikož je tento deskriptor založen na 
vícestupňovém gradientu, je histogram gradientů vytvořen pro několik různých rozlišení obrázku tak, 
aby i struktury s nižší frekvencí byly obsaženy ve výsledném deskriptoru. Jednotlivá rozlišení 
obrázku a mřížka pro určení bodů, ve kterých jsou počítány gradienty, musejí být definovány před 
zahájením vytváření deskriptoru [3]. Příklad deskriptoru, vytvořeného pro 4 různá rozlišení vstupního 
obrázku, je uveden na obrázku 4.7 b). Jednotlivé řádky představují histogramy pro různá rozlišení. 
4.4.2 Textura 
Textura je vlastností všech reálných objektů a reprezentuje projekci tří rozměrného povrchu reálného 
objektu do dvou rozměrného prostoru. V digitální reprezentaci dat jsou textury složeny z opakujících 
se elementů, které mohou být popsány statistickou, geometrickou nebo frekvenční charakteristikou. 
Extrakce texturních rysů se nejčastěji provádí z frekvenční oblasti pomocí Gaborových filtrů, nebo 
Haarových waveletů [9]. 
4.4.2.1 Deskripce textur pomocí Gaborových filtrů 
Deskripcí textur se rozumí automatické vytvoření vektoru rysů na základě vlastností textury. V tomto 
odstavci bude nastíněna metoda popisu texturní informace pomocí Gaborových filtrů, která je použita 
pro vytvoření dalšího vektoru rysů datové sady soutěže TRECVid a která patří mezi nejefektivnější 
způsoby popisu texturní informace, jelikož odpovídá lidskému chápání [10]. 
Aby bylo možné aplikovat Gaborovy filtry na obrazová data, je nejprve nutné chápat obrázek 
jako dvourozměrný signál se dvěmi závislými proměnnými se spojitým časem. Za nezávislou 
proměnnou může být považována například barva a její parametry, jas, nebo například šum v obraze. 
Obrázek je nejprve převeden do frekvenční oblasti rychlou Fourierovou transformací (FFT), nebo 
případně diskrétní kosinovou transformací (DCT). Obrázek je poté filtrován množinou Gaborových 
filtrů s různými orientacemi a měřítky. Energie a její směrodatná odchylka v jednotlivých 
frekvenčních oblastech tvoří komponenty deskriptoru textury. 
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 (30°) výsečí a 5 frekvenčních pásem, které se směrem od středu souřadnic zvětšují 
v oktávách. Každé následující pásmo je 2x větší než předchozí, přičemž poslední páté pásmo je 
největší a tvoří polovinu celého frekvenčního prostoru (patrné z obrázku 4.7). Těchto 6 frekvenčních 
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pásem a 5 pravidelných výsečí tvoří dohromady 30 filtrů, kterými je provedena filtrace obrázku. 
Postup filtrace je znázorněn na obrázku 4.8. A jak již bylo uvedeno výše, výsledkem filtrace jsou 
koeficienty energie a její směrodatné odchylky, které tvoří deskriptor textury [8].  
 
 
Obrázek 4.7: Gaborovy filtry – 6 pravidelných výsečí a 5 frekvenčních pásem (převzato z [8]). 
 
 
Obrázek 4.8: Filtrace obrázku pomocí Gaborových filtrů (převzato z [8]). 
4.4.3 Tvar 
Tvar objektu je možné definovat na základě jednoho nebo více regionů v obrázku, ze kterých se daný 
objekt skládá. Přičemž za objekt jsou považovány oblasti s jistou barvou, texturou nebo hranami. 
Zároveň oblasti mohou mít stejné vlastnosti a přitom různý význam, nebo naopak. Jednotlivé oblasti 
je možné popsat jako plochu, nebo její hranici. Pokud se jedná o plochu, je oblast popsána jako malá 
bitmapa. Dalším způsobem popisu tvaru objektu je 3D mřížkou, která vznikne jako extrakce 3D tvaru 
objektu z jeho 2D reprezentace [9], [25]. 
4.4.4 Pohyb 
Pod pojmem pohyb se rozumí nejen změna umístění objektu v rámci po sobě následujících snímků, 
ale i ostatní transformace objektu (rotace, deformace, atd.). Nejjednodušším typem pohybu objektu je 
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pohyb v rovině, ve které objekty příliš nemění vzhled, tvar ani velikost. Pohyb objektu je zde 
realizován pouze pomocí translace a rotace. Obecným typem pohybu objektu na ploše je však 
perspektivní transformace. 
Dalším způsobem, kterým je možné chápat pohyb je naopak pohyb kamery. Pro popis pohybu 
kamery je používána fundamentální matice, která lze odhadnout pomocí shody několika náhodných 
bodů v po sobě následujících snímcích [9],[25]. 
4.4.5 Umístění 
Umístění se používá pro identifikaci pohyblivých objektů. Vizuální tělesa je možné obalit konvexní 
obálkou a zaznamenat jejich souřadnice. Pokud jsou souřadnice doplněny ještě o časové razítko 
neboli číslo rámce, jedná se o časoprostorový lokátor objektu [9],[25]. 
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5 Použité techniky a technologie 
V předchozích kapitolách byl proveden úvod do teorie potřebné pro následující praktickou část 
diplomové práce. Cílem této části práce je demonstrovat funkčnost existujících nástrojů používaných 
pro získávání znalostí z multimediálních dat, implementovat jednu z metod klasifikace pro extrakci 
rysů vysoké úrovně z nízkoúrovňového popisu dat a na závěr zhodnotit výsledky provedených 
experimentů. 
V této kapitole budou postupně popsány všechny nástroje, techniky a vstupní data použitá při 
řešení této diplomové práce. 
5.1 Datová sada TRECVid 
Testování vlastností různých metod klasifikace vektorů rysů multimediálních dat bylo prováděno nad 
datovou sadou ze soutěže TRECVid. TREC Video Retrieval Evalution (TRECVid) je série konferencí 
sponzorovaná organizací NIST (National Institute of Standards and Technology), která vznikla roku 
2003, kdy se oddělila od TREC (Text REtrieval Conference). Cílem těchto konferencí je 
prostřednictvím otevřené mezinárodní evaluace podpořit výzkum v oblasti vyhledávání informací ve 
videu. Jednotlivým účastníkům evaluace je poskytnuta kolekce dat, nad kterými jsou prováděny 
zadané úlohy. Výsledky a způsoby řešení jednotlivých účastníků jsou poté porovnávány, 
vyhodnocovány a společně diskutovány [27]. 
V roce 2008 byly pro evaluaci vypsány tyto následující úlohy: surveillance event detection, 
rushes summarization, content-based copy detection, search a high-level feature extraction. Pro řešení 
těchto úloh byly poskytnuty čtyři datové sady: Sound and Vision, BBC Rushes, TRECVid 2008 
Surveillance video a MUSCLE-VCD-2007 [23]. 
Tato práce se zabývá metodami extrakce rysů vysoké úrovně (high-level feature extraction), 
které provádějí klasifikaci snímků z testovací datové sady, na základě anotovaných vývojových dat, 
do konceptuálních tříd, tak jak lidé vnímají přítomnost, nebo absenci těchto konceptuálních tříd ve 
snímcích. Jako koncepty mohou být definovány libovolné subjekty nebo objekty, např. lidé, auto, 
město. Datová sada určená pro tuto úlohu v roce 2008 je Sound and Vision. Jedná se kolekci videí 
s různou tematikou ve formátu MPEG-1, která je poskytnuta institucí Netherlands Institute for Sound 
and Vision. Datová sada je rozdělena na dvě části. První podmnožinu, tzv. vývojovou, tvoří 219 videí 
o celkové délce přibližně 100 hodin a je určena pro vývoj aplikací. Druhou podmnožinu tvoří 
testovací data určená pro evaluaci (opět 219 videí o celkové délce přibližně 100 hodin) [23]. 
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5.1.1.1 Reprezentace datové sady Sound and Vision 
Jak již bylo uvedeno výše, pro vývoj aplikací a evaluaci slouží tzv. vývojová podmnožina, která 
obsahuje 219 anotovaných videí. Aby bylo možné provádět extrakci rysů vysoké úrovně, je nutné 
nejprve videa vhodně reprezentovat. Vzhledem k velkému množství dat, které by bylo potřeba 
zpracovat, jsou nejprve jednotlivá videa rozdělena do menších úseků (shots), které tvoří určité 
významové celky videa. Každý úsek je reprezentován jedním klíčovým snímkem (keyframe), pro 
který jsou vytvořeny nízkoúrovňové rysy (features). Pro popis klíčových snímků jsou používány čtyři 
deskriptory, které byly popsány výše v kapitole 4.4, a to: deskriptor škálovatelného rozložení 
v obrázku, deskriptor založený na histogramu v barevném prostoru HS, deskriptor založený na 
vícestupňovém gradientu a deskriptor textur pomocí Gaborových filtrů. Každý klíčový snímek je 
anotován podle definovaných konceptů, přičemž jeden snímek může patřit do více konceptů 
současně, ale také nemusí být anotován ani do jednoho konceptu. Konceptů pro datovou sadu Sound 
and Vision 2008 je 20 a jejich přehled je spolu se stručným popisem a počtem anotovaných klíčových 
snímků uveden v příloze 1. 
Pro uložení reprezentace datové sady Sound nad Vision je použit databázový systém 
PostgreSQL. 
5.1.1.2 Databázový systém PostgreSQL 
PostgreSQL je objektově relační databázový systém s otevřeným zdrojovým kódem, který je šířen 
pod licencí BSD (Berkeley Software Distribution), která umožňuje volné šíření licencovaného 
obsahu, přičemž vyžaduje pouze uvedení autora a informaci o licenci, doplněnou o upozornění na 
zřeknutí se odpovědnosti díla [26]. PostgreSQL je vyvíjen již více než 15 let, během nichž si získal 
výbornou pověst pro svou spolehlivost a bezpečnost. 
Databáze je spustitelná na všech rozšířených operačních systémech a splňuje základní 
podmínky jako ACID (Atomicity, Consistency, Isolation, Durability = atomičnost, konzistence, 
izolace, trvanlivost), podporu cizích klíčů, operace JOIN, pohledy, databázové triggery a uložené 
procedury. Dále se PostgreSQL snaží respektovat a implementovat standardy ANSI SQL 92/99. 
Součástí je i nativní rozhraní pro většinu nejrozšířenějších programovacích jazyků (C/C++, Java, 
.NET, atd.). Podrobné informace je možné nalézt v dokumentaci na oficiálních stránkách PostgreSQL 
[26]. 
Mezi hlavní přednosti databázového systému PostgreSQL patří rozšiřitelnost. Systém může být 
rozšiřován o nové datové typy, funkce, operátory, agregační funkce nebo procedurální jazyky. Díky 
této přednosti mohlo vzniknout mnoho různých rozšíření PostgreSQL. Další výhodou této databáze je 
schopnost manipulace s velkými objemy dat, přičemž celková velikost databáze není nikterak 
omezená (pro zajímavost jsou základní limitní hodnoty uvedeny v tabulce 5.1). Naopak zřejmě 
jedinou nevýhodou tohoto databázového systému je prozatím jeho menší rozšířenost oproti svému 
největšímu volně dostupnému konkurentovi, databázi MySQL. 
 33 
Limit Hodnota 
Maximální velikost databáze Neomezená 
Maximální velikost tabulky 32 TB 
Maximální velikost řádku 1,6 TB 
Maximální velikost jedné položky 1 TB 
Maximální počet řádku v tabulce Neomezený 
Maximální počet sloupců v tabulce 250 – 1600 v závislosti na datovém typu sloupce 
Maximální počet indexů v tabulce Neomezený 
Tabulka 5.1: Základní limitní omezení databázového systému PostgreSQL (převzato z [28]). 
5.1.1.3 Uložení datové sady Sound and Vision 
Jak již bylo uvedeno výše, pro uložení datové sady TRECVid je použit databázový systém 
PostgreSQL. Databáze obsahující nejenom datovou sadu Sound and Vision, ale veškeré data 
používané při evaluaci TRECVid, se nazývá trecvid a je umístěna na školním serveru minerva2, ke 
kterému je přístup pouze z lokální sítě nebo přes VPN (Virtual Private Network). Databáze trecvid 
obsahuje několik schémat pro jednotlivé úlohy TRECVid. Data pro řešení úlohy extrakce rysů vysoké 
úrovně jsou uložena ve schématu hlf_search. Toto schéma obsahuje 18 tabulek, přičemž pro řešení 
extrakce rysů vysoké úrovně jsou důležité následující tabulky (uvedené v abecedním pořadí) a na 
obrázku 5.1 je uveden ER diagram této části databáze. 
• tv_annotations 
Tato tabulka obsahuje anotace všech klíčových snímků jednotlivých úseků všech 219 videí. 
Klíčový snímek může být anotován do více různých konceptů nebo naopak do žádného 
konceptu. Anotace je provedena tak, že pro každý klíčový snímek je vytvořeno tolik záznamů, 
kolik je definovaných konceptů (v tomto případě tedy 20 záznamů), a v každém záznamu je 
příznakem určeno, zda daný klíčový snímek je anotován do příslušného konceptu a pomocí 
dalšího příznaku, zdali je tento údaj jistý. Jelikož vývojová podmnožina datové sady Sound 
and Vision slouží jako trénovací, jsou všechny anotace pravdivé. Pokud daný klíčový snímek 
není anotován ani do jednoho konceptu, je tento snímek označován jako tzv. negativní vzorek. 
• tv_concepts 
Obsahem této tabulky je definice všech používaných konceptů spolu s jejich stručným 
popisem. Jak již bylo zmíněno výše, datová sada Sound and Vision 2008 obsahuje 20 
konceptů, jejichž přehled je uveden v příloze 1. 
• tv_datasets 
Fakulta informačních technologií VUT v Brně se účastní evaluace TRECVid již několikátým 
rokem a tedy databáze trecvid obsahuje i datové sady zadané v předchozích letech. Jednotlivé 
datové sady odlišeny jednoznačnými identifikátory, které jsou uloženy v této tabulce. 
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• tv_keyframes 
Pro popis klíčových snímků jsou používány nízkoúrovňové rysy neboli tzv. deskriptory. 
V tabulce tv_keyframes jsou pro každý klíčový snímek jednotlivých úseků všech 219 videí 
uloženy čtyři deskriptory, kterými jsou deskriptor škálovatelného rozložení v obrázku, 
deskriptor založený na histogramu v barevném prostoru HS, deskriptor založený na 
vícestupňovém gradientu a deskriptor textur pomocí Gaborových filtrů. Kromě těchto rysů je 
ještě pro všechny klíčové snímky uložena hodnota o počtu velkých, středních a malých 
obličejů na snímku. Tento údaj ale není při extrakci rysů vysoké úrovně používán. 
• tv_shots 
Další důležitá tabulka je tv_shots, která obsahuje informace o rozdělení videí na jednotlivé 
úseky. Pro každý úsek je k dispozici informace o jeho začátku vzhledem k délce videa a délka 
samotného úseku. 
• tv_videa 
Poslední používaná tabulka obsahuje informace o jednotlivých videích datové sady Sound and 
Vision. Pro všechna videa je uchováváno jejich jméno, formát, počet snímků za sekundu, 
délka v počtech snímků videa a doba trvání. 
 
 
Obrázek 5.1: ER diagram části databáze pro uložení datové sady Sound and Vision. 
5.2 Nástroje pro dolování dat 
V této kapitole budou uvedeny nástroje použité pro provádění experimentů nad daty, která byla 
popsána v předcházející kapitole. Cílem testování bylo demonstrovat funkčnost těchto nástrojů pro 
klasifikaci vektorů rysů multimediálních dat a určit, které z dolovacích metod jsou nejvhodnější 
a zároveň určit, které z použitých deskriptorů pro popis klíčových snímků dosahují nejlepších 
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výsledků. Hlavní část testování byla prováděna pomocí nástroje Rapid Miner a pro ověření výsledků 
byl použit nástroj LibSVM. 
5.2.1 RapidMiner 
RapidMiner je nástroj umožňující jednoduché provádění úloh strojového učení a dolovacích úloh. 
V současnosti se jedná o nejvíce rozšířené volně dostupné řešení pro získávání znalostí z dat. 
RapidMiner je dostupný ve dvou verzích, Community a Enterprise edition. Enterprise edition je 
placená verze určená pro podporu rozhodování v komerční oblasti (ve firmách apod.). Naproti tomu 
ačkoliv je Community edition verze volně dostupná, tzv. open-source, a určená především pro 
výzkum, testovací účely a soukromé použití, nabízí i přesto velké množství funkcí a možností pro 
získávání znalostí z dat. RapidMiner je možné použít jako univerzální nástroj, jelikož byl úspěšně 
aplikován na širokou škálu různých dolovacích úloh (získávání znalostí z multimediálních databází, 
z textu, datových proudů apod.). 
Celý nástroj je implementován v programovacím jazyce Java, a proto je bez problému 
přenositelný na nejvíce rozšířené platformy a operační systémy. Dolovací úlohy je možné vytvářet 
a spouštět pomocí grafického uživatelského rozhraní, ale také zároveň přímo z příkazového řádku na 
základě vytvořeného konfiguračního souboru. Do aplikace je dále možné doinstalovat řadu volně 
dostupných rozšíření a pluginů [28]. 
 
 
Obrázek 5.2: Aplikace RapidMiner (okno s průvodcem předdefinovaných procesů). 
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5.2.1.1 Definice dolovací úlohy 
Vytváření dolovacích úloh v RapidMineru je založeno na modulárním konceptu. Každá úloha je 
definována jako proces, který se skládá z jednotlivých operátorů. Základní schopností operátorů 
je možnost řetězit se a za splnění určitých podmínek různě se kombinovat a zaměňovat. Díky těmto 
vlastnostem je tedy možné vytvářet a řešit velké množství rozmanitých dolovacích úloh. 
V RapidMineru je obsaženo více než 400 operátorů různých druhů, které reprezentují jednotlivé části 
dolovací úlohy (vstup dat, předzpracování, samotné dolovací algoritmy, evaluaci, vizualizaci 
výsledků a mnoho dalších). Kromě možnosti vytvářet nové čisté dolovací úlohy, lze v RapidMineru 
využít průvodce, který obsahuje předdefinované některé základní úlohy. Pomocí tohoto průvodce 
stačí pouze zadat vstupní data a proces je připraven ke spuštění. 
Proces 
Operátory, ze kterých je vytvářen proces modelující danou dolovací úlohu, jsou uspořádány do 
stromové struktury. Listové uzly představují jednotlivé kroky modelované úlohy (procesu), vnitřní 
uzly jsou naopak pouze určitou abstrakcí v modelovaném procesu a kořenový operátor reprezentuje 
celý proces. Na obrázku 5.3 je uveden příklad procesu z RapidMineru, který modeluje klasifikaci 
pomocí SVM. Listovými uzly jsou CSVExampleSource, Learner, Applier a Evaluator. Uzel označený 
jako Root je kořenový a reprezentuje celý proces. Ostatní operátory, kterými jsou XValid 
a ApplierChain představují jistou úroveň abstrakce v modelovaném procesu. Význam jednotlivých 
operátorů není pro pochopení základních principů nástroje RapidMiner podstatný a bude uveden až 
při popisu jednotlivých použitých dolovacích úloh. 
 
 
Obrázek 5.3: Příklad procesu v aplikaci RapidMiner reprezentující SVM klasifikátor. 
 
Konfigurace celého procesu je ukládána během jeho vytváření, pomocí interaktivního prostředí 
aplikace RapidMiner, do souboru ve formátu XML. Konfigurační soubor obsahuje strukturu 
operátorů tvořících celý proces a jejich veškeré nastavení. Příklad konfiguračního souboru, který 
odpovídá procesu na obrázku 5.3 je uveden v příloze 2. Pro vytvoření konfiguračního souboru není 
nutné použít aplikaci RapidMiner, tento soubor lze při znalosti syntaxe vytvářet ručně v libovolném 
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textovém editoru. Na základě konfiguračních souborů je možné dolovací úlohy pouštět na pozadí 
z příkazového řádku. V aplikaci je dále k dispozici průvodce obsahující předdefinované šablony 
(procesy) pro některé základní dolovací úlohy, zároveň je možné vytvořit vzorový proces (kostru 
procesu) a uložit ho mezi již definované šablony. Tyto šablony jsou vhodné při častém a opakovaném 
používání určitých procesů. 
Operátor 
Jednotlivé operátory představují implementaci různých částí a činností dolovacího procesu (načtení 
dat, předzpracování, dolování, vyhodnocení výsledků, atd.). Výhodou RapidMineru je, že umožňuje 
implementovat a používat vlastní operátory, pomocí nichž lze dodefinovat případnou chybějící 
funkcionalitu a přizpůsobit tak RapidMiner svým požadavkům. Přesný postup vytvoření a začlenění 
nového operátoru do RapidMineru je uveden v jeho dokumentaci [29]. 
Pro každý operátor je definován požadovaný vstup, produkovaný výstup, možné vnitřní 
operátory a množina parametrů, pomocí nichž je upřesněno nastavení operátoru. Vstup a výstup 
objektu je reprezentován množinou objektů různých datových typů (data, model vytvořený některým 
z předcházejících operátorů). Operátory jsou schopné na vstupu přijímat více objektů než požadují. 
Nepoužitý vstupní objekt se připojí na výstup a je možné ho použít následujícími operátory. Kromě 
výstupu produkují ještě operátory tzv. hodnoty, které mohou být zaznamenány do logovacího souboru 
(jedná se o upřesňující informace při vykonávání procesu – počet provedení operátoru, délka trvání, 
apod.). Jak již bylo uvedeno výše, součástí definice operátoru je specifikace možných vnitřních 
operátorů (ve stromové struktuře se jedná o synovské uzly daného operátoru). Vnitřní operátory jsou 
vykonávány postupně, přičemž platí, že výstup předchozího se rovná vstupu následujícího operátoru. 
Výjimku tvoří pouze první a poslední vnitřní operátor, vstupem prvního je vstup nadřazeného 
operátoru a obdobně výstup posledního vnitřního prvku je výstupem nadřazeného operátoru. Další 
užitečnou schopností RapidMineru je možnost seskupovat operátory a vytvářet tak předdefinované 
stavební bloky, které mohou být opakovaně používány. 
Dělení operátorů do skupin podle funkcionality 
Operátory je možné rozdělit do několika skupin podle funkcionality, kterou implementují. Pro 
základní orientaci v možnostech a schopnostech RapidMineru zde budou uvedeny pouze podstatné 
skupiny operátorů. Všechny dostupné operátory jsou podrobně popsány, spolu s jejich rozdělením do 
skupin, v dokumentaci k RapidMineru [29].  
• Vstupně/výstupní operátory  
Jedná se o skupinu operátorů zajišťujících vstup a výstup procesu. Nejedná se však pouze 
o data, vstup nebo výstup mohou představovat výsledky, parametry nastavení operátoru, nebo 
vytvořené modely. Tato skupina operátorů zajišťuje transparentnost RapidMineru vůči datům, 
jelikož nabízí různé typy datových zdrojů a skrývá interní datový model. 
 38 
• Dolovací algoritmy  
Tato skupina obsahuje operátory implementující různé typy dolovacích algoritmů. Výstupem 
těchto operátorů je vytvořený (naučený) model, který je použit pro pozdější rozhodování. 
• Optimalizační schémata  
Do této skupiny patří operátory sloužící pro nalezení optimálních hodnot zadaných parametrů 
ostatních operátorů opakovaným prováděním subprocesu a vyhodnocením výsledků 
jednotlivých opakování. 
• OLAP operátory  
V RapidMineru jsou k dispozici i operátory zajišťující základní OLAP operace. 
• Předzpracování dat  
Další skupina obsahuje operátory implementující různé metody používané pro předzpracování 
vstupních dat procesu (nahrazení chybějících hodnot, čištění vstupních dat, atd.). 
• Postprocessing 
Opakem operátorů z předchozí skupiny jsou operátory provádějící dodatečné úpravy 
(prahování, škálování – vážení) vytvořených modelů. 
• Validace výkonnosti  
Cílem operátorů patřících do této skupiny je vyhodnocení výkonnosti vytvořeného modelu. 
• Vizualizace výsledků  
Poslední významnou skupinou jsou operátory představující vizualizační nástroje. 
5.2.2 LibSVM 
LibSVM je nástroj integrující různé implementace SVM klasifikátoru pro řešení široké škály 
problémů. Tento nástroje je vyvíjen na univerzitě National Taiwan University autory Chih-Chung 
Chang a Chih-Jen Lin a je volně šiřitelný pod upravenou BSD licencí. Cílem autorů je 
umožnit uživatelům jednoduše používat SVM klasifikátor bez nutnosti vlastní implementace. 
LibSVM poskytuje jednoduché rozhraní a lze ho integrovat jako knihovnu do vlastních 
aplikací (spolu s LibSVM jsou dostupné zdrojové kódy v programovacích jazycích C, C++ 
a Java). Této možnosti bylo využito například v nástrojích RapidMiner a PCP (Pattern 
Classification Program), které obsahují mimo jiné i implementaci SVM klasifikátoru pomocí 
knihovny LibSVM (v RapidMineru operátor LibSVMLearner).  
Mezi hlavní výhody tohoto nástroje patří různé implementace SVM klasifikace a regrese, 
efektivní více-třídní klasifikace, možnost použití cross validace, výpočet pravděpodobností, váhování 
vstupu pro nevyvážená data a rozhraní pro ostatní prostředí a jazyky, jakými jsou např. Matlab, Perl, 
Ruby a mnoho dalších [7]. 
 39 
5.2.2.1 Použití nástroje LibSVM 
LibSVM je k dispozici volně ke stažení na [7]. Archiv obsahuje zdrojové kódy (v C, C++ a Java) 
a dávkové soubory (makefile) pro kompilaci zdrojových souborů. Pro spuštění pod operačním 
systémem Windows jsou již připraveny zkompilované spustitelné soubory. Používání LibSVM je 
jednoduché, zkompilované soubory se pouštějí přímo z příkazového řádku a jejich nastavení se 
ovlivňuje řadou parametrů zadávaných při spuštění. Dva hlavní skripty jsou svm_train a svm_predict, 
u kterých je již z názvu patrné jejich použití. Pomocí svm_train je nejprve vytvořen (naučen) model 
pro daný problém, který je poté vstupem skriptu svm_predict. Dále jsou k dispozici skripty svm_scale 
a svm_toy. Svm_scale slouží pro předzpracování dat. Hodnoty atributů vstupních dat jsou pomocí 
svm_scale normalizovány do zadaného intervalu (nečastěji <0,1> nebo <-1,1>). Svm_toy je pouze 
jednoduchá grafická aplikace pro demonstraci činnosti SVM klasifikátoru na bodech v 2D prostoru. 
Podrobný popis spuštění dolovací úlohy a význam jednotlivých parametrů pro nastavení skriptů zde 
není nutné uvádět, v nápovědě dostupné v archivu spolu s LibSVM je vše podrobně vysvětleno 
a uvedeno i s názornými příklady. 
Formát vstupních dat 
Oproti nástroji RapidMiner, který umožňuje pracovat transparentně s daty v libovolném formátu, je 
při použití LibSVM nutné upravit vstupní data do přesně definovaného formátu. Každý datový vzorek 
musí být uveden na samostatném řádku, který má tento formát: 
<label> <index1>:<value1> <index2>:<value2> ... 
 Label může nabývat dvou typů hodnot. V případě, že se jedná o klasifikaci, může tato položka 
nabývat pouze celočíselných hodnot, které představují datovou třídu. Pokud je naopak nad daty 
prováděna regrese, může položka label nabývat libovolných reálných hodnot, jelikož reprezentuje 
cílovou hodnotu. Položka index a value slouží pro reprezentaci hodnot jednotlivých datových 
atributů. Index nabývá celočíselných hodnot od 1 a označuje pouze pořadí atributu, přičemž je 
požadováno, aby atributy byly uvedeny ve vzestupném pořadí. Položka value nabývá libovolných 
reálných hodnot. Příklad vstupních dat v tomto formátu je následující: 
13 1:118 2:29 3:207 4:111 ... 
Doplňující pomocné nástroje 
Kromě výše popsaných základních nástrojů, zajišťujících vlastní dolování z dat, jsou spolu s LibSVM 
dostupné pomocné nástroje umožňující zjednodušení a částečnou automatizaci použití LibSVM. Tyto 
pomocné nástroje jsou napsány ve skriptovacím jazyce python a jsou umístěny v archivu LibSVM ve 
složce tools. Jedná se o nástroje easy.py, grid.py, checkdata.py a subset.py. 
Easy.py je nástroj určený hlavně pro méně zkušené uživatele. Jeho výhodou je, že není nutné 
učit se způsob práce s LibSVM, tento nástroj provede vše automaticky od předzpracování dat až po 
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optimalizaci a výběr vhodných parametrů. Jediným vstupem nástroje easy.py jsou trénovací 
a testovací data. 
Nástroj grid.py slouží pro optimalizaci parametrů C-SVM klasifikátoru, který používá jako 
jádro radiální bázovou funkci (RBF). Pro nalezení nejlepší kombinace parametrů je používána metoda 
cross validace, pomocí které jsou vyhodnoceny přesnosti klasifikace pro jednotlivé kombinace 
parametrů. Pro zajištění správné funkce nástroje grip.py je potřeba dostupná instalace nástroje 
gnuplot pro tvorbu a vykreslování grafů, jelikož výstupem grid.py není jen textový výstup, ale 
i grafické znázornění výsledků. 
Zbylé dva nástroje, checkdata.py a subset.py, slouží pro předzpracování dat. Checkdata.py 
provádí pouze kontrolu syntaxe vstupních dat podle přesně specifikovaného formátu. A nástroj 
subset.py umožňuje pro rozsáhlá data výběr jejich podmnožiny. K dispozici jsou dva způsoby výběru 
dat, buď mohou být data vybírána náhodně, nebo tak, aby zůstalo zachováno stejné rozložení 
datových vzorků do jednotlivých tříd, jako v celé datové množině. 
5.3 Návrh vlastní aplikace 
V této kapitole bude popsána vlastní aplikace implementující vybranou metodu pro nalezení rysů 
vysoké úrovně z nízkoúrovňového popisu dat. Vzhledem k možnostem nástroje RapidMiner, pomocí 
kterého lze modelovat širokou škálu různých dolovacích úloh, a na základě výsledků provedených 
experimentů, byla zvolena metoda založená na statistice a rozložení dat. Hlavním důvodem pro 
vybrání této naivní metody byl záměr získat výsledky založené na pouhé charakteristice 
nízkoúrovňových rysů dat. Z dostupných metod byla po dohodě s vedoucím zvolena naivní 
Bayesovská klasifikace, založená na výpočtu pravděpodobností příslušnosti klasifikovaného vzorku 
do jednotlivých tříd (metoda je podrobně popsána v kapitole 3), a pro možnost srovnání jejích 
výsledků ještě metoda založená na normované Euklidovské vzdálenosti mezi klasifikovaným 
vzorkem a jednotlivými třídami. 
5.3.1 Výpočet statistik a rozložení dat 
Před samotnou aplikací vybraných dolovacích metod je nejprve nutné získat statistické informace 
o rozložení hodnot jednotlivých datových atributů všech konceptů. Z dostupných statistických měr 
byly k popisu dat zvoleny pouze dvě a to průměr a směrodatná odchylka. Aritmetický průměr patří 
mezi statistické míry poloh a určuje průměrnou hodnotu souboru dat. Pro soubor dat obsahující 











          (5.1) 
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Směrodatná odchylka naopak patří mezi statistické míry variace a udává míru rozptylu hodnot 
v daném souboru dat neboli vypovídá o tom, jak moc se od sebe navzájem liší hodnoty jednotlivých 
prvků. Pokud nabývá malých hodnot, jednotlivé prvky datového souboru si jsou navzájem podobné, 
naopak velké hodnoty směrodatné odchylky signalizují velké vzájemné odlišnosti. Je definována jako 
kvadratický průměr odchylek hodnot od jejich aritmetického průměru a lze ji vypočíst podle vztahu 
(5.2), kde ( )Xs 2  udává hodnotu rozptylu, definovaného vztahem (5.3) podle [19]. 
( ) ( )XsXs 2=          (5.2) 














        (5.3) 
Hodnoty aritmetického průměru a směrodatné odchylky jsou vypočteny z trénovacích dat pro 
jednotlivé datové atributy všech konceptů, čímž získáme dva charakteristické vektory pro každý 
koncept. Tyto získané hodnoty jsou poté využity při klasifikaci datových vzorků pomocí naivní 
Bayesovské klasifikace a pomocí druhé metody založené na normované Euklidovské vzdálenosti. 
5.3.2 Normovaná Euklidovská vzdálenost 
Klasická Euklidovská vzdálenost se používá pro výpočet vzdálenosti dvou bodů v obecně                  
n-rozměrném Euklidovském prostoru. Pro dva body X  a Y , jejichž souřadnice jsou 
( )nxxxX K,, 21= , respektive ( )nyyyY K,, 21=  je definována podle [20] jako: 





















































L    (5.5) 
Normovaná Euklidovská vzdálenost je definována podle [20] obecným vztahem (5.5), který je 
odvozen z Mahalanobisovy vzdálenosti (jedná se o hodnoty na diagonále kovarianční matice). Pro 
klasifikaci dat na základě jejich statistické charakteristiky byl použit tento modifikovaný vzorec 
Euklidovské vzdálenosti, který udává vzdálenost mezi datovým vzorkem a průměrnou hodnotou 
jednotlivých konceptů, přičemž tato vzdálenost je ještě normována druhou mocninou směrodatné 
odchylky jednotlivých konceptů. Výsledný vzorec použitý pro klasifikaci je definován vztahem (5.6), 
kde proměnná ixc  udává průměrnou hodnotu i-tého datového atributu daného konceptu c a obdobně 











































L   (5.6) 
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Při klasifikaci datového vzorku je tedy nutné vypočíst vzdálenost hodnot jeho atributů od 
charakteristických hodnot atributů jednotlivých konceptů (vektor průměrných hodnot a vektor 
směrodatných odchylek). Vypočtené vzdálenosti pro všechny koncepty jsou porovnány a vzorek je 
zařazen do toho konceptu, pro který byla normovaná Euklidovská vzdálenost nejmenší. 
5.3.3 Návrh koncepce aplikace 
Cílem vytvořené aplikace je implementace dvou klasifikačních metod naivní Bayesovské klasifikace 
a metody založené na normované Euklidovské vzdálenosti popsané v předcházející kapitole. Aplikace 
obsahuje grafické uživatelské rozhraní umožňující snadné a intuitivní ovládání a zobrazení vstupních 
dat a výsledků klasifikace. 
Vstupem aplikace jsou data obsahující nízkoúrovňové rysy a odpovídající koncept, do kterého 
jsou tyto data anotována. Vstupní data mohou být načítána přímo z databáze nebo ze souboru ve 
formátu csv. Výstupem jsou poté tři možné druhy výsledků. Hlavním údajem je celková přesnost 
klasifikace a přesnost a úplnost klasifikace jednotlivých konceptů pro obě použité metody. 
Doplňujícím údajem je poté přehled výsledků klasifikace pro jednotlivé datové vzorky, u kterých je 
uveden skutečný anotovaný koncept a koncepty určené pomocí použitých klasifikačních metod, spolu 
s výslednými hodnotami těchto metod (pravděpodobnost u naivní Bayesovské klasifikace 
a vzdálenost u metody používající normovanou Euklidovskou vzdálenost). Poslední výsledek, který je 
výstupem této aplikace, je statistická charakteristika dat pro všechny koncepty. Pro každý koncept je 
zobrazena průměrná hodnota a směrodatná odchylka všech datových atributů. Všechny tři druhy 
výsledků je možno exportovat do souboru ve formátu csv. 
Součástí aplikace je také možnost převést a exportovat vstupní data do formátu vhodného pro 
nástroj RapidMiner a hlavně LibSVM. Jak již bylo uvedeno v kapitole popisující LibSVM, tento 
nástroj pracuje s daty v přesně definovaném formátu, proto je vhodné automaticky převádět data 
získaná z databáze přímo do tohoto formátu. Detaily o datech používaných pro klasifikaci, včetně 
struktury databáze a způsobu přístupu k ní, jsou podrobně popsány v kapitole 5.1. 
5.3.4 Implementace 
Pro implementaci aplikace byl zvolen objektově orientovaný programovací jazyk Java (podrobné 
informace o něm lze nalézt na [30]) a aplikace byla vyvíjena v prostředí NetBeans IDE 6.5. Kromě 
knihoven a tříd standardně dostupných v jazyce Java, byly použity ještě dvě volně dostupné 
rozšiřující knihovny opencsv a Colt. 
Opencsv je velmi jednoduchý nástroj pro práci se soubory ve formátu csv. Umožňuje 
jednoduché načítání a zároveň i vytváření nových csv souborů, přičemž lze definovat vlastní 
oddělovače hodnot a znaky uvozující text [81]. Tato knihovna je v aplikaci používána pro veškerou 
práci se soubory ve formátu csv, tedy pro načítání vstupních dat, jejich ukládání do formátu pro 
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nástroj RapidMiner a LibSVM a také pro export všech výsledků klasifikace. Druhý použitý rozšiřující 
balíček představuje celou množinu knihoven implementujících výkonné optimalizované vědecké 
a technické výpočty. Tento balíček dále obsahuje implementace optimalizovaných maticových 
datových struktur, nad kterými lze jednoduše provádět základní maticové operace, selekci dat 
a zároveň i statistické operace jako výpočet průměru apod. [22]. V aplikaci jsou tyto optimalizované 
maticové datové struktury využívány především pro ukládání objemných dat, nad kterými je 
prováděna klasifikace. Uložení dat do maticových datových struktur poskytovaných balíčkem Colt, 
umožňuje jednoduše získat potřebné statistické informace pro klasifikaci, kterými jsou průměrné 
hodnoty a směrodatné odchylky jednotlivých atributů všech konceptů. 
Veškerá data (vstupní data klasifikace i její výsledky) jsou v aplikaci zobrazována pomocí 
tabulek. Jelikož data jsou do tabulek načítána dynamicky a není předem dán rozsah zejména 
vstupních dat, bylo nutné zajistit schopnost přizpůsobit velikost tabulky načteným datům pro jejich 
správné zobrazení. Tyto možnosti nabízí třída TableColumnAdjuster (autor Rob Camick) volně 
dostupná na [24], která byla také použita v této aplikaci. 
Implementaci aplikace lze rozdělit na tři základní samostatné celky, které jsou patrné 
z diagramu aktivit na obrázku 5.4. První část představuje načtení vstupních dat pro klasifikaci 
a manipulaci s těmito daty. Další část zahrnuje nejdůležitější prvky celé aplikace a to implementaci 
samotné dolovací úlohy, která se skládá z naivní Bayesovské klasifikace a klasifikace založené na 
normované Euklidovské vzdálenosti. A poslední částí je prezentace výsledků klasifikace a jejich 
případný export do souboru. 
Jednotlivé třídy implementující tuto aplikaci jsou rozděleny do tří balíčků. Hlavní balíček je 
application, který obsahuje všechny třídy implementující grafické uživatelské rozhraní aplikace 
a zároveň třídu DipApp.java, pomocí které je spouštěna celá aplikace. Další balíček je classification, 
obsahující pouze jedinou třídu, která implementuje obě používané metody klasifikace. Poslední 
balíček se skládá z pomocných tříd používaných pro připojení k databázi, práci s tabulkami a třídy 
implementující souborový filtr pro soubory formátu csv. Diagram tříd zobrazující statickou strukturu 
aplikace prostřednictvím tříd a vztahů mezi nimi je znázorněn na obrázku 5.5. 
Následující kapitoly postupně popíšou způsob implementace jednotlivých funkčních částí 
aplikace. Programová dokumentace je dostupná na přiloženém CD. 
5.3.4.1 Načtení vstupních dat 
Jak již bylo uvedeno v kapitole popisující návrh koncepce, aplikace umožňuje načítat vstupní data pro 
klasifikaci přímo z databáze trecvid na školní serveru minerva2, nebo ze souboru ve formátu csv. 
Pro komunikaci s databází pomocí jazyka Java slouží rozhraní JDBC (Java DataBase 
Connectivity). Toto rozhraní umožňuje vytvářet aplikace nezávislé na použité platformě, u kterých 
není nutné předem přesně vědět, s jakou databází se bude pracovat. Samozřejmě toto platí pouze za 
předpokladu, že nebude používáno volání specifické pro určitou platformu, ale pouze 
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standardizovaný databázový jazyk SQL. Pro dosažení této nezávislosti je rozhraním JDBC 
poskytován tzv. správce ovladačů (driver manager), který dynamicky spravuje objekty ovladačů, 
používané pro komunikaci s jednotlivými databázemi. Každá databáze musí mít svůj vlastní ovladač 
(driver). Pro připojení k databázi je ještě nutné kromě jejího ovladače znát i tzv. databázové URL. 
Tato adresa se skládá z použitého protokolu, v tomto případě tedy JDBC, dále z názvu ovladače pro 
komunikaci s databází a nakonec z identifikátoru databáze. Identifikátor databáze představuje její 
název, případně i identifikaci vzdáleného počítače (místa v síti), pokud je potřeba se k databázi 
připojit prostřednictvím sítě. Za názvem databáze lze uvést řadu dalších volitelných parametrů, 
specifikujících připojení (jméno uživatele, heslo, atd.), stejným způsobem jako jsou uváděny 
parametry v internetové URL, tedy za znakem „?“ a jednotlivě oddělené znakem „&“. Pro připojení 













Komunikace s databází je v této aplikace zprostředkována pomocí třídy DBAccess umístěné 
v balíčku additional. Tato třída umožňuje na základě databázové URL, ovladače pro komunikaci 
s databází, uživatelského jména a hesla připojení k databázi trecvid. Voláním jejích metod lze poté 
vykonávat jednotlivé SQL dotazy pro získání vstupních dat. Zadávat SQL dotazy lze pomocí 
textového pole a výsledek dotazu je poté načten do tabulky, jak je možné vidět na obrázku 5.6. 
Jelikož tato aplikace slouží pouze jako experimentální nástroj pro práci s datovou sadou TRECVid, 
neobsahuje možnost nastavení připojení k libovolné databázi. Zároveň není hlavním úkolem aplikace 
poskytovat plnohodnotný nástroj pro dotazování nad databází, a tudíž není nijak kontrolována syntaxe 
SQL dotazu a ošetřovány případné nastalé chybové stavy. 
Pro načítání vstupních dat ze souboru ve formátu csv je používána již zmíněná knihovna 
opencsv obsahující třídu CSVReader. Pomocí této třídy lze načítat soubor postupně po řádcích jako 
pole jednotlivých položek nebo najednou celý do struktury List. Příklad načtení vstupních dat je 
uveden na obrázku 5.7. Podrobné informace o používání této třídy jsou dostupné na [17]. 
Společné pro oba způsoby načítání dat je jejich vnitřní reprezentace v aplikaci. Pro uložení dat 
je používána optimalizovaná maticová struktura dostupná v balíčku knihoven Colt. Počet řádků 
matice je roven počtu datových vzorků ve vstupních datech, přičemž jeden řádek matice představuje 
jeden vstupní vzorek dat, kde na první pozici je jedinečný identifikátor vzorku, následuje koncept, do 
kterého je vzorek anotován, a dále jsou uvedeny jednotlivé datové atributy vybraného 
nízkoúrovňového rysu. 
Vstupní data je dále možné, bez rozdílu na způsobu načtení, exportovat do csv souboru ve 
vhodném formátu pro nástroj RapidMiner, nebo do souboru ve formátu používaným nástrojem 
LibSVM. Pro data získaná z databáze je k dispozici navíc ještě možnost přímého exportu bez úprav 
jejich struktury do formátu csv. Takto vytvořený soubor může být použit pro opakované použití 
stejných dat pro klasifikaci. Pro export dat do formátu csv je používána opět knihovna opencsv 
a konkrétně třída CSVWriter. Nástroj LibSVM standardně nepracuje se soubory ve formátu csv, proto 
export dat do formátu vhodného pro LibSVM je realizován pomocí standardních tříd jazyka Java pro 
práci s datovými proudy a soubory. 
5.3.4.2 Klasifikace 
Algoritmy obou používaných metod klasifikace, kterými jsou naivní Bayesovská klasifikace a metoda 
založená na normované Euklidovské vzdálenosti, jsou implementovány společně v jedné třídě 
NaiveBayesEuclidDist obsažené v balíčku classification. Teoretický rozbor obou metod je uveden 
výše v kapitole 3.2.2.2 respektive 5.3.2. Třída NaiveBayesEuclidDist obsahuje čtyři stěžejní metody, 




Obrázek 5.6: Načtení vstupních dat z databáze trecvid. 
 
 
Obrázek 5.7: Načtení vstupních dat ze souboru ve formátu csv. 
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Metoda splitData musí být volána jako první, protože slouží k  rozdělení dat na trénovací 
a testovací podmnožinu podle zadaného poměru. Data jsou sice rozdělována náhodně, ale v obou 
podmnožinách zůstává zachováno stejné rozložení datových tříd jako v původních vstupních datech. 
Obě nově vzniklé podmnožiny dat opět používají pro uložení optimalizované maticové datové 
struktury z balíčku Colt. 
Dalším krokem je trénování klasifikátorů, které je implementováno metodou train. Trénování 
je pro obě metody prakticky totožné a jde pouze o získání statistik nad trénovacími daty, které budou 
poté používány při klasifikaci nových datových vzorků. Na základně trénovací podmnožiny dat jsou 
postupně pro všechny datové třídy vypočteny průměrné hodnoty a směrodatné odchylky všech 
datových atributů použitých nízkoúrovňových rysů. Tato statistická charakteristika dat představuje 
jeden z výsledků klasifikace a lze na základě ní porovnávat schopnost rozlišitelnosti datových atributů 
do jednotlivých tříd. Příklad zobrazení analýzy trénovacích dat pomocí aplikace je uveden na obrázku 
5.8. Metoda klasifikace založená na normované Euklidovské vzdálenosti klasifikuje datové vzorky 
pouze na základě vypočtených statistik dat, pro naivní Bayesovskou klasifikaci je během trénování 
potřeba ještě vypočítat hodnotu pravděpodobnosti ( )iCP  pro všechny datové třídy ( ( )iCP  udává 
pravděpodobnost, že libovolně zvolený prvek patří do třídy iC ). Hodnota této pravděpodobnosti je 
vypočtena podle vzorce (3.8) jako počet trénovacích vzorků příslušnících do dané třídy iC  děleno 
počtem všech trénovacích vzorků. Tímto je dokončeno trénování obou klasifikátorů. 
 
Obrázek 5.8: Zobrazení statistické charakteristiky trénovacích dat. 
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Testování klasifikátoru představuje klasifikaci dat, u kterých je známa příslušnost do 
jednotlivých datových tříd, a výsledkem je údaj o přesnosti a úplnosti klasifikátoru. Testování je ve 
třídě NaiveBayesEuclidDist implementováno metodou test. V této metodě jsou postupně procházeny 
všechny datové vzorky z testovací podmnožiny a každý vzorek je klasifikován pomocí obou metod. 
Pomocí naivní Bayesovské klasifikace je vypočtena pro všechny třídy pravděpodobnost, že 
klasifikovaný vzorek patří právě do této třídy, a tento vzorek je poté klasifikován do té třídy, do které 
patří s největší pravděpodobností. Přesný postup výpočtu je popsán v kapitole 3.2.2.2, přičemž jsou 
používány vzorce (3.7) a (3.11). Postup klasifikace pomocí metody založené na normované 
Euklidovské vzdálenosti je obdobný, pouze s tím rozdílem, že pro právě klasifikovaný vzorek je 
vypočtena pro všechny třídy jejich vzdálenost od tohoto vzorku a ten je poté přiřazen do té třídy, od 
které má nejmenší vzdálenost. Vzdálenost datového vzorku od jednotlivých datových tříd je 
vypočtena na základě vzorce (5.5). Výsledkem metody test je datová struktura, která obsahuje pro 
všechny datové vzorky z testovací podmnožiny informace o jejich skutečném konceptu a konceptech, 
do kterých byly klasifikovány na základě implementovaných metod. Součástí výsledku je i hodnota 
pravděpodobnosti získaná pomocí naivní Bayesovské klasifikace a vzdálenost určená metodou 
normované Euklidovské vzdálenosti. I tyto výsledky je možné v aplikaci zobrazit a jejich příklad je 
uveden na obrázku 5.9. 
 
 
Obrázek 5.9: Zobrazení podrobných výsledků klasifikace pro jednotlivé datové vzorky. 
 
Na základě výsledků klasifikace pro jednotlivé vzorky z testovací podmnožiny již zbývá pouze 
vypočítat přesnost a úplnost klasifikace pro všechny koncepty a celkovou přesnost klasifikátoru. Tyto 
výsledky jsou získány pomocí metody countResults, která vytvoří matici o velikosti počet 
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konceptů x počet konceptů. Řádky matice reprezentují počet vzorků klasifikovaných do dané třídy 
neboli tzv. positive hodnoty. Sloupce matice naopak představují počet vzorků, které skutečně patří do 
dané třídy neboli tzv. true hodnoty. Na diagonále matice se poté vyskytují tzv. true positive hodnoty, 
tedy takové které byly klasifikovány správně. Na základě této matice lze potom jednoduše vypočítat 
přesnost (precision) a úplnost (recall) klasifikace pro jednotlivé třídy a to podle následujících vzorců 








recall |==         (5.8) 
Celková přesnost klasifikátoru je vypočtena podle vzorce (5.9) jako suma všech true positive 
hodnot děleno počet trénovacích vzorků. Tyto výsledky jsou zobrazovány v aplikaci jako hlavní pro 
posouzení užitečnosti použitých metod klasifikace. Příklad zobrazení výsledků přesnosti a úplnosti 
klasifikačních metod v aplikaci je uveden na obrázku 5.10, kde vždy první řádek a sloupec tabulky 







=        (5.9) 
 
Obrázek 5.10: Výsledky zobrazující přesnost a úplnost klasifikátoru. 
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5.3.4.3 Prezentace výsledků a jejich export 
Způsob prezentace výsledků byl již vlastně uveden v předcházející části současně s popisem 
implementace klasifikace. Všechny tři typy možných výsledků klasifikace jsou uvedeny na obrázcích 
5.8, 5.9 a 5.10. Jednotlivá okna aplikace zobrazující výsledky jsou implementována pomocí 
standardní komponenty jazyka Java JDialog neboli dialogového okna. Pro samotné zobrazení dat je 
používána komponenta JTable, která umožňuje dynamické načtení obsahu. 
Jednotlivé výsledky je možno exportovat do souboru ve formátu csv. Tato funkčnost je 
implementována pomocí rozšiřující knihovny opencsv, konkrétně třídou CSVWriter. 
5.3.4.4 Spuštění aplikace 
Hlavní třídou aplikace je DipApp, která obsahuje metodu main a spouští celé grafické rozhraní, 
pomocí něhož je aplikace ovládána. Základní okno aplikace je reprezentováno třídou DipView 
a ostatní okna pro prezentaci výsledků jsou spouštěna z této třídy. Jednotlivé kroky klasifikace, od 
načtení dat, až po vyhodnocení výsledků, jsou také ovládány z této třídy DipView. 
Používané vývojové prostředí kompiluje aplikaci do archivu jar, který je možné přímo spouštět, 
podmínkou je ale dostupnost všech dodatečných knihoven (umístěny ve složce lib u zkompilované 
aplikace do archivu jar). 
 52 
6 Experimentální výstup 
Cílem této kapitoly je popsat prováděné experimenty v nástrojích RapidMiner a LibSVM a zhodnotit 
výsledky a vhodnost zvolených dolovacích metod a nízkoúrovňových rysů pro extrakci rysů vysoké 
úrovně. Dále porovnat tyto získané výsledky s výsledky klasifikace pomocí vytvořené aplikace, která 
implementuje naivní Bayesovskou klasifikaci a metodu založenou na Euklidovské vzdálenosti. 
Dalším požadavkem je na základě výsledků statistické charakteristiky dat, kterou je možné získat 
pomocí vytvořené aplikace, určit schopnost rozlišitelnosti jednotlivých atributů nízkoúrovňových 
rysů dat. 
Veškeré experimenty byly prováděny nad datovou sadou Sound and Vision 2008 ze soutěže 
TRECVid, která je podrobně popsána v kapitole 5.1. Používány byly čtyři nízkoúrovňové rysy a to 
škálovatelné rozložení barvy v obrázku, deskriptor založený na histogramu, deskriptor založený na 
vícestupňovém gradientu a deskriptor textur pomocí Gaborových filtrů (všechny jsou popsány 
v kapitole 4.4 a dále v textu budou již uváděny pouze jako rysy color, hist, grad a gabor). Z datové 
sady byly získány dvě množiny vstupních dat. První množina obsahovala pouze tzv. pozitivní datové 
vzorky neboli takové, které byly anotovány alespoň do jednoho konceptu. Tato množina obsahovala 
9176 datových vzorků. Druhou množinu vstupních dat tvořily pozitivní a negativní vzorky spolu 
dohromady, kde negativní vzorky představují takové, které nebyly anotovány ani do jednoho 
konceptu (při klasifikaci je tato skupina dat označována jako třída 0). Velikost druhé množiny byla 
37409 vzorků. 
6.1 Experimenty pomocí nástroje RapidMiner 
Základní informace o nástroji RapidMiner, spolu s popisem postupu definice dolovací úlohy, je 
uveden v kapitole 5.2.1, proto zde již budou rozebrány pouze používané dolovací úlohy pro testování. 
Manuál demonstrující práci s tímto nástrojem, konkrétně popisující vytvoření a spuštění dolovací 
úlohy je uveden v příloze. 
Výsledky všech testů prováděných v RapidMineru byly vyhodnocovány metodou cross 
validace, která je reprezentována operátorem XValidation. Tato metoda provádí opakované trénování 
a testování klasifikátoru nad různými podmnožinami datové sady pro zjištění přesnějších výsledků 
přesnosti a úplnosti použité dolovací metody. Výsledné celkové hodnoty jsou průměrem z hodnot 
získaných všemi validacemi. Hlavním parametrem této metody je počet validací n, který udává 
zároveň způsob rozdělení vstupních dat na trénovací a testovací podmnožinu. Datová sada je 
rozdělena na n částí, kdy pro testování je vždy v každém cyklu cross validace použita pouze jediná 
část a zbylé pro trénování. Způsob vytvoření trénovací a testovací podmnožiny pro každý cyklus 
cross validace je znázorněn v tabulce 6.1, která představuje cross validaci s počtem iterací 4. Operátor 
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XValidation, implementující cross validaci v RapidMineru, nabízí tři možnosti, jak rozdělit datovou 
sadu na n částí. Data mohou být rozdělena lineárně beze změny pořadí datových vzorků, naprosto 
náhodně anebo s dodržením stejného rozložení tříd ve vytvořených podmnožinách jako v celé datové 
množině. Ve všech testech byla používána poslední metoda rozdělení dat, jelikož zachovává strukturu 
vstupních dat a tudíž tolik neovlivňuje výsledek klasifikace. 
 
  Cyklus cross validace 
  1 2 3 4 
1 test train train train 
2 train test train train 
3 train train test train 
Rozdělení 
vstupních 
dat na části 
4 train train train test 
Tabulka 6.1: Způsob rozdělení dat pro jednotlivé cykly cross validace. 
 
Dále již budou popsány jednotlivě všechny dolovací metody použité pro testování. Vybrané 
dolovací úlohy byly zaměřeny především na ověření úspěšnosti extrakce vysokých rysů pomocí SVM 
a dále na výběr vhodných datových atributů. Po dohodě s vedoucím jsme se shodli na ponechání 
anglických názvů dolovacích úloh, tak jak jsou uvedeny v RapidMineru. 
6.1.1 Automatic Feature Construction 
Schéma této dolovací úlohy je znázorněno na obrázku 6.1 a). Tato úloha je založena na klasifikaci 
pomocí algoritmu k-nejbližších sousedů (operátor NearestNeighbors), jehož princip je popsán 
v kapitole 3.2.6. Důležitou částí této metody je též předzpracování dat, které je reprezentováno 
operátorem YAGGA (Yet Another Generating Genetic Algorithm). Jak je již patrno z názvu tento 
operátor je založen na genetických algoritmech a slouží k výběru nejlepší množiny datových atributů, 
kterou lze uložit a později při klasifikaci pouze opět načíst. Přesný popis implementace nejenom 
tohoto operátoru je možné nalézt v manuálu k nástroji RapidMiner [29]. Ostatní operátory, 
znázorněné v procesu na obrázku 6.1 a), budou používány ve všech dolovacích úlohách a slouží pro 
načtení vstupních dat ze souboru ve formátu csv (CSVExampleSource), aplikaci vytvořeného modelu 
na testovací data (ModelApplier) a pro vyhodnocení a zobrazení výsledků (Performance). Operátor 
OperatorChain představuje větvení ve stromové struktuře procesu a v tomto procesu musí být použit 
jako součást cross validace, jelikož operátor XValidation umožňuje mít pouze dva vnitřní operátory. 
6.1.2 Feature weighting 
Dolovací úloha feature weighting je velmi podobná předcházející úloze, jako klasifikátor je opět 
použit algoritmus k-nejbližších sousedů (operátor NearestNeighbors), ale liší se v použitém operátoru 
pro předzpracování dat. V této úloze je používán operátor EvolutionaryWeighting, který představuje 
implementaci jiného způsobu váhování (výběru nejvhodnější množiny) vstupních atributů opět na 
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základě genetických algoritmů. Oproti předchozí úloze je navíc pouze operátor ProcesLog, který patří 
do skupiny operátorů pro vizualizaci výsledků a umožňuje ukládání logovacích dat do souboru. 
Schéma procesu reprezentující tuto úlohu je uvedeno na obrázku 6.1 b). 
 
 
  a)        b) 
Obrázek 6.1: Schéma úlohy automatic feature construction a feature weighting. 
6.1.3 SVM 
Tato dolovací úloha představuje použití samotného klasifikátoru SVM bez jakéhokoliv 
předzpracování vstupních dat. Její schéma je uvedeno na obrázku 6.2 a). RapidMiner obsahuje více 
verzí klasifikátorů SVM a pro tuto úlohu byl vybrán operátor LibSVMLearner, který reprezentuje 
implementaci SVM klasifikátoru použitou v nástroji LibSVM. Výhodou této implementace je, že 
implicitně umožňuje klasifikaci do více datových tříd, což je nutné vzhledem ke struktuře 
používaných dat. 
6.1.4 Genetic algorithm 
Ze schématu této dolovací úlohy na obrázku 6.2 b) je patrné, že rozšiřuje předchozí úlohu založenou 
na samostatné aplikaci SVM klasifikátoru o operátor pro předzpracování dat. Operátor 
GeneticAlgorithm je dalším z řady operátorů, které implementují selekci nejvhodnějších datových 
atributů na základě genetických algoritmů. Tyto jednotlivé operátory se liší pouze různou 
implementací genetických algoritmů. Podrobnosti o jejich způsobu implementace výběru 
nejvhodnějších atributů lze nalézt v manuálu k RapidMineru [29]. Z dostupných implementací SVM 
klasifikátoru byla opět použita verze LibSVMLearner. 
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    a)     b) 
Obrázek 6.2: Schéma úlohy svm a genetic algorithm. 
6.1.5 Feature selection 
Opět se jedná o použití SVM klasifikátoru (konkrétně operátoru LibSVMLearner) ve spojení 
s váhováním (výběrem) datových atributů. V této úloze je použit pro výběr atributů operátor 
FeatureSelection, který implementuje dva deterministické Greedyho algoritmy: algoritmus 
dopředného výběru a zpětné eliminace. Princip obou algoritmů je opět popsán v manuálu 
RapidMineru ve specifikaci operátoru FeatureSelection [29]. Schéma celého procesu je uvedeno na 
obrázku 6.3 a). 
6.1.6 Feature selection & wrapper validation 
Poslední dolovací úloha vytvořená pomocí RapidMineru zapouzdřuje předchozí úlohu feature 
selection. Je v ní používána technika tzv. řetězení validačních metod, kterou v tomto případě 
představuje wrapper validace. Wrapper validace obecně slouží pro vyhodnocení výkonnosti algoritmů 
pro výběr a váhování datových atributů a je zde implementována operátorem WrapperXValidation. 
Tento operátor vyhodnocuje výkonnost prvního vnitřního operátoru aplikací jeho výsledku, kterým je 
vektor vah atributů, na testovací sadu dat. Nad touto sadou je provedena klasifikace, jejíž výsledek 
představuje výkonnost použitého algoritmu pro výběr atributů, kterým je v tomto případě operátor 
FeatureSelection. Schéma tohoto procesu je uvedeno na obrázku 6.3 b). 
6.1.7 Výsledky experimentů 
Pro testování všech výše popsaných dolovacích úloh byla nejprve použita data obsahující pouze 
pozitivní prvky, tedy takové vzorky, které byly anotovány alespoň do jednoho konceptu. Každý ze 
čtyř dostupných nízkoúrovňových rysů byl testován samostatně a pro každou úlohu byly tedy 
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k dispozici čtyři různé množiny vstupních dat. Výsledky klasifikace jsou v RapidMineru 
reprezentovány tabulkou, která obsahuje pro každý koncept počet vzorků, které byly do tohoto 
konceptu klasifikovány (řádek tabulky), a zároveň skutečný počet anotovaných vzorků v tomto 
konceptu (sloupec tabulky). Příklad výstupu RapidMineru je uveden v příloze 3. Jednotlivé řádky 
tabulky představují tedy tzv. positive hodnoty, sloupce naopak true hodnoty. Na hlavní diagonále jsou 
potom true positive vzorky, tedy takové které byly klasifikovány správně. Na základě vzorců (5.7), 
(5.8) a (5.9) uvedených v kapitole popisující implementaci vlastní aplikace, lze poté z hodnot 
uvedených v tabulce vypočítat přesnost a úplnost klasifikátoru pro jednotlivé koncepty a zároveň 
celkovou přesnost klasifikátoru. 
 
 
     a)        b) 
Obrázek 6.3: Schéma úlohy feature selection a feature selection & wrapper validation. 
 
V příloze 4 jsou uvedeny tabulky obsahující souhrnné výsledky, které představují pro všechny 
prováděné úlohy přehled přesnosti a úplnosti klasifikace do jednotlivých konceptů. Výsledky jsou 
uvedeny zvlášť pro každý používaný nízkoúrovňový rys, aby bylo možné porovnat jejich případný 
vliv na výsledek klasifikace. Z těchto výsledků lze vyvodit, že pro úlohy používající klasifikátor 
SVM nejsou příliš vhodné rysy hist a grad. Přesnost a úplnost klasifikace do jednotlivých tříd byla 
pro tyto rysy v úloze SVM téměř pro všechny třídy nulová. Naopak pro rys color byly výsledky 
dosažené přesnosti v úlohách SVM a genetic algorithm poměrně dobré pro všechny třídy.  
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Deskriptor hist obsahuje velké množství atributů (konkrétně 144) a proto některé náročnější 
úlohy se s těmito daty, vzhledem k časové náročnosti a požadavkům na výpočetní zdroje (paměť, 
procesorový výkon), nepodařilo vůbec dokončit. Tento problém nastal u úloh genetic algorithm, 
feature selection a feature selection + wrapper validation, kdy došlo buď k samovolnému ukončení 
z důsledku nedostatku fyzické paměti, nebo byl proces kvůli dlouhé době trvání zastaven ručně 
(úlohy feature selection a feature selection + wrapper validation byly zastaveny po 25 dnech od 
spuštění a stále nebyl výsledek klasifikace k dispozici). Problém s vysokou výpočetní náročností se 
objevil i u rysu grad pro úlohy feature selection a feature selection + wrapper validation, které se též 
nepodařilo dokončit. 
Pro lepší možnost srovnání výsledků všech úloh je na obrázku 6.4 uveden graf zobrazující 
celkovou přesnost klasifikace. Nejlepších výsledků dosahuje úloha SVM a genetic alogortihm a to 
pro rysy color a gabor. Je patrné, že algoritmy pro výběr a váhování vstupních atributů, pouze 
částečně s výjimkou úlohy genetic algorithm,  nejsou pro tento typ dat příliš vhodné. Ani při srovnání 
přesností pro jednotlivé třídy ve většině případů nedosahují hodnot, jako pomocí samotného 
klasifikátoru SVM. 
Jelikož dolovací úlohy SVM a genetic algorithm dosahovaly velmi podobných výsledků, bylo 
nutné najít další parametr umožňující posouzení celkové vhodnosti úloh pro extrakci rysů vysoké 
úrovně. Pro tuto potřebu bylo vhodné vzít v úvahu délku trvání jednotlivých úloh. Tato informace je 
zobrazena pro všechny úlohy ve sloupcovém grafu na obrázku 6.8. Hodnoty jsou uváděny v hodinách 
a byly získány jako průměr z délky trvání všech testů pro jednotlivé úlohy. Přesto jsou tyto naměřené 
hodnoty do jisté míry orientační, jelikož záleží na mnoha okolnostech, například na množství 
přidělené paměti, aktuální zátěži serveru, ale také i na nastavení dolovací úlohy (počet cyklů cross 
validace, atd.). Řádově ale lze z těchto hodnot vycházet, jelikož rozdíl mezi úlohami SVM a genetic 
algorithm je několikanásobný a tudíž je možné odvodit, alespoň předpokládanou dobu trvání. 
Na základě těchto všech výsledků a hodnot lze jednoznačně říci, že nejvhodnější metodou pro 
extrakci rysů vysoké úrovně z nízkoúrovňového popisu používaných dat, je samostatná klasifikace 
pomocí SVM bez použití algoritmů pro výběr a váhování datových atributů. Sice úloha genetic 
algorithm dosahuje pro rys color mírně lepších výsledků. Tento rozdíl je ale nepatrný a je ho 
dosaženo za cenu mnohonásobně delší doby trvání. Proto pro další experimenty bude používána 
pouze dolovací úloha SVM. 
6.1.8 Výsledky experimentů pro všechna data 
Na základě výsledků popsaných v předcházející kapitole bude pro další experimenty nad daty 
obsahujícími nejen pozitivní vzorky, ale i negativní, používána pouze úloha SVM. A zároveň 
z dostupných nízkoúrovňových rysů budou již dále používány pouze rysy color a color+gabor . Nový 
rys color+gabor vznikne pouze spojením hodnot obou rysů dohromady. 
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Obrázek 6.4: Graf zobrazující celkovou přesnost klasifikace pro všechny úlohy. 
 
 
Obrázek 6.5: Graf zobrazující délku trvání jednotlivých úloh. 
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Jelikož ve vstupních datech nejsou rovnoměrně rozloženy jednotlivé koncepty a toto 
nerovnoměrné rozložení by mohlo ovlivnit výsledek klasifikace, je cílem dalších testů použít 
váhování vstupních dat. Poměr zastoupení jednotlivých konceptů ve vstupních datech je uveden 
v příloze 1, popisující koncepty, a je z něho patrné, že pro pozitivní vzorky je téměř třetina dat 
anotována do konceptu 7. V případě všech dat je nejvíce zastoupena třída 0, reprezentující negativní 
vzorky. 
Funkce váhování vstupních dat je v RapidMineru implementována pomocí operátoru 
EqualLabelWeighting, který rozdělí zadanou váhu mezi všechny datové vzorky tak, aby součet vah 
všech vzorků patřící do jednotlivých tříd byl stejný. Schéma úlohy rozšířené o operátor 
EqualLabelWeighting je uvedeno na obrázku 6.6. 
 
 
Obrázek 6.6: Schéma úlohy SVM používající váhování vstupních dat. 
 
Nejprve byly provedeny testy nad pozitivními vzorky a pro každý nízkoúrovňový rys. 
Výsledky těchto testů jsou uvedeny v tabulce v příloze 5. Pro váhování vstupních dat jsou k dispozici 
dva výsledky, jelikož byl během testování zjištěn vliv parametru calculate confidences operátoru 
LibSVMLearner na výsledek klasifikace. Parametr calculate confidences označuje možnost výpočtu 
hodnot, udávajících pravděpodobnost příslušnosti prvku do jednotlivých tříd. Z výsledků v tabulce 
v příloze 5 je patrno, že při použití tohoto parametru byly získány mírně lepší hodnoty. Na základě 
získaných hodnot bylo ale zjištěno, že použitím váhování vstupních dat bylo dosaženo mnohem 
horších výsledku než v porovnání s použitím neupravených dat. Tento závěr je nejvíce patrný z grafu 
na obrázku 6.7, který zobrazuje vliv váhování vstupních dat na celkovou přesnost klasifikace. 
Stejné experimenty byly provedeny i pro všechna data (pozitivní + negativní vzorky) a pro oba 
zvolené rysy color a color+gabor. Výsledky těchto testů jsou uvedeny v tabulce v příloze 6 
a v případě použití všech dat lze říci, že váhováním vstupních dat, a zejména při použití parametru 
calculate confidences, došlo ke zlepšení přesnosti klasifikace jednotlivých konceptů. Z grafu na 
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obrázku 6.8, který zobrazuje vliv váhování vstupních dat na celkovou přesnost klasifikace, je ale 
zřejmé, že zlepšení přesnosti klasifikace do jednotlivých konceptů bylo dosaženo za cenu výrazného 
snížení celkové přesnosti klasifikace. 
Závěr vyplývající z těchto testů je tedy takový, že i přes nerovnoměrné rozložení tříd 
v používaných datech, není váhování vhodné, pokud je požadována vysoká celková přesnost 
klasifikace. Naopak pokud je cílem vysoká přesnost klasifikace jednotlivých tříd, může být použitím 
váhování dosaženo lepších výsledků. 
 
 
Obrázek 6.7: Graf zobrazující vliv váhování vstupních dat (pouze pozitivní vzorky). 
6.1.9 Nalezení optimalizovaných parametrů SVM 
Všechny výše popsané experimenty s klasifikátorem SVM používaly standardní nastavení parametrů 
operátoru LibSVMLearner. V nástroji RapidMiner je k dispozici skupina operátorů nazývaná 
optimalizační schémata, které umožňují nalezení optimálních hodnot zadaných parametrů 
libovolných operátorů. Pro další experimenty byl použit operátor GridParameterOptimization, který 
umožňuje pro zvolené parametry nastavit interval hodnot, nebo přímo výčet hodnot, mezi kterými má 
být nalezena optimální hodnota daného parametru. Nevýhodou tohoto procesu však je jeho vysoká 
časová a výpočetní náročnost. Během testování se nepodařilo dokončit žádnou optimalizační úlohu za 
přijatelnou dobu, po měsíci od spuštění musely být úlohy ručně ukončeny. Pro nalezení optimálních 
parametrů SVM klasifikátor byl proto použit nástroj grid.py obsažený v LibSVM. Jeho výsledky jsou 




Obrázek 6.8: Graf zobrazující vliv váhování vstupních dat (pozitivní + negativní vzorky). 
6.2 Popis experimentů pomocí nástroje LibSVM 
Nástrojem LibSVM byly prováděny stejné testy, jako pomocí RapidMineru v případě úlohy SVM. 
Nejprve byly použity data obsahující pouze pozitivní vzorky a to pro všechny dostupné 
nízkoúrovňové rysy. V druhém kroku byly poté používány data skládající se s pozitivních 
a negativních vzorků a pouze pro rysy color a color+gabor. Nástroj LibSVM doporučuje používat 
normalizovaná vstupní data, proto všechny provedené testy byly zopakovány s normalizovanými 
vstupními daty. Jednotlivé datové atributy byly normalizovány do intervalu <-1,1> pomocí nástroje 
svm-scale, který je přímo součástí LibSVM. Poslední sada testů představovala použití optimálních 
parametrů SVM klasifikátoru. Tyto parametry byly získány pomocí nástroje grid.py, který je též 
přímo součástí nástroje LibSVM. 
6.2.1 Výsledky experimentů 
Experimenty prováděné v nástroji LibSVM byly opět vyhodnocovány pomocí cross validace. Na 
rozdíl od RapidMineru není ale poskytován podrobný výstup s počtem vzorků klasifikovaných do 
jednotlivých tříd. Výsledkem úlohy spuštěné v nástroji LivSVM je pouze celková přesnost určená 
cross validací. Tyto hodnoty jsou pro jednotlivé prováděné testy shrnuty v grafech na obrázcích 6.9 
a 6.10. Graf na obrázku 6.9 představuje porovnání celkové přesnosti klasifikátorů pro všechny 
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experimenty popsané v předcházející kapitole nad daty obsahujícími pouze pozitivní data. Graf na 
obrázku 6.10 pak zobrazuje stejné výsledky, pouze pro testy, které byly prováděny nade všemi daty 
(pozitivní a negativní vzorky dohromady). 
Z výsledků je patrné, že při použití vstupních dat bez úprav, je výsledek klasifikace pomocí 
SVM klasifikátoru se standardním nastavením parametrů a pomocí klasifikátoru s optimálními 
hodnotami parametrů téměř totožný. Naopak samotná normalizace dat zvýší celkovou přesnost 
klasifikace a nejlepších výsledků je pak dosaženo použitím klasifikátoru s optimálními hodnotami 
parametrů nad normalizovanými daty. Dále se opět potvrdilo, že váhováním vstupních dat pro 
zajištění vyrovnání nerovnoměrnosti rozložení jednotlivých datových tříd, dojde k výraznému 
zhoršení celkové přesnosti klasifikace. Zajímavým zjištěním bylo, že při použití LibSVM dosahovala 
klasifikace na základě rysů hist a grad výsledků minimálně srovnatelných s rysy color a gabor, 
přičemž při testování v RapidMineru tyto rysy vykazovaly velmi špatné hodnoty.  
6.2.2 Nalezení optimalizovaných parametrů SVM 
Pro nalezení optimalizovaných parametrů je přímo v LibSVM obsažen nástroj grid.py, který hledá 
optimální hodnoty pro parametry C a gamma. Pomocí tohoto nástroje byly nalezeny optimální 
parametry použité při testování. Z výsledků uvedených v předchozí kapitole je zřejmé, že použití 
optimálních parametrů vedlo k poměrně výraznému zlepšení výsledků. Součástí výstupu nástroje 
grid.py je i grafické znázornění přesnosti klasifikace pro různé kombinace dvojice parametrů C 
a gamma pomocí nástroje gnuplot. Příklad výstupu grid.py pro pozitivní vzorky je uveden na obrázku 
6.11, ze kterého lze vyčíst, že nejlepších výsledků je dosaženo při použití parametrů C = 2,0 
a gamma = 0,5. 
6.3 Experimenty pomocí vlastní aplikace 
Pomocí vytvořené aplikace byly prováděny experimenty stejným způsobem, jako v předchozích 
případech v RapidMineru a LibSVM. Nejprve byla tedy použita data obsahující pouze pozitivní 
vzorky pro všechny dostupné nízkoúrovňové rysy a v druhém kroku byly jako vstupní data použity 
pozitivní a negativní vzorky dohromady. 
Jedním z parametrů klasifikace je nastavení poměru rozdělení dat na trénovací a testovací 
podmnožinu. Nejprve bylo tedy nutné nalézt nejvhodnější hodnotu poměru rozdělení dat. Pro 
pozitivní vzorky a rys color byl postupně nastavován různý parametr rozdělení dat od hodnoty 0,5 až 
po 0,9. Výsledky přesnosti klasifikace při daném rozdělení dat jsou uvedeny v grafu na obrázku 6.12. 
Na základě těchto výsledků byl pro provádění všech dalších testů zvolen parametr rozdělení dat 0,5, 





Obrázek 6.9: Graf zobrazující celkovou přesnost klasifikace pro pozitivní vzorky dat. 
 
 
Obrázek 6.10: Graf zobrazující celkovou přesnost klasifikace pro pozitivní a negativní vzorky dat dohromady. 
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Obrázek 6.11: Graf zobrazující výstup nástroje grid.py. 
6.3.1 Výsledky experimentů 
Výsledky experimentů obou implementovaných metod nad pozitivními datovými vzorky a všemi 
dostupnými rysy jsou uvedeny v tabulce v příloze 7, ze které je zejména patrná nižší dosažená 
přesnost pro jednotlivé koncepty. Porovnání celkových přesností, kterých dosáhly obě metody pro 
všechny nízkoúrovňové rysy, je zobrazeno v grafu na obrázku 6.13. Tento graf však obsahuje 
porovnání výsledků čtyř metod, jelikož výsledná aplikace používá upravený vzorec normované 
Euklidovské vzdálenosti. Tento vzorec se liší od klasické normované Euklidovské vzdálenosti, která 
je popsána v kapitole 5.3.2, pouze tím, že Euklidovská vzdálenost je normována směrodatnou 









































L    (6.1) 
Z grafu je zřejmé, že metoda založená na upraveném vztahu normované Euklidovské 
vzdálenosti vykazovala nejlepší výsledky a proto nakonec byla použita v aplikaci (pro porovnání jsou 
uvedeny i výsledky dosažené pomocí Euklidovské vzdálenosti). Hodnoty přesnosti a úplnosti pro 
jednotlivé koncepty a porovnání celkových přesností klasifikace nad všemi daty je uvedeno v tabulce 
v příloze 8, respektive v grafu na obrázku 6.14. Z těchto hodnot nelze jednoznačně posoudit, která 
z metod dosáhla lepších výsledků. 
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Obrázek 6.12: Graf zobrazující vliv poměru rozdělení vstupních dat na přesnosti klasifikace. 
 
 
Obrázek 6.13: Graf zobrazující celkovou přesnost klasifikace nad pozitivními datovými vzorky. 
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Obrázek 6.14: Graf zobrazující celkovou přesnost klasifikace nad všemi daty. 
 
Ze všech získaných hodnot a výsledků pro naivní Bayesovskou klasifikaci a klasifikaci 
založenou na normované Euklidovské vzdálenosti lze vyvodit, že tyto metody založené pouze na 
statistické charakteristice dat nejsou příliš vhodné pro extrakci rysů vysoké úrovně z používaných dat. 
Výsledky analýzy vstupních dat, ale použijeme pro zjištění rozlišovací schopnosti datových atributů 
do jednotlivých tříd. 
6.3.2 Statistická analýza dat 
Na základě jednoho z možných výstupů aplikace, kterým byla analýza trénovacích dat obsahující pro 
jednotlivé třídy a všechny jejich datové atributy průměrné hodnoty atributů a jejich směrodatné 
odchylky, byla provedena analýza těchto hodnot s cílem určit schopnost rozlišitelnosti datových 
atributů do jednotlivých tříd. Pro tuto analýzu byl vybrán rys color a konkrétně atributy číslo 1, 2, 3, 
22, 23, 36 a 37. Tyto konkrétní atributy byly vybrány, protože rys color je založen na barevném 
modelu YCbCr a skládá se ze tří částí odpovídající jednotlivým složkám barevného modelu. Tedy 
atributy 1, 2, 3 představují první tři koeficienty části Y, 22 a 23 reprezentují první dva atributy složky 
Cb a analogicky atributy 36 a 37 pro složku Cr. Pro každý atribut byly získány jeho hodnoty 
aritmetického průměru a směrodatné odchylky pro všechny koncepty a na základě těchto hodnot byly 
vykresleny Gaussovy křivky zobrazující normální rozložení pravděpodobnosti hodnot daného 
atributu. Z výsledných grafů je pak možné určit rozlišovací schopnost atributů do jednotlivých 
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datových tříd. Příklad grafu zobrazujícího rozložení hodnot 1. atributu je na obrázku 6.15. Tento 
atribut nese informaci a intenzitě (poměru bílé a černé barvy) obrázku podle modelu YCbCr a pouze 
pro jediný koncept se tento atribut odlišuje ve svých hodnotách. Jedná se o koncept 17, který 
představuje „Nighttime“ a tedy u obrázků patřícího do tohoto konceptu se dá předpokládat, že na nich 
bude převažovat černá barva.  
 
Obrázek 6.15: Graf zobrazující rozložení hodnot 1. atributu rysu color pro všechny koncepty. 
 
Obrázek 6.16: Graf zobrazující rozložení hodnot 2. atributu rysu color pro všechny koncepty. 
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Naopak v grafu zobrazujícím rozložení hodnot druhého atributu pro jednotlivé koncepty, který 
je uveden na obrázku 6.16, nelze najít žádný rozlišitelný koncept. Rozložení hodnot atributu pro 
všechny koncepty je téměř totožné, a tedy rozlišovací schopnost tohoto atributu je prakticky nulová. 
Grafy pro ostatní atributy jsou uloženy na přiloženém CD spolu s grafy pro stejné atributy, 
které ale navíc obsahují hodnoty třídy 0 neboli negativních vzorků. 
6.4 Celkové shrnutí výsledků experimentů 
Všechny prováděné experimenty pracovaly s vývojovou podmnožinou datové sady Sound and 
Vision 2008 ze soutěže TRECVid. Pro popis těchto dat jsou použity čtyři nízkoúrovňové rysy a to 
konkrétně škálovatelné rozložení barvy v obrázku, deskriptor založený na histogramu, deskriptor 
založený na vícestupňovém gradientu a deskriptor popisující textury pomocí Gaborových filtrů. 
Cílem experimentů bylo ověřit funkčnost metod pro extrakci rysů vysoké úrovně z nízkoúrovňového 
popisu dat. 
V prvním kroku byly pro experimenty používány všechny čtyři nízkoúrovňové rysy a z dat 
byly vybrány pouze tzv. pozitivní vzorky, tedy takové, které jsou anotovány alespoň do jednoho 
konceptu. Nad těmito daty bylo v nástroji RapidMiner provedeno několik různých typů dolovacích 
úloh založených především na klasifikátoru SVM a kombinujících různé metody výběru a váhování 
vstupních atributů. Výsledkem těchto experimentů bylo především zjištění, že nejlepších výsledků 
vzhledem k poměru výkon/doba trvání, je dosaženo aplikací samotného klasifikátoru SVM bez 
použití jakéhokoliv předzpracování ve smyslu výběru a váhování datových atributů. Dalším 
důležitým poznatkem bylo porovnání vhodnosti jednotlivých nízkoúrovňových rysů pro klasifikaci 
pomocí SVM. Na základě výsledků celkové přesnosti klasifikace a přesnosti a úplnosti klasifikace 
pro jednotlivé koncepty byl vyvozen závěr, že rysy založené na histogramu a vícestupňovém 
gradientu nejsou pro klasifikaci pomocí SVM vhodné. 
Cílem dalšího kroku bylo provádění experimentů nad všemi daty, tedy takovými, které 
obsahují i tzv. negativními vzorky. Negativní vzorky představují prvky, které nejsou anotovány ani 
do jednoho z konceptů. Nebyly již ale prováděny všechny dolovací úlohy jako v prvním kroku, ale 
vyšlo se z poznatků, které byly původními testy získány. Pro testování byla používána pouze dolovací 
úloha skládající se ze samotného SVM klasifikátoru a z dostupných nízkoúrovňových rysů byl vybrán 
color a nový rys vzniklý spojením rysů color a gabor. Současně s těmito experimenty bylo prováděno 
testování vlivu váhování vstupních dat na úspěšnost klasifikace, v důsledku nerovnoměrného 
rozložení datových tříd v soboru dat. Vliv váhování vstupních dat byl zkoumán i pro data obsahující 
pouze pozitivní vzorky a opět pro všechny dostupné nízkoúrovňové rysy. Ze získaných výsledků bylo 
patrné výrazné snížení celkové přesnosti klasifikace při použití váhování vstupních dat. Jediným 
pozitivním přínosem váhování, který se projevil při klasifikaci nad všemi daty, bylo zvýšení přesnosti 
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klasifikace pro jednotlivé koncepty, což ale bylo za cenu již zmíněného výrazného snížení celkové 
přesnosti klasifikace. 
Dalším krokem mělo být nalezení optimálního nastavení SVM klasifikátoru. Bohužel tento 
proces byl pomocí nástroje RapidMiner časově a výpočetně velmi náročný, a nepodařilo se ho ani 
jednou dokončit v rozumném časovém rozmezí. Hledání optimálních hodnot parametrů SVM 
klasifikátoru bylo přenecháno na nástroj LibSVM. 
Pro další experimenty byl používán nástroj LibSVM. Cílem těchto testů bylo ověřit poznatky 
získané z předchozích experimentů a to zejména vhodnost SVM klasifikátoru pro používaná data. 
Nástroj LibSVM umožňuje normalizaci a váhování vstupních dat a dále obsahuje nástroj pro nalezení 
optimálních parametrů SVM klasifikátoru. Pro testování byly používány všechny dostupné 
kombinace těchto vlastností a z výsledků vyplynulo, že nejlepších výsledků dosahuje klasifikátor při 
použití normalizovaných dat a optimálních parametrů. Přesnost celkové klasifikace se při vhodném 
nastavení dolovací úlohy blížila 45%, čímž byla potvrzena vhodnost SVM klasifikátoru pro 
používaná data. Zároveň se opět potvrdilo, že použitím váhovaných vstupních dat výrazně poklesne 
celková přesnost klasifikace. 
Poslední experimenty byly prováděny pomocí vytvořené aplikace, která implementuje dvě 
metody založené na statistické charakteristice dat. Pro klasifikaci je používána naivní Bayesovská 
klasifikace a metoda založená na upravené normované Euklidovské vzdálenosti. Testování probíhalo 
stejným způsobem jako u předchozích experimentů, nejprve byly jako vstupní data brány pouze 
pozitivní vzorky a používány byly všechny dostupné nízkoúrovňové rysy a poté byly testy prováděny 
na všech datech a rysech color a color+gabor. Na základě výsledků bylo zjištěno, že metody založené 
pouze na statistické charakteristice dat nejsou příliš vhodné pro používaná data. Součástí experimentů 
s vytvořenou aplikací bylo získat statistické údaje o používaných datech (aritmetický průměr 
a směrodatnou odchylku) a pomocí nich zjistit schopnost rozlišitelnosti datových tříd jednotlivých 
atributů. Testováno bylo sedm hlavních atributů z rysu color a pro většinu konceptů bylo zjištěno, že 




Teoretickým základem této diplomové práce, ze kterého se vychází, je popis problematiky 
získávání znalostí z databází. Důraz je kladen zejména na základní metody používané pro klasifikaci 
a predikci dat. Jednotlivé metody klasifikace a predikce jsou zde spolu s jejich principem postupně 
popsány. Dále práce obsahuje úvod do multimediálních databází a současně do získávání znalostí 
z těchto databází. Část zabývající se oblastí dolování multimediálních dat je zaměřena zejména na 
nízkoúrovňové rysy, používané pro popis video dat a obrázků, a jejich extrakci z multimediálních dat. 
Z nízkoúrovňových rysů jsou podrobněji popsány pouze čtyři vybrané rysy, se kterými pracuje 
používaná datová sada. Jedná se o rys založený na škálovatelném rozložení barvy v obrázku, 
deskriptor vytvořený na základě histogramu v oblasti HS barevného modelu HSV, dále deskriptor 
používající vícestupňový gradient a deskriptor popisující textury pomocí Gaborových filtrů. Jako 
datová sada je používána vývojová podmnožina datové sady Sound and Vision 2008 ze soutěže 
TRECVid. 
Výsledkem této práce je porovnání vhodnosti dolovacích úloh používaných pro extrakci rysů 
vysoké úrovně z nízkoúrovňového popisu multimediálních dat a zároveň vlastní aplikace 
implementující vybranou dolovací metodu. Experimenty byly prováděny v nástrojích RapidMiner, 
LibSVM a pomocí vytvořené aplikace, která implementuje naivní Bayesovskou klasifikaci a metodu 
založenou na upravené normované Euklidovské vzdálenosti. Tyto metody byly zvoleny pro 
implementaci, aby bylo možné porovnat výsledky klasifikace založené pouze na statistické 
charakteristice dat s výsledky ostatních používaných klasifikačních metod. Zároveň bylo možné 
pomocí získaných statistických údajů pro vybrané atributy rysů určit jejich schopnost rozlišitelnosti 
do datových tříd. 
Shrnutí výsledků všech provedených experimentů je uvedeno v kapitole 6.4. Nejdůležitějším 
výsledkem je ověření vhodnosti použití klasifikátoru, který je založený na SVM, pro extrakci rysů 
vysoké úrovně. Z používaných technik předzpracování dat bylo dosaženo zlepšení výsledků pouze 
pomocí normalizace dat v nástroji LibSVM. Váhování vstupních dat ani výběr a váhování atributů, 
kromě výsledků úlohy genetic algorithm, nepřineslo zlepšení klasifikace, naopak mírného zhoršení 
bylo dosaženo při použití váhování atributů a velmi výrazného zhoršení při váhování vstupních dat. 
Tyto výsledky byly potvrzeny experimenty v RapidMineru i LibSVM. Dalším předpokladem, který 
vyplýval z výsledků získaných nástrojem RapidMiner, byla nevhodnost rysů založených na 
histogramu a vícestupňovém gradientu pro klasifikaci pomocí SVM. Tento předpoklad však nebyl 
potvrzen testy provedenými v LibSVM, kde bylo dosaženo srovnatelných výsledků pro všechny rysy. 
Posledním závěrem, který byl vyvozen z výsledků experimentů, byla nevhodnost metod klasifikace, 
založených pouze na statistické charakteristice dat. 
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Možnost dalšího pokračování této práce spatřuji v provádění experimentů pro nalezení 
vhodných technik předzpracování dat, které by dokázaly zlepšit výsledky klasifikace nad datovou 
sadou Sound and Vision pomocí klasifikátoru SVM. Použití jiných nízkoúrovňových rysů by mohlo 
být dalším vhodným směrem kudy se ubírat pro zlepšení výsledků klasifikace. Dále vytvořená 
aplikace by mohla být rozšířena o automatické zpracování statistické charakteristiky datových 
atributů a její grafickou prezentaci např. pomocí nástroje gnuplot. 
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Příloha 1. Přehled konceptů datové sady Sound and Vision 
Tabulka uvádí přehled konceptů používané datové sady Sound and Vision i se stručným originálním 
popisem [23]. 





a school- or university-style classroom scene. One or more students 
must be visible. A teacher and teaching aids (e.g. blackboard) may 
or may not be visible. 
176 
2 Bridge 
a structure carrying a pathway or roadway over a depression or 
obstacle. Such structures over non-water bodies such as a highway 
overpass or a catwalk (e.g., as found over a factory or warehouse 
floor) are included. 
135 
3 Emergency Vehicle 
external view of, for example, a police car or van, fire truck or 
ambulance. There may be other sorts of emergency vehicles. 
Included may be UN vehicles, but NOT military vehicles   
113 
4 Dog any kind of dog, but not wolves  89 
5 Kitchen a room where food is prepared, dishes washed, etc.  200 
6 Airplane flying external view of a heavier than air, fixed-wing aircraft in flight - gliders included. NOT balloons, helicopters, missiles, and rockets  50 
7 Two people a view of exactly two people (not as part of a larger visible group)  3040 
8 Bus 
external view of a large motor vehicle on tires used to carry many 
passengers on streets, usually along a fixed route. NOT vans and 
SUVs  
72 
9 Driver a person operating a motor vehicle or at least in the driver's seat of such a vehicle  100 
10 Cityscape a view of a large urban setting, showing skylines and building tops. NOT just street-level views of urban life   846 
11 Harbor 
a body of water with docking facilities for boats and/or ships such as 
a harbor or marina, including shots of docks. NOT shots of offshore 
oil rigs, piers that do not look like they belong to a harbor or boat 
dock   
149 
12 Telephone any kinds of telephone, but more than just a headset must be visible.  107 
13 Street a regular paved street NOT a highway, dirt road, or special type of road or path   1343 
14 Demonstration Or Protest 
an outdoor, public exhibition of disapproval carried out by multiple 
people, who may or may not be walking, holding banners or signs  48 
15 Hand a close-up view of one or more human hands, where the hand is the primary focus of the shot.  942 
16 Mountain a landmass noticably higher than the surrounding land, higher than a hill, with the slopes visible   196 
17 Nighttime a shot that takes place outdoors at night. NOT sporting events under lights   315 
18 Boat Ship exterior view of a boat or ship in the water, e.g. canoe, rowboat, kayak, hydrofoil, hovercraft, aircraft carrier, submarine, etc.  340 
19 Flower a plant with flowers in bloom 626 
20 Singing one or more people singing - singer(s) visible and audible, solo or accompanied, amateur or professional  289 
0 - negativní vzorky 28233 
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Příloha 2. Příklad konfiguračního XML souboru pro nástroj RapidMiner (úloha SVM) 
<process version="4.3"> 
  <operator name="Root" class="Process" expanded="yes"> 
      <parameter key="logfile" value="output.log"/> 
      <operator name="CSVExampleSource" class="CSVExampleSource"> 
          <parameter key="filename"    value="data.csv"/> 
          <parameter key="id_column"   value="1"/> 
          <parameter key="label_column"   value="2"/> 
          <parameter key="read_attribute_names" value="false"/> 
          <parameter key="use_comment_characters" value="false"/> 
          <parameter key="use_quotes"   value="false"/> 
      </operator> 
      <operator name="XValid" class="XValidation" expanded="yes"> 
          <parameter key="number_of_validations" value="4"/> 
          <operator name="Learner" class="LibSVMLearner"> 
          </operator> 
          <operator name="ApplierChain" class="OperatorChain" 
     expanded="yes"> 
              <operator name="Applier" class="ModelApplier"> 
              </operator> 
              <operator name="Evaluator" class="Performance"> 
              </operator> 
          </operator> 
      </operator> 




Příloha 3. Výstup procesu v RapidMineru 
 
True: 13 14 7 15 19 2 18 11 10 8 9 16 4 20 5 17 3 12 1 6 
13 339 23 230 37 39 29 52 19 350 32 15 36 7 15 23 12 31 6 16 9 
14 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
7 647 19 2595 671 394 37 140 33 215 17 58 54 38 219 141 116 55 79 138 18 
15 17 0 37 201 24 1 6 3 6 3 3 3 3 13 9 9 3 11 5 0 
19 3 0 14 1 135 0 0 0 1 0 0 2 0 1 0 0 0 0 1 0 
2 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 
18 4 0 15 0 0 1 35 43 20 0 0 8 0 2 0 0 6 0 0 5 
11 0 0 0 0 0 2 17 0 2 0 0 0 0 0 0 0 0 0 0 0 
10 283 5 77 15 26 65 86 51 241 16 5 66 1 3 18 3 6 1 7 8 
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
9 5 0 3 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 
16 5 0 5 0 1 0 2 0 5 2 0 26 0 0 0 5 2 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 40 0 0 0 0 0 0 0 
20 0 0 5 3 1 0 0 0 0 0 0 0 0 21 0 1 0 0 0 0 
5 0 0 4 2 0 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 
17 35 1 38 12 5 0 0 0 2 2 4 0 0 15 0 169 8 0 0 0 
3 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 
12 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 
1 0 0 4 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 





Příloha 4. Souhrnné výsledky pro všechny dolovací úlohy prováděné v RapidMineru 
Přesnost Úplnost 
Nízkoúrovňový rys Nízkoúrovňový rys Úloha Koncept 
COLOR HIST GRAD GABOR COLOR HIST GRAD GABOR 
1 17,24% 22,42% 16,43% 13,82% 14,20% 21,02% 13,07% 11,93% 
2 3,95% 1,56% 4,05% 2,08% 5,19% 1,48% 4,44% 2,22% 
3 6,02% 7,83% 7,50% 4,50% 7,08% 7,96% 7,96% 4,42% 
4 50,00% 50,00% 48,94% 50,00% 48,31% 46,07% 51,69% 50,56% 
5 17,17% 14,49% 15,58% 13,33% 17,00% 15,50% 15,50% 13,00% 
6 22,22% 33,90% 31,25% 30,56% 32,00% 40,00% 20,00% 22,00% 
7 53,90% 54,56% 52,00% 48,46% 47,24% 54,14% 53,55% 48,59% 
8 1,09% 1,12% 1,20% 0,00% 1,39% 1,39% 1,39% 0,00% 
9 15,32% 19,27% 15,53% 7,27% 17,00% 21,00% 16,00% 8,00% 
10 11,85% 13,26% 13,37% 10,47% 15,60% 14,18% 12,88% 11,11% 
11 3,31% 6,42% 3,80% 1,69% 4,03% 8,05% 4,03% 2,01% 
12 17,59% 22,33% 19,00% 8,55% 17,76% 21,50% 17,76% 9,35% 
13 17,91% 19,46% 19,57% 16,78% 20,92% 20,85% 20,48% 17,05% 
14 5,77% 4,62% 5,77% 0,00% 6,25% 6,25% 6,25% 0,00% 
15 36,73% 38,25% 38,62% 28,57% 24,84% 26,43% 30,25% 26,96% 
16 20,44% 26,42% 23,46% 20,53% 18,88% 21,43% 19,39% 19,90% 
17 39,08% 26,35% 30,54% 32,27% 40,32% 27,94% 32,38% 28,89% 
18 11,57% 10,19% 13,47% 8,19% 15,59% 9,41% 11,76% 7,06% 























20 32,27% 39,26% 24,04% 22,45% 31,49% 36,68% 28,03% 22,84% 
  
  
COLOR HIST GRAD GABOR COLOR HIST GRAD GABOR 
1 19,51% 22,37% 20,86% 17,99% 13,64% 19,32% 16,48% 14,20% 
2 1,53% 1,53% 2,01% 0,74% 2,22% 1,48% 2,22% 0,74% 
3 7,76% 10,66% 5,26% 4,46% 7,96% 11,50% 5,31% 4,42% 
4 44,12% 62,86% 48,35% 43,27% 50,56% 49,44% 49,44% 50,56% 
5 19,90% 16,00% 17,65% 15,42% 20,00% 18,00% 16,50% 15,50% 
6 32,35% 33,93% 38,64% 41,03% 44,00% 38,00% 34,00% 32,00% 
7 56,16% 54,69% 53,91% 49,47% 50,69% 54,11% 55,76% 50,26% 
8 0,00% 0,00% 1,20% 0,00% 0,00% 0,00% 1,39% 0,00% 
9 28,75% 16,24% 13,33% 10,20% 23,00% 19,00% 14,00% 10,00% 
10 14,51% 13,52% 14,37% 11,00% 18,44% 14,66% 14,42% 11,94% 
11 5,17% 2,94% 3,42% 3,73% 6,04% 3,36% 3,36% 4,03% 
12 20,75% 28,43% 20,00% 13,60% 20,56% 27,10% 18,69% 15,89% 
13 19,54% 21,11% 19,41% 17,66% 21,37% 22,34% 20,03% 17,50% 
14 6,82% 4,69% 1,75% 5,26% 6,25% 6,25% 2,08% 4,17% 
15 38,84% 38,90% 42,00% 28,56% 25,69% 26,22% 33,44% 26,65% 
16 25,53% 26,19% 25,83% 20,56% 30,61% 22,45% 19,90% 18,88% 
17 45,97% 23,42% 30,52% 36,73% 48,89% 23,49% 33,33% 32,06% 
18 10,81% 13,68% 11,89% 7,77% 14,12% 12,35% 11,47% 7,06% 












20 30,00% 34,33% 26,77% 25,25% 33,22% 39,79% 30,10% 26,64% 
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Přesnost Úplnost 
Nízkoúrovňový rys Nízkoúrovňový rys Úloha Koncept 
COLOR HIST GRAD GABOR COLOR HIST GRAD GABOR 
1 64,29% 0,00% 0,00% 0,00% 5,11% 0,00% 0,00% 0,00% 
2 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
3 33,33% 0,00% 0,00% 0,00% 1,77% 0,00% 0,00% 0,00% 
4 100,00% 0,00% 0,00% 78,26% 44,94% 0,00% 0,00% 40,45% 
5 57,14% 0,00% 0,00% 0,00% 4,00% 0,00% 0,00% 0,00% 
6 55,56% 0,00% 0,00% 0,00% 20,00% 0,00% 0,00% 40,00% 
7 45,65% 36,50% 36,40% 39,06% 85,36% 90,03% 90,03% 87,04% 
8 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
9 65,22% 0,00% 0,00% 0,00% 15,00% 0,00% 0,00% 0,00% 
10 24,52% 0,00% 0,00% 27,04% 28,49% 0,00% 0,00% 17,61% 
11 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
12 55,56% 0,00% 0,00% 100,00% 9,35% 0,00% 0,00% 3,74% 
13 25,68% 0,00% 0,00% 33,33% 25,24% 0,00% 0,00% 22,19% 
14 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
15 56,30% 0,00% 0,00% 43,42% 21,34% 0,00% 0,00% 18,58% 
16 49,06% 0,00% 0,00% 37,50% 13,27% 0,00% 0,00% 3,06% 
17 58,08% 0,00% 0,00% 50,70% 53,65% 0,00% 0,00% 46,03% 
18 25,18% 14,97% 0,00% 29,93% 10,29% 8,24% 0,00% 12,94% 




20 67,74% 0,00% 0,00% 50,00% 7,27% 0,00% 0,00% 0,69% 
  
  
COLOR HIST GRAD GABOR COLOR HIST GRAD GABOR 
1 100,00% - 0,00% 0,00% 1,70% - 0,00% 0,00% 
2 0,00% - 0,00% 0,00% 0,00% - 0,00% 0,00% 
3 0,00% - 0,00% 0,00% 0,00% - 0,00% 0,00% 
4 97,56% - 0,00% 68,63% 44,94% - 0,00% 39,33% 
5 77,78% - 0,00% 0,00% 3,50% - 0,00% 0,00% 
6 42,11% - 0,00% 34,38% 16,00% - 0,00% 22,00% 
7 45,11% - 36,28% 37,75% 86,61% - 90,16% 90,30% 
8 0,00% - 0,00% 0,00% 0,00% - 0,00% 0,00% 
9 64,71% - 0,00% 0,00% 11,00% - 0,00% 0,00% 
10 25,79% - 0,00% 26,51% 28,84% - 0,00% 17,14% 
11 0,00% - 0,00% 0,00% 0,00% - 0,00% 0,00% 
12 83,33% - 0,00% 0,00% 4,67% - 0,00% 0,00% 
13 29,65% - 0,00% 35,80% 28,74% - 0,00% 17,27% 
14 0,00% - 0,00% 0,00% 0,00% - 0,00% 0,00% 
15 54,45% - 0,00% 42,31% 22,72% - 0,00% 8,17% 
16 51,72% - 0,00% 47,06% 15,31% - 0,00% 4,08% 
17 57,24% - 0,00% 51,18% 52,70% - 0,00% 48,25% 
18 31,86% - 0,00% 30,00% 10,59% - 0,00% 11,47% 











20 66,67% - 0,00% 0,00% 2,08% - 0,00% 0,00% 
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Přesnost Úplnost Úloha Koncept 
Nízkoúrovňový rys Nízkoúrovňový rys 
  
COLOR HIST GRAD GABOR COLOR HIST GRAD GABOR 
1 17,24% - - 0,00% 14,20% - - 0,00% 
2 3,95% - - 0,00% 5,19% - - 0,00% 
3 6,02% - - 0,00% 7,08% - - 0,00% 
4 50,00% - - 0,00% 48,31% - - 0,00% 
5 17,17% - - 0,00% 17,00% - - 0,00% 
6 22,22% - - 0,00% 32,00% - - 0,00% 
7 53,90% - - 33,50% 47,24% - - 99,14% 
8 1,09% - - 0,00% 1,39% - - 0,00% 
9 15,32% - - 0,00% 17,00% - - 0,00% 
10 11,85% - - 0,00% 15,60% - - 0,00% 
11 3,31% - - 0,00% 4,03% - - 0,00% 
12 17,59% - - 0,00% 17,76% - - 0,00% 
13 17,91% - - 0,00% 20,92% - - 0,00% 
14 5,77% - - 0,00% 6,25% - - 0,00% 
15 36,73% - - 0,00% 24,84% - - 0,00% 
16 20,44% - - 0,00% 18,88% - - 0,00% 
17 39,08% - - 60,89% 40,32% - - 34,60% 
18 11,57% - - 0,00% 15,59% - - 0,00% 












20 32,27% - - 0,00% 31,49% - - 0,00% 
  
  
COLOR HIST GRAD GABOR COLOR HIST GRAD GABOR 
1 19,51% - - 0,00% 13,64% - - 0,00% 
2 1,53% - - 0,00% 2,22% - - 0,00% 
3 7,76% - - 0,00% 7,96% - - 0,00% 
4 44,12% - - 0,00% 50,56% - - 0,00% 
5 19,90% - - 0,00% 20,00% - - 0,00% 
6 32,35% - - 0,00% 44,00% - - 0,00% 
7 56,16% - - 33,52% 50,69% - - 98,68% 
8 0,00% - - 0,00% 0,00% - - 0,00% 
9 28,75% - - 0,00% 23,00% - - 0,00% 
10 14,51% - - 0,00% 18,44% - - 0,00% 
11 5,17% - - 0,00% 6,04% - - 0,00% 
12 20,75% - - 0,00% 20,56% - - 0,00% 
13 19,54% - - 0,00% 21,37% - - 0,00% 
14 6,82% - - 0,00% 6,25% - - 0,00% 
15 38,84% - - 0,00% 25,69% - - 0,00% 
16 25,53% - - 0,00% 30,61% - - 0,00% 
17 45,97% - - 55,11% 48,89% - - 39,37% 
18 10,81% - - 0,00% 14,12% - - 0,00% 


























20 30,00% - - 0,00% 33,22% - - 0,00% 
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Příloha 5. Výsledky přesnosti klasifikátoru SVM pro váhovaná vstupní data (pozitivní vzorky) 
COLOR HIST 










1 64,29% 65,46% 59,93% 0,00% 0,00% 0,00% 
2 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
3 33,33% 18,74% 25,02% 0,00% 0,00% 0,00% 
4 100,00% 93,09% 95,24% 0,00% 0,00% 0,00% 
5 57,14% 25,59% 47,65% 0,00% 0,00% 0,00% 
6 55,56% 57,15% 57,12% 0,00% 0,00% 0,00% 
7 45,65% 45,68% 44,03% 36,50% 34,48% 35,92% 
8 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
9 65,22% 54,32% 55,57% 0,00% 0,00% 0,00% 
10 24,52% 24,68% 24,36% 0,00% 0,00% 0,00% 
11 0,00% 0,00% 0,00% 0,00% 15,22% 0,00% 
12 55,56% 40,04% 45,52% 0,00% 0,00% 0,00% 
13 25,68% 27,67% 25,61% 0,00% 26,72% 0,00% 
14 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
15 56,30% 51,14% 55,50% 0,00% 0,00% 0,00% 
16 49,06% 41,84% 56,13% 0,00% 0,00% 0,00% 
17 58,08% 57,54% 59,33% 0,00% 0,00% 0,00% 
18 25,18% 27,50% 24,36% 14,97% 30,56% 16,57% 
19 85,44% 69,62% 79,33% 0,00% 0,00% 0,00% 
20 67,74% 59,47% 69,07% 0,00% 0,00% 0,00% 
  GRAD GABOR 
1 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
2 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
3 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
4 0,00% 0,00% 0,00% 78,26% 73,61% 77,10% 
5 0,00% 0,00% 0,00% 0,00% 40,04% 0,00% 
6 0,00% 0,00% 0,00% 39,22% 46,13% 38,88% 
7 36,40% 34,16% 35,80% 39,06% 39,73% 38,89% 
8 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
9 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
10 0,00% 0,00% 0,00% 27,04% 25,63% 26,15% 
11 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
12 0,00% 0,00% 0,00% 100,00% 83,42% 100,00% 
13 0,00% 26,72% 0,00% 33,33% 33,63% 33,15% 
14 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
15 0,00% 0,00% 0,00% 43,42% 38,77% 40,70% 
16 0,00% 0,00% 0,00% 37,50% 37,04% 48,34% 
17 0,00% 0,00% 0,00% 50,70% 47,84% 48,43% 
18 0,00% 0,00% 0,00% 29,93% 28,11% 29,22% 
19 0,00% 0,00% 0,00% 0,00% 47,65% 0,00% 
20 0,00% 0,00% 0,00% 50,00% 69,68% 33,47% 
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Příloha 6. Výsledky přesnosti klasifikátoru SVM pro váhovaná vstupní data (všechna data) 
COLOR COLOR + GABOR 










0 75,64% 77,33% 75,62% 75,92% 78,43% 75,93% 
1 0,00% 44,78% 0,00% 0,00% 53,00% 0,00% 
2 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
3 0,00% 50,30% 0,00% 0,00% 43,07% 0,00% 
4 97,30% 96,72% 96,63% 97,37% 94,57% 96,89% 
5 0,00% 0,00% 0,00% 0,00% 45,86% 0,00% 
6 0,00% 49,99% 0,00% 33,33% 20,14% 0,00% 
7 96,77% 61,86% 93,82% 91,55% 66,39% 92,00% 
8 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
9 0,00% 62,68% 0,00% 0,00% 54,62% 0,00% 
10 0,00% 17,71% 0,00% 100,00% 23,56% 100,00% 
11 0,00% 6,66% 0,00% 0,00% 0,00% 0,00% 
12 0,00% 55,42% 0,00% 100,00% 49,90% 100,00% 
13 100,00% 18,96% 100,00% 100,00% 21,45% 100,00% 
14 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
15 92,31% 65,72% 91,01% 92,31% 75,84% 91,01% 
16 0,00% 50,49% 0,00% 14,29% 48,75% 51,93% 
17 0,00% 18,59% 0,00% 0,00% 23,01% 0,00% 
18 0,00% 19,81% 0,00% 0,00% 28,00% 0,00% 
19 50,00% 85,99% 0,00% 89,47% 86,12% 89,40% 


















Příloha 7. Přesnost a úplnost klasifikace pomocí vlastní aplikace (pozitivní vzorky) 
Přesnost Úplnost 
Nízkoúrovňový rys Nízkoúrovňový rys Úloha Koncept 
COLOR HIST GRAD GABOR COLOR HIST GRAD GABOR 
1 11,54% 1,92% 20,00% 11,11% 3,41% 100,00% 2,27% 1,14% 
2 1,92% 0,00% 0,00% 0,00% 7,46% 0,00% 0,00% 0,00% 
3 1,90% 0,00% 2,44% 0,00% 3,57% 0,00% 1,79% 0,00% 
4 37,18% 0,00% 4,98% 0,57% 65,91% 0,00% 68,18% 2,27% 
5 3,85% 0,00% 3,74% 2,85% 8,00% 0,00% 8,00% 18,00% 
6 5,91% 0,00% 5,07% 0,00% 92,00% 0,00% 56,00% 0,00% 
7 47,00% 0,00% 46,71% 42,42% 22,70% 0,00% 9,34% 0,92% 
8 0,84% 0,00% 2,56% 0,00% 2,78% 0,00% 8,33% 0,00% 
9 14,04% 0,00% 3,67% 0,00% 32,00% 0,00% 16,00% 0,00% 
10 16,62% 0,00% 28,77% 14,33% 12,77% 0,00% 4,96% 32,86% 
11 8,60% 0,00% 5,81% 7,95% 10,81% 0,00% 13,51% 18,92% 
12 6,53% 0,00% 4,70% 4,43% 24,53% 0,00% 13,21% 16,98% 
13 14,46% 0,00% 26,67% 27,46% 7,15% 0,00% 14,90% 19,97% 
14 1,64% 0,00% 1,02% 0,00% 12,50% 0,00% 8,33% 0,00% 
15 29,78% 0,00% 37,62% 30,16% 28,45% 0,00% 16,77% 16,14% 
16 15,76% 0,00% 50,00% 7,45% 32,65% 0,00% 5,10% 19,39% 
17 18,02% 0,00% 12,65% 21,78% 38,22% 0,00% 40,76% 70,06% 
18 5,00% 0,00% 15,16% 13,89% 1,18% 0,00% 21,76% 2,94% 






















20 9,55% 0,00% 6,57% 6,27% 10,42% 0,00% 15,97% 15,97% 
  
  
COLOR HIST GRAD GABOR COLOR HIST GRAD GABOR 
1 2,53% 0,00% 3,64% 5,00% 2,27% 0,00% 2,27% 1,14% 
2 0,00% 1,59% 1,79% 0,88% 0,00% 4,48% 1,49% 1,49% 
3 0,00% 0,00% 0,90% 1,26% 0,00% 0,00% 3,57% 16,07% 
4 100,00% 0,00% 5,71% 0,00% 4,55% 0,00% 4,55% 0,00% 
5 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
6 0,00% 0,00% 4,70% 4,21% 0,00% 0,00% 44,00% 36,00% 
7 34,46% 46,65% 58,46% 40,85% 34,28% 14,67% 10,46% 6,32% 
8 0,00% 0,00% 2,08% 0,00% 0,00% 0,00% 2,78% 0,00% 
9 10,71% 0,00% 3,33% 3,70% 6,00% 0,00% 10,00% 14,00% 
10 32,00% 16,56% 26,67% 14,84% 1,89% 6,38% 22,70% 32,39% 
11 0,00% 0,00% 9,68% 4,46% 0,00% 0,00% 4,05% 6,76% 
12 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
13 16,56% 26,49% 24,93% 25,00% 3,87% 17,88% 25,04% 24,74% 
14 0,00% 0,00% 2,30% 0,00% 0,00% 0,00% 16,67% 0,00% 
15 16,12% 16,43% 22,89% 30,84% 70,91% 47,56% 25,90% 7,01% 
16 42,86% 16,35% 8,64% 9,21% 3,06% 17,35% 38,78% 7,14% 
17 100,00% 13,49% 10,88% 17,08% 2,55% 35,67% 39,49% 78,98% 
18 16,67% 11,82% 15,12% 8,43% 0,59% 55,29% 15,29% 4,12% 























20 0,00% 7,87% 7,06% 6,20% 0,00% 28,47% 13,19% 11,81% 
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Příloha 8. Přesnost a úplnost klasifikace pomocí vlastní aplikace (všechna data) 
Přesnost Úplnost Úloha Koncept 
COLOR COLOR+GABOR COLOR COLOR+GABOR 
0 77,63% 81,69% 36,59% 9,17% 
1 6,67% 1,92% 1,14% 10,23% 
2 0,50% 1,59% 7,46% 5,97% 
3 0,60% 0,39% 3,57% 1,79% 
4 10,39% 3,65% 65,91% 63,64% 
5 1,23% 1,61% 5,00% 18,00% 
6 1,33% 2,84% 92,00% 84,00% 
7 18,03% 12,89% 6,38% 5,20% 
8 0,16% 0,37% 2,78% 5,56% 
9 5,39% 2,10% 26,00% 14,00% 
10 6,14% 7,09% 12,53% 23,88% 
11 4,06% 4,09% 10,81% 18,92% 
12 1,50% 1,56% 15,09% 24,53% 
13 6,68% 7,37% 4,62% 13,71% 
14 0,32% 0,74% 12,50% 20,83% 
15 6,31% 7,09% 14,44% 23,57% 
16 5,69% 6,21% 32,65% 32,65% 
17 3,77% 3,80% 35,03% 73,89% 
18 1,04% 2,44% 0,59% 2,35% 






















20 0% 0% 0% 0% 
  
  
COLOR COLOR+GABOR COLOR COLOR+GABOR 
0 86,28% 77,75% 5,97% 27,00% 
1 0,61% 4,41% 2,27% 3,41% 
2 0,00% 0,00% 0,00% 0,00% 
3 0,00% 0,00% 0,00% 0,00% 
4 100,00% 83,33% 4,55% 11,36% 
5 0,00% 0,00% 0,00% 0,00% 
6 0,00% 4,48% 0,00% 12,00% 
7 10,57% 12,59% 34,01% 33,95% 
8 0,00% 0,00% 0,00% 0,00% 
9 2,70% 4,76% 6,00% 14,00% 
10 16,67% 9,81% 1,89% 14,89% 
11 0,00% 3,23% 0,00% 1,35% 
12 0,00% 0,00% 0,00% 0,00% 
13 5,90% 9,79% 3,73% 17,14% 
14 0,00% 0,00% 0,00% 0,00% 
15 3,97% 5,99% 70,70% 34,39% 
16 10,00% 6,49% 3,06% 10,20% 
17 0,00% 3,42% 0,00% 71,34% 
18 0,00% 4,18% 0,00% 8,24% 
























20 0,00% 0,00% 0,00% 0,00% 
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Příloha 9. Manuál vytvoření dolovací úlohy v nástroji RapidMiner pomocí průvodce 
• Po spuštění RapidMineru výběr Průvodce vytvořením procesu (možno i z menu File – Wizard) 
 
• Výběr jedné z nabízených připravených šablon dolovacích úloh 
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• Spuštění průvodce pro výběr vstupních dat dolovací úlohy 
 
• Výběr zdrojových dat 
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• Definice oddělovače sloupců ve zdrojovém souboru (lze i pomocí regulárního výrazu) 
 
• Nastavení datových typů atributů 
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• Nastavení speciálních atributů obsahujících ID, třídu vzorky, váhu, atd. 
 
• Výběr souboru pro uložení připravených dat pro dolování a dokončení průvodce vstupními daty. 
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• Možná změna hlavních parametrů vybrané úlohy a dokončení průvodce vytvořením procesu. 
 
• Okno s vytvořeným procesem – možné nastavení parametrů jednotlivých operátorů 
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• Pokud jsou k dispozici již připravená data ve formátu .aml (formát RapidMineru) lze je přímo 
v průvodci vytvoření procesu načíst – možnost ExampleSource.attributes. 
• Pokud budou data načítána jiným způsobem (z databáze, nebo přímo ze souboru různých 
formátů), je možné průvodce vytvořením procesu dokončit bez definice vstupních dat a vstupní 
data poté nastavit až v okně procesů výměnou operátoru ExampleSource za jiný. 
• V RapidMineru jsou k dispozici dva módy zobrazení parametrů operátorů – Beginner a Expert 
mode. Beginner mode zobrazuje pouze základní parametry operátorů a módy lze přepínat přes 
menu View – Expert/Beginner mode. 
Příloha 10. Jednoduchý návod pro práci s vytvořenou aplikací 
• Načtení vstupních dat: 
• Data lze načítat z databáze nebo souboru ve formátu CSV.  
• Pro načtení dat z databáze zvolte záložku Načtení dat z databáze a vložte do textového pole 
SQL dotaz. Vykonání dotazu je provedeno po kliknutí na tlačítko Spustit dotaz a v případě 
správnosti SQL dotazu jsou data načtena do tabulky. 
• Pro načtení dat ze souboru ve formátu CSV zvolte záložku Načtení dat z CSV. Soubor se 
vstupními daty vyberte pomocí tlačítka Vybrat vstupní CSV (cesta k vybranému souboru a 
jeho jméno se poté objeví v textovém poli). Data jsou do aplikace načtena z vybraného 
souboru po kliknutí na tlačítko Načíst data ze souboru. 
• Export dat z aplikace: 
• Aplikace umožňuje exportovat načtená data do formátu vhodného pro nástroje RapidMiner 
a LibSVM. Při načtení dat z databáze je navíc k dispozici možnost exportovat data přímo 
bez jakýchkoliv úprav do souboru ve formátu CSV. 
• Data je možné exportovat z aplikace po kliknutí na tlačítka Export do CSV, Export pro 
RapidMiner a Export pro LibSVM (otevře se okno pro výběr umístění výstupního 
souboru). 
• Před exportem dat načtených ze souboru je nutné zadat do připraveného formuláře čísla 
sloupců, které obsahují ID, koncept a nízkoúrovňové rysy. 
• Spuštění klasifikace a zobrazení výsledků: 
• Klasifikace se spouští ze záložky Klasifikace tlačítkem Spustit klasifikaci. 
• Před spuštěním samotné klasifikace je nutné nejprve načíst data do aplikace, dále v záložce  
Klasifikace definovat, které sloupce obsahují ID, koncept a nízkoúrovňové rysy, zadat 
poměr rozdělení dat na trénovací a testovací a nakonec vybrat jaká data jsou pro klasifikaci 
používána, zdali byla načtena data obsahující pouze pozitivní vzorky, nebo se jedná o 
všechna data včetně negativních vzorků. 
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• Po dokončení klasifikace je otevřeno okno s podrobnými výsledky pro obě použité metody 
klasifikace. Výsledky obsahují celkovou přesnost klasifikátoru a přesnost a úplnost 
klasifikace pro jednotlivé koncepty. Tyto výsledky je možné exportovat do souboru 
pomocí tlačítka Export do CSV (otevře se okno pro výběr umístění výsledného souboru). 
• Z okna obsahujícího výsledky klasifikace lze po kliknutí na tlačítko Podrobné výsledky 
zobrazit pro všechny datové vzorky, na kterých bylo prováděno testování, výsledky 
klasifikace pro jednotlivé vzorky. Tyto výsledky lze také exportovat do souboru pomocí 
tlačítka Export do CSV. 
• Kromě podrobných výsledků lze, z okna s hlavními výsledky, zobrazit i statistickou 
charakteristiku dat a to po kliknutí na tlačítko Analýza dat. Toto okno zobrazuje 
aritmetické průměry a směrodatné odchylky hodnot jednotlivých atributů pro všechny 
koncepty. Opět je možné výsledky exportovat do souboru pomocí tlačítka Export do CSV. 
