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Abstract
Let h be a quadratic form with domain W 1,20 (R
d) given by
h(ϕ) =
d∑
i,j=1
(∂iϕ, cij ∂jϕ)
where cij = cji are real-valued, locally bounded, measurable functions
and C = (cij) ≥ 0. If C is strongly elliptic, i.e. if there exist λ, µ > 0
such that λ I ≥ C ≥ µ I > 0, then h is closable, the closure deter-
mines a positive self-adjoint operator H on L2(R
d) which generates a
submarkovian semigroup S with a positive distributional kernel K and
the kernel satisfies Gaussian upper and lower bounds. Moreover, S is
conservative, i.e. St1 = 1 for all t > 0. Our aim is to examine converse
statements.
First we establish that C is strongly elliptic if and only if h
is closable, the semigroup S is conservative and K satisfies Gaussian
bounds. Secondly, we prove that if the coefficients are such that a
Tikhonov growth condition is satisfied then S is conservative. Thus
in this case strong ellipticity of C is equivalent to closability of h to-
gether with Gaussian bounds on K. Finally we consider coefficients
cij ∈ W
1,∞
loc (R
d). It follows that h is closable and a growth condition
of the Ta¨cklind type is sufficient to establish the equivalence of strong
ellipticity of C and Gaussian bounds on K.
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1 Introduction
It is nearly fifty years since Aronson [Aro67] established that the fundamental solutions of
parabolic diffusion equations are bounded above and below by Gaussian functions. The
essential assumption in Aronson’s argument is strong ellipticity of the elliptic part of the
parabolic equation. Our aim is to examine converse statements, i.e. to analyze conditions
which ensure that Gaussian bounds imply strong ellipticity. We consider second-order
operators in divergence form acting on Rd determined by a d × d-matrix C = (cij) of
coefficients cij . We assume throughout that cij = cji are real-valued, locally bounded,
measurable functions and that C(x) ≥ 0 for almost all x ∈ Rd. Our principal results also
require bounds, either explicit or implicit, on the growth of the matrix norm ‖C(x)‖ as
x→∞. But no growth conditions are necessary for our initial formulation.
We begin by introducing the Markovian form h by the definition{
D(h) = W 1,20 (R
d)
h(ϕ) =
∑d
i,j=1(∂iϕ, cij ∂jϕ)
(1)
The form is not necessarily closed nor even closable. If, however, h is closable then the
closure h is automatically a local Dirichlet form. This form determines a positive self-
adjoint operator H on L2(R
d), formally identifiable as −
∑d
i,j=1 ∂icij∂j , which generates a
submarkovian semigroup S with a positive distributional kernel K. Specifically S extends
from L2(R
d)∩Lp(R
d) to a semigroup on each of the Lp-spaces which is strongly continuous
if p ∈ [1,∞〉 and weakly∗ continuous if p =∞. Moreover, if 0 ≤ ϕ ≤ 1 then 0 ≤ Stϕ ≤ 1 .
The coefficient matrix C and the corresponding form h are defined to be strongly elliptic
if there exist λ, µ > 0 such that
λ I ≥ C(x) ≥ µ I > 0 , (2)
for almost all x ∈ Rd, in the sense of matrix ordering. Strong ellipticity immediately
implies that h is closable and D(h) = W 1,2(Rd). Moreover, Aronson’s arguments [Aro67]
establish that there are a, a′, b, b′ > 0 such that
aGb;t(x− y) ≥ Kt(x ; y) ≥ a
′Gb′;t(x− y) (3)
for almost all x, y ∈ Rd and all t > 0 where Gb;t(x) = t
−d/2 e−b |x|
2t−1 . In recent years it has
become increasingly clear that these Gaussian bounds encapsulate a great deal of infor-
mation concerning the solutions of the corresponding diffusion equations or the semigroup
kernels. For example, Fabes and Stroock [FS86] demonstrated that the Gaussian bounds
were sufficient to derive the Nash–De Giorgi [Nas58] [DeG57] results on the local Ho¨lder
continuity of the solutions. The bounds can also be used to deduce that the semigroup S
is conservative, i.e. St1 = 1 for all t > 0, although this property was studied well before
Aronson’s work (see, for example, [Gaf59]).
The following statement is the simplest version of our results.
Theorem 1.1 Assume h is the Markovian form with L∞,loc-coefficients defined by (1).
Then the following conditions are equivalent:
I. the matrix of coefficients C is strongly elliptic,
1
II. the form h is closable, the associated semigroup S is conservative and the semigroup
kernel K satisfies the Gaussian bounds (3).
A more detailed version of this result, Theorem 2.1, in which the assumption that h is
closable is circumvented by introduction of the relaxation of h and in which the Gaussians
are replaced by more general functions will be established in Section 2. The new element
of the theorem, the implication II⇒I, strengthens an earlier result of [ERZ06] for operators
with bounded coefficients. It might appear surprising that this implication only appears
to require local boundedness of the coefficients. In fact the conservation condition for S
places an implicit restriction on the growth of the coefficients at infinity. This will be
discussed in Sections 3 and 4.
In Section 3 we establish that the conservation property is satisfied if the coefficient
growth is limited by a version of the Tikhonov condition [Tik35] for uniqueness of solu-
tions of parabolic equations. Then in Section 4 we demonstrate that for locally Lipschitz
coefficients a stronger growth is possible. The limit on growth is dictated by a version of
the Ta¨cklind uniqueness condition [Ta¨c36]. These conditions, in combination with Theo-
rems 1.1 or 2.1, give alternative characterizations of strong ellipticity (see Theorems 3.1
and 4.1).
2 Strong ellipticity
In this section we discuss the proof of Theorem 1.1 and its variants. Since the implication
I⇒II is classical we concentrate on the converse.
First we reformulate the theorem in terms of the relaxation h0 of h. The relaxation
occurs in convergence theory [ET76] [Dal93] and is variously referred to as the relaxed
form or lower semi-continuous regularization. In our earlier papers [ERSZ07] [ERSZ06]
[ERZ06] we also used the term viscosity closure as one possible definition of the relaxation
is analogous to the viscosity approximation method of partial differential equations (see
[ERSZ07], Section 2). The following definition is, however, most suited to our immediate
purposes.
The relaxation h0 of the form h is the largest positive closed quadratic form which is
majorized by h, i.e. it is the largest closed quadratic form with D(h) ⊆ D(h0) satisfying
h0(ϕ) ≤ h(ϕ) for all ϕ ∈ D(h). In particular if h is closable then h0 is equal to the
closure h. Note that if h is not closable then h0 is not an extension of h.
Throughout the following we letH0 denote the positive self-adjoint operator correspond-
ing to h0. Further, S
(0) denotes the submarkovian semigroup generated by H0 and K
(0)
the distributional kernel of S(0).
Theorem 1.1 now has the following gneralization.
Theorem 2.1 Assume h is the Markovian form with L∞,loc-coefficients defined by (1). Let
h0 denote the relaxation of h, S
(0) the associated semigroup and K(0) the semigroup kernel.
Then the following conditions are equivalent:
I. the matrix of coefficients C is strongly elliptic,
II. the semigroup S(0) is conservative and there exist two positive, non-zero, bounded
functions σ, ρ with
∫∞
0
dr r(d+1)/2σ(r) <∞ and
∫∞
0
dr r(d+1)/2ρ(r) > 0 such that
t−d/2σ(|x− y|2t−1) ≥ K
(0)
t (x ; y) ≥ t
−d/2ρ(|x− y|2t−1) (4)
2
for almost all x, y ∈ Rd and for all small t > 0.
Proof First note that I⇒II in Theorem 1.1 is the classic result and Condition II in
Theorem 1.1 obviously implies Condition II in Theorem 2.1. Therefore if we prove that
the latter condition implies strong ellipticity of C then this establishes both theorems.
We begin by deducing the lower bound of the strong ellipticity condition (2) from the
lower kernel bound.
Proposition 2.2 Assume the lower kernel bound of (4). Then there exists a µ > 0 such
that C ≥ µI almost everywhere.
Proof The proof is a repetition of the argument given in [ERZ06]. It does not assume
that S(0) is conservative. Since a similar argument is needed for the subsequent discussion
of upper bounds we recall the details.
The starting point is the observation that
h0(ϕ) ≥ t
−1(ϕ, (I − S
(0)
t )ϕ)
for all ϕ ∈ D(h0) by spectral theory. But S
(0) is submarkovian so 0 ≤ S
(0)
t 1 ≤ 1 for all
t > 0. Therefore
h0(ϕ) ≥ (2t)
−1
(
(S
(0)
t 1 , |ϕ|
2) + (|ϕ|2, S
(0)
t 1)− (ϕ, S
(0)
t ϕ)− (S
(0)
t ϕ, ϕ)
)
for all ϕ ∈ D(h0) and t > 0 where ( · , · ) denotes the duality pairing between Lp and Lq.
Next let ϕ, χn ∈ C
∞
c (R
d) where the χn are an increasing family with 0 ≤ χn ≤ 1,
χn = 1 on the support of ϕ and such that χn → 1 as n → ∞. Then since S
(0) is positive
S
(0)
t χn ≤ S
(0)
t 1 and
h0(ϕ) ≥ (2t)
−1
(
(S
(0)
t χn, χn|ϕ|
2) + (χn|ϕ|
2, S
(0)
t χn)− (χnϕ, S
(0)
t χnϕ)− (S
(0)
t χnϕ, χnϕ)
)
= (2t)−1
∫
Rd
dx
∫
Rd
dyK
(0)
t (x ; y)χn(x)χn(y) |ϕ(x)− ϕ(y)|
2
for all t > 0. Hence it follows from the lower bound in (4) that
h0(ϕ) ≥ (2t)
−1
∫
Rd
dx
∫
Rd
dy t−d/2 ρ(|x− y|2t−1)χn(x)χn(y) |ϕ(x)− ϕ(y)|
2 .
Therefore, in the limit n→∞, one deduces that
h0(ϕ) ≥ (2t)
−1
∫
Rd
dx
∫
Rd
dy t−d/2 ρ(|x− y|2t−1) |ϕ(x)− ϕ(y)|2
for all ϕ ∈ C∞c (R
d) and t ∈ 〈0, 1]. If ϕ˜ denotes the Fourier transform of ϕ one then
calculates, with a change of variables, that
h0(ϕ) ≥ t
−1
∫
Rd
dx t−d/2 ρ(|x|2t−1)
∫
Rd
dξ |ϕ˜(ξ)|2 (1− cos ξ.x)
= t−1
∫
Rd
dx ρ(|x|2)
∫
Rd
dξ |ϕ˜(ξ)|2 (1− cos t1/2ξ.x)
= 2
∫
Rd
dξ |ϕ˜(ξ)|2
∫
Rd
dx ρ(|x|2) t−1 sin2(2−1t1/2ξ.x)
3
for all ϕ ∈ C∞c (R
d) and t ∈ 〈0, 1]. Thus in the limit t→ 0 one has
h0(ϕ) ≥ 2
−1
∫
Rd
dξ |ϕ˜(ξ)|2
∫
Rd
dx ρ(|x|2) (ξ.x)2 = µ
∫
Rd
dξ |ϕ˜(ξ)|2 |ξ|2 = µ ‖∇ϕ‖22
for all ϕ ∈ C∞c (R
d) with µ = (2 d)−1
∫
Rd
dx ρ(|x|2)|x|2. Then by another change of variables
one has µ ∼
∫∞
0
dr r(d+1)/2ρ(r) > 0. Since h ≥ h0 by the definition of the relaxation it also
follows that h(ϕ) ≥ µ ‖∇ϕ‖22 for all ϕ ∈ C
∞
c (R
d).
Now for each ϕ ∈ C∞c (R
d), ξ ∈ Rd and k ∈ R introduce the C∞c -functions ϕc,k, ϕs,k by
ϕc,k(x) = cos(k x.ξ)ϕ(x) and ϕs,k(x) = sin(k x.ξ)ϕ(x). Then∫
Rd
dx (ξ, C(x)ξ) |ϕ(x)|2 = lim
k→∞
k−2(h(ϕc,k) + h(ϕs,k))
≥ µ lim
k→∞
k−2(‖∇ϕc,k‖
2
2 + ‖∇ϕs,k‖
2
2) = µ
∫
Rd
dx |ξ|2 |ϕ(x)|2 .
Therefore C ≥ µI almost everywhere. ✷
There is a similar implication for the upper ellipticity bound but this requires all the
elements of Condition II of Theorem 2.1.
Proposition 2.3 Assume S(0) is conservative and that the kernel bounds (4) are satisfied.
Then there exists a λ <∞ such that C ≤ λI almost everywhere.
Proof First, since S(0) is conservative one has
t−1(ϕ, (I − S
(0)
t )ϕ) = (2 t)
−1
(
(S
(0)
t 1 , |ϕ|
2) + (|ϕ|2, S
(0)
t 1)− (ϕ, S
(0)
t ϕ)− (S
(0)
t ϕ, ϕ)
)
for all ϕ ∈ L2(R
d) and t > 0.
Secondly, let ϕ, χn ∈ C
∞
c (R
d) where the χn are the approximation to the identity used
in the proof of the preceding proposition. Then
t−1(ϕ, (I − S
(0)
t )ϕ) = lim
n→∞
(2 t)−1
(
(χn, S
(0)
t χn|ϕ|
2) + (S
(0)
t χn|ϕ|
2, χn)
− (χnϕ, S
(0)
t χnϕ)− (S
(0)
t χnϕ, χnϕ)
)
= lim
n→∞
(2 t)−1
∫
Rd
dx
∫
Rd
dyK
(0)
t (x ; y)χn(x)χn(y) |ϕ(x)− ϕ(y)|
2 .
But using the upper bound in (4) one deduces that
t−1(ϕ, (I − S
(0)
t )ϕ) ≤ a (2 t)
−1
∫
Rd
dx
∫
Rd
dy t−d/2 σ(|x− y|2t−1) |ϕ(x)− ϕ(y)|2
for all t ∈ 〈0, 1]. Then, however, one can repeat the reasoning used in the proof of
Proposition 2.2 to conclude that
t−1(ϕ, (I − S
(0)
t )ϕ) ≤ 2 a
∫
Rd
dξ |ϕ˜(ξ)|2
∫
Rd
dx σ(|x|2) t−1 sin2(2−1t1/2ξ.x) .
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Therefore
h0(ϕ) = lim
t→0
t−1(ϕ, (I − S
(0)
t )ϕ) ≤ λ
∫
Rd
dξ |ϕ˜(ξ)|2 |ξ|2 = λ ‖∇ϕ‖22
for all ϕ ∈ C∞c (R
d) with λ = a (2 d)−1
∫
Rd
dx σ(|x|2)|x|2 ∼
∫∞
0
dr r(d+1)/2σ(r) <∞.
Thirdly, it follows from the lower bound in (4), by Proposition 2.2, that the lower
ellipticity bound C ≥ µI > 0 is valid. But this is sufficient to deduce that h is closable (see
[FOT94], Section 3.1, or [MR92], Section II.2a). Therefore h0 = h. Hence the foregoing
bounds give h(ϕ) ≤ λ ‖∇ϕ‖22 for all ϕ ∈ C
∞
c (R
d).
Finally it follows by the argument used to complete the proof of Proposition 2.2 that
the upper ellipticity bound C ≤ λI is valid. ✷
The proof of the implication II⇒I in Theorem 2.1 is now a corollary of Propositions 2.2
and 2.3. This completes the proofs of both Theorems 2.1 and 1.1. ✷
3 The conservation property
The characterizations of strong ellipticity given by Theorems 1.1 and 2.1 depend on the
relaxation semigroup S(0) being conservative. In this section we establish that this property
follows from a growth bound on the coefficients cij . Consequently one obtains more direct
characterizations of strong ellipticity.
The conservation property has been widely studied for second-order operators with
smooth coefficients acting on Riemannian manifolds (see, for example, [Gri09] for back-
ground information). Our discussion follows in part an argument originating with Gaffney
[Gaf59] which was subsequently clarified and extended by Davies [Dav92]. (The latter
article also contains many references to the earlier literature.) Since we are dealing with
the relaxed forms associated to degenerate operators with measurable coefficients several
additional problems arise which complicate the arguments. Therefore it is convenient to
adopt a different characterization of the relaxation h0 of the form h.
Let hε denote the form with coefficients Cε = C + εI and with ε > 0. Since the Cε
satisfy the lower ellipticity bound Cε ≥ εI > 0 the forms hε are closable. Moreover, their
closures hε form a monotonically decreasing family of Dirichlet forms. Then it follows from
a result of Kato, [Kat80] Theorem VIII.3.11, that the positive self-adjoint operators Hε
corresponding to the hε converge in the strong resolvent sense to a positive self-adjoint
operator H0. The closed quadratic form h0 corresponding to H0, i.e. the form with domain
D(h0) = D(H
1/2
0 ) given by h0(ϕ) = ‖H
1/2
0 ϕ‖
2
2, is the relaxation of h. (For the equivalence
of this definition with that given in the previous section see [Sim77] [Sim78].) The proof
that S(0) is conservative can be achieved in two steps following a strategy used in [RS06]
[RS08] and [OR12]. First one proves that the submarkovian semigroups S(ε) associated
with the Dirichlet forms hε are conservative. This step is achieved by Davies’ arguments
[Dav92]. Secondly, one establishes that the S(ε) are L1-convergent to S
(0) as ε→ 0. Then
by taking adjoints one deduces that the S(ε) are weakly∗ convergent to S(0) on L∞(R
d) as
ε→ 0. Therefore S(0) is conservative by the first step.
The conservation property for S(0) is dependent on a growth condition on the coeffi-
cients. Let ν(s) = ess sup|x|≤s ‖C(x)‖,
ρ(s) =
∫ s
0
dt (1 + ν(t))−1/2
5
and define the balls Bρ(r) by
Bρ(r) = {x ∈ R
d : ρ(|x|) < r} .
Then the growth condition is the requirement that there are a, b > 0 such that
|Bρ(r)| ≤ a e
b r2 (5)
for all large r ≥ 1 where |B| denotes the Lebesgue measure of the set B.
Condition (5) is the direct analogue of the bound defining the Tykhonov class of func-
tions [Tik35] used in the discussion of uniqueness of solutions of the Cauchy equation (see
[Gri09], Section 11.4). It is satisfied if ‖C(x)‖ ≤ c (1+|x|)2 log(2+|x|) and this is essentially
the maximal allowed growth.
Note that (5) automatically implies the weaker growth condition
lim
r→∞
ρ(r) =∞ (6)
because if (6) is false then ρ is bounded and Bρ(r) =∞ for all large r.
Theorem 3.1 Assume h is the Markovian form with L∞,loc-coefficients defined by (1) and
let h0 denote the relaxation of h. If the Tikhonov growth condition (5) is satisfied then the
semigroup S(0) associated with h0 is conservative.
Proof First we consider the approximating forms hε and the corresponding semigroups
S(ε) with ε ∈ 〈0, 1].
Lemma 3.2 Assume the growth condition (6). Then D(hε) = D1 where
D1 = {ϕ ∈ W
1,2
loc (R
d) : Γ(ϕ) + |∇ϕ|2 + ϕ2 ∈ L1(R
d)}
and
hε(ϕ) =
∫
Rd
Γε(ϕ)
for each ϕ ∈ D1 and ε ∈ 〈0, 1] where Γε(ϕ) = Γ(ϕ) + ε |∇ϕ|
2.
Proof The forms ϕ ∈ D1 7→ kε(ϕ) =
∫
Rd
Γε(ϕ) are closed (again see [FOT94], Section 3.1,
or [MR92], Section II.2a). Moreover, kε ⊇ hε. Therefore to deduce that kε = hε it is
necessary to prove that W 1,20 (R
d) is a core of kε.
Let η ∈ C∞c (R) satisfy 0 ≤ η ≤ 1, η(s) = 1 if s ∈ [0, 1〉, η(s) = 0 if s ≥ 2 and
|η′| ≤ 2. Then define ηR for R > 0 by x ∈ R
d 7→ ηR(x) = η(R
−1ρ(|x|)). It follows from the
growth assumption on ρ that the ηR have support in the closure of Bρ(2R) and ηR(x)→ 1
pointwise as R→∞. Moreover,
0 ≤ Γε(ηR) ≤ sup
x∈Rd
(1 + ν(|x|)) |(∇ηR(x)|
2 ≤ 4R−2 sup
x∈Rd
(1 + ν(|x|)) |(∇ρ)(|x|)|2 ≤ 4R−2
for all ε ∈ 〈0, 1]. Hence Γε(ηR)(x)→ 0 as R→∞.
Now if ϕ ∈ D1 ∩ L∞(R
d) and ϕR = ηRϕ then ϕR ∈ W
1,2
0 (R
d). But
Γ1(ϕR) + ϕ
2
R ≤ 2 Γ1(ηR)ϕ
2 + 2Γ1(ϕ) + ϕ
2 ∈ L1(R
d) .
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Therefore ϕR ∈ D1. But ‖ϕR−ϕ‖
2
2 → 0 as R→∞ by the dominated convergence theorem.
In addition
kε(ϕR − ϕ) ≤ 2
∫
Rd
Γε(ηR)ϕ
2 + 2
∫
Rd
(ηR − 1)
2 Γε(ϕ)
and both terms on the right converge to zero as n→∞ by dominated convergence. Hence
ϕR → ϕ in the D(kε)-graph norm. Consequently D(kε)∩L∞(R
d) ⊆ D(hε)∩L∞(R
d). But
since both the closed forms are Dirichlet forms this suffices to deduce their equality. ✷
The identification of the domains of the forms hε is the starting point for application
of the Davies–Gaffney arguments to the semigroups S(ε). The method utilizes a family of
bounded multiplication operators τ ∈ R 7→ Uτ :Uτϕ = e
τψϕ where ψ ∈ W 1,∞(Rd) with
Γ(ψ) ≤ 1. Clearly UτW
1,2
0 (R
d) ⊆W 1,20 (R
d) but a simple estimate gives
Γ(Uτϕ) ≤ 2U2τ
(
Γ(ϕ) + τ 2ϕ2
)
for all ϕ ∈ W 1,20 (R
d). Therefore by continuity UτD1 ⊆ D1 and the last estimate extends
to all ϕ ∈ D1. This allows one to make estimates on the approximating semigroups S
(ε).
The following lemma is the analogue of Lemma 1 in [Dav92].
Lemma 3.3 If ϕ ∈ W 1,20 (R
d) then
‖UτS
(ε)
t ϕ‖2 ≤ e
τ2t‖Uτϕ‖2
and ∫ t
0
ds
∫
Rd
U2τ Γε(S
(ε)
s ϕ) ≤ 2 e
2τ2t‖Uτϕ‖
2
2
for all τ ∈ R, t > 0 and ε ∈ 〈0, 1].
Proof The proof begins with the identity
d
dt
‖UτS
(ε)
t ϕ‖
2
2 = −2 hε(S
(ε)
t ϕ, U2τS
(ε)
t ϕ) = −2
∫
Rd
Γε(S
(ε)
t ϕ, U2τS
(ε)
t ϕ) .
Then one computes that
d
dt
‖UτS
(ε)
t ϕ‖
2
2 = −2
∫
Rd
U2τΓε(S
(ε)
t ϕ)− 4 τ
∫
Rd
(U2τS
(ε)
t ϕ) Γε(S
(ε)
t ϕ, ψ)
≤ −2
∫
Rd
U2τΓε(S
(ε)
t ϕ) + 2
(
δ−1
∫
Rd
U2τΓε(S
(ε)
t ϕ) + δ τ
2
∫
Rd
U2τ (S
(ε)
t ϕ)
2
)
= −2 (1− δ−1)
∫
Rd
U2τΓε(S
(ε)
t ϕ) + 2 δ τ
2 ‖UτS
(ε)
t ϕ‖
2
2
for all δ > 0.
First choose δ = 1. Then
d
dt
‖UτS
(ε)
t ϕ‖
2
2 ≤ 2 τ
2 ‖UτS
(ε)
t ϕ‖
2
2
and on integration this gives the first statement of the lemma.
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Secondly choose δ = 2. Then
d
dt
‖UτS
(ε)
t ϕ‖
2
2 +
∫
Rd
U2τΓε(S
(ε)
t ϕ) ≤ 4 τ
2 ‖UτS
(ε)
t ϕ‖
2
2 ≤ 4 τ
2 e2τ
2t‖Uτϕ‖
2
2
and on integration one obtains
‖UτS
(ε)
t ϕ‖
2
2 − ‖Uτϕ‖
2
2 +
∫ t
0
ds
∫
Rd
U2τΓε(S
(ε)
s ϕ) ≤ 2 (e
2τ2t − 1) ‖Uτϕ‖
2
2 .
Therefore ∫ t
0
ds
∫
Rd
U2τΓε(S
(ε)
s ϕ) ≤ (2 e
2τ2t − 1) ‖Uτϕ‖
2
2 ≤ 2 e
2τ2t ‖Uτϕ‖
2
2
and the second statement of the lemma is verified. ✷
Remark 3.4 The estimates of Lemma 3.3 extend to all ϕ ∈ L2(R
d). This is evident for
the first estimate. But the second can be extended in two steps. First, W 1,20 (R
d) is a
core of D1, equipped with the D(h1)-graph norm, and the estimate extends by continuity.
Secondly, S(ε) is holomorphic on L2(R
d) so S
(ε)
u L2(R
d) ⊆ D1 for all u > 0. Therefore
replacing ϕ by S
(ε)
u ϕ one deduces that∫ t+u
u
ds
∫
Rd
U2τ Γε(S
(ε)
s ϕ) ≤ 2 e
2τ2t‖UτS
(ε)
u ϕ‖
2
2
for all ϕ ∈ L2(R
d). The full estimate then follows in the limit u→ 0.
Proof of Theorem 3.1 Let ηR be the approximation to the identity used in the proof of
Lemma 3.2. Fix ϕ ∈ C∞c (Bρ(r)). Then
|(1 , S
(ε)
t ϕ)− (1 , ϕ)| ≤ lim
R→∞
|(ηR, S
(ε)
t ϕ)− (ηR, ϕ)|
≤ lim
R→∞
∣∣∣ ∫ t
0
ds
∫
Rd
Γε(ηR, S
(ε)
s ϕ)
∣∣∣ .
Therefore, by the Cauchy–Schwarz inequality, one has∣∣∣ ∫ t
0
ds
∫
Rd
Γε(ηR, S
(ε)
s ϕ)
∣∣∣ ≤ (∫ t
0
ds
∫
Rd
U2τ Γε(S
(ε)
s ϕ)
)1/2
·
(∫ t
0
ds
∫
Rd
U−2τ Γε(ηR)
)1/2
.
Next set ψ(x) = ρ(x)∧R− r with R > r and assume τ ≥ 0. Then, by the second estimate
of Lemma 3.3, ∫ t
0
ds
∫
Rd
U2τ Γε(S
(ε)
s ϕ) ≤ 2 e
2τ2t‖Uτϕ‖
2
2 ≤ 2 e
2τ2t‖ϕ‖22
where the second bound follows because |Uτϕ| ≤ |ϕ| for ϕ with support in Bρ(r). But
Γε(ηR) has support in the annulus Aρ(R) = {x ∈ R
d : R ≤ |x| ≤ 2R} and Γε(ηR) ≤ 4R
−2.
Therefore∫ t
0
ds
∫
Rd
U−2τ Γε(ηR) ≤ 4R
−2 t
∫
Aρ(R)
e−2τ(ρ∧R−r) ≤ 4 t R−2 |Bρ(2R)| e
−2τ(R−r) .
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Combining these estimates one deduces that∣∣∣ ∫ t
0
ds
∫
Rd
Γε(ηR, S
(ε)
s ϕ)
∣∣∣ ≤ 23/2 (R2/t)−1/2 eτ2t−τ(R−r) |Bρ(2R)|1/2‖ϕ‖2
Hence setting τ = (R− r)(2t)−1 one obtains∣∣∣ ∫ t
0
ds
∫
Rd
Γε(ηR, S
(ε)
s ϕ)
∣∣∣ ≤ 2 (R2/(4t))−1/2 e−(R−r)2(4t)−1 |Bρ(2R)|1/2‖ϕ‖2
Then it follows from the Tikhonov condition (5) that
lim
R→∞
∣∣∣ ∫ t
0
ds
∫
Rd
Γε(ηR, S
(ε)
s ϕ)
∣∣∣ = 0
if t < 16 b. Hence, by a density argument, one deduces that S
(ε)
t 1 = 1 for all small t > 0
and then by the semigroup property for all t > 0. Thus the approximating semigroups S(ε)
are conservative.
The second step of the proof consists of establishing that the S
(ε)
t are L1-convergent to
S
(0)
t as ε→ 0. Then it immediately follows that S
(0) is conservative. Therefore we now fix
ϕ ∈ L1(Bρ(r)) ∩ L2(Bρ(r)) and note that
‖(S
(ε1)
t − S
(ε2)
t )ϕ‖1 ≤ ‖1Bρ(R)(S
(ε1)
t − S
(ε2)
t )ϕ‖1 + ‖1Bρ(R)cS
(ε1)
t ϕ‖1 + ‖1Bρ(R)cS
(ε2)
t ϕ‖1
≤ |Bρ(R)|
1/2‖(S
(ε1)
t − S
(ε2)
t )ϕ‖2 + 2 sup
ε≤1
∫
Bρ(R)c
|S
(ε)
t ϕ| (7)
for all R > r and ε1, ε2 ≤ 1. Since S
(ε)
t is L2-convergent to S
(0)
t as ε → 0 for all t > 0
it suffices for the L1-convergence to prove that the last term in (7) converges to zero as
R→∞ for all t in a finite interval 〈0, t0] uniformly for all ε ≤ 1.
Set An = {x : n ≤ ρ(|x|) < n+ 1}. Then∫
An
|S
(ε)
t ϕ| ≤ |Bρ(n + 1)|
1/2
(∫
An
|S
(ε)
t ϕ|
2
)1/2
.
One may assume R is an integer. Let S be a second integer with S ≥ R + 1. Now with
ψ = ρ ∧ S − r and τ > 0 one deduces from the first estimate of Lemma 3.3 that∫
An
|S
(ε)
t ϕ|
2 ≤
∫
An
U−2τ |UτS
(ε)
t ϕ|
2
≤ e−2τ(n−r)‖UτS
(ε)
t ϕ‖
2
2 ≤ e
τ2t−2τ(n−r)‖ϕ‖22
for all R ≤ n ≤ S. Combining these estimates with τ = (n− r)/(2t) and using the volume
bound (5) then gives the estimate(∫
An
|S
(ε)
t ϕ|
)2
≤ a eb(n+1)
2
e−(n−r)
2/(4t)‖ϕ‖22 .
Therefore one may choose t0 > 0 and a
′ > 0 such that∫
An
|S
(ε)
t ϕ| ≤ a
′ e−b n
2
‖ϕ‖2
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for all t ∈ 〈0, t0], ε ∈ 〈0, 1] and R ≤ n ≤ S. The value of a
′ depends on r but t0 is
independent of r. Finally∫
Bρ(R)c
|S
(ε)
t ϕ| ≤ lim
S→∞
S∑
n=R
∫
An
|S
(ε)
t ϕ| ≤ a
′
(∑
n≥R
e−b n
2
)
‖ϕ‖2
for t ∈ 〈0, t0] uniformly for ε ∈ 〈0, 1]. Thus the last term in (7) converges to zero as
R → ∞ for all small t > 0, all ϕ ∈ L1(Bρ(r)) ∩ L2(Bρ(r)) and all r. Consequently S
(ε)
t
is L1-convergent to S
(0)
t for all small t and then for all t > 0 by the semigroup property.
Since the S(ε) are conservative it follows that S(0) is conservative. ✷
Theorem 3.1 allows an alternative formulation of the earlier characterizations, Theo-
rems 1.1 and 2.1, of strong ellipticity.
Theorem 3.5 Assume h is the Markovian form with L∞,loc-coefficients defined by (1) for
which the Tikhonov growth condition (5) is satisfied. Then the following conditions are
equivalent:
I. the matrix of coefficients C is strongly elliptic,
II. the form h is closable and the semigroup kernel K corresponding to the closure h of
h satisfies Gaussian bounds,
III. the semigroup kernel K(0) corresponding to the relaxation h0 of h satisfies the Gaus-
sian bounds (3).
One can also replace the Gaussian bounds by the more general bounds (4) of Theorem 2.1
without destroying the equivalences.
4 Locally Lipschitz coefficients
In this section we establish that the previous characterizations of strong ellipticity can be
strengthened if the coefficients cij are regular. In particular the Tikhonov growth condition
can be replaced by a weaker condition of the Ta¨cklind type. Throughout this section we
assume that cij = cji ∈ W
1,∞
loc (R
d) and that C ≥ 0. Then L = −
∑d
i,j=1 ∂icij∂j with
domain D(L) = C∞c (R
d) is a symmetric operator on L2(R
d) and the form h, defined by
(1), satisfies h(ϕ) = (ϕ, Lϕ) for all ϕ ∈ D(L). It follows that h is closable and the operator
H corresponding to the closure h is the Friedrichs extension of L. We continue to denote by
S the submarkovian semigroup generated by H and K the semigroup kernel. The principal
advantage of the regularity of the coefficients is that one can exploit elliptic and parabolic
regularity properties. In particular one can deduce that the submarkovian semigroup S
generated by H is conservative under more general conditions than previously.
First the Ta¨cklind condition on the coefficients is defined as the growth restriction∫ ∞
R
dr r (log |Bρ(r)|)
−1 =∞ (8)
for all large R with the convention 1/∞ = 0. The earlier Tikhonov condition (5) is
equivalent to the existence of a c > 0 such that r (log |Bρ(r)|)
−1 ≥ c r−1 for all large r.
Hence it is a stronger restriction than (8). The Ta¨cklind condition still implies, however,
that ρ(x)→∞ as |x| → ∞.
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Theorem 4.1 Assume h is the Markovian form with L∞,loc-coefficients defined by (1).
Assume the Ta¨cklind growth condition (8) is satisfied.
Then S is conservative and the following conditions are equivalent:
I. the matrix of coefficients C is strongly elliptic,
II. the semigroup kernel K satisfies the Gaussian bounds (3).
Again we note that the Gaussian bounds in Condition II can be replaced by the more
general bounds (4) of Theorem 2.1 without destroying the equivalence.
Proof The implication I⇒II is the classic Aronson result. Moreover, once one establishes
that S is conservative the converse implication follows from Theorem 1.1.
The proof of the conservation property of S is of a quite different nature to that of
Section 3. It is based on various uniqueness criteria for locally strongly elliptic operators
and uses results and techniques developed for the analysis of the Laplace-Beltrami operator
on a Riemannian manifold. In particular it uses an old argument of Grigor’yan for the
Laplace-Beltrami operator on a geodesically complete manifold (see [Gri86], Theorem 1,
or [Gri99], Theorem 9.1) as adapted in a recent paper [Rob13] to the analysis of locally
strongly elliptic operators on domains of Rd.
There are two key uniqueness properties, L1-uniqueness and Markov uniqueness. First,
the operator L, viewed as an operator on L1(R
d), is defined to be L1-unique if it has a
unique L1-extension which generates an L1-continuous semigroup. It follows by a version
of the Lumer–Phillips theorem due to Arendt (see [Ebe99] Theorem A.1.2) that this is the
case if and only if the L1-closure L
1
of L is a semigroup generator. In which case L
1
is the
generator of the submarkovian semigroup S acting on L1(R
d). Secondly, the operator L,
acting on L2(R
d), is defined to be Markov unique if it has a unique self-adjoint extension
which generates a submarkovian semigroup. This is clearly the case if and only if the
Friedrichs extension H is the unique submarkovian generator.
Next note that if the semigroup kernel K satisfies the lower Gaussian bounds, or the
lower bound in (4), then the lower ellipticity bound C ≥ µI > 0 is valid by Proposition 2.2.
But the coefficients cij are locally bounded by assumption. Therefore C is locally strongly
elliptic, i.e. for each compact subset V there are µV , λV > 0 such that λV I ≥ C(x) ≥ µV I
for all x ∈ V . The following proposition summarizes some recent results relating uniqueness
properties and semigroup conservation for locally strongly elliptic operators.
Proposition 4.2 Assume that cij = cji ∈ W
1,∞
loc (R
d) and that the semigroup kernel satis-
fies the lower bound (4) of Proposition 2.2.
I. If L is L1-unique then S is conservative. Conversely, if S is conservative and ρ(x)→
∞ as |x| → ∞ then L is L1-unique.
II. If L is L1-unique then L is Markov unique. Conversely, if L is Markov unique and
the Ta¨cklind condition (8) is satisfied then L is L1-unique.
Proof I. The first statement follows because (1 , Lϕ) = 0 for all ϕ ∈ C∞c (R
d). Therefore
(1 , L
1
ϕ) = 0 for all ϕ ∈ D(L
1
). Since L1-uniqueness implies that L
1
is the generator of
S on L1(R
d) it follows that d(1 , Stϕ)/dt = 0 for all ϕ ∈ D(L
1
). Consequently S, acting
on L∞(R
d), is conservative. This argument is independent of any growth restriction.
The converse statement is essentially due to Hasminski [Has60] and Azencott [Aze74] (see
11
[Dav85], Theorem 2.2). A detailed proof which only uses the growth property ρ(x) → ∞
is given for a broader class of operators with lower order terms in [OR12], Theorem 3.6.
The argument relies on the local strong ellipticity of C. This implication is, however, not
necessary in the proof of Theorem 4.1.
II. If L has two distinct submarkovian extensions then these generate distinct submarko-
vian semigroups and their L1-generators are distinct. But both generators are extensions
of L acting on L1(R
d). So L is not L1-unique. The converse is the difficult part of the
proof. It is a consequence of Grigor’yan’s arguments (see [Gri86] Theorem 2) which are
described in detail in [Gri09], Section 11.4. Grigor’yan deals with the Laplace-Beltrami
operator on a geodesically complete manifold but his methods adapt to Markov unique
diffusion operators (see [Rob13], Section 3 and in particular Corollary 3.3). The proof is a
quadratic form calculation involving the closed form h and it is essential for the calculation
that the domain of the form is sufficiently large. But in the current context this is assured
by the Markov uniqueness. In fact one has
D(h) = {ϕ ∈ W 1,2loc (R
d) : Γ(ϕ) + ϕ2 ∈ L1(R
d)} (9)
(see below) and this suffices to carry through Grigor’yan’s arguments as explained in Sec-
tion 3 of [Rob13]. The latter proof has to be slightly modified since we are using the
‘distance function’ ρ in place of the Riemannian distance and the balls Bρ(r) in place of
the Riemannian balls B(r). Therefore it is appropriate to redefine the Aronson auxiliary
function in the proof by ξt = ν (ρ − r)
2(t − s)−1. This new definition still satisfies the
crucial bound (13) of [Rob13] and the rest of the proof is essentially unchanged. In fact
it is simplified since L is a pure second-order divergence-form operator and there are no
lower order terms to estimate. ✷
Proof of Theorem 4.1 continued It remains to prove that S is conservative. But,
by Proposition 4.2, it suffices to prove that L is Markov unique. In particular Markov
uniqueness and the Ta¨cklind condition imply that L is L1-unique, by Proposition 4.2.II,
and this in turn implies that S is conservative, by Proposition 4.2.I. But the Markov
uniqueness of L is a corollary of [RS11], Theorem 2.1, or [Rob13], Proposition 2.1. The
argument is as follows.
First define a form hN by specifying its domain D(hN) to be the set on the right hand
side of (9) and then setting hN(ϕ) =
∫
Rd
Γ(ϕ) for all ϕ ∈ D(hN). The form is closed because
of the local strong ellipticity of C (see [OR12] Proposition 2.1) and it is a Dirichlet form by
standard estimates. But if k is a Dirichlet form extension of h it follows that h ⊆ k ⊆ hN .
This is the crucial result given by [RS11], Theorem 2.1, or [Rob13], Proposition 2.1. Then,
however, one has the following variation of Lemma 3.2.
Lemma 4.3 Assume that ρ(x)→∞ as |x| → ∞. Then h = hN and h is Markov unique.
The proof is a repetition of the argument used to prove Lemma 3.2.
Finally, since the Ta¨cklind condition implies the condition ρ(x) → ∞ as |x| → ∞ one
concludes from the lemma that h is Markov unique. Hence S is conservative and the proof
of the theorem is complete. ✷
The foregoing proof that the semigroup S is conservative depends explicitly on two
uniqueness properties, L1-uniqueness and Markov uniqueness, but it also depends implic-
itly on a third such property. Grigor’yan’s original argument as detailed in Chapters 8
12
and 11 of [Gri09] is based on Theorem 8.18 which establishes the equivalence of semi-
group conservation (stochastic completeness), L1-uniqueness (the absence of non-trivial
α-harmonic functions) and the uniqueness of bounded solutions of the Cauchy equation.
Theorem 11.8 then derives the conservation property with the aid of the Ta¨cklind condition
by deducing that the condition suffices to establish that the Cauchy equation does have a
unique bounded solution. These results depend on parabolic regularity properties which
follow from the Lipschitz property of the coefficients. In the earlier case of measurable
coefficients considered in Sections 2 and 3 these properties are no longer available and it is
unclear whether there is an equivalence between the conservation property and uniqueness
of bounded solutions to a weaker form of the Cauchy equation.
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