of period 27r and denoting the number of sign changes of/w(x) in the period by A7*, they show that restrictions in the rate of growth of Nk when £-> <x>, imply that the high frequency terms in the Fourier series of f{x) have "small" amplitudes.
In particular, if Nk is bounded, Nh = N for all k, then the high frequency terms are entirely missing and f{x) reduces to a trigonometric polynomial of degree at most N/2. Conversely, if f(x) is a trigonometric polynomial of degree K, then Nk = 2K for all large k. Their results are less precise when Nk is unbounded.
While it is likely that Nk = 0{k) is necessary and sufficient for analyticity of f(x), this has not yet been proved, and the best they could do was to show that Nk = o(kin) implies that/(*)
is an entire function. For these and similar questions G. Szegö has devised a new method of attack, presented in the first paper of this series [4] . This method showed itself capable of giving more precise information when Nk is unbounded. In particular, Szegö could show that Nk<k(log k)~l implies that/(*) is entire. The present paper is also closely related to the paper of Polya and Wiener, but proceeds in a different direction. We aim to preserve the essence of the methods developed by these writers and to apply them to a wider range of problems. There are several features in the investigation of Polya and Wiener which suggest possible generalizations, in particular, the class of functions considered and the operations applied to them.
Let T be an operator which takes functions f(x) of a certain class F into functions of the same class. Any function u(x) of F such that Tu(x) = \u(x) will be called a characteristic function of T corresponding to the characteristic value X and any formal series HfnUn(x) will be called a characteristic series of T if its terms are characteristic functions. In this terminology we can describe the investigation of Polya and Wiener
Presented to the Society, November 22, 1941 under the title On the oscillation of differential transforms. II; received by the editors January 2, 1942 .
(x) Numbers in square brackets refer to the references at the end of the paper.
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[November as follows (2) . They are concerned with the differential operator D2 and the characteristic functions of this operator determined by the periodic boundary value problem (1.1) (D2 + n)y = 0, y(x + 2tt) = y(x).
Any function/(*)GC(°0>(-°°, °°), satisfying the same condition of periodicity/(# 4-27r) =f(x), can be represented by a characteristic series of the operator, CO (1.2) f(x) = (ßo/2) + X (a» cos nx "I" bn sin »*),
to which the operator D2 can be applied termwise as often as we please. They observe that for X>0, D2-\ is an oscillation preserving transformation in the sense that the transform (D2 -X)/(x) has at least as many sign changes in the period asf(x) has. This observation is used as follows. Let m be a positive integer and multiply the reth term of the series (1.2) by the kih power of the factor ( 2mn ) 2 (1) (2) (3) )-mr-\ml + nl)
A function F(x, m, k;f) results which has at least as many sign changes in the period as/(2*'(*) since (D2 -m2)2kF{x, m, k; f) = {2m)2hf<-2k){x).
On the other hand, for large values of k the number of sign changes of F(x, m, k;f) can be shown to be at least 2m provided the mth term is present in the original expansion (1.2) . This is the basis for all their conclusions. It is obvious from this formulation in what direction we are looking for extensions. Instead of the operator D2 we shall consider a rather general linear differential operator L. In the present paper we restrict ourselves to second order operators satisfying certain conditions, but first or higher order operators would also be admissible. We define a set of characteristic functions of L by a suitable boundary value problem for L in the basic interval (a, 6) and consider the corresponding class of characteristic series, F say, with the restriction that L shall apply termwise to the series as often as we please. It turns out that the operator L-X, X>0, is always oscillation preserving in (a, ö) with respect to a suitable class of functions which includes F. Even the "root consuming factor" (1.3) has an obvious analogue in terms of characteristic values and the general procedure of Polya and Wiener can be followed.
(*) Actually P61ya and Wiener work with the operator D and the corresponding characteristic functions exp {nix). The "root consuming factor" in (1.3) is the square of their factor. The emphasis and terminology have been changed in order to bring out the generalizations.
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It should be observed, however, that the method is not constrained to the consideration of characteristic series the terms of which are defined by boundary value problems and consequently orthogonal in the basic interval. The case of almost periodic functions was mentioned by Polya and Wiener and a non-orthogonal characteristic series figures also in §2.11 of the present paper (3).
2. Arrangement of material. Chapter I is devoted to a study of oscillation preserving transformations defined by linear second order differential operators. The basic definitions are found in §1.1 while 1.2 contains a number of lemmas of the classical Sturmian type which are needed for the discussion. In §1.3 the operators L are classified according to their behavior at the end points of the basic interval and to each of the four types considered we introduce function classes the elements of which satisfy, together with their L-transforms of order less than k, the corresponding types of boundary conditions. That L-\, X>0, is oscillation preserving with respect to B^ is proved in § §1.4 to 1.7. Various extensions to functions of L are discussed in §1.8 and the corresponding boundary value problems are introduced in 1.9. We call attention to the singular and semi-singular types which appear to be new, though many of the most useful orthogonal systems considered in analysis appear as solutions of such boundary value problems.
Chapter II brings the proof of the analogue of the Polya-Wiener theorem on finite characteristic series. Here we place the discussion on a rather elaborate postulational basis to make up for our lack of knowledge of the existence and properties of solutions of the singular and semi-singular boundary value problems. We consider systems 5 consisting of an operator L, a set of characteristic functions {un(x)} with corresponding characteristic values {/*"}, and a basic interval (a, b). We call the system admissible if it satisfies conditions Ai to Ag of §2.1. These are conditions which are well known to hold in the case of classical boundary value problems but which, conceivably, may fail in the case of singular ones. We also consider the class F of admissible characteristic series X/»M«(X) such that |/n| < 00 for all m. The convergence theory of such series is discussed in 2.2. The system 5 is called conservative if the set {un(x), /*"} belongs to an appropriate boundary (3) There are no general results available relating to oscillation problems for non-orthogonal characteristic series. Existing evidence, meager as it is, seems to indicate that the situation is similar to the orthogonal case. In other words, if the frequency of oscillation of Lkf(x) is bounded or has a finite limit inferior, then the frequency of oscillation of the components of }{x) is similarly limited, the main difference being that we may now still have infinitely many components. "Characteristic integrals" can also be studied from this point of view by a suitable modification of the method. A first investigation of this type will be given by J. D. Tamarkin in a later paper in this series. The author wishes to use this opportunity to express his gratitude to his collaborators on the S. Bernstein problem, Professors G. Polya, A. C. Schaeffer, G. Szegö, and J. D. Tamarkin, with whom he has had many profitable discussions of various points of his work during his stay at Stanford University.
[November value problem for L in (a, b) and it is shown that the results of Chapter I apply to conservative systems. In particular, L-\, X>0, and any real polynomial in L with real positive roots are oscillation preserving in (a, b) with respect to the class F. This is proved in §2.3 where we also discuss the relation between Fand the classes -B^™' introduced in 1.3. The main theorem is proved in 2.4. If S is conservative and f(x) £F, then the assumption that the inferior limit of the number of sign changes of Lkf(x) in (a, b) is finite and equals N, implies that f(x) is a linear combination of a finite number of characteristic functions un(x), none of which can have more than N (in an exceptional case possibly iV-p-l) sign changes in (a, b). This is the analogue of Theorem I of Polya and Wiener. In § §2.5 and 2.6 we verify that the classical boundary value problems lead to conservative systems. In § §2.7 to 2.11 we give similar verifications for the systems of Legendre, Jacobi, Hermite, Weber-Hermite, and Laguerre, which correspond to singular boundary problems, and that of Bessel which is semi-singular.
We call attention, in particular, to the characterization of ordinary polynomials by means of sign change properties given in Theorems 12, 13, and 14. It is analogous to the results of Polya and Wiener for trigonometric polynomials quoted above. Extensions to the case in which Nk is unbounded are indicated briefly in §3.1 of the Appendix. The author has extended Theorem III of Polya and Wiener under fairly general assumptions on the system, but the rather lengthy and complicated analysis is omitted here and the results are stated merely for the singular systems of § §2.7 to 2.10. It turns out that Nk = o(k112) is again sufficient in order that the corresponding characteristic series shall converge in the finite complex plane and hence represent an entire function. The method of Szegö gives a better result, when it applies, which is to the Legendre and Jacobi cases. Let g(x)£C(0)(a, b). We say that g(x) has N changes of sign in (a, b), if (a, b) breaks up into exactly N-\-\ subintervals in each of which g(x) keeps a constant sign, the signs being opposite in adjacent intervals. The subintervals are in general not uniquely determined.
The statement that the sign of g(x) in (xi, Xz) is, for instance, positive is taken in the wide sense, that is, g(x) =0 and actually is greater than 0 in some subinterval of (xi, x2). If g(x) is periodic of period b-a, this definition should be slightly modified. We map the inLicense or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use terval on the circumference of a circle, identifying the end points. Here N intervals of alternating signs determine N sign changes. It is clear that N must be even in the periodic case. If there is no finite N with these properties, we say that g(x) has infinitely many sign changes in (a, 6). The number of sign changes of g(x) in (a, b), finite or infinite, is denoted by F[g(x)]. The theorem of Rolle implies Lemma 1. If g(x) £C(1)(xi, x2) and g(x)->0 when x-»xi and when x->x2 but g(x) ^0 in (xi, x2), then g'(x) has at least one sign change in (xi, x2).
Let L denote the differential operator defined by
where to start with the coefficients will be subjected to the following two assumptions which will be held fast throughout the paper:
Ai. pm(x)EA(a, b), m = 0, 1, 2.
A2. po(x)=0, p2(x)>Q for a<x<b. For much of our work in § §1.2 to 1.7 it would be sufficient to assume merely pm(x) GC(01(fl, b), but any consideration involving repeated application of the operator requires additional restrictions of pm(x), so we may just as well assume analyticity from the start(4).
The self-adjoint form of L is L* where
Here P(x)>0 for a<x<b. If p1(x) = 0, we take P(x) = l/p2(x).
Any solution of the differential equation
li constant, will be referred to as a characteristic function of L corresponding to the characteristic value p. The reader should note that the terminology differs from that used in the Introduction according to which -p rather than p would be called the characteristic value. The present convention is preferable when one works with second order linear differential equations.
is the first L-transform of/(x). The higher L-transforms are defined by recurrence:
If /(i)GC(!t)(a, 6), then Lk[f] exists and belongs to C(0)(a, b). If convenient or desirable we drop the brackets or exhibit the variable. Thus Lkf, Lkf{x), (4) It should be observed in connection with A2 that the theory goes through with only minor changes if pa{x) has merely a finite upper bound in (a, b).
[November Lk\f(x)], Lk\f] all have the same meaning. The reader should observe that the symbol Lkf(xo), a=Xofib, denotes the value of Lk[f] for x=Xo and not the result of operating by Lk on the constant/(x0).
Definition.
Let F be a subclass of C(2)(a, b) and let X be fixed real. Then L-\ is said to be an oscillation preserving transformation in (a, b) with respect to F if
for every f{x) £ F.
It should be observed that there are always functions/(x) ^0, satisfying ' (1.1.6). Thus if p is fixed real and y(x, p) is any solution of (1.1.1), then (L-X) y(x, p) = -(k+p) y(x, p), so that (1.1.6) is trivially satisfied for every \7*-p. If V[f(x)]= oo, (1.1.6) is understood to mean merely that the lefthand side is also infinite.
The basic formula in the discussion of the operator L-X is the factorization given by piW2 (W\ r / 1) It is permitted to assume that W2 is real positive in (a, b). The crucial point in the use of formula (1.1.7) lies in the choice of Wi which we refer to as the auxiliary solution.
1.2. General properties of the auxiliary solution. We proceed to a discussion of the solutions of the associated differential equation (5) (
we can rewrite the equation in the form
Under the assumption A2, K{x) and G(x, X) for X>0 are positive in (a, b). Two integrated forms of the equation will be useful in the following. First we have obviously (5) The discussion follows the classical Sturmian pattern, but at least some of the required results do not appear to be available in a convenient form in the literature. The proofs are held down to a minimum.
Secondly, multiplying (1.2.3) by y and integrating we get
We conclude from (1.2.5) that if y(x)^0 is a solution of (1.2.1) in (a, b), then the product y(x) y'{x) can vanish at most once in the interval. Hence the real solutions of (1.2.1) are of the following four types in (a, b): (1) monotone solutions of constant sign, (2) solutions of constant sign having a maximum, (3) solutions of constant sign having a minimum, and (4) monotone solutions having a zero. These types are mutually exclusive and exhaust the possibilities.
The fourth type is of no interest to us in the following and will be omitted from consideration.
The existence of unbounded solutions is vital in most of our discussion. We introduce the following notation: Lemma 2. Let y(x) be the solution of (1.2.1) determined by the initial conditions y(x0) = 1, y'(x0) = s^0, a <x0<b. A necessary and sufficient condition that y(x) -*°° when x-*b is that R(x, xn \ X)-> °o when x->Z>. If the latter condition is satisfied for a particular choice of x0 and X, then it holds for every x0, a <x0<b, and every X>0. Moreover, if the condition holds, every solution of (1.2.1) such that y(x)y'(x) is ultimately positive for approach to b becomes infinite when x-*b. Similarly, if R(x, x0; X)-->» when x->a, then every solution with Jy(x)y'(x) ultimately negative for approach to a becomes infinite when x-»a.
It is clear from the structure of R(x, x0; X) that the condition is independent of x0 and X. We shall prove the lemma for fixed x0 and X and consider only the case x->0. The same method applies at the other end point. The lemma is an immediate consequence of Lemma 3. Under the assumptions of Lemma 2(6) (6) The inequality (1.2.7) does not give very precise information regarding the rate of growth of y(x), but in a certain sense it is the best of its kind. The ratio y(x)/S{x, x0; X) is bounded in the case of the Legendre operator Z = (l -x2)D2-2xD, a= -1, 6 = 1, for approach to the singular end points, while y(x) exp [-S(x, xa; X)] is bounded away from zero in the case of the Hermite operator L = D2-2xD, a= -°o, b= °°. See § §2.7 and 2.9 below.
(1. S(x, xt>; X) = R(x, x0; X) + K(x0)y'(xo)U(x, x0).
Putting xi=x0 and x2 = u in (1.2.4) and noting that y{x) is increasing and greater than 1 in the interval (x0, b), we get K(u)y'(u) > K(x0)y'(x0) + Q(u, x0; X).
Dividing by R~(u) and integrating from x0 to x, we obtain the first half of (1.2.7). But we have obviously also
Dividing by K(u)y(u), dropping y(u)>l in the first denominator on the right, and then integrating from x0 to x, we get the second half of the inequality.
This shows that y{x) becomes infinite when x->b if and only if S(x, x0; X) has the same property.
But both terms on the right in ( where under our assumptions d2R/du2>0 in the interval (A, B) which is the image of (a, b) under the transformation.
If, for instance, B= <», then it is perfectly trivial that every solution of (1.2.9), which is not positive monotone decreasing in (A, B), becomes infinite with u. This transformation will be useful in the proof of the next lemma which is a comparison theorem of the classical Sturmian type. Lemma 4. Let y(x; x0, s, X) be the solution of iL-X) y = 0, y(x0) = l, y'(x0) =s = 0. (1) For fixed x, x0, and s, x0<x, y(x; x0, s, X) is an increasing function of X. (2) For fixed X, the ratio of y(x; xu 0, X) to y{x; x2, 0, X), a<Xi<x2<b, lies between finite positive bounds depending upon Xi and x2 but not upon x, a<x<b.
(3) For fixed x0 and X, the ratio of y(x; x0, si, X) to y(x; xo, 52, X), 0 = si<s2, lies between finite positive bounds depending upon s2 but not upon x, x0=x<b.
The first statement follows directly from the formula with obvious notation. The second assertion lies slightly deeper, but follows from the expression for the Wronskian of two solutions yi(x) and y2(x) of the equation. Taking yi(x) =y(x; Xi, 0, X), y2(x) = y(x; x2, 0, X), we get Dividing through by [y2(t)]2K(t) and integrating from Xi to x where x2 <x, we obtain so the statement is proved for such values of x if we can show the convergence of the integral when x-This is trivial if the integral obtained by suppressing the factor [y2(0]2 in the denominator is convergent.
Hence we can assume that the function U{x, x0) of formula (1.2.6) tends to infinity when x->&. Putting u = U(x, Xi) and transforming the differential equation upon the form (1.2.9) we get with obvious notation. But Y2(v) is positive, concave upwards for v>0, and tends to infinity with v. Hence we can find a linear function <xv-\-ß with a>0 such that Y2(v) >ctv-\-ß for v>vn. This proves the convergence of the integral and gives a finite upper bound for the ratio in the interval (x2, b) where the lower bound is unity. In the interval (a, Xi) we simply interchange yi(x) and y2(x) and apply the same method. The interval (xi, x2) is trivial. This completes the proof of (2). The same method can be used in proving (3).
1.3. Boundary conditions. We shall make no attempt to determine the maximal class with respect to which the operator L -X is oscillation preserving in (a, b). It is likely to be a complicated and none too interesting problem. We shall instead specialize L in various ways and determine certain associated classes of functions by means of appropriate boundary conditions. We shall consider four alternatives which by no means exhaust the field but which at least cover a large number of cases of well established interest. In T3 and T4 the functions R(x, x0; X) and R(x, b; X) are defined by (1.2.6).
Lemma 2 shows that the value of x0 is immaterial and that the condition holds for all X>0 if it holds for a single one. In T4 the roles of a and b can of course be interchanged.
With each operator L of type T" we associate a set of classes B^ {L; (a, b)} of functions/fx) satisfying appropriate boundary conditions. Here k is a positive integer or infinity. Here Lnf(a) and DLnf{a) are the values of Lnf(x) and DLnf(x) at x=o. In B3, y(x; x0, X) =y(x; Xo, 0, X) in the notation of Lemma 4, similarly in B4 where x0 = 6. By virtue of Lemma 4 we should expect that the value of x0 is immaterial and that small positive values of X are the decisive ones. It is perfectly obvious that we could consider other classes of functions in connection with these operators.
In particular, more general boundary conditions could be allowed at one end point in Bi. If a and b are interchanged in B4, the sign of C2 should also be changed. We merely mention these possibilities. Our main object in Chapter I will be to study the four listed types in some detail and to prove Theorem 1 and its various extensions. If the boundary conditions in Bi for k = 1 be modified so that/(a) =0 is replaced by the condition Cxf(a) -C2f'{a)=Q, Ci = 0, C2>0, while the condi- tion f(b) = 0 is left intact, the proof can still be carried through, but the choice of y(x, X) has to be modified accordingly. To each/(x) of the class we determine a corresponding y{x, X) by the condition that it should have the same logarithmic derivative as f(x) at x=a. Taking y(a, X) = 1 as is permissible, we still have y(x, X) >1 in (a, b). Then D \f(x)/y(x, X)] will be zero at x=a instead of in the interior of (a, Xi). It consequently still has iV+l zeros in (a, b) and does not vanish identically between any consecutive pair of zeros. Thus (L -X) f(x) has N sign changes at least, and the theorem is proved under the more general assumptions.
The restriction imposed on the sign of the logarithmic derivative of f(x) at x=a is dictated solely by our concern that the corresponding y(x, X) shall be positive in [a, b] . If this condition is known to be satisfied, the restriction can be dropped. It is clear that modifying the boundary conditions at both end points meets with additional difficulties and this problem will not be considered here. It should be observed, however, that the case f'(a) = 0, fib) =0, can be handled without difficulty. 1 .5. Discussion of the periodic case. The name periodic case is to some extent a misnomer, but it is a customary designation for the corresponding type of boundary conditions and the case has close relations to periodicity in the usual sense. Moreover, it includes as a special instance the case in which K{x) and G(x, X) are periodic with period (b-a). The definition of F[g(x)] given in §1.1 varied slightly according as g(x) was defined only in [a, b] or could be extended periodically as a continuous function with period (b -a) outside of this interval. In the latter case the definition was such that the number of sign changes in the period would be independent of the choice of the end points. Actually the two definitions are always in agreement except in the case in which g(a) =g(b) =0 and g(x) has an odd number, say 2K -1, sign changes in the interior of the interval. In this case one definition would give V[g(x))=2K-l and the other 2K, the zero at x=a being counted as an additional sign change in the definition for periodic functions. We now agree that if v = 2 the definition for periodic functions shall be used in interpeting the I/-symbols in Theorem 1. In other words, the inequality to be proved is actually If/'(a)=/'(6)<0, we take instead y(b, X) = l, y'(b, X) =f'(b)/fib). In either
has at least 2K-1 sign changes in (a, b) and, in addition, vanishes at x=a or x = b depending upon the sign of f'(a). Let us first assess the influence of Xoand X upon the determination of the class B^{L; (a, b)}. Suppose that x0 and X are fixed and suppose/(x) £C(2)(a, ö),/(x)/y(x;x0, X) ->0, x-*a, b. Denote the class of all such functions for the moment by F(1)(X, x0). By Lemma 4 the ratio of y(x; Xi, X) to y(x; x%, X) is bounded away from zero and infinity in (a, b). It follows that /(x)GF(1)(X, Xi) implies /(x) GF(1,()>, x2) and vice versa so that F(1)(X, Xo) is independent of x0 and can be written simply F(1)(X). Lemma 4 also asserts that y(x; x0, X) is an increasing function of X in Xo fkx <b. But in our case s = 0 so that the argument given in Lemma 4, part (1), applies also to the interval {a, x0). Hence /(x)GF(1)(Xi) implies fix) £F(1)(X2) for Xi <X2. In other words F(1)(Xi) CF(1)(X2) when Xi <X2.
Thus the cross section of all classes F(1)(X) with X>0 exists and equals limx-oF(1)(X) ==F(1)(4-0). We can define in the same manner classes F(*'(X) consisting of all functions/(x) of Cl2k)(a, b) for which Z"/(x)/y(x; x0, X)-»0, In particular, we can always allow the class B^^L; (a, b)}. Itis obvious that Bit)DB(Jc+1)'JBi'c) and it can be shown that Bi") is never vacuous(10). By virtue of Theorem 4 we can also allow the root u = 0 with arbitrary multiplicity, in cases Ti and T2 without restriction of the class and in cases T3 and Tt at least for the corresponding classes F^ffi) and GW(C\, C2; 0). We can also extend in a different direction.
We can allow operators of the form E(L) where E(u) is a suitably restricted entire function, provided we (10) For v= \ and 2, this follows from Theorems 7, 10, and 11 below. For i> = 3 and 4 the statement is also obvious whenever the corresponding boundary value problems P3 and P< of §1.9 have solutions. In more general cases, the following type of argument leads to functions having the desired properties. Suppose v = 3, a and b finite and at most poles of the coefficients. Then we can take any function of the form exp [-A{x-a)~i-B{x -b)~2\, A>0, B>0. The modifications necessary in case a or b or both are infinite are obvious. Heavier singularities can be handled by stepping up on the exponential scale. The same type of functions will do for v = 4. also restrict f{x) to be analytic. The result, being of no importance for the following, is stated without proof. The problems Pi and P2 are classical boundary value problems of the Sturm-Liouville and periodic types, respectively. It is well known that these problems have solutions and the reader will find a short summary of the available information concerning the properties of the solutions, to the extent that is needed for our purposes, in § §2.5 and 2.6 below.
Boundary value problems of types P3 and P4 do not seem to have been discussed in the literature though a number of the best known special orthogonal systems used in analysis can be obtained as solutions of such problems. This is not the right place to develop a general theory of problems P3 and P4. We restrict ourselves here to pointing out the existence of the problems and will call attention to the special instances as they are encountered in Chapter II. In the case of problems Pi and P2 there is in existence a well developed expansion theory. Thus, for instance, every function /(x) G-ß^ {L; [a, b]} can be represented by a uniformly convergent series in terms of characteristic functions of Pi. The same is true in the case of P2. It is natural to expect that (u) The statement means that E(u) exp (-1\ u\1/2)->0 when \u\-»°° for every e>0. It would be more precise to say that the order is at most 1/2 and if it equals 1/2, then the function is of minimal type.
[November a similar situation holds under fairly general circumstances also in the case of P3 and P4. A number of special instances are well known.
Chapter II. Finite characteristic series 2.1. Admissible systems. In this chapter we shall start the study of the relationship between the infinitary behavior of the sequence V[Lkf(x)] and the analytical nature of /(*). This will be carried out under rather severe restrictions on L and onf(x). In part the restrictions are dictated by the nature of the problem, but they are also due to our lack of knowledge regarding the boundary problems P3 and P4 defined in §1.9. This makes it necessary for us to postulate the existence of a solution of the boundary problems involved with fairly regular properties of characteristic values and functions. We consider first a system S = S\L, un(x), pn; (a, b)\ consisting of an operator L, a set of characteristic functions {un(x)} and corresponding characteristic values \pn\, the interval being (a, b). We say that S is admissible if it satisfies the assumptions Ai to A& below and L is of one of the types T" defined in §1.3.
Ai. pm(x)EA(a,b),m = 0,l,2. A number of admissible systems occurring in classical analysis will be exhibited in § §2.5 to 2.11 below.
We also consider a set F=F{L, un{x), pn; (a, b)} of characteristic series The convergence properties follow from assumptions A6 and C2. The first series being convergent in (ai, 6i) both uniformly and in weighted mean square, we conclude that the uniform limit is equivalent to /(x) and can be taken as the definition of/(x) for all x. The sum of the uniformly convergent derived series is then obviously/'(x). does. Thus we can apply the operation L as often as we please termwise to an admissible characteristic series and the result will stay in F. Such a series can also be differentiated termwise arbitrarily often, but it is not a priori obvious that the result is always in F, though this appears to be true in simple cases.
The class F could evidently be characterized by descriptive properties. Its elements are real in (a, b) and [P(x) ]1/2/(x) GL2(ö, 6). F is invariant under the operation L. It is a linear vector space with real multipliers and contains the basis \un(x)}. However, for our purposes it is simpler and more natural to start from the characteristic series. In other words^, D" asserts the existence of a solution of the corresponding boundary value problem P" of §1.9 and that this solution is given by {m"(x), p"\. If v = l or 2, the function £7(x) of A6 can be taken equal to a constant. This explains the absence of any conditions Ei and E2. In the two remaining cases we need an inequality between U(x) and the auxiliary solution which is supplied by E3 and E4.
Definition.
An admissible system S is called conservative if it satisfies the conditions D" and E" corresponding to its type T".
Thus a conservative system satisfies conditions Ai to A6, one of the conditions T", v= 1, 2, 3 or 4, and the corresponding conditions D" and E". 
P(t)L[h(t)]dt = f h(t)P(t)L[g(t)]dt Ja Ja and by iteration r6 g(t)p(t)Lk [HD ]dt= f h(t)P(t)Lk[g(t) ]dt
Ja Ja for every integer k^O. Putting in particular g(x) =uH(x), h{x) =/(x) we get fn,k = (-ßn)kfn-Since fn,k is real and 22f*# converges for every k, we see that the coefficients/" satisfy conditions Ci and C2. Hence f(x) GFand the theorem is proved for v = 1. The same type of argument applies if v = 2, where of course periodicity plays the same role as vanishing on the boundary did when v=\. We cannot assert that r7=5^") when v = 3 or 4. The following example disproves such a conjecture.
We take for L the Hermite-Weber operator D2 -x2, a= -=0, b= 00 ; {«"(i) j is the set obtained by orthogonalizing and normalizing the Hermite polynomials and /x" = 2w+l. It is shown in §2.9 that this system is conservative and of type T3. If /(x) = 1 then Lkf(x) is an even polynomial of degree 2k. Referring to formula (2.9.3) which gives the asymptotic behavior of y(x; 0, X) for large x, we see that /(x) = 1 belongs to Bg^'ji;
(-00, °°)}, but it does not satisfy the boundary conditions (2.9.7) for k = 0; so it cannot belong to F.
Similarly S{D2 -x2, «2n(x), 4w+l; (0, <»)} is a conservative system of type T4, the regular boundary condition being u'(0)=0. Again/(x) = 1 belongs to \ D2 -x2 \ 0,1; [0, <x>)} but not to the corresponding class F for which the singular boundary condition is still given by (2.9.7).
Combining Theorems 5 and 7 we get Theorem 8. Let S = S{L, un(x), /*"; (a, 6)} be a conservative system and let F be the corresponding set of admissible functions. Let H{u) be a polynomial in u with real coefficients and real positive zeros. Then II (L) is an oscillation preserving transformation in (a, b) with respect to F. for all large k.
For the proof we employ the device of Polya and Wiener [2] in suitable modification. To the given function f(x) GF with Fourier coefficients /" we form the auxiliary function We suppose now that/m^O. In order to take care of the slightly more complicated case in which there are double characteristic values, let us suppose nm~i = fim and that also /m_ij^0. We then write 4> = ^i4-52-|-5'3. Here Si is the finite sum from n = \ to n = m -2,
while .S3 is the remainder. The trivial modification necessary if pm is simple is obvious. We shall estimate Si and S3. The idea of the proof is to show that for sufficiently large values of k, | S1 + S3I is dominated by | S2\ at the maxima of the latter, provided that we restrict Hence 4>(x, k, m;f) has at least im sign changes in (öi, b{) and a fortiori in (a, b). Since (L-pm)2k is an oscillation preserving transformation, formulas (2.4.6) and (2.4.7) show that Lkf(x) also has at least im sign changes in (a, b) for all sufficiently large k. Hence im^Nk for all large k. But (2.4.1) asserts that Nh = N for infinitely many values of k. This implies im = N. This is a contradiction, however, for large m since im tends to infinity with m. Since im ^jm-1, this gives a contradiction for jm> N-\r 1. We are thus led to the conclusion that the characteristic series of f(x). cannot contain any term um{x) having more than N-\-l zeros in (ai, 61). But here {a.\, b\) is a perfectly arbitrary interior interval. It follows that the series of/(x) contains no term um{x) with Zm(a, b) >N-\-\.
If there are no multiple characteristic values, we can replace N+1 by N since then jm=im. In the case of double characteristic values, however, it would seem possible for the finite sum to end with two terms corresponding to the same characteristic value, either term having iV+l zeros while their sum has only N zeros. Whether or not this exceptional case can ever arise must be left an open question. Polya and Wiener proved that if f(x) is periodic and V[D2kf(x) ] is bounded with respect to k, then the Fourier series of/(x) cannot contain any high frequency terms. Theorem 9 shows that this result has analogues for general orthogonal series defined by boundary value problems relating to linear second order differential equations, the operator D2 being replaced by L. In § §2.5 to 2.11 below we shall give special instances of the theory. We are assuming the validity of Ai, A2, Ti, and Di and have first to show that they imply A3 to A6. Now this is the classical Sturm-Liouville system except for the restrictive assumptions of analytical coefficients which are unnecessary in the boundary value problem but desirable for our special needs. Referring to the literature for proofs (see for instance E. L. Ince [l, § §10.61, 10.7, and 11.4]), we list the following properties of the solutions. We put 2 2 Pn = 03 pn.
Then: (1) The characteristic values are real, positive, and simple.
(2) pn = n+l + 0(l/n).
where A " is a normalizing factor, independent of x and bounded with respect to w(16). Here we assume Ai, A2, T2, and D2, and want to conclude that A3 to A6 hold. In the present section V[g] is to be determined according to the definition for periodic functions. The available information concerning the solutions of the boundary value problem is quite precise in the case of equations with periodic coefficients and only slightly less so in the general case. We refer to E. L. Ince [l, § §10.8, 10.81, and 11.4], where the reader will find further references to the literature. In the notation of the preceding section we obtain: (1) The characteristic values are real, non-negative but need not be simple. and (3) can be replaced by formulas of type (3), in §2.5 with sine replaced by cosine when n is even(16). The properties as listed are, however, more than sufficient to prove that A3 to A6 are satisfied so that 5 is a conservative system. Since The remaining sections of the chapter will be devoted to special instances of singular and semi-singular operators.
2.7. The Legendre operator. We consider the case
The end points of the interval are singular and we find that R(x, 0; X) = -(X/2) log (1 -x2)-> =o when x-*+ 1. It follows that the problem is of type T3. The corresponding singular boundary value problem -\ (16) It is not difficult to show that similar formulas hold also in the general case considered in §2.6. We have merely to replace p"z by p"2-f-cr>" where <£" is a suitable phase angle, determinable with an error which is 0(1 /n). Property (3) is an immediate consequence of such formulas. . We take un(x) = (w-r-(l/2))1/2P"(x).
We shall prove that the system S\L, w"(x), /u"; ( -1, 1)} is conservative.
We know to start with that Ai, A2, T3, and D3 are satisfied. It is well known that A3 holds and so does obviously A4, except for that fact that the least pn is zero. This is immaterial, however(18). We have The corresponding singular boundary value problem can then be formulated as follows:
since the calculation shows that (1-x)"(l-\-x)ß y(x; 0, X) is bounded away from zero and infinity in ( -1, 1). The solutions are given by the Jacobi polynomials
where An is a normalizing factor. The reader will find in the treatise by Szegö [5, § §3.1, 7.32, and 8.9], the necessary information regarding Jacobi polynomials required to show that S{L, un(x), pn; ( -1, 1)} is a conservative system. We show as in §2.7 that the corresponding set F of admissible functions is identical with
It follows that Theorem 12 remains valid if we replace the Legendre operator by the general Jacobi operator (2.8.1) provided a = 0, ß = 0. Professor Szegö has kindly informed me that the theorem actually remains true for a> -1, |6> -1 and that this can be proved both by his method used in [4] and by a suitable modification of mine. We note, in particular, the case a=ß= -1/2 which leads to the polynomials of Tchebycheff. By his method is a polynomial of degree at most N-\-M{a, ß) where M(a, ß) is an integer depending only upon a and ß. Detailed proofs will be presented in a later note in this series.
2.9. The Hermite and Hermite-Weber operators. We consider next the two operators (2.9.1) U = D2-2xD, L2 = D2-x\ which we refer to as the Hermite and Hermite-Weber operators respectively. The interval (a, b) will be (-°°, oo). Since (2.9.2) e*2/2Z.2(e-*2'2y) = (£, -l)y, the two operators can be treated simultaneously. The Hermite-Weber case ( 19) The cases a = 0, ß>0 and «>0, ß = 0 can also be handled by the same method. One of the powers occurring in (2.8.2) should then be replaced by a logarithm.
[November is easier to handle directly, but the final result is more striking if expressed in terms of the Hermite operator.
We concentrate the attention on Z,2. The point at infinity is singular and R(x, 0; X)-*» when \x\ -for X>0. The problem, therefore, is of type T3.
The It is well known that this system is complete in L2( -oo , «>). Condition A5 is fulfilled since(21) (2.9.5) I un(x) I = Bi, I «"'(*) I ^ B2w1/2.
All zeros of un(x), zeros of the wth Hermite polynomials, are real and located in the interval (-pj2, pj2). They are densest towards the center of the interval, but the minimum distance between consecutive zeros is of the same order as the average distance. It follows that the conditions A3 to A6 and E3 are satisfied. Hence S is a conservative system and Theorem 9 applies to the corresponding set F.
The determination of the class F is much more laborious than in the Legendre case. We know that 00 00
f(x) = X) fnUn(x), JLnm\fn \ < 00
for all m. The series is uniformly convergent in the infinite interval by virtue of (2.9.5) and the terms tend to zero as |*|-»«>. It follows that f(x) (ECo0> [-°°, °° ] where the subscript 0 indicates that f(x)->0 when (20) For the proof it is enough to observe that the only solution which satisfies the boundary condition when x->» is a multiple of Dy(2ll2x), v = (p -\)/2, and that this solution, as is seen from its asymptotic representation, does not satisfy the boundary condition for x->-oo unless n is a positive odd integer.
(21) Better estimates are available: For the first inequality see Szegö [5, Theorem 8.91.3]. The second inequality follows from the first combined with formula (2.9.6) below. For the properties of Hermite polynomials used in this discussion see also § §5.5, 5.7, 6.31, and 6.32 of Szegö'streatise.
•
It is obvious that all L-transforms also belong to Co°'[-», co ]. But much more can be asserted.
To this end we note that/(x)EF implies x /(x) and /'(x) EF. This is a consequence of the relations xu ( x) "1 (2.9.6) '} = -2-^{n^u^{x) ± (» + l)1/2«"+1(x)}, -00 » -00
We conclude that the coefficients /" must satisfy conditions Ci and C2 and that/(x) EF. Consequently we have proved:
Theclass F{Z)2-x2, m"(x), 2«4-l; (-oo, co)} isthat subset of Cm [-oo, oo ] the elements of which satisfy the boundary conditions From this we get without difficulty(22):
The class F{D2-2xD, AHHn(x), In; (-oo, oo)] is that subset of C(0O)(-oo, oo), the elements of which satisfy the boundary conditions 
To prove that no other solutions exist is fairly complicated. We shall merely outline an argument which the interested reader will be able to complete. There exist two formal but asymptotic solutions of the form x>"$i{\/x) and exx~l~'",^i(\/x), of which only the first one satisfies the boundary condition at infinity. The series are easily computed. If ti -n the first series terminates and reduces to a multiple of Ln{x). For other values of m it may be summed by Borel's method which leads to the result u(x) =xl'+lf^F{-p, -p, I, -t)e~x'dt. The behavior of the integral for small positive x is determined by that of the hypergeometric function for large /. If ft is not zero or a positive integer, F(-n, -ß, 1, -t)=A(ji)t1' log i[l+o(l)], A{p)r*0, for large /, and u(x) becomes logarithmically infinite when x->0. we get e~xli1 LI (x) I < n, x> 0.
These inequalities show that A6 and E3 are satisfied if we take U(x) =exl2. For later use we note the recurrence formula At the origin we find of course that f(h)(x) tends to a finite limit for every k. Conversely, if f(x) £C(0O) [0, a>) and satisfies the boundary conditions (2.10.6), then e~xl2Lkf(x) £L2(0, =°) for every k. Using Lagrange's identity we verify that e-x'2Ln(x)Lkf(x)dx = (-n)%
and from this we conclude that/fx) £ F. FÄe class F{xD2-\-(\ -x) D, L"(x), n; (0, =o)} equals the subset of C(00) [0, oo) the elements of which satisfy conditions (2.10.6). Theorems 12, 13, and 14 give three distinct unique characterizations of real ordinary polynomials in terms of their behavior with respect to certain second order differential operators. This is analogous to the unique characterization of trigonometric polynomials by means of the operator Z>2 given by Polya and Wiener. 2.11. Bessel operators. Our last examples will deal with semi-singular operator problems related to the theory of Bessel functions. In this theory we find essentially three different types of expansions, conventionally referred to as the Bessel-Fourier, the Neumann, and the Schlömilch series. Only the first type falls directly under our theory, but the third type is also accessible to the methods of Polya and Wiener.
We start with the operator does not give rise to any interesting oscillation problems for the simple reason that in any fixed interval (0, 6) the function Jn(x) is ultimately non-oscillatory since the least positive zero of Jn{x) exceeds n.
We get more interesting results for the Schlömilch series 00 (2.11.6) (/o/2) 4-Z fJo(nx) the terms of which are characteristic functions of the operator (2.11.1) with m = 0 corresponding to the characteristic values «2. The corresponding system S is not admissible in the technical sense of §2.1, since the functions {Jo(nx)} do not form an orthogonal system. But the methods employed in the present paper nevertheless apply and lead to a result which we state without proof (26) . 3.2. Upper limits for the frequency of oscillation. It has been conjectured (by Polya, at least for the operator D) that o(k) is the correct order in theorems of the type of our Theorem 16 and that this order cannot be raised to 0(k). The latter part of the conjecture has been proved by Polya and Szegö [4, §7] . It is very easy to verify that 0{k) is not admissible in the case of two rather wide classes of second order operators.
Suppose first that (a, b) is a finite or semi-infinite interval and that the coefficients pm{x) of L are polynomials.
Take/(x) = l/(x -c), where c is real and outside of [a, b] . A simple computation shows that the Z^-transform of j{x) is a rational function whose denominator is (x -c)2k+l while the numerator is a polynomial of degree at most Ak, where A is a constant depending only upon the degree of the polynomials pm(x). It is clear that for this function V[Lkf(x)]fsAk and /(x) is not entire. If (a, b) = (-oo, oo), we take f(x) = l/(x24-c2) instead.
If (a, 6) = ( -7T, 7r) and the coefficients pm(x) are trigonometric polynomials, we have similar results. We take/(x) = 1/(2-sin x) instead. Here Lkf(x) is the quotient of two trigonometric polynomials, the degree of the numerator being at most Ak. Hence V[Lkf(x)] f=2Ak and/(x) is not entire. Finally it should be observed that all the available evidence so far supports the conjecture that V[Lkf(x)] =0{k) is a necessary and sufficient condition in order that an admissible characteristic series shall define an analytic function.
