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Three-dimensional scanning and display are rapidly-advancing new technologies 
with important commercial drivers such as 3D printing and remote imaging for big data 
applications.  Holography is a natural approach to recording and displaying three-
dimensional information because it uses phase-sensitive interferometry to record 
interference patterns when a reference beam encounters coherent light arriving from an 
object. The 3D information is contained in the values of wave optics. Holography is a broad 
field that goes beyond recording and displaying. For instance, holographic optical elements, 
which take advantage of holographic imaging principles, perform the functions of lenses, 
gratings or mirrors. Holographic interferometry is also widely used for non-destructive 
testing to reveal structural faults within materials without damaging the specimen. More 
recently, digital holography is being used in biomedical applications to provide details of 
living tissues that are missed by alternative techniques. Future photonics devices will 
incorporate micro-lasers and holographic optical elements for optical computers, free-







Over the past several decades, dynamic holography has developed on the ideas and 
methods of traditional holography by applying them to time-dependent processes. 
Dynamic holographic media have potential for non-linear image processing, optical 
limiting, beam steering, and adaptive interferometry. However, there is usually a trade-off 
between dynamic holographic speed and diffraction efficiency. For instance, 
photorefractive crystals and polymers can have high efficiencies, but operate at low speeds. 
Conversely, photorefractive quantum-well devices have high speed, but suffer from low 
diffraction efficiencies.  
This thesis describes theoretical and experimental studies of a novel quantum-well 
semiconductor structure that achieves high diffraction efficiencies with high dynamic 
recording speeds.  When illuminated by spatially-modulated coherent light patterns, photon-
generated electron-hole pairs create spatially modulated gratings in the structures which alter the 
refractive index and absorption coefficient, establishing index and absorption gratings that diffract 
a probe beam in a nondegenerate four-wave mixing optical configuration. The key to the 
performance of the asymmetric Fabry-Perot quantum-well microcavities is a tuned low-Q 
cavity resonance that supports wide angle-of-view while operating on the edge of 
stimulated light emission. A diffraction efficiency of 70% has been obtained using a phase-
grating contribution that approaches the maximum  phase shift. The diffracted signal 
exhibits rise/fall times of 5 nsec, demonstrating the high speed capabilities of this device.  
Dynamic holograms are not only physical entities, such as photorefractive media, 
but can also be detected digitally on a detector array such as a digital camera. Digital 
holography offers an improvement over conventional optical coherence tomography (OCT) 







cross-sectional images of morphological features.  Digital holographic optical coherence 
imaging (OCI), which is an en face full-frame coherence-gated imaging approach, uses a 
CCD camera to record digital holograms from a fixed depth inside scattering media without 
the need to scan. Digital holography performs coherence-gated dynamic light scattering, 
recording dynamic speckle information that carries the Doppler scattering information 
about intracellular motions inside living tissue. Fluctuation spectroscopy is used to extract 
the spectral response of the scattering media that is perturbed by various environmental 
changes, such as applied therapeutics.   
This thesis describes experimental studies using biodynamic imaging to understand 
dynamic biological phenomena by performing phenotypic profiling of cancer tissues and 
biopsies.  Three-dimensional tissue culture techniques are compared and contrasted in 
terms of their biodynamic responses to applied drugs.  An important finding is the non-
equivalence of multiple forms of three-dimensional growth, raising questions about the use 
of such tissue culture in drug discovery and development that could have important 
consequences for practices at pharmaceutical companies.  Theoretical and numerical 
studies were carried out on the role of dynamic transport mechanisms and how they 







CHAPTER 1. INTRODUCTION TO WAVE MIXING IN SEMICONDUCTORS 
Four-wave mixing in active semiconductor wave guides has been studied extensively 
in recent years [1-15]. The motivations behind these studies are either to study carrier 
dynamics in semiconductors or to accomplish phase conjugation [l]. Four-wave mixing in 
semiconductor optical amplifiers (SOA’s) is an important tool for frequency conversion 
and fast optical switching in all-optical communication networks. Four-wave mixing 
effects have an important influence on mode dynamics in semiconductor lasers [16-22]. 
 
1.1 Introduction to Nonlinear Optics 
A linear dielectric medium is characterized by a linear relation between the polarization 
( ) and the electric field ( ) [23]. A nonlinear dielectric medium, on the other hand, is 
characterized by a nonlinear relation between them, as in Fig 1-1 that shows the relation 







Figure 1-1 The   relation for nonlinear (solid line) and linear (dash line) optical media 
 
1.1.1 χ(2) Nonlinear Effect 
It is customary to write the nonlinearity in the form [23] 
(1) (2) 2
0
3(3)( )       (1.1.1) 
 
The propagation of light in a nonlinear medium can be derived from Maxwell’s equation 














0 ( )NL       is the nonlinear part. The first Born approximation is 





scattering process, in which an optical field 0  only creates a radiation source 0( )  that 
radiates an optical field 1  and the corresponding radiation source 1( )  radiates a field 2 . 
In second-order nonlinear optics, the nonlinear terms higher than the second order are 





NL    (1.1.3) 
 
In this case, the electric field can be written as 
 
( ) Re[ ( )exp( )]t E i t   (1.1.4) 
 
The corresponding nonlinear polarization is 
 








   and 
(2)




  . 
From equation (1.1.5), there will be a component at frequency 2 , which radiates an 
optical field at frequency 2 . Thus the scattered optical field has a component at the 
second harmonic of the incident optical field. Fig. 1-2 illustrates the second harmonic 







Figure 1-2 Second Harmonic Generation configuration. The incident light propagates 
through the nonlinear crystal and radiates an optical field of frequency 2 . 
 
Other effects, such as the electro-optic effect and three wave mixing, are χ(2) effects 
and lead to numerous interesting phenomena that have been utilized to make nonlinear-
optics devices, such as Second Harmonic Generation (SHG) [23], Optical Parametric 
Amplifier (OPA) [24], Optical Frequency Conversion (OFC) [25], Optical Parametric 
Oscillator (OPO) [26]. 
 
 
1.1.2 χ(3) Nonlinear Effect 
In media possessing centrosymmetry, the second-order nonlinear term is absent and 









NL    (1.1.6) 
Four-wave mixing is a χ(3) nonlinear effect [23], and the interaction is shown in Fig. 
1-3. The electric field consists of three waves of angular frequencies 1 , 2  and 3 .  
 
1 1 2 2 3 3( ) Re[ ( )exp( )] Re[ ( )exp( )] Re[ ( )exp( )]t E i t E i t E i t         (1.1.7) 
 
and substituting into equation (1.1.6) gives 
 
(3)
, , 1, 2, 30
( ) ( ) ( )exp[ ( ) ]
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NL q r l q r l
q r l
E E E i t

     
   
    (1.1.8) 
 
where q q     and 
*( ) ( )q qE E   . 
Equation (1.1.8) indicates that the four waves of frequencies 1 , 2 , 3 , 4  are 
mixed if they satisfy 
  
1 2 3 4       (1.1.9) 
 
This equation constitutes the frequency-matching condition for four wave mixing. 






2 3 4 1( ) exp[ ( )]NLP i k k k      (1.1.10) 
 
so that wave 2 is also a plane wave with wavevector 2k , satisfying 
 
1 2 3 4k k k k    (1.1.11) 
 
This equation is the phase-matching condition for four-wave mixing. Effects such as third-
harmonic generation and self-phase modulation are all χ(3) nonlinear effects. 
 
 
Figure 1-3 Four wave mixing interaction of four photons. 
 
1.2 Semiconductor Optical Amplifiers (SOA) 
Semiconductor optical amplifiers play an important role in signal processing and 
communication [27-30]. A semiconductor optical amplifier is an optical amplifier based 





mirrors have been replaced with anti-reflection coatings. Normally, the waveguide mode 
has strong overlap in the active region, where it is pumped by electric current. Carriers are 
transferred from the valence band to the conduction band due to the injected current and 
create optical gain in the medium. Semiconductor optical amplifiers are characterized as a 
device of strong nonlinearity [31], low power [32], high operation rate [33] and small size. 
Fig. 1-4 shows the normal configuration of an SOA. The semiconductor cavity could be 
bulk material, quantum wells or quantum dots. The optical signal comes into the cavity and 
is amplified in the cavity by the electric current. The gain coefficient of the bulk material 
















where 0g  is the peak value of the gain, 0  is the transition frequency, P  is the optical 
power of the amplified signal, sP  is the saturation power, and 2T ≤ 1ps is the dipole 
relaxation time. 
The amplification factor is defined by 
 











where inP  and outP  are input and output power, and L  is the effective thickness of the 




Figure 1-4 Configuration of a semiconductor optical amplifier. The optical signal is 
amplified in the cavity. The device is pumped by an electrical drive current. 
 
In another regime, called the Fabry-Perot SOA, the semiconductor laser is biased 
slightly below threshold and is used as a SOA in a FP cavity where the cavity is sandwiched 
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where / 2   , / 2m mc nL   are the cavity resonance frequencies, c  is the free-
space light velocity, / 2L c nL   is the longitudinal mode spacing, and m = 1, 2, 3, .... 
is the mode number. 
1.3 Motivation for Holography in SOA’s 
The most sensitive dynamic holographic media are semiconductor heterostructures 
that are operated at wavelengths near the material’s bandgap. In 2001, the Nolte group 
designed a broad-surface-area vertical GaAs microcavity that was operated as an adaptive 
holographic film [35]. The cavity mirror was transparent to hologram writing pulses at a 
wavelength of 730 nm that generated optically pumped gratings in a 1 m thick layer of 
GaAs. The gratings were probed with a tunable laser at a wavelength near the GaAs band 







Figure 1-5 Configuration of GaAs based microcavity [35]. It consists of top and bottom 
DBRs of alternative layers of AlAs/AlGaAs and the GaAs bulk cavity. The device was 
pumped at 790 nm by high energy writing pulses and probed with a tunable laser at 
wavelengths near the GaAs bandgap. 
 
This work demonstrated that mode pulling limited the diffraction efficiencies, and 
displayed a strong shift on the peak diffraction wavelength. Fig. 1-6 shows the reflectance 
and diffraction measurement from the device. Measured diffraction versus pump fluence 
shows mode pulling and saturation, shifting to higher energy with increasing excitation. At 








Figure 1-6 Reflectance and diffraction spectrum of the GaAs based holographic 
semiconductor. Mode pulling shifts the response shorter wavelength as pump fluence 
increase. 10% diffraction efficiency was obtained in 2001 [35]. 
 
1.4 Structure of the Device 
This chapter describes a multiple quantum-well active cavity based on InGaAs/InP 
quantum wells that operates in the important telecommunication wavlength range around 
1.55 microns. The quantum wells are placed at cavity antinodes to reduce mode pulling 
that previously limited the behavior of bulk cavities. Record diffraction efficiencies at 
nanosecond speeds are achieved at lower pump powers in this new broad-area design, 








Figure 1-7 Holographic cavity device structure. The cavity consists of 8 periods of 
In0.53Ga0.47As/InP with thicknesses 8.5 nm/235.3 nm. The DBR consists of 21 layers of 
In0.72Ga0.28As0.6P0.4/InP with thicknesses 111.7 nm/122.2 nm. The amorphous mirror 
consists of 4 layers of Si/SiO2. 
 
The active cavity structure is designed to be pumped at 1.06 microns through the 
amorphous mirror and probed at 1.55 microns through the substrate, as shown in Fig. 1-7. 
The device consists of a distributed Bragg reflector (DBR) as the low-reflectance cavity 
mirror on the InP substrate, and an amorphous multilayer dielectric mirror as the high-
reflectance mirror of an asymmetric Fabry-Perot. The semiconductor material layers are 






In0.53Ga0.47As/InP quantum wells, which places the excitation wavelength of the quantum-
confined excitons around 1.55 m. InP spacers adjacent to the mirrors are used to position 
the In0.53Ga0.47As quantum wells at the cavity antinodes. The distributed Bragg reflector is 
formed by 21 layers of 111.7 nm In0.72Ga0.28As0.6P0.4 and 20 layers of 122.2 nm InP that 
make the bottom mirror reflectivity approximately 90% at 1.55um. The amorphous mirror 
consists of 4 layers of Si/SiO2, which has reflectivity as high as 99% at 1.55um. The 
resonance wavelength of the cavity coincides with the MQW excitonic wavelength. 
The device was grown by CPFC (Canadian Photonics Fabrication Center) using metal-
organic chemical vapor deposition (MOCVD). After epitaxial growth, the amorphous 
multi-layer top mirror was deposited by plasma enhanced chemical vapor deposition 
(PECVD). Finally, a single layer of 264 nm SiO2 was deposited by PECVD on the back 
side of the substrate to serve as a partial anti-reflection coating.   














Table 1.1 Device Properties 
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CHAPTER 2.  MODELING OPTICAL NONLINEARITIES IN INP-BASED 
COMPOUND SEMICONDUCTORS 
Multiple quantum-well devices rely on the electro-optic effects of quantum-confined 
excitons. Furthermore, asymmetric Fabry-Perot [1-4] resonance provides multiple round 
trips for the photon to control the gain of the cavity and increase the effective thickness of 
the cavity. This chapter discusses the fundamental effects of exciton energy level, quantum 
confinement, free-carrier-induced refractive index change and reflection spectra in the 
device. 
 
2.1 Exciton Energy Levels 
2.1.1 Excitons in Semiconductors  
The Bloch theorem states that the wave function of a free electron in an infinite 
periodic crystal can be written as  
 
, ,( ) ( )
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   (2.1.1) 
where ( )u r  has the same periodicity as the potential of the crystal. This is inserted into 












where m  is the mass of the electron, and ( )V r  is the potential in the crystal.  
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where k   is the wave vector of the electron, and n   is the index of the band. The parameter 
*
nm  is defined as the effective mass of the 
thn   band. 
Semiconductor band structure [5-6] can be classified into direct band gap and indirect 
band gap. In the following, we work with InP-based semiconductor structures that have the 
zinc-blend crystal lattice. In such a lattice structure, the valence band is split into three sub-







Figure 2-1 Schematic diagram of the band structure of a zinc-blend semiconductor  with a 
conduction band (top), degenerate heavy and light hole bands (in the middle) and the split-
off band (bottom). 
 
Excitons are Coulomb-correlated electron-hole pairs that can be divided into two types: 
Frenkel excitons [7-9] and Wannier-Mott excitons [10-12]. Frenkel excitons are mostly 
encounted in organic molecular crystals, and the binding energy can be on the order of 100 
meV requiring a tight-binding picture. In semiconductor physics, Wannier-Mott excitons 
are common because the strength of electron and hole hopping between different sites 
significantly exceeds their Coulomb interaction enabling an effective mass picture. 
Typically, Wannier-Mott excitons in semiconductors have a size of the order of 10 lattice 
constants and have a binding energy of a few meV. The energy of the Wannier-Mott 
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where   is the electron-hole reduced mass 
1 1 1
e hm m
    , 0m  is the electron mass, and 
( )Ry H  is the Rydberg constant of 13.6 eV and refers to the ground state of the hydrogen 
atom. In InGaAs, the electron effective mass is 00.041em m , the heavy hole effective 
mass is 00.37hm m , and the dielectric constant is 13.9   , leading to the exciton 
binding energy 2.6bE meV .  
 
2.1.2 Quantum Confinement Effect 
Since the beginning of the 1980s, materials growth technologies in semiconductor 
heterostructures have made it possible to study Wannier-Mott excitons in confined systems. 
The approach creates artificial potential wells and barriers for electrons and holes by 
combining different semiconductor materials.  
Fig. 2-2 shows the band gap structure of the designed structure, including the DBR 








Figure 2-2 Band structure of the semiconductor layers in the designed structure. Electron 
affinity of the materials sets the potentials of adjacent layers in the valence and conduction 
bands. The band gaps shown are InP (1.35eV), InGaAsP (0.938eV) and InGaAs (0.75eV), 
respectively.  
 
Fig. 2-3 shows the quantized energy and wave function of the quantum confinement 








Figure 2-3 Band structure of a quantum well. The potential offset is set by the difference 
of the electron affinity in the well and barrier materials 1 2V V V  . The energy levels are 
quantized, and the wave functions are sinusoidal functions. Wave functions are identified 
by parity and number of nodes 
 
For a finite quantum well, the wave function tunnels into the barrier and the ground  
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where A , B  and C  are determined by the continuity conditions. m  is the mass of the exciton,
E  and V  are the quantum confined energy and potential difference.  
In InGaAs/InP quantum well structures, the parameters are V = 0.12 eV, d = 8.5 nm, 
effective electron mass me = 0.041m0, heavy hole mass mhh = 0.37m0 and light hole mass 
mlh = 0.05m0, resulting in the quantum confined energy offset Ec = 25meV, Ehh = 41meV, 
Elh = 64meV,  
 
2.1.3 Band Filling Effect (Burstein–Moss Effect) 
Band filling effects [13-14] result from the Pauli Exclusion Principle and is seen in 
semiconductors as a shift in energy between the top of the valence band and the unoccupied 
energy states in the conduction band. Therefore, the filled states block thermal or optical 
excitation. Consequently the measured band gap determined from the onset of interband 









Figure 2-4 The Moss-Burstein effect results from the Pauli Exclusion Principle. The band 
gap of a semiconductor increases as the absorption edge is pushed to higher energies as a 
result of all states close to the conduction band being populated. 
 
2.2 Kramers-Kronig Relation (Hilbert Transform) 
The Kramers-Kronig relation [15-17] describes the connection between the real and 
imaginary parts of complex optical functions descriptive of light-matter interaction 
phenomena, such as susceptibility, the dielectric function, the index of refraction, and 



































where   denotes the Cauchy principal value. The real and imaginary parts are dependent, 
so each function can be reconstructed from the other.  
The complex refractive index can be written as 1 2n n in  , where 1n  is the refractive 
index and 2n  denotes the absorption part. The absorption coefficient and refractive index 
are related by the Kramers-Kronig relation which follow equation (2.2.1) and (2.2.2).  
The real and imaginary parts are connected by a special form of the Hilbert transform 
[18] where the Hilbert transform can be written as 
 
( / 4 )n HT        (2.2.3) 
 
where n  is the material refractive index change,   is the wavelength and   is the 
absorption coefficient change.  
The carrier-density-induced absorption coefficient change can be distinguished by 
three effects: band filling, bandgap shrinkage and free-carrier absorption.  
The refractive index and absorption coefficients as a function of wavelength are calculated 








Figure 2-5 Absorption coefficient as a function of wavelength at different free carrier 
densities. Heavy-hole and light-hole excitons are quenched as free carrier density increases. 









Figure 2-6 InGaAs refractive index change as a function of wavelength. The plot is 
obtained by the Hilbert Transform of the absorption curves in Fig. 2-5. 
 
2.3 Matrix Transfer Method 
Multiple beam interference within the cavity modifies the amplitude and phase of the 
outgoing beams [19]. The electric and magnetic fields at the boundary of each layer (see 
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where k  is the wave vector in vacuum, 1 cos iIIh n d  , 1 1 cos iIInY   when E  is in the 
direction perpendicular to the incident plane and 1 1 / cos iIIY n   when E  is in the plane of 
incident. 
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the characteristic matrix IM  relates the fields at the two adjacent boundaries. If n film layers 
are deposited on the substrate, there will be n matrices related to the incident, the 
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Figure 2-7 Transfer Matrix Method. The incident beams are indicated by i, reflected beams 
are indicated by r, and transmitted beam is indicated by t. θ indicates the refraction angles. 
The figure shows three layers with refractive indices 0n , 1n , 2n . Each wave is
, , , ,iI rI tI rII tIIE E E E E  and so forth, representing the resultant of all possible waves traveling 








2.4 Reflection Spectra 
2.4.1 Reflection Spectra of Distributed Bragg Reflector 
The Distributed Bragg Reflector [20-23] in the structure (Fig. 2-2) has 21 layers of 
InGaAs and 20 layers of InP. Each layer has a thickness of a quarter optical wavelength 
and each layer boundary causes a partial reflection of the optical wave.  
The analytical equation of the reflection of the DBR can be expressed 
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where cosh( )C d  , sinh( )S d  , 2 n


 , i i in k i   , /      and 
2 2    . Here 1 3,   represent the wave vectors in the incident media and outgoing 
media. 2  is the mean wave vector in the DBR materials.   is the spacing of the 
periodic layers, and d  is the thickness of the DBR layers. Fig. 2-8 shows both the analytical 
calculated spectrum and the simulation from the matrix transfer method. They agree 
perfectly with each other, and it shows that the bandwidth is around 100 nm with a peak 








Figure 2-8 Distributed Bragg Reflector consists of 21 layers of InGaAsP and 20 layers of 
InP. The simulation (continuous line) from the matrix transfer method matches the 
analytical result (dashed line). The spectrum shows that it has a central wavelength about 
1530 nm and a band width of 100 nm.  
 
2.4.2 Reflection Spectrum 
The refractive index values were provided by CPFC with the quantum-well 
photoluminescence wavelength tuned near 1550 nm. From analytical calculations, the 
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and the effective intracavity reflectance is  
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where 
fR  , bR  are the reflectances of the front and back mirror, respectively, with the 
phase 2 ( / )nL   . The absorption coefficient is  , d  is the thickness of the absorption 
region, L  is the effective thickness of the cavity, and n  is the mean refractive index of the 
cavity. 
The optical absorption coefficient of InGaAs is calculated by the quasi-equilibrium 
approximation [25-26] at different free-carrier densities. The refractive index as a function 
of free carrier density is calculated via a Hilbert transform from the absorption coefficient 
through the Kramers-Kronig relation. The device spectrum simulation is calculated by the 
matrix transfer method including all layers of materials.  
Fig. 2-9(a) shows the calculated intensity distributions at the pump wavelength of 
1064 nm  . The pump wave is incident from the amorphous mirror side and absorbed 
by the quantum wells and DBR. Only a small amount of pump energy is absorbed in the 






to the equally distributed intensity. Mostly of the pump power is absorbed in the DBR by 
InGaAsP that is shown as an exponential decay in Fig. 2-9(a). As a result, the refractive 
index of InGaAsP changes because of this incidental absorption, and it contributes to mode 
pulling in the reflection spectrum. Fig. 2-9(b) shows the calculated intensity inside the 
structure at the probe wavelength 1546 nm  , displaying the regions of the DBR, the 









Figure 2-9 a) Intra-device pump intensity and b) intra-device probe intensity relative to the 
incident intensity. The quantum wells are centered on the bright interference fringes of the 
probe intensity.  
 
The key feature of this device design is the placement of the eight single quantum wells 






modes and the quantum wells and to reduce the total number of wells. The calculated 
reflection spectra for unpumped and pumped conditions (assuming a pumped carrier 
density of n = 1x1018 cm-3) of the structure and the induced phase shift for this carrier 
density are shown in Fig. 2-10. The resonance has a wavelength around 1550 nm with a 
bandwidth of 6 nm.  
The calculated reflection and diffraction as a function of free carrier density is shown 
in Fig. 2-11. The minimum in the reflectance spectra near n = 2x1017 cm-3 is caused by the 
reflectances of the top mirror and bottom mirror balanced by an asymmetric Fabry-Perot 
condition. The reflectance increases with increasing pump intensity up to a density of 1018 
cm-3, where the absorption is fully bleached and the calculated diffraction efficiency is 20%.  
Higher carrier densities bring the device into the regime of net optical gain with the device 
reflectance rising above unity, shown as the inflection in the curve in Fig. 2-11. The carrier 
density contrast n offset, which is defined as the carrier density difference between the 
minimum reflectance and that required for high diffraction, is about 8x1017 cm-3. Sufficient 








Figure 2-10 Experimental reflection spectra under unpumped and pumped (n=1x1018cm-3) 
conditions. The linewidth of the spectra is about 6 nm. The minimum reflectance 








Figure 2-11 Calculated reflectance and diffraction efficiency near 1550 nm wavelength as 
a function of pumped carrier density assuming 100% grating contrast. The reflectance 
exceeds unity at carrier densities above 1018 cm-3. 
 
2.5 Mode Pulling Effect 
For a asymmetric Fabry-Perot, two mirrors are at a distance d from each other and 
have a reflectivity R1 and R2, respectively, that is shown in Fig.2-12.  Light that enters the 
etalon undergoes multiple reflections and the interference of the light emerging from the 
etalon during each bounce causes a modulation in the transmitted and reflected beams. The 
transmission and reflection spectra of an etalon have a series of peaks spaced by the free 








Figure 2-12 Diagram of the transmitted and reflected waves in the asymmetric Fabry-Perot. 
 
 The free spectral range depends on the distance d between the mirrors and refractive 
index cavn  of the cavity. The waves, which fit into a resonator of a particular length are 
also called oscillating modes. If the mode integer is m, then all waves which fulfill the 
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and the free spectral range is defined by 
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   (2.5.14) 
From equation (2.5.13), the resonance frequency of the cavity is only related to the 
mean refractive index of the cavity and thickness of the cavity. As the mean refractive 
index changes n   when the device is optically pumped, a resonance shift occurs. This 
effect is known as mode pulling.  
The mode-pulling effect appearing in the reflection spectra shown in Fig. 2-10 
originates from three factors:  
1. The reflection spectrum shift from the DBR.  






3. The reflection spectrum shift from the amorphous mirror 
From the Kramers-Kronig relation, the refractive indexes are altered by the high 
excitation and change the effective optical length of the cavity. Mode pulling due to the 
absorption and refraction changes in the cavity is proportional to nd . where n   is the 
refractive index change, d   is the length of the cavity, and     is the wavelength. 
Fig. 2-5 and Fig. 2-6 in Sec 2.2 show the free-carrier-induced absorption coefficient 
and index change of InGaAs, assuming 0.06inGaAsn   in InGaAs. 
In the cavity, each layer thickness of InGaAs is dInGaAs = 8.5 nm, and the total thickness 
of the cavity is d = 1.91 m. This results in the mean refractive index change 0.0021n   









    (2.5.15) 
The other two factors are from the mirror reflection spectrum shift. Because the pulsed 
pump beam at wavelength of 1.06 m can also excite the electrons to the conduction band 
in InGaAsP (bandgap at 0.95 eV) and Si (1.12 eV), there are also index changes in these 
two materials that shift the reflection spectra of both mirror. Fig. 2-10 shows the DBR 
reflection spectrum under pumped and unpumped conditions. The spectrum has about 1 ~ 
2 nm shift due to the InGaAsP refractive index change. In addition, the reflection spectrum 







Figure 2-13 The spectrum of the reflection of DBR has a 1~2 nm shift due to the InGaAsP 
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CHAPTER 3. FOUR-WAVE MIXING IN THE RAMAN-NATH REGIME IN 
AN ACTIVE CAVITY 
3.1 Criterion for Raman-Nath and Bragg Regimes 
Light diffraction has two distinct diffraction types [1-5]. They are Raman-Nath 
diffraction and Bragg diffraction. The light diffracted by relatively low acoustic 
frequencies in a thin film can be characterized by many diffraction orders with distinct 
propagation directions. This is Raman-Nath diffraction and the diffraction orders are 
symmetrically distributed with intensity given by the square of Bessel function [6]. On the 
other hand, Bragg diffraction occurs at higher acoustic frequencies or thicker films. The 
diffraction pattern normally has two significant diffraction orders: the zeroth and the first 
orders. It also require definite incident angle that is called Bragg angle [7]. The Klein-Cook 
parameter Q [8] has been extensively used as a criterion to characterize the Raman-Nath 
and Bragg Regimes. The Klein-Cook parameter is defined as 
0/
2
  2Q L n   (3.1.1) 
Thin grating films are defined as Q << 1 that applies to the Raman-Nath regime. Bragg 
regime applies as Q >> 1 [9-12]. Raman-Nath diffraction is treated using Fraunhofer 
diffraction theory with wavefront modulation. Fig. 3-1 shows a thin film with a dielectric 






diffraction orders are calculated by integrating the complex amplitude of the modulated 
wave over a fringe period 
 The diffraction angle d for the multiple diffraction orders are given by the equation, 
2





where vack  is the vacuum propagation constant, M is the diffraction order and in  is the 






     (3.1.3) 
 
 
Figure 3-1 An incident wave is diffracted by a thin film with dielectric modulation. The 







The dielectric grating in the thin film can be an index grating, an absorption grating or 
both. In the free-carrier induced grating, it is considered to be both absorption and index 
gratings because both contribute equally to the diffracted signal. A sinusoidal modulation 
the complex refractive index is assumed, 
0 1( ) cos( )n x n n Kx     (3.1.4) 
where 0n  is the mean refractive index, and 1n  is the amplitude of the modulation. It can 
be written as 
1 1 1 1 1
4




     (3.1.5) 
where 1  and 1  are the extinction and absorption coefficients.  
A plane wave passing through the thin film at an incident angle in  experiences a 
complex amplitude modulation given by 
0 1( cos( ))( )
i Kx
t iE x E e
     (3.1.6) 
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   is the internal angle, and L is the thickness of the film. 
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Inserting equation (3.1.9) into (3.1.10) gives 
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   (3.1.11) 
The diffraction efficiency for Mth order diffraction is defined as the ratio of the 
diffracted intensity relative to the incident intensity 
0 *
1 1( ) ( )
L
M Me J J
    (3.1.12) 
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3.2 Reflection Modulation and Phase Modulation 
As a first approximation, the reflection modulation in our diffraction experiment in the 
Raman-Nath regime depends on the reflection of dark and bright regions, that is 








1 2 / 4 ~ 6%r r      (3.2.1) 
 
which is purely an amplitude effect. To obtain high diffraction efficiency, phase 
modulation is the most efficient contributor. From the simulation results shown in Fig. 3-
2, the pumped spectrum has a 3 nm shift of the resonance wavelength compared to the 
umpumped spectrum. The phase shift converts from 0 to 2 within the range of the two 
resonance wavelengths, which is essential to obtain high diffraction efficiency. Assuming 
1r  and 2r  are reflectivities of the device under pumped and unpumped conditions when the 
optical fringes are applied, 1r  and 2r  have different signs when a   phase shift obtained. 
According to equation (3.2.1), a high diffraction efficiency proportional to  
2
1 2r r  is 
expected in this device under these conditions. With a  phase shift, the reflection 
efficiencies of two spectra are high because of appropriate linewidth that is shown in Fig. 
3-2 around the wavelength of 1542 nm. High diffraction efficiency is expected due to all 
of these factors. This design principle—matching the mode-pulling to the linewidth—is a 
key feature for obtaining high diffraction. As an estimate, under phase modulation the sine 
wave diffraction efficiency can be derived from Fraunhofer diffraction integral that leads 
to 
( ) exp sin(2 )t
x
E x i  
 
   
 (3.2.2) 
where   is the amplitude of the phase modulation and   is the fringe spacing.  
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the transmitted electric field is 
( ) ( )exp( 2 )t m
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Thus, the diffraction efficiency can be written as a Bessel function 
2
1( ) ~ 34%(max)J    (3.2.2) 
 
 
Figure 3-2 Calculated reflection spectra for pumped and unpumped conditions, and the 
calculated phase shift vs. wavelength. The phase shift varies from 0 to 2 around the 












Figure 3-3 Calculated differential phase versus frequency for the data set in Fig 3-2 (red 
dot), fitting data (solid blue) and differential data. 
 
3.3 Michelson Interferometric Four-Wave Mixing Setup 
Nondegenerate four-wave mixing experiments were performed using a Michelson 
interferometer to steer two coherent, 1064 nm, 1 nanosecond pulse, beams to write 
diffraction gratings in which free carriers are pumped into bright fringes with high grating 
contrast. The fringe spacing is controllable and determined by the equation 






where pump  is the wavelength of pump beam, and pump  is the half angle of two coherent 
pump beams. In the experiment, ~ 0.017
pump
  and 1064 pump nm   leading to the fringe 
spacing ~ 30 spacing m . 
A CW tunable 1.55 micron laser (30 mW) was used as the probe beam to measure the 
diffraction orders. The zero-order and first-order diffracted beams were detected by an 
InGaAs detector after passing through a 1400 nm long pass band filter and a 1550 nm 
bandpass filter with FWHM 40 nm. The averaged signals were stored in a TDS7254 2.5 
GHz digital oscilloscope. The experiments were conducted under probe incident angles of 




Figure 3-4 a) Holographic cavity device structure. The cavity consists of 8 periods of 






In0.72Ga0.28As0.6P0.4/InP with thicknesses 111.7 nm/122.2 nm. The amorphous mirror 
consists of 4 layers of Si/SiO2. b) Four-wave mixing geometry in a modified Michelson 
interferometer. The fringe spacing is approximately 30 microns. The cavity is pumped 
through the amorphous mirror and probed through the DBR. 
3.4 Measured Reflection and Diffraction 
The reflectance and differential reflectance for this device were characterized optically. 
The sample was pumped through the amorphous mirror by a Bright Solutions WEDGE 
Nanosecond DPSS 1064 nm laser, which has a pulse duration less than 1.5 ns and pulse 
energy up to 100 μJ.  The probe beam (1550 nm tunable laser, TLK-L1550R) was reflected 
from the substrate side of the pumped sample, passed through two 1550 nm bandpass filters 
and was detected by an InGaAs amplified detector (Thorlabs, PDA10CF). 
Optical pumping, with a writing beam energy of 40 μJ /cm2/pulse, generates a free-
carrier density about 2×1018 electrons/cm3/pulse at each antinode, and the maximum 
differential reflectance approaches 50% near the resonance of the cavity, shown in Fig 3-
5. Due to the optical absorption change, as the pump power increases, the output reflection 
has both strong reflection and phase shifts. The blue shift of the minimum reflection 
wavelength under optical pumping is caused by two factors: cavity length change and 
mirror reflection change. When the sample is optically pumped, the absorption coefficients 
of the InGaAs quantum wells, the InGaAsP layers in the bottom DBR and the Si layer in 
the top mirror all decrease. The mode-pulling effect has a 3 nm shift, and from the 
measurement, mode pulling is comparable to the linewidth of the resonance. This places 
the  phase shift at the center of the fringe, and a strong phase grating is obtained near the 






A four-wave-mixing experiment was conducted using an off-axis Michelson 
interferometer. The input diffraction efficiency is defined as the ratio of diffracted intensity 
to the incident intensity upon the device. The input diffraction efficiency is shown in Fig. 
3-5 as a function of wavelength with a maximum value of 35% in each of the m = ± 1 




  2Q L n   (3.4.1) 
and places the diffraction condition in the Raman-Nath regime and hence displays little or 
no Bragg selectivity.  The 0.7 nm-period oscillations in the data are Fabry-Perot fringes 
from the 625 μm InP substrate (with a partial anti-reflection coating). As discussed above, 
pumping the sample changes both the reflection and phase shift, and they work in tandem 
to increase the diffraction efficiency. Phase modulation is an efficient way to achieve high 
diffraction efficiency. When a  phase shift is established and the reflectance remains high, 
the diffraction efficiency can be significantly enhanced, proportional to  
2
1 2r r  in the 
Raman-Nath limit. The smooth solid curves in Fig. 3-5 are the calculated performance 







Figure 3-5 Reflectance and diffraction efficiency vs. wavelength under optimal pumped 
conditions. The fringe spacing was 30 um. The probe is incident at either 7 degree or 30 
degree from the normal. The fringes are residual Fabry-Perot fringes from the substrate. 








3.5 Transient Reflection and Diffraction Waveform 
High speed is an advantage for dynamic holographic devices. In the four-wave mixing 
experiment, the device displayed high speed and high diffraction responding to the fast 
pump pulse. Fig. 3-6(a) shows the time-dependent reflectance in response to the pump 
pulse, and Fig. 3-6(b) shows the corresponding time trace for the diffraction. The rise time 
of the device is less than 5 ns, which includes the response time of the detector and 
oscilloscope, corresponding to a pump pulse duration of 1 ns. 
 
 
Figure 3-6 a) Reflected intensity vs time at  = 1546 nm, and b) diffracted intensity vs. 































diffraction time trace data flow
 
 































 R time trace data flow
 
 





















Figure 3-8 Time trace of reflection R at wavelength  a)  = 1542 nm (cavity), b)  = 
1544.5 nm (cavity) and c)   = 1547 nm (cavity). 
 
3.6 Diffraction from 3rd batch Device 
To have high performance in electrical pumping, n-type semiconductors must be 
introduced in the DBR and cavity, and several designs were made. Fig. 3-9 shows the n-






wells are placed at a single anti-node in the cavity, sandwiched by undoped InGaAsP. The 
thickness of the doped and undoped spacer of n-type InP are adjusted so that the quantum 
wells are positioned in the anti-node of the cavity at the wavelength of 1.55 m. All layers 
of doping type and thickness are indicated in the Fig. 3-9. 
 
 
Figure 3-9 The n-type doped device structure. The semiconductor substrate, the DBR and 
the cavity are doped n-type. The cavity has the same thickness as the original design. Five 
quantum wells of i-InGaAs sandwiched by i-InGaAsP are placed together. The thickness 
of the doped and undoped spacer of n-type InP are adjusted so that five quantum wells are 






Fig. 3-10 shows the diffraction and reflection spectra from this n-doped device. 
Experiments at 7o and 30o incidence experiments were performed in the off-axis Michelson 
interferometer arrangement. The 30 micron fringe spacing places the diffraction condition 
in the Raman-Nath regime. The optical pumping beam had an energy of 40 J/cm2/pulse 
and makes the maximum differential reflectance about 60% near the resonance wavelength. 
The input diffraction efficiency has a maximum value of 14% at 7 o  incidence in each 1st 
order. Due to the n-type substrate, the probe beam at the wavelength around 1.55 m is 
slightly absorbed by the substrate (derived from the Drude model). The off-resonance 
reflectance is about 70% and 30% of the probe light is absorbed in the substrate. Therefore, 
the actual diffraction efficiency could approach a maximum value of 20% in this device in 







Figure 3-10 Diffraction and reflection spectra from the n-doped device. The fringe spacing 
is 30 microns and the pump beam has an energy of 40 J/cm2/pulse. The probe beam is 










3.7 Failure in Other Devices 
Several devices failed to hit the designed resonance wavelength. Fig. 3-11 shows one of 
these structures. The device is S3Q1.5-150 and consists of n-doped semiconductor layers. 
The DBR is 20 layers of n-type InP and 21 layers of n-type InGaAsP. The cavity has three 
antinodes at the wavelength of 1.55 m, and each antinode places three quantum wells so 
as to maximize the effect of the absorption or gain. Each quantum well is sandwiched by 
two layers of undoped InP. P-type and n-type InP spacers are used to adjust the thickness 
and position of the quantum wells. On the top, an amorphous mirror is deposited as a high 











Figure 3-11 Structure of the n-doped device S3Q1.5-150. The cavity has three antinodes, 
each one placing three quantum wells so as to maximize the absorption or gain. The DBR 
is n-doped InP and InGaAsP. Amorphous layers are deposited on the top as a high 
reflection mirror.  
 
The simulation in Fig. 3-12 shows the reflection and diffraction spectra. The resonance 
wavelength is at 1540 nm. The linewidth is about 10 nm. Compared to the original design, 








Figure 3-12 Simulation of the reflection and diffraction spectra. The device has a resonance 
wavelength around 1540 nm.  
 
Four wave mixing experiments are performed under the off-axis Michelson interferometer 
arrangement. Fig. 3-13 shows the reflection and diffraction spectrum of the device. The 
data are the reflection spectra under pumped and unpumped conditions and diffraction 
efficiencies about 7% at 40 J/cm2/pulse. However the central wavelength is at 1485 nm, 








Figure 3-13 Reflection and diffraction spectrum of the device S3Q1.5-155. The central 
wavelength is around 1485 nm, that is far away from designed 1550 nm.  
 
There are several potential possibilities to explain the device performance: 






2. Layer thickness deviation of the semiconductor layers. 
3. Amorphous mirror deposition. 
 
From the Drude model [13-15], the n-doped semiconductor has a dielectric constant 
contribution, and thus it shifts the resonance of the device. The Drude model decomposes 















   
 (3.7.1) 
where N is the number of electrons per unit volume,   is the plasma frequency, and   is 
the dissipation coefficient.  
Fig 3-14 shows the refractive index of p-doped and n-doped InP versus wavelength. 
Compare to the undoped InP refractive index n = 3.1661, the index change on n-doped InP 








Figure 3-14 Refractive index of p-type and n-type InP at different wavelengths. 
 
According to the Drude model, n-type semiconductor layers have 1% ~ 2% 
refractive index change. Compared to the intrinsic semiconductor layers, the simulation 








Figure 3-15 Reflection simulation of the undoped device and the n-doped device. The 
resonance wavelength of the device has about 4 nm blue shift from undoped device to n-
doped device.  
 
Layer thickness deviation is another possible factor to cause the cavity resonance 
wavelength problem. The simulation in Fig. 3-16 shows the resonance wavelength shift 
versus the deviations of the thickness of deposited InP or InGaAsP layers. If InP or 








Figure 3-16 Resonance wavelength shift versus layer thickness change. The resonance 
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CHAPTER 4. BRAGG SELECTIVITY IN A THIN ACTIVE CAVITY  
4.1 Introduction to Bragg Diffraction 
The diffraction of light by gratings can be pictured as an interaction process with three 
particles: the incident photon, the grating phonon and diffracted photon. The conservation 
of momentum requires that the three momentum vectors associated with these three 
particles form a triangle. In an isotropic medium, the refractive index associated with a 
light beam is independent of the direction of propagation, and therefore the diffracted k 
value is always nearly the same as incident k value. Thus the triangle is isosceles, and its 
resolution leads to the Bragg diffraction condition.  
The criterion for the Bragg diffraction [1] is introduced in Sec 3.1 and can be defined 
by the Klein-Cook parameter  
02 /Q L n 
2
   (4.1.1) 
 
If Q is larger than 10, it falls into the Bragg regime. In this section, Q will be considered 










Figure 4-1 Bragg diffraction in the cavity (left). k-vector diagram of the reflected and 
diffracted beams (right). 
 
4.2 Multiple Coupled Wave Interference 
Coupled-wave theory [2-5] assumes light is incident at or near the Bragg angle, and 
four significant orders are observed. These four orders, shown in Fig 4-1 are -2, -1, 0 and 
+1 with wave vectors k-2K, k-K, k and k+K, respectively. All other orders violate the 
Bragg condition strongly and are neglected. This assumption can be applied to Q ranging 









Figure 4-2 Bragg diffraction in the perturbed medium with fringe spacing . The diffracted 
beams are approximately restricted to into four orders -2, -1, 0 and 1. 
 
Multiple wave propagation in the grating can be described by Maxwell’s equations,  
2 2 0E k E    (4.2.1) 
 
where ( , )E x z  is the complex amplitude of the electric field that is independent of y. The 
















where c  is the velocity of light in vacuum, and   is the angular frequency of the light. In 
our model, the dielectric constant of the medium is spatially modulated in the x direction 
due to the fringes of the holographic grating. The dielectric constant can be written as 
0 1 cos( )K r      (4.2.3) 
where 0  is the average dielectric constant, and 1  is the amplitude of the modulation. The 
grating vector K  of the modulation is in the x direction shown in Fig.4-2. 
Combining equation (4.2.2) and (4.2.3), yields 
2 2 2 ( )iKx iKxk e e      (4.2.4) 
where   is the average wave vector  
1/2
02 ( ) /     (4.2.5) 







  (4.2.6) 
The coupling constant   describes the coupling among different diffraction orders. It is the 
key parameter in the coupled mode theory. If 0  , there is no coupling in the medium 
and there is no diffraction.  
The optical media are characterized by a complex refractive index that can be written 
as 









where n  is the mean refractive index, and 1n  is the amplitude of the spatial modulation of 
the refractive index that obeys the equation  
2( , ) ( , )x z n x z   (4.2.8) 
Therefore, combining equations (4.2.3), (4.2.5), (4.2.6) and (4.2.8), gives 
2 /n    (4.2.9) 
1 /n    (4.2.10) 
The spatial modulation indicated by 1n  couples different diffraction orders and leads to 
an exchange of energy among them. Here, we introduce four orders of diffraction (+1, 0,-
1,-2) which are shown in Fig. 4-2. All other orders are neglected because they are far away 
from Bragg condition, and there is very small energy exchange among them. Therefore, 
the total electric field in the grating is the superposition of four waves, 
01 1 2
1 0 1 2( )e ( )e ( )e ( )e
i ri r i r i r
E R z R z R z R z
         
      (4.2.11) 
 
Where 1 0 1 2, , ,R R R R   are the amplitudes of each order which varies along the z axis. The 
wave vector of four orders are 1 0 1 2, , ,      and related by 
0i iK                               1, 1, 2i     (4.2.12) 
 
which is the equation for conservation of momentum.  
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The vector relation of the 0 and -1 orders is shown in Fig. 4-3. The general case is 
shown in Fig. 4-3(a), where the Bragg condition is not met, and the length of 1   differs 
from  . Fig. 4-3(b) shows the Bragg-matched diagram in which the length of 1   is the 
same as 0 . In this special case, the incident angle 0  of the Bragg condition obeys 





Figure 4-3 Wave vector diagram (conservation of momentum) for (a) near Bragg condition 
























To derive the coupled-mode equation, we combine equation (4.2.1) and (4.2.4), and 
insert the equations (4.2.10), (4.2.11), (4.2.12) and (4.2.13). By comparing the terms with 
exponentials 
i re   , and we have 
2 2
1 1 1 1 1 0'' 2 ' ( ) 2 0zR iR R R         (4.2.15) 
2 2
0 0 0 0 1 1 1'' 2 ' ( ) 2 2 0zR iR R R R            (4.2.16) 
2 2
1 1 1 1 1 0 2'' 2 ' ( ) 2 2 0zR iR R R R                (4.2.17) 
2 2
2 2 2 2 2 1'' 2 ' ( ) 2 0zR iR R R              (4.2.18) 
where the primes indicate differentiation with respect to z. Here, we assume that the energy 
interchange among these orders is slow (slowly varying approximation, SVA), and it 
allows us to neglect 
''
iR . Then equations (4.2.15)-(4.2.18) can be rewritten as 
2 2
1
1 1 1 0'
2




    (4.2.19) 
2 2
0
0 0 0 1 1'
2
z R i R i R i R
 
   

     (4.2.20) 
2 2
1
1 1 1 0 2'
2
z R i R i R i R
 
     

     (4.2.21) 
2 2
2
2 2 2 1'
2
z R i R i R
 
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
    (4.2.22) 
Equations (4.2.19)-(4.2.22) are the coupled-mode equations among these four orders. 
The general solution of the coupled wave function, which is  
1 2 3 4( ) exp( ) exp( ) exp( ) exp( )i i i i iR z A z B z C z D z           1,0, 1, 2i     (4.2.23) 







When equation (4.2.23) is inserted into equation (4.2.19)-( 4.2.22), a 16×16 matrix is 
obtained that can be divided into four 4×4 matrices. For the iA  components, this is 
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0 1 0 0
1 1 1 1
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Similar equations are obtained for , ,i i iB C D . The determinant of the matrix product is zero 
according to equation (4.2.24), and we have four roots 1 2 3 4, , ,     corresponding to 
, , ,i i i iA B C D . 
To obtain amplitudes of , , ,i i i iA B C D , we need to add boundary conditions such that  
1 1 1 1
0 0 0 0
1 1 1 1
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   
   
   
   
   
   
 (4.2.26) 
Therefore, there are two matrix equations, 
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. 4 4 4, ,B C D  have the same expression in place of iA . 
Equations (4.2.27) and (4.2.28) can be solved via Matlab to obtain 4 4 4 4( , , , )A B C D  
For single-pass Bragg diffraction, the diffraction efficiencies of the +1, -1 and -2 orders are 
defined as 
*( ) ( )i i iR d R d                            1, 1, 2i      (4.2.29) 
 
 
4.3 Simulation of Bragg Diffraction in ASFP 
An asymmetric Fabry-Perot (ASFP) cavity increases the effective length of the cavity 










Figure 4-4 The effective length of the cavity is increased by an asymmetric Fabry-Perot 
(ASFP) with high reflection mirrors. Photons are confined to bounce back and forward in 
the cavity  
 
The effective cavity length can be estimated by assuming that each cycle hits both 
mirrors and transmits through the front mirror. In other words, neglecting wave phase 
change on the mirror, the effective length is the sum of all the partial wave round trips in 
the cavity. Therefore, the effective length of the cavity can be written as 
2 2 2 2
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 (4.3.1) 












 [6-8]. Therefore, the effective length 
of the cavity L F d    because 
1 2,R R   is close to unity. 
For 
1 0.8R    and 2 1R  , then L≈10d, which are the conditions of the experimental device.  
In the next sections we introduce two methods to calculate the Bragg diffraction in an 













method is called Cavity Raman-Nath, in which the diffraction occurs in the thin layers of 
quantum wells. The second method is called Cavity Bragg, in which the cavity is 
considered to be an effective medium with a mean refractive index.  
 
4.3.1 Cavity Raman-Nath Method 
Here we assume a simple asymmetric Fabry-Perot resonator that is shown in Fig.4-5. 
The resonator is sandwiched by two mirrors with reflectivity R1 and R2. A thin grating 
layer is sandwiched in the cavity. The distances between the grating and the two mirrors 
are L1 and L2. The main diffraction orders of +1, -1 and -2 are shown in Fig. 4-5, and all 
other orders are neglected due to low efficiency (less than 0.1%). The monochromatic beam 
of wavelength   is incident at angle 0  from the left side. The propagation angle of the p th 
intracavity order is determined by the Raman-Nath diffraction relation, 
0(sin sin )pk pK    (4.3.2) 
where 2 /k n   and 2 /K   (   is the spatial period of the grating). The corresponding 
forward and backward wave vectors 
F
pk  and 
B



































Figure 4-6 Wave vector diagram showing diffraction orders of +1, 0, -1 and -2. Each 
diffraction order is allowed by Raman-Nath diffraction. 
The reflected and diffracted orders of +1, 0, -1 and -2 are calculated by the transfer 
matrix method, including the reflection by both mirrors, wave propagation in the cavity 
and Raman-Nath diffraction on the thin grating.  














































iF  and iB  are the amplitudes of all the considered orders of forward and backward waves, 












































represent the incoming wave before mirror R1 and outgoing wave after mirror R2, 
respectively. These two vectors are related by three matrices, 






   
   
   
 (4.3.4) 
where 1M  and 2M  describe the reflection and transmission of the front and back mirrors, 
respectively. 1P  and 2P  are the interference matrices between two media. These include the 
reflection and transmission in different refractive layers including the phase accumulated 
in a single layer. D  is the diffraction matrix of the grating inside the cavity. All of these are 
8×8 matrices.  












                                  1,2i   (4.3.5) 
where 4I  is the four dimensional unit matrix; ir  and it  are reflection and transmission 
coefficients of the mirror, respectively, and ir  and iR  obey the equation 2i iR r . 
The interference matrices between different media are similar to the matrix of the 
















                                 1,2i   (4.3.6) 
where 
'
ir  and 
'
it  are the reflection and transmission coefficients of two adjacent layers, 
respectively.  
The matrix D  is a matrix of all diffraction coefficients, which is used to relate the 







































where gt  is the transmission coefficient of the grating and gd  is the diffraction coefficient of 
the grating. Matrix D  relates the amplitude of the wave before and after the grating. The 
single p th order wave amplitude after the grating is the sum of three contributions: the first 
one is from the transmission by the grating, the other two are due to the diffraction of 1p 
th and 1p  th orders. The input diffraction efficiency of the grating is 
2
gd  . Only the 
+1 and -1 diffracted order are considered in our model, hence the diffraction matrix 4D  is 
not unitary. However, the transmission coefficient and diffraction coefficient 
approximately follow the equation 
2 2
2 1g gt d  , because other orders are small. 












  (4.3.8) 
where L  is the length of the grating, n  is the refractive index modulation of the grating, 
  is the wavelength of the beam, and   is the incident angle to the grating. 
 
Fig 4-7(a) shows the diffraction spectrum at the Bragg angle. The grating spacing is 
13 m    and the Bragg angle is 3.4o  . The diffraction efficiency of the Bragg order is 
much higher than the +1 order, and the peak diffraction efficiency wavelength has a 1 nm 







Bragg-matched angle has much higher diffraction than the others. The shift of the peak 




Figure 4-7 Simulated diffraction spectrum at Bragg angle (a) and different incident angles 
(b). 
 
4.3.2 Cavity Bragg Method 
The effective medium or cavity Bragg method is also based on the matrix transfer 
method. The important difference from the Cavity Raman-Nath method is that the cavity 
is assumed to be composed a single medium with mean refractive index 1 cos( )n n n Kx  , 
where n   is the mean refractive index of all the media in the cavity, and 1n  is the mean 
amplitude of the spatial refractive index modulation. As mentioned in Section 4.1 







1 and -2 orders, which are 1 0 1 2( ), ( ), ( ), ( )R d R d R d R d  , respectively. Therefore, the diffraction 
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iR  is the diffraction efficiency of j th order diffracting from the i  wave. As equation 
(4.3.9) is inserted into equation (4.3.7), a new diffraction matrix is obtained that is based 
on the assumption of an effective medium. There are similar spectra from this calculation, 
which are shown in Fig. 4-8. In the Bragg-matched condition shown in Fig 4-8(a), the 
Bragg order is much higher than the +1 order, and the peak diffraction efficiency 
wavelength has a 1.5 nm shift between these two. At different angles of incidence, the -1 
order achieves its highest efficiency at the Bragg angle and the bandwidth expands as the 
tuning angle increases. At 20o, the peak is weakened by the absorption of the quantum 









Figure 4-8 Calculated diffraction spectra from the effective medium method. (a) Bragg 
matched diffraction orders and (b) different incident angle spectra.  
 
4.4 Mach Zehnder Interferometry Setup 
Compared to the Michelson interferometry four-wave-mixing arrangement [9-12], the 
Mach Zehnder interferometer can have smaller fringe spacings. The 1.06 μm pulse is split 
into two beams after the beam splitter. These two beams are reflected and construct the 
fringes in the device. The tunable 1.55 μm laser is used as the probe beam to measure the 
diffraction orders. The zero-order and first-order diffracted beams are detected by an 
InGaAs detector after passing through two 1400 nm long pass filters. The diffracted signals 









Figure 4-9 Four-wave mixing in a Mach Zehnder interferometer arrangement. The fringe 
spacing can be less than 15 microns. The cavity is pumped through the amorphous mirror 
and probed through the DBR. 
 
Compared to the Michelson interferometer setup, the Mach Zehnder interferometer 
arrangement can have smaller fringe spacings. The fringe spacing is variable and 
determined by the equation 
/ 2sin( )spacing pump pump    (4.4.1) 
where pump  is the wavelength of pump beam, and pump  is the half angle of two coherent 
pump beams. The angle of the two pump beams can be adjusted by controlling the distance 
between the device and the mirrors. As the angle 
pump
  increases, the fringe spacing can be 
reduced to 3 m that is 10 times smaller than the fringe spacing in the Michelson 
interferometer arrangement. The shorter distance can both save space and construct smaller 
fringe periods. The fringe spacing usually varies from 3m to 13 m, making the Klein-
Cook parameter 
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falling nicely in the gap between Raman-Nath regime and Bragg regime.  
4.5 Measured Bragg Diffraction 
4.5.1 Bragg Diffraction at or off the Bragg Angle 
Bragg diffraction orders at and off the Bragg angle were measured using the Mach 
Zehnder Interferometer. Fig. 4-10 shows the diffraction orders of P-wave and S-wave 
probe beams at different incident angles. The relation between the fringe spacing of the 








where   is the wavelength, and   is the spacing of the grating. In our case, the fringe 
spacing is 13 μm and the Bragg angle is 3.5o. The measurement shown in Fig. 4-10 
indicates that the there is no polarization dependence on the diffraction orders, because the 
P-wave and the S-wave polarizations have almost the same spectrum at different angles. 
The Bragg selectivity shows up in the spectra because the Bragg diffraction orders have 
higher diffraction efficiencies than the +1 order. The efficiencies of the Bragg orders can 
reach up to 40%, which is a significant magnitude in a diffraction experiment. Because the 
thickness of the device is relatively small compared to the normal Bragg thickness (usually 
on the order of a millimeter), the +1 order diffraction efficiency is also very high, which 









Figure 4-10 Diffraction in the Bragg regime. Incident angle varies from 3.5o (Bragg angle), 
10°,20° and 30°. Both P-wave and S-wave probe beams are used in the experiments. 
 
4.5.2 Bragg Diffraction and Probe Angle 
For the same fringe spacing, the diffraction efficiencies have strong angle dependence 
as the incident probe angle increases. The Bragg-matched condition gives the highest 
diffraction efficiencies, while off Bragg incidence quenches as the incident angle shifts 
away from Bragg angle. This is also verified by the simulations in Fig 4-7 and Fig 4-8 in 
Sec 4.3. As the incident angle shifts off the Bragg angle, the phase matching is violated so 
that energy interchange between different orders is inhibited. This makes diffraction 
efficiencies roll off as the angle is tuned up to 30°. Conversely, diffraction efficiencies in 
the Raman-Nath regime show high diffraction efficiency at both small and large angles in 
Fig. 3-5. Fig. 4-11 shows that at different fringe spacings (13 m, 8m and 6m), the 










Figure 4-11 Bragg-matched condition and off-Bragg condition diffraction efficiencies at 







Bragg selectivity in the spectrum. Because phase matching is not satisfied in the off-Bragg 




4.5.3 Bragg Diffraction and Fringe Spacing 
The diffraction efficiencies of the Bragg orders increase as the fringe spacing increases 
as shown in Fig. 4-12. The diffraction efficiencies tend towards flatten off as the fringe 
spacing decreases. One reason is that the quality of the grating is inversely related to the 






 decreases due to the quality of the 
beam and background.  
In addition, the free-carrier-induced grating also becomes blurred as the free carriers 
diffuse from the bright regions to dark regions. The transportation of the electrons from the 
bright regions to dark regions could be estimated by the diffusion length. The diffusion 
length can be related to the diffusion coefficient (D) by 
L D  (4.5.2) 
where D  is the diffusion coefficient, L  is the diffusion length and   is the carrier lifetime. 
The diffusion coefficient can be calculated by the Einstein relationship, 
/BD k T q  (4.5.3) 
where    is the mobility of the carrier, and q   is the charge of the carrier. At room 
temperature, the InGaAs electron mobility 
2~ 11200 /n cm Vs  in MOCVD-layer [13]. The 







can be estimated to be 5 m, that is close to the fringe spacing. The knee fringe spacing 
shown in Fig. 4-12 is about 4~5 m that agrees with the assumption of free-carrier diffusion.  
In Sum, these two factors reduce the diffraction efficiencies as the fringe spacing 
decreases. Fig. 4-12 shows that the Bragg effect is strongly inhibited by the fringe spacing. 
 
 
Figure 4-12 Bragg diffraction increases as fringe spacing increases. The contrast of the 
fringes gets smaller as the fringe spacing decreases. 
 
4.5.4 Bragg Diffraction and Pump Power 
The diffraction and reflection spectra are directly influenced by the pump pulse power. The 
power of the pump pulse is also an important factor to obtain higher diffraction orders. As 







and thus population inversion may occur to make the device operate above the lasing 
threshold. Fig. 4-13 shows the pulse power dependence of the diffraction spectrum at fringe 
spacings of 6 μm and 3 μm. In the 6 μm fringe spacing experiments, the diffraction 
efficiency shows a linear dependence on the pulse power, while in the 3 μm case, it 
decreases above a threshold power. The reason for that is because the exictons are saturated 
in the 3 μm case when the pulse power reaches threshold. At that point, the free carriers 
diffuse from the bright regions to dark regions due to the short period and thus lower the 
contrast of the grating. Though the number of free carriers is very large, the contrast of the 










Figure 4-13 Bragg diffraction as a function of pulse power. The diffraction efficiency is 
linear to the pulse power at 6 um. At 3um fringe spacing case, diffraction efficiencies stop 
increasing above 37 mW. Free carrier diffusion lowers the contrast of the fringes and makes 
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CHAPTER 5. INTRODUCTION TO OPTICAL COHERENCE IMAGING 
5.1 Theoretical Background on Low-coherence Digital Holography 
5.1.1 Digital Holography 
Holography is a coherent optical technique that records scattered light and generates 
holograms. The basic process of holography records the interference fringes between a 
homogeneous reference wave and a scattered wave from an object [1-7]. The complex 
pattern of interference fringes is called the hologram. The goal of holography is to record 
and extract image information, and thus it is primarily an imaging process. Holographic 
recording can be performed in two ways: 1) it can be a physical hologram generated by 
two coherent waves and recorded in a holographic film [8-10], or 2) it can be a digital 
hologram recorded on a digital CCD or pixel array [6-7,11-15]. To extract quantitative 
information from a digital hologram, it is necessary to reconstruct an image through 
numerical algorithms. The advantage of digital reconstruction is that the three-dimensional 
information from scattered light can be obtained from a single hologram under appropriate 
conditions [7,16-18]. The development of CCD chips and digital cameras provided digital 











5.1.1.1 Free-space propagation 
The electric field ( )sE r   at the hologram plane is a function of the field 0 0( )E r   of the 
object after the free-space propagator ( , )dH r z  , 
0 0
0
( ) ( , ) ( )s dE r H r z E r dr   (5.1.1) 











H r i e e
z
   (5.1.2) 
or any propagator, such as a lens.  
At the hologram plane, the hologram field is the sum of the reference field and the 
signal field, giving 
H r sE E E   (5.1.3) 
and the hologram intensity is 
2 * *
H r s r s r s r sI E E I I E E E E       (5.1.4) 
It consists of four terms. The first two terms are the intensity of the reference and the signal. 
The third and fourth terms are phase conjugate terms. Assuming the reference field is a 
plane wave or spherical wave, the amplitude and phase of the reference field are considered 












The goal of digital holography is executed in two steps: 1) extraction of the complex 
function rI  from the hologram intensity, and 2) reconstruction of the object phase from the 
complex function rI . 
5.1.1.2 Phase-stepping Interferometry 
In phase-stepping interferometry, the constant phase of the reference wave is stepped 
through discrete values n . Therefore, the hologram images can be recorded at each phase 
value with discrete phase. The hologram field is  
ni
H r sE E e E
   (5.1.6) 
and the hologram intensity is 
* *( ) n n
i i
H n r s r s r sI I I E E e E E e
       (5.1.7) 
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    (5.1.8) 
  
5.1.1.3 Off-axis Holography 
Phase-stepping interferometry requires multiple exposures to extract the hologram 
intensity HsI . Off-axis holography is another approach that tilts the axis of the reference 
wave relative to the optic axis of the signal wave [19,20]. Thus it creates a spatial phase 
shift that modulates the reference wave 
sinikx
H r sE E e E
   (5.1.9) 








* sin * sin( , ) ikx ikxH r s r s r sI x y I I E E e E E e
      (5.1.10) 
This intensity pattern represents a hologram spatially modulated by a carrier wave.  
 
 
5.2 Low-coherence Digital Holography 
5.2.1 Dynamic Light Scattering (DLS) 
Dynamic light scattering (DLS) is caused by motion in the scattering target [21-23]. 
The motions in the target produce time-varying changes in the phase of the scattered wave. 
There might be various motions in the target, such as drift, random walk or flights, and 
each component gives a phase shift causing the time-varying interferences that lead to 
intensity fluctuations. The light field scattered from a single moving particle is  
     exp ( ) ( )f isE t E t i k k r t    (5.2.1) 
As the position of the target changes, the phase shift ( ) ( )f ik k r t   changes. The phase 
change can be rewrite as 
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    (5.2.2) 
where f iq k k   is the scattering vector. The magnitude of the momentum transfer q for 












kq   (5.2.3) 







   (5.2.4) 
where n is the refractive index of the medium,   is the wavelength of the light. 
 
5.2.2 Biodynamic Imaging (BDI) 
Biodynamic imaging is a new form of biomedical imaging that explores the physics of 
biodynamics and biomechanics. It probes three-dimensional living tissue with low-
coherence light scattering to measure cell motions inside their natural microenvironments. 
The information content of biodynamic imaging is displayed through tissue dynamics 
spectroscopy (TDS), which captures and displays the changes in the Doppler signatures 
from intracellular constituents in response to applied therapeutics [24]. The dynamic 
intracellular mechanisms include organelle transport, membrane undulations, cytoskeletal 
restructuring, strain at cellular adhesions, cytokinesis, mitosis, exo- and endo-cytosis 
among others. Biodynamic imaging consists of optical coherence imaging (OCI) [7], 
motility contrast imaging (MCI) [25], tissue dynamics spectroscopy (TDS) and tissue 
dynamics spectroscopic imaging (TDSI). 
Optical Coherence Imaging (OCI) is a direct wide-field depth-dated imaging technique 
that acquires en face fully-developed speckle images from a fixed depth inside scattering 
media without the need to scan or reconstruct tomographically. It uses coherence-gated 








gate is able to spatially localize the scattered light to select scattering from a specified depth 
of the optical scattering volume. The light used in the coherence-gated dynamic light 
scattering has good spatial coherence but low temporal coherence. The key advantage of 
OCI is its full-field sectioned image in a single acquisition and provides large signal-to-
noise ratios.  
Fig. 5-1 shows the optical setup of an OCI system. The system uses a Superluminescent 
Diode (SLD) as light source (BroadLighters S840), which has a short coherence length 
about 20 m and power about 20 mW. The low coherence beam splits into two arms: an 
objective arm and a reference arm, by a polarized beam splitter. On the objective arm, the 
polarized beam first goes through a beam expander (L6 and L7) to reduce the beam size to 
700 m and then reflected by another polarized beam splitter with most of the power, hits 
the target and is backscattered. The lens L1 is a Fourier lens that transform the object on 
the Fourier plane (FP) and lens L2 and L3 constitute a 4-f system to transfer the Fourier 
domain image into a CCD camera with a demagnification of 1/3.  In the reference arm, 
there is a motion stage (Thorlabs PT1) to control the coherence gate. It has two functions: 
1) control the path difference between reference path and objective path so that both beams 
can interfere on the CCD (Qimaging EMC2), and 2) it has the depth control to perform 
volumetric scanning of the living tissue. The reference beam goes through a beam expander 
(L4 and L5) and  with the objective beam after the reflection by the 9:1 ratio beam splitter. 
The temperature of the target is controlled by a thermal belt under the sample holder. The 
sample holder moves in an x-y plane that is controlled by a motion controller (Thorlabs 
MTS50) so that 16 samples can be imaged in sequence. Holographic fringes are generated 











Figure 5-1 Fourier domain low-coherence digital holography system that captures 
holographic intensity patterns when the low-coherence light reaches a specified depth 
inside the target. The low-coherence optical beam is divided into signal and reference arms. 
The object light that was scattered by the target is collected and projected onto the Fourier 
plane at the CCD by lenses L1, L2 and L3 with a 3x demagnification.  
 
Table 5.1 shows the optical parameters of the Fourier domain low-coherence digital 














Table 5.1  System Parameters 
Optical Components System Parameter values 
L1 Convex lens f = 150 mm 
L2 Convex lens f = 150 mm 
L3 Convex lens f = 50 mm 
L4 Concave lens f = -50 mm 
L5 Convex lens f = 150 mm 
L6 Convex lens f = 100 mm 
L7 Convex lens f = 50 mm 
SLD 
max power 20 mW 
coherent length 20 m 
CCD 
Pixel size 8 m 
number of pixel 1000 pixel 
dynamic range 14 bit 
 
In the system design, the focal length of L1, L2 and L3 are 150 mm, 150 mm and 50 mm 
respectively. The field of view is  








where d  is the size of the beam on the target, FS  is the aperture size at the image plane (IP), 
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  (5.2.6) 
where 3f  is the focal length of L3,   is the wavelength of the light and F  is the field stop 
which is defined as min( , )Md FS .  





  (5.2.7) 
where 2f  and 3f  are the focal length of L1 and L2, c  is the size of the camera, and D  is the 
aperture size at Fourier plane (FP). Assuming the field of view is limited by the size of the 
beam on the target, where FOV d , then combining Eq. 5.2.6 and Eq. 5.2.7, the speckle 








  (5.2.8) 
For the speckle size, it is best to get 3 pixels per fringe and 3 fringes per speckle., known 
as the Rule of 9. Therefore, there are 9 pixels per speckle 9spec p  . The Eq. 5.2.8 can 





























is the number of speckles in the CCD camera. Given the parameter 1 150f mm , 1M  , 
1d mm , / 9 90c p  , the system has Res 160 m  and 14.4 FOV mm . 







maxsin  is the numerical aperture,   is the wavelength of the light and   is the 
resolution of the object.  







   (5.2.11) 
where FP  is the aperture size on the Fourier plane. As a result, the resolution of the object 
is 13 m. 
 
5.2.3 Experimental Setup 
Living samples are loaded in a 96 well plate and covered by agar for immobilization 
purpose. The plate is placed on the sample holder and immobilized with glue stick. The 
sample holder is heated to maintain the temperature around 37 0C. The preheat process 
takes about one hour to stabilize.  
Before data acquisition, the position of each sample is recorded and input into the 








takes images of each of them. In the data acquisition, it first takes 10 images of the 
background out of zero-path, which is used for the subtraction from the signal in the data 
analysis. It is followed by 50 consecutive images captured at the low-frequency rate (0.5 
fps) and 500 images at the high-frequency rate (25 fps). The exposure time of each frame 
is 10 ms. The total acquisition time is about 2 minutes. The total time for collecting data 
from a single sample is about 3 minutes, including the translation time of the translation 
stage. To scan a 16 multiplex, it takes 48 minutes to go through a cycle. The experiment 
normally has a 4 or 5 hour baseline in which no perturbation but only growth medium is 
add to each sample. The perturbation (the drug or environment change) is applied after the 
baseline and 10 hours of data collection is performed after the perturbation.  
 
5.3 Optical Coherence Imaging (Image reconstruction) 
The raw data collected from the CCD are the intensity of the Fourier domain images. 
Figure 5-2 shows the raw image. To reconstruct the image, a Fourier transform is 
performed, 
         2 2 * *
1 2 3 4
H R OF R OF R OFFT I FT FT FT FT
F F F F
        
   
 (5.3.1) 
In Eq. 5.3.1, the first and second terms are the zero-order, and the third and fourth terms 
are phase conjugate holographic images. The average of the first 10 images that are out of 
zero-path match is used to remove the background prior to the Fourier transform. The OCI 









Figure 5-2 Fourier-domain image captured by the CCD camera. The left side is the raw 
image and the right side is the enlarged part of the square in the raw image. The magnified 
hologram is very clear. 
 
 
Figure 5-3 Reconstructed images. The OCI reconstruction (left) shows the zero-order in 
the center of the image and two conjugated images are on the upper right and lower left. 








5.4 Motility Contrast Imaging (MCI) 
Motility contrast imaging (MCI), also called speckle contrast, uses speckle intensity 
fluctuations as a form of label-free image contrast to create a false-color image of the 
sample motility. Sample motility is influenced by all intracellular motions and is an 
indication of cell health and cellular action. MCI images can indicate regions of 
hypoxia/necrosis and inhomogeneities that exhibit strong motional differences. 
After the image reconstruction, the total 560 images transfer into two data cubes with 
sizes of 50 images and 500 images. The data are a set of time-dependent two-dimensional 
intensity arrays at the coherence-gated depth z. In each data cube, the high-frequency data 
(500 frames at 25 fps) is used to calculate the Motility Contrast Image (MCI). MCI provides 
a simple and fast assessment of the degree of motion in living tissue. It generates an activity 
map of the tissue by constructing a motility metric that combines all the intracellular 
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where 0t  is the index of the current data cube, and   is the time within the data cube. 
 0, , ; ,I x y z t  is the intensity of the pixel (x, y) of the holographic reconstructed image at 
time   and at depth z. The coherence-gated depth is fixed for each target through the entire 
experiment. The quantity 0( , , ; , )I x y z t  is the mean intensity of pixel (x, y) along the 
time axis. For each pixel, the  0, , ,MC x y z t  is the NSD value of the pixel as a function of 








pixel is calculated. Figure 5-4 shows the MCI images prior to drug response and after drug 
response. The value of the MCI images scale from 0.4 to 1. Blue represents low NSD, 
signifying that the motility is low, and red represents high NSD, signifying motility is high.  
 
Figure 5-4 MCI images of a DLD-1 tumor spheroid. The first row of the three images 
shows the MCI images of the baseline with growth medium in the well. The next two rows 
of six images are the MCI images from the response to FCCP under 10 M . In the healthy 
condition, the MCI shows fairly strong activity. After the drug dose, the MCI image shifts 
to yellow and then blue, signifying that the activity is inhibited and the motion slows or 
stops.  
 
An overall NSD value is calculated by averaging all the effective pixels in the motility 








sample during a particular OCI sequence and tracking how that average changes with time. 
Figure 5-5 shows the NSD curve of the DLD-1 tumor sample in a 10 hour experiment. 
 
Figure 5-5 The NSD curve of DLD-1 tumor spheroids with growth medium compared with 
FCCP drug (10 M). The FCCP curve shows a strong decrease after the baseline. FCCP is 
a mitochondrial uncoupling drug that disrupts ATP synthesis.  
 
5.5 Fluctuation Spectroscopy 













where ; , ; ,(z x y t)  is the power spectrum of the pixel at position (x, y) as a function of  . 
It gives the Fourier transform of the intensity along the time axis and then multiplies by its 
conjugate. The averaged power spectrum of the sample is the mean power spectrum over 


















For the data cube, the power spectrum frequency is limited by the sampling rate and 
the total images in the data cube. Theoretically, the upper limit of the frequency is limited 
by the exposure time of a frame. The actual high frequency is half of the frame rate, known 
as he Nyquist sampling frequency. The lowest frequency is the frame rate divided by the 
total number of frames, which is the discrete frequency interval after doing a Fast Fourier 
transform.  
In our data acquisition, there are two data cubes for each acquisition time: 50 images 
at 0.5 Hz and 500 images at 25 Hz. The 50 images are captured at a low-frequency rate 
(0.5 Hz) with a total time of 100 seconds. The spectrum frequency for the data cube ranges 
from 0.01 Hz to 0.25 Hz with a frequency step size of 0.01 Hz. The 500 images are captured 
at a high frequency rate (25 Hz) with a total time of 20 seconds. The spectrum frequency 
for the data cube ranges from 0.05 Hz to 12.5 Hz with a frequency step size of 0.05 Hz. 
Therefore, there is an overlap between these two power spectra so that both spectra can be 
stitched together to generate a single full range spectrum from 0.01 Hz to 12.5 Hz. The 
reason to do this is because the data cube needed to generate a full-range spectrum would 
be 2500 images at 25 Hz, which would be difficult for hardware to handle at sufficient 
speed, and memory leakage may happen. Figure 5-6 shows the spectra of an A2780 tumor 
spheroid. The red line is the baseline and the blue is the spectrum from the drug response 








at mid frequency and increased at low frequency, which corresponds to the slowing of the 
intracellular motion.  
 
Figure 5-6 The power spectra of A2780 spheroids at baseline and after drug response. The 
blue line is the drug response (Paclitaxel 10 M ). The power spectra is enhanced at low 
frequencies and suppressed at mid frequency. 
 
5.6 Spectrum Stitching and Normalization 
The power spectrum can be derived by Fourier transform of the autocorrelation 
function, which will be described in detail in Chapter 7. The autocorrelation function of 
the backscattered light is assumed to be an exponential function, 









where I  is the mean intensity and 2I  is the mean of intensity square, 0  is relaxation 
time. The power spectral density can be calculated by Fourier transform of the 
autocorrelation function, 











where 2 (0)I   is the zero
th order.  
In an experiment, 50 frames of low frequency (0.5 Hz) followed by 500 frames of high 
frequency (2Hz) are captured by the camera. As described in Section 5.5, the low frequency 
band ranges from 0.01 to 0.25 and the high frequency band ranges from 0.1 to 12.5. There 
is an overlap between the low-frequency band and high-frequency band that allows the two 
sub-spectra to be stitched together into a single spectrum. There are two cases that need to 
be analyzed: 1) Raw power spectrum and 2) Normalized power spectrum. 
 
5.6.1 Stitch on Raw Power Spectrum 
The Raw power spectrum is generated by the Fourier transform of the intensity,  
2
( ) ( )S FT I   (5.6.3) 
The low and high frequency power spectra have different amplitudes due to frames rate 











  (5.6.4) 
where NS and NL are the total frames of high and low frequency frames. 
0f S  and 0f L  are 
the frequency intervals in the low and high-frequency spectra, where 




















 comes from the interval ratio of the two spectra.  
 
5.6.2 Stitch on Normalized Power Spectrum 
In the analysis, the each low and high frequency power spectrum is normalized by the mean 
value of the spectrum. The mean value of the spectrum is calculated by the sum of the 
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 are the means of the squares of the backscattering brightness for 
high frequency frames and low frequency frames and they are approximately equal. 
Therefore, the stitch factor for normalized power spectrum can be obtained by equation 






  (5.6.6) 
Both numerical calculation and experiments are carried out to test the spectra stitch. The 
stitched power spectrum generated by 50/500 frames can also be generated by 2500 frames 
at high frequency of 25 Hz. Figure 5-7 shows the raw and normalized power spectrum 
stitch between low and high-frequency spectra, and Figure 5-8 shows DLD spheroid 
experimental results from 50/500 frames and 2500 frames using normalized power spectra. 










Figure 5-7 numerical calculation for raw power spectrum stitch (left) and normalized 
power spectrum stitch (right). Both stitches match the single power spectrum generated by 
2500 frames.  
 
 
Figure 5-8 DLD spheroid experiments from 50/500 frames and 2500 frames. Spectra 









5.6.3 Power Spectra Normalization 
There are several ways of doing power spectra normalization. 1) It can be normalized by 
the total power spectrum (OneKey.m). 2) It can be normalized by the total power spectrum 
without DC. 3) It can be normalized by DC. Assuming the power spectrum follows a 
Lorentzian function as described in Eq (5.6.2), the normalized power spectrum can be 
derived through: 
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 (5.6.7) 
The normalized power spectrum is a function of frequency and NSD. This method is used 
in the OneKey.m Matlab program.  
2. Normalized by total power spectrum without DC 
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The normalized power spectrum in this case is a pure function of frequency. The NSD 
information is removed from the spectrum. However, this method can-not be used in 
standard 50/500 frames protocol because the stitch factor is lost.  
3. Normalized by DC 
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The normalized power spectrum is a joint function of NSD squared times a Lorentzian 
function. From a practical point of view, this may be the best normalization method, but in 








power from frequencies higher than detection bandwidth. There will be a gap between the 
Nyquist floor of 50 frames spectrum and low frequency band of 500 frames spectrum, 
making it difficult to get a good stitch.  
The OneKey.m program calculates the spectrum normalized by the total power. It is 
important to know that this normalization is very sensitive to the backscattering brightness 
change. Figure 5-9 shows the raw power spectra as well as OneKey-generated power 
spectra. There are two components in these Monte Carlo simulations: fast particles with 
velocity of 1 m/s and slow particles with velocity 0.01m/s, as well as two systems: 
50:50 fast/slow particles and 50:150 fast/slow particles. In the raw power spectra, both 
spectra have the same Nyquist floor and the 200-particle system has higher low frequency 
power density. However, in OneKey-generated power spectra, the 100-particle system has 
higher power density in the entire frequency band. The difference is caused by different 
backscattering brightness from the two systems. The OneKey program normalizes the 
power spectrum by the mean square of the backscattering brightness.  
 
Figure 5-9 Raw power spectra (left) and OneKey-generated power spectra (right) from 








m/s. Two systems contain 50:50 fast/slow particles (red) and 50:150 fast/slow particles 
(blue). In the raw spectra, both have the same Nyquist floor and the Blue curve has higher 
power density at low frequency. However, the red curve has higher power density in the 
entire range in the OneKey-generated spectra. This is caused by different backscattering 
brightness that is proportional to the mean of the total power spectrum. 
 
5.7 Tissue Dynamics Spectroscopy (TDS) 
To generate a response from the perturbation, Tissue Dynamics Spectroscopy (TDS) 
generates tissue-response spectrograms that track time-resolved changes in intracellular 
motility in response to environmental or xenobiotic perturbations. In this way, the relative 
changes of the spectral weight can be identified and the spectral fingerprints are displayed. 
The relative differential change in the power density is 
0 0
0 0
( , ) ( , )
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   (5.7.1) 
or  
0 0( , ) log ( , ) log ( , )D t S t S t      (5.7.2) 
where ( , )D t  is the relative changes in the power spectrum, and ( , )S t  is the power 
spectrum at time t, and 0 0( , )S t  is the averaged power spectrum of the baseline. 
Combining a series of ( , )D t  from all the data cubes, the spectrogram is generated. Fig. 








applied drugs. DMSO is the negative control spectrogram showing green (zero) across the 
whole spectrogram that is fairly stable in the 10 hour experiment.  
 
Figure 5-10 Spectrograms of DLD-1 colon cancer spheroids showing various drug 
responses for colchicine (10 M), cytochalasin D (10 M), paclitaxel (10 M) and FCCP 
(10 M). DMSO is the control medium that shows nearly zero variation across the whole 
spectrogram. Different drugs have different spectrogram signatures that relate to how they 
affect the intra-cellular motion.   
 
The horizontal axis is frequency in log scale range from 0.01 Hz to 12.5 Hz that spans over 
3 orders of magnitude. The vertical axis is time that covers 4 hours of baseline and 12 hours 
of response. The color scale ranges from deep blue (-0.6) to red (0.6). Green is zero. The 
red color means enhancement of the spectral weight compared to the baseline, and blue 
color represents the suppression of the spectral weight. 
 
5.8 Tissue Dynamics Spectroscopic Imaging (TDSI) 
In tissue dynamics spectroscopy, the spectrogram is averaged across the entire tissue to 
provide tissue-response spectrograms that track time-resolved changes in intracellular 
motility in response to the environment perturbations. The macro-spectrograms show the 








may have different responses to the perturbations due to different properties, such as 
heterogeneity.  The localized motions are usually averaged out during the calculation of 
the macro-spectrogram, and features will be missed. In order to capture this information 
and obtain the response from local regions, Tissue Dynamics Spectroscopic Imaging (TSDI) 
is introduced that generates micro-spectrograms from the localized groups of voxels.  
 
5.8.1 Voxel Size 
Since TDSI is used to present the local micro-spectrograms, the size of the localized voxels 
is important. For instance, to capture a single cell mitotic event, the voxel size is best to be 
the size of a single cell. However, the resolution of the BDI system is not sufficiently high 
because it is a telescope rather than a microscope. Nonetheless, the voxel size can be 
estimated from the experimental setup and from the actual tumor size. In the reconstructed 
OCI image, the size of each pixel is 13 m, and the coherence length of the SLD is about 
20 m. The diameter of an ordinary cell in tissue is about 10 m, therefore, there are about 
4 cells per pixel. The spectrum for a single pixel is noisy, and in order to reduce the noise, 
2 by 2 pixels are used to generate micro-spectrograms as a voxel containing about 16 cells. 
Figure 5-11 shows the MCI images of the same spheroids: a) the raw MCI image of A2780 










Figure 5-11 a) MCI image of A2780 tumor spheroid. b) 2x2 pixels averaged MCI image 
of the same spheroid. 
 
5.8.2 Micro-spectrogram 
Micro-spectrograms are calculated the same way as macro-spectrograms described in 
5.7. The frequency band is from 0.01 Hz to 12.5 Hz. The vertical axis (time axis) is about 
a 4-hours baseline and a 9-hour drug response. The micro-spectrogram is used to look at 
the local power spectral density change, instead of using the entire averaged macro-
spectrogram. The relative differential change in the power density in local area is defined 
_ 0( , ) log ( , ) log ( , )micro macro baseD t S t S t     (5.8.1) 
where ( , )microS t  is the micro-spectrum after applying the drug, and _ 0( , )macro baseS t  is the 
averaged macro-spectrum of the baseline. 
The micro-spectrograms for the shell and the core are notably different. In the shell area, 
the high frequency band is very active because of its high proliferation and motility. On 








the high frequencies. However, it is more active in the low frequency band, indicating that 
there are slow motions such as membrane undulation and shape changes in the core areas.  
 
Figure 5-12 a) Micro-spectrogram of an A2780 tumor spheroid from the core area shows 
hypoxic/necrotic core. b) Micro-spectrogram of the same tumor spheroid in the shell area. 
The core and shell behaves very differently. The shell shows strong red in high frequency 
and deep blue in low frequency band indicating a strong knee frequency blue shift. The 
core shows strong red in low frequency indicating a strong red shift.  
 
 
5.9 Biomarker and Feature Vectors 
Spectrograms are complicated, and biomarkers are created to select interesting motions. 
There are 63 linear biomarkers shown in Fig 5-13. They include ALLF, TANH, QDIP, 
SDIP, LOWF, MD, HF and their time signatures. There are also 18 nonlinear biomarkers 
such as NSD, backscattering brightness, Nyquist floor and so on. These biomarkers are 
used to generate the feature vectors of a single experiment that are used as drug response 










Figure 5-13 63 linear biomarkers are shown in this graph. They are ALLF, TANH, QDIP, 
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CHAPTER 6. BIODYNAMIC IMAGING STUDIES OF THREE-DIMENSIONAL 
TISSUE CULTURE 
6.1 Introduction to Biodynamic Imaging 
Drug screening for pharmaceutical development has relied on two-dimensional cell 
culture because of the ease of imaging thin layers of cells using conventional as well as 
advanced forms of microscopy.  However, the two-dimensional environment is not 
representative of biological tissue in which cells live in a three-dimensional 
microenvironment with physical as well as chemical contacts to their local environment.  
3D cell culture systems overcome many of the limitations of traditional two-dimensional 
(2D) monolayer cell culture systems by mimicking more closely the complex cellular 
heterogeneity and tumor micro-environmental conditions [1]. In addition, cellular 
dimensionality may affect cancer drug sensitivity or resistance of 3D cultures relative to 
2D monolayers [2]. Consequently, there is a growing trend towards three-dimensional 
culture to capture more biologically-relevant tissue response to applied compounds [3-9].  
However, there is a general lack of deep-tissue optical imaging techniques that can probe 
inside living tissue.  Candidate imaging approaches include confocal and nonlinear 
microscopy [10], light-sheet microscopy [11] and optical coherence tomography (OCT) 
[12, 13].  Of these, only optical coherence tomography has significant depth penetration 
(millimeters) to move deeper than surface layers of cells.  Optical coherence tomography 








it lacks high-content screening capabilities that are essential to characterize complex 
pharmaceutical response of tissue.  
Biodynamic imaging [18-20] is an optical imaging technology related to en face 
OCT [21], but with enhanced partially-coherent speckle generated by broad-area 
illumination with coherence detection through digital holography [22-24].  Biodynamic 
imaging penetrates up to 1 mm into living tissue and returns high-content information in 
the form of dynamic light scattering across a broad spectral range [25, 26].  The fluctuation 
frequencies relate to Doppler frequency shifts caused by light scattering from the 
subcellular constituents that are in motion. The speeds of intracellular dynamics ranges 
across four orders of magnitude from tens of nanometers per second (cell membrane) [31-
34] to tens of microns per second (organelles, vesicles) [27-30].  In the near-infrared in a 
backscattering geometry these speeds correspond to Doppler frequencies from 0.005 Hz to 
50 Hz. 
Frequency-domain decomposition of the light fluctuations using tissue dynamics 
spectroscopy (TDS) [19] produces broad-band fluctuation spectra that encode the wide 
range of subcellular motions.  When pharmaceutical compounds are applied to the tissue, 
dynamic cellular processes are modified, and these modifications appear as changes in the 
fluctuation spectra.  By applying reference compounds with known mechanisms of action, 
a library of drug-response spectrograms can be generated against which drug screens may 
be compared, gaining information about the effect of the compound on cellular processes 
such as necrosis and apoptosis [35,57].  This type of phenomenological assay is known as 
a phenotypic profile.  Phenotypic profiling has seen a resurgence in recent years as a more 








interplay of cellular processes affected by the drug candidate.  Phenotypic profiling 
becomes high content when the amount of information obtained either enables the drug 
mechanism of action to be determined (from a physiological perspective), or else enables 
off-target effects or side-effects to be identified and quantified.  Because biodynamic 
imaging with tissue dynamics spectroscopy extracts a broad range of changes in 
intracellular processes, it is a promising candidate for a deep-tissue high-content imaging 
approach for 3D tissue assessment. 
 
6.2 Materials and Methods 
There are numerous methods to grow 3D multicellular tumor spheroids having 
different properties. However, there are few guidelines how best to grow cells in mono- or 
co-cultures in 3D to mimic specific aspects of in vivo behavior. Approaches for 3D tissue 
growth include: i) bioreactors in which cells or spheroids aggregate in the chamber [37-
39]; ii) non-adherent plates that prevent attachment [40, 41]; iii) hanging drop plates where 
cells are grown in a suspended droplet to form one single spheroid [42-45]; iv) multicellular 
layers [46-48]; and v) organoid culture [49, 50] among others.  In this paper, biodynamic 
imaging is used to assess the different pharmacological effects of the three most common 
approaches in 3D cell culture growth: bioreactor, hanging drop and nonadherent plate 
growth. Within these growth approaches, there are important differences that relate to the 











6.2.1 Three Dimensional Tissue Culture 
Three different multicellular spheroid tissue growth methods were used for 3D 
tissue culture: 1) a Synthecon (Houston, TX) rotating bioreactor, 2) Corning U-bottom 
spheroid plates and 3) 3D Biomatrix hanging drop plates. Two cell lines A2780 (human 
ovarian cancer) and DLD-1 (human colon adenocarcinoma) were obtained from the 
American Type Culture Collection (Manassas, VA) and grow at 37C in a humidified 5% 
CO2 incubator in RPMI-1640 medium  supplemented with 10% fetal bovine serum 
(Atlanta Biologicals, Lawrenceville, GA),  100 U/mL of penicillin and 100 µg/mL of 
streptomycin (Sigma).  To grow spheroids in the bioreactor, the cells from a 25 cm2 flask 
(approximately 2 x 106 cells) were placed in a 50mL capacity rotating drum bioreactor in 
complete growth medium. The medium was refreshed (30%) every other day until the cells 
form spheroids of optimal experimental size (300~800 µm in diameter).  Cells were seeded 
at a concentration of 5000/well in Corning spheroid plates and 5000/drop in the 3D 
Biomatrix hanging drop plate.  Spheroids formed within 24-48 hours. 
 
6.2.2 Ex Vivo Biopsies 
Tumor xenografts in nude mice were created using human ovarian carcinoma cell 
lines (A2780, SKOV-3). Animal procedures were approved by the Indiana University 
School of Medicine Animal Care and Use Committee and were in accordance with federal 
regulations. Female nude mice (nu/nu BALB/c) 7–8 weeks old (Harlan, Indianapolis, IN) 
were subcutaneously injected in the right flank with 2 × 106cells or orthotopically injected 
in one of the ovaries.  The mice were euthanized 2–4 weeks after the injection and the 








immobilized in 96-well cell culture plates in a thin layer of 1% low gel-temperature agarose 
made up in Hepes buffered RPMI 1640 medium (ATCC, Manassas VA). 
 
6.2.3 Biodynamic Imaging 
Biodynamic imaging was performed with an optical instrument that captures 
backscattered light from biological samples and records digital holograms on a CCD 
Fourier-plane chip. The light source is a continuous-wave low-coherence light source 
(Superlum, Cork, Ireland) with a 20 mW output intensity at a wavelength of 840 nm and a 










. The optical 
section thickness is significantly broadened by multiple scattering to approximately 15 
microns with increasing broadening with increasing gated depth. The biodynamic imaging 
system is a Mach-Zehnder interferometer shown in Fig. 6-1. The light path is divided into 
a signal and reference arm by a polarizing beam splitter with a variable polarizer to adjust 
the relative intensities in the signal and reference arms.  Dynamic light scattering is 
performed in a back-scatter geometry because the sensitivity to Doppler frequency shifts 
depends on the momentum transfer vector that selects longitudinal motion along the 
backscatter direction. The maximum backscattering momentum transfer is given by 
4 /q n  , where n is the refractive index of the tissue and  is the free-space wavelength.  
The reduced wavelength inside the medium is given by / 4red free n   .  Assuming a 
refractive index 1.4n   and a free-space wavelength of 840 nm, the reduced wavelength 
is equal to 50 nm.  The light scattered by the living biological sample is collected by a long 








The reference wave is incident on the CCD array at a small angle of 3 degrees relative to 
the signal axis, creating an off-axis digital hologram with a fringe spacing of 25 microns 
on the camera chip. A digital hologram is acquired on the Fourier plane of the optical 
imaging system, and this Fourier-domain hologram is transformed using an FFT algorithm 
into the image domain. The transformation performs two functions: 1) demodulating the 
spatial carrier frequency represented by the holographic interference fringes, and 2) 
coherence-gating the low coherence light to a specified depth inside the tissue sample.  
 
Figure 6-1 Fourier domain low-coherence digital holography system that captures 
holographic intensity patterns when the low coherence light get to a specified depth inside 
the target. The low coherent optical beam is divided into signal and reference arms. The 
object light that was scattered by the target is collected and projected on the Fourier plane 
at the CCD by lenses L1, L2 and L3 with a 3x demagnification. Holographic fringes are 









The coherence-gating role of digital holography creates a full-frame optical 
coherence tomography (OCT) section of the tumor spheroid at a fixed depth. The 
reconstructed section is highly speckled, which normally is considered to be an undesirable 
side effect in OCT, but dynamic speckle for our application provides the basis for 
biodynamic imaging. Biodynamic imaging captures successive frames at a fixed coherence 
gate at a frame rate of 25 Hz. In dynamic light scattering there are two limits related to the 
characteristic fluctuation frequency depending on the mean speeds of intracellular motions.  
The Doppler limit corresponds to mean free flight distances longer than the reduced 
wavelength, for 1qv , where v is the intracellular speed and  is the persistence time 
for the transport.  The opposite limit is the diffusion limit when 1qv .  In this limit the 
diffusion is still dominated by random flights rather than thermally-driven Brownian 
motion, but the transport is a random walk, driven by active transport such as molecular 
motors or cytoskeletal restructuring.  The diffusion coefficient in this limit is given by 
2D v   (6.2.1) 












Living tissue is highly complex, with a wide range of speeds and persistence times.  The 






















which is equal to 
Dop  for 1qv  and is equal to Diff  for short 1qv .  The knee 
frequency is plotted in Fig. 6-2 for several persistence times and also for the case where 
persistence time and speed are strongly correlated with an inverse dependency such that 
1 v m  . The experimentally measured knee frequencies for 3D tissue growth as well as 
for ex vivo biopsies are in the range from 0.01 Hz to 0.1 Hz corresponding to intracellular 
speeds from 3 nm/sec to 200 nm/sec.  Speeds on the order of 3 nm/sec are associated with 
cell shape changes as cells respond to their force environment.  Speeds on the order of 30 
nm/sec are associated with nuclear motions and membrane dynamics.  Speeds on the order 















Figure 6-2 Measured knee frequency versus the mean intracellular speed for different 
persistence times ranging from 100 seconds to 0.1 seconds.  The dashed line is the result 
for correlated speeds and persistence times for which the mean flight distance is one micron.  
The knee frequencies for 3D growth samples and living ex vivo tissue biopsies range from 
0.01 Hz to 0.1 Hz, corresponding to speeds from 3 nm/second (cellular shape changes) to 
300 nm/sec (nuclear and membrane motions). 
 
6.3 Experimental Results 
6.3.1 Biodynamic Growth Characterization 
The time traces of the fluctuating intensities are transformed into the frequency 








function of the frame rate of the acquisition and by the exposure time of the shutter.  In 
particular, the Nyquist theorem states that the highest frequency that can be resolved is fmax 
= fps/2, where fps stands for frames per second. In addition, during the data acquisition, 
the detection bandwidth is set by the exposure time as fBW = 1/(2πtexp), where texp is the 
exposure time that “freeze-frames” motion, like a strobe, between the Nyquist frequency 
and the detection bandwidth. The integral of the spectral power between the Nyquist 
frequency and the detection bandwidth appears as a baseline at the Nyquist frequency. This 
is called the Nyquist floor and is not, in general, a noise floor but contains information 
about motions such as fast mitochondrial motions with frequencies up to fBW. The spectrum 
also has a noise floor that can contribute to the integral, but this contribution is usually 
small relative to the Nyquist floor in active tissues.   
In addition to power spectra, a common metric that characterizes the tissue health 
is the normalized standard deviation (NSD), also known as temporal speckle contrast per 
pixel at fixed depth, calculated from the standard deviation of the intensity divided by the 
average intensity. Large fluctuations in the dynamic speckle images result in high NSD 
values (and vice versa), and a 2-D map of NSD values gives a visual measure of motility 
which is called Motility Contrast Imaging (MCI). The MCI maps display the image of the 
NSD from the biological sample as a representation of the activity/health of the sample. A 
high NSD can indicate vitality of the sample, high proliferation, or it may represent a high 
overall metabolic rate.  For example, 3D spheroids of known aggressive cancer cell lines 
with short doubling times and high metabolism typically have a higher NSD values than 









The power spectra behave differently for the different growth methods.  The 
bioreactor-grown spheroids display the least activity among the three growth methods, and 
the knee frequency tends to be smaller than for the other two. In Fig. 6-3(a), the fluctuation 
power spectrum of the bioreactor DLD-1 rolls off at lower frequency.  The hanging-drop 
spheroids usually have the highest knee frequency because they are more active than the 
other two methods.  Living biopsy tissue represents a fourth type of tissue, and one that is 
more biologically relevant. Fig. 6-3(b) shows the spectra of a mouse ovarian xenograft 
biopsy, a human esophageal biopsy compared with tumor spheroids from the bioreactor. 
The NSD of the tumor biopsies have mean NSD values around 0.8, which is similar to 
values for the bioreactor sample, and the power spectra have similar knee frequencies 
around 0.05 Hz. The similarity between the high NSD biopsies and the bioreactor tumor 
spheroids provides support for the conclusion that the bioreactor sample performance is 
closer to the biopsy than the hanging drop and U-bottom methods.  This is because the 
growth cycle of the bioreactor takes much longer, enabling the formation of ECM and 












Figure 6-3 a) The measured spectra of A2780 and DLD-1 spheroids for three growth 
techniques: BR bioreactor (red), UB U-bottom (blue) and HD hanging drop (green). The 
tumors from the bioreactor have lower knee frequencies than tumors from hanging drop. 
b) Mouse (red) and human esophageal biopsies (blue) relative to the spectra of A2780 
(green) and DLD-1 (black) from the bioreactor.  
 
Motility contrast images (MCI) of the A2780 and DLD-1 cell lines under the three 
growth methods are shown in Fig. 6-4(a). The motility contrast increases from the 
bioreactor to U-bottom to hanging drop plates for each cell line. An averaged NSD of 0.79 
for bioreactor DLD and 0.82 for bioreactor A2780, and a higher NSD of 0.9 for the hanging 
drop DLD and A2780 spheroids were measured. The bioreactor usually takes several 
weeks to grow tumor spheroids to the optimal size, which allows it to develop more 
extracellular matrix (ECM) and complex-cell adhesions than the other methods [51].  
Conversely, the U-bottom and hanging drop methods take 1~2 days to accomplish the 








spheroids to have low motility in the core of the spheroid because the cells in the core area 
lack nutrients, which can be seen from the MCI of the bioreactor-grown A2780 spheroid 
in Fig. 6-4(a).  Unlike the bioreactor spheroids, the U-bottom and hanging drop spheroids 
tend to be more uniform because they are cellularly less dense, and nutrients can be 
transported more easily from the outer environment into the spheroids [48, 52-54]. 
 
 
Figure 6-4(a) Motility contrast images of A2780 and DLD-1 spheroids for three different 








range from 0.6 to 1. The number is the average NSD of the samples. The bioreactor 
spheroids have lower motility contrast and tend to have low NSD in core area because the 
bioreactor spheroids are much tighter and denser. U-bottom and hanging drop spheroids 
have higher motility contrast because their growth usually take 1~2 days and have lower 
adhesion density. (b) Bar char of knee frequency and (c) NSD of spheroids and biopsies. 
Higher NSD values correspond to higher knee frequencies and indicate how active the 
spheroids are. Bioreactor spheroids have a large standard error because of the variability. 
Conversely, hanging drop spheroids have more uniform quality.   
 
The averages of the NSD values and knee frequencies are shown in Fig. 6-4(b) and Fig. 
6-4(c). The bioreactor method has the smallest average NSD and knee frequencies, and the 
hanging drop method has the highest average NSD values and knee frequencies.  On the 
other hand, the bioreactor samples have large standard error with a wide variety in spheroid 
quality.  The variation is diverse because of the long duration of the bioreactor growth.  
Therefore, in the same batch some spheroids may be fresh while others may be dying out. 
The hanging drop method produces spheroids with higher NSD and knee frequencies with 
smaller standard error in NSD values and knee frequencies.  Fig. 6-5(a) and Fig. 6-5(b) 
show the relation between NSD versus knee frequency and NSD versus backscattering 
brightness. The hanging drop growth technique produces very homogeneous spheroids that 
the knee frequency and NSD tend to be high and in small local region. U-bottom plate 
growth technique gives a broader area and the NSD and knee frequency in the mid-region. 
Unlike hanging drop and U-bottom, the bioreactor growth technique produces spheroids 








and 0.01 to 0.1 respectively. Similar trend shows up in the backscattering brightness in Fig. 
6-5(b). Spheroids from hanging-drop and U-bottom plates reside in the low backscattering 
brightness region. Bioreactor spheroids have higher backscattering brightness because the 
bioreactor spheroids have slower average speeds and are structurally heterogeneous. 
Therefore, spheroids from hanging drop and U-bottom techniques are more uniform, but 
suffer from low ECM and low adhesion density. Therefore, hanging-drop and U-bottom 
plates are good for high-viability and high-uniformity requirements in drug screening, 
while the bioreactor is more suitable for requirements that need more developed ECM and 
cell-cell signaling.  
 
 
Figure 6-5 a) NSD versus knee frequency for A2780 and DLD-1 spheroids. b). 
NSD versus backscattering brightness for A2780 and DLD-1 spheroids.  The 
bioreactor samples have higher backscattering brightness because they are more 
optically heterogeneous, while U-bottom and hanging drop spheroids are more 









6.3.2 Biodynamic Drug Response 
When a drug is applied to a sample, or the environmental conditions change, the 
relative power density at different frequencies is altered.  This change is captured through 
the differential relative spectral power density defined as 
0( , ) log( ( , )) log( ( , ))D t S t S t     (6.3.1) 
where ( , )S t  is the power spectrum at time t, and 0( , )S t  is the baseline prior to the 
perturbation of the tissue.  Paclitaxel, a cytoskeletal drug, is used as a gold standard 
reference compound to measure the relative spectral power density change because it 
stabilizes the microtubule polymers and stops disassembly [55, 56].  Paclitaxel blocks 
progression of mitosis and prolongs activation of the mitotic checkpoint, triggering 
apoptosis or reversion to the G-phase of the cell cycle without cell division.  Paclitaxel was 
added into the environment at time t0 at a concentration of 10 M.  In Fig. 6-6(a) the 
spectrogram shows the relative spectral density increase/decrease in response to the drug.  
The frequency axis is logarithmic and extends from 0.01 to 12.5 Hz. The time axis extends 
from -4 hours to 12 hours, in which the application of the dose is made at t0 = 0. There are 
4 hours of baseline and 12 hours of dose response.  The A2780 and DLD-1 spheroids have 
similar responses to the paclitaxel, with strong enhancement in the low frequency (<0.1 Hz) 
band and inhibited mid frequency (0.1 Hz~1Hz).   
The drug-response spectrograms exhibit recognizable features that occur in 
characteristic frequency ranges at characteristic times after a dose is applied. There are 
many ways that the time-frequency plane can be divided and quantified into a feature vector. 








QDIP and APOP.  The two features SDIP and QDIP are obtained by multiplying the 
spectrograms by linear masks and represent asymmetric and symmetric frequency patterns, 
respectively.  The feature APOP is a nonlinear mask that measures combined enhanced 
low frequencies and enhanced high frequencies that captures organelle transport and 
blebbing processes during apoptosis [58].  The three biodynamic biomarkers are shown in 
Fig. 6-6(b) for the two cell lines and three growth methods.  The biomarkers are consistent 
between the A2780 and DLD-1 cell lines for the hanging-drop and U-bottom growth.  
However, the SDIP biomarker for the bioreactor-grown samples have different signs 
between the two cell lines.  Here again the HD and UB techniques show better homogeneity 
and similarities between these growth techniques, but the bioreactor samples are less 
consistent.  This is an important conclusion for researchers seeking to perform consistent 









Figure 6-6 a) Paclitaxel dose response spectrograms of A2780 and DLD-1 for three 
growth methods. The 4-hour baseline is under the control medium, and paclitaxel 
was added at t0 = 0 at a concentration of 10  The red and blue corresponds to 
the differential power density increase or decrease, respectively. The response of 
the paclitaxel shows mid-frequency suppression from inhibited mitosis. The right-
most graph is the averaged response from control media. b) Bar chart of three 









Drug sensitivity can depend on adhesion density through slower diffusion of drug 
molecules through tissue, and adhesion density can depend on the growth method.  In 
addition to these 3 biodynamic biomarkers based on the spectrograms, the brightness of 
the samples and the temporal speckle contrast (NSD) are consistent metrics that can be 
tracked in time.  Temporal speckle contrast is a direct measure of overall activity.  
Backscatter brightness increases with increasing optical heterogeneity, which parallels 
cellular structural heterogeneity.  The time-dependence is shown in Fig. 6-7.  The 
application of Taxol decreases the temporal speckle contrast for all cell line and growth 
cases because the drug stabilizes microtubules and prevents mitosis and inhibits cell shape 
changes.  The sample brightness, on the other hand, shows no consistent trend among the 










Figure 6-7 Average time-dependence of the cellular activity and the light scattering 
brightness for the three growth techniques (BR bioreactor, UB U-bottom and HD hanging 
drop) under 10 M Taxol. The cellular activity trends for A2780 and DLD-1 versus time 
are shown in a) and b) respectively. The normalized light scattering is shown in c) and d). 
The cellular activity is inhibited most strongly in the bioreactor (BR) case, although the 
light scattering shows opposite trends for the two cell lines. 
 
To track the temporal dependence of the drug response for a specific frequency, the 








show the response of A2780 and DLD-1 spheroids. For A2780 spheroids, the hanging-drop 
spheroids are more sensitive to the drug and respond more rapidly (τdelay is less than 0.5 hrs) 
and the response time τ is 5 hrs.  The U-bottom and bioreactor spheroids have longer 
response times, τ = 1 hr and τ = 1.7 hr, respectively.  For DLD-1, the response time of the 
hanging drop is about 0.9 hrs, which is the fastest. U-bottom and bioreactor spheroids have 
slower responses of 1.5 hr and 2.5 hr, respectively. The response time of both cell lines 
increase from hanging drop growth to bioreactor growth. Fig 6-8(c) and Fig 6-8 (d) are the 
bar chart of the response rates and response times of each cell line from the different growth 
methods. Both cell lines show significant differences in response time depending on the 
growth, while they have similar response rates. Bioreactor spheroids have much longer 
response time, while hanging-drop spheroids respond much faster because hanging-drop 
and U-bottom spheroids have lower adhesions and faster diffusion.  
Drug transport is a process of diffusion for which the concentration of the compound 
inside the tumor can be calculated via the diffusion equation, with the solution for spherical 
samples
2 2 21 /
0
1
( , ) / 1 2 ( 1) sin ( / )n n Dt aC r t C e c n r a 

    . Assuming the size of the tumor 
spheroids is m, and the diffusion coefficient is 𝐷 = 100 m2/s, the time for the 
compound to penetration into the center of the tumor is calculated to be a couple of minutes.  
Therefore, the delay time of the response is mainly from pharmacodynamics rather than 
pharmacokinetics.  Among the three different growth methods of the A2780 spheroids, the 
response rates are similar and around 0.22/hr. However, DLD-1 shows a fairly high 











Figure 6-8 a). A2780 response to the paclitaxel in mid-frequency along time frames. For 
three way growth methods, they have different response time in which hanging drop 
spheroids are short and bioreactor spheroids are long. The response rate for each growth 
technique are fairly colse for A2780. b). DLD -1 response to the paclitaxel in mid-
frequency along time frames. It has similar response time as A2780. c). The response rate 
of two cell line under different growth methods. A2780 has more homogeneous response 
rate compare to DLD-1 among different growth techniques. d). The delay time to the 
response of the dose application. The bioreactor growth technique performs much longer 








technique responds rapidly which is likely due to lower adhesion density than the other 
methods and the drug penetrates the spheroids in less time. 
 
6.5 Pixel-Based Spectroscopy and Imaging 
Tissue spatial heterogeneity is an important property of any 3D tissue growth and in a 
tumor spheroid it can show distinct phenotypic profiles.  Tissue dynamic spectroscopy 
averages the spectral response over the entire tumor as a global measurement that shows 
the general properties of the tissue sample but loses spatial information. Therefore, an 
imaging modality that analyzes the frequency response on a pixel basis is called tissue 
dynamics spectroscopy.  Tissue dynamic spectroscopic imaging examines a resolution 
voxel size that contains about 25 cells. The fluctuation spectrum is generated and tracked 
as a function of time, generating phenotypic patterns for each pixel.  To display this 
information as TDSI, two biodynamic biomarkers are chosen and calculated.  The strength 
of these two biomarkers are then displayed spatially in a red-green merge format.  Red 
alone, or green alone would signify local pixels with only one or ther other phenotypic 
response.  However, red plus green in a merge is yellow.  The red-green merge therefore 
yiels three colors that can be interpreted as various combinations across the sample. 
 Examples of TDSI for the two cell lines under two growth conditions are shown in 
Fig. 6-9.  The two selected biomarkers are QDIP for red and APOP for green. The data in 
Fig. 6-9 a) show heterogeneity in A2780 spheroids and in b) show tumor heterogeneity in 
DLD-1 spheroids. In the A2780 spheroids, the hanging-drop spheroids have uniform red-
green combination across the entire area. Unlike the hanging-drop spheroids, the bioreactor 








strong apoptosis. DLD spheroids show an opposite phenotype in which hanging-drop 
spheroids have apoptosis in the core while the bioreactor shows a uniform mixture. The 
DLD-1 cells grow more rapidly than the A2780 and are most active from the hanging drop 
method.  The increased metabolic demands of the core cells in the DLD-1 hanging drop 
spheroids may modify the drug response because these cells in the core are under greater 
oxidative stress. 
 
Figure 6-9 Heterogeneity of the A2780 and DLD-1 from spectrogram response to the 
paclitaxel. a) A2780 spheroids from bioreactor and hanging drop plate. Hanging drop 
spheroids have uniform spectrogram of the whole area while the bioreactor have two 
different regions that have behavior respond to the paclitaxel. The hanging drop spheroids 
show necrosis events and the same as the core area of the bioreactor spheroids. Part of the 
shell area of the bioreactor shows apoptosis events since it has high frequency enhancement. 
b) DLD spheroids from bioreactor and hanging drop plate. DLD shows opposite 
phenotypic profile than A2780 that bioreactor spheroids that show uniform necrosis while 








 Mitotic events are detected in the mid-Doppler frequency band that is around 
0.1Hz~1Hz. The local pixel-based spectrogram turns positive when a mitotic event occurs 
within a resolution voxel.  To provide sufficient signal-to-noise to pick up mitotic events, 
four pixels are averaged.  Because mitosis occurs at a rate of approximately once per day, 
and each local 4-pixel volume has about 100 cells, there are approximately 5 mitosis event 
per hour in each local spectrogram. The baseline is set to be zero, and when there is a boost 
or a drop of mitotic events, it appears in the local spectrograms at each time frame. Fig. 6-
10 shows the mitotic events of A2780 tumor spheroid. The white spots in the tumor indicate 
the mitotic events on the spheroids. The baseline shows a lot of mitotic events in most of 
voxels. After applying 10 M Taxol, the mitotic events are shut down and the rate 










Figure 6-10 mitotic events of A2780 tumor spheroid at baseline and after applying 10 M 
Taxol. The baseline shows a lot of mitotic events in each voxel and it has been shut down 
after applying the drug. The mitotic events keep low rate after 6 hours.  
 
Fig. 6-11(a) and Fig. 6-11(b) shows the normalized mitotic index change as paclitaxel was 
applied to two tumor spheroids. Both plots show that there is a rapid drop after paclitaxel 
was applied. Compared to the control sample, the antimitotic drug inhibits the mitosis event 
immediately, and the mitotic index decreases exponentially. For both spheroids, the 
response time is around 2.5 hours for the three growth methods. Interestingly, the mitotic 
index change is almost identical for each cell line and growth condition. The diffusion rate 








molecular weight 853.906 g/mol.  The 2 to 3 hour response captures the gradual arrest of 
cell proliferation as cells move through the cell cycle and are arrested at the mitotic 
checkpoint by the Taxol.  The ability of biodynamic imaging to measure the mitotic index 
in living tissue responding to cytostatic drugs is an important new capability.  Current 
methods to measure mitotic index in proliferating tissue requires labels and time- and 
effort-costly destructive histology.  Biodynamic imaging is label free and noninvasive and 
can follow the mitotic index longitudinally in time. 
 
 
Figure 6-11 Mitotic index change caused by 10 M Taxol shown as a function of time for 
a) A2780 and b) DLD-1.  The response time for each cell line is almost identical, indicating 
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CHAPTER 7. DYNAMIC LIGHT SCATTERING OF STOCHASTIC TRANSPORT 
MECHANISMS 
7.1 Introduction to Dynamic Light Scattering 
Dynamic light scattering (DLS) is caused by the motion in the scattering target. The 
motion can be directed drift, such as organelle drift [1-3] along the cytoskeletal tracks in 
the cell, or random, such as Brownian motion [4-6] of small particles, or active such as cell 
membrane undulations driven by cytoskeleton. The motions of the particles in the target 
produce time-varying changes in the phase of the scattered partial waves. The phase 
variations of all the partial waves cause time-varying interferences that lead to intensity 
fluctuations. The light scattering from a single moving particle is  
    ~ expj jE t i t  (7.1.1) 
in which ( )E t  is the electric field of light, and ( )t  is the phase of the scattered light as 
the particle moves. The phase shift can be expressed by  
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where ik  and fk  are initial and final wave vectors and ( )r t  is the position of the particle at 
time t. 2 sin
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between two initial and final wave vectors. If the motion is uniform, then the Doppler shift 
is 
 d d q r q v
dt dt
         (7.1.3) 
  
7.1.1 Homodyne: Intensity-based Detection  
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and the intensity is 
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where sI  is assumed to be the same for all scatterers. 
The intensity correlation is constructed from the product, neglecting the random phase 
in the large N number limit, to be 
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The autocorrelation function of the intensity consists of two terms. The first term depends 
on 
2N . The second term is the Fourier transform of the distribution of the displacement, 
r , which can be a diffusion process with mean-squared displacement (MSD) proportional 
to 2RD t  , where R  is the dimensionality, or directed flight for which the MSD is v t .  
 
7.1.2 Heterodyne: Field-based Detection 
For field-based detection, there is a reference field 0E  mixed with the scattered field 
and produce the total electrical field, 
0
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   (7.1.7) 
The autocorrelation function provides a direct way to characterize the properties of 
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where the rest of the cross terms are averaged to zero in the limit of large N random phases 
since the particles are randomly positioned. The same reason holds for the second term that 
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The field autocorrelation function is obtained by taking an ensemble average of this 
quantity, or by integrating over time. The stochastic sum is evaluated using the probability 
distribution as  
* *(0) ( ) ( ( )) (0) ( )iE E t P r t E E t   (7.1.10) 











E E t E NI P r t iq r t
I NI FT P r

    
  
  (7.1.11) 




A Wiener process [7-8] is a continuous-time stochastic process. It is characterized by 
the following properties: 
1. 0 0;W    
2. The function ( )W t  is continuous in t; 
3. The process  ( )W t   has stationary, independent increments; 
4.  ( )W t  follows Gaussian increments, t s tW W   has the Normal(0,1) 
distribution; 
A Wiener process is one limit of a directed drift process, in which the persistence time of 








The other limit for flights is a ballistic process, in which the persistence time goes 
infinity, and the direction and velocity do not change along the travel. General flights are 
considered to be directed drift at finite persistence time  . The velocity and persistence 
time follow probability distributions and have finite mean velocity and finite mean 
persistence time. Displacement depends linearly on velocity instead of on the diffusion 
coefficient, and the process can be considered to be made of multiple linear segments.  
 
7.3 Types of Models of Organelle Transport 
7.3.1 One-Dimensional Isotropic Diffusive Transport 
One-dimensional isotropic transport is a model for which particles are confined in one 
dimension (either positive or negative) while the direction is isotropic in 3D. The 
distribution function for one-dimensional isotropic motion is  
21( ) exp( / 4 )
4
P x x Dt
Dt
    (7.3.1) 
The autocorrelation function then can be written, 
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The autocorrelation function behaves as the error function, and the characteristic time is 








7.3.2 Three-Dimensional Isotropic Diffusive Transport 
Three-dimensional isotropic transport is a model for which particles are free in 3 
dimensions. The distribution function of the three-dimensional isotropic displacement is 
3
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 (7.3.3) 
The autocorrelation function is 
   
2
* 2 2 2 2
2
2 2 2 2
2 2 2 2 2
(0) ( ) ( )exp( )






A t I I t N I N I P r iq z d r
N I N I P x d xP y d yP z iq z d z
N I N I q Dt

      
 






The autocorrelation function is an exponential function and the characteristic time is 
21/ q D , which is the same as for the one-dimensional isotropic model. 
 
7.3.3 Three-Dimensional Ballistic Transport 
The three dimensional ballistic transport model allows isotropic ballistic process as 
in three-dimensions. The displacement is r vt   , and the autocorrelation function is 
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The three dimensional ballistic transport is a sinc function and the characteristic time is 








Figure 7-1 shows the autocorrelation function of three different models. 
 
Figure 7-1 Numerical calculation of autocorrelation function of three different models: 1D 
isotropic diffusive transport, 3D isotropic diffusive transport and 3D ballistic transport. 
 
7.3.4 Monte Carlo Simulation of Transport 
Numerical calculations and Monte Carlo simulations of the three-dimensional isotropic 
and one-dimensional isotropic transport processes were performed. Figure 7-2 shows the 
numerical calculation and a simulation of Wiener process in one-dimensional isotropic and 
three-dimensional isotropic transport. Numerical calculations are derived from the 








from equation 7.3.2 and equation 7.3.4. The numerical calculation and simulation agree 
with each other. The assumed diffusion coefficient is 0.002 m2/s, the wavelength is 0.87 
m, and the frame rate is 25 frames/s. The capture is instantaneous with no exposure time 
in the simulation. The number of total power spectra averaged is 50 and each iteration 
contains 1000 scatters. Figure 7-3 shows a Monte Carlo simulation of a Wiener process, 
flights and ballistic transport in the one-dimensional isotropic model. The parameters are 
the same, but the velocity of the flight is 0.045 m/s. The graph shows the flight with two 
limits: persistence times 0  , INF  , and for a moderate persistence time 0.5sec  . 
The other two curves (blue and pink) are the Wiener process and ballistic process, they are 
identical to the flights in the two limits. Because the autocorrelation function of the ballistic 
process is a sinc function, it has a steep cut-off frequency after the Fourier transform. 
Figure. 7-4 shows the Monte Carlo simulation of the power spectra from one-dimensional 
isotropic and three-dimensional isotropic transport with different diffusion coefficients in 
the Wiener process. The knee frequency increases as the diffusion coefficient increases, 
because the characteristic time is the inverse of  qv  or 
2q D , and the knee frequency is 
proportional to qv  and 
2q D . Also the NSD follows the same trend as the knee frequency, 
and NSD increases as the diffusion coefficient increases. With the same diffusion 
coefficient, three-dimensional isotropic transport has higher NSD than one-dimensional 









Figure 7-2 Numerical calculations and Monte Carlo simulations of three-dimensional 
isotropic transport versus one-dimensional isotropic transport. The numerical calculation 










Figure 7-3 Monte Carlo simulation of three transport models: Wiener process, flights and 
ballistic process. In the flights, there are two limits as the persistence time goes to zero and 











Figure 7-4 Monte Carlo simulation of the power spectra from one dimensional isotropic 
transport (left) and three dimensional isotropic transport (right). Both models are in Wiener 
limit. The knee frequency, NSD and power density goes up as the diffusion coefficient 
increase.  
 
7.4 Anomalous Diffusion  
7.4.1 Continuous Time Random Walk (CTRW) 
The Continuous Time Random Walk (CTRW) [9-12] model is a stochastic model for 
the movements of particles. It is used to characterize anomalous diffusion phenomena that 
displays a nonlinear time dependence of mean displacement. The particles following the 
CTRW model either jump instantaneously from one position to the another position or wait 
at the same position for a certain amount of time. The waiting times between successive 
jumps are independent. Both jump distance and waiting time follow probability density 









The probability density function of a particle which follows CTRW at position x at 
time t is defined as 
1( , ) ( , ) ( )n
n
f x t f x n h t  (7.4.1) 
where 1( , )f x n  is the PDF of a particle at position x, and ( )nh t  is the probability to have 
n steps at time t. The function ( )nh t  can be calculated by the waiting time PDF ( )t   via a 
Laplace transform ( ) (1 ( )) ( ) /nnh u u u u   .  
In the CTRW model, the displacement x  and wating time t  are randomly chosen 
from the their corresponding PDF and are independent. After n steps, the corresponding 
position of a particle is given by the sum of the previous displacements. Therefore, the 












  (7.4.3) 
Here the random walk ( )x t  is parametrized in terms of a continuous variable s, which has 
the meaning of operational time: the process ( )s t  is a continuum analogue of the number 
of steps ( )n t .  
Considering the stationary random process ( )s  as a white Gaussian noise, 
( ) 0s  , ( ) ( ') 2 ( ')s s s s    , the process 
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The PDF ( , )f x t  of the process ( )x t  is given by  
1( , ) ( , ) ( , )f x t dsf x s h s t   (7.4.5) 
 
being the continuous analogue of equation 7.4.1. Here ( , )h s t  is the PDF of random 
variable s at time t. The random function ( )s t  is inverse to ( )t s  defined by  
' '
0
( ) ( )
s
t s ds s   (7.4.6) 
The random function ( )t s  is monotonic, so that  
( ( )) 1 ( ( ))s s t t t s      (7.4.7) 
where ( )x  is the Heaviside step function, ( ) 1x   for x>0, ( ) 0x   for x<0, 
( 0) 1/ 2x   . Statistical averaging of equation 7.4.7 gives 
( ( )) 1 ( ( ))s s t t t s       (7.4.8) 
The PDF ( , )h s t  is therefore written as 




        
 
 (7.4.9) 


















































where L  is a one sided Levy stable PDF whose Laplace transform is ( ) exp( )L u u   . 
Equation 7.4.11 together with equation 7.4.4. enable a calculation of ( , )f x t . 
The MSD can be calculated as 
2 2
0
( ) ( , ) 2 ( , )x t dxx f x t dssh s t
 

    (7.4.12) 
Changing the variable of integration, 




( ) 2 ( )
(1 )






Conceptually, in subdiffusion, the media is inhomogeneous and the particle is trapped in a 
box, and the particle’s mean free path is comparable to the size of the inhomogeneity of 
the media.  
In the numerical simulation of CTRW, we selected all the step sizes to be the same, so 
the randomness in the process is due solely to the randomness in the waiting time between 

















Figure 7-5(a) Mean-squared displacement vs. time for both subdiffusion and normal 
diffusion. Subdiffusion has 0.5   and MSD follows a power law. (b) Autocorrelation 
function of the optical intensity as a function of time. Subdiffusion has much longer 
characteristic time. (c) Power spectra of subdiffusion and normal diffusion.  
 
7.4.2 Telegraph Model 
The decay of velocity correlations is one key issue raised by anomalous diffusion. The 
telegraph model [13-17] is the simplest example of a continuous-time correlated random 









7.4.2.1 The Lagrangian Formulation of the Telegraph Model 
In the telegraph process, the velocity of a particle denoted by ( )nu t  can have only one of 
two possible values, +U and –U. The velocity of the particles flips randomly back and forth 
between ±U with a transition probability   per time. If   is constant, a particle has no 
“memory” of when it first arrived in its present state. Thus this telegraph model is a 
Markovian process. The autocorrelation function of the velocity is 
1
1




corr t u u t
N 
   (7.4.15) 
where N is the total number of particles in the ensemble. Suppose that at the time t, the 
sum on the right hand side has ( )P t  positive terms, and ( )N P t  negative terms, thus 
 
2
( ) 2 ( )
U
corr t P t N
N
   (7.4.16) 
Within a time dt, P dt  of the positive terms become negative and ( )N P dt  of the 
negative terms become positive. Therefore, at t+dt 
( ) ( )(1 2 )P t dt p t dt N dt      (7.4.17) 
 
2
( ) 2 ( )(1 2 ) 2
U
corr t dt P t dt N dt N
N
       (7.4.18) 
Taking the limit dt ~ 0, gives 2tcorr corr  , and the solution to this differential 
equation is 
2 2( ) tcorr t U e   (7.4.19) 















   (7.4.20) 
Let ( , )R x t  denote the density of particles moving to the right with velocity +U and 
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If we eliminate F from the above equation, we obtain 
22 0tt t xxC C U C    (7.4.23) 
This is the telegraph equation: the diffusion equation obtained only as an approximation 
which applies to the low frequency and low wavenumber components of ( , )C x t . 




















7.4.2.2 Age-stratified Populations 
The telegraph model from the previous section is Markovian, meaning that each 
particle has a constant probability per unit time,  , of switching the direction. Thus, no 
matter how long a particle has been moving in one direction, the probability of switching 
direction in the next dt time is always dt . Consequently, an exponentially decreasing 
number of particles move coherently for long intervals and the telegraph model in the 
previous section does not show anomalous diffusion.  
Anomalous diffusion demands a non-Markovian model in which particles have 
some memory of their past motion. For example, to obtain subdiffusion, it is necessary that 
particles are progressively likely to change direction as they spend more and more time 
moving in one direction. Consider a population of items with finite lifetimes and a death 
rate which depends on age a . At time t the age structure of the population is characterized 
by a density function, where ( , )f a t da  is the number of particles whose age is between a  
and a da . The total number of particles is ( )N t and the average age ( )a t  are given by 
0
( ) ( , )N t f a t da

   (7.4.26) 
1
0
( ) ( , )a t N af a t da

   (7.4.27) 
 
The density function evolves as 
0t af f f    (7.4.28) 








1( ) ( )f a N a    (7.4.29) 
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where   is the average lifetime of the particle. The surviving fraction is the fraction of 
lifetimes longer than t, and therefore 
( ) ( )
t





where ( ) aP a      is the probability distribution function of lifetime.  
( ) ( )
t
t P a da

   is the ratio of particles whose lifetime is larger than t.  
 
7.4.2.3 The Generalized Telegraph Model 
In the generalized telegraph model, the velocity of particles switch randomly between 
moving with +U, 0 and –U. The transition probabilities between these states are a function 
of the time since the last transition. Each particle has an age, which is the time elapsed 
since the particle transitioned into its present state. The density of right-moving particles 
at time t and position x, with age a  is given by ( , , )R a x t , and similarly for the left moving 
particles as ( , , )L a x t . The stationary particles the density is ( , , )S a x t . 
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In the homogeneous condition ( 0)x   and steady state ( 0)t  , the equilibrium 
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The constant r is the transition rate between the different states, where r is determined by 
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The spatial moments are defined by 






Because of symmetry 
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( , ) 0nS a t   if n is odd (7.4.38) 
The zeroth moment  
0 0 0[ ( , , ), ( , , ), ( , , )] [ ( ),2 ( ), ( )]F S FR a x t S a x t L a x t r a a a     
(7.4.39) 
is the equilibrium solution . The first spatial moment is  
1( , ) 0S a t   
(7.4.40) 
1 1( , ) ( , )L a t R a t   
(7.4.41) 
1 1 1t a F FR R R Ur     (7.4.42) 
1(0, ) 0R t   
(7.4.43) 
1( ,0) 0R a   
(7.4.44) 
and the solution to the above equation is  
1( , ) ( )min( , )FR a t Ur a a t   
(7.4.45) 
The second moment equations are  
2 2( , ) ( , )L a t R a t  
(7.4.46) 
2 2 2 12t a FR R R UR    (7.4.47) 
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If the right hand side of the above equation approaches a constant as t goes to infinity, then 
the variance grows diffusively. Otherwise, there is anomalous diffusion. 
For a normal diffusion process,   is  a constant and we have 
, 01/F S   (7.4.52) 
 ( ) expa a  
 
(7.4.53) 
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Therefore, the mean squared displacement is proportional to t.  
For a superdiffusion process, define 
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where the mean square displacement follows 
3 vt  . 
Figure 7-6 shows Monte Carlo simulations of the mean squared displacement of 











Figure 7-6 Monte Carlo simulations of mean squared displacement (a and b)  and power 
spectra (c and d) of subdiffusion and superdiffusion. The mean squared displacement is 
proportional to t

, 1   for subdiffusion and 1  for superdiffusion. The power spectra 
of subdiffusion has two slopes. The power spectra from superdiffusion are quite similar to 










7.5 Multi-Component Model 
A multi-component model is easy to simulate and understand. It helps to understand 
the difference between different transport models and diffusion processes. However, the 
biodynamic imaging system is a complex system, capturing frequencies from 0.01 to 10 
Hz, corresponding to intracellular motion speeds from 10 /nm s to 10 /m s . This includes 
organelle transport, membrane undulations, mitotic events, Brownian motion and more. 
Therefore, a multi-component model helps illustrate how multi scales of velocity or 
persistence time affect the power spectra and what the power spectra can tell us.  
Assume the system contains various particles with either directed drift or random 
walk. Each follow their own distribution function, velocity or persistence time. In 
homodyne detection, the total field is the sum of the backscattered light from each 
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where FT stands for Fourier transform and ( , )P v t  is the probability distribution function 












7.6 Finite Sampling Effects 
In biodynamic imaging, images are captured at a certain frame rate (500 frames captured 
with speed of 25 frame/s in experiment). The NSD is calculated via the standard deviation 
of the intensity divided by the mean intensity. The NSD is one of the most important 
features to predict the viability of the tissue sample. For an exponential distribution 
function, the standard deviation is equal to the mean, and therefore give NSD = 1, 
corresponding to the background of the MCI images. As seen in Fig. 7-3, the NSD increases 
as the diffusion coefficient increases. NSD is related to the speed of intracellular motions. 
Figure 7-7 shows NSD versus 
2 2q v T  from simulation. The NSD approaches 1 as 
2 2q v T  
>> 1 and NSD start to drop rapidly when 











Figure 7-7 Monte Carlo simulation of flights with 500 frames. The NSD data are 
accumulated from various simulations with different velocities and persistence times. All 










. NSD itself is related to velocity, persistence 
time and total frames captured. Once 
2 2q v T  >> 1, the NSD approaches 1, while as 
2 2q v T  
~ 1, the NSD drops rapidly.  
 
 
Figure 7-8 shows the NSD matrix of two component with equal ratio. The two axes are 








NSD will be higher, above 0.8, if at least one component moves faster than 100 nm/s . The 
NSD drops rapidly if either one of the velocities is below 100 nm/s. 
 
Figure 7-8 NSD matrix of two component with equal ratio. The cut of velocity of this two 
component model is 100 nm/s. Either velocity is faster than 100 nm/s, the NSD is above 
0.8.  
 
Figure 7-9 shows the two-component model with different component ratios. In this two-
component model, both particles have the same persistence time 0.1 sec. Component 1 
keeps the same velocity at 1m/s, and the velocity of component 2 ranges from 
510 10 /m s . The ratio of component 1 ranges from 0 to 1. Figure 7-9(b) is the 3D 
graph with horizontal axes of velocity and component ratio. As the velocity and component 








component 1 ratio with different component 2 velocities. NSD maintains a high value if 
either the velocity or the ratio is high.  
 
Figure 7-9 Two-component model with different component ratios. Both components have 
the same persistence time at 0.1 s. Component 1 keeps the velocity at 1 /m s  and the 
velocity of component 2 ranges from 
510 ~10 /m s . The ratio of component 1 ranges 
from 0 to 1. (a) NSD versus component ratio with different component 2 velocities. (b) 3D 
graph of the NSD versus velocity and component ratio. The NSD remains high as long as 




In this chapter, three types of models of organelle transport: 1D isotropic, 3D isotropic and 
ballistic process, were explored based on the homodyne detection of dynamic light 
scattering. Each of them has a unique autocorrelation function: 1) error function for 1D 








Therefore each of them generates a unique power spectrum. Anomalous diffusion using 
Continuous Time Random Walk and the Telegraph Model were explored and analyzed. 
The Multi-component model and finite sampling effects were discussed to help understand 
the difference between different transport models and diffusion processes. The 
autocorrelation function of the muti-compnent system is the sum squared of the 
autocorrelation function of the individual components. The NSD was obtained as a function 
of 
2 2q v T . Furthermore, qv is a more fundamental parameter to study two diffusion 
limits: Weiner process and ballistic process. As 1qv , it falls in the ballistic regime and 
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