In previous work the author has introduced a lambda calculus SLR with modal and linear types which serves as an extension of Bellantoni-Cook's function algebra BC to higher types. It is a step towards a functional programming language in which all programs run in polynomial time.
Introduction
In 10] and 11] we have introduced a lambda calculus SLR which generalises the Bellantoni-Cook characterisation of PTIME 2] to higher-order functions. The separation between normal and safe variables which is crucial to the Bellantoni-Cook system has been achieved by way of an S 4 -modality on types. So N is the type of normal natural numbers over which primitive recursion is allowed and N is the type of safe natural numbers to which only basic primitive functions may be applied.
While in op. cit. only natural numbers and recursion with rst-order functional result type was allowed, we generalise in this paper to recursion with functional result type of arbitrary order and also consider inductive types such as lists and binary trees.
Let us brie y recall Bellantoni-Cook's system BC. Its purpose is to de ne exactly the PTIMEfunctions on integers using composition and a certain form of primitive recursion. Unlike Cobham's system 5] where every primitive recursive de nition must be annotated with an a priori bound on the growth rate of the function to be de ned, in BC no explicit mention is made of resource bounds. The restriction to PTIME is achieved by separating the variables, i.e. argument positions, into two zones: the normal ones over which primitive recursion is allowed and the safe ones which can only serve as input to basic primitive functions such as case distinction modulo 2. It is customary to note such a function as f(x;ỹ) with the normal variables before the semicolon and the safe variables after the semicolon.
The crucial point which prevents us from reverting to ordinary primitive recursion by using normal variables and ignoring the safe variables is that in a primitive recursion a recursive call to the function being de ned may only be performed via a safe variable. This ensures in particular that one is not allowed to recur over the result yielded by a recursive call.
It is this restriction which ensures that the time complexity of the de nable functions does not explode as is the case with unrestricted primitive recursion. Applying this pattern to the familiar scheme of primitive recursion under which f(x) may be de ned in terms of f(x ? 1) yields the elementary functions. In order to get PTIME one must use the following scheme of recursion on notation which is a slight variant of the original one 1 used by Bellantoni-Cook: From g(x;ỹ) and h(x; x;ỹ; y) de ne f(x; x;ỹ) by f(x; 0;ỹ) = g(x;ỹ) f(x; x;ỹ) = h(x; x;ỹ; f(x; x 2 ;ỹ)), if x > 0 In order that safe and normal variables are kept properly distinct the composition scheme is restricted in such a way that a term may be substituted for a normal variable only if it does not depend on safe variables:
From f(x;ỹ) andũ(z; ) andṽ(z;w) de ne g(z;w) by g(z;w) = f(ũ(z; );ṽ(z;w))
The main result of 2] is that these patterns together with certain simple basic functions, notably constants, the constructors S 0 (; y) = 2y and S 1 (; y) = 2y + 1, and case distinction de ne exactly the class of PTIME functions. Before we continue let us look at a few simple examples. We introduce the notations jxj = dlog 2 (x + 1)e x] = 2 jxj for length of x in binary notation and for the least power of 2 exceeding x.
A function of quadratic growth, namely sq(x; ) = x] 2 is de ned by sq(0; ) = 1 sq(x; ) = S 0 (S 0 (sq( x 2 ; )))
We have sq(x; ) = 4 jxj where jxj = dlog 2 (x+1)e is the length of x in binary notation. If we attempt to iterate sq to form a function of exponential growth rate like exp(0; ) = 1 exp(x; ) = sq(exp( x 2 ; )) then we violate the stipulation that recursive calls must happen via safe argument positions only. So the de nition of exp is ruled out in BC.
In 10] it has been shown that this restricted substitution can be described type-theoretically using a type system derived from intuitionistic S4 modal logic. This type system can then be used to conservatively extend safe recursion with higher-typed functions. The safe recursion operator as well as operators for case distinction can then be given the form of single constants of higher type. Moreover, the presence of higher typed functions facilitates modularization and schematic de nitions.
Somewhat more interesting, however, is the extension obtained by allowing safe recursion to de ne functions with functional result type. If this is done without further restrictions then as emerges from the examples below exponentiation becomes de nable.
It has been argued in 10, 11] and independently in 1] that an appropriate restriction is to require that the step function describing the passage from f( x 2 ) to f(x) must be linear in the sense that the function f( x 2 ) is called at most once in the course of the computation of f(x). If one violates this restriction then exponentially growing functions and hence all elementary time functions become de nable.
exp(0) = y:2y exp(x) = y:exp( x 2 )(exp( x 2 )(y)) Here exp(x; y) = 2 2 jxj y, however, the step function F(u) = x:u(u(x)) is not linear in this case and so the type system will reject this de nition.
A similar phenomenon occurs if we include binary trees as a basic type. Suppose that we have constructors leaf(n) and node(n; l; r) for binary trees labelled with natural numbers. Then the following function constructs a full binary tree of size jxj: f(0) = leaf(0) f(x) = node(0; f( x 2 ); f( x 2 )) Again, our type system rules out this de nition because the step function, here t:node(0; t; t) is not linear.
The above function de nition may be considered harmless, if one decrees that the size of a tree is its depth rather than the number of leaves and nodes it contains. However, the following tree recursion brings us back to exponentially growing functions on the integers: g(leaf(n)) = y:2y g(node(n; l; r)) = y:g(l)(g(r)(y))
One may argue that, again, g is called twice here; however, this happens on di erent parts of the recursive argument and indeed ruling this out would make tree recursion essentially useless. In our view the de nition of f is the culprit because the corresponding step function t:node(0; t; t) doubles a tree. So, in the presence of trees linearity becomes an important restriction already at ground type. 2 This motivates the introduction of a system in which all step functions of recursions are required to be linear. In order to be able to express this formally, we use a typed lambda calculus with two kinds of function spaces: linear function space A(B and modal, nonlinear function space A!B. The precise typing rules associated with modality and linearity are given below; su ce it to say here that the type A!B is \weaker" than A(B; the reason for a function f = x: A:t to be given this weaker type is one of the following: { x occurs twice in t and these occurrences are not within di erent branches of a case distinction, { x is recursed on in t, { x appears as argument to a function of modal, nonlinear type.
We also have a subtyping mechanism which allows us to consider a function of type A(B as a function of type A!B. Later on, we will also consider a nonlinear function space which lies between the linear and the modal ones.
An important concept taken from 1] is that of a safe type. These are those which are allowed as the result type of a safe recursion. Among the safe types are natural numbers, trees, and linear function spaces of safe types. The precise de nition will be given below.
In extension of the type system from 10] we have now type variables ranging over safe types and polymorphic types 8X:A which allow for simpler typing of constants. Furthermore, we include cartesian products and tensor products. The basic types are N (integers), L(A) (lists), and T(A) (trees) where A must be a safe type. We have constructors for integers 0 : N and S 0 ; S 1 : N(N with intended meaning S 0 (x) = 2x; S 1 (x) = 2x+1. We have the usual constructors for lists: nil : 8A:L(A) and cons : 8A:A(L(A)(L(A).
We may write ] for nil A] and a :: l for cons A] a l.
We also have constructors for trees leaf : 8X:X(T(X), node : 8X:X(T(X)(T(X).
The allowed recursion patterns take the form of higher-order constants:
The restriction that the result type of a recursion must be safe is now implicit in the requirement that type variables always range over safe types. The intended meaning of the recursors is as follows: f(x) = rec N (X; h; g; x) means
Finally, f(t) = rec T (A; X; g; h; t) means f(leaf(a)) = g(a) f(node(a; l; r)) = h(a; l; r; f(l); f(r)) In the system with nonlinear. nonmodal function space we can use the following slightly stronger typing for the recursor rec N : This re ects the idea that the step function h is used more than once in rec N (g; h), but that it does not appear as argument to a recursive function.
Cartesian products and case distinction We include a cartesian product type former with the idea that if e 1 : A 1 and e 2 : A 2 then he 1 ; e 2 i : A 1 A 2 . A variable occurs linearly in he 1 ; e 2 i if it occurs linearly in e 1 and e 2 . Elements of cartesian products can be decomposed using projection functions :i : A 1 A 2 (A i .
The cartesian products allow us to treat case distinction as a single polymorphic constant:
The point about the use of the cartesian product is that a variable occurs linearly in case N (X; g; h 0 ; h 1 ) if it occurs linearly in each of g; h 0 ; h 1 . Had we used a typing like case N : 8X:X((N(X)((N(X)(N(X then for a variable to occur linearly in case N (X; g; h 0 ; h 1 ) we would have to insist that it occurs in at most one of g; h 0 ; h 1 .
Similarly, we have a case construct for lists: Duplicable numerals While, as we have seen, functions and trees should in general not be duplicated without recording this in the type numerals can in principle be used more than once. In order to express this fact we can either introduce a constant d : N(N N or|in the system with nonlinear, nonmodal function space|a type equality N!A = N(A.
Examples
After the negative examples from above let us now see what we can do with the given recursion patterns.
Appending two lists. The function append : 8A: L(A)!L(A)(L(A) which appends two lists node A](a; r rev; l rev)) Next, we give a sugared version of the familiar insertion sort algorithm. Suppose that we have a function : A!A(N for some type of entries A which is duplicable in the sense that the diagonal d : A(A A is de nable. This will e.g. be the case for the type of natural numbers.
We de ne an insertion function insert : L(A)! A!L(A)(L(A) such that insert(l; a; l 0 ) inserts a into l 0 in the correct place assuming that l is longer than l 0 and that l 0 is already sorted. The extra parameter l is used to \drive" the recursion enabling us to use l 0 in a linear way:
insert( ]; a; l 0 ) = ] insert(x :: y; a; a 0 :: l 0 ) = ifa a 0 then a :: a 0 :: l else a 0 :: insert(y; a; l 0 ) This de nition can be formalised using the higher-typed recursion operator rec L 
The sorting function of type L(A)!L(A) is then de ned by sort( ]) = ] sort(a :: l) = insert(l; a; sort(l)) Here rec L(A) A] L(A)] has been used.
The correctness of this code hinges on the fact that sort(l) is not longer than l, hence the particular instance of insert behaves correctly.
The usual recursive de nition of insert without extra parameter would yield a function of type L(A)! A!L(A) which cannot be iterated due to its modal type.
This use of extra parameters to drive recursions is intrinsic to the pattern of safe recursion and already appears in Bellantoni-Cook's proof that all polynomial time functions are de nable in their rst-order system. The inconvenience caused by this necessity is somewhat palliated by the presence of higher result types as can be seen from the above de nition of insert which would be di cult to de ne with rec L A] L(A)] alone.
To illustrate the use of tensor products we mention that we can de ne a function split :
which splits a list into two parts the rst one consisting of those entries which pass a test (given as rst argument) and those which don't.
Expressivity
Bellantoni-Cook's original system can be directly translated into the system with duplicable numerals in the sense that whenever f(x;ỹ) is de nable in BC withx normal andỹ safe then f is de nable in SLR with duplicable numerals as a function of type N! : : :! N!N( : : :(N(N with the N arguments corresponding to the normal variables.
The expressivity of the system without duplicable numerals remains unexplored.
Related work
The calculus presented here is closely related to the one developed independently Bellantoni-NigglSchwichtenberg 1]. Their system also uses modal and linear types and boasts safe recursion with higher result type. At present, it is based entirely on integers and the only type formers are the two function spaces. Accordingly, it uses the weaker typing for case distinction which does not take into account the fact that only one of the branches is actually evaluated. The main di erence between the two approaches lies, however, in the soundness proof. Whereas op. cit. is based on a syntactical analysis of a normalisation procedure the present proof is based on an interpretation of the calculus in a semantic model.
Another related system is Girard-Asperti's Light Linear Logic. Like 1] this system is a linearly typed lambda calculus admitting a polynomial time normalisation procedure. Although it can be shown that all polynomial time functions are expressible in LLL, the pragmatic aspects, i.e., expressibility of particular algorithms, is unexplored, and super cial evidence suggests that the system would need to be improved in this direction so as to compete with SLR.
A more detailed comparison between the available programming patterns in either system would be very desirable, but must at present await further research. Some preliminary work together with Radha Jagadeesan has shown that at least Bellantoni-Cook's original system ] admits a compositional translation into LLL.
The systems of tiered recursion studied by Leivant and Marion 15, 16, 17] also use restrictions of primitive recursion in order to achieve complexity e ects. One di erence is that the use of modality is replaced by the use of several copies of the base types (\tiers"). Another di erence is that linearity and the ensuing recursion patterns with higher-result type have not been studied in the context of the Leivant-Marion work.
Finally, we mention Caseiro's systems 3]. She studies rst-order extensions of safe recursion with inductive datatypes and develops criteria which apply to recursion patterns presently not allowed in SLR like the one used in the direct de nition of insertion sort. Unfortunately, these criteria are rather complicated, partly semantical, and do not readily apply to higher-order functions. We hope that by further elaborating the techniques presented in this paper it will be possible to give a type-theoretic account of Caseiro's work which would constitute a further step towards a polynomial time functional programming language. See 12] for a step in this direction.
This article consists of an abridged and slightly revised presentation of the main results of the author's habilitation thesis 13].
Overview
The next section is devoted to a formal presentation of the calculus to be studied. We also de ne a set-theoretic interpretation which pins down the intended meaning of the system. We note that no notion of reduction or other kind of operational semantics will be given.
We also give in 2.3 an alternative syntax in which is a type former in its own right and the modal function space can be de ned from and (.
The rest of the paper is then devoted to showing that the functions of type N!N de nable in the system are polynomial time computable. This is done by de ning an interpretation of the calculus in which denotations are polynomialtime computable by construction. This interpretation is given in several stages. Firstly, in Section 3 we introduce some category-theoretic concepts needed in the sequel. These are mostly non-standard and should thus not be skipped by the expert.
Then, in Section 4 we de ne an interpretation of the safe fragment, i.e., linear functions between safe types. These will be interpreted as untyped algorithms (e.g. Turing machines) with runtime bounded by a polynomial of a degree xed once and for all. In order to interpret recursion later on we must also insist that the size of the result of an application is not larger than the size of the input plus a constant. In order to interpret the linear lambda calculus fragment it then turns out that the size of the result must additionally be traded o against the constant factor of the runtime polynomial.
As an abstract notion of model we use linear combinatory algebra (BCK-algebra) and realisability sets, i.e., we rst show that untyped algorithms can be organised into a BCK- f(p; 0; x) = x f(p; n; x) = h(p; n; f(p; n; x 2 )), otherwise
This uses the fact that whenever e; x 2 H then the length of e x is less than the length of x plus a constant. In Section 7 we embed the semantics constructed so far into a functor category so as to provide meaning for all types and to obtain recursion patterns as higher-typed constants. This embedding also provides meaning for the nonlinear, nonmodal function space.
In Section 7.2 we formally de ne the interpretation of SLR in the complete semantics and deduce the main result that rst order functions are polynomial time computable.
In Section 8, nally, we show how we can model the extension of the calculus in which natural numbers are duplicable, i.e., in which the two function spaces N(A and N!A are identi ed and, accordingly, we have a diagonal function d : N(N N. This is done by exhibiting another slightly more complicated BCK-algebra supporting this feature. The rest of the interpretation was set up su ciently abstractly so that it can be instantiated with this new algebra without further changes.
Syntax
We will embark on a formal de nition of the calculus under consideration. In view of the semantic nature of our proof of soundness, i.e., that all rst-order functions are polynomialtime computable, the precise formulation of the syntax is actually not very important as long as it can be interpreted in the semantic model to be given. Nevertheless, we need to x some syntax which we are going to do now. In the system with two function spaces we only use the aspects (nonmodal; nonlinear) (for the linear function space A(B) and (modal; nonlinear) (for the modal, nonlinear function space A!B). In the system with nonlinear function spaces we also have the aspect (nonlinear; nonmodal). The fourth possible aspect (modal; linear) is not used in this paper.
Types and subtyping. The Here x ranges over a countable set of variables and c ranges over the following set of constants with types as indicated: 
Typing rules
The typing relation ?`e : A between contexts, expressions, and types is de ned inductively by the rules in Figure 1 . We suppose that all contexts, types, and terms occurring in such a rule are well-formed; in particular, if ?; or similar appears as a premise or conclusion of a rule then ? and must be disjoint for the rule to be applicable. The typing rules described here are the a ne ones from 10]. The type-checking algorithm from 10] can now be extended to the present calculus yielding a syntax-directed decision procedure for typing.
Set-theoretic semantics
The calculus SLR has an intended set-theoretic interpretation which in particular associates a function N ?! N to a closed term of type N!N. The main result in this paper is that all these functions are computable in polynomial time.
We write N for the set of natural numbers. If A; B are sets we write A B and A!B for their cartesian product and function space. If A is a set let L(A) stand for the set of nite lists over A constructed by nil and cons. If A is a set let T(A) be the set of binary A-labelled trees over A inductively de ned by leaf(a) 2 T(A) when a 2 A and node(a; l; r) 2 T(A) when a 2 A and l; r 2 T(A). Let U be a set containing N and closed under ; !; T. If is a partial function from type variables to U and A is a type then we de ne a set A] ] by The purpose of this set-theoretic semantics is to specify the meaning of SLR terms. It allows us to do without any notion of term rewriting or evaluation. Of course, by directing the de ning equations of the recursors one obtains a normalising rewrite system which computes the set-theoretic meaning of rst-order functions. However, there is no reason why such rewrite system should terminate in polynomial time. In order to obtain polynomial time algorithms from SLR-terms one must rather study the soundness proof we give and from it extract a compiler which transforms SLR-programs of rst-order type into polynomial time algorithms. That this is possible in principle follows from the fact that our soundness proof is constructive; a practical implementation, however, must await further work.
Alternative syntax with modal types
It is sometimes convenient to have a unary type former (?) and to de ne the modal function space from the linear one as and a few more. So, a exible yet relatively simple type system like the one for SLR does not seem possible for such a system. It could be that a system with \aspect variables" in the style of Hindley-Milner type variables could lead to a viable solution; again details remain to be studied.
If we are more modest and refrain from all inference then we can have a very simple system with modalities and single linear function space. Such system will fail to have the subject reduction property, but since our semantic soundness proof does not need any notion of reduction on terms this need not concern us. The types of this system, to be called ! for the moment are given by the grammar
The terms are those of SLR and in addition we have new term formers referring to the modalities: The constants of this system are the same as the ones for SLR with their types amended according to the above de nition.
The typing rules are as follows. We will show later in Section 7.2 how our semantic soundness proof also covers this system with only super cial amendments. As said before, the disadvantage of this system is that due to the presence of the extra term formers our programs will be more verbose than those in SLR. For example, the squaring function will be de ned as We notice that typing in this system is not closed under well-typed substitution, i.e., an analogue of rule T-Subst is not admissible. The reason is that rule T-Box-I does not obviously commute with substitutions; an explicit counterexample and a detailed discussion can be found in 19].
3 Category-theoretic background We assume known basic de nitions like category, functor, natural transformations, the category of sets and functions, cartesian-closed categories. See 14] or similar for a reference. The subsequent presentation of the more advanced material will be somewhat terse, but should be accessible to the benevolent mathematically-skilled reader.
A ne linear categories
We begin by de ning the appropriate notion of model for typed linear lambda calculus.
De nition 3.1 An a ne linear category (ALC) is given by the following data:
{ a category C , { for any two objects A; B 2 C an object A B, called tensor product, where the rst morphism is A B and the second one is a wiring map. 2
The above discussion of global elements generalises to the following lemma. C preserves all existing cartesian products and function spaces up to canonical isomorphism.
If C already has cartesian products then F)G can alternatively be given by the formula
where G X Y = G X Y . In this case, we also have Y(X))G = G X . A presheaf F 2 b C is extensional if for each object X 2 C and elements u; v 2 F X it is the case that u = v i F x (u) = F x (v) for each x 2 G(X).
If C is well-pointed then every representable presheaf is extensional; if F; G are extensional so are F G and F)G. We write Ext(C ) for the full subcategory of b C consisting of the extensional presheaves. If C is well-pointed then so is Ext(C). Notice also that in this case we have Y : C ?! Ext(C) since representable presheaves are extensional. This means that extensional presheaves allow us to faithfully embed a well-pointed category into a cartesian closed well-pointed category. If C is a well-pointed ALC then we can de ne an ALCC structure on Ext(C) in such a way that the Yoneda embedding preserves tensor products as well as all existing linear function spaces in C . The tensor product F G of F; G 2 Ext(C) is given on objects by (F G) X = f(f; g) j f2F X^g 2G X^9 U; V; t; f; g:t 2 C (X; U V )^f=F t ( f)^g=G 0 t ( g)g
The linear function space F(G is given by
Again, it is the case that Y(X)(G = G X .
We remark that the above de nition of tensor product and linear function space are special cases of a general construction due to Day 6] . Proof. By induction on the structure of t. If t does not contain x then we put x:t = Kt. If t = x then x:t = I. If t = t 1 t 2 and x does not appear in t 1 then x:t = Bt 1 ( x:t 2 ). If t = t 1 t 2 and x does not appear in t 2 then x:t = C( x:t 1 )t 2 .
2
The reason why BCK-algebras are interesting in the context of polynomial time computation is that all functions which are computable in time O(jxj p ) for a xed p and which are bounded by a linear function with unit slope can be organised into a BCK-algebra as we will now show.
Pairing function and length
In this section we describe a pairing function and a size measure on integers with respect to which the size of a pair exceeds the sum of the sizes of its components by a constant only. This will greatly simplify the subsequent calculations. Usually complexity of number-theoretic functions is measured in terms of the length in binary given explicitly by jxj = dlog 2 More generally, in this case f itself is computable in time O(`(x) n+1 ) as jxj=(1+jjxjj) jxj 1?1=n for large x.
This means that by moving from j ? j to`we do not essentially change complexity.
Polynomial time algorithms as a BCK-algebra
Preliminaries. Assume some reasonable coding of Turing machines and con gurations as natural numbers using the above pairing function. For Turing machine e and inputx we let init(e;x) denote the initial con guration of Turing machine e applied to inputx. For con guration c 2 N (which includes the contents of the tapes as well as the machine itself) we let step(c) denote the con guration obtained from c by performing a single computation step. We let term(c) = 0 if c is a terminated con guration and term(c) = 1 otherwise. We may assume that term(c) = 0 implies step(c) = c. Finally, we let out(c) be the output contained in a terminated con guration c. We may assume that term(c) = 1 implies out(c) = 0. It is intuitively clear that these basic functions are computable in linear time as they only involve case distinctions and simple manipulations of bitstrings; see 4] for a formal proof.
For the rest of Section let p > 2 be a xed integer.
De nition 4.6 A computation feg(x) is called short (w.r.t. p) if it terminates in not more than d(`(e) +`(x)) p steps where d =`(e) +`(x) ?`(feg(x)).
An algorithm e is called short if feg(x) is short for all x. The di erence d between`(e) +`(x) and`(feg(x)) is called the defect of computation feg(x). Notice that if feg(x) is short then it must have nonzero defect so`(feg(x)) <`(e) +`(x) for every x. Also notice that if f is computable in time O(`(x) p ) and`(f(x)) =`(x)+O(1) then by padding (inserting comments) we can obtain a short algorithm e for f. Proof. Given e; x we simulate feg(x) for at most (`(e) +`(x)) p+1 steps. If the computation has halted then we can compute the defect d =`(e) +`(x) ? :`( feg(x)). We now check whether the actual runtime was smaller than d(`(e) +`(x)) p . If no or if the computation hasn't halted in the rst place we discard the result and set app(e; x) = 0, otherwise we forward the result to the output, i.e., app(e; x) = feg(x).
The number of simulation steps performed therefore equals d(`(e) +`(x)) p where d =`(e) + (x) ?`(app(e; x)) in any case. If the computation feg(x) is short then the dedicated time su ces to nish it so that feg(x) = app(e; x) in this case. The total running time of app(e; x) consists of the simulation steps plus a certain number of steps needed for initialisation, some arithmetic, and moving around intermediate results.
The number of these steps is linear in the binary length of the input, thus quadratic iǹ (e) +`(x) by Lemma 4.5 and thus can be accounted for by an appropriate choice of the constant in view of p > 2. 2
We will henceforth write app(e; x) as ex where appropriate. Before embarking on the proof that the abovede ned application function induces a BCKalgebra structure on the natural numbers we will try to motivate the notion of short computation and in particular the role of the defect.
The starting point is that we want to construct an untyped universe of such computations which can later on serve as step functions in safe recursions. Certainly, these algorithms should themselves be polynomial time computable. Moreover, in order that their use as step functions does not lead beyond polynomial time we must require a growth restriction of the form`(f(x)) =`(x) + O(1). Remember that if, e.g.,`(f(x)) = 2`(x) then`(f jyj (x)) = 2 jyj`( x), thus we quit polynomial time.
Next, in order that application itself be polynomial time computable we must restrict to algorithms running in time O(`(x) p ) for some xed p.
Next, we have to look at the coe cient of the leading term of the polynomial governing the runtime. If our algorithms have running time d`(x) p + O(`(x) p?1 ) for arbitrary d then the application runs in time O(`(x) p+1 ) thus, again, application is not among the algorithms considered and accordingly, no higher-order functions are possible. If we also bound the coe cient of the leading term and only consider algorithms running in d`(x) p + O(`(x) p?1 ) for xed d and p then once again we lose closure under composition, as in order to evaluate f(g(x)) we must evaluate both f and g requiring time 2d`(x) p + O(`(x) p?1 ). The solution is to couple runtime and output size via the defect so that if u := g(x) is large (which would mean that the second computation f(u) runs longer) then this is made up for by a shorter runtime of g(x). We shall now see formally that this works and in particular that a B-combinator is de nable. Proof. Let e 0 be the following algorithm which on input x outputs the program which on input y outputs app(e; hx; yi). Now, assuming that e 0 has been reasonably encoded, we have`(fe 0 g(x)) `(e) +`(x) + c 0 where c 0 is some xed constant. Note that we use here the fact that`(hu; vi) =`(u) +`(v) + 3 so it is possible to \hardwire" both e and x without sacri cing essentially more than`(e) +`(x) in length. By padding e 0 we obtain an algorithm e 1 with the same behaviour as e 0 and such that (fe 1 g(x)) <`(e 1 ) +`(x). Since feg(x) terminates in time linear in jxj, thus quadratic in`(x), we can|by further padding e 1 |obtain an algorithm e 2 such that e 2 x = fe 0 g(x). Now, by construction, we have fe 2 xg(y) = ehx; yi and the computation fe 2 xg(y) takes less De nition 4.10 The BCK-algebra thus constructed will be called H p .
Abbreviations. Let H be a BCK-algebra. In view of Lemma 4.2 we will freely use linear lambda terms involving constants from H in order to denote particular elements of H. Moreover, we write x 1 x 2 : : :x n :t for x 1 : x 2 : : : :: x n :t. We write T for the pairing combinator xyf:fxy and P 1 ; P 2 for the projections p:p( xy:x) and p:p( xy:y). Note that P i (Tt 1 t 2 ) = t i .
Itis in general not a good idea, to use projections in order to decompose a variable meant to encode a pair. The reason is that in order to maintain linearity we can use either P 1 or P 2 , but not both. The correct way to decompose a pair is to applied it to a function of two arguments which are then bound to the components of a pair. Suppose, for example, that u; v 2 H and that we want to de ne an element u v 2 H such that (u v)(Txy) = T(ux)(vy). Writing (u v) = def p:T(u(P 1 p))(v(P 2 p)) does not work since the -abstraction is not de ned because p occurs twice in its body. We can, however, achieve the desired e ect by putting (u v) = def p( xy:T(ux)(vy))
Truth values and numerals
In every BCK-algebra truth values and numerals can be encoded. In concrete examples it is, however, often convenient to use other representations for these basic datatypes than the canonical ones which is why we give them the status of extra structure. D tt x y = x D ff x y = y S 0 num(x) = num(2x) S 1 num(x) = num(2x + 1) G num(0) = T tt (T tt tt) G num(2(x + 1)) = T ff (T tt num(x + 1)) G num(2x + 1) = T ff (T ff num(x)) If ' is an informal statement let '] be tt if ' is true and ff otherwise. We have P 1 (G num(n)) = n=0] P 1 (P 2 (G num(n))) = n is even] P 2 (P 2 (G num(n + 1))) = num( Proof. The missing constants are obtained by parametrisation from the obvious algorithms computing them. 2 
De nition 4.11 A BCK-algebra H supports truth values and natural numbers if

Realisability sets
In this section we de ne and explore an analogue of the category of realisability sets introduced by Moggi and others based on a BCK-algebra supporting truth values and natural numbers. We refer to, e.g., 9] for an introduction to modest sets and realisability. We shall see that due to the absence of an S-combinator hence of diagonalisation, the thus obtained category of modest sets is not cartesian closed. It is, however, an a ne linear category w.r.t. to a natural tensor product based on the pairing function and it also has cartesian products, which, however, lack right adjoints, i.e., function spaces. Unless stated otherwise let H be an arbitrary BCK-algebra supporting truth values and natural numbers. For a concrete example the reader may of course think of H p for H.
De nition 5.1 An H-set is a pair X = (jXj; X ) where jXj is a set and X H X is a relation such that for each x 2 jXj there exists t 2 H such that t X x.
A morphism from H-set X to H-set Y is a function f : jXj ?! jY j such that there exists an element e 2 H with 8x2X:8t2H:t X x ) e t Y f(x)
We write e X(Y f in this case.
If f : jXj ?! jY j is a set-theoretic function then we say that f is realised by e, if e X(Y f. So an H-set morphism from X to Y is a function that can be realised.
We will sometimes write X instead of jXj and instead of X . De nition and Theorem 5. Proof. The projections are obviously jointly monic and the de ning equations for the associated morphisms and operators imply that those are de ned as in the category of sets, e.g., associativity is given by (x; (y; z)) = ((x; y); z). Therefore, all that remains to be shown is that the projections as well as these associated morphisms are realisable. The projections are realised by P 1 and P 2 . Proof. Analogous to Prop. 5.6
2 Similarly, we can de ne H-sets of lists and other inductively de ned data types.
Interpreting recursion
In general (e.g. when H = H p ) the category H itself does not contain all PTIME-functions and thus does not allow us to represent patterns of safe recursion on notation.
In order to achieve this we introduce a notion of polynomial time computable function between H-sets which strictly contains the H-set morphisms. Safe recursion then takes the form of an operator on such polynomial time computable functions with the proviso that the step functions be H-set morphisms. In order to give safe recursion the shape of a higher-typed constants we move to extensional presheaves over a category obtained by integrating the polynomial time computable functions with the H-set morphisms.
In order to be able to de ne these polynomial time computable functions we need to restrict our attention to BCK-algebras The other inequalities are sanity conditions ensuring that the partial applications of B, C, K copy their input into the result and do not reduce the size by some sort of information compression.
We summarise a few basic facts about polynomial BCK-algebra in the following lemma: Lemma 6.2 Let H be a polynomial time computable BCK-algebra.
i. The BCK-algebras H p are polynomial time computable;
ii. For each x; y 2 H we have jTxyj > jxj + jyj; iii. The requirement jnum(n)j jnj is satis ed for the canonical encoding (Section 4.12) of natural numbers in BCK-algebra;
iv.`(num(n)) = O(jnj), hence (jnj); v. There exists a PTIME-function getnum such that getnum(num(n)) = n.
Proof. Part i is obvious from the de nition of the H p . Part ii follows from Txy = C(CIx)y, hence jTxyj > jCIxj + jyj > jCIj + jxj + jyj jxj + jyj. For iii we use ii and induction over n.
Part iv follows from the existence of constructor functions S 0 and S 1 together with the inequatioǹ (xy) `(x) +`(y). For part v we note that the function getnum admits a recursive de nition in terms of G. The total number of unfoldings of the recursive de nition can be a priori bounded by jxj. 2 We assume henceforth that our generic BCK-algebra H is polynomial.
De nition 6.3 Let X; Y be H-sets. A PTIME-function from X to Y is a function f : jXj ?! jY j such that there exists a one-argument algorithm g and a polynomial p such that whenever e X x then the computation g(e) terminates after not more than p(jej) steps and g(e) Y f(x).
We use the notation f : X ?! P Y to indicate that f is a PTIME-function from X to Y An algorithm g together with polynomial p as in the above de nition will often be called a realiser for PTIME-function f. If g is a realiser with polynomial p then`(g(e)) p(jej) by`(x) jxj.
A realiser for a PTIME-function f from X Y to Z can equivalently be given as a two-argument algorithm g together with a two-variable polynomial p such that d x and e y implies that fgg(x; y) terminates in not more than p(jxj; jyj) steps and yields a realiser for f(x; y). Notice that every morphism of H-sets is a PTIME-function between H-sets, but not vice versa. The PTIME-functions with ordinary composition clearly form a category but this fact will not be needed.
Also notice that by the estimates of jnum(n)j in Lemma 6.2 a map f : N ?! P N is the same as a polynomial time computable function on the integers in the usual complexity-theoretic sense.
If A 1 ; : : :; A m ; B 1 ; : : :; B n ; C are H-sets then a map f : A 1 : : : A m ?! P (B 1 : : : B n )(C can be viewed as an m + n-ary map with the rst m inputs \normal" in the sense that the result depends polynomially on their size and the second n inputs \safe" in the sense that the size of the result is majorised by the sum of their sizes plus a constant independent of their sizes. More, formally, if k; q is a realiser for such map f then we havè
In this way the polynomial time functions between H-sets generalise Bellantoni's \polymax-bounded"-functions to linearity and higher types. We see that the maximum operation is now replaced by summation which exploits the greater generality o ered by linearity.
Theorem 6.4 (Safe recursion on notation) Let P; X be H-sets. If h : P N ?! P X(X is a PTIME-function as indicated then so is the function f : jP Nj ?! jX(Xj de ned by
Proof. Let k be a realiser for h, i.e. an algorithm such that t P p implies that k(t; num(n)) terminates in not more than than q(jtj; jnum(n)j) steps for some xed polynomial q. In view of (x) jxj this implies`(k(t; num(n))) q(jtj; jnum(n)j). In order to realise rec N (h) we consider the recursive algorithm g : H H ?! H de ned by g(t; x) = if (P 1 (G x)) = tt then v:v
where div2 = x:P 2 (P 2 (G x)) It is clear from the de nition that g is a realiser for g provided we can show that it has polynomial runtime for inputs of the form t 2 dom(P) and x = num(n) for n 2 N. Notice that for other inputs g(t; x) may diverge even if k is assumed total. For example x could be such that div2 x = x.
The length of g(t; x) satis es the following estimate.
(g(t; num(0))) c (g(t; num(n))) c + q(jtj; jnum(n)j) +`(g(t; num( n 2 ))), if n > 0 Therefore,`( g(t; num(n))) jnj q(jtj; jnum(n)j) + c
In order to estimate the time T(t; x) needed to compute g(t; x) we rst note that, in fact, g can be written as g(t; x) = if(P 1 (G x)) = tt then I
(Case x = 0) else B k(t; x) (g(t; div2 x) v) so that T(t; num(0)) c T(t; num(n)) q(jtj; jnum(n)j) + T(t; num( n 2 )) +p 0 (q(jtj; jnum(n)j) +`(g(t; num( n 2 )))), if n > 0
Here c is a constant and p 0 is a polynomial obtained from enlarging the polynomial p witnessing that application in H is polynomial time w.r.t.`a little bit so as to account for bookkeeping.
Hence, by induction on n: T(t; num(n)) c + jnj (q(jtj; jnum(n)j)+ +p 0 (q(jtj; jnum(n)j) + jnj q(jtj; jnum(n)j) + c)) c + jnum(n)j(q(jtj; jnum(n)j)+ +p 0 (q(jtj; jnum(n)j) + num(n) q(jtj; jnum(n)j) + c)) which is polynomial in jtj; jnum(n)j as required. 2
Corollary 6.5 (Duplicable safe parameters) If P; D; X are H-sets and D is duplicable and h : P N ?! P D X(X is a PTIME-function then the function f : jP Nj ?! jD X(Xj
is a PTIME-function.
Proof. De ne Y = D(X and h 0 : Theorem 6.6 (Safe tree recursion) Let P; X 2 H and h leaf : P A ?! P X h node : P A T(A) T(A) ?! P X X(X be PTIME-functions as indicated. then the function f : jP T(A)j ?! jXj de ned by f(p; leaf(a)) = h leaf (p; a) f(p; node(a; l; r)) = h node (p; a; l; r)(f(l); f(r)) is a PTIME-function from P T(A) to X.
Proof. Let k leaf and k node be realisers for h leaf and h node viewed as binary, resp. quaternary PTIME-functions with witnessing polynomials q leaf (t; a) and q node (t; a; l; r). In order to realise f we recursively de ne a function g : H H ?! H by g(t; x) = D x 1 (k leaf (t; x 2 )) (k node (t; x 21 ; x 22 ; x 23 )(T f(z 0 ; x 22 ) f(z 0 ; x 23 ))) where x 1 = P 1 x; x 2 = P 2 x; x 21 = P 1 (P 2 x); x 22 = P 1 (P 2 (P 2 x)); x 23 = P 2 (P 2 (P 2 x)) Again, it is clear that if this algorithm runs su ciently fast then it will realise the above function on trees. It thus remains to show that if t 2 dom(P) and x 2 dom(T(A)) then f(t; x) is computable in polynomial time. Now, we havè (f(t; Ttt a)) q leaf (jtj; jaj) (f(t; Tff(Ta(Tlr)))) c + q node (jtj; jaj; jlj; jrj)+`(f(t; l)) +`(f(t; r)) where c is a constant accounting for the`-length of the function combining the results of the recursive calls.
Therefore, if x 2 dom(T(A)) then using jTxyj > jxj + jyj we obtaiǹ (f(t; x)) jxj q(jtj; jxj) where q(jtj; jxj) majorise q leaf (jtj; jaj) and q node (jtj; jxj; jxj;jxj)+ c. Now it follows that the runtime of f(t; x) can be estimated by T(t; Ttt a) p 0 (q(jtj; jaj)) p 0 (jtj; jTttaj) T(t; Tff x) q(jtj; jxj) + T(t; l) + T(t; r)+ p 0 (q(jtj; jxj) + jljq(jtj; jlj)+ jrjq(jtj; jrj)) T(t; l) + T(t; r) + p 0 (jtj; jxj) where x = Tff(Ta(Tlr)) and p 0 is a suitably large polynomial. Therefore, (always under the assumption that x 2 dom(T(A))) T(t; x) jxj p 0 (jtj; jxj) 2 Corollary 6.7 Let P; X; D 2 H with D duplicable and suppose that h leaf : P A ?! P D(X h node : P A T(A) T(A) ?! P D X X(X be PTIME-functions as indicated. then the function f : jP T(A)j ?! jD(Xj de ned by f(p; leaf(a))(d) = h leaf (f; a)(d) f(p; node(a; l; r))(d) = h node (p; a; l; r)(d; f(l)(d); f(r)(d)) is a PTIME-function from P T(A) to X.
Proof. Analogous to the proof of Cor. 6.5 using Thm. 6.6 with result type D(X.
2 Again, we omit the treatment of lists as it is analogous to the previously treated cases.
Recursion operators as higher-typed constants
In this section we show how to embed the category of H-sets as well as the PTIME-functions between them into a single functor category in which the recursion patterns identi ed in the preceding four propositions take the form of higher-order constants involving modalities.
The strategy is to rst combine H-set morphisms and PTIME-functions into a single category H 2 which is structurally similar to the category B of \polymax-bounded" functions used The second projection is de ned analogously.
The terminal object is given by > = (>; >).
Proof. Routine veri cation.
2
The category H 2 also has cartesian products given by (X 0 ; X 1 ) (Y 0 ; Y 1 ) = (X 0 Y 0 ; X 0 X 1 ) where is the cartesian product in H.
An object of the form (X 0 ; >) is called normal; an object of the form (>; X 1 ) is called safe. We notice that an H 2 -map from a safe object to a normal one must be constant.
The category H can be embedded fully and faithfully into H 2 via X 7 ! (>; X) and H(X; Y ) 3 f 7 ! (id > ;f) wheref : > ?! X(Y is obtained as the transpose of f composed with the isomorphism > X = X. This embedding preserves tensor product and cartesian product up to equality and we will therefore treat it as an inclusion thus identifying H with the full subcategory of H 2 consisting of the safe objects. Proof. If X; Y are safe and P = (P 0 ; P 1 ) is arbitrary then a H 2 morphism from P X to Y is given by a PTIME-function from P 0 to (P 1 X)(Y . But (P 1 X)(Y is isomorphic to P 1 ((X(Y ) whence we obtain a PTIME-function from P 0 to P 1 (X(Y which gives a H 2 -morphism from P to X(Y . Inverting this process gives the other direction of the required natural isomorphism. 2
We note that H 2 is not an ALCC; in particular the linear function space (N; >)((>; N) does not exist in H 2 . Suppose for a contradiction that A = (A 0 ; A 1 ) was such function space. Then, in particular, we would have an evaluation map ev : A 0 N ?! P A 1 (N which has the property that for every \true" PTIME-function f there exist elements a 0 2 jA 0 j and a 1 2 jA 1 j such that f(x) = ev(a 0 ; x)(a 1 ). But this would mean that ev is a universal polynomial time computable function which is impossible by diagonalisation.
The lacking function spaces can be added to H 2 by moving to the functor category Ext(H 2 ) described in Section 3.2. In order that this functor category exists we must make sure that the category H 2 is small. This can be achieved by requiring that the underlying sets of H-sets be taken from a suitably chosen universe U closed under all set-theoretic operations required to form the H-sets of interest.
Note that such universe can be de ned by a simple inductive process and in particular no \large cardinal assumption" is needed for its existence. It now follows from the results presented in Section 3.2 that Ext(H 2 ) is an ALCC and that the Yoneda embedding Y : H 2 ?! Ext(H 2 ) preserves the ALC structure as well as existing linear function spaces and cartesian products. In particular, the linear function spaces between safe objects are preserved by the embedding.
Moreover, Ext(H 2 ) supports a comonad ! with the property that whenever D 2 H 2 is duplicable then !D = D in Ext(H 2 ) and for arbitrary presheaf F 2 Ext(H 2 ) the presheaf ! F is duplicable.
Polynomial-time functions via a comonad
In this section we identify a comonad on Ext(H 2 ) which has the property that if X is safe then (X) = (X; >) so that by the characterisation of linear function space with representable presehaves in Section 3.2 we have (X)(F (Y0;Y1) = F (Y0 X;Y1) .
For presheaf F we de ne F by Proof. Analogous to the previous one, this time using Cor. 6.7.
2
In this way, other recursion patterns we might be interested in can also be lifted to Ext(H 2 ).
Interpretation of SLR
We are now ready to de ne an interpretation of SLR without rule S-Ax in Ext(C). We show later in Section 8 how to encompass that rule if so desired.
To each aspect a we associate a functor F a (X) = X, if a = (nonmodal; linear) F a (X) = !X, if a = (nonmodal; nonlinear) F a (X) = X, if a = (modal; nonlinear)
We also de ne a natural transformation " a : Before actually de ning this interpretation let us warn the reader that we will not prove that the interpretation is independent of the chosen typing derivation. Neither will we prove that it enjoys one or the other substitution property and neither will we prove that it validates whatsoever equational theory between terms. We are con dent that such properties could be established if so desired, but they are not needed for the present development.
Constants and variables
A variable gets interpreted as the corresponding projection morphism possibly followed by a counit " a . Proof. By specialising the above proposition to ? = ;; A = N!N and expanding the de nitions. 2 
Interpretation of !
We can use Ext(H 2 ) also in order to give meaning to the alternative system ! thus providing a proof that also the de nable functions of the latter system are PTIME. Spelling this out in detail would be a rather boring exercise in typesetting so we will only set out a few of the important points. Types are interpreted as objects of Ext(H 2 ). The new type formers ; ! are interpreted by the eponymous comonads on Ext(H 2 ). The associated operations on morphisms provide meaning for the term formers associated with the modalities. The de ning clauses for cartesian and tensor product follow the interpretation of SLR. It seems plausible that any other reasonable formulation of modal/linear lambda calculus including the one in 1] can be interpreted in Ext(H 2 ) in a similar fashion.
Duplicable numerals
The algebra H has the disadvantage that even values of type N may not be duplicated, i.e, there does not exist an element 2 H such that num(x) = f:fnum(x)num(x). Indeed, assuming such diagonal element would contradict Theorem 6.4 for the following reason. Multiplication is easily seen to be a morphism from N N to N. Using the hypothetical we could realise the diagonal function from N to N N and thus by composition the squaring function would be a morphism from N to N. Iterating it using safe recursion on notation would allow us to de ne a function of exponential growth.
In Bellantoni-Cook's original system and in SLR duplication of values of integer type is, however, permitted and sound. The reason is that multiplication is not among the basic functions of these systems and as an invariant it is maintained that a function depending on several safe arguments of integer type is bounded by the maximum of these arguments plus a constant. Obviously, multiplication does not have this property.
In order to obtain an analogue of the algebra H we need to get a handle on the maximum of the lengths of the two components of a pair. This motivates the following de nitions. We assume an encoding of computations such that for each algorithm e and integer N `l in (e)
we can nd an algorithm e 0 such that the runtime of fe 0 g(x) is not greater than jNj plus the time needed to compute feg(x) and such that`l in (e 0 ) N. Similarly, we assume that we can arbitrarily increase the maximum length of an algorithm. That this is in principle possible hinges on the two injections num and pad. Let p > 2 be a xed integer.
De nition 8. For what follows it is useful to recall the following basic rules of \maxplus-arithmetic". { x + max(y; z) = max(x + y; x + z) { more generally, f(max(x; y)) = max(f(x); f(y)) whenever f is monotone. { max(x; y) z () x z^y z. { max(x; y) x + y. { max(x; y + z) y + max(x; z).
The following shows that maximum-bounded number-theoretic functions are computable by short algorithms.
Lemma 8.5 If f : N n !N is computable in time O(max(jx 1 j; : : :; jx n j) p ) and jf(x 1 ; : : :; x n )j = max(jx 1 j; : : :; jx n j) + O(1) then there exists a short algorithm e such that f(x 1 ; : : :; x n ) = feg(hnum(x 1 ); hnum(x 2 ); : : :; num(x n )i : : :i) ; x) ). {`m ax (app(e; x)) d + max(`m ax (e);`m ax (x))) { app(e; x) = feg(x) for every short computation feg(x).
Proof. Given e; x we simulate feg(x) for at most (`l in (e) +`l in (x))T steps where T = (`l in (e) + lin (x) + max(`m ax (e);`m ax (x))) p . If the computation has halted by then we compute the defect d =`l in (e) +`l in (x) ?`l in (feg(x)) and see whether the actual running time was smaller than dT and moreover,`m ax (feg(x)) d + max(`m ax (e);`m ax (x)). If yes, we forward the result, i.e., we put app(e; x) = feg(x). Otherwise we put app(e; x) = 0.
The veri cation runs analogous to the one in Prop. 4.7.
Again, we will abbreviate app(e; x) by e x or ex.
Lemma 8.7 (Parametrisation) For every e there exists an algorithm e 0 such that ehx; yi = e 0 xy.
Proof. Let e 0 be the algorithm which on input x returns the algorithm which on input y returns app(e; hx; yi). De nition 9.1 Let p > 2. The category H 0 has as objects pairs X = (jXj; X ) where jXj is a set and N jXj is a surjective relation. A morphism from X to Y is a function f : jXj ?! jY j such that there exists an algorithm e with the property that whenever t X x then feg(x) terminates with a result y such that y Y f(x) and moreover the runtime of feg(x) is less than (`(e) +`(x) ?`(y))(`(e) +`(x)) p .
An analogous de nition can be given relative to M p .
One can now show that H 0 has essentially the same category-theoretic properties as H, but no explicit runtime computations appear in H. The big disadvantage of H 0 as opposed to H is that we have to carry out calculations on the level of algorithms for every single construction in H 0 , whereas with H these calculations can be concentrated in the proof that H p forms a polynomial time BCK- algebra. After that all the veri cations can be carried out on the higher level of abstraction given by untyped linear lambda calculus.
