Abstract-Massive MIMO-systems have received considerable attention in recent years as an enabler in future wireless communication systems. As the idea is based on having a large number of antennas at the base station it is important to have both a scalable and distributed realization of such a system to ease deployment. Most work so far have focused on the theoretical aspects although a few demonstrators have been reported.
I. INTRODUCTION
In this article we consider a massive MIMO-OFDM system with M antennas and K terminals, where typically M K, see Fig. 1 . Wireless communication systems based on massive MIMO have received considerable attention as they have been shown to have many advantageous properties [1] - [4] .
While most works in the area so far have considered the theoretical properties, some demonstrators have been presented [5] as well as some implementations of different parts of the processing [6] - [8] . However, little work has been done on how the complete base station can be constructed, i.e., how do we in practice obtain a scalable architecture where the number of antennas M can be easily adjusted. Furthermore, it is advantageous if such an architecture provides distributed processing, such that the additional computational workload introduced by an antenna is performed in the introduced computational node. In such a system the nodes do not need to be designed for a specific total number of system antennas. The total number of antennas will only end up as a parameter when determining the timing of the inter-node communication.
The current work is a step in that direction.
In the next section, we first outline the proposed system architecture based on nodes which contain one (or more) antenna and the corresponding processing and some preliminaries related to the parameters involved. Then, in Section III, the involved algorithms are discussed and it is shown that parts of the computations can be mapped to the local processing nodes and that no node must have access to the complete channel information. In Section IV, the computational complexity is derived and the critical parts from a timing perspecitive are identified, additionally the data rate limits on the inter-chip communication are discussed. In Section V, the scheduling of the computational tasks is discussed.
A. System Specifications and Parameters
The considered system is based on OFDM and has a similar frame structure as LTE. The structure of one time slot is shown in Fig. 2 . A different frame structure will change the computational complexities and conclusions from critical parts, but the same architecture can be used and a similar analysis can be performed. The linear processing algorithms considered are Conjugate Beamforming (CB) and Zero Forcing (ZF). The system specifications can be seen in Table I .
Here, the synchronization between transmitters and receivers is not considered.
II. PROPOSED SYSTEM ARCHITECTURE
There has been some previous work towards creating a distributed architecture for massive MIMO base stations. The Argos demonstrator [9] connects multiple nodes serially. Multiple of these chains can then be connected in a fat tree structure via hub nodes. In [10] , [11] the processing is distributed across several identical nodes. These nodes are connected in an array. In this work the proposed system architecture consists of one central control unit (CCU) and a scalable part, as illustrated in Fig. 3 . The scalable part is responsible for the channel estimation, linear precoding and linear decoding of symbols transmitted to and from the base station. The scalable part is build as a K-ary tree, where every node contains an arbitrary number of antenna elements and related OFDM subsystems, RF-chains, baseband processing hardware and transceivers for inter-node communication. In downlink operation , the CCU feed QAM modulated symbols for each terminal to the nodes. In uplink operation, the nodes compute estimated QAM symbols transmitted from the terminals and sends to the CCU. For the remainder of the article, for ease of exposition, binary trees are considered where each node contains one antenna.
Trees have some inherent advantages and disadvantages compared to array topologies. One of the most profound advantages of the tree structure is that the number of routing hops grows logarithmically with the number of nodes in the tree. Fig. 4 shows two different arrays and a tree topology.
For systems with a large amount of antennas this is a major benefit when using the ZF precoder and decoder, as the latency Fig. 4 . Three different topologies. The external controller is connected to the grey nodes. The black node is (one of) the furthest away. The maximum number of routing hops is roughly: Left:
of propagating data through the tree affects the system design.
Another design trade-off that needs to be considered is fault tolerance. In an ordinary tree structure, if a node fails during operation that entire branch will not be able to communicate with the rest of the tree. In an array topology, this could be mitigated by routing data past the failing node. This however increases the node complexity since a routing mechanism must be implemented.
Additionally, there is the aspect of physical antenna placement. In systems where antennas are placed in an array, the array-based node topologies have the advantage of simpler node placement and cable routing. In systems where the antennas are scattered in some non-uniform pattern this advantage is lost.
III. MAPPING LINEAR PROCESSING ALGORITHMS TO THE PROPOSED ARCHITECTURE
To utilize the proposed architecture efficiently, the algorithms used must be expressed in a distributed manner. The processing can be divided into three phases: channel estimation, uplink data decoding and downlink date precoding.
A. Channel Estimation
Assuming that the channels are frequency flat, the channel estimate matrix H ∈ C M ×K can be written as
where h i,j ∈ C is the channel coefficient between antenna i and terminal j. Each node in the tree is responsible for determining one row of the channel estimation matrix.
B. Uplink Linear Decoding
In the uplink data transmission, the base station separates the received signal vector y ∈ C M ×1 into K streams of symbolsỹ ∈ C K×1 . This is done by multiplication with a linear detection matrix A ∈ C K×M . The linear detection matrix is determined by the decoding algorithm used. For the considered algorithms, the decoding matrix is
The decoded signal is theñ
K×M is the local contribution to the received signal vector at node i. Additionally, this local contribution can be calculated using only the local sample and one column of the decoding matrix. The entire decoding matrix does not need to be available on all nodes. The local contribution is computed and summed together as it is propagated upwards in the tree to the CCU.
C. Downlink Linear Precoding
In the downlink data transmission, the symbol vector q ∈ C K×1 is sent from M antennas x ∈ C M ×1 . This is done by multiplication with a linear precoding matrix
where
The value transmitted at node i is
which requires K multiplications and is computed locally in each node. Similarily to the uplink decoding, only one row of the precoding matrix is required at each node. 1) Linear Detection and Precoding Matrices: For CB, the linear detection matrix A and the linear precoding matrix W are obtained directly from the channel estimation. For the ZF algorithm, calculating A and W requires performing a pseudo inverse of the channel matrix H. The ZF precoding matrix is
The matrices can then be rewritten as
and
Given the fact that H H H is Hermitian, we know that its inverse is also Hermitian. With D = D H , the decoding matrix can be written as
Since the decoding and precoding matrices are each others transpose, the local decoding column vector and the precoding row vector will be identical. 
The matrix B i is a Hermitian matrix and can be computed in each node. This requires
multiplications. The local contributions are then added together as the matrices are propagated upwards in the tree. This reduces the computational complexity of the CCU and also reduces the amount of data to be sent in the tree. Instead of propagating a matrix with M × K values, due to the Hermitian property only
values needs to be propagated. However, the computational load is increased, since B i must be computed at the node. When the D matrix has been computed in the CCU, it is propagated downwards in the tree structure to all nodes. The nodes can then calculate their local detection and precoding vectors by multiplying the inverted matrix with their local channel estimate vector.
The computational tasks performed in each node, their data dependencies and deadlines are shown in Fig. 5 .
IV. RESOURCE ALLOCATION
Having established which computational tasks can be performed locally in each node, some analysis of the required resources is needed. Here, the computational and inter-chip communication resources is considered for ZF processing.
A. Computations
The number of multiplications performed for each computational task can be seen in performed within its allocated time. This yields the average number of operations per sample received, N op,avg . The other two limits are from receiving the uplink pilot to sending the two downlink OFDM data symbols. The number of operations per sample reveived in these two are N op,CP1 , and N op,CP2 respectively. The number of operations per sample is
By varying T inv different critical paths will impose limits on the available processing power. Given the specifications in Table I the number of operations per sample is shown in Fig. 6 . To keep up with the computaional requirements, the number of processing elements N PE and clock frequency f clk must satisfy
where the ratio fclk fsample is favorably selected as an integer. T inv = 50 µs gives us max(N op,avg , N op,CP1 , N op,CP2 ) = 11.38. Therefore, selecting one PE running at 368.64 MHz (12f sample ) is sufficient. It is also noted in Fig. 6 that the second downlink OFDM symbol is the limiting factor.
While this section focuses on ZF, the same analysis can be made for CB processing. This yields similar results, but with one significant difference. The precoding and decoding vector is obtained from the channel estimation, which means that the computationals tasks B i , the central matrix inversion and W i /A i is not performed. The number of operations to perform locally does not decrease significantly, but the latency issues of performing centralized computations vanishes.
B. Communication
The upwards data propagation in the tree structure requires that N bits,up is sent upwards on each data link, where
which corresponds to the local contributions to B andỹ. These values are all used for computations and thus, the longer wordlength W comp is required. The downwards propagation differs in that the wordlength of the QAM symbols is much shorter. Downwards, only the raw QAM symbols are propagated to all nodes, using the shorter wordlength W QAM . However, the inverted matrix still needs to be represented with W comp . The number of bits sent downwards are
Given the specifications in Table I , the minimum data rate required is
However, this is only the minimum required data rate. If the data is not sent between the nodes at the same rate as it is consumed, buffers (which may incur a significant increase in die area) is needed.
V. SCHEDULING OF COMPUTATIONS
The data dependencies when using the ZF precoding and decoding algorithms can be seen in Fig. 5 . This schedule is not correctly scaled, but rather made to illustrate implementation challenges. This is a straightforward schedule to illustrate the data dependencies and the need for a better realization. It is, e.g., clear that there is time at the end of the slot where no operations are currently performed. Therefore, it makes sense to move parts of the computations there to obtain a better utilization. This will come at a cost of memory as the data must be stored rather than processed directly.
From a timing perspective, the critical path of the computations is from receiving the uplink pilots to sending the downlink data. In Fig. 5 this can be seen through the first FFT, channel estimation, computing parts of the B matrix, communicating those parts to the CCU, inverting the matrix in the CCU, sending it back to all nodes, obtaining row i of W, determining the symbols to be transmitted through linear pre-coding and IFFT.
Having done the analysis in subsection IV-A, a schedule for the computations is derived and can be seen in Fig. 7 .
Deriving the schedule is rather straight forward since all tasks are performed sequentially. It can be noted that there is some amount of time after the second IFFT is performed and the second OFDM downlink symbol is transmitted. This is due to the fact that the clock frequency is selected as an integer multiple of the sample rate ( fclk fsample ∈ N). There are also some periods where the node does not perform any computations. This yields some flexibility in the schedule. This flexibility comes to good use due to the latency of sending data between the nodes. For instance theỹ i computational blocks requires data from the child nodes, which means that these blocks will be delayed by some time depending on the current depth in the tree.
VI. CONCLUSIONS
In this work, a distributed and scalable architecture for the base station in a massive MIMO system was proposed. It was shown that each processing node only requires a few arithmetic operators for the considered case of one antenna per node. It was also shown, in the case of ZF processing, that the number of computational resources depends on the time of performing a centralized matrix inversion, which calls for low latency matrix inversion implementations.
Furthermore, the inter-node communication can be handled through one or a few standard Gbps communication links.
