Pull voting is a classic method to reach consensus among n vertices with differing opinions in a distributed network: each vertex at each step takes on the opinion of a random neighbour. This method, however, suffers from two drawbacks. Even if there are only two opposing opinions, the time taken for a single opinion to emerge can be slow and the final opinion is not necessarily the initially held majority. For this case of two opinions, using variants of synchronous pull voting where each vertex considers the opinions of two or more neighbours at each step allows consensus to be reached in O(log n) expected steps for many classes of regular expanders, as opposed to Θ(n) expected steps when only one neighbour is contacted. Moreover, it was shown in [8] that some protocols of this type allow the majority to win with high probability. We refer to a protocol where ℓ neighbours are contacted at each step as an ℓ-sample (voting) protocol. In the two-sample protocol a vertex updates its opinion only if both sampled opinions are the same.
Introduction
The problem of reaching consensus in a graph by means of local interactions is an abstraction of some patterns of behaviour in human society as well as some processes in computer networks. As a consequence, processes of voting on graphs (a natural approach to achieving consensus) have been widely studied. Distributed voting finds application in various fields of computing including consensus and leader election in large networks [5, 14] , serialisation of read/write in replicated data-bases [13] , and analysis of social behaviour [11] . In general, a voting algorithm should be conceptually simple, fast, fault-tolerant and straightforward to implement [14, 15] .
In outline, a voting process can be described as follows. Each vertex of a connected graph has one of several possible opinions. In each time-step, also called a round, each vertex, running the same algorithm, contacts one or more of its neighbours and decides whether to modify or to keep its current opinion. The voting is completed, and the consensus reached, when all vertices have a common final opinion. For a given voting algorithm, the main questions of interest are the probability that a particular opinion wins and the expected time to reach consensus. The most well known model is synchronous pull voting. In this model, at each step each vertex changes its opinion to that of a random neighbour.
In the classical voter model each vertex initially has a distinct opinion, but in general we can assume the vertices hold one of k opinions; 2 ≤ k ≤ n, where n is the number of vertices of the graph. The simplest case, two party voting, is when there are initially two opinions (k = 2). If there are at least three opinions (k ≥ 3) the problem is referred to as plurality consensus. This term embodies the idea of reaching consensus from a plurality of opinions.
In plurality consensus, we assume that the initial configuration is such that one opinion is dominant, i.e. the number of vertices with this opinion is large enough compare with other opinions. We might therefore reasonably expect that the initially dominant opinion becomes eventually the final opinion of all vertices. This, however, strongly depends on the voting process. If simple pull voting is used, then the probability that a particular opinion wins is proportional to the initial degree of the opinion in the graph. More precisely, if A is the set of vertices initially holding a given opinion, then
where d(v) is the degree of vertex v and m is the number of edges in the graph.
Much of the early work on analysing the expectation ET of the consensus time T of the classical pull voting assumed the asynchronous model in a continuous time setting, where the vertices have independent exponentially distributed waiting times (Poisson clocks); see e.g. Cox [10] and Aldous [1] . In the synchronous model the expected time to consensus can be bounded by ET = O(H max log n), where H max is the maximum hitting time of any vertex by a random walk; see Aldous and Fill [2] . For regular expanders these results can be improved to ET = Θ(n); see [7] .
Because the classical pull voting tends to be slow (ET = Θ(n) for regular expanders) and may be viewed as undemocratic (gives only weak preference for the largest initial opinion as shown in (1), although totally fair in the long run), there has been considerable interest in modifying this simple voting algorithm to avoid these two problems. Instead of taking at each step the opinion of only one neighbour, the next simplest approach to try is to take a larger sample of neighbours' opinions (say two or three) and compare them in some way, hoping that the so-called 'power of two choices' improves the performance of voting. It is important to point out the following two issues of this approach. Firstly, the number of neighbours queried affects the consensus time and the voting outcome. Secondly, the relative size of the opinions affects the ability of the algorithm to ensure that the largest initial opinion wins. Not surprisingly, analysing this relation becomes harder when we move from two party voting to plurality consensus (k ≥ 3). The additional challenge is that the well established techniques used in analysis of the classical pull voting (for example, the correspondence with multiple coalescing random walks [1, 7] ) do not have ready extensions or generalisations to multi-sample voting.
In this setting we study two-sample and three-sample voting models. In the two-sample voting model, at each step each vertex v chooses two random neighbours with replacement, and if both selected vertices have the same the opinion, then v adopts it; otherwise v keeps its current opinion. In the three-sample voting model, each vertex v chooses three random neighbours with replacement, and v adopts the majority opinion among them. If there is no majority, v picks the opinion of the first sampled neighbour.
The two-sample voting was studied in [8] in the two-party model, when there are only two possible opinions (k = 2). They proved that in d-regular expanders the initial majority wins with high probability (w.h.p.), 1 provided sufficient initial difference between the sizes of the two opinions, and that voting is completed in O(log n) steps, which is tight since the diameter of a d-regular graph is Ω(log n) for constant d. In [9] the authors extend the above result to general expander graph, extending the analysis to non-regular graph. Their analysis is also used to study the extended two-sampling voting.
The ℓ-extended two-sample voting is such that each vertex v starts two independent ℓ-step random walks on the graph, stopping at vertices v 1 and v 2 . Then v performs the two-sample protocol using v 1 and v 2 . With the extended two-sample voting, the authors provided a protocol that can be used in graphs with poor expansion at cost of increasing ℓ.
As hinted at above the analysis for plurality consensus (k ≥ 3) tends to be trickier then for two party voting. This is especially true as k increases, or if two minorities together are much larger then the majority opinion. Plurality consensus using a three-sample voting algorithm was studied by Becchetti et. al. [3, 4] . They proved that for complete graphs, if the difference between the initial sizes A 1 and A 2 of the largest and second largest opinions is at least 24n 2(log n)/A 1 , then the largest opinion wins in O((n log n)/A 1 ) steps w.h.p. Moreover, they showed that this result is tight for some ranges of the parameters.
Our contribution
In this paper we extend the results of [3, 4] , where only voting in complete graphs was considered, and the results of [9] , where only two-party voting was considered. To do this, we extend the analysis of the two-sample voting model of [9] to include three or more opinions. This generalizes the results of [3, 4] from complete graphs to d-regular expanders, preserving the same asymptotic convergence time. We also give a natural interpretation of the three-sample algorithm of [3, 4] in terms of the two-sample algorithm of [9] , which allows us to apply our analysis of the two-sample algorithm to the three-sample algorithm.
We proceed to state our main result. Let G be a connected regular n-vertex graph and let λ = λ(G) be the second largest absolute eigenvalue of the transition matrix of the random walk on G. Let A 1 be the set of vertices with the initial majority opinion and A 2 the set with the second majority. If no confusion arises, A 1 and A 2 will also stand for the sizes of these sets.
Theorem 1 Let G be a regular n-vertex graph and let the initial sizes of the opinions be
where λ is the absolute second eigenvalue associated with G and C > 0 is a suitably large constant. Then with probability
the two-sample voting completes and the final opinion is the initial majority opinion.
The above theorem can be applied to a number of specific scenarios. Consider, for example, a tight scenario when all k opinions are fairly evenly represented, with the size of the majority only slightly larger than the average n/k. More specifically, assume that A 1 ≥ (n/k)(1 + ε), for some 0 < ε ≤ 1, and that A 2 ≤ A 1 /(1 + ε). Theorem 1 implies the following corollary for this case.
, and λ ≤ ε/(Ck), where C > 0 is the constant from Theorem 1 and
then with probability at least 1 − 1/n, after at most O(k log n) rounds the two-sample voting completes and the final opinion is the initial majority opinion.
We show in Section 4 that the statements of Theorem 1 and Corollary 1 apply also to the threesample voting. We remark that the running time bound in Theorem 1 is O(log n), if A 1 is Ω(n/ log n), provided that A 1 − A 2 is also Ω(n/ log n) and λ is appropriately small. The results in Becchetti et. al. [3, 4] for three-sample voting on complete graphs require A 1 = Θ(n) for the running time O(log n).
Our results are valid for the ℓ-extended model given in [9] . By reducing the absolute second eigenvalue from λ to λ ℓ , this model allows us to consider graphs which do not satisfy the condition of Theorem 1 on the relation between A 1 − A 2 and λ. In the ℓ-extended model, each vertex makes two (three) independent random walks of length ℓ and carries out two-sample (three-sample) voting using the opinions on the two terminal vertices of these walks.
Theorem 2 Let ℓ be a positive integer, let G be a regular n-vertex graph and let the initial sizes of the opinions be
where C > 0 is the constant from Theorem 1. Then with probability at least 1 − 1/n, after at most
the two-sample voting completes and the final opinion is the initial majority opinion. The same statement applies to the three-sample voting.
By sampling at distance ℓ using random walks, we replace the transition matrix P used in the proof of Theorem 1 by its ℓ-th power P ℓ . If the graph is regular, then the only effect on the proofs is to replace all eigenvalues by their ℓ-th power.
To conclude, we comment on d-regular graphs which satisfy the conditions of Theorem 1 for suitable values of
For d growing with n, an estimate of the absolute second eigenvalue λ of random d-regular graphs (and near regular graphs) is given in [6] .
Preliminary Markov chain results
In this section we set up some Markov-chain foundations and preliminary results which we need for our proof of Theorem 1. Consider a connected and non-bipartite graph G = (V, E) with n vertices and m edges. Let P be the transition matrix of a simple random walk on G. A random walk on a connected and non-bipartite graph defines a reversible Markov chain with stationary distribution π(x) = d(x)/(2m), where d(x) denotes the degree of vertex x. The riversibility of P means that π(x)P (x, y) = π(y)P (y, x), for all vertices x, y.
. . ≥ λ n > −1 be the eigenvalues of P and define λ = λ(P ) by λ = max{|λ 2 |, |λ n |}.
We also consider the matrix P 2 = P × P (standard matrix product), which is the transition matrix of the two-step random walk, is also reversible and has the same stationary distribution and eigenvectors as P . Moreover, the eigenvalues of P 2 are the squares of the eigenvalues of P . In particular, λ(P 2 ) = (λ(P )) 2 . Given A, B ⊆ V and x ∈ V , we define P (x, A) = y∈A P (x, y) and the flow function Q(A, B) from A to B as
Due to reversibility of P , Q(A, B) = Q(B, A). We will use the following inequalities, sometimes known as the Expander Mixing Lemma for Inhomogeneous Graphs (see e.g. [9, 16] ). Let A, B ⊆ V , and
We also need lower bounds for Q 2 .
Proof. Assume Q(A, A) ≤ π(A) 2 , otherwise the result is immediate. Observe that Q(A, A) = π(A)− Q(A, A c ) which, together with our assumption, implies that Q(A, A c ) ≤ π(A)π(A c ). Therefore, using (3), we derive
✷ Lemma 2 For any A, B ⊆ V , we have
Proof. Assume π(A)π(B) ≥ Q(A, B), or otherwise (6) is trivial. By Lemma 4,
✷ Given A, B ⊆ V , define the quantity R(A, B) = x∈A π(x)(P (x, B)) 2 . Proof. From definition of R(V, A), reversibility of P and P 2 (x, y) = z∈V P (x, z)P (z, y):
Lemma 3 For any
Proof. By Lemma 3, R(V, A) = Q 2 (A, A), and standard manipulations give
Taking the absolute value of both sides gives the first equality in (9) . To obtain the inequality, apply (3) to P 2 , Q 2 and λ 2 as the second largest absolute eigenvalue of P 2 . ✷
Proof. The second inequality is from Lemma 1. From convexity of the function z → z 2 ,
Proof. The second inequality is from Lemma 2 and the first one derives as in (10) . ✷
Suppose the family of sets
We have the following result.
Lemma 7 Consider a partition
Proof. Some manipulations and Lemma 4 give us the result. Indeed,
Proof. Lemma 6 gives the first part:
For the second part, observe that S C (A) = S C (V ) − S C (A c ) and use Lemma 7 and (11):
✷

Proof of Theorem 1
From now on we assume the graph is regular, so π(x) = 1/n and |A| = π(A)n for A ⊆ V . If it is clear from the context, we use A instead of |A| for the size of A.
The quantity R(A, B) = x∈A π(x)P (x, B) 2 gives the expected change in the stationary measure of A in one round of two-sample voting. In the case of a r-regular graph, nR(A, B) = x∈A (d B (x)/r) 2 is the expected number of members of A who pick two opinions in B.
Suppose that we have a k-colouring representing the opinions of the vertices. Let A j be the vertices of opinion j, so C = {A 1 , . . . , A k } is a partition of V . Without lost of generality we assume A 1 ≥ A 2 ≥ . . . ≥ A k . Let A ′ j the set of vertices with color j after one round. We have the following equality
Then with probability at least 1 − 1/n, after at most O((n/A 1 ) log(A 1 / (A 1 − A 2 )) ) rounds, the number of vertices with opinion 1 is at least 2n/3.
Proof. In this proof we are going to use several times that π(A 1 ) ≤ 2/3, which implies that π(A c 1 ) ≥ 1/3. At the end of each round the ordering of the opinions according to their sizes can change. In that case we exchange the labels of the opinions so that A 1 (t) ≥ A 2 (t) · · · ≥ A k (t) for every round t. We prove, however, that, w.h.p. opinion 1 will always be the majority, so it will not be relabeled. Our proof uses concepts from Bechetti et. al. [3, 4] and makes extensive use of Chernoff's bounds. If X is the sum of independent Bernoulli random variables, then for ε ∈ (0, 1) and δ ≥ 1,
From Equation (13) and Lemmas 4 and 8, we have for any
In the last step we used that π(A 1 ) ≤ 2/3. By assumption, λ ≤ π(A 1 )/32, so
Define ε 1 = 9 log n E(A ′ 1 |C) ≤ 18 log n A 1 < 1. Therefore, using Chernoff's bounds (14), we get
For a fixed j, 2 ≤ j ≤ k, we define ε j = √
and show that
Indeed, if ε j ≤ 1, then Chernoff's bounds (14) give
If ε j > 1, then Chernoff's bound (15) gives
The bounds (19) and (20) imply that with probability at least 1 − kn −3 ≥ 1 − n −2 , for all 2 ≤ j ≤ k,
and thus
To derive a lower bound for E(π(A ′ 1 ) − π(A ′ j )|C), we need an upper bound for E(π(A ′ j )|C). From eEuation (13) and Lemmas 4 and 8, we have
. The right-hand side of the above equation is non-increasing with increasing j. This combined with Equation (16) gives
In the last step we used that λ ≤ ∆/32 and that π(A 1 ) ≤ 2/3. We proceed to bound the error term 2 9 log n n E(π(A ′ 1 )|C). Equation (22) and the assumption that λ ≤ π(A 1 )/32 implies that
Hence 2 9 log n n E(π(A ′ 1 )|C) ≤ 6 2 log n n π(A 1 ).
Finally, from Equations (23) and (25), with probability at least 1 − n −2 we have
The above proves that w.h.pȯpinion one keeps being the majority opinion and that the difference between the number of vertices with opinion one and any other opinion increases with the number of rounds. Observe the above is independent of the fact that the order between the other opinions might change. Also observe that, since the difference is increasing, our assumption about λ is maintained between rounds, so we can repeat our argument until the size of opinion 1 reaches 2n/3. Equation (26) alone is not enough to get the required number of rounds, since it gives information about the increment of the differences rather than the increment of the number of vertices with opinion 1. To get information about the increase in the number of vertices with opinion 1, we use Equation (16) with j = 1 and the assumption that λ ≤ ∆/32. We obtain
By using Chernoff bouns (14) with ε = 9 log n E(A ′ 1 |C) and Inequalities (27) and (24), we have with probability at least 1 − n −2 ,
From our hypothesis and choice of C = 60 √ 2, we have ∆/20 = (
The above inequality is valid until the size of opinion 1 reaches 2n/3. To finish the proof, denote by x(i) the fraction of vertices with opinion 1 at round i, where x(0) = π(A 1 ), and by y(i) the difference between the fraction of vertices with opinion 1 and the fraction of vertices with the second largest opinion, where y(0) = ∆ = π(A 1 ) − π(A 2 ) < x(0). By (29) and (26), in each round it holds with probability at least 1 − n −2 that
for all i ≥ 0 with x(i) ≤ 2/3. For some i = O(1/x(0)), we have y(i) ≥ 2y(0) and x(i) ≥ x(0) + y(0).
. Continuing this way, we can define a sequence of indices i 0 = 0, i 1 , i 2 , . . . , such that for
). This means that the size of opinion 1 becomes greater than (2/3)n after O((n/A 1 ) log(A 1 /(A 1 − A 2 ))) rounds, with probability at least 1 − 1/n. ✷ Finally, for completeness we add a proof for the phase when the majority has size between 2n/3 and n, following the original proof from [9] .
Lemma 10 Let G be a connected regular graph with λ ≤ 1/4. If the majority opinion has size at least 2n/3, then with probability at least 1 − n −2 , it takes O(log n) rounds to finish voting.
Proof. We assume we have only two opinions. If we have more, we can merge all the minorities into one. Suppose that A represents the current set of vertices with the majority opinion and B the set of vertices with the minority opinion. Let A ′ and B ′ be the corresponding set in the next round. We compute E(A ′ |A). Observe that since in our context C = (A, B) and S C (A) = R(A, A) + R(B, A), then, from Equation 13, we have
Given λ ≤ 1/4 and π(A) ≥ 2/3 we have that E(π(B ′ )|B) ≤ 7/8π(B). A standard coupling shows that if
. Thus, if π(B) ≤ 1/3, then let B 1 be such that B ⊆ B 1 and π(B 1 ) = 1/3 and apply Hoeffding's Inequality with ε = 1/7 to get
This implies that in the next n rounds, the probability to have a minority with more than n/3 opinions is o(n −9 ). Right now to obtain the result is a straightforward application of Markov inequality. Choose T = K log(n) with K = 4/ log(8/7) a large enough constant.
Thus with probability at least 1 − n −2 , B T < 1, so voting finishes in K log(n) rounds. ✷ 4 Reducing Three-sample voting to Two-sample voting
In this section we study the three-sample voting model, which is similar to the two-sample voting model but samples three neighbours in each round. Additionally, if all three opinions are distinct, the vertex adopts the opinion of the first sampled neighbour. 
Lemma 11 Let G be a connected graph and let
Moreover,
and
If C = (A, B), then
Before proving Lemma 11, we observe that Equations (34) and (35) are enough to get Lemma 8 for the values E(S C (A ′ j )|C), i.e. the bounds we got for S C (A j ) are also valid for E(S C (A ′ j )|C). Our proof of Lemma 9 is based on the concentration of sums of Bernoulli random variables around their expected values, but we see that the expected values, or, more precisely, the respective bounds on those values, are the same in both protocols. Thus the "w.h.p." result of Lemma 9 applies also to the three-sample voting model. The same argument but using Equation (36) allows us to transfer the result of Lemma 10 from the two-sample to the three-sample voting.
Proof. First of all, observe that A ′ j is the result of choosing only one vertex, i.e. one round of standard pull voting. For given vertex v this accounts for Y v,1 . We now consider Y v,2 , Y v,3 taken in the original partition C. Observe that given A ′ j , then A ′′ j is the set of vertices in A ′ j such that the other two opinions taken in the original partition C are not equal to any opinion i other than j, plus the set of vertices outside A ′ j such that the other two opinions in C are equal to j. Therefore π(A 
By a result of [14] for classical pull voting, we have π(A ′ j |C) = π(A j ). From there, it is relatively straightforward to get that
For the lower bound in (34) we use Lemma 8 to get
By concavity of f (x) = x 1/2 we have
obtaining the result of Equation (34). A similar argument gives us the result of Equation (35). ✷
l-neighbourhoods
Suppose we have a connected graph G with expansion λ and suppose that λ does not satisfy the conditions to apply our main theorem. Then we can consider that instead of selecting two (or three) neighbours, each vertex starts two (or three) independent ℓ-step random walks, stopping in vertices v 1 and v 2 (or v 1 , v 2 and v 3 ) and performing the two-sample (or three-sample) decision. Since we are using ℓ steps of a random walk, this is equivalent to running the protocol with transition matrix P ℓ . Since the stationary distribution is the same for P and P l , the result of Theorem 1 translates immediately to this case. The only difference is that λ(P l ) = λ(P ) l , thus weakening the conditions on λ.
