We obtain a sufficient condition for an initial distribution to be in the domain of attraction of the quasi-stationary distribution for a linear birth and death process by two methods, that is, let M = {m i , i = 1, 2, . . .} be a probability distribution with i im i < ∞, then
Introduction
We are interested in the long-term behavior of absorbing Markov processes. The processes will be absorbed eventually, however, they often persist for extended periods of time and in fact appear to reach an equilibrium before reaching the absorbing state. The key to analyze the behavior of the processes before they die out is to simplify condition on their not having been absorbed, which leads us to consider quasi-stationary distributions and limiting conditional distributions, rather than the classical stationary and limiting distributions for irreducible processes. Quasi-stationary distributions (QSD) have been used to model the long-time behavior of stochastic systems which are in some sense terminate, but appear to be stationary over any reasonable time scale. Quasi-stationary distributions and limiting conditional distributions (LCD) for Markov processes have been studied by [6, 14, 15, 5, 13] in the general setting of absorbing continuous-time denumerable Markov chains.
As we all know, birth and death processes are the most important class of Markov processes and their relatively simple structure can make us study them with a rather extensive analysis. QSDs for birth and death processes have been studied by [3, 16, 12] . In this article we will study the QSD in the setting of a linear birth and death process on a semi-infinite lattice of integers, the finite boundary point being an absorbing state which is reached with certainty.
We know that, for a given family of processes, a complete treatment of the QSD problem should accomplish the following two aspects: determining all QSDs and solving the domain of attraction problem, that is, characterizing all laws M such that a given QSD ν is an M-LCD. Although the former have been addressed for several cases, details about the latter are known only for finite Markov processes (see [4] ) and for the subcritical Markov Branching Process (see [2] ).
In this paper, we derive the domain of attraction of the QSD for a linear birth and death process defined by λ i = iλ, μ i = iμ with two approaches.
Preliminaries
Let E be the set {0, 1, 2, . . .} of non-negative integers, and let {λ n , n 0} and {μ n , n 0} be sequences of non-negative numbers. A continuous-time Markov chain {X(t), t 0} having state E and q-matrix given by
is called a birth and death process on E, with birth coefficients λ n , n 0, and death coefficients μ n , n 0. Suppose λ 0 = μ 0 = 0, λ n > 0, μ n > 0, n 1, then Q will be conservative and 0 is an absorbing state and C = {1, 2, . . .} is irreducible for the minimal Q -function, F , and hence for any Q -function.
We define the potential coefficients π = {π i , i ∈ C } and
A function {P ij (t), i, j ∈ E, t 0} is called to be a transition function on E if the following conditions hold:
(a) P ij (t) 0 for all t 0 and i, j ∈ E, and P ij (0) = δ ij (the Kronecker delta),
where P ij (t) is said to be honest if the equality holds in (b) and dishonest otherwise, and (c) is called the ChapmanKolmogorov equation, or the semigroup property. Let T be the hitting time of zero, that is,
We shall only be interested in processes for which E i T < ∞ for all i 1.
We will assume the eventual absorption at 0 is certain, which is equivalent to assuming
(see also [8] ). [11] and [7] have shown that a simple birth and death process is honest if and only if
We know (2) implies that the process is non-explosive ( Q is regular), in which case the minimal solution to the backward differential equations
is the unique solution, and hence there is a unique birth and death process with transition rates Q .
We say a measure ν = {ν j } on C is a quasi-stationary distribution if j ν j = 1 and for each j 1 and t > 0
The above definition shows that a QSD is a distribution with support contained in C , which when used as the initial distribution of a process causes the conditional (on non-absorption) state probabilities to remain stationary through time.
We call ν = {ν j } the limiting conditional distribution on C if for some initial distribution M on C it satisfies
If we wish to describe the LCD corresponding to a particular initial distribution M, then we usually speak of the M-LCD (if it exists). We also say M is in the domain of attraction of the QSD ν if (3) holds. Any QSD ν is a ν-LCD, namely, ν belongs to its own domain of attraction, and the definition (3) only becomes interesting if it is satisfied with M = ν. For the above concepts on LCD and QSD, we may refer to [1, 5, 13] .
and its probability generating function is
3. Domain of attraction of the QSD for the linear birth and death process
In this section, we mainly study the domain of attraction of the QSD for a linear birth and death process and its generator is determined by
where 0 < λ < μ. The constants λ and μ are called the birth and death rates.
We know that the single state is in the domain of attraction of the QSD which is a geometric distribution for the process (5), see, for example, [3, 14, 16, 12] . In this section, we will prove that a probability distribution, under suitable condition, is also in the domain of the QSD. Here, we will obtain the conclusion with two methods which base on the particularity that we have know the transition probability of the process.
Obviously, (1) and (2) are all satisfied. The properties of this process have been established in detail in [9] . From [1] or [9] , we know the explicit form for P ij (t) of the process:
where i ∧ j = min(i, j) and
and its probability generating function
where r = e
The following theorem is our main result.
Theorem 1. For the linear birth and death process defined by
where ν j is a geometric distribution with parameter λ/μ.
We will prove Theorem 1 with the following two approaches.
The first method
Obviously, (3) can be written as
Let β = e −(μ−λ)t , then Eq. (6) becomes
Again, since T is hitting time and hence
. (9) Actually, because of the characteristic of (i) j−k /( j − k)!, we can write (9) as
It is clear that the expressions (10) is 0/0 type when we take the limit, we use L'Hôspital's Rule to work out it. Suppose i∈C im i < ∞, after a series of operations, we have
Then, we can find
will show that the conclusion holds in general, by induction on j. It is obvious that the conclusion holds when j = 1 and (11) and assumption, we see
Obviously, the left of (12) is independent of j, and so
Therefore, we obtain
From [16] , we know ν = {ν i i ∈ C } is the QSD for the linear birth and death process defined by (5) . Hence, if i∈C im i < ∞, then the probability distribution M = {m i , i ∈ C } belongs to the domain of attraction of the QSD ν, thus completing the proof.
The second method
In this section we will introduce the second method and the idea partly refers to [10] . To calculate more conveniently, we still set β = e −(μ−λ)t , then,
Therefore, from (7) and (13), we have
To produce our result, first of all, we give the following important lemma.
where i∈C im i is the expectation of the probability distribution M = {m i } and
Proof. From (14), we have
and so
This completes the proof. 2
From (14), we have
To establish (8), we apply (15) , and Lemma 2 to see that for 0 z 1, , j 1.
Obviously, we can also acquire Theorem 1 by repeating the last part of the first method.
Remark. Theorem 1 provides a sufficient condition for an initial distribution to be in the domain of attraction of the QSD for a linear birth and death process, a special situation of birth and death process. Next, we will try hard to generalize Theorem 1 to the general birth and death processes in the subsequent work.
