In this paper, we propose a new medium access control (MAC) 
Introduction
The emerging field of wireless sensor networks combines sensing, computation, and communication into a single tiny device. The availability of microsensors and low-power wireless communications will enable the deployment of densely distributed network for a wide range of biological, earth and environmental monitoring applications. Unlike traditional wireless devices, wireless sensor nodes do not need to communicate directly with the nearest high-power control tower or base station, but only with their local peers. Instead, of relying on a predeployed infrastructure, each individual sensor or actuator becomes part of the overall infrastructure and plays the dual role of data originator and data router.
Energy efficiency is one of the most important design features for medium access control (MAC) protocols in sensor networks. As sensor nodes are likely to be battery powered and it is often very difficult to change or recharge batteries, prolonging the network lifetime is very critical and it made researchers to look for energy-efficient MAC protocols. Several MAC protocols have been proposed in the literature for wireless sensor networks with an extreme goal of decreasing energy consumption. Some of previous works [1, 2, 3, 4, 5, 6] have identified idle listening as a major source of energy wastage. Measurements show that idle listening consume nearly the same power as receiving. Since in sensor network applications, traffic load is very light most of the time, it is often desirable to turn off the radio when a node does not participate in any data delivery activity.
The other source of energy waste is collision. When a transmitted packet is corrupted, it has to be discarded and follow-on re-transmissions increase the energy consumption. Collision increases latency as well. The third source is control packet overhead. Sending and receiving control packets consumes energy too. Due to these facts, our proposed model puts nodes into power saving mode after synchronization and they only wake up on specific times when a sample of an environmental variable is taken.
We present TA-PDC-MAC, Traffic Adaptive PDC-MAC, an energy-efficient MAC protocol for environmental monitoring application for sensor networks with different packet intervals. In Section II, we will describe some existing energy-saving protocols related to this work. Then, in Section III, we will elaborate on the design of TA-PDC-MAC and PDC-MAC protocols, problems we encountered, and the novel way in which we solved these problems. In Section IV, we will describe our simulation setup, followed by a detailed report of our results and finally, In Section V, the conclusion is discussed.
Related Works
Due to the specific energy constrained environment, MAC design for sensor networks generally has to take energy consumption as one of its primary concerns. There have been several MAC protocols specially designed for sensor networks. S-MAC [1] is the most renowned protocol proposed by Ye et al.. In S-MAC locally managed synchronization and periodic sleep/listen schedules based on these synchronizations form the basic idea behind it. Neighboring nodes form virtual clusters based on common sleep schedule to reduce control overhead and enable traffic-adaptive wake-up. S-MAC also includes the concept of message passing, in which long messages are divided into frames and sent in a burst to reduce contention latency.
The other protocol design for WSNs is D-MAC [7] . It is an energy efficient and low latency MAC protocol for tree-based data gathering in wireless sensor networks. The major traffic in WSNs is from sensor nodes to a sink which construct a data gathering tree. D-MAC utilizes this data gathering tree structure specific to sensor network applications to achieve both energy efficiency and low packet delivery latency. D-MAC staggers the sleep/listen schedule of the nodes in the data gathering tree according to its depth in the tree to allow continuous packet forwarding flow in which all nodes on the multi-hop path can be notified of the data delivery in progress and duty cycle adjustment command. Collision avoidance methods are not utilized in this protocol; when a number of nodes that have the same schedule (the same level in the tree) try to send to the same node, collision will occur.
T-MAC [8] is proposed to enhance the poor results of the S-MAC protocol under variable traffic loads. In T-MAC, the listen period ends when no activation event has occurred for a time threshold TA. The decision for TA is presented along with some solutions to the early sleeping problems. The activation time events include reception of any data, sensing of communication on the radio, the end-oftransmission of a node's own data packet or acknowledgement, etc.
TRAMA [9] is a TDMA-based algorithm proposed to increase the utilization of classical TDMA in an energy efficient manner. It is similar to Node Activation Multiple Access (NAMA) [10] , in which for each time slot a distributed election algorithm is used to select one transmitter within each two-hop neighborhood. This kind of election eliminates the hidden terminal problem and hence ensures that all nodes in one-hop neighborhood of the transmitter will receive data without any collision. In this protocol higher percentage of sleep time and less collision probability are achieved, as compared to CSMA based protocols.
The most relevant work to this paper is PDC-MAC proposed by Erazo et al. [11] . It is a medium access control protocol for wireless sensor networks specialized for environmental monitoring applications. PDC-MAC focuses on reducing energy consumption in these applications. Specifically, it reduces the duty cycle of nodes lowering drastically idle listening in a TDMA manner. It also proposed a very simple method for synchronization of the nodes to follow their own sleep/listen schedules. In its next version [12] the route partitioning method was introduced to develop this idea for a large scale networks.
Proposed Design
The study of PDC-MAC protocol shows its strong energy efficient feature in MAC protocol design for environmental monitoring applications, while, it supports just one sampling rate for all nodes in the network. This protocol cannot provide a fair data gathering system for the networks with different packet generation rates. Generally, time sampling rate of sensor nodes are not same, furthermore in all environmental monitoring applications, different sampling intervals due to the needs are required.
TA-PDC-MAC proposed a protocol to support networks with high and low sampling rates, which is still as energy efficient as the previous model.
In this section, a brief outline of T-PDC-MAC protocol is given first, followed by the problem encountered in the existing protocol [12] . Then discuss about our proposed model to overcome the shortage.
Protocol Overview
TA-PDC-MAC includes approaches to reduce energy consumption by lowering the duty cycle as introduced in [1, 7, 8] . It also uses staggered time schedule for nodes to keep small delay in the entire network. The route partitioning method will nullify the hidden terminal problem without using the RTS/CTS packet exchange or the virtual carrier sense in similar way as done in [12] .
In our protocol, the sink computes the time schedule of all nodes in the network with respect to their data generation rate. A node in the network can be involved in more than one route and should be capable of following different time schedule and duty cycles. In environmental monitoring applications it is desired to observe some physical variables more frequently than others. We propose a method to support sensor nodes with different sampling rates while keeping the energy efficiency as well.
The design goals of our modified protocol are less packet delay, lower energy consumption, and less data collision. It also benefits a simple unique centralized synchronization method. The sink is responsible among starting and maintaining the SYNC packets while other nodes only broadcast these packets in the area.
Traffic Adaption and Route Partitioning Algorithm
Route partitioning has two states: initialization and maintenance. At the beginning of the initialization state sensor nodes dispatch route discovery packets (RD) to the sink. As RD packet is traversed through the network, the address and the desired sampling rate of each sensor node will be added to it. So these RD packets contain the complete route from each node to the destination together with data generation rate of that node.
When sink receives all RD packets from the network, it will run the proposed algorithm to separate the routes into different groups due to node's data generation rate. Then it will check the times in which these sampling rates overlap each other, if there is any time then nodes in that route should follow their longer duty cycle (DC) to achieve more energy efficiency. Figure 1 . illustrates an example to make a better sense of the proposed algorithm. Here are two nodes with higher sampling rates than other nodes in the network. These nodes don't have same DCs. After receiving all RD packets sink performs its route partitioning procedure and makes the "main route" matrix object for future use. As the sink is aware of all nodes' sampling rates, it will make other routes' objects due to the existing DCs. Each path that has been established in the "high traffic route" will be originated by the sink node and ended by the high traffic generation node. So it will be a sub-path of the "main route" object. Then, sink checks the overlap time between higher DCs and the lower one in the network. If there is any, the route with lower DC will active during that time. In this example, routes 6 and 7 include higher DC nodes. As these two routes are sub-paths of main route, they don't need to be active concurrently with main routes' activation time schedule. 
Wakeup Schedule
There are three main communication patterns in sensor network applications. The first involves local data exchange and aggregation purely among nearby nodes. The second involves the dispatch of control packets and interest packets from the sink to sensor nodes. The last and the most significant traffic pattern in WSN is data gathering from sensor nodes to the sink. The proposed wakeup schedule is considered in the third type communication pattern, and the control packets have their own distinct slot times.
As discussed in section B, there is more than one duty cycle in the network. Our proposed traffic adaption method divides routes into two groups, "main route" and "high traffic routes". After receiving the SD packet, each node finds its contribution in each group of routes. SD packet includes the DC of the route, the addresses of nodes in that route, inactive time, route size, route type and the time when the route should be activated (TS). So each node can find its position in the current route. For the case that a node is located at the main route, the time schedule of transmission and reception period will be calculated by the following formulas as in [12] . When nodes in the main route get closer to the sink, their receiving and transmitting periods get larger. This happens because the closer the node is to the sink, the more data it receives from other node and the more packets will be relayed. Table 1 summarizes the terms used in the algorithm and the given equations. If a node is located in any of the high traffic routes, it is responsible to forward just one data packet with higher DC. In fact it should forward the packet that has been generated by higher data generation node. So there is no need to consider any growth in transmission and reception periods of the nodes nearby the sink. Figure 2 shows this simple staggered time schedule for a chain including four nodes. 
Energy Analysis
We consider a network with j paths in main route and N nodes in which M number of nodes are high DC. The expected energy consumption on a node is sum of energies that a node spends in each listen/sleep state. If there is no overlap time between sampling rates the "X" value will be zero, otherwise it has other value.
We focus on data gathering part of communication, and don't consider the energy that spends in other parts of initialization and maintenance phase. Energy consumed in node i within path j of main route. The expected energy consumption on each node is sum of the energy spends in transmitting, receiving and sleeping mode. So, By replacing equations (1) and (2) in (4) and ignoring the sleep part we can determine the energy consumption on intermediate nodes in a route j of main route paths.
The energy consumed in sink and the last leaf on the path can be calculated as follows:
By adding equations (6), (7) and (8) 
The expected energy consumption of this term is equal to:
Where, j R is the mean value of all route lengths in the network with the variance value of
The second term of equation (3) shows the energy spending on data gathering in high traffic route. As mentioned before, in this part, all intermediate nodes are responsible for forwarding high DC nodes' data and act like a router. So each timeslot of transmission or reception just lasts for the duration of sending or receiving one data packet. Then it can be simply defined that expected total energy consumption in this part is equal to:
So, the average value of energy consumption in the network should be as below:
As indicated before, "X" is a factor to eliminate the second part of equation (3) if there is an overlap time between sampling rates.
Simulation and Results

Assumptions
We implemented our prototype design with ns-2 network simulator [13] . We consider 10 nodes in the network which one of them produce data with higher generation rate. We assume just one sink node that all data should be gathered in it. Nodes are distributed randomly in a 50×50 m 2 area.
One High Traffic Generations Node
In this scenario we consider one node with packet inter-arrival time 20 seconds whereas all other nodes' packet inter-arrival time varies from 20 to 100 seconds. We compared our proposed model with pure PDC-MAC protocol when it is working with lower DC in the network and also with higher one, denoted as "SEAMAC-Low duty cycle" and "SEAMAC-High duty cycle" respectively. Figure 3 , 4 and 5 show the results of simulation in terms of energy consumption, packet loss rate and packet delay.
It is obviously can be find that if the DC of PDC-MAC is set to a higher DC in the network, the amount of energy consumption will increase dramatically. In TA-PDC-MAC, there is a few more energy consumption compared to PDC-MAC with lower DC. When PDC-MAC works with high DC, all nodes are forced to wake up in a specific time, but except one of them the other nodes have no packet to send. So the energy consumption of the network will increase severely. shows that by using lower DC in PDC-MAC, the packet loss has a large increase, because a node with smaller inter-arrival time doesn't have any chance to send its data to the sink. Our proposed protocol can forward almost all packets generated by that special node as well as other nodes in the network. It is apparent that packet delay shown in Figure 5 , in both protocols, TA-PDC-MAC and PDC-MACHigh duty cycle, is very low. The reason is that all packets are sent in their spesific time slot. So, they can be relayed to the sink in one activation period of their routes, but if we adjust PDC-MAC with the lowest DC node, the amount of pcket delay will increase dramatically. This huge delay will cause by sleep delay, that packets meet in the low DC network. 
Optimum Number of High DC Nodes
In this section, the optimum number of high DC nodes that can be supported by the proposed model is discussed. We have run the simulation for two different scenarios with same network configuration as previous scenario. In first scenario we assume that all nodes in the network are working with 100 seconds inter-arrival time and high DC nodes are working at 30 seconds inter-arrival time, whereas, in the second scenario the inter-arrival time for high DC nodes is equal to 60 seconds. The number of high DC nodes is incremented by one in each turn of running the simulation to observe the network behavior.
As it is shows in figure 6 , the optimum number of high DC nodes that can be supported by TA-PDC-MAC is equal to 8. If all nodes work with high DC inter-arrival time, the proposed model is not suited, because of some extra overhead introduced by our model. The trend of increasing energy consumption between two consecutive point in the graph depends on the size of route that connects next high DC node to the sink, In the second scenario, like before, we increase the number of high DC nodes by one. Figure 7 shows that the maximum number of high DC nodes that can be supported, is equal to 4. The locations of high DC nodes affect the number of them. For selecting the next high DC node, we consider the average route length ( j R ) of them equal to 3 for both scenarios. On the other hand, it can be revealed that difference of high and low duty cycles has a huge impact on the optimum number of high DC nodes that can be supported by the proposed protocol.
For larger difference between the existing high and low DCs in the network, the number of high DC nodes that can be supported will be more. With the same mean path length, in the first scenario, 90% of sources can work with high duty cycle, whereas in second one up to 40% can be supported. The maximum value of energy consumption improvement for the first scenario is around 35%, and this value is equal to 15% for the second one.
By considering first term of equation (3) Where, j R′ is the mean route length of high traffic routes and depends on the location of high DC nodes in the network.
Conclusion
In this paper the Traffic Adaptive PDC-MAC protocol is designed. The proposed model focuses on energy efficiency for environmental monitoring applications with different data generation rate nodes. Reducing packet latency and packet loss rate are the second issues of this work. By eliminating idle listening, considerable amount of energy can be saved. This will be achieved by scheduling the activation time of each node with respect to the generation time of packets. For supporting more than one sampling rate in the network and keeping the desirable amount of energy consumption, we introduced a traffic adaption algorithm. This algorithm makes the protocol to tolerate with different traffic generation rate. Without this method the amount of energy consumption and also packet delay and packet loss rate for networks under different traffic generation rates, will be very high. The simulation results show improvement on packet loss rate and packet delay with reasonable energy consumption level. 
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