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Geometric Waldspurger periods II
Sergey Lysenko
Abstract In this paper we extend the calculation of the geometric Waldspurger periods
from our paper [14] to the case of ramified coverings. We give some applications to the
study of Whittaker coeffcients of the theta-lifting of automorphic sheaves from PGL2 to
the metaplectic group S˜L2, they agree with our conjectures from [16]. On the way of the
proof, we construct some new automorphic sheaves for GL2 in the ramified setting. We also
formulate stronger conjectures about Waldspurger periods and geometric theta-lifting for the
dual pair (S˜L2,PGL2).
1. Introduction and main results
1.0 In the present paper we prove some conjectures from the first part of this paper [14]. Let X
and Y be smooth projective connected curves and φ : Y → X a degree two ramified covering. Let
E be an irreducible rank two Q¯ℓ-local system on X. Let AutE be the corresponding automorphic
sheaf on the stack Bun2 of rank 2 vector bundles on X. We calculate the tensor (as well as
symmetric and exterior) square of the Waldspurger periods of AutE for this covering, and so
establish ([14], Conjecture 3) for irreducible rank 2 local systems on X. This generalizes ([14],
Theorem 5) to the case of ramified coverings. On the way of the proof, we get some new
automorphic sheaves on GL2 in the ramified setting (not available in the literature to the best
of our knowledge).
We apply these results to the study of the geometric theta-lifting for the dual pair (S˜L2,PGL2).
This application is a main motivation for us, so this paper is mostly about quantum geometric
Langlands for S˜L2. In this introduction we first formulate our results about the Waldspurger
periods, then we present our motivations, results and conjectures about S˜L2, and finally we will
explain our strategy of the proof and some of our intermediate results that may be of independent
interest.
1.1 Assume for a moment the ground field k = Fq finite of q elements with q odd. Let G = GL2.
Let E be an irreducible rank 2 local system on X, fE : BunG(k) → Q¯ℓ be the function ‘trace
of Frobenius’ of AutE. Let φ : Y → X be a degree 2 possibly ramified covering, where Y
is smooth and projective. Write PicY for the Picard stack of Y . Let J be a rank one local
system on Y equipped with an isomorphism N(J ) →˜ detE, here N(J ) is the norm of J . Write
fJ : (PicY )(k)→ Q¯ℓ for the corresponding character, the trace of Frobenius of the automorphic
local system AJ on PicY corresponding to J . The Waldspurger period of fE is∫
B∈(PicY )(k)/(PicX)(k)
fE(φ∗B)f−1J (B)dB .
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The function that we integrate does not change when B is tensored by φ∗L, L ∈ PicX, here
dB is a Haar measure. The theorem of Waldspurger says that the square of this period is equal
(up to some explicit coefficient) to the central value of the L-function L(φ∗E⊗J−1, 12 ), see [20].
This result played a central role in the classification of automorphic descrete spectrum of S˜L2
by Waldspurger in [21, 22] (see also [23] for a recent survey). We prove a geometric version of
this result (a refined version formulated in Section 1.3).
1.2 General notation Let k denote an algebraically closed field of characteristic p > 2, all
the schemes (or stacks) we consider are defined over k. Fix a prime ℓ 6= p.
For a stack S locally of finite type write D(S) for the category introduced in ([9], Remark 3.21)
and denoted Dc(S, Q¯ℓ) in loc.cit. It should be thought of as the unbounded derived category
of constructible Q¯ℓ-sheaves on S. For ∗ = +,−, b we have the full triangulated subcategory
D∗(S) ⊂ D(S) denoted D∗c(S, Q¯ℓ) in loc.cit. Write D∗(S)! ⊂ D∗(S) for the full subcategory of
objects which are extensions by zero from some open substack of finite type. Write D≺(S) ⊂
D(S) for the full subcategory of complexes K ∈ D(S) such that for any open substack U ⊂ S of
finite type we have K |U∈ D−(U). Write D : Db(S)→ Db(S) for the Verdier duality functor.
Fix a nontrivial character ψ : Fp → Q¯∗ℓ and denote by Lψ the corresponding Artin-Shreier
sheaf on A1. Since we are working over an algebraically closed field, we systematically ignore
the Tate twists. If V → S ← V ∗ are dual rank r vector bundles over a stack S, we normalize
the Fourier transform Fourψ : D
≺(V )→ D≺(V ∗) by Fourψ(K) = (pV ∗)!(ξ∗Lψ ⊗ p∗VK)[r], where
pV , pV ∗ are the projections, and ξ : V ×S V ∗ → A1 is the pairing.
Let X be a smooth projective connected curve. Write Ω for the canonical line bundle on X.
For an algebraic group G we denote by F0G the trivial G-torsor on a given base. For a morphism
of stacks f : Y → Z we denote by dim. rel(f) the function of a connected component C of Y
given by dimC − dimC ′, where C ′ is the connected component of Z containing f(C).
Write Bunk for the stack of rank k vector bundles on X. For k = 1 we also write PicX
for the Picard stack Bun1 of X. We have a line bundle Ak on Bunk with fibre detRΓ(X,V ) at
V ∈ Bunk. View it as a Z/2Z-graded placed in degree χ(V ) mod 2.
1.3 Geometric Waldspurger periods
For d ≥ 0 write X(d) for the d-th symmetric power of X, we view as the scheme of degree d
effective divisors on X. Let rssX(d) ⊂ X(d) be the open subscheme of reduced divisors. Pick
d ≥ 0, D ∈ rssX(d). Let Eφ be a line bundle on X equipped with E2φ →˜O(−D). Note that O⊕Eφ
is a OX -algebra and set Y = Spec(O⊕Eφ). Then Y is a smooth projective curve, the projection
φ : Y → X is a degree two covering ramified exactly over D. Write DY for the ramification
divisor on Y , the restriction of φ gives an isomorphisms DY →˜D of these finite k-schemes. Write
σ for the nontrivial automorphism of Y over X. Write ΩY for the canonical line bundle on Y .
Let PicY be the Picard stack of Y , φ1 : PicY → Bun2 the map B 7→ φ∗B. We denote by
N : PicY → PicX the norm map given by N(B) = E−1φ ⊗ det(φ∗B) for B ∈ PicY . This is a
homomorphism of group stacks.
Let Uφ be the group scheme on X given by the cokernel of the natural map Gm → φ∗Gm.
Let BunUφ be the stack of Uφ-torsors on X. We denote by eφ : PicY → BunUφ the extensions
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of scalars map. Remind from [14] that BunUφ can be seen as the stack classifying B ∈ PicY
equipped with N(B) →˜OX and a compatible isomorphism γ : B |DY →˜ODY . This means that
the square of γ is the restriction N(B) |D →˜OD of the above trivialization. Our convention is
that under this identification eφ sends B to σ∗B ⊗ B−1 with the evident trivializations
N(σ∗B ⊗ B−1) →˜O, γ : σ∗B ⊗ B−1 |D →˜OD
Note that BunUφ is naturally a group stack, we denote by mult : BunUφ ×BunUφ → BunUφ the
multiplication map. By ([14], Appendix A), the connected components of BunUφ are naturally
indexed by a ∈ Z/2Z and denoted BunaUφ , here Bun0Uφ is the connected component of unity. If
d > 0 then BunUφ is a scheme and mult is proper.
For a rank one local system A on X we denote by AA the automorphic (character) local
system on PicX associated to A. For r ≥ 0 we have the Abel-Jacobi map X(r) → PicX,
D1 7→ O(D1), and the ∗-restriction of AA under this map is canonically identified with the
symmetric power A(r) of A.
For a notion of central character of K ∈ D(Bun2) we refer to ([14], Definition 3). If K ∈
D(Bun2) has central character A, whereA is a rank one local system onX, then act∗K →˜AA⊠K
for the map act : Bun1×Bun2 → Bun2, (L1, L) 7→ L ⊗ L1. Remind the definition of the
Waldspurger periods given in ([14], Definition 10).
If J is a rank one local system on Y then J ⊗σ∗J is equipped with natural descent data for
φ : Y → X, and there is a rank one local system N(J ) on X equipped with φ∗N(J ) →˜J ⊗σ∗J ,
the norm of J .
Definition 1. Let J be a rank one local system on Y . Let K ∈ D(Bun2) be a complex
with central character N(J ). Then AJ −1 ⊗ φ∗1K is equipped with natural descent data for
eφ : PicY → BunUφ . Assume the following holds:
(CW ) We are given KK ∈ D(BunUφ) equipped with
e∗φKK [dim. rel(eφ)] →˜AJ−1 ⊗ φ∗1K[dim. rel(φ1)]
For a ∈ Z/2Z the Waldspurger period of K is
WP a(K,J ) = RΓc(BunaUφ ,KK)
For r ≥ 0 let mφ,r : Y (r) → BunUφ be the map sending D1 to O(D1−σ∗D1) with the natural
trivializations
N(O(D1 − σ∗D1)) →˜OX , O(D1 − σ∗D1) |DY →˜ODY
Let E be a rank 2 irreducible local system on X. Write AutE for the corresponding automorphic
sheaf on Bun2 normalized as in [3].
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Theorem 1. Let J be a rank one local system on Y equipped with detE →˜N(J ). The condition
(CW ) of Definition 1 is satisfied for AutE, giving rise to K := KAutE ∈ D(BunUφ). The complex
K is a direct sum of (possibly shifted) irreducible perverse sheaves on BunUφ. One has
mult!(K ⊠K) →˜ ⊕
r≥0
(AJ −1)ΩY ⊗ (mφ,r)!(J ⊗ φ∗E∗)(r)[r]
Here (AJ −1)ΩY denotes the ∗-fibre of AJ −1 at ΩY ∈ PicY . In particular, for a ∈ Z/2Z there
is an isomorphism
⊕
a1+a2=a,
ai∈Z/2Z
WPa1(AutE,J )⊗WPa2(AutE,J ) →˜ ⊕
r≥0,
a=rmod 2
(AJ −1)ΩY ⊗ RΓ(Y (r), (J ⊗ φ∗E∗)(r))[r]
If φ∗E is irreducible then the latter complex is a vector space placed in cohomological degree zero.
This establishes ([14], Conjecture 3) for all irreducible rank 2 local systems on X. We also
describe the symmetric and exteriour squares of Waldspurger periods in Remark 11. Recall that
for a local system V on X the geometric analog of the central L-value L(V, 12) is the complex
⊕r≥0RΓ(X(r), V (r))[r]( r2 ), so Theorem 1 implies the Waldspurger formula by passing to the
trace of Frobenius (up to the Tate twists that we ignored).
Remark 1. i) Let J be any rank one local system on Y . By ([16], Lemma 15), one has canonically
detRΓ(Y,J ) →˜ (AJ −1)ΩY .
ii) In the situation of Theorem 1 assume in addition that H0(Y,J ⊗ φ∗E∗) = 0. Since σ∗J−1 ⊗
φ∗E →˜J ⊗ φ∗E∗, this yields H2(Y,J ⊗ φ∗E∗) = 0. Set V = H1(Y,J ⊗ φ∗E∗). The symplectic
form E ⊗ E → detE induces a map
H2(Y,J ⊗ σ∗J ⊗ φ∗E∗ ⊗ φ∗E∗)→ H2(Y, Q¯ℓ) →˜ Q¯ℓ (1)
Since the cup-product
V ⊗ V →˜H1(Y,J ⊗ φ∗E∗)⊗H1(Y, σ∗J ⊗ φ∗E∗)→ H2(Y,J ⊗ σ∗J ⊗ φ∗E∗ ⊗ φ∗E∗)
is skew-symmetric, composing it with (1) one obtains a non-degenerate symmetric form Sym2 V →
Q¯ℓ on V . Let SO(V ) be the special orthogonal subgroup of GL(V ) preserving this form. We
may view V as a SO(V )-torsor on Spec Q¯ℓ. One has dimV = 4gY − 4, where gY is the genus of
Y . Let Spin(V ) denote the simply-connected cover of SO(V ). Let Γα,Γβ be the half-spin rep-
resentations of Spin(V ) over Q¯ℓ, here α, β are the correspnding fundamental weights of Spin(V )
([4], 19.2, p. 291). Then
Γα ⊗ Γα ⊕ Γβ ⊗ Γβ →˜ ∧0 V ⊕ ∧2V ⊕ ∧4V ⊕ . . .
and
Γα ⊗ Γβ ⊕ Γβ ⊗ Γα →˜ ∧1 V ⊕ ∧3V ⊕ ∧5V ⊕ . . .
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Pick a trivialization of (AJ )ΩY . Then we see that there should be a numbering αa, a ∈ Z/2Z
of the half-spin fundamental weights of SpinV and isomorphisms
WPa(AutE,J ) →˜Γαa ,
where Γαa is the irreducible half-spin representation of Spin(V ) with highest weight αa. Viewing
accordingly Γα ⊕ Γβ as the a Z/2Z-graded representation of Spin(V ), the above is summarized
as a Z/2Z-graded isomorphism
(Γα ⊕ Γβ)⊗2 →˜ ⊕r≥0 ∧rV, (2)
where the grading on the RHS is given by the parity of r. Note that dimV is divisible by 4.
In this case the additional grading by r mod 4 on the RHS of (2) corresponds to the additional
grading of the LHS of (2) by the action of the involution permuting the two factors in the tensor
product. We show in Remark 11 that the isomorphism of Theorem 1 respects this additional
grading.
A trivialization of detE yields a trivialization of (AJ −1)ΩY . Indeed, we get σ∗J →˜J−1.
The cup-product H1(Y,J ) ⊗ H1(X,σ∗J ) → H2(Y, Q¯ℓ) →˜ Q¯ℓ is a symplectic form on H1(Y,J ),
our claim easily follows.
iii) The GL2-varity GL2 /φ∗Gm is spherical (pointwise over X), so our setting and results could
possibly be thought of in the perspective suggested by Sakellaridis-Venkatesh and Gaitsgory-
Nadler in [19, 7]. This is also related to the study of the Waldspurger category in [12].
1.4 Quantum geometric Langlands for S˜L2
1.4.1 Let G = Sp(O ⊕Ω) as a group scheme on X. So, BunG is the stack classifying M ∈ Bun2
with an isomorphism detM →˜Ω. Let AG be the line bundle on BunG with fibre detRΓ(X,M)
at M . Write B˜unG for the gerb of square roots of BunG. It classifies M ∈ BunG and a line B
equipped with B2 →˜ detRΓ(X,M).
Let ǫ be the 2-automorphism of B˜unG acting as −1 on B and trivially on M . Write
D−(B˜unG) ⊂ D(B˜unG) for the full subcategory of objects on which ǫ acts as −1. Recall that
Rep(SL2) acts on D−(B˜unG) naturally by Hecke functors ([13, 18]). The fundamental problem
we are interested in for S˜L2 is the to find a spectral decomposition of D−(B˜unG) under this
action (see [6] for many other related ideas).
Write ǫ¯ for the 2-automorphism of B˜unG that acts trivially on B and by −1 on M . This
makes sense as −1 acts trivially on detRΓ(X,M). The action of ǫ¯ gives a Z/2Z-grading on
D−(B˜unG). The category Rep(SL2) is also Z/2Z-graded by the action of the center of SL2. By
([16], Lemma 2), these gradings are compatible.
Let H = SO3 split. Write FG : D
−(BunH)! → D≺(B˜unG) for the theta-lifting functor
from ([16], Section 0.3.2). We believe that FG commutes with the actions of Rep(SL2) on both
sides, and this could possibly be verified as in [15], but we did not check this. Unfortunately,
the functor FG is not expected to be an equivalence. This is seen already in Conjecture 1
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below. This could be a phenomenon similar to the one we observed for the quantum geometric
Langlands for a torus ([17]), where the twisted derived category of Q¯ℓ-sheaves is not equivalent
to the corresponding untwisted one (predicted by the quantum Langlands correspondence [6]).
For a local system V on X the geometric central L-value is defined as
CLV (X) = ⊕θ≥0RΓ(X(θ), V (θ))[θ]
We view it as Z/2Z-graded by the parity of θ. Note that for local systems Vi on X one has
canonically
CLV1⊕V2(X) →˜CLV1(X)⊗ CLV2(X)
For an irreducible SL2-local system E on X denote by AutE the automorphic perverse
sheaf on BunH normalized as in ([16], Section 0.3.3) by the property that its first Whittaker
coefficient is ‘one’. We believe that the corresponding category of E-Hecke eigen-sheaves in
D−(B˜unG) contains a unique object, whose Z/2Z-graded pieces are irreducible perverse sheaves.
Conjecture 1. Let E be an irreducible SL2-local system on X. There is a Z/2Z-graded complex
SQE ∈ D(Spec k) equipped with a Z/2Z-graded isomorphism
(SQE)
⊗2 →˜CLE(X) . (3)
Write SQ±E for the pieces of SQE under the Z/2Z-grading. Then
FG(AutE) →˜SQ+E ⊗F+ ⊕ SQ−E ⊗F−,
where F± are irreducible perverse sheaves on B˜unG. This decomposition corresponds to the
grading on FG(AutE) by the action of ǫ¯. Moreover, F+ ⊕F− ∈ D−(B˜unG) is a E-Hecke eigen-
sheaf.
Let B ⊂ G be the parabolic group subscheme over X preserving Ω. The stack BunB classifies
E ∈ Bun1 and an exact sequence on X
0→ E ⊗ Ω→M → E−1 → 0 (4)
Write ν˜B : BunB → B˜unG for the map sending the above point to (M,B), where B =
detRΓ(X, E ⊗ Ω) with the induced isomorphism B2 →˜ detRΓ(X,M).
Let SB be the stack classifying E ∈ Bun1 and s2 : E2 → OX . Then SB and BunB are dual
generalized vector bundles over Bun1. Denote by Fourψ : D(BunB) →˜ D(SB) the corresponding
Fourier transform. Let RCovd →֒ SB be the open substack classifying E ∈ Bun1,D ∈ rssX(d)
and s2 : E2 →˜O(−D). Let ε be the 2-automorphism of RCovd acting as −1 on E . Denote
also by ε the 2-automorphism of BunB acting as −1 on E ,M . The above Fourier transform
respects te actions of ε. Over a connected component of BunB containing a point (4) if ǫ¯ acts
on K ∈ D−(B˜unG) by c ∈ µ2 then ε acts on ν˜∗BK as (−1)χ(E⊗Ω)c. Here χ stands for the Euler
caracteristic.
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As the degree 2 covering φ : Y → X varies in RCovd the group schemes Uφ form a group
scheme UR over RCov
d×X. We define the stack BunUR and a diagram RCovd
pR← BunUR
qU→
BunH (see Section 5.2). The fibre of (pR)!q
∗
UK at a k-point of RCov
d is the Waldspurger period
of K with respect to the trivial local system, this complex organizes these Waldspurger periods
into a family over RCovd. It is remarkable that the Hecke property itself already implies the
following acyclicity result (proved in Section 5.2).
Proposition 1. Let E be any SL2-local system on X. Let K ∈ D(BunH) be a E-Hecke eigensheaf
and d ≥ 0. Then q∗UK is ULA with respect to pR : BunUR → RCovd. Each cohomology sheaf of
the complex (pR)!q
∗
UK is a local system on RCov
d.
This paper (and Conjecture 4 iii) from [16]) is mostly concerned with the complex on RCovd
FE := Fourψ ν˜∗BFG(AutE)[dim. rel(ν˜B)− dimRCovd] |RCovd (5)
for E an irreducible SL2-local system on X. We show in Corollary 2 that for any K ∈ D(BunH)
the complex
Fourψ ν˜
∗
BFG(K)[dim. rel(ν˜B)− dimRCovd] |RCovd (6)
identifies with (pR)!q
∗
UK up to a shift. This is the main motivation for introducing Waldspurger
periods, this is how they appeared in the work of Waldspurger [20], as a tool for calculating the
Whittaker coefficients of FG(K).
In ([16], Section 0.3.5) to any local system V on X we associated a complex CLdV on RCov
d
whose fibre at (E , s2) equals
⊕θ≥0RΓ(X(θ), (V ⊗ E0)(θ))[θ],
here φ : Y → X and E0 are associated to (E , s2) as above. Namely, Y = Spec(O ⊕ E), σ is the
nontrivial automorphism of Y over X, and E0 is the sheaf of σ-anti-invariants in φ∗Q¯ℓ. So, the
fibre of CLdV over a k-point of RCov
d is the geometric central L-value of the constructible sheaf
V ⊗ E0 on X. We consider it as Z/2Z-graded by the parity of θ.
The following is the main result of this paper (it is derived from Theorem 1 in Section 5.2).
Corollary 1. Let E be an irreducible SL2-local system on X. There is an isomorphism on
RCovd
F⊗2E →˜CLE(X)⊗ CLdE (7)
This isomorphism is Z/2Z-graded, where the grading on (5) is given by the contribution of the
stacks BunaUR for a ∈ Z/2Z, and the complexes CLdE and CLE(X) are graded by the parity of θ.
One has D(FE [d]) →˜FE [d]. If d > 0 then FE is a local system on RCovd placed in cohomological
degree zero.
Recall the following ([16], Conjecture 3).
Conjecture 2. For any SL2-local system E on X and any d ≥ 0 there is a complex SdE ∈
D(RCovd) equipped with an isomorphism
(SdE)⊗2 →˜CLdE
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Moreover, SdE[dimRCovd] is Verdier self-dual. The complex
Fourψ ν˜
∗
B(F+ ⊕F−)[dim. rel(ν˜B)− dimRCovd] |RCovd
identifies canonically with SdE. Here F+ ⊕ F− is the perverse sheaf on B˜unG associated to E
in Conjecture 1. In addition, SQE of Conjecture 1 is the fibre of S0E at the k-point E = O of
RCov0.
1.4.2 If E is an SL2-local system on X with H
0(X,E) = 0 then H1(X,E) is equipped with a
nondegenerate symmetric form
H1(X,E) ⊗H1(X,E)→ H2(X,E ⊗ E)→ H2(X, Q¯ℓ) →˜ Q¯ℓ
and a compatible trivialization detH1(X,E) →˜ Q¯ℓ. So, H1(X,E) can be seen as a SO4g−4-torsor
over Spec Q¯ℓ. View CLE(X) →˜ ⊕r≥0 ∧iH1(X,E) as the corresponding (Z/2Z-graded) Clifford
algebra. Let us insist on this point, the central value of the L-function L(E, 12), which in the
geometric setting is not just a number, but a vector space with the Frobenius operator on it, is
actually an algebra.
Let now E be an SL2-local system such that for any d ≥ 0 and a covering φ : Y → X in
RCovd we have H0(Y, φ∗E) = 0. Remind that the fibre of CLE(X) ⊗CLdE at (E , s2) is
⊗θ≥0RΓ(Y (θ), (φ∗E)(θ))[θ]
As above, H1(Y, φ∗E) is equipped with a nondegenerate symmetric form. View CLE(X)⊗CLdE
as the corresponding sheaf of Z/2Z-graded Clifford algebras on RCovd. Assume in addition
E irreducible. By Corollary 1, FE is a local system over RCovd for all d ≥ 0. The sheaf of
endomorphisms F⊗2E →˜ End(FE) of FE is naturally a Z/2Z-graded sheaf of algebras on RCovd.
Conjecture 3. Let E be an SL2-local system such that for any d ≥ 0 and a covering φ : Y → X
in RCovd we have H0(Y, φ∗E) = 0. Then the isomorphism (7) is actually an isomorphism of
Z/2Z-graded sheaves of algebras on RCovd.
Put another way, under the assumptions of Conjecture 3, the local system CLE(X)⊗ CLdE
on RCovd has two differerent structures of a Z/2Z-graded sheaf of algebras, and we expect these
structures to coincide.
Remark 2. i) Let E be an irreducible SL2-local system on X. If we were working over complex
numbers with D-modules, then H1(X,E) would carry a pure Hodge structure of weight 1, this
structure yields a natural candidate for SQE. We hope our construction could have applications
for the theory of motives (when E is of motivic origin, the corresponding half-spin representations
of the Clifford algebras appearing via the Waldspurger periods could be motivic as well).
ii) If E is an SL2-local system on X with H
0(X,E) = 0 then H1(X,E) can be seen as a torsor
over Spec Q¯ℓ under SO4g−4. The datum of SQE together with a Z/2Z-graded isomorphism (3)
is then equivalent to a datum of a lifting of this torsor to a Spin4g−4-torsor over Spec Q¯ℓ.
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iii) In the setting of Conjecture 2 assume E irreducible and d > 0. For each point of RCovd the
∗-fibre of the Clifford algebra CLdE as this point splits, that is, identifies as Z/2Z-graded with
the algebra of endomorphisms of some Z/2Z-graded vector space. It is not clear if this is true
globally over RCovd.
1.5 Strategy of the proof and other resuts
1.5.1 To prove Theorem 1, we essentially follow the strategy from ([14], Theorem 5), though the
proof of loc.cit does not generalize ‘as is’ to the case of ramified coverings. The new ingredient
that allowed us to come around is our Proposition 8.
Let H˜ be given by the exact sequence 1 → Gm → GL2×GL2 → H˜ → 1, where the first
map is z 7→ (z, z−1). Let ρH˜ : Bun2×Bun2 → BunH˜ be the extension of scalars. Let E be rank
2 irreducible local system on X. We define a perverse sheaf Kπ∗E,detE,H˜ on BunH˜ , which is the
descent of AutE ⊠AutE under ρH˜ .
As in ([14], Section 6), define the group scheme Rφ on X by the exact sequence 1→ Gm →
φ∗Gm × φ∗Gm → Rφ → 1, where the first map is z 7→ (z, z−1).
Let φGL2 be the group scheme on X of automorphisms of φ∗OY . Define φH˜ by the exact
sequence 1→ Gm → (φGL2)× (φGL2)→ φH˜ → 1, where the first map is z 7→ (z, z−1). Remind
from ([14], Section 6.1.1) that Bun
φH˜
→˜ BunH˜ naturally. The natural map Rφ → φH˜ induces
a morphism denoted qRφ : BunRφ → BunH˜ in (loc.cit., p. 414).
The product φ∗Gm × φ∗Gm → φ∗Gm factors through Rφ → φ∗Gm. Let pφ : BunRφ → PicY
be the extension of scalars with respect to the latter map. The calculation of mult!(K ⊠ K) is
easily reduced to that of
(pφ)!q
∗
Rφ
Kπ∗E,detE,H˜
We show in Proposition 11 that the latter complex is realized as the ramified theta-lift from GL2
to φ∗Gm of the tensor product of AutE∗ by some ramified geometric Eisenstein series (namely,
the complex (9) below). This is our motivation for a study of these theta-lifts and Eisenstein
series summarized in the next subsection.
1.5.2 The dual pair (GL2,GO2)
Pick a point of RCovd given by s2 : E →˜O(−D), here D ∈ rssX(d). We have the corresponding
degree 2 covering φ : Y → X. Let G = GL2 and H = φ∗Gm.
Let Bun2,D be the stack classifying M ∈ Bun2 and a subsheaf M(−D) ⊂ M¯ ⊂ M with
div(M/M¯ ) = D. In Section 2.3.1 we define a µ2-gerb B˜un2,D → Bun2,D classifying (M¯ ⊂M) ∈
Bun2,D, a Z/2Z-graded line U of parity zero together with a Z/2Z-graded isomorphism
U2 →˜ detRΓ(X,M/M¯ )⊗ detRΓ(X,OD)
Consider the stack Bun2,D,H = Bun2,D×PicX PicY , where the map PicY → PicX sends B
to Ω(D)⊗N(B)−1, and Bun2,D → PicX sends (M¯ ⊂M) to detM . Let B˜un2,D,H be obtained
from Bun2,D,H by the base change B˜un2,D → Bun2,D. In Section 2.3.1 we define the object
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AutG,H ∈ D≺(B˜un2,D,H) which is the kernel of the theta-lifting functors
FG : D
−(PicY )→ D≺(B˜un2,D) FH : D−(B˜un2,D)! → D≺(PicY )
(cf. Definition 2). One has a direct sum decomposition AutG,H →˜ AutG,H,g ⊕AutG,H,s.
Proposition 2. i) Both AutG,H,g and AutG,H,s are perverse sheaves irreducible over each con-
nected component of B˜un2,D,H. Moreover, D(AutG,H) →˜ AutG,H canonically.
ii) The perverse sheaf AutG,H is ULA with respect to q : B˜un2,D,H → PicY . So, FG commutes
with the Verdier duality functors.
In Section 2.3.7 we define geometric Eisenstein series Eis(Q¯ℓ⊕E0) ∈ D(B˜un2,D) in the spirit
of [1]. The second part of the following result geometrizes a particular case of the Siegel-Weil
formula.
Proposition 3. i) Let E be a rank one local system on Y that does not descend to X. Then
FG(AE[dimPicY ]) is an irreducible perverse sheaf over each connected component of B˜un2,D.
ii) There is an isomorphism FG(Q¯ℓ[dimPicY ]) →˜Eis(Q¯ℓ ⊕ E0) on B˜un2,D.
The complexes appearing in Proposition 2 should be ramified Hecke eigen-sheaves. Indeed,
we expect that FG commutes with Hecke functors, but we do not need this fact in the present
paper. We also describe the Whittaker coefficients of the sheaves appearing in Proposition 3
(see Lemmas 7 and 8).
Let ǫ be the 2-automorphism of B˜un2,D acting as −1 on U and trivially on (M¯ ⊂ M) for
(M¯ ⊂ M,U) ∈ B˜un2,D. Let D−(B˜un2,D) ⊂ D(B˜un2,D) be the full subcategory of objects, on
which ǫ acts as −1.
In Section 2.3.8 we introduce the Hecke functor HG : D−(B˜un2,D)→ D−(X × B˜un2,D). One
of the difficulties in the ramified setting is that HG is known to commute with the Verdier duality
only over (X −D)× B˜un2,D, not over the whole of X × B˜un2,D.
For any local system E on X and r ≥ 0 we introduce in Section 2.3.8 the averaging functors
AvrE : D−(B˜un2,D) → D−(B˜un2,D) and AvrE : D(PicY ) → D(PicY ) similar to the averaging
functors from [5]. The following is an analog of ([14], Propostion 7) in our ramified setting.
Theorem 2. For any local system E on X one has a canonical isomorphism of functors
FH ◦ AvrE →˜ AvrE ◦FH
from D−−(B˜un2,D)! to D(PicY ).
Theorem 2 is derived from the following Theorem 3. In Section 2.3.9 we introduce the stack
W˜D,H classifying x ∈ X, (M¯ ⊂ M, U) ∈ B˜un2,D,B′ ∈ PicY together with an isomorphism
N(B′) →˜ C(D − x), where C = Ω⊗ (detM)−1. We also introduce two Hecke functors
HGH : D(B˜un2,D,H)→ D(W˜D,H) and HHG : D(B˜un2,D,H)→ D(W˜D,H),
here HGH corresponds to the standard representation of the Langlands dual to G. The following
is an analog of a special case of ([14], Theorem 1) in our ramified setting.
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Theorem 3. There is a canonical isomorphism in D(W˜D,H)
HGH(AutG,H) →˜HHG(AutG,H) (8)
While HHG commutes with the Verdier duality, this property is known for HGH only over
the open substack of W˜D,H given by x /∈ D. This is one of the technical difficulties in the proof
of Theorem 3. To derive Theorem 2 from Theorem 3, it is essential to have the isomorphism (8)
over the whole of W˜D,H .
We apply Theorem 2 to calculate the following Rankin-Selberg convolution, which is an
analog of ([14], Theorem 2) for our ramified setting. Namely, let E be an irreducible rank
2 local system on X. Write AutE for the corresponding automorphic sheaf on Bun2. Our
Proposition 7 is an explicit calculation of
FH(Eis(Q¯ℓ ⊕ E0)⊗ δ∗D˜ AutE), (9)
where δD˜ : B˜un2,D → Bun2 is the map sending (M¯ ⊂M,U) toM . The answer is of local nature,
that is, makes sense for not necessarily irreducible local system E on X.
On the referee’s suggestion, we comment on the definition of HG. This is some ad hoc
extension of the Hecke functor coresponding to the standard representation of the Langlands
dual group of GL2 to the points of ramification (sufficient for our purpose to prove Theorem 1).
Let Modr2,D be the stack classifying (M¯ ⊂M) ∈ Bun2,D and an upper modification M ⊂M ′
with deg(M ′/M) = r and M ′ ∩ M¯(D) =M . We have the diagram of projections
Bun2,D
pM← Modr2,D
p′M→ Bun2,D, (10)
where pM sends the above point to (M¯ ⊂M), and p′M sends the above point to (M¯ ′ ⊂M ′). Here
M ′(−D) ⊂ M¯ ′ and M¯ ′/M ′(−D) ⊂M ′/M ′(−D) is the image of the natural map M¯/M(−D)→
M ′/M ′(−D).
Both pM , p
′
M are smooth of relative dimension 2r. Let p˜M : M˜od
r
2,D → B˜un2,D be obtained
from pM by the base change B˜un2,D → Bun2,D. In Section we extend (10) to a diagram
B˜un2,D
p˜M← M˜odr2,D
p˜′M→ B˜un2,D,
whose construction does depend on our choice of the covering φ : Y → X. For r = 1 this gives
the diagram
B˜un2,D
p˜M← M˜od12,D
supp×p˜′M→ X × B˜un2,D,
where supp sends a point of M˜od
1
2,D as above to div(M
′/M). For this diagram and K ∈
D−(B˜un2,D) we set
HG(K) = (supp×p˜′M)!(p˜M )∗K[2]
It would be of interest to find the analogues of this Hecke functor for more general setting
suggested in Section 2.1.1.
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1.5.3 In Section 3 we prove Proposition 8. It is an essential new ingredient for our proof of
Theorem 1 that was missing in the unramified setting ([14]), some local property of theta-
sheaves. This allows to finish our calculation of (9), and hence the proof of Theorem 1.
In Section 5 we obtain the results about S˜L2 formulated in Section 1.4. In Appendix A for
a point of RCovd given by φ : Y → X we relate the theta-sheaves for X with those for Y (cf.
Proposition 12).
2. The dual pair (GL2,GO2) in the ramified setting
In Section 2 we make the contructions and establish the results formulated in Section 1.5.2.
2.1.1 The geometric Langlands program in the ramified setting was outlined in [2]. We will
encounter some ramified automorphic sheaves of the following type. Let G be a connected
reductive group over k. Let T ⊂ B ⊂ G be a maximal torus and Borel subgroup. Pick a
reduced effective divisor D on X. Let B˜unG,D denote the stack classifying a G-torsor FG on X,
a B-torsor FB on D, an isomorphism FG |D →˜FB×BG, and a trivialization γ : FB×B T →˜F0T .
For x ∈ D pick a rank one character local system χx on T , in our case it will be of finite order.
The local systems χx will be regular, that is, the stabilizer of χx in the Weyl group is trivial.
The group
∏
x∈D T acts on B˜unG,D changing γ, and we will have to consider K ∈ D(B˜unG,D)
that change under the action of
∏
x∈D T by ⊠x∈D χx and are automorphic. The Hecke algebra
for the corresponding local geometric setting has been studied in [8].
2.1.2 For n ≥ 1 let Gn be defined as in ([14], Section 2.1). Namely, Gn is the sheaf on X of
automorphisms of OnX ⊕ Ωn preserving the natural symplectic form ∧2(OnX ⊕ Ωn) → Ω. The
stack BunGn classifies M ∈ Bun2n with a symplectic form ∧2M → Ω. Let AGn be the line
bundle on BunGn with fibre detRΓ(X,M) at M . Let B˜unGn → BunGn be the µ2-gerb of square
roots of AGn . Write Aut for the theta-sheaf on B˜unGn , one has a direct sum of perverse sheaves
Aut →˜ Autg ⊕Auts (see loc.cit.).
Let Pn ⊂ Gn be the parabolic group subscheme preservingOnX . Let νPn : BunPn → BunGn be
the natural map. We may view BunPn as the stack classifying L ∈ Bunn and an exact sequence
0 → Sym2 L →? → Ω → 0 on X, it yields an exact sequence 0 → L → M → L∗ ⊗ Ω → 0.
Denote by ν˜Pn : BunPn → B˜unGn the map sending the above point to (M,B = detRΓ(X,L))
with the induced isomorphism B2 →˜ detRΓ(X,M).
2.2.1 For d ≥ 0 let X(d) denote the d-th symmetric power of X, let rssX(d) ⊂ X(d) be the open
subscheme classifying reduced divisors. As in ([14], Section 6), let RCovd be the stack classifying
D ∈ rssX(d), E ∈ Bun1 and an isomorphism E2 →˜O(−D) on X. According to ([12], 7.7.2), we
think of RCovd as the stack classifying a degree 2 covering φ : Y → X ramified exactly over D,
where Y is smooth and projective. Namely, Y = Spec(O ⊕ E) for a point of RCovd as above.
For a constructible Q¯ℓ-sheaf E on X let
E(d) = (sym∗E
⊠d)Sd
for the map sym : Xd → X(d) sending (xi) to
∑
i xi.
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For the rest of Section 2 we fix d ≥ 0 and a k-point of RCovd given by a degree 2 covering
φ : Y → X ramified exactly over some D ∈ rssX(d). Let DY be the ramification divisor on Y , so
φ induces an isomorphism DY →˜D. Let σ be the nontrivial automorphism of Y over X, let Eφ
be the σ-anti-invariants in φ∗O. Let E0 be the σ-anti-invariants in φ∗Q¯ℓ. This is a local system
on X −D extended by zero to X. Similarly, if r ≥ 1 then (E0)(r) is a local system on (X −D)(r)
extended by zero to X(r).
2.2.2 Let B˜un1 be the stack classifying L1 ∈ Bun1, a Z/2Z-graded line U of parity zero equipped
with a Z/2Z-graded isomorphism
η : U2 →˜ detRΓ(X,L1 |D)⊗ detRΓ(X,OD) (11)
Remark 3. i) The vector space detRΓ(X,OD) is not canonically trivialized, though one has
canonically detRΓ(X,OD)2 →˜ k. For A,A′ ∈ Bun1 one has a canonical Z/2Z-graded isomor-
phism
detRΓ(X,AD)⊗ detRΓ(X,A′D) →˜ detRΓ(X,A⊗A′ |D)⊗ detRΓ(X,OD)
ii) For L1 ∈ Bun1 the RHS of (11) is ⊗x∈D L1,x, where each L1,x is of parity zero, so the order
of points does not matter.
Lemma 1. For any L1, C ∈ Bun1 there is a canonical Z/2Z-graded isomorphism
detRΓ(X,L1 |D)⊗ detRΓ(X,L1 ⊗ Eφ ⊗ C)2
detRΓ(X,L1 ⊗ C)2 →˜
detRΓ(X,OD)⊗ detRΓ(X, Eφ ⊗ C)2
detRΓ(X, C)2 (12)
Proof For A,B ∈ Bun1 set
K(A,B) = detRΓ(X,A⊗ B)⊗ detRΓ(X,O)
detRΓ(X,A)⊗ detRΓ(X,B)
Then K(A,B) is bilinear in each variable up to a canonical isomorphism (see [17]). The isomor-
phism K(A,B)⊗K(A2,B) →˜K(A1 ⊗A2,B) shows that
detRΓ(X,A1 ⊗A2 ⊗ B)⊗ detRΓ(X,B)
detRΓ(X,A1 ⊗ B)⊗ detRΓ(X,A2 ⊗ B)
is independent of B ∈ Bun1 up to a canonical isomorphism. This shows that
detRΓ(X, Eφ ⊗ C)⊗ detRΓ(X,L1 ⊗ C)
detRΓ(X,L1 ⊗ Eφ ⊗ C)⊗ detRΓ(X, C)
identifies with K(Eφ, L1)−1 canonically. Finally, we get canonically
K(Eφ, L1)−2 →˜K(O(−D), L1)−1 →˜ detRΓ(X,L1 |D)⊗ detRΓ(X,OD)

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Let r : Bun1 → B˜un1 be the map sending L1 to (L1,U , η), where
U = detRΓ(X,L1)⊗ detRΓ(X, Eφ)
detRΓ(X,O)⊗ detRΓ(X,L1 ⊗ Eφ) (13)
is equipped with the isomorphism (11) given by Lemma 1. The map r is a µ2-covering. Let AE0
denote the µ2-anti-invariants in r!Q¯ℓ, this is a local system of rank one and order 2 on B˜un1.
The map r is a section of the gerb B˜un1 → Bun1.
Note that AE0 is trivialized at (O,U = k, η = id). The stack B˜un1 is naturally a group stack,
the product m : B˜un1× B˜un1 → B˜un1 sends (L1,U1, η1), (L2,U2, η2) to (L1 ⊗ L2,U1 ⊗ U2, η),
where η is the composition
U1 ⊗ U2 η1⊗η2→ detRΓ(X,L1 |D)⊗ detRΓ(X,L2 |D)
detRΓ(X,OD)2 →˜
detRΓ(X,L1 ⊗ L2 |D)
detRΓ(X,OD) ,
the second isomorphism is that of Remark 3. One checks that m∗AE0 →˜AE0 ⊠AE0 naturally.
One has the Abel-Jacoby map
AJ : (X −D)(r) → B˜un1
sendingD1 to (O(D1),U = k, η), where η = id. Then AJ∗(AE0) →˜ E(r)0 naturally over (X−D)(r).
Let Bun1,D be the stack classifying L ∈ Bun1 with a trivialization L |D →˜OD. There is a natural
map ν1 : Bun1,D → B˜un1, and ν∗1AE0 is the automorphic sheaf corresponding to E0.
Remark 4. i) For a rank one local system V on X denote by AV the corresponding automorphic
local system on Bun1. For r ≥ 0 and the Abel-Jacoby map AJ : X(r) → Bun1, D1 7→ O(D1)
one has AJ∗AV →˜V(r). For d = 0 there is an ambiguity for our notation AE0. In this case the
gerb B˜un1 → Bun1 admits a section sY : Bun1 → B˜un1 sending L1 to (L1,U = k, η = id). One
has s∗YAE0 →˜AE0. We hope the precise meaning for AE0 will be clear from the context.
ii) If d = 0 then (13) is trivialized for L1 = Ω, so (AE0)Ω →˜ Q¯ℓ in this case. This is why
Theorem 1 for d = 0 coincides with ([14], Theorem 5).
2.3 Theta-lifting functors for (GL2,GO2)
2.3.1 Let Bun2,D be the stack classifyingM ∈ Bun2 together with a subsheafM(−D) ⊂ M¯ ⊂M
such that div(M/M¯) = D. This is the stack of vector bundles with parabolic structure at D. Let
Shd0 denote the stack of torsion sheaves onX of length d. We have used the map div : Sh0 → X(d)
from [11].
Let H = φ∗Gm, the stack BunH of H-torsors on X identifies naturally with PicY . Set
Bun2,D,H = Bun2,D×PicX PicY,
where the map PicY → PicX sends B to Ω(D)⊗N(B)−1, and Bun2,D → PicX sends (M¯ ⊂M)
to A := detM . We have used the norm map N : PicY → PicX from ([14], Appendix A) given
by N(B) = E−1φ ⊗ det(φ∗B).
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For B ∈ PicY the vector bundle L = φ∗B is equipped with a canonical symmetric form
Sym2 L → C(D), where C = N(B)(−D). Let also L¯ = φ∗(B(−DY )), the symmetric form on L
induces an isomorphism L →˜ L¯∗ ⊗ C. The symmetric form Sym2 L¯→ C has a canonical section
sc that fits into the commutative diagram
Sym2 L¯ → C
↑ sc ր id
C(−D)
(14)
Lemma 2. For (M¯ ⊂ M,B) ∈ Bun2,D,H with A = detM , L = φ∗B one has a canonical
Z/2Z-graded isomorphism
detRΓ(X,M ⊗ L) →˜ detRΓ(X,M)
2 ⊗ detRΓ(X,L)2
detRΓ(X,O)2 ⊗ detRΓ(X,A)2 ⊗ detRΓ(Y,B/B(−DY ))
Proof Let L¯ = φ∗B(−DY ). By ([14], Lemma 1), one gets
detRΓ(X,M ⊗ L) →˜ detRΓ(X,M)
2 ⊗ detRΓ(X,L)2 ⊗ detRΓ(X, Eφ)
detRΓ(X,O)3 ⊗ detRΓ(X,A)⊗ detRΓ(X,A⊗ Eφ)
Applying this formula for M = O ⊕A in particular and using L →˜ L¯∗ ⊗ C, one gets
detRΓ(X, L¯) →˜ detRΓ(X,A⊗ L) →˜ detRΓ(X,A) ⊗ detRΓ(X,L)⊗ detRΓ(X, Eφ)
detRΓ(X, Eφ ⊗A)⊗ detRΓ(X,O)
Since detRΓ(X, L¯)⊗ detRΓ(Y,B/B(−DY )) →˜ detRΓ(X,L), our claim follows. 
Denote by
τ : Bun2,D,H → BunG2 (15)
the following map. For a point of Bun2,D,H on M ⊗L one gets a form ∧2(M ⊗L)→ Ω(D) such
that M ⊗ L¯ is the orthogonal complement of M ⊗ L with respect to the form with values in
Ω. Here L¯ = φ∗B(−DY ). Note that L/L¯ →˜B/B(−DY ) as a OX-module via the isomorphism
DY →˜D induced by φ. Let M ′ be defined by the cartesian square
M ⊗ L → M ⊗ (L/L¯)
↑ ↑
M ′ → (M¯/M(−D)) ⊗ (L/L¯)
The map τ sends the above collection to M ′.
Lemma 3. For a point (M¯ ⊂M,B) ∈ Bun2,D,H let M ′ = τ(M¯ ⊂M,B). The Z/2Z-graded line
detRΓ(X,M ′) identifies canonically with
detRΓ(X,M)2 ⊗ detRΓ(X, L¯)2 ⊗ detRΓ(X,OD)
detRΓ(X,O)2 ⊗ detRΓ(X,A)2 ⊗ detRΓ(X, (M/M¯ ))
Here A = detM , L¯ = φ∗(B(−DY )).
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Proof One has detRΓ(X,M ′)⊗ detRΓ(X, (M/M¯ )⊗ (L/L¯)) →˜ detRΓ(X,M ⊗ L) canonically,
now apply Lemma 2. Finally, detRΓ(X, (M/M¯ )⊗(L/L¯))⊗detRΓ(X,OD) →˜ detRΓ(X,M/M¯ ))⊗
detRΓ(X,L/L¯) canonically. 
Let B˜un2,D → Bun2,D be the µ2-gerb classifying a point (M¯ ⊂M) ∈ Bun2,D, a Z/2Z-graded
line U of parity zero and a Z/2Z-graded isomorphism
U2 →˜ detRΓ(X,M/M¯ )⊗ detRΓ(X,OD) (16)
Let B˜un2,D,H be obtained from Bun2,D,H by the base change B˜un2,D → Bun2,D. We get a
morphism
τ˜ : B˜un2,D,H → B˜unG2 (17)
over τ sending (M¯ ⊂M,U ,B) to (M ′,U ′), where
U ′ = detRΓ(X,M) ⊗ detRΓ(X, L¯)
detRΓ(X,O)⊗ detRΓ(X,A) ⊗ U (18)
is equipped with the isomorphism U ′2 →˜ detRΓ(X,M ′) given by Lemma 3. Set G = GL2.
Definition 2. Set AutG,H = τ˜
∗Aut[dim. rel(τ˜ )] ∈ D≺(B˜un2,D,H) and similarly for AutG,H,g,
AutG,H,s. As in [14] for the diagram of projections
PicY
q← B˜un2,D,H p→ B˜un2,D
define FG : D
−(PicY )→ D≺(B˜un2,D) and FH : D−(B˜un2,D)! → D≺(PicY ) by
FG(K) = p!(AutG,H ⊗q∗K)[− dimPicY ]
FH(K) = q!(AutG,H ⊗p∗K)[− dim B˜un2,D]
Remark 5. i) The group stack B˜un1 acts on B˜un2,D, the action map act : B˜un1× B˜un2,D →
B˜un2,D sends (L,U) ∈ B˜un1, (M¯ ⊂ M,U1) ∈ B˜un2,D to (L ⊗ M¯ ⊂ L ⊗M,U ⊗ U1) with the
induced isomorphism
U ⊗ U21 →˜ detRΓ(X,L |D)⊗ detRΓ(X,M/M¯ ) →˜ detRΓ(X,L ⊗M/L⊗ M¯)⊗ detRΓ(X,OD)
Given a rank one local system V on X, say that K ∈ D(B˜un2,D) has central character V ⊗ Em0
if it is equipped with (B˜un1, AV ⊗ (AE0)m)-equivariant structure as in ([14], Definition 3). This
means, in particular, that act∗K →˜ (AV ⊗ (AE0)m)⊠K. By abuse of notation we denoted the
restriction of AV under B˜un1 → Bun1 also by AV.
The notion of a central character for K ∈ D(PicY ) is defined similarly for the action map
act : PicX × PicY → PicY , (A,B) 7→ φ∗A⊗ B.
ii) For d = 0 we have a section Bun2,D → B˜un2,D given by U = k with (16) being the identity.
The inverse image with respect to this section gives an equivalence D−(B˜un2,D) →˜ D(Bun2,D).
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Under this equivalence the functors FG, FH identify with those of ([14], Definition 1) in this
case.
iii) One has the involution of PicY given by B 7→ σ∗B, it induces an involution of B˜un2,D,H ,
and τ˜ is invariant under this involution.
2.3.2 Let P ⊂ G = GL2 be the Borel subgroup of upper-triangular matrices. Write BunP,D for
the stack classifying L1,A ∈ Bun1, an exact sequence
0→ L1 →M → L∗1 ⊗A → 0 (19)
on X, and a lower modification M(−D) ⊂ M¯ ⊂ M with div(M/M¯ ) = D such that L1,x ∩
(M¯/M(−x)) = 0 for any x ∈ D. Here L1,x is the geometric fibre of L1 at x. The datum of M¯
can be seen as a splitting of the restriction of (19) to D. For a point of BunP,D the inclusion
L1(−D) ⊂ M¯ is a subbundle.
The stack BunP,D can be seen as a stack classifying L1,A ∈ Bun1 and an exact sequence
0→ L1(−D)→ M¯ → L∗1 ⊗A → 0 (20)
Namely, (19) is the push-forward of (20) by L1(−D) →֒ L1. The map BunP,D → Bun1×Bun1
sending the above point to (L1,A) is a generalized vector bundle in the sense of [11].
Let νP,D : BunP,D → Bun2,D be the map sending the above point to (M¯ ⊂M). Set
BunP,D,H = Bun2,D,H ×Bun2,D BunP,D
For a point of BunP,D one has M/M¯ →˜L1 |D naturally. We extend νP,D to the morphism
ν˜P,D : BunP,D → B˜un2,D sending (20) to (M¯ ⊂ M,U), where U is given by (13) and equipped
with the isomorphism
U2 →˜ detRΓ(X,L1 |D)⊗ detRΓ(X,OD) →˜ detRΓ(X,M/M¯ )⊗ detRΓ(X,OD)
given by Lemma 1.
Let τP : BunP,D,H → BunP2 be the following map. For a point of BunP,D,H given by (19)
together with (M¯ ⊂M), B ∈ PicY with C = N(B)(−D) let M ′ = τ(M¯ ⊂M,B). Then
(L1 ⊗ L) ∩M ′ = L1 ⊗ L¯,
so L1⊗ L¯ ⊂M ′ is a lagrangian subbundle. The map τP sends the above point to (L1⊗ L¯ ⊂M ′).
Consider the diagram
B˜un2,D,H
τ˜→ B˜unG2
↑ ν˜P,H ↑ ν˜P2
BunP,D,H
τP→ BunP2 ,
(21)
where we have set ν˜P,H = ν˜P,D × id, and ν˜P2 was defined in Section 2.1.2.
Lemma 4. The diagram (21) is naturally 2-commutative.
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Proof By ([14], Lemma 1), one has
detRΓ(X,L1 ⊗ L¯) →˜ detRΓ(X,L1)⊗ detRΓ(X, L¯)⊗ detRΓ(X,L1 ⊗ Eφ ⊗ C)
detRΓ(X, Eφ ⊗ C)⊗ detRΓ(X,O)
This easily implies that for a point of BunP,D,H we have a natural Z/2Z-graded isomorphism
detRΓ(X,L1 ⊗ L¯) →˜U ′ , where U ′ is given by (18), and U is given by (13). 
Lemma 5. Consider a point of BunP,D,H as above. Its image under τP is given by the exact
sequence 0→ Sym2(L1⊗ L¯)→?→ Ω→ 0, which is the push-forward of (20) by the composition
L21 ⊗A−1(−D) →˜L21 ⊗ Ω−1 ⊗ C(−D) id⊗sc→ L21 ⊗ Ω−1 ⊗ Sym2 L¯,
where sc : C(−D)→ Sym2 L¯ is the canonical section of the symmetric form from (14). 
2.3.3 Let SP,D be the stack classifying L1,A ∈ Bun1 and v : L21 ⊗ A−1(−D) → Ω. We have a
diagram of dual generalized vector bundles
SP,D → Bun1×Bun1 ← BunP,D, (22)
where each map sends a point as above to (L1,A) ∈ Bun1×Bun1.
Let SP,D,H be the stack classifying (L1,A, v) ∈ SP,D, B ∈ PicY with C = N(B)(−D) and an
isomorphism A⊗ C →˜Ω. By base change from (22) one gets a diagram
SP,D,H →˜ SP,D ×Bun1 PicY → Bun1×PicY ← BunP,D×Bun1 PicY →˜ BunP,D,H ,
and we write Fourψ : D
≺(SP,D,H)→ D≺(BunP,D,H) for the corresponding Fourier transform.
Let VP,D,H be the stack classifying L1 ∈ Bun1, B ∈ PicY for which we set L¯ = φ∗B(−DY ),
C = N(B)(−D), A = Ω⊗ C−1, and a section t : L1 ⊗ L¯→ Ω. Let
pV ,H : VP,D,H → SP,D,H
be the map sending this point to (L1,B, v), where v is the composition
L21 ⊗ C(−D) id⊗sc→ L21 ⊗ Sym2 L¯ →˜ Sym2(L1 ⊗ L¯) t⊗t→ Ω2 (23)
Remind the complex SP,ψ on BunP2 from ([13], Definition 3). The following is a straightforward
consequence of Lemma 5.
Proposition 4. There is a canonical isomorphism in D(BunP,D,H)
τ∗PSP,ψ[dim. rel(τP )] →˜ Fourψ((pV ,H)!Q¯ℓ[dimVP,D,H])

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The stack VP,D,H can be seen as the one classifying L1 ∈ Bun1,B ∈ PicY and
t : φ∗L1 → B∗ ⊗ ΩY (DY )
In this terms the map v given by (23) is nothing but the norm Nt : L21 → C−1 ⊗ Ω2(D). We
have used the fact that ΩY (−DY ) →˜φ∗Ω canonically, here ΩY denotes the canonical line bundle
on Y .
2.3.4 For the rest of Section 2 we assume d = degD > 0, that is, φ : Y → X is indeed ramified.
Let us generalize ([14], Lemma 6) to our ramified case.
Let Picr Y be the connected component of PicY classifying B ∈ PicY with degB = r.
Write Pic′r Y for the stack classifying B ∈ Picr Y together with t : O → B. One defines Pic′rX
similarly. Let
φ′ex : Pic
′r Y → Pic′rX ×PicX PicY
be the map sending (t : O → B) to (B, Nt : O → N(B)). The group S2 acts on φ′ex sending
(B, t) to (B,−t). We have the open immersion X(r) →֒ Pic′rX sending D1 to (t : O → O(D1)).
Over this open substack the map φ′ex restricts to a morphism
φ′ : Y (r) → X(r) ×PicX PicY
Lemma 6. i) Let F be an irreducible perverse sheaf on X such that both V = F [−1] and
(DF)[−1] are constructible sheaves, that is, placed in usual degree zero. Then V (r)[r] is also an
irreducible perverse sheaf.
ii)For any r ≥ 0 both the S2-invariants and anti-invariants in φ′!Q¯ℓ[r] are irreducible perverse
sheaves. If r > 2gY − 2 then the same holds for (φ′ex)!Q¯ℓ[r].
Proof ii) The morphism φ′ex is finite. Write PicY for the Picard scheme of Y , similarly for X.
We have a µ2-gerb
r : X(r) ×PicX PicY → X(r) ×PicX PicY
The proof of ([14], Lemma 6) still holds if in Step 1 we take E to be a rank one local system
on Y that does not descend to X. In this case φ∗E[1] is an irreducible perverse sheaf on X, so
(φ∗E)
(r)[r] is also an irreducible perverse sheaf on X(r) by i). 
2.3.5 Let 0 BunP,D ⊂ BunP,D be the open substack given by the following condition
(C) 2 degL1 − degA+ 2g − 2 < 0, and if g = 0 then moreover 2 degL1 − degA < 1.
The restriction 0νP,D :
0BunP,D → Bun2,D of νP,D is smooth and surjective. Let 0SP,D ⊂ SP,D
be the open substack given by (C), and similarly for 0SP,D,H . Set
0VP,D,H = p−1V ,H(0SP,D,H),
this is a smooth stack.
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Proof of Proposition 2
i) Let 0BunP,D,H ⊂ BunP,D,H be the open substack given by (C). By the above, the restriction
0 BunP,D,H → B˜un2,D,H of ν˜P,H is smooth and surjective. So, it suffices to show that both
τ∗PSP,ψ,g[dim. rel(τP )] and τ
∗
PSP,ψ,s[dim. rel(τP )]
are irreducible perverse sheaves over each connected component of 0 BunP,D,H .
By ii) of Lemma 6, (pV ,H)!Q¯ℓ[dim 0VP,D,H ] over any connected component of 0SP,D,H is a
direct sum of two irreducible perverse sheaves. Since pV ,H is finite, this perverse sheaf is self-dual.
Since Fourψ preserves perversity an irreducibility, part i) follows.
ii) Let 0(Bun1×PicY ) ⊂ Bun1×PicY be the open substack classifying L1 ∈ Bun1,B ∈ PicY
with 2 degL1 + degB − degD < 0. The projection 0VP,D,H → 0(Bun1×PicY ) forgetting t is a
vector bundle, so (pV ,H)!Q¯ℓ[dim 0VP,D,H ] is ULA over 0(Bun1×PicY ). As in the proof of ([14],
Proposition 5 ii)), the Fourier transform preserves the ULA property over a smooth base, so
τ∗PSP,ψ is ULA with respect to the projection
0BunP,D,H → 0(Bun1×PicY ), hence also ULA
over PicY . Since ν˜P,H :
0 BunP,D,H → B˜un2,D,H is smooth and surjective, the desired ULA
property follows.
Since p : B˜un2,D,H → B˜un2,D is proper, FG commutes with the Verdier duality as in ([1],
Section 5.1.2). 
2.3.6 Write pS for the composition VP,D,H pV,H→ SP,D,H → SP,D, where the second map is the
projection forgetting B. Consider the diagram
SP,D pS← VP,D,H qS→ PicY, (24)
where qS is the projection sending (L1,B, t) to B. From Proposition 4 one gets the following.
Lemma 7. For K ∈ D(Pic Y ) one has naturally in D(BunP,D)
ν˜∗P,DFG(K) →˜ Fourψ pS!q∗SK[dim. rel(qS)]

For r ≥ 0 we define an open immersion jr : Bun1×X(r) → SP,D sending (L1,D1) to
(L1,A, v), where A = Ω−1 ⊗ L21(D1 −D) with the canonical inclusion
v : L21 ⊗A−1(−D) →˜Ω(−D1) →֒ Ω
Let jr,Y : Bun1×Y (r) → VP,D,H be the map sending (L1, D¯1) to L1,B = ΩY (DY − D¯1) ⊗ φ∗L∗1
with the canonical inclusion t : φ∗L1 → B∗ ⊗ ΩY (DY ). The square is cartesian
VP,D,H jr,Y← Bun1×Y (r)
↓ pS ↓ id×φr
SP,D jr← Bun1×X(r),
(25)
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where φr : Y (r) → X(r) is the map D¯1 7→ φ∗D¯1.
For a rank one local system E on Y write AE for the corresponding automorphic local system
on PicY . For r ≥ 0 and the Abel-Jacoby map AJ : Y (r) → PicY sending D¯1 → OY (D¯1), one
has AJ∗AE →˜E(r) canonically.
Let rφ : X(r) → Y (2r) be the map sending D′ to φ∗D′. In the ramified case one may define
N(E) by N(E) = (1φ)∗E(2). Then for any r ≥ 1 one gets (rφ)∗E(2r) →˜ (N(E))(r) naturally.
Lemma 8. i) For a rank one local system E on Y one has naturally
j∗rpS!q
∗
SAE →˜ (AN(E))Ω(D) ⊗AN(E)−1 ⊠ (φ∗E∗)(r)
ii) Assume that E does not descend to X. Then pS!q
∗
SAE is the extension by zero under jr.
Besides,
(jr)!j
∗
rpS!q
∗
SAE →˜ (jr)∗j∗rpS!q∗SAE (26)
over 0SP,D, and pS!q∗SAE[dimVP,D,H ] is an irreducible perverse sheaf over any connected com-
ponent of 0SP,D.
iii) pS!Q¯ℓ[dimVP,D,H ] is a perverse sheaf over 0SP,D, the intermediate extension under jr :
Bun1×X(r) → SP,D over the corresponding connected components of 0SP,D.
Proof i) This follows from (25) and the fact that (AE)φ∗L1 →˜ (AN(E))L1 naturally for L1 ∈
Bun1. We also used the fact that for any local system V on Y one has φ
r
∗(V
(r)) →˜ (φ∗V )(r)
canonically.
ii) The first claim follows from N!(AE) = 0 for N : PicY → PicX. Since 0VP,D,H is smooth,
(26) follows. To finish the proof, note that (φ∗E
∗)(r)[r] is an irreducible perverse sheaf on X(r)
for any r ≥ 0.
iii) The stack 0VP,D,H is smooth, and the map pS : 0VP,D,H → 0SP,D is small. 
Proof of Proposition 3 i) The map ν˜P,D :
0 BunP,D → B˜un2,D is smooth and surjective. By
Lemmas 7 and 8, ν˜∗P,DFG(AE[dimPicY ]) is an irreducible perverse sheaf over each connected
component of 0 BunP,D. Our claim follows. 
2.3.7 Some ramified Eisenstein series
Let Bun
P
D be the stack classifying (M¯ ⊂M) ∈ Bun2,D and a subsheafM1 ⊂ M¯ withM1 ∈ Bun1.
We have a projection pD : Bun
P
D → Bun2,D forgettingM1. Let pD˜ : Bun
P
D˜ → B˜un2,D be obtained
from pD by the base change B˜un2,D → Bun2,D.
Let 0 Bun
P
D ⊂ BunPD be the open substack given by the property that the inclusionM1 →֒M
is maximal at all points of D. Let jP : 0Bun
P
D˜ →֒ BunPD˜ be defined by the same property. We
get a diagram
0Bun
P
D˜
jP→֒ BunPD˜
p
D˜→ B˜un2,D
↓ q
D˜
B˜un1,
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where qD˜ sends (M1 ⊂ M¯ ⊂M,U) with an isomorphism (16) to (L1,U , η), where L1 =M∗1 ⊗A
and η is the induced isomorphism (11).
Let 0pD˜ : 0Bun
P
D˜ → B˜un2,D be the restriction of pD˜.
Definition 3. The Eisenstein series on B˜un2,D corresponding to φ∗Q¯ℓ is defined as
Eis(Q¯ℓ ⊕ E0) = (0pD˜)!q∗D˜AE0[dimBun
P
D]
We will show below in Lemma 9 that jP! (q
∗
D˜
AE0) →˜ jP!∗(q∗D˜AE0) naturally. Since pD˜ is proper,
Eis(Q¯ℓ ⊕ E0) is Verdier self-dual.
Proof of Proposition 3 ii) Let 0 B˜unP,D =
0BunP,D ×Bun2,D B˜un2,D, white νP,D˜ : 0 B˜unP,D →
B˜un2,D for the projection on the second factor. Since the intersection of any connected compo-
nent of 0 B˜unP,D with a fibre of νP,D˜ is connected, by ([5], Lemma 4.8) it suffices to establish an
isomorphism
ν∗
P,D˜
Eis(Q¯ℓ ⊕ E0) →˜ ν∗P,D˜FG(Q¯ℓ[dimPicY ])
Since the 2-automorphism ǫ acts on both sides as −1, it suffices to establish an isomorphism of
shifted perverse sheaves
Four−1ψ (
0ν˜P,D)
∗Eis(Q¯ℓ ⊕ E0) →˜ Four−1ψ (0ν˜P,D)∗FG(Q¯ℓ[dimPicY ]) (27)
over 0SP,D. Let us do this.
Consider the stack 0 BunP,D×B˜un2,D0Bun
P
D˜, its point is given by L1,A,M1 ∈ Bun1, an exact
sequence (20), an inclusion M1 →֒ M¯ such that the induced map M1 → L∗1 ⊗ A is also an
inclusion. Indeed, if we had M1 ⊂ L1(−D) then M1 would not be a subbundle of M in a
neighbourhood of D. Write Zr for the substack of the latter stack given by deg(L∗1 ⊗ A) −
deg(M1) = r.
Then Zr is the stack classifying L1,A,∈ Bun1, D1 ∈ (X − D)(r), and an exact sequence
0 → L1(−D) →? → L∗1 ⊗ A |D1→ 0. In this notations one has M1 = L∗1 ⊗ A(−D1). The
composition
Zr pr2→ 0BunPD˜
q
D˜→ B˜un1
sends the above point to (L1(D1),U , η), where U is given by (13) with the induced isomorphism
η. Let s1 : Zr → (X −D)(r) be the map sending the above point to D1. By the multiplicativity
of AE0, one gets over Zr an isomorphism
pr∗2 q
∗
D˜
AE0 →˜ s∗1(E0)(r)
Let Yr be the stack classifying D1 ∈ (X −D)(r), L1,A ∈ Bun1 satisfying (C), and a section
v1 : L
2
1 → A⊗ Ω(D −D1). Consider the diagram
(X −D)(r) qY← Yr pY→ 0SP,D,
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where qY is the projection sending the above point to D1. The map pY sends the above point
to (L1,A, v), where v is the composition
L21
v1→ A⊗ Ω(D −D1) →֒ A ⊗Ω(D)
Then pY !q
∗
Y(E0)(r)[dimYr] is the contribution of Zr to
Four−1ψ (
0ν˜P,D)
∗Eis(Q¯ℓ ⊕ E0)[dim. rel(0ν˜P,D)]
over 0SP,D. Let us show that pY !q∗Y(E0)(r)[dimYr] is perverse, the intermediate extension from
the locus given by v 6= 0. The map pY is proper, over the locus of 0SP,D given by v 6= 0 it is
finite.
One has dimH1(X, E0) = 2g−2+d. So, RΓ((X−D)(r), (E0)(r)) →˜ ∧rH1(X, E0)[−r] vanishes
for r > 2g − 2 + d. So, we assume r ≤ 2g − 2 + d. The codimension in 0SP,D of the locus given
by v = 0 equals −2 degL1 + degA+ d+ (g − 1). So, it suffices to show that
r < −2 degL1 + degA+ d+ (g − 1)
For g ≥ 1 this follows from 2degL1 − degA + 2g − 2 < 0. For g = 0 this follows from
2degL1 − degA < 1 in (C). Applying Lemma 8, one gets the desired isomorphism. 
Remark 6. i) Since Q¯ℓ is invariant under the involution B 7→ σ∗B of PicY , we get an involution
on FG(Q¯ℓ[dimPicY ]) that we denote by ι. Its invariants on Eis(Q¯ℓ ⊕ E0) is the contribution of
those connected components of Bun
P
D˜ for which deg(M
∗
1⊗A) is even, that is, ⊕r,d1Eis(Q¯ℓ⊕E0)r,d1
for r − d1 even.
ii) As a byproduct of our proof of Proposition 3, one may calculate the cohomology of the Prym
variety KerN , where N : PicY → PicX is the norm map, and PicX denotes the Picard scheme
of X.
Lemma 9. One has naturally jP! (q
∗
D˜
AE0) →˜ jP!∗(q∗D˜AE0).
Proof Consider the stack Z¯ classifying L1,A ∈ Bun1, an effective divisor D1 on X, and an exact
sequence 0→ L1(−D)→?→ L∗1 ⊗A |D1→ 0. A point of Z¯ gives rise to a diagram
0→ L1(−D)→ M¯ → L∗1 ⊗A → 0
տ ↑
M1,
where we have set M1 = L
∗
1⊗A(−D1). Let 0Z¯ ⊂ Z¯ be the open substack given by (C). We have
a smooth and surjective map 0ν˜P,D :
0Z¯ → BunPD˜ sending the above point to (M1 ⊂ M¯ ⊂M,U)
defined as above. The preimage of 0Bun
P
D˜ is the open substack
0Z ⊂ 0Z¯ given by D1 ∩D = ∅.
For r ≥ 0 let Z¯r be the locus given by degD1 = r. Then for any r we have a cartesian square
0Zr →֒ 0Z¯r
↓ ζ ↓
(X −D)(r) jX→֒ X(r),
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where the vertical maps are the smooth projections sending the corresponding point to D1. The
local system (0ν˜P,D)
∗q∗
D˜
AE0 over 0Zr identifies with ζ∗(E0)(r). Our claim follows from the fact
that (jX)!(E0)(r) →˜ (jX )!∗(E0)(r) naturally. 
2.3.8 Hecke functors
We need the following Hecke functor on D(B˜un2,D). Let Mod
r
2,D be the stack classifying (M¯ ⊂
M) ∈ Bun2,D and an upper modification M ⊂M ′ with deg(M ′/M) = r and M ′ ∩ M¯(D) =M .
We have the diagram of projections
Bun2,D
pM← Modr2,D
p′
M→ Bun2,D,
where pM sends the above point to (M¯ ⊂ M), and p′M sends the above point to M ′(−D) ⊂
M¯ ′ ⊂ M ′. Here M¯ ′/M ′(−D) ⊂ M ′/M ′(−D) is the image of the natural map M¯/M(−D) →
M ′/M ′(−D). In other words, M¯ ′ = M¯ +M ′(−D).
We may also view Modr2,D as the stack classifying (M¯
′ ⊂M ′) ∈ Bun2,D together with a lower
modification M¯ ⊂ M¯ ′ such that M ′(−D)+ M¯ = M¯ ′. For such a point we get M =M ′ ∩ M¯(D).
Both pM , p
′
M are smooth of relative dimension 2r.
Let p˜M : M˜od
r
2,D → B˜un2,D be obtained from pM by the base change B˜un2,D → Bun2,D.
Lemma 10. For (M¯ ⊂ M ⊂ M ′) ∈ Modr2,D with D¯ = div(M ′/M) one has a canonical Z/2Z-
graded isomorphism
detRΓ(M ′/M¯ ′) →˜ detRΓ(M/M¯ )⊗ detRΓ(X,O(D¯) |D)⊗ detRΓ(X,OD) (28)
Proof For the diagram
M¯ ′ ⊂ M ′
∪ ∪
M¯ ⊂ M
one gets a canonical Z/2Z-graded isomorphism
detRΓ(X, M¯ ′/M¯)⊗ detRΓ(M ′/M¯ ′) →˜ detRΓ(M/M¯ )⊗ detRΓ(X,M ′/M)
The projection M ′(−D) → M¯ ′/M¯ induces an isomorphism M ′(−D)/M(−D) →˜ M¯ ′/M¯ . Fur-
ther,
detRΓ(X, (M ′/M)⊗O(−D)) →˜ detRΓ(X,M
′/M)
detRΓ(X,O(D¯) |D)⊗ detRΓ(X,OD)
canonically. Indeed, by ([14], Lemma 1), one has
detRΓ(X,M(−D)) →˜ detRΓ(X,M)
detRΓ(X,A |D)⊗ detRΓ(X,OD)
and
detRΓ(X,M ′(−D)) →˜ detRΓ(X,M
′)
detRΓ(X,A(D¯) |D)⊗ detRΓ(X,OD)
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We get the diagram
B˜un2,D
p˜M← M˜odr2,D
p˜′M→ B˜un2,D,
where p˜′M sends (M¯ ⊂M ⊂M ′,U) and (16) to (M¯ ′ ⊂M ′,U ′), where
U ′ = U ⊗ detRΓ(X, Eφ(D¯)/Eφ)−1 ⊗ detRΓ(X,O(D¯)/O),
D¯ = div(M ′/M), and U ′ is equipped with the isomorphism U ′2 →˜ detRΓ(M ′/M¯ ′)⊗detRΓ(X,OD)
given by Lemma 1 and (28).
Let Sh0 denote the stack of torsion sheaves on X. Let Sh
r
0 be its connected component
classifying torsion sheaves of length r. Let s : M˜od
r
2,D → Sh0 be the map sending the above
point to div(M ′/M). For a local system E on X write LE for Laumon’s sheaf on Sh0 defined in
([11], Section 1). Define the averaging functor
AvrE : D(B˜un2,D)→ D(B˜un2,D)
by AvrE(K) = (p˜
′
M )!(p˜
∗
MK ⊗ s∗LE)[2r].
In Section 1.5.2 we have introduced the full subcategory D−(B˜un2,D) ⊂ D(B˜un2,D). Clearly,
AvrE preserves this subcategory.
Define the Hecke functor HG : D(B˜un2,D)→ D(X×B˜un2,D) as follows. Consider the diagram
B˜un2,D
p˜M← M˜od12,D
supp×p˜′
M→ X × B˜un2,D,
where supp sends a point of M˜od
1
2,D as above to div(M
′/M). For this diagram set
HG(K) = (supp×p˜′M)!(p˜M )∗K[2] (29)
Over (X−D)×B˜un2,D one has DHG(K) →˜HG(D(K)) functorially forK ∈ D(B˜un2,D). However,
this is not clear over the whole of X × B˜un2,D.
For any local system E on X define the averaging functor
AvrE : D(PicY )→ D(PicY )
as follows. Consider the diagram PicY
pr2← Y (r)×PicY m→ PicY , where m is the map (D1,B) 7→
B(D1), and pr2 is the projection. For K ∈ D(PicY ) set
AvrE(K) = pr2!(pr
∗
1(φ
∗E)(r) ⊗m∗K)[r]
This is consistent with the definition of the averaging functors from ([14], Section 4.4.2).
2.3.9 The purpose of Section 2.3.9 is to derive Theorem 2 from Theorem 3. Set
M˜od
1
2,D,H = M˜od
1
2,D ×B˜un2,D B˜un2,D,H ,
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where we used p˜′M : M˜od
1
2,D → B˜un2,D to define the fibred product.
Let WD,H be the stack classifying x ∈ X, (M¯ ⊂ M) ∈ Bun2,D,B′ ∈ PicY together with an
isomorphism N(B′) →˜ C(D − x), where C = Ω⊗A−1 and A = detM . Set
W˜D,H =WD,H ×Bun2,D B˜un2,D
A point of M˜od
1
2,D,H is given by a collection: (M¯ ⊂ M ⊂ M ′,U) ∈ M˜od
1
2,D, B′ ∈ PicY
equipped with N(B′) = C(D − x) with x = div(M ′/M). Here C = Ω⊗A−1 with A = detM .
Consider the diagram
W˜D,H hG← M˜od
1
2,D,H
h′
G→ B˜un2,D,H ,
where h′G is the projection on the second factor, and hG sends the above point to x, (M¯ ⊂
M,U) ∈ B˜un2,D,B′ equipped with N(B′) →˜ C(D − x). Define
HGH : D(B˜un2,D,H)→ D(W˜D,H)
as HGH(K) = (hG)!(h
′
G)
∗K[2]. Define also the functor
HHG : D(B˜un2,D,H)→ D(W˜D,H)
as follows. Consider the diagram
W˜D,H hH← Y ×X W˜D,H
h′
H→ B˜un2,D,H ,
where hH is the projection on the second factor, and h
′
H sends y ∈ Y, (M¯ ⊂M,U) ∈ B˜un2,D,B′
together with N(B′) →˜ C(D − φ(y)) to (M¯ ⊂ M,U ,B), where B = B′(y). Here B is equipped
with the induced isomorphism N(B) →˜ C(D). Set
HHG(K) = hH!(h
′
H)
∗K[1]
Since h′H is smooth of relative dimension 1, HHG commutes with the Verdier duality.
Define the functor HH,X : D(PicY )→ D(X × PicY ) by
HH,X(K) = (φ× id)!m∗K[1]
for the diagram X×PicY φ×id← Y ×PicY m→ PicY , here m sends (y,B) to B(y). More generally,
for r ≥ 1 consider the equivariant derived category DSr(Xr × PicY ), where Sr acts naturally
on Xr and trivially on PicY . Define the functor
(HH,X)
⊠r : D(PicY )→ DSr(Xr × PicY )
by
(HH,X)
⊠r(K) = (φr × id)!(mr)∗K[r]
for the diagram Xr × PicY φ
r×id← Y r × PicY mr→ PicY . Here mr sends (y1, . . . , yr,B) to B(y1 +
. . .+ yr). Consider the diagram of projections
Xr
pr1← Xr × PicY pr2→ PicY (30)
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Lemma 11. For the diagram (30) there is an isomorphism
AvrE(K) →˜ HomSr(triv,pr2!(pr∗1E⊠r ⊗ (HH,X)⊠r(K))
functorial in K ∈ D(Pic Y ). 
Write H⊠rG for the r-fold iteration of (29).
Lemma 12. The functor H⊠rG maps D(B˜un2,D) to the equivariant derived category D
Sr(Xr ×
B˜un2,D). Moreover, there is an isomorphism
AvrE(K) →˜ HomSr(triv,pr2!(pr∗1E⊠r ⊗H⊠rG (K)))
functorial in K ∈ D(B˜un2,D). Here the maps pri are the projections in the diagram Xr
pr1←
Xr × B˜un2,D pr2→ B˜un2,D.
Proof The argument given in ([5], Propositions 1.8, 1.14 and 1.15) also applies in our situation.
Let us give however some details. Let ItModr2,D be the stack classifying (M¯ ⊂ M ⊂ M ′) ∈
Modr2,D together with a complete flagM =M0 ⊂M1 ⊂ . . . ⊂Mr =M ′ with deg(Mi/Mi−1) = 1
for all i. We have the projections
Bun2,D
pI← ItModr2,D
p′I→ Bun2,D,
where pI sends the above point to (M¯ ⊂M), p′I sends the above point to (M¯ ′ ⊂M ′), which is
the image of (M¯ ⊂M ⊂M ′) under p′M . Let
I˜tMod
r
2,D = ItMod
r
2,D×Modr2,DM˜od
r
2,D
with the corresponding diagram
B˜un2,D
p˜I← I˜tModr2,D
p˜′
I→ B˜un2,D,
Let supp : I˜tMod
r
2,D → Xr be the map sending the above point to the collection div(Mi/Mi−1),
1 ≤ i ≤ r. Then
H⊠rG (K) →˜ (supp×p˜′I)!(p˜∗IK)[2r]
functorially for K ∈ D(B˜un2,D). Set ˜IntMod
r
2,D = M˜od
r
2,D ×X(r) Xr, we get a morphism rInt :
I˜tMod
r
2,D → ˜IntMod
r
2,D, and (rInt)! IC is canonically isomorphic to the intersection cohomology
sheaf on ˜IntMod
r
2,D. This yields Sr-equivariant structure on H
⊠r
G , and the rest of the argument
from loc.cit. goes through. 
The following is an analog of ([14], Corollary 5).
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Proposition 5. There is a Sr-equivariant isomorphism of functors
(id⊠FH) ◦ (HG)⊠r →˜ (HH,X)⊠r ◦ FH (31)
from D−(B˜un2,D) to D(X
r ×PicY ). It is understood that the shift in the definition of id⊠FH :
D(Xr × B˜un2,D)→ D(Xr × PicY ) is the same as for FH .
Proof 1) Case r = 1. Consider the diagram
B˜un2,D
p˜M← M˜od12,D ← M˜od
1
2,D,H
hG→ W˜D,H
p
W˜→ B˜un2,D
↓ supp×p˜′
M
↓ supp×h′
G
↓ q
W˜
X × B˜un2,D id×p← X × B˜un2,D,H id×q→ X × PicY,
where the left square is cartesian. The map q
W˜
sends a point (x, M¯ ⊂ M,U ,B′) ∈ W˜D,H to
(x,B′), and p
W˜
sends this point to (M¯ ⊂M,U).
We get for K ∈ D(B˜un2,D)
(id⊠FH)HG(K) →˜ qW˜!(p∗W˜K ⊗HGH(AutG,H))[− dim B˜un2,D]
The commutative diagram
Y ×X W˜D,H
h′H→ B˜un2,D,H
↓ hH ↓ p
W˜D,H
p
W˜→ B˜un2,D,
and Theorem 3 show that the latter complex identifies with
q
W˜!hH!(h
′
H)
∗(p∗K ⊗AutG,H)[1− dim B˜un2,D] →˜HH,XFH(K)
2) For any r apply 1) r times. One checks that the Sr-equivariant structures are identified on
both sides. 
Proof of Theorem 2 Consider the diagram of projections (30). Tensoring (31) by pr∗1(E
⊠r) and
taking the direct image pr2! and further the Sr-invariants, one gets the desired isomorphism. 
2.3.10 In this section we prove Theorem 3.
2.3.10.1 Let 0W˜D,H ⊂ W˜D,H be the open substack given by x /∈ D. The desired isomorphism
(8) over 0W˜D,H can be established as in ([14], Theorem 1), the argument from ([15], Theorem 4)
can also be adopted to our situation. So, it suffices to prove the following.
Proposition 6. Both sides of (8) are perverse sheaves, the intermediate extensions with respect
to the open immersion 0W˜D,H →֒ W˜D,H .
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One has an isomoprhism Y × B˜un2,D,H →˜Y ×X W˜D,H sending (y, M¯ ⊂M,U ,B) to (y, M¯ ⊂
M,U ,B′), where B′ = B(−y) is equipped with the induced isomoprhism N(B′) →˜ C(D−x), here
x = φ(y) and C = Ω ⊗ (detM)−1. Now Proposition 2 shows that (h′H)∗AutG,H [1] is perverse,
the intermediate extension from the open substack given by φ(y) /∈ D. Since hH is finite,
HHG(AutG,H) is perverse, the intermediate extension under
0W˜D,H →֒ W˜D,H .
Consider the stack BunPD classifying (M¯ ⊂M) ∈ Bun2,D together with a subbundleM1 ⊂ M¯
of rank one such that M1 ⊂ M is also a subbundle. Let νPD : BunPD → Bun2,D be the map
forgetting M1. We extend ν
P
D to a morphism ν˜
P
D : Bun
P
D → B˜un2,D sending the above point to
(M¯ ⊂M,U), where
U = detRΓ(X,M
∗
1 ⊗A)⊗ detRΓ(X, Eφ)
detRΓ(X,O)⊗ detRΓ(X,M∗1 ⊗A⊗ Eφ)
is equipped with the isomorphism
U2 →˜ detRΓ(X,M∗1 ⊗A |D)⊗ detRΓ(X,OD) →˜ detRΓ(X,M/M¯ )⊗ detRΓ(X,OD)
given by Lemma 1. A point of BunPD is given by M1,A ∈ Bun1 and an exact sequence
0→M1 →M →M∗1 ⊗A → 0 (32)
For this point M¯/M(−D) =M1 |D.
Let 0 BunPD ⊂ BunPD be the open substack given by
2degM1 − degA < 1− 2g − d, (33)
here d = deg(D) and A = detM . This condition on the degrees implies H1(X,M−21 ⊗A(−D)) =
0. The restriction 0ν˜PD :
0 BunPD → B˜un2,D of ν˜PD is smooth and surjective. Set
BunPD,H = Bun
P
D×Bun2,D Bun2,D,H and 0 BunPD,H = 0 BunPD ×Bun2,D Bun2,D,H
Let τP : BunPD,H → BunP2 be the following map. For a point of BunPD,H given by (32) and
B ∈ PicY with N(B) →˜ C(D) and C = Ω ⊗ A−1 let L = φ∗B and M ′ = τ(M¯ ⊂ M,B). Then
M1 ⊗ L ⊂ M ′ is a lagrangian subbundle. The map τP sends the above point to (M1 ⊗ L ⊂
M ′) ∈ BunP2 . The corresponding exact sequence
0→ Sym2(M1 ⊗ L)→?→ Ω→ 0
is the push-forward of 0→M21⊗C →M⊗M1⊗C → Ω→ 0 under id⊗sc :M21⊗C →M21⊗Sym2 L.
Here sc : C → Sym2 L is the canonical section of the symmetric form Sym2 L → C(D). One
checks that the following diagram is canonically 2-commutative
B˜un2,D,H
τ˜→ B˜unG2
↑ ν˜PH ↑ ν˜P2
BunPD,H
τP→ BunP2 ,
(34)
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where we have set ν˜PH = ν˜
P
D × id.
Let ZP be the stack classifying a point of BunPD,H given by (32), B ∈ PicY equipped with
N(B) →˜ C(D) with C = Ω⊗A−1, and a section s : φ∗M1 → B∗⊗ΩY . Let evZ : ZP → A1 be the
map sending this point to the pairing of N(s) : M21 → A⊗Ω with (32). Let pZ : ZP → BunPD,H
be the map forgetting s. We will need the following.
Lemma 13. There is an isomorphism
(ν˜PH)
∗AutG,H [dim. rel(ν˜
P
H)] →˜ pZ!ev∗ZLψ[a],
where a is a function of a connected component of BunPD,H given by a = dim(Bun
P
D,H) +
χ(Y, φ∗M∗1 ⊗ B∗ ⊗ ΩY ) for a point of BunPD,H as above.
Proof The section s can be rewritten as s :M1⊗L→ Ω, where L = φ∗B. Combining the above
description of τP with ([14], Proposition 1), one gets the desired isomorphism. 
2.3.10.2 Set WP = W˜D,H ×B˜un2,D
0 BunPD, let ν˜W : WP → W˜D,H be the projection to the first
factor. To prove Proposition 6, we will consider the restrictions of both sides of (8) under ν˜W .
Let hP : ModP → WP be obtained from hG : M˜od
1
2,D,H → W˜D,H by the base change
ν˜W :WP → W˜D,H .
A point of WP is given by a collection: x ∈ X, M1,A ∈ Bun1 satisfying (33), an exact
sequence (32), B′ ∈ PicY equipped with N(B′) →˜ C(D − x), here C = Ω⊗A−1.
A point of ModP is given by a point of WP as above together with an upper modification
M ⊂ M ′ with x = div(M ′/M) such that M ′ ∩ M¯(D) = M . The latter condition is equivalent
to requiring that the inclusion M1 →֒M ′ is maximal in a neighbourhood of D.
Let 0ModP ⊂ ModP be the open substack given by the property that M1 ⊂ M ′ is a
subbundle. Let 1ModP be its complement in ModP . Let iK denote the contribution of iModP
to the complex
ν˜∗WHGH(AutG,H)[dim. rel(ν˜W)],
Let h
′P : 0ModP → BunPD,H be the map sending a point of 0ModP as above to the collection:
the exact sequence
0→M1 →M ′ →M∗1 ⊗A(x)→ 0, (35)
B′ equipped with N(B′) →˜ C(D − x), where C = Ω⊗A−1. We get a diagram
WP 0hP← 0ModP h
′P→ BunPD,H
↓ ν˜W ↓ ↓ ν˜PH
W˜D,H hG← M˜od
1
2,D,H
h′
G→ B˜un2,D,H ,
where we denoted by 0hP the restriction of hP . It is easy to check that the right square of this
diagram is 2-commutative. By definition,
0K = (0hP )!(ν˜
P
Hh
′P )∗AutG,H [dim. rel(ν˜
P
Hh
′P )] (36)
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Let YWP be the stack classifying a point ofWP as above together with s : φ∗M1 → B′∗⊗ΩY
such that N(s) :M21 → A⊗ Ω(x) actually lies in H0(X,M−21 ⊗A⊗Ω).
Let evYW : YWP → A1 be the map sending the above point to the pairing of N(s) with
(32). Let pYW : YWP →WP be the map forgetting s.
Lemma 14. There is an isomorphism over WP
0K →˜ (pYW)!ev∗YWLψ[b],
where b is a function of a connected component of WP given by b = χ(Y, φ∗M∗1 ⊗ B′∗ ⊗ ΩY ) −
1 + dim(WP ).
Proof Let f : 0Y → 0ModP be the stack classifying a point of 0ModP as above together with a
section s : φ∗M1 → B′∗⊗ΩY . Let 0ev : 0Y → A1 be the map sending a point of 0Y to the pairing
of (35) with N(s) : M21 → Ω⊗A(x). By Lemma 13 combined with (36), the complex 0K rewites
(up to a shift) as the direct image with compact support of 0ev∗Lψ under the composition
0Y f→ 0ModP 0hP→ WP
Let i : 0Y ′ →֒ 0Y be the closed substack given by requiring N(s) ∈ H0(X,M−21 ⊗ A ⊗ Ω).
Let us show that the natural map
(0hP )!f!(
0ev)∗Lψ → (0hP )!f!i∗i∗(0ev)∗Lψ (37)
is an isomorphism. Let η be a k-point of WP , write Zη for the fibre of 0ModP → WP over η.
Note that (M21 ⊗A∗)x acts freely and transitively on Zη. Since we assume d > 0, for a point of
0 BunPD we get 2 degM1 − degA < 0, so that H0(X,M21 ⊗A∗) = 0, and the sequence is exact
0→ (M21 ⊗A∗)x
ξ→ H1(X,M21 ⊗A∗(−x))→ H1(X,M21 ⊗A∗)→ 0
Under the action of v ∈ (M21 ⊗A∗)x on Zη the class of the exact sequence (35) changes by ξ(v).
Integrating over Zη with s fixed first, we will get zero unless N(s) ∈ H0(X,M−21 ⊗A⊗ Ω). So,
(37) is an isomorphism. Our claim easily follows. 
We need the following general remark.
Remark 7. Let Y be the stack classifying x ∈ X, B ∈ PicY with s : O → B such that
N(s) ∈ H0(X,N(B)) lies in H0(X,N(B)(−x)). Let X be the stack classifying B ∈ PicY , y ∈ Y
and s : O → B(−y). Let πX : X → Y be the map sending the above point to (x,B, s), where
x = φ(y). Let κ : Y ′ → Y be the locally closed substack given by the property that x /∈ D, and
s : O → B(−φ∗(x)) is regular. Let pr′ : Y ′ → X be the projection sending the above point to x.
Then one has an exact sequence on Y
0→ Q¯ℓ → πX !Q¯ℓ → κ! pr′∗ E0 → 0
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2.3.10.3 Let κ : ′YWP ⊂ YWP be the locally closed substack given by the property that
s : φ∗M1 → B′∗⊗ΩY (−φ∗(x)) is regular and x /∈ D. Let qYW : ′YWP → X be the map sending
the above point to x.
Let 0ZP denote the preimage of 0 BunPD,H under the map pZ : ZP → BunPD,H defined in
Section 2.3.10.1. A point of Y × 0ZP is given by y ∈ Y , an exact sequence (32) satisfying (33),
B ∈ PicY equipped with N(B) →˜ C(D), and s : φ∗M1 → B∗ ⊗ ΩY . Let hZ : Y × 0ZP → YWP
be the map sending a point as above the same data with B′ = B(−y). The following diagram
commutes
YWP hZ←−− Y × 0ZP
↓ pYW ↓ id×pZ
WP hW← Y ×X WP ξ
P
←−
∼
Y × 0 BunPD,H
↓ ν˜W ↓ id×ν˜W ↓ ν˜PH◦pr2
W˜D,H hH← Y ×X W˜D,H
h′
H→ B˜un2,D,H
where hW is the projection. We denoted by ξ
P the isomorphism sending a collection y ∈ Y ,
(32) and B with N(B) →˜ C(D) to the collection (32), y, B′, where B′ = B(−y).
By Remark 7, we get an exact sequence on YWP
0→ ev∗YWLψ → hZ!(Q¯ℓ ⊠ ev∗ZLψ)→ κ!(q∗YWE0 ⊗ κ∗ev∗YWLψ)→ 0 (38)
Applying (pYW)! to (38) and using Lemmas 13 and 14, we get an exact triangle
0K → ν˜∗WHHG(AutG,H)[dim. rel(ν˜W)]→ K, (39)
where we have set K = (pYW)!κ!(q∗YWE0 ⊗ κ∗ev∗YWLψ)[b], here b is the function defined in
Lemma 14.
A point of 1ModP yields an exact sequence
0→M1(x)→M ′ →M∗1 ⊗A → 0, (40)
which is the push-forward of (32) under M1 → M1(x). Let h′′P : 1ModP → BunPD,H be
the map sending a point of 1ModP as above to the collection: (40) and B′ equipped with
N(B′) →˜ C(D − x). We get a diagram
WP 1hP← 1ModP h′′P→ BunPD,H
↓ ν˜W ↓ 1p ↓ ν˜PH
W˜D,H hG← M˜od
1
2,D,H
h′
G→ B˜un2,D,H ,
where 1p is the composition 1ModP →֒ ModP → M˜od12,D,H . We denote by 1hP the composition
1ModP →֒ ModP hP→ WP . The map 1hP is an open immersion given by x /∈ D. This right
square in the above diagram is not 2-commutative. More precisely, there is an isomorphism
1p∗(h′G)
∗AutG,H →˜ pr∗Mod E0 ⊗ (h′′P )∗(ν˜PH)∗AutG,H , (41)
where prMod :
1ModP → X is the map sending a point of 1ModP as above to x.
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Lemma 15. There is an isomorphism K→˜ 1K on WP .
Proof Using (41), one gets
1K →˜ (1hP )!(pr∗Mod E0 ⊗ (h′′P )∗(ν˜PH)∗AutG,H)[1 + dim. rel(ν˜PH ◦ h′′P )]
Applying Lemma 13, one gets the desired isomorphism. 
Lemma 16. The map h′G ◦ (1p) is smooth, so 1K[−1] is a perverse sheaf on 1ModP . Its
extension by zero under the map 1hP : 1ModP →֒ WP is also perverse.
Proof Given a point (M¯ ′ ⊂M ′,B′, N(B′) →˜ C′(D)) of B˜un2,D,H˜ , one first pick a line subbundle
M1(x) ⊂ M¯ ′ such that M1(x) ⊂ M ′ is also a subbundle. This is a smooth map because
2 degM1(x)−degA′ < 2−2g−d withA′ = detM ′, and so H1(X, (M1(x))−2⊗A′(−D)) = 0. Then
one picks any x ∈ X−D. Finally, the exact sequence 0→M1(x)/M1 →M ′/M1 →M∗1 ⊗A → 0
splits, and a choice of a splitting is also a smooth map.
The last claim follows from the fact that the inclusion X −D →֒ X is affine. 
Consider the distinguished triangle over WP
1K[−1] α→ 0K → ν˜∗WHHG(AutG,H)[dim. rel(ν˜W)] (42)
obtained from (39). Since the RHS of (42) is perverse, 0K is also perverse over WP . So, (42) is
an exact sequence of perverse sheaves.
By definition of iK, we also have a distinguished triangle
1K[−1] β→ 0K → ν˜∗WHGH(AutG,H)[dim. rel(ν˜W)] (43)
Over 0W˜D,H the map hG : Mod12,D,H → W˜D,H is proper, so HGH(AutG,H) is Verdier self-dual
over 0W˜D,H . From (43) we see that HGH(AutG,H) is perverse over 0W˜D,H .
Lemma 17. 1) Over WP one has Hom(1K[−1], ν˜∗WHHG(AutG,H)[dim. rel(ν˜W)]) = 0 in the
category of perverse sheaves.
2) Both S2-invariants and anti-invariants in
1K[−1] are irreducible perverse sheaves on 1ModP .
(They correspond to the contributions of Autg and Auts to
1K[−1]).
Proof 1) By adjointness for 1hP , we have to prove this over 1ModP . Remind that we have a
diagram
WP hW← Y ×X WP
↓ ν˜W ↓ id×ν˜W
W˜D,H hH← Y ×X W˜D,H
h′
H→ B˜un2,D,H
By adjointness, we have to show that over (Y −DY )×X WP one has
Hom(h∗W(
1K)[−1], (id×ν˜W)∗(h′H)∗AutG,H [1 + dim. rel(ν˜W)]) = 0
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Let S be the stack classifying y ∈ Y − DY with x = φ(y), M1,A ∈ PicX satisfying (33),
B′ ∈ PicY equipped with N(B′) →˜ C(D − x), here C = Ω⊗A−1.
Let YS be the stack classifying a point of S as above together with a section s¯ : M21 → A⊗Ω.
Then YS and (Y −DY )×XWP are dual generalized vector bundles over S. Both perverse sheaves
are Fourier transforms under Fourψ : D(YS)→ D((Y −DY )×X WP ).
Let Y¯S be the stack classifying a point of S as above together with a section s : φ∗M1 →
B′∗ ⊗ ΩY (−y). We have a projection δ : Y¯S → YS given by s¯ = N(s). Let also i : Y¯ ′S ⊂ Y¯S be
the closed substack given by the condition that s : φ∗M1 → B′∗ ⊗ ΩY (−φ∗(x)) is regular.
For a point of S one has an inclusion
H0(Y, φ∗M∗1 ⊗ B′∗ ⊗ ΩY (−φ∗(x)))→ H0(Y, φ∗M∗1 ⊗ B′∗ ⊗ ΩY (−y)),
whose cokernel is a 1-dimensional space. Indeed, H1(Y, φ∗M∗1 ⊗B′∗ ⊗ΩY (−φ∗(x))) = 0 because
of (33). The morphism δ is finite.
It suffices to show that
HomYS (δ!i
∗Q¯ℓ[dim Y¯S − 1], δ!Q¯ℓ[dim Y¯S ]) = 0
in the category of perverse sheaves on YS . The condition (33) implies deg(M
−2
1 ⊗A⊗Ω) > 2gY−2.
So, by Lemma 6, both S2-invariants and anti-invariants in δ!Q¯ℓ[dim Y¯S ] are perverse sheaves
irreducible over each connected component. Let Y ′S ⊂ YS be the closed substack given by
s¯ ∈ H0(X,M−21 ⊗A⊗Ω(−x)). Then δ!i∗Q¯ℓ is the extension by zero from Y ′S . The restriction to
YS − Y ′S of S2-invariants or anti-invariants in δ!Q¯ℓ does not vanish. Our claim follows.
2) Let S¯ be the stack classifying x ∈ X−D, M1,A ∈ PicX satisfying (33), B′ ∈ PicY equipped
with N(B′) →˜ C(D − x), here C = Ω⊗A−1.
Let YS¯ be the stack classifying a point of S¯ as above together with s¯ : M21 → A⊗Ω(−x). Let
Y¯S¯ be the stack classifying a point of S¯ as above together with s : φ∗M1 → B′∗ ⊗ ΩY (−φ∗(x)).
We have a finite map δ¯ : Y¯S¯ → YS¯ given by s¯ = N(s).
For a point of S¯ the condition (33) implies deg(M−21 ⊗A⊗Ω(−x)) > 2gY − 2. By Lemma 6,
both S2-invariants and anti-invariants in δ¯!Q¯ℓ[dim Y¯S¯ ] are perverse sheaves irreducible over each
connected component.
Let V be the stack classifying a point of S¯ as above together with an exact sequence 0 →
M1(x)→?→M∗1 ⊗A → 0 on X. Then V and YS¯ are dual generalized vector bundles over S.
We have a moprhism f : 1ModP → V over S¯ taking (32) to its push-forward via M1 →֒
M1(x). The map f is a vector bundle of rank one, in particular its smooth with connected
fibres. So, both S2-invariants and anti-invariants in
1K[−1] →˜ f∗ Fourψ(δ¯!Q¯ℓ[dim Y¯S¯ ])[1] are
perverse sheaves irreducible over each connected component of 1ModP . 
By 1) of Lemma 17, there is a morphism γ : 1K[−1]→ 1K[−1] over WP such that β = α◦γ.
It the kernel of γ is not zero then HGH(AutG,H) would have a nontrivial perverse cohomology
sheaf in degree −1 over 0W˜D,H , this is not the case. So, γ is an isomorphism. This implies that
the distinguished triangles (43) and (42) are isomorphic. Since ν˜W is smooth, HGH(AutG,H) is
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perverse, the intermediate extension under 0W˜D,H →֒ W˜D,H . Proposition 6 and Theorem 3 are
proved.
2.4 Local Rankin-Selberg-type convolutions
2.4.1 Let Q be the stack classifying L1 ∈ Bun1 and an exact sequence
0→ L1 ⊗ Ω→M2 → L1 → 0 (44)
Let νQ : Q → Bun2,D be the map sending the above point to (M2(−D) ⊂ M¯2 ⊂ M2), where
M¯2/M2(−D) = L1 ⊗ Ω |D. Let ν˜Q : Q˜ → B˜un2,D be obtained from νQ by the base change
B˜un2,D → Bun2,D. Let ev Q˜ → A1 be the map sending the above point to the class of the
sequence (44). A point of Q˜ is given (44) and a line U equipped with
η : U2 →˜ detRΓ(X,L1 |D)⊗ detRΓ(X,OD)
Let q˜Q : Q˜ → B˜un1 be the map sending the above point to (L1,U , η). Let qQ denote the
composition Q˜ q˜Q→ B˜un1 → Bun1, where the second map is the projection forgetting U . Remind
that AE1 denotes the automorphic local system on Bun1 corresponding to E1 (cf. Section 2.3.6).
For a rank 1 local system E1 on X set
LaE1 = (ν˜Q)!(q˜
∗
QAE0 ⊗ ev∗Q˜Lψ ⊗ q∗QAE1)[dimQ]
Let Q˜d1 be the component of Q˜ given by deg(L1⊗Ω) = d1. Write Lad1E1 for the contribution
of Q˜d1 to LaE1 . So, Lad1E1 is supported on the connected component of B˜un2,D given by degM2 =
2d1 − 2g + 2.
Denote by 0Bun
P,r,d1
D˜
the component of 0Bun
P
D˜ given by degM1 = d1 and degM = r+2d1−
degΩ. Let Eis(Q¯ℓ ⊕ E0)r,d1 denote the contribution of this component to Eis(Q¯ℓ ⊕ E0). Remind
the map δD˜ : B˜un2,D → Bun2 defined in Section 1.5.2. It sends (M¯ ⊂M,U) to M .
Lemma 18. Let E be an irreducible rank 2 local system on X. For d1 ∈ Z, r ≥ 0 one has
canonically
Eis(Q¯ℓ ⊕ E0)r,d1 ⊗ δ∗D˜ AutE →˜ AvrE(La
d1
detE)[dimBun2]
So, Eis(Q¯ℓ ⊕ E0)⊗ δ∗D˜ AutE →˜ ⊕r≥0 Av
r
E(LadetE)[dimBun2].
Proof Let QModr be the stack classifying a point of Q given by (44) and an upper modification
M2 ⊂ M with deg(M/M2) = r, M ∈ Bun2. Let Bun′2 be the stack classifying M ∈ Bun2
together with a subsheaf M1 ⊂ M such that M1 ∈ Bun1. Let ̺ : QModr → Bun′2 be the map
sending the above point to (M1 ⊂ M) with M1 = L1 ⊗ Ω. Let ̺′ : Bun′2 → Bun2 be the map
forgetting M1.
Let s : QModr → Sh0 be the map sending the above point to M/M2. Let evQMod be the
composition QModr → Q evQ→ A1, where the first map is the projection forgetting M . Let
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qQMod : QModr be the map sending the above point to L1. By ([3], Section 7.9), there is an
isomorphism
̺′∗Aut[dim. rel(̺′)] →˜ ev∗QModLψ ⊗ s∗LrE ⊗ q∗QMod(AdetE)[dimQModr]
over the components of Bun′2 given by degΩ + degM − 2 degM1 ≥ 0.
For a point of QModr let M¯2 ⊂ M2 be the image of (44) under νQ. Then the condition
that the inclusion M1 →֒M is maximal at D is equivalent to requiring that (M¯2 ⊂M2 ⊂M) ∈
Modr2,D, that is, M ∩ M¯2(D) =M2. The first isomorphism follows.
To get the second one, use the cuspidality of AutE. Namely, over the components of Bun
′
2
given by degM − 2 degM1 + degΩ < 0 one has ̺′∗AutE = 0. The second isomorphism follows.

Write ε : PicY → PicY for the automorphism B 7→ B∗ ⊗ΩY . For d1 ∈ Z, r ≥ 0 let
multr,d1 : Picd1 X × Y (r) → Pic2d1+r Y
be the map sending (M1,D1) to (φ
∗M1)(D1).
Proposition 7. Let d1 ∈ Z, r ≥ 0. For any rank 2 local system E on X and a rank one local
system E1 on X one has
FH(Av
r
E(La
d1
E1
)) →˜ (AE1)Ω−1 ⊗ ε!multr,d1! (AE1 ⊠ (φ∗E)(r))[g − 1 + r] (45)
over PicY .
Proof
Step 1. Case r = 0. Consider the stack Q ×Bun2,D Bun2,D,H , where we used the map νQ to
define the fibred product. A point of this stack is given by an exact sequence (44) together with
B ∈ PicY equipped with N(B) →˜L−21 (D).
We have a map Q×Bun2,D Bun2,D,H → BunPD,H sending the above point to (L1⊗Ω ⊂M2,B)
equipped with N(B) →˜L−21 (D). Apply Lemma 13 to describe the restriction of AutG,H to
Q˜×
B˜un2,D
B˜un2,D,H . The complex pr
∗
1 LaE1 ⊗ pr∗2AutG,H is the inverse image under the natural
map
Q˜ ×
B˜un2,D
B˜un2,D,H → Q×Bun2,D Bun2,D,H
So, let Z be the stack classifying a point of Q ×Bun2,D Bun2,D,H as above together with
s : φ∗M1 → B∗ ⊗ ΩY , where M1 = L1 ⊗ Ω. The norm of s is a morphism N(s) : M21 →
N(B∗ ⊗ ΩY ) →˜L21 ⊗ Ω2.
Let evZ : Z → A1 be the map sending a point of Z as above to the pairing of (44) with the
section N(s) ∈ H0(X,O) = k. Over Z we get the sheaf
ev∗ZL−1ψ ⊗ ev∗QLψ ⊗ q∗QAE1[dim(Q×Bun2,D Bun2,D,H) + 1− gY ],
and FH(La
d1
E ) identifies with its direct image with compact support under the map Z → PicY
sending the above point to B.
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Consider the stack W classifying M1 = L1 ⊗ Ω ∈ Picd1 X, B ∈ PicY equipped with
N(B) →˜L−21 (D), and s : φ∗M1 → B∗ ⊗ ΩY . We have a map pZ : Z → W forgetting the
extension (44). The complex pZ!(ev
∗L−1ψ ⊗ ev∗QLψ ⊗ q∗QAE1) is the extension by zero from the
locus given by N(s) = 1. Over the latter locus s is an isomorphism, so this locus identifies with
Picd1 X. The resulting map Picd1 X → PicY sends M1 to ε(φ∗M1). The case r = 0 is done.
Step 2. By Theorem 2 and Step 1, we get
FH(Av
r
E(La
d1
E1
)) →˜ AvrE((AE1)Ω−1 ⊗ ǫ!mult0,d1! (AE1))[g − 1]
It is straightforward to identify the latter complex with the right hand side of (45). 
Remark 8. Let r ≥ 1. For 0 ≤ a ≤ r/2 let sa : (X −D)(a)× Y (r−2a) → Y (r) be the map sending
(D¯1,D2) to φ
∗D¯1 + D2. For any rank 2 local system E on X the constructible sheaf (φ
∗E)(r)
on Y (r) admits a filtration 0 = F−1 ⊂ F0 ⊂ . . . ⊂ F1 ⊂ ... with successive quotients being
Fa/Fa−1 = s
a
! ((detE)
(a)
⊠ φ∗(E(r−2a))) (46)
for 0 ≤ a ≤ r/2. This is an analog of ([14], Remark 7) in our ramified setting. Let Yr be the
stack classifying L1 ∈ Bun1, M ∈ Bun2, D¯ ∈ X(r), an inclusion s1 : M1 = L1 ⊗ Ω →֒ M which
is maximal in a neighbourhood of D, and an isomorphism
s2 : L
2
1 ⊗ Ω(D¯) →˜ detM
We have a natural map QModr → Yr sending (M1 ⊂ M2 ⊂ M) to (M1 ⊂ M,s2, D¯), where
D¯ = div(M/M2) and s2 is the induced trivialization. We have a map φY : Yr → Bun2,D sending
the above point to (M¯ ⊂ M), where M¯/M(−D) = M1 |D. Let φ˜Y : Y˜r → B˜un2,D be obtained
from φY by the base change B˜un2,D → Bun2,D. The complex AvrE(Lad1E1) can be seen as a
direct image with compact support under φ˜Y of the Whittaker sheaf (see [11], Definition 2).
The stack Y˜r has a stratification given by fixing the degree of the subbundle in M generated by
M1. One checks that calculating FH(Av
r
E(La
d1
E1
)) with respect to this stratification, one gets a
stratification of (φ∗E)(r) by constructible subsheaves with successive quotients (46). We believe
but have not checked completely that the two above stratifications on (φ∗E)(r) coincide.
3. Restriction of the theta-sheaf and ramifications
3.1 This section is esseintially independent of the others, our purpose here is to prove Proposi-
tion 8 below, which will be used for the proof of our main results in Section 4.
Let D be a reduced divisor on X of degree d ≥ 0 (in this section d need not be even). Fix
m ≥ 1. Let G = GL2. Let BunQ be the stack classifying V ∈ Bun2m, C ∈ Bun1 with a lower
modification V (−D) ⊂ V ⊥ ⊂ V such that div(V/V ⊥) = 2D, a morphism b : Sym2 V → C(D)
inducing an isomorphism V →˜ (V ⊥)∗⊗C, and a compatible trivialization γ : (detV )(−D) →˜ Cm.
This means that γ2 is the isomorphism induced by b.
Let H˜ = GO02m, the connected component of unity of the split orthogonal similitude group.
So, BunH˜ classifies V ∈ Bun2m, C ∈ Bun1 with a symmectric form Sym2 V → C inducing an
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isomorphism V →˜V ∗⊗C, and a compatible trivialization detV →˜ Cm. Let BunQ,D be the stack
classifying a point of BunQ as above together with a lower modification V
⊥ ⊂ V¯ ⊂ V such that
(V¯ , b, γ) ∈ BunH˜ . This implies that div(V/V¯ ) = D. Write qQ : BunQ,D → BunQ for the map
qQ forgetting V¯ .
Let BunG,Q be the stack classifying a point of BunQ as above with M ∈ Bun2, for which we
set A = detM , and an isomorphism A⊗ C →˜Ω. Set
Bun2,D,Q = Bun2,D×BunG BunG,Q,
where the map Bun2,D → BunG sends (M¯ ⊂ M) to M . Let τQ : Bun2,D,Q → BunG2m be the
map sending (M¯ ⊂M) ∈ Bun2,D, (V ⊥ ⊂ V ) ∈ BunQ to M ′ defined by the cartesian square
M ⊗ V → M ⊗ (V/V ⊥)
↑ ↑
M ′ → M¯/M(−D)⊗ (V/V ⊥)
(47)
The form ∧2(M ⊗ V )→ Ω(D) induces a symplectic form on M ′.
Lemma 19. 1) For a point of BunG,Q as above one has canonically
detRΓ(X,M ⊗ V ) →˜ detRΓ(X,M)
2m ⊗ detRΓ(X,V )2
detRΓ(X,A)2m ⊗ detRΓ(X,O)2m ⊗ detRΓ(X,V/V ⊥)
2) For a point of Bun2,D,Q as above one has canonically
detRΓ(X,M ′) →˜ detRΓ(X,M)
2m ⊗ detRΓ(X,V ⊥)2
detRΓ(X,A)2m ⊗ detRΓ(X,O)2m ⊗ detRΓ(X,M/M¯ )2
Proof 1) is proved as in Lemma 2.
2) There is a canonical Z/2Z-graded isomorphism
detRΓ(X, (M/M¯ )⊗ (V/V ⊥)) →˜ detRΓ(X,M/M¯ )2 ⊗ detRΓ(X,V/V ⊥)
Our claim follows. 
The map τQ extends to a morphism τ˜Q : Bun2,D,Q → B˜unG2m sending the above point to
(M ′,B), where
B = detRΓ(X,M)
m ⊗ detRΓ(X,V ⊥)
detRΓ(X,A)m ⊗ detRΓ(X,O)m ⊗ detRΓ(X,M/M¯ )
is equipped with the isomorphism B2 →˜ detRΓ(X,M ′) given by Lemma 19.
As in ([14], Section 3.2.1), we denote by BunG,H˜ the stack classifying M ∈ Bun2 with
A = detM , (V, C) ∈ BunH˜ , and an isomorphism Ω →˜A ⊗ C on X. We will use the morphism
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τ˜ : BunG,H˜ → B˜unG2m introduced in ([14], Section 3.2.1). It sends the above point to (M⊗V,B),
where
B = detRΓ(X,V )⊗ detRΓ(X,M)
m
detRΓ(X,O)m ⊗ detRΓ(X,A)m
is equipped with a canonical isomorphism B2 →˜ detRΓ(X,M ⊗ V ).
Let BunG,Q,D be the stack obtained from BunG,Q by the base change qQ : BunQ,D → BunQ.
Let pQ : BunG,Q,D → BunG,H˜ be the map sending the above point to (M, V¯ ). Consider the
diagram
B˜unG2m
τ˜Q← Bun2,D,Q δD→ BunG,Q
qQ← BunG,Q,D
pQ→ BunG,H˜
τ˜→ B˜unG2m ,
where δD : Bun2,D → BunG is the projection forgetting M¯ .
Proposition 8. There is an isomorphism
qQ!p
∗
Qτ˜
∗Aut[dim. rel(pQ ◦ τ˜)] →˜ δD!τ˜∗QAut[dim. rel(τ˜Q)]
3.2 Let XD be the formal neighbourhood of D in X. Let F = k(X) and FD =
∏
x∈D Fx, where
Fx is the completion of F at x. We write OXD for the structure sheaf of XD.
We will use the following version of the theta-sheaf from [10]. Let W be a rank 2n vector
bundle on XD with a symplectic form ∧2W → Ω. Write Ld(W (FD)) for the scheme of discrete
lagrangians in the Tate space W (FD). We use the notation for relative determinants from ([10],
Section 5.2). Let L˜d(W (FD)) be the stack classifying R ∈ Ld(W (FD)), a Z/2Z-graded line B of
parity zero, and a Z/2Z-graded isomorphism B2 →˜ det(W : R). One has the nonramified Weil
category W (L˜d(W (FD))) defined as in ([10], Theorem 2), and the perverse theta-sheaf SW (FD)
defined as in ([10], Section 6.5). It is naturally Sp(W (OXD))-equivariant.
Write XDn for the stack quotient L˜d(W (FD))/Sp(W (OXD)), it classifies a rank 2n vector
bundle W on XD with a symplectic form ∧2W → Ω, R ∈ Ld(W(FD)), a line B equipped with
B2 →˜ det(W : R) as above. The perverse theta-sheaf on XDn will be denoted SX for brevity.
This is an object of the category DSp(W (OXD ))
(L˜d(W (FD))) defined as in ([10], Section 5.3).
3.3 Fix a rank 2 vector bundle M0 on XD with A0 = detM0. Fix also a line bundle C0 and a
vector bundle V0 of rank 2m on XD with a lower modification V0(−D) ⊂ V ⊥0 ⊂ V0 such that
div(V0/V
⊥
0 ) = 2D, a map b : Sym
2 V0 → C0(D) inducing V0 →˜ (V ⊥0 )∗ ⊗ C, and a compatible
trivialization γ : (detV0)(−D) →˜ Cm0 . We assume given an isomorphism A0 ⊗ C0 →˜Ω over XD.
Let D BunG,Q be the stack classifying a point of BunG,Q as above together with compatible
trivializations
M →˜M0 |XD , A→˜A0 |XD , V →˜V0 |XD , C →˜ C0 |XD (48)
preserving all the structures, in particular inducing V ⊥ →˜V ⊥0 .
We have the group scheme over XD
G = {(g, h) ∈ GSp(M0)×GO0(V0) | (g, h) acts trivially on A0 ⊗ C0, h(V ⊥0 ) = V ⊥0 }
Here GO0(V0) denotes the connected component of unity of the orthogonal similitude group
GO(V0). The group ind-scheme G(FD) acts naturally on D BunG,Q.
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Let Ld(M0 ⊗ V0(FD)) denote the scheme of discrete lagrangians in M0 ⊗ V0. Let
ξ : D BunG,Q → Ld(M0 ⊗ V0(FD))
be the map sending (M,V ) to H0(X − D,M ⊗ V ) which becomes a discrete lagrangian in
M0 ⊗ V0(FD) via (48). The map ξ is G(FD)-equivariant. Taking the stack quotient by G(OXD ),
one gets a map still denoted
ξ : BunG,Q → Ld(M0 ⊗ V0(FD))/G(OXD ) (49)
by abuse of notation.
Write YG,Q for the stack classifying R ∈ Ld(M0 ⊗ V0(FD)) and a Z/2Z-graded line B of
parity zero equipped with a Z/2Z-graded isomorphism
B2 →˜ det(M0 ⊗ V0 : R)⊗ det(V0 : V ⊥0 ) (50)
Let Y2,D,Q denote the stack classifying a point (B, R) ∈ YG,Q and a lower modification
M0(−D) ⊂ M¯ ⊂M0 with div(M0/M¯ ) = D.
Let YG,Q,D denote the stack classifying a point (B, R) ∈ YG,Q and a lower modification
V ⊥0 ⊂ V¯ ⊂ V0 such that (V¯ , b, γ) is a H˜-torsor on XD. Write
Y2,D,Q δ¯D→ YG,Q
q¯Q← YG,Q,D (51)
for the projections forgetting M¯ and V¯ respectively.
Let τ¯Q : Y2,D,Q → XD2m be the map sending (B, R, M¯) ∈ Y2,D,Q to (M ′, R,B1), where M ′ is
given by the cartesian square
M0 ⊗ V0 → M0 ⊗ (V0/V ⊥0 )
↑ ↑
M ′ → M¯/M0(−D)⊗ (V0/V ⊥0 ),
and
B1 = B
det(V0 : V ⊥0 )⊗ det(M0/M¯ )
is equipped with the induced isomorphism B21 →˜ det(M ′ : R). We have used that det((M0/M¯)⊗
(V0/V
⊥
0 )) →˜ det(M0/M¯)2 ⊗ det(V0 : V ⊥0 ) canonically.
Let p¯ : YG,Q,D → XD2m be the map sending (R,B, V¯ ) to (M0 ⊗ V¯ , R,B2), where
B2 = B ⊗ det(V0 : V¯ )−1
is equipped with the induced isomorphism B22 →˜ det(M0 ⊗ V¯ : R). We have used the fact that
a choice of a maximal isotropic submodule V¯ /V ⊥0 ⊂ V0/V ⊥0 yields a Z/2Z-graded isomorphism
det(V0 : V
⊥
0 ) →˜ det(C0(D) : C0)⊗ det(O : O(−D))
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The group G(OXD ) acts on the diagram (51) naturally, it is undrestood that it acts trivially
on B. By abuse of notation, we denote by
Y¯2,D,Q δ¯D→ Y¯G,Q q¯Q← Y¯G,Q,D
the diagram obtained from (51) by taking the stack quotient by G(OXD ).
Extend (49) to a morphism ξ˜ : BunG,Q → Y¯G,Q sending (M,V ) to (R,B), where R =
H0(X −D,M ⊗ V ) and
B = detRΓ(X,M)
m ⊗ detRΓ(X,V )
detRΓ(X,A)m ⊗ detRΓ(X,O)m
is equipped with the isomorphism (50) given by 1) of Lemma 19. One gets the diagram
Bun2,D,Q
δD→ BunG,Q
qQ← BunG,Q,D
↓ ↓ ξ˜ ↓
Y¯2,D,Q δ¯D→ Y¯G,Q
q¯Q← Y¯G,Q,D,
where both squares are cartesian, the left and right vertical arrows are defined in a way similar
to ξ˜. The above diagram extends to the following one
B˜unG2m
τ˜Q← Bun2,D,Q δD→ BunG,Q qQ← BunG,Q,D τ˜◦pQ→ B˜unG2m
↓ ξ˜X ↓ ↓ ξ˜ ↓ ↓ ξ˜X
XD2m
τ¯Q← Y¯2,D,Q δ¯D→ Y¯G,Q
q¯Q← Y¯G,Q,D p¯→ XD2m
(52)
Here ξ˜X sends (M,U) ∈ B˜unG2m , where U2 →˜ detRΓ(X,M), to the discrete lagrangian L =
H0(X −D,M) ⊂M(FD) together with U2 →˜ det(M(OXD ) : L).
One defines the derived category D(Y¯G,Q) := DG(OXD )(YG,Q) as in ([10], Section 5.3). One
also defines a functor
ξ˜∗ : D(Y¯G,Q)→ D(BunG,Q) (53)
as in ([10], Section 7.2), it is normalized to be ”as exact for the perverse t-structures as possible”.
Here is the precise definition.
For r ≥ 0 let r BunG,Q ⊂ BunG,Q be the open substack given by H0(X,M ⊗ V ⊥(−rD)) = 0.
The category D(BunG,Q) identifies with the projective 2-limit of D(rBunG,Q) as r goes to infinity.
For N ≥ r ≥ 0 and (M,V ⊥ ⊂ V, C, b, γ) ∈ r BunG,Q the k-space
N (M ⊗ V ) := (M ⊗ V )(ND)/(M ⊗ V ⊥(−ND))
is symplectic, and H0(X, (M ⊗ V )(ND)) ⊂ N (M ⊗ V ) is lagrangian. Let rL(N (M ⊗ V )) be the
scheme of lagrangians L in N (M ⊗ V ) such that
L ∩ (M ⊗ V ⊥(−rD)/(M ⊗ V ⊥(−ND))) = 0
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The group G(O/O(−(2N + 1)D)) acts naturally on rL(N (M0 ⊗ V0)). For N ≥ r ≥ 0 and
r1 ≥ 2N + 1 we get a morphism
ξN : r BunG,Q → rL(N (M0 ⊗ V0))/G(O/O(−r1D))
sending the above point to H0(X, (M ⊗ V )(ND)) ⊂ N (M ⊗ V ). Over rL(N (M0 ⊗ V0)) one
has the line bundle with fibre det(M0 ⊗ V0 : (M0 ⊗ V ⊥0 )(−ND)) ⊗ detL ⊗ det(V0 : V ⊥0 ) at
L ∈ rL(N (M0 ⊗ V0)), it is naturally G(O/O(−r1D))-equivariant, and we denote by
rL˜(N (M0 ⊗ V0))/G(O/O(−r1D))
the gerb of square roots of this line bundle over the stack quotient rL(N (M0⊗V0))/G(O/O(−r1D)).
The map ξN extends to
ξ˜N : r BunG,Q → rL˜(N (M0 ⊗ V0))/G(O/O(−r1D))
Further, for N1 ≥ N ≥ r ≥ 0 and r1 ≥ 2N1 + 1 one has a commutative diagram
r BunG,Q
ξ˜N→ rL˜(N (M0 ⊗ V0))/G(O/O(−r1D))
ց ξ˜N1 ↑ pL
rL˜(N1(M0 ⊗ V0))/G(O/O(−r1D))
The functors K 7→ ξ˜∗NK[dim. rel(ξ˜N )] from DG(O)(rL˜(N (M0 ⊗ V0))) to D(rBunG,Q) are compat-
ible with the transition functors p∗L[dim. rel(pL)], so passing to the limit by N yield a functor
r ξ˜
∗ : DG(O)(rL˜(M0 ⊗ V0(FD)))→ D(rBunG,Q)
Passing to the limit by r, one defines the desired functor (53).
The other restriction functors for the diagram (52) are defined similarly. Thus, Proposition 8
is reduced to the following local claim.
Proposition 9. There is a G(OXD )-equivariant isomorphism over YG,Q
δ¯D!τ¯
∗
QSX [dim. rel(τ¯Q)] →˜ q¯Q!p¯∗SX [dim. rel(p¯)] (54)
Proof Assume in addition given lower modification V ⊥0 ⊂ V¯0 ⊂ V0 such that (V¯0, b, γ) is a
H˜-torsor over XD. This yields a decomposition V0/V
⊥
0 →˜U ⊕ U∗ ⊗ C0(D) |D, where U is a line
bundle on D such that V¯0/V
⊥
0 = U , and U
∗ ⊗ C0(D) |D is isotropic in V0/V ⊥0 .
Let L˜d(M0⊗V0(FD)) denote the stack classifying R ∈ Ld(M0⊗V0(FD)), a Z/2Z-graded line
B¯ of parity zero equipped with a Z/2Z-graded isomorphism B¯2 →˜ det(M0 ⊗ V¯0 : R). We get an
isomorphism
YG,Q →˜ L˜d(M0 ⊗ V0(FD))
sending (R,B) equipped with (50) to (R, B¯), where B¯ = B ⊗ det(V0 : V¯0)−1 with the induced
isomorphism
B¯2 →˜ det(M0 ⊗ V¯0 : R)
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Let also S˜p(M0 ⊗ V0(FD)) be the metaplectic group stack classifying g ∈ Sp(M0 ⊗ V0(FD)) and
a line B together with B2 →˜ det(M0 ⊗ V¯0 : g(M0 ⊗ V¯0)).
Let W =M0 ⊗ V ⊥0 , this is a c-lattice in M0 ⊗ V0(FD) and W⊥ =M0 ⊗ V0. Pick
L ∈ Ld(M0 ⊗ V0(FD))
such that L ∩W = 0 and the image of L ∩W⊥ in W⊥/W is LW := M0/M0(−D)⊗ U .
We use some notions and notations from [10]. Let HW = (W
⊥/W ) ⊕ k be the Heisenberg
group ofW⊥/W . Let L0 ∈ L˜(M0⊗V0(FD)) be the lifting of L defined by the enhanced structure
(L,BL), where BL = detLW is equipped with a canonical isomorphism
B2L →˜ detLW ⊗ det(M0 ⊗ V¯0 : W ) →˜ det(M0 ⊗ V¯0 : L)
As in ([10], Sections 6.1-6.3), one has the equivariant derived category DHLW and the functor
FL0,W : DHLW → D(L˜d(M0 ⊗ V0(FD))) →˜ D(YG,Q)
The lagrangian subspace (M0 ⊗ V¯0)/W ⊂ W⊥/W yields an equivalence DHLW →˜ D(M0 ⊗
(V0/V¯0)) exact for the perverse t-structures .
Define the following object KV¯0 ∈ DHLW . Let Z be the scheme classifying a lower modi-
fication M0(−D) ⊂ M¯0 ⊂ M0 with div(M0/M¯0) = D, and y ∈ (M¯0/M0(−D)) ⊗ (V0/V¯0). Let
pZ : Z →M0 ⊗ (V0/V¯0) be the map sending (M¯0, y) to y. Set
KV¯0 = pZ!Q¯ℓ[dimZ]
Denote by J the set of all lower modifications V ⊥0 ⊂ V¯ ⊂ V0 such that (V¯ , b, γ) is a H˜-torsor over
XD. The set J is naturally in bijection with the set of effective divisors D
′ satisfying D′ ≤ D.
For V¯ ∈ J let IV¯ denote the constant perverse sheaf on M0 ⊗ ((V¯ + V¯0)/V¯0) extended by
zero to M0 ⊗ (V0/V¯0). One easily gets a canonical isomorphism
KV¯0 →˜ ⊕V¯ ∈J IV¯ (55)
Applying FL0,W to (55) one gets the isomorphism (54). In particular, FL0,W (IV¯ ) is isomorphic
to the theta-sheaf on YG,Q corresponding to the lagrangian c-lattice M0 ⊗ V¯ in M0 ⊗ V0(FD).
Now let V¯ ∈ J . Pick N ∈ Ld(M0 ⊗ V0(FD)) such that N ∩ W = 0, and the image of
N ∩W⊥ in W⊥/W is M0⊗ (V¯ /V ⊥0 ). One similarly defines N0 ∈ L˜d(M0⊗ V0(FD)), the functor
FN0,W : DHNW → D(YG,Q), and the object KV¯ ∈ DHNW .
As in ([10], Section 6.2), one gets a canonical interwining functor FN0
W
,L0
W
: DHLW →
DHNW . By ([10], Theorem 2), the diagram is canonically 2-commutative
DHLW
F
L0,W→ D(YG,Q)
↓ F
N0
W
,L0
W
ր F
N0,W
DHNW
43
Besides, FN0
W
,L0
W
(KV¯0) →˜KV¯ naturally, and FN0W ,L0W transforms (55) to a similar isomorphism
for V¯ . For this reason the isomorphism (54) obtained is independent of our choice of V¯0, L, so
it is G(OXD )-equivariant. 
Proposition 8 is also proved.
4. Waldspurger periods
4.1 In this section we finish the proof of Theorem 1, one of our main results.
Keep notations of Section 1.3. Recall the group scheme Uφ on X given by the cokernel of
the natural map Gm → φ∗Gm. As in [14], we denote by eφ : PicY → BunUφ the extension of
scalars map. Remind that BunUφ identifies with the stack classifying B ∈ PicY equipped with
N(B) →˜OX and a compatible isomorphism γ : B |DY →˜ODY . However, this identification is
not canonical as there is an automorphism B 7→ B−1 of BunUφ . Our convention is that for the
latter identification eφ sends B to σ∗B⊗B−1, this agrees with the map eφ of ([14], Section 6.3.3).
For a ∈ Z/2Z we write BunaUφ for the connected component of BunUφ corresponding to a, so
that Bun0Uφ is the connected component of unity (cf. loc.cit.)
4.2 Let G = GL2 and H˜ = GO
0
4, it is included into an exact sequence
1→ Gm → GL2×GL2 → H˜ → 1, (56)
where the fist map is z 7→ (z, z−1). Remind the notation H = φ∗Gm from Section 1.5.2, so H is
not to be confused with H˜.
Remind the stack BunG,H˜ and the map τ˜ : BunG,H˜ → B˜unG4 from Section 3.1. We use some
notations from ([14], Section 6). In particular, the group scheme Rφ on X is defined by the
exact sequence 1→ Gm → φ∗Gm × φ∗Gm → Rφ → 1, where the first map is z 7→ (z, z−1).
Let φGL2 be the group scheme on X of automorphisms of φ∗OY . Define φH˜ by the exact
sequence 1→ Gm → (φGL2)× (φGL2)→ φH˜ → 1, where the first map is z 7→ (z, z−1). Remind
from ([14], Section 6.1.1) that Bun
φH˜
→˜ BunH˜ naturally. The natural map Rφ → φH˜ induces
a morphism denoted qRφ : BunRφ → BunH˜ in (loc.cit., p. 414).
By ([14], Lemma 16), the stack BunRφ can be seen as the stack classifying B1,B2 ∈ PicY ,
an isomorphism γ : N(B1) →˜N(B2), and its refinement γ12 : B1 |DY →˜ B2 |DY . This means
that γ212 is the restriction of γ to D. In this terms, the map qRφ sends (B1,B2, γ, γ12) to
(V, C,Sym2 V → C, γ : detV →˜ C2), where V ⊂ (φ∗B1)⊕ (φ∗B2) is given by the cartesian square
(φ∗B1)⊕ (β∗B2) → B1 |DY ⊕B2 |DZ
↑ ↑ id+γ12
V → B1 |DY ,
C = N(B1)(−D), and the quadratic form Sym2 V → C is the restriction of the difference of the
forms on φ∗Bi (this is explained in [14], Section 6.2). Tensoring the canonical isomorphisms
det(φ∗Bi) →˜ Eφ⊗C(D), one gets an isomorphism det(φ∗B1⊕φ∗B2) →˜ C2(D). Since div((φ∗B1⊕
φ∗B2)/V ) = D, it yields an isomorphism γ : detV →˜ C2.
44
Let pφ : BunRφ → PicY be the map sending the above point to B1. The product φ∗Gm ×
φ∗Gm → φ∗Gm factors through Rφ → φ∗Gm, and pφ is the extension of scalars with respect to
the latter map.
Define BunG,Rφ by the cartesian square
BunG,Rφ
id×qRφ→ BunG,H˜
p
H˜→ BunG
↓ ↓ q
H˜
BunRφ
qRφ→ BunH˜ ,
where qH˜ , pH˜ denote the pojections sending (M ∈ BunG, V ∈ BunH˜) to V and M respectively.
4.3 We will need the following corollary of Proposition 8. The stack BunG,Rφ classifiesM ∈ Bun2
withA = detM and C = Ω⊗A−1, B1 ∈ PicY , B2 ∈ PicY , isomorphismsN(B1) →˜N(B2) →˜ C(D),
and its refinement γ12 : B1 |DY →˜B2 |DY .
Write BunG,H,H for the stack classifying M ∈ Bun2,B1,B2 ∈ PicY with isomorphisms
N(B1) →˜N(B2) →˜ C(D), where C = Ω⊗A−1 and A = detM .
Let Bun2,D,H,H (resp., B˜un2,D,H,H) be obtained from BunG,H,H by the base change δD :
Bun2,D → BunG (resp., δD˜ : B˜un2,D → BunG). Remind that δD˜ sends (M¯ ⊂ M,U) ∈ B˜un2,D
to M . Let
τ˜i : B˜un2,D,H,H → B˜unG2
be the map sending (B1,B2), (M¯ ⊂M,U) to τ˜(M¯ ⊂M,U ,Bi), where τ˜ is given by (17).
Consider the diagram
B˜unG2 × B˜unG2 τ˜1×τ˜2← B˜un2,D,H,H
δ
D˜→ BunG,H,H
ξφ← BunG,Rφ
id×qRφ→ BunG,H˜
τ˜→ B˜unG4
where ξφ is the map forgetting γ12.
Proposition 10. There is an isomorphism
δD˜!(τ˜
∗
1 Aut⊗τ˜∗2 Aut)[dim. rel(τ˜1 × τ˜2)] →˜ ξφ!(id×qRφ)∗τ˜∗Aut[dim. rel τ˜ ◦ (id×qRφ)] (57)
Proof This follows immediately from Proposition 8. Indeed, for (M,B1,B2) ∈ BunG,H,H a choice
of a lower modification φ∗(B1(−DY )⊕B2(−DY )) ⊂ V¯ ⊂ φ∗(B1 ⊕B2) such that V¯ is a H˜-torsor
on X is equivalent to a choice of γ12 : B1 |DY →˜B2 |DY refining N(B1) |D →˜N(B2) |D. 
Remark 9. The permutation of two factors on GL2×GL2 induces an involution of H˜, write ι for
the induced involution on BunH˜ . It sends (V, C,Sym2 V → C, γ : detV →˜ C2) to (V, C,Sym2 V →
C,−γ : detV →˜ C2). The permutation of two factors on φ∗Gm× φ∗Gm induces an involution on
Rφ. Write also ι for the corresponding involution on BunRφ . It sends
(B1,B2, N(B1) →˜N(B2),B1 |DY →˜B2 |DY )
to (B1, σ∗B2, N(B1) →˜N(σ∗B2),B1 |DY →˜σ∗B2 |DY ). The map qRφ : BunRφ → BunH˜ is equiv-
ariant for these involutions. Let ι act on BunG,H,H sending (M,B1,B2) to (M,B1, σ∗B2). We
will use the fact that (57) is naturally equivariant with respect to these involutions ι.
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4.4 Denote by FH˜ : D(Bun2) → D(BunH˜) the theta-lifting functor introduced in ([14], Defini-
tion 1).
Let E be a rank 2 irreducible local system on X. Remind that AutE denotes the correspond-
ing automorphic perverse sheaf on Bun2 normalized as in ([14], Definition 8). In particular, it
has central character detE. In ([14], Section 5.1) we introduced a perverse sheaf Kπ∗E,detE,H˜ on
BunH˜ , here π : X ⊔X → X is the trivial covering. The extension of scalars map corresponding
to (56) is denoted ρH˜ : Bun2×Bun2 → BunH˜ . One has canonically
ρ∗
H˜
(Kπ∗E,detE,H˜)[dim. rel(ρH˜)] →˜ AutE ⊠AutE
Proposition 11. For an irreducible rank 2 local system E on X one has
pφ!q
∗
Rφ
FH˜(AutE∗)[dim. rel(qRφ)] →˜FH(Eis(Q¯ℓ ⊕ E0)⊗ δ∗D˜ AutE∗)[− dimBun2], (58)
where FH is the functor from Definition 2.
Proof Consider the commutative diagram
B˜unG4
τ˜← BunG,H˜
id×qRφ← BunG,Rφ
prR→ BunRφ
↓ p
H˜
↓ ξφ ↓ pφ
BunG
prG← BunG,H,H
νφ→ PicY
↑ δ
D˜
↑ q
B˜unG2 × B˜unG2 τ˜1×τ˜2← B˜un2,D,H,H
pr1→ B˜un2,D,H ,
where νφ sends (M,B1,B2) to B1, and pr1 sends (U , M¯ ⊂ M,B1,B2) to (U , M¯ ⊂ M,B1). The
map q here is that of Definition 2, the map prR sends (M,B1,B2, γ12) to (B1,B2, γ12). By
definition, the left hand side of (58) identifies with
pφ! prR!(id×qRφ)∗(p∗H˜ AutE∗ ⊗τ˜∗Aut)[− dimBunG4 +dim. rel(pH˜ ◦ (id×qRφ))]
Applying Proposition 10, the above complex is identified with
νφ!(pr
∗
GAutE∗ ⊗(δD˜)!(τ˜∗1 Aut⊗τ˜∗2 Aut))[dim. rel(τ˜1 × τ˜2)− dimBunG]
Now applying Proposition 3 ii), one gets the desired isomorphism. 
Remark 10. Since pφ is invariant under the involution ι introduced in Remark 9, ι acts on the
left hand side of (58). It acts on the right hand side of (58) via its action on Eis(Q¯ℓ ⊕ E0)
described in Remark 6.
4.5 Proof of Theorem 1
Since Gm ⊂ Gm × Gm via z 7→ (z, z−1), we get a natural map Rφ → Uφ × Uφ. It yields an
extension of scalars map denoted κφ : BunRφ → BunUφ ×BunUφ .
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By ([14], Remark 10), the condition (CW ) of Definition 1 is satisfied. So, there exists a
complex K = KE,J ∈ D(BunUφ) equipped with
e∗φK[dim. rel(eφ)] →˜ (AJ )−1 ⊗ φ∗1AutE [dim. rel(φ1)]
By ([14], Remark 10), K is a direct sum of (possibly shifted) irreducible perverse sheaves. From
the diagram
Bun2×Bun2 φ1×φ1← PicY × PicY
eφ×eφ→ BunUφ ×BunUφ
↓ ρ
H˜
↓ ր κφ
BunH˜
qRφ← BunRφ
we get an isomorphism
κ∗φ(K ⊠K)[dim. rel(κφ)] →˜ q∗RφKπ∗E,detE,H˜ ⊗ p∗φ(AJ )−1[dim. rel(qRφ)]
Consider the commutative diagram of groups homomorphisms
Rφ → Uφ × Uφ
↓ ↓ m
φ∗Gm → Uφ,
where m is the product, and the left vertical arrow is induced by the product map φ∗Gm ×
φ∗Gm → φ∗Gm. It yields a cartesian square of morphisms of extension of scalars
BunRφ
κφ→ BunUφ ×BunUφ
↓ pφ ↓ mult
PicY
eφ→ BunUφ
So, one gets an isomorphism
e∗φmult!(K ⊠K)[dim. rel(eφ)] →˜ (AJ )−1 ⊗ (pφ)!q∗RφKπ∗E,detE,H˜ [dim. rel(qRφ)] (59)
By ([14], Proposition 8) one has
FH˜(AutE∗) →˜A(detE)Ω ⊗Kπ∗E,detE,H˜
So, using (58), the right hand side of (59) identifies with
(AJ )−1 ⊗ (AdetE)−1Ω ⊗ FH(Eis(Q¯ℓ ⊕ E0)⊗ δ∗D˜ AutE∗)[− dimBun2]
Using Lemma 18 and Proposition 7, the latter complex is identified with
(AJ )−1 ⊗ (AdetE)−1Ω ⊗ ( ⊕
r≥0
FH(Av
r
E∗(La
d1
detE∗))) →˜
⊕
r≥0
(AJ )−1 ⊗ ε!multr,d1! ((AdetE)−1 ⊠ (φ∗E∗)(r))[g − 1 + r],
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where d1 is a function of a connected component of PicY given by det(B∗ ⊗ ΩY ) = 2d1 + r for
B ∈ PicY . The sum is over r ≥ 0 such that d1 ∈ Z.
For any r ≥ 0, d1 ∈ Z one has the cartesian square
Picd1 X × Y (r) multr,d1→ Pic2d1+r Y
↓ ↓ eφ◦ε
Y (r)
mφ,r→ BunUφ
Since dim. rel(eφ) = g − 1, this finally yields isomorphisms
(eφ ◦ ε)∗mult!(K ⊠K) →˜ ⊕
r≥0
(AJ −1)ΩY ⊗ (AJ )⊗multr,d1! ((AdetE)−1 ⊠ (φ∗E∗)(r))[r] →˜
⊕
r≥0
(AJ −1)ΩY ⊗ (eφ ◦ ε)∗(mφ,r)!(J ⊗ φ∗E∗)(r)[r]
over Picm Y for any m. It is compatible with the descent data for eφ ◦ ε. So,
mult!(K ⊠K) →˜ ⊕
r≥0
(AJ −1)ΩY ⊗ (mφ,r)!(J ⊗ φ∗E∗)(r)[r],
the sum being over all r ≥ 0. For r even (resp., odd)mφ,r maps Y (r) to Bun0Uφ (resp., to Bun1Uφ).
If φ∗E is irreducible then RΓ(Y (r), (J ⊗ φ∗E∗)(r))[r] →˜ ∧r V with V = H1(Y,J ⊗ φ∗E∗).
This concludes the proof of Theorem 1.
Remark 11. Let the involution ι act on BunUφ ×BunUφ permuting the factors. Since BunUφ is
a commutative group stack, ι acts on mult!(K ⊠ K). For the action of ι on BunRφ defined in
Remark 9 the map κφ : BunRφ → BunUφ ×BunUφ is ι-equivariant. So, (59) is ι-equivariant. We
conclude that the grading by the action of ι on
⊕
r≥0
(AJ −1)ΩY ⊗ (mφ,r)!(J ⊗ φ∗E∗)(r)[r]
is given by fixing rmod4. In particular, the ι-invariants of this complex over Bun0Uφ are
⊕
r≥0, r=0 mod 4
(AJ −1)ΩY ⊗ (mφ,r)!(J ⊗ φ∗E∗)(r)[r]
This agrees with Conjecture 3. Indeed, let n ≥ 1. If V is a 2n-dimensional Q¯ℓ-vector space with a
nondegenerate symmetric form, let S± denote the half-spin representations of the corresponding
Spin group. Then
Sym2(S+)⊕ Sym2(S−) →˜ ⊕k∈Z ∧n+4kV
and S+ ⊗ S− →˜ ∧n−1 V ⊕ ∧n−3V ⊕ . . .. In our case V = H1(Y,J ⊗ φ∗E∗) is of dimension
divisible by 4. In general, if dimV is divisible by 4 then for the Z/2Z-graded isomorphism
(S+⊕S−)⊗2 →˜ ⊕r≥0∧rV the additional grading by r mod 4 on the right hand side corresponds
to the additional grading of (S+ ⊕ S−)⊗2 with respect to the involution permuting the two
factors in the tensor product.
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5. The dual pair (S˜L2,SO3)
In this section we perform the constructions and establish the results formulated in Section 1.4
of the introduction.
5.1 Here we use some notations from ([16], Section 0.3). In particular, H = SO3 split, G =
Sp(OX ⊕Ω) a group scheme over X, B ⊂ G is the parabolic group subscheme over X preserving
Ω. The stack BunB classifies E ∈ Bun1 and an exact sequence on X
0→ E ⊗ Ω→M → E−1 → 0 (60)
The map ν˜B : BunB → B˜unG sends the above point to (M,B), where B = detRΓ(X, E ⊗ Ω)
with the induced isomorphism B2 →˜ detRΓ(X,M).
The stack SB classifies E ∈ Bun1 and s2 : E2 → OX . We denote by Fourψ : D(BunB) →˜ D(SB)
the Fourier transform. One has an open immersion RCovd →֒ SB .
Set BunB,H = BunB ×BunH and B˜unG,H = B˜unG×BunH . Remind the map τ˜ : B˜unG,H →
B˜unG3 from ([16], Section 0.3.2). It sends (M,B, V ) to (M ⊗ V,B′), where
B′ = B3 ⊗ detRΓ(X,V )⊗ detRΓ(X,O)−3
with the induced isomorphism B′2 →˜ detRΓ(X,M ⊗V ). Let τB : BunB,H → BunP3 be the map
sending (60) and V to (E ⊗ Ω⊗ V ⊂M ⊗ V ). The following diagram is 2-commutative
B˜unG,H
τ˜→ B˜unG3
↑ ν˜B×id ↑ ν˜P3
BunB,H
τB→ BunP3 ,
here ν˜P3 is the map from Section 2.1.2. Using ([14], Proposition 1), from the above diagram one
gets the following.
Let VH,B be the stack classifying E ∈ Bun1, V ∈ BunH and a section s : E → V . Let
pV : VH,B → SB be the map sending this point to (E , s2), where s2 is the composition E2 s⊗s→
Sym2 V → O. We get a diagram
BunH
qV← VH,B pV→ SB ,
where qV sends (E,V, s) to V . Let FG : D
−(BunH)! → D≺(B˜unG) be the theta-lifting functor
from ([16], Section 0.3.2).
Lemma 20. There is an isomorphism of functors D−(BunH)! → D(SB)
pV !q
∗
V(·)[dim. rel(qV)] →˜ Fourψ ν˜∗BFG(·)[dim. rel(ν˜B)]
Remark 12. According to ([13], Proposition 7), once
√−1 ∈ k is fixed, the isomorphism of
Lemma 20 is defined uniquely up to a sign.
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5.2 For (E , s2) ∈ RCovd we have the corresponding degree 2 covering φ : Y → X, here Y =
Spec(OX ⊕E). Remind the group scheme Uφ on X from Section 1.3. As (E , s2) varies in RCovd
the groups Uφ form a group scheme UR over RCov
d×X. Let BunUR be the stack whose S-points
is the category of pairs: a map ν : S → RCovd and a (ν × id)∗UR-torsor over S ×X.
Lemma 21. There is a cartesian square, where the horizontal maps are open immersions
BunUR →֒ VH,B
↓ pR ↓ pV
RCovd →֒ SB
Proof Let (E , V, s) ∈ VH,B such that pV(E , V, s) ∈ RCovd. Let Y = Spec(OX⊕E) and φ : Y → X
the corresponding covering ramified at a reduced divisor D ∈ X(d). Clearly, s : E → V is a
subbundle, let L denote the kernel of s∗ : V → E∗. The symmetric form Sym2 V → OX induces
a generically nondegenerate symmetric form Sym2 L → OX and a compatible isomorphism
detL →˜ E . By ([12], Proposition 13), this yields a line bundle B on Y and isomorphisms L →˜φ∗B,
N(B) →˜OX such that the symmetric form on L is the canonical one Sym2(φ∗B)→ N(B).
Let DY ∈ Y (d) be the ramification divisor of φ, note that φ∗E →˜O(−DY ) canonically. The
upper modification (E−1 ⊗ L) ⊕ O →֒ E−1 ⊗ V gives rise to the compatible trivialization γ :
B |DY →˜ODY . Namely,
((E−1 ⊗ L)⊕O) |D →˜ (B(DY )/B(−DY ))⊕OD, (61)
and the image of E−1 ⊗ V (−D) in (61) is the graph of γ. So, (B, γ,N(B) →˜OX) ∈ BunUφ . 
Let qU be the composition BunUR →֒ VH,B
qV→ BunH . Consider the stack rssSdP classifying
U ∈ Bun2,A ∈ Bun1 and Sym2 U → A⊗Ω such that U →֒ U∗⊗A⊗Ω, and div(U∗⊗A⊗Ω/U) ∈
rssX(d). We have the diagram
Bun2
q1← rssSdP
p1→ RCovd
↓ eH ↓ eU ր pR
BunH
qU← BunUR ,
(62)
here the top line is the diagram considered in ([14], beginning of Section 6.1.2). So, q1 sends the
above point to U . The map p1 sends the above point to E = (A⊗Ω)−1⊗detU with the induced
inclusion E2 →֒ OX . The map eH is the extension of scalars with respect to GL2 → H, so it
sends U to V = End0(U) with the induced symmetric form Sym2 V → OX and a compatible
trivialization detV →˜OX . The stack rssSdP can be seen as the one classifying a degree 2 covering
φ : Y → X ramified exactly at D ∈ rssX(d) and a line bundle B0 on Y . In these terms q1 is the
map sending B0 to φ∗B0. The map eU preserves the covering φ and sends B0 to B = σ∗B0⊗B−10
with the induced isomorphisms γ : B |DY →˜O |DY and N(B) →˜OX . Here σ is the nontrivial
automorphism of Y over X.
Note that the fibre of eU over a k-point of RCov
d given by φ : Y → X is the morphism
eφ : PicY → BunUφ considered in Section 4.1.
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Lemma 22. The diagram (62) commutes.
Proof Consider a point of RCovd given by φ : Y → X ramified over D ∈ rssX(d). As above,
E denotes the σ-antiinvariants in φ∗OY , σ is the nontrivial automorphism of Y over X. Let
B0 ∈ PicY and U = φ∗B0. The sequence is exact 0 → φ∗(B20(−DY )) → Sym2 U → N(B0) → 0
and detU →˜ E ⊗N(B0) canonically. This yields an exact sequence
0→ L→ End0(U)→ E−1 → 0 (63)
with L = φ∗(B0 ⊗ σ∗B−10 ). The symmetric form Sym2 U → N(B0) has a canonical section
s : N(B0)(−D)→ Sym2 U defined as follows. One has a cartesian square
N(B0)⊕ φ∗(B20) → B20 |DY ⊕B20 |DY
↑ ↑ diag
Sym2 U → B20 |DY
Then s is defined uniquely by the property that the composition N(B0)(−D) → Sym2 U →
N(B0) ⊕ φ∗(B20) equals (i, 0), where i is the canonical inclusion. Now s can be seen as E →֒
End0(U), so we get an upper modification (E−1 ⊗ L) ⊕O →֒ E−1 ⊗ End0(U). This shows that
End0(U) →˜ V naturally, where V is the image of (B, γ,N(B) →˜OX) under qU . To summarize,
V fits into the diagram, where the square is cartesian
E−1 ⊕ φ∗(B0(DY )⊗ σ∗B−10 ) → O(DY )/O ⊕O(DY )/O
↑ ↑ diag
V → O(DY )/O
↑
E ⊕ φ∗(B0 ⊗ σ∗B−10 )

From Lemmas 21 and 20 one immediately derives the following.
Corollary 2. There is an isomorphism of functors D−(BunH)! → D(RCovd)
pR!q
∗
U (·)[dim. rel(qU )] →˜ Fourψ ν˜∗BFG(·)[dim. rel(ν˜B)] |RCovd

Proof of Proposition 1 The ULA property is local in the smooth topology of the source. Since
eU :
rssSdP → BunUR is smooth is surjective, the first claim follows from ([14], Theorem 3). For
the second claim apply Corollary 2. Since pR is proper, pR!q
∗
UK is ULA with respect to the
identity map RCovd → RCovd, so each cohomology sheaf of (6) is a local system. 
Write rssSd,mP for the open substack of rssSdP given by deg(A⊗Ω) = m. The image of rssSd,mP
under eU depends only on a = m mod2 and is denoted Bun
a
UR
for a ∈ Z/2Z. So, BunUR is a
disjoint union of the open substacks BunaUR for a ∈ Z/2Z.
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Proof of Corollary 1 From Theorem 1 and Corollary 2 one gets the desired isomorphism.
As in ([14], Theorem 3), one shows that q∗1AutE [dim. rel(q1)] is Verdier self-dual for any d,
this heavily relies on the Hecke property of AutE. For d > 4g − 4 this also follows from the
fact that the map q1 is smooth by ([14], Lemma 13). Now from Corollary 2 we learn that (5) is
Verder self-dual.
If d > 0 then for any (E , s2) ∈ RCovd and the corresponding E0 we get H0(X,E ⊗ E0) = 0,
so (5) is a local system. 
5.3 The trace map
Let E be an irreducible SL2-local system on X and d ≥ 0. Over the open substack of RCovd
given by φ : Y → X such that H0(Y, φ∗E) = 0 the sheaf FE given by (5) is a local system. In
particular, for d > 0 this is a local system. Les us describe the trace map
tr : CLE(X)⊗ CLdE →˜ End(FE)→ Q¯ℓ
over this open substack of RCovd. More precisely, we will describe the fibre trφ of tr at a point
φ : Y → X of RCovd.
Consider the map fφ : BunUφ → BunRφ sending B with N(B) →˜OX , B |DY →˜ODY to (B1 =
B−1⊗ΩY ,B2 = ΩY ) with the induced isomorphisms N(B1) →˜N(B2) and B1 |DY →˜B2 |DY . The
composition κφfφ sends B to (B,B) ∈ BunUφ ×BunUφ .
Let µφ : BunUφ → PicY be the map B 7→ B−1 ⊗ ΩY . Let E be any irreducible rank
2 local system on X (we will specialize later to SL2-local systems). One has a natural map
AutE ⊗AutE∗ → Q¯ℓ[2 dimBun2] over Bun2. Let ζH˜ : BunSO3 → BunH˜ be the map V1 7→
(V1 ⊕ O)⊗ Ω = V , here V is equipped with the induced form Sym2 V → Ω2 and trivialization
detV →˜Ω4. The above map yields a morphism ζ∗
H˜
Kπ∗E,detE,H˜ → Q¯ℓ[1 − g + 2dimBun2] over
BunSO3 . We have a commutative diagram
BunUφ → BunSO3
↓ fφ ↓ ζH˜
BunRφ
qRφ→ BunH˜
This yields a map
f∗φq
∗
Rφ
Kπ∗E,detE,H˜ → Q¯ℓ[1− g + 2dimBun2]
and in turn, a map
µ∗φpφ!q
∗
Rφ
Kπ∗E,detE,H˜ → Q¯ℓ[1− g + 2dimBun2]
Since dim. rel(qRφ) = 2dimPicY − 2 dimBun2, this is a map
µ∗φpφ!q
∗
Rφ
Kπ∗E,detE,H˜ [dim. rel(qRφ)]→ Q¯ℓ[2 dimPicY + 1− g]
Since FH˜(AutE∗) →˜A(detE)Ω ⊗Kπ∗E,detE,H˜ , we get a morphism over BunUφ
µ∗φFH(Eis(Q¯ℓ ⊕ E0)⊗ δ∗D˜ AutE∗)[− dimBun2] →˜µ∗φpφ!q∗RφFH˜(AutE∗)[dim. rel(qRφ)]→
A(detE)Ω[2 dimPicY + 1− g]
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We have
µ∗φFH(Eis(Q¯ℓ ⊕ E0)⊗ δ∗D˜ AutE∗)[− dimBun2] →˜
⊕r≥0, r=0 mod 2 (AdetE)Ω ⊗ µ∗φε!multr,−r/2((AdetE)∗ ⊠ (φ∗E∗)(r))[g − 1 + r]
Consider the stack YUφ classifying (B, N(B) →˜OX ,B |DY →˜ODY ) ∈ BunUφ and a subsheaf
M1 ⊂ φ∗B of rank 1. Let πφ : YUφ → BunUφ be the map forgetting M1. For r ≥ 0 even we have
a substack YrUφ given by the property that the divisor D1 of zeros of φ∗M1 →֒ B is of degree r.
Let hφ : YrUφ → Bun1×Y (r) be the map sending the above point to (M1,D1). We get a map
over BunUφ
⊕
r≥0, r=0 mod 2
µ∗φε!mult
r,−r/2((AdetE)∗ ⊠ (φ∗E∗)(r))[r]→ Q¯ℓ[2 dimPicY + 2− 2g]
The above map rewrites as
η : ⊕
r≥0, even
πφ!h
∗
φ((AdetE)
∗
⊠ (φ∗E∗)(r)[r]→ Q¯ℓ[d+ 2g − 2]
Note that dimBunUφ =
d
2+g−1, so that the right hand side is the dualizing complex on BunUφ .
The map Bun1×BunUφ →
∐
s even Pic
s Y , (M1,B) 7→ φ∗M∗1 ⊗ B is e´tale and surjective.
So, the projection YUφ →
∐
r≥0,even Y
(r) sending (M1,B, (φ∗M1)(D1) →˜B) to D1 is e´tale and
surjective. Now
η ∈ ⊕
r≥0, even
H0(YrUφ ,D(h∗φ((AdetE)∗ ⊠ (φ∗E∗)(r)[r]))
The sheaf h∗φ((AdetE)
∗
⊠ (φ∗E∗)(r)[r]) is perverse on YrUφ and
D(h∗φ((AdetE)
∗
⊠ (φ∗E∗)(r)[r])) →˜ h∗φ((AdetE)⊠ (φ∗E)(r)[r])
Assume detE trivial. Using the projection YrUφ → Y (r), which is finite and e´tale, one gets
η ∈ ⊕
r≥0, even
H0(Y (r), (φ∗E)(r)[r]) ⊂ ⊕
r≥0, even
H0(YrUφ , h∗φ(Q¯ℓ ⊠ (φ∗E)(r)[r])
That is,
η ∈ ⊕
r≥0, even
∧rH1(Y, φ∗E) (64)
Let K be defined as in Theorem 3 for E and J = Q¯ℓ. Applying µ∗φ to (59), from η we get a
morphism
µ∗φe
∗
φmult!(K ⊠K)[dim. rel(eφ)]→ Q¯ℓ[2 dimPicY + 1− g]
Note that dim. rel(eφ) = g − 1. Applying RΓ to the induced map
mult!(K ⊠K)→ (eφµφ)!Q¯ℓ[2 dimPicY + 2− 2g]
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we get the trace map
trφ : ⊕r≥0RΓ(Y (r), (φ∗E)(r))[r] →˜ RΓ(BunUφ ,K)⊗2 → RΓ(BunUφ ,D(Q¯ℓ))→ Q¯ℓ
that coincides with (64). In particular, it vanishes on the summands with r odd.
Given a Q¯ℓ-vector space V with a nondegenerate symmetric form with dimV = 0 mod 4,
let S± denote the half-spin representation of the Spin covering of SO(V ). The trace map
⊕i≥0 ∧i V →˜ End(S+ ⊕ S−) → Q¯ℓ vanishes on ∧iV unless i = 0 or i = dimV . According to
Conjecture 3, we expect the same to hold for (64).
Appendix A. Theta-sheaves and two-sheeted coverings
A.1 Here we generalize ([14], Proposition 3) to the case of ramified degree 2 coverings. Keep
notations of Section 1.5.2, so we pick d ≥ 0, a k-point (E , s2) ∈ RCovd and denote by φ : Y → X
the corresponding degree 2 covering ramified over a reduced effective degree d divisor D on X.
Remind the group scheme Gn on X defined in Section 2.1.2.
Let BunGn,Y denote the stack classifying a rank 2n vector bundle on Y with a symplectic
form ∧2M → ΩY . Let πn : BunGn,Y → BunG2n be the following map. Given M ∈ BunGn,Y , we
equip φ∗M with the form ∧2(φ∗M)→ Ω given as the composition
(φ∗M)⊗ (φ∗M)→ φ∗(M ⊗M)→ φ∗(∧2M)→ φ∗ΩY → Ω,
where the latter map is the projection φ∗ΩY →˜Ω ⊕ Ω ⊗ E(D) → Ω on the σ-invariants in
φ∗ΩY . One easily checks that this form is generically non degenerate. This yields an inclusion
ω : φ∗M → (φ∗M)∗ ⊗ Ω. Note that det(φ∗M) →˜O(−nD) ⊗ N(ΩnY ) →˜Ω2n. Thus, detω = id
and φ∗M ∈ BunG2n .
Let AGn,Y be the line bundle on BunGn,Y with fibre detRΓ(Y,M) at M ∈ BunGn,Y .
Let B˜unGn,Y be the gerb of square roots of this line bundle. Let π˜n : B˜unGn,Y → B˜unG2n
be the map sending (M,B,B2 →˜ detRΓ(Y,M)) to (φ∗M,B) with the induced isomorphism
B2 →˜ detRΓ(X,φ∗M).
Proposition 12. There is a canonical isomorphism π˜∗nAut[dim. rel(π˜n)] →˜ Y Aut preserving the
generic and special parts. Here Y Aut is the theta-sheaf on B˜unGn,Y .
Proof Let iBunGm denote the stratum of BunGm given by dimH
0(X,M) = i for M ∈ BunGm .
Let i B˜unGm be the restriction of the gerb B˜unGm → BunGm to this stratum. Define iBunGn,Y
and i B˜unGn,Y similarly. For each i there is a map iρ : i BunGm → i B˜unGm sending M to
(M,B = detH0(X,M)) with the induced isomorphism B2 →˜ detRΓ(X,M), and similarly for Y .
The diagram is 2-commutative
iBunGn,Y → iBunG2n
↓ ↓ iρ
i B˜unGn,Y
π˜n→ i B˜unG2n
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By definition, the perverse sheaf Aut is equipped with trivializations iρ
∗Aut →˜ Q¯ℓ[dim(BunG2n)−
i] for i = 0, 1. This gives the desired isomorphism stratum by stratum and also a canonical nor-
malization of the sought-for isomorphism over i B˜unGn,Y for i = 0, 1. It remains to show its
existence.
Remind the group subscheme Pn ⊂ Gn defined in Section 2.1.2. Consider the commutative
diagram
BunPn,Y
ν˜n,Y→ B˜unGn,Y
↓ πn,P ↓ π˜n
BunP2n
ν˜2n→ B˜unG2n ,
where we denoted by πn,P the map sending (L ⊂ M) ∈ BunPn,Y to (φ∗L ⊂ φ∗M) ∈ BunP2n .
The map ν˜n,Y sends (L ⊂M) to (M,B = detRΓ(Y,L)) equipped with B2 →˜ detRΓ(Y,M), and
ν˜2n sends (L1 ⊂M1) to (B1,M1), where B1 = detRΓ(X,L1).
Write c Bunn,Y ⊂ Bunn,Y for the open substack given by H0(Y,L) = 0 for L ∈ Bunn,Y .
Let cVY → c Bunn,Y be the vector bundle with fibre Hom(L,ΩY ) over L. Let c BunPn,Y be
the preimage of cBunn in BunPn,Y . Remind the natural map f : c BunPn,Y → Sym2 cV∗Y over
c Bunn,Y and the perverse sheaf SP,ψ on Sym
2
cV∗Y introduced in ([13], Section 5.2).
Let c Bun2n ⊂ Bun2n be the open substack classifying L1 ∈ Bun2n with H0(X,L1) = 0.
One defines c BunP2n ⊂ BunP2n similarly. Let cV → c Bun2n be the vector bundle with fibre
Hom(L1,Ω) at L1. We have a similar map f : cBunP2n → Sym2 cV∗ over cBun2n, and a perverse
sheaf SP,ψ on Sym
2
cV∗. The following diagram commutes
c BunPn,Y
f→ Sym2 cV∗Y
↓ πn,P ↓ πV
c BunP2n
f→ Sym2 cV∗,
where the map πV is induced by the morphism cV∗Y → cV∗ sending (L, v ∈ H1(Y,L)) to (φ∗L, v ∈
H1(X,φ∗L)). Our assertion follows from the fact that π
∗
VSP,ψ[dim. rel(πV)] →˜SP,ψ naturally. 
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