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Re´sume´— Dans ce papier, nous e´tudions la possibilite´ de
de´terminer les sorties plates d’un syste`me non line´aire par
calcul formel. Rappelons qu’une sortie plate est une sor-
tie ge´ne´ralise´e particulie`re telle que toutes les courbes
inte´grales du syste`me peuvent s’exprimer comme les images,
par une application infiniment de´rivable, des composantes
de cette sortie plate et d’un nombre fini de ses de´rive´es
successives par rapport au temps. Nous utilisons ici les ca-
racte´risations re´centes de [1], [2] dans le cadre des varie´te´s
de jets d’ordre infini (voir par ex. [3], [4]). Les e´tapes suc-
cessives de l’algorithme formel sont discute´es sur l’exemple
classique du ve´hicule non holonome.
Mots-cle´s— Syste`mes non line´aires, platitude diffe´rentielle,
sortie plate, calcul formel.
I. Introduction
Conside´rons le syste`me non line´aire
x˙ = f(x, u) (1)
ou` x = (x1, . . . , xn) est le vecteur d’e´tat, u = (u1, . . . , um)
le vecteur des entre´es, m ≤ n, et f une fonction
me´romorphe en tous ses arguments.
On dit que ce syste`me est diffe´rentiellement plat , ou, plus
brie`vement, plat ([5], [6]), si et seulement s’il existe un vec-
teur y = (y1, . . . , ym) ve´rifiant :
(i) y et ses de´rive´es successives par rapport au temps
y˙, y¨, . . . sont fonctionnellement inde´pendents,
(ii) y est une fonction de x, u et d’un nombre fini de
de´rive´es successives des composantes de u,
(iii) x et u peuvent s’exprimer en fonction des composantes
de y et d’un nombre fini de ses de´rive´es successives :
x = ϕ(y, y˙, . . . , y(α)), u = ψ(y, y˙, . . . , y(α+1))
pour un multi-entier α = (α1, . . . , αm) bien choisi, et avec
la notation y(α) = (d
α1y1
dtα1
, . . . , d
αmym
dtαm
).
Un vecteur y jouissant de ces proprie´te´s est appele´ sortie
plate.
Ce concept a inspire´ une litte´rature importante et un grand
nombre d’applications pratiques et industrielles (voir par
ex. [3] pour un survey). Son principal avantage re´side dans
la simplicite´ de la solution des proble`mes de planification
de trajectoire et de poursuite de trajectoire avec stabilite´.
Plusieurs formalismes ont e´te´ introduits pour l’e´tude de
cette classe remarquable de syste`mes : des approches de
ge´ome´trie diffe´rentielle de dimension finie ([7], [8], [9],
[10]), d’alge`bre diffe´rentielle ([11], [12], [13]), de ge´ome´trie
diffe´rentielle des jets et proongations infinies ([4], [14], [15],
[16], [17]). Parmi ces contributions, la caracte´risation de la
platitude diffe´rentielle prend une large part ([12], [7], [18],
[8], [13], [19], [20], [21], [17], [22], [9], [10], [1], [2]).
Nous reprenons ici les re´sultats de [1], [2] dans le forma-
lisme des varie´te´s de jets d’ordre infini ([4], [23], [15], [24]),
les syste`mes e´tant repre´sente´s sous forme implicite, obte-
nus a` partir de (1) en e´liminant le vecteur d’entre´es u. On
rappelle les notions d’e´quivalence de Lie-Ba¨cklund et d’iso-
morphisme de Lie-Ba¨cklund dans ce contexte, ainsi que les
conditions ne´cessaires et suffisantes de platitude en termes
de matrices polynoˆmiales et de formes diffe´rentielles. Cette
approche peut eˆtre vue comme une ge´ne´ralisation aux
syste`mes non line´aires de [25] et permet d’obtenir des
conditions qui sont invariantes par extension dynamique
endoge`ne.
Les conditions obtenues font appel a` des ope´rateurs
diffe´rentiels qui combinent des aspects ge´ome´triques
comme la de´rivation exte´rieure et le produit exte´rieur des
formes diffe´rentielles, a` des aspects d’alge`bre non commu-
tative sur les polynoˆmes de d
dt
a` coefficients me´romorphes.
Les applications re´centes de calcul formel, comme Maple
ou Mathematica, proposent de nombreuses fonctionnalite´s
dans le cadre de chacun de ces domaines se´pare´ment,
mais un environnement commun reste a` construire. Dans
ce papier, nous de´taillons la construction des ope´rateurs
conside´re´s et montrons comment ils peuvent eˆtre pro-
gramme´s dans un langage formel standard comme Maple
11.
Ce papier est organise´ comme suit : la section II est
consacre´e a` la description des syste`mes implicites sur les
varie´te´s de jets d’ordre infini. Les notions d’e´quivalence
de Lie-Ba¨cklund et d’isomorphisme de Lie-Ba¨cklund sont
rappele´s dans ce contexte, afin d’introduire la platitude
diffe´rentielle. Dans la section III, nous rappelons les condi-
tions ne´cessaires et suffisantes de [1], [2] et la section IV
e´tudie en de´tail les ope´rateurs et conditions introduites,
conduisant a` l’algorithme de´veloppe´ dans la section III.
Enfin, dans la section V, nous montrons comment fonc-
tionne l’algorithme sur l’exemple bien connu du ve´hicule
non holonome.
II. Syste`mes implicites commande´s sur les
varie´te´s de jets d’ordre infini
E´tant donne´e une varie´te´ diffe´rentielle analytique X de
dimension n, on note son espace tangent au point x ∈ X
par TxX, et son fibre´ tangent par TX. Soit F une fonction
me´romorphe de TX dans Rn−m. On conside`re le syste`me
implicite sous-de´termine´
F (x, x˙) = 0 (2)
re´gulier au sens ou` rg ∂F
∂x˙
= n − m dans un ouvert dense
convenable de TX.
D’apre`s le the´ore`me des fonctions implicites , tout syste`me
explicite (1) avec x ∈ X, (x, f(x, u)) ∈ TxX pour tout u
dans un ouvert U de Rm, ve´rifiant rg ∂f
∂u
= m dans un ou-
vert convenable de X×U , peut eˆtre localement transforme´
en (2), et inversement.
Un champ de vecteurs f qui de´pend, pour tout x ∈ X, de
m variables inde´pendentes u ∈ Rm de fac¸on me´romorphe
avec rg ∂f
∂u
= m dans un ouvert de X × Rm, et ve´rifiant
F (x, f(x, u)) = 0 pour tout u ∈ U , est dit compatible
avec (2). Notons cependant que la repre´sentation implicite
(2), contrairement a` (1), a l’avantage e´vident d’eˆtre inva-
riante par extension dynamique endoge`ne (voir [4] pour une
de´finition pre´cise).
Dans [4] (voir aussi [15] ou` une approche similaire a e´te´
de´veloppe´e inde´pendamment), le syste`me infini de coor-
donne´es (x, u) = (x, u, u˙, . . .) a e´te´ introduit, permettant
de prolonger le champ de vecteurs f sous la forme
f(x, u) =
n∑
i=1
fi(x, u)
∂
∂xi
+
m∑
j=1
∑
k≥0
u
(k+1)
j
∂
∂u
(k)
j
pour le syste`me sous forme explicite (1).
D’apre`s [1], [2], nous adoptons la description externe de
la varie´te´ prolonge´e contenant les solutions de (2) : soit la
varie´te´ de dimension infinie X de´finie par X
def
= X ×Rn∞
def
=
X×Rn×Rn×. . ., constitue´e d’une infinite´ de´nombrable de
copies de Rn, munie de la topologie produit, et on suppose
donne´e la suite infinie de coordonne´es globales de X :
x = (x1, . . . , xn, x˙1, . . . , x˙n, x¨1, . . . , x¨n, . . . ,
. . . , x
(k)
1 , . . . , x
(k)
n , . . .).
(3)
Rappelons que, pour cette topologie, une fonction ϕ de X
dans R est continue (resp. diffe´rentiable) si ϕ ne de´pend
que d’un nombre fini (mais arbitraire) de variables et est
continue (resp. diffe´rentiable) par rapport a` ces variables.
Les fonctions C∞ ou analytiques ou encore me´romorphes
de X dans R sont de´finies comme en dimension finie, sa-
chant qu’elles ne de´pendent que d’un nombre fini de va-
riables. On munit X du champ de Cartan trivial ([23], [24])
τX =
n∑
i=1
∑
j≥0
x
(j+1)
i
∂
∂x
(j)
i
. (4)
On note aussi LτXϕ =
∑n
i=1
∑
j≥0 x
(j+1)
i
∂ϕ
∂x
(j)
i
= dϕ
dt
la
de´rive´e de Lie de la fonction diffe´rentiable ϕ le long de τX et
LkτXϕ son ite´re´e d’ordre k. On a alors x
(k)
i =
dkxi
dtk
= LkτXxi
pour tout i = 1, . . . , n et k ≥ 1, avec la convention
x
(0)
i = xi.
Comme d
dt
x
(j)
i
def
= x˙
(j)
i = x
(j+1)
i , le champ de Cartan agit
sur les coordonne´es comme un de´calage a` droite. X est
donc appele´e varie´te´ de jets d’ordre infini. Dore´navant, x y,
. . . repre´sentent des suites de jets d’ordre infini de x, y,. . .
Un syste`me implicite commande´ re´gulier est de´fini par
le triplet (X, τX, F ) avec X = X×R
n
∞, τX le champ de Car-
tan trivial associe´, et F me´romorphe de TX dans Rn−m)
ve´rifiant rg ∂F
∂x˙
= n−m dans un ouvert convenable de TX.
A. E´quivalence de Lie-Ba¨cklund pour les syste`mes impli-
cites commande´s
Rappelons de [1], [2] les de´finitions suivantes :
Soient deux syste`mes implicites commande´s reguliers
(X, τX, F ), avec X = X×R
n
∞, dimX = n et rg
∂F
∂x˙
= n−m,
et (Y, τY, G), avec Y = Y ×R
p
∞, dimY = p, τY son champ
de Cartan trivial, et rg ∂G
∂y˙
= p− q.
Posons X0 = {x ∈ X|L
k
τX
F (x) = 0, ∀k ≥ 0} et Y0 = {y ∈
Y|LkτYG(y) = 0, ∀k ≥ 0}. Ils sont munis des topologies
et structures diffe´rentiables induites par celles de X et Y
respectivement.
De´finition 1: On dit que les syste`mes implicites com-
mande´s re´guliers (X, τX, F ) et (Y, τY, G) sont Lie-Ba¨ck-
lund e´quivalents (ou, de fac¸on abre´ge´e, L-B e´quivalents) en
le couple de points (x0, y0) ∈ X0 ×Y0 si et seulement si
(i) il existe des voisinages X0 et Y0 de x0 dans X0 et de
y0 dans Y0 respectivement et une application bijective
me´romorphe Φ = (ϕ0, ϕ1, . . .) de Y0 dans X0 ve´rifiant
Φ(y0) = x0 et telle que les champs de Cartan triviaux
soient Φ-relie´s, i.e. Φ∗τY = τX ;
(ii) il existe Ψ bijective et me´romorphe de X0 dans Y0,
avec Ψ = (ψ0, ψ1, . . .), telle que Ψ(x0) = y0 et Ψ∗τX =
τY.
Les applications Φ et Ψ sont dites isomorphismes de Lie-
Ba¨cklund inverses l’un de l’autre en (x0, y0).
Les deux syste`mes (X, τX, F ) et (Y, τY, G) sont dits loca-
lement L-B e´quivalents s’ils sont L-B e´quivalents en toute
paire de points (x,Ψ(x)) = (Φ(y), y) d’un ouvert dense Z
de X0 × Y0, avec Φ et Ψ isomorphismes de Lie-Ba¨cklund
inverses l’un de l’autre sur Z.
On peut montrer que l’e´quivalence L-B locale pre´serve
les points d’e´quilibre, i.e. les points y˜ (resp. x˜) tels que
G(y˜, 0) = 0 (resp. F (x˜, 0) = 0), ainsi que les corangs
(m = q).
B. Formes diffe´rentielles
Introduisons une base de l’espace tangent TxX de X au
point x ∈ X, constitue´e de l’ensemble des vecteurs
{
∂
∂x
(j)
i
|i = 1, . . . , n, j ≥ 0}.
Une base de l’espace cotangent T∗xX en x est donc
donne´e par {dx
(j)
i |i = 1, . . . , n, j ≥ 0} avec
< dx
(j)
i ,
∂
∂x
(l)
k
>= δi,kδj,l, ou` δi,k est le symbole de Krone-
cker.
La diffe´rentielle de F est alors donne´e, en notation matri-
cielle, par
dF =
∂F
∂x
dx+
∂F
∂x˙
dx˙. (5)
Notons que la proprie´te´ de de´calage de d
dt
sur les coor-
donne´es s’e´tend aux diffe´rentielles : d
dt
dx = dx˙ = d d
dt
x, i.e.
d
dt
commute avec d.
Puisqu’une fonction lisse ne de´pend que d’un nombre fini
de variables, sa diffe´rentielle ne comporte qu’un nombre
fini de termes non nuls. De meˆme, on de´finit une 1-forme
sur X comme une combinaison line´aire finie des dx
(j)
i ,
a` coefficients me´romorphes de X dans R ou, de fac¸on
e´quivalente, comme une section localement me´romorphe
de T∗X. L’ensemble des 1-formes est note´ Λ1(X). On
note aussi Λp(X) le module de toutes les p-formes sur
X, (Λp(X))
m
l’espace de toutes les p-formes vectorielles
de dimension m sur X, (Λ(X))
m
l’espace de toutes les
formes vectorielles de dimension m de degre´ arbitraire sur
X, et Lq ((Λ(X))
m
) = L
(
(Λp(X))
m
, (Λp+q(X))
m
, p ≥ 1
)
,
l’espace de tous les ope´rateurs line´aires de (Λp(X))
m
dans
(Λp+q(X))
m
pour tout p ≥ 1, ou` L (P,Q) est l’ensemble des
applications line´aires d’un espace donne´ P dans un autre
espace donne´ Q.
Remarquons que si Φ est une application me´romorphe de
Y dans X, la de´finition de l’image (re´ciproque) par Φ d’une
1-forme est la meˆme qu’en dimension finie.
C. Platitude diffe´rentielle
Rappelons ([4]) qu’un syste`me sous forme explicite est
plat si et seulement s’il est L-B e´quivalent a` un syste`me tri-
vial. Le lecteur peut aise´ment ve´rifier que cette de´finition
redonne exactement celle pre´sente´e dans l’introduction.
Pour les syste`mes implicites, elle devient :
De´finition 2: Le syste`me implicite (X, τX, F ) est plat en
(x0, y0) ∈ X0 × R
m
∞ si et seulement s’il est L-B e´quivalent
en (x0, y0) au syste`me implicite trivial (R
m
∞, τRm∞ , 0). Dans
ce cas, les isomorphismes de Lie-Ba¨cklund inverses Φ et Ψ
sont appele´s trivialisations inverses.
La preuve du re´sultat suivant se trouve dans [2].
The´ore`me 1: Le syste`me (X, τX, F ) est plat en (x0, y0) ∈
X0 × R
m
∞ si et seulement s’il existe une application
me´romorphe localement inversible Φ de Rm∞ dans X0, d’in-
verse localement me´romorphe, ve´rifiant Φ(y0) = x0, et telle
que
Φ∗dF = 0. (6)
III. Conditions ne´cessaires et suffisantes de
platitude
Analysons la condition (6) en de´tails : Elle caracte´rise
l’application line´aire tangente de Φ dont l’image est
entie`rement contenue dans le noyau de dF . L’ensemble de
telles applications peut eˆtre obtenu de fac¸on syste´matique
dans le formalisme des matrices polynoˆmiales par rapport
a` l’ope´rateur diffe´rentiel d
dt
(on utilise indiffe´remment d
dt
pour LτX ou LτRm
∞
, en l’absence d’ambigu¨ıte´) :
P (F ) =
∂F
∂x
+
∂F
∂x˙
d
dt
, P (ϕ0) =
∑
j≥0
∂ϕ0
∂y(j)
dj
dtj
(7)
avec P (F ) (resp. P (ϕ0)) de taille (n−m)×n (resp. n×m).
Dans ce formalisme, (6) s’e´crit :
Φ∗dF = P (F )P (ϕ0)dy = 0. (8)
Les e´le´ments des matrices de (7) sont des polynoˆmes de
l’ope´rateur diffe´rentiel d
dt
a` coefficients me´romorphes de X
dans R.
On note K le corps des fonctions me´romorphes de X dans
R et K[ d
dt
] l’anneau principal des polynoˆmes de d
dt
a` co-
efficients dans K. Notons que K[ d
dt
] n’est pas commuta-
tif, meˆme si n = 1 : pour tout a ∈ K, a 6= 0, on
a
(
d
dt
· x− x · d
dt
)
(a) = x˙a + xa˙ − xa˙ = x˙a 6= 0, soit
d
dt
· x− x · d
dt
= x˙.
Pour r, s ∈ N, notons Mr,s[
d
dt
] le module des matrices de
taille r×s sur K[ d
dt
] (voir par ex. [26]). Rappelons que pour
tout r ∈ N, l’inverse d’une matrice inversible de Mr,r[
d
dt
]
n’est pas ge´ne´ralement dans Mr,r[
d
dt
]. Les matrices dont
l’inverse appartient a` Mr,r[
d
dt
] sont appele´es les matrices
unimodulaires et leur ensemble est note´ Ur[
d
dt
]. Toute ma-
trice dans Mr,s[
d
dt
] admet une de´composition de Smith (ou
re´duction diagonale). Sans perte de ge´ne´ralite´, nous en don-
nons la de´finition pour P (F ) ∈ Mn−m,n[
d
dt
] :
V P (F )U = (∆, 0n−m,m) (9)
avec 0n−m,m la matrice de taille (n−m)×m entie`rement
constitue´e de ze´ros, V ∈ Un−m[
d
dt
], U ∈ Un[
d
dt
] et ∆ ∈
Mn−m,n−m[
d
dt
] matrice diagonale dont l’e´le´ment diagonal
di,i divise dj,j pour tout 0 ≤ i ≤ j ≤ n −m. En outre, les
degre´s des di,i sont de´finis de manie`re unique (voir [26]).
De´finition 3: Une matrice M ∈ Mr,s[
d
dt
] est dite hyper-
re´gulie`re si et seulement si sa de´composition de Smith
conduit soit a` (Ir, 0r,s−r) si r < s, soit a` Ir si r = s, soit
encore a`
(
Is
0r−s,s
)
si r > s.
Une matrice carre´e M ∈ Mr,r[
d
dt
] est hyper-re´gulie`re si et
seulement si elle est unimodulaire.
On peut montrer que si le syste`me (X, τX, F ) est comman-
dable au 1er ordre autour d’une courbe inte´grale arbitraire,
alors P (F ) est hyper-re´gulie`re (voir [2]). En outre, tout
syste`me plat est commandable au 1er ordre (voir [4]).
A. Caracte´risation alge´brique de la diffe´rentielle
d’une trivialisation
Dore´navant, nous supposons que P (F ) est hyper-
re´gulie`re dans un voisinage de x0. Autrement dit, il existe
V et U tels que
V P (F )U = (In−m, 0n−m,m) . (10)
Il n’y a pas unicite´ de U et V ve´rifiant (10). On dit que
U ∈ R− Smith (P(F)) et V ∈ L− Smith (P(F)) si elles sont
telles que V P (F )U = (Im, 0).
De meˆme, si M ∈ Mn,m[
d
dt
] est hyper-re´gulie`re avec m ≤
n, on dit que V ∈ L− Smith (M) et W ∈ R− Smith (M) si
V ∈ Un[
d
dt
] et W ∈ Um[
d
dt
] ve´rifient VMW =
(
Im
0
)
.
A` la place de (8), on commence par re´soudre l’e´quation
matricielle :
P (F )Θ = 0 (11)
ou` la matrice Θ ∈ Mn,m[
d
dt
] n’est pas ne´cessairement le
gradient d’une fonction vectorielle ϕ0.
Lemme 1: L’ensemble des matrices hyper-re´gulie`res Θ ∈
Mn,m[
d
dt
] ve´rifiant (11) est non vide et donne´ par
Θ = U
(
0n−m,m
Im
)
W (12)
avec U ∈ R− Smith (P(F)) et W ∈ Um[
d
dt
] arbitraire.
Lemme 2: Pour tout Q ∈ L− Smith
(
Uˆ
)
, avec Uˆ donne´
par
Uˆ = U
(
0n−m,m
Im
)
(13)
il existe Z ∈ Um[
d
dt
] tel que
QΘ =
(
Im
0n−m,m
)
Z. (14)
En outre, pour tout Q ∈ L− Smith
(
Uˆ
)
, la sous-matrice
Qˆ = (0n−m,m, In−m)Q est e´quivalente a` P (F ) (∃L ∈
Un−m[
d
dt
] t. q. P (F ) = LQˆ).
B. Inte´grabilite´
Notons Qi,j =
∑
k≥0Q
k
i,j
dk
dtk
l’e´le´ment (i, j) de Q ∈
L− Smith
(
Uˆ
)
re´sultant du Lemme 2. On note aussi ω la
1-forme vectorielle de dimension m de´finie par
ω(x) =

 ω1(x)...
ωm(x)

 = (Im, 0m,n−m)Q(x)dx∣∣X0
=


∑n
j=1
∑
k≥0Q
k
1,j(x)dx
(k)
j
∣∣X0
...∑n
j=1
∑
k≥0Q
k
m,j(x)dx
(k)
j
∣∣X0


(15)
la restriction a` X0 voulant dire que x ∈ X0 ve´rifie L
k
τX
F = 0
pour tout k et que les dx
(k)
j sont tels que dL
k
τX
F = 0 dans
X0 pour tout k. Puisque Qˆ est hyper-re´gulie`re, les 1-formes
ω1, . . . , ωm sont inde´pendentes par construction.
Rappelons aussi que, si τ1, . . . , τm sont des 1-formes
inde´pendantes dans Λ1(X0), le K[
d
dt
]-ide´al T ge´ne´re´ par
τ1, . . . , τm est l’ensemble des combinaisons line´aires a` co-
efficients dans K[ d
dt
] des formes η ∧ τi avec η une forme
quelconque de degre´ arbitraire sur X0 et i = 1, . . . ,m.
De´finition 4: On dit que le K[ d
dt
]-ide´al T ge´ne´re´ par
τ1, . . . , τm est fortement ferme´ si et seulement s’il existe
une matrice M ∈ Um[
d
dt
] telle que d(Mτ) = 0.
Cette de´finition est bien entendu inde´pendente du choix
des ge´ne´rateurs.
The´ore`me 2: Une condition ne´cessaire et suffisante pour
que le syste`me (2) soit plat au point (x0, y0) est qu’il existe
U ∈ R− Smith (P(F)) et Q ∈ L− Smith
(
Uˆ
)
, avec Uˆ donne´
par (13), tels que le K[ d
dt
]-ide´al Ω ge´ne´re´ par les 1-formes
ω1, . . . , ωm de´finies par (15) soit fortement ferme´ dans X0.
Afin de de´velopper l’expression d(Mτ) lorsque M est une
matrice polynoˆmiale, on de´finit l’ope´rateur d par :
d (H)κ = d(Hκ)−Hdκ (16)
pour toute p-forme vectorielle κ de dimension m dans
(Λp(X))
m
et tout p ≥ 1. Notons que (16) de´finit d (H)
de manie`re unique comme un e´le´ment de L1 ((Λ(X))
m
).
On peut prolonger d pour tout µ ∈ Lq ((Λ(X))
m
), pour
tout κ ∈ (Λp(X))
m
et tout p ≥ 1 par la formule :
d (µ)κ = d(µ κ)− (−1)qµ dκ. (17)
The´ore`me 3: Le K[ d
dt
]-ide´al Ω ge´ne´re´ par les 1-formes
ω1, . . . , ωm de´finies par (15) est fortement ferme´ dans X0
(ou, de fac¸on e´quivalente, le syste`me (X, τX, F ) est plat) si
et seulement s’il existe µ ∈ L1 ((Λ(X))
m
), et une matrice
M ∈ Um[
d
dt
] tels que
dω = µ ω, d (µ) = µ2, d (M) = −Mµ. (18)
avec la notation µ2 = µµ.
De plus, si (18) a lieu, une sortie plate y est obtenue par
l’inte´gration de dy =Mω.
Notons que les conditions (18) peuvent eˆtre vues comme
une ge´ne´ralisation des e´quations de structure du repe`re
mobile de Cartan (voir par ex. [27]) dans le contexte des
varie´te´s de jets d’ordre infini.
C. Algorithme
Les conditions ne´cessaires et suffisantes (18), nous per-
mettent d’obtenir l’algorithme suivant :
1. On commence par calculer une de´composition de Smith
de P (F ), puis Uˆ conforme´ment aux Lemmes 1 et 2. Si P (F )
n’est pas hyper-re´gulie`re, le syste`me n’est pas plat. Dans
le cas contraire, on calcule la 1-forme vectorielle ω de´finie
par (15).
2. On calcule l’ope´rateur µ tel que dω = µω par identi-
fication composante par composante. On peut facilement
montrer qu’un tel µ existe toujours1
3. Parmi les µ possibles, seuls ceux qui ve´rifient d (µ) =
µ2 sont conserve´s. Si aucun µ ne ve´rifie cette relation, le
syste`me n’est pas plat.
4. On calcule ensuite M tel que d (M) = −Mµ, toujours
par identification composante par composante.
5. Enfin, seules les matrices M unimodulaires sont
conserve´es. Si aucune M unimodulaire n’existe, le syste`me
n’est pas plat. Dans le cas contraire, une sortie plate est
obtenue par inte´gration de dy = Mω, ce qui est possible
puisque d(Mω) = 0.
IV. Mise en œuvre par calcul formel
Commenc¸ons par pre´ciser la nature des e´le´ments avec
lesquels nous travaillons.
A. La structure des e´le´ments de Mr,s[
d
dt
]
Les e´le´ments d’une matrice A ∈ Mr,s[
d
dt
] sont de la forme
[A]ij =
∑
k≥0
aijk
dk
dtk
, i = 1, 2, . . . r; j = 1, 2, . . . , s (19)
ou` les aijk sont des fonctions me´romorphes sur X. Ainsi,
pour ω ∈ (Λp(X))
s
, Aω ∈ (Λp(X))
r
est le vecteur dont la
1Par exemple, on ve´rifie facilement que d
“
Qˆ
”
Uˆ , avec Qˆ et Uˆ donne´s
par (13), (14), est tel que dω = d
“
Qˆ
”
Uˆω. Cependant, ce choix n’est
pas ne´cessairement utile car il ne ve´rifie pas en ge´ne´ral la condition
de l’e´tape suivante : d
“
d
“
Qˆ
”
Uˆ
”
6= d
“
Qˆ
”
Uˆd
“
Qˆ
”
Uˆ .
ie`me composante est
[Aω]i =
s∑
j=1
∑
k≥0
aijkL
k
τX
ωj , i = 1, 2, . . . , r. (20)
La multiplication de deux matrices A ∈ Mr1,r2 [
d
dt
] et B ∈
Mr2,r3 [
d
dt
] donne´es par [A]i,j =
∑
k≥0 ai,j,k
dk
dtk
, et [B]i,j =∑
k≥0 bi,j,k
dk
dtk
, est
[AB]i,j =
r2∑
l=1
∑
k1,k2≥0
ai,l,k1
dk1
dtk1
(
bl,j,k2
dk2
dtk2
)
=
r2∑
l=1
∑
k1,k2≥0
k1∑
k3=0
(
k3
k1
)
ai,l,k1
(
Lk1−k3τX bl,j,k2
) dk2+k3
dtk2+k3
(21)
avec
(
k3
k1
)
= k1!
k3!(k1−k3)!
.
En indiquant explicitement la de´pendance des coordonne´es
en la variable inde´pendante t, on peut utiliser la com-
mande mult (avec le symbole DDt pour d
dt
) de la librairie
DETools de Maple 11. Ainsi, l’algorithme de multiplica-
tion (en Maple 11 ) pour deux matrices A ∈ Mr1,r2 [
d
dt
] et
B ∈ Mr2,r3 [
d
dt
] revient a`
for i from 1 to r1 do
for j from 1 to r3 do
for k from 1 to r2 do
C[i,j]:=C[i,j]+DETools[mult](A[i,k],B[k,j],[DDt,t]);
end do; end do; end do;
Cette approche a l’avantage de ne pas avoir besoin d’une
construction explicite du champ de Cartan pour le calcul
des de´rive´es de Lie (voir la discussion en Section IV-D).
B. De´composition de Smith des e´le´ments de Mr,s[
d
dt
]
Avec le produit matriciel de K[ d
dt
], que nous venons de
de´crire, la de´composition de Smith d’une matrice A ∈
Mr,s[
d
dt
] est obtenue en adaptant a` noˆtre contexte non-
commutatif, l’algorithme propose´ dans [28] par ex., pour
les matrices polynoˆmiales a` coefficients constants, qui part
de la construction des matrices unimodulaires e´le´mentaires
associe´es aux actions e´le´mentaires a` droite et a` gauche (voir
[26] pour plus de de´tails). La librairie DETools de Maple
11 contient de´ja` toutes les ope´rations ne´cessaires.
C. La structure des e´le´ments de Lq ((Λ(X))
m)
L’e´le´ment (i, j) d’un ope´rateur µ ∈ Lq ((Λ(X))
m
) est de
la forme
[µ]ij =
∑
k≥0
µijk ∧
dk
dtk
, i, j = 1, 2, . . . ,m (22)
ou` µijk est une q-forme arbitraire, ou ce qui revient a` dire
que pour tout ω ∈ (Λp(X))
m
, µω ∈ (Λp+q(X))
m
est donne´
par
[µω]i =
m∑
j=1
∑
k≥0
µijk ∧ L
k
τX
ωj , i = 1, 2, . . . ,m (23)
Pour coder les ope´rateurs µ ∈ Lq ((Λ(X))
m
) en Maple 11
on de´finit l’ope´rateur lui-meˆme comme une matrice dont
les e´le´ments sont des polynoˆmes de d
dt
(symbolise´ en Maple
par DDt) :
[µ]ij =
∑
k≥0
µijk
dk
dtk
, i = 1, 2, . . .m; j = 1, 2, . . . ,m (24)
et son e´valuation sur une p-forme ω, d’apre`s (23), appelle
a` la fois ∧ et d
dt
. Nous devons donc cre´er une nouvelle fonc-
tion, appele´e Dtwedge, dont l’algorithme est, pour i et j
fixe´s :
muw:= Tools:-DGmap(1,coeff,mu,DDt,0) &wedge w;
if degmuddt>0 then
wk:=w;
for k from 1 to degmuddt do
wk:=LieDerivative(CF,wk);
muw:=muw &plus
(Tools:-DGmap(1,coeff,mu,DDt,k) &wedge wk);
end do;
end if;
Remarquons que, dans ce contexte, la de´rive´e de Lie par
rapport a` un champ de Cartan CF doit eˆtre de´finie, ainsi
que l’ordre auquel les coordonne´es doivent eˆtre prolonge´es.
On trouvera une discussion plus de´taille´e sur l’ordre de
troncature en Section IV-D), degmuddt e´tant le degre´ de
µij par rapport a` DDt (i.e.
d
dt
). Bien que l’e´valuation de
(23) fasse appel a` une combinaison standard d’ope´rations,
sa mise en œuvre en calcul formel usuel n’est pas si simple.
Dans le contexte choisi, la commande DGmap de la librai-
rie DifferentialGeometry de Maple peut eˆtre utilise´e pour
graduer les e´le´ments de µij par leur degre´ par rapport a`
d
dt
/DDt.
C.1 Multiplication de deux e´le´ments µ ∈ Lq1 ((Λ(X))
m
) et
κ ∈ Lq2 ((Λ(X))
m
)
Conside´rons µ =
∑
k≥0 µk ∧
dk
dtk
ou` les µk sont des ma-
trices dont les e´le´ments appartiennent a` Λq1(X), et κ =∑
k≥0 κk∧
dk
dtk
ou` les κk sont des matrices dont les e´le´ments
appartiennent a` Λq2(X). Le produit µκ est e´value´ en intro-
duisant le produit µκω pour tout ω ∈ (Λ(X))m :
µκω = µ(κω) =
∑
k1≥0
µk1 ∧ L
k1
τX

∑
k2≥0
κk2 ∧ L
k2
τX
ω


=
∑
k1,k2≥0
k1∑
k3=0
(
k3
k1
)
µk1 ∧
(
Lk1−k3τX κk2
)
∧
(
Lk2+k3τX ω
)
Par conse´quent :
µκ =
∑
k1,k2≥0
k1∑
k3=0
(
k3
k1
)
µk1 ∧
(
Lk1−k3τX κk2
)
∧
dk2+k3
dtk2+k3
(25)
En partculier, posant µ = d
dt
, on de´duit imme´diatement :
d
dt
κ =
∑
k
(
LτXκk ∧
dk
dtk
+ κk ∧
dk+1
dtk+1
)
(26)
Il est donc clair que la multiplication de deux tels
ope´rateurs ne peut pas eˆtre re´alise´e par la fonction Dtwedge
de´finie pre´ce´demment. On la remplace par la fonction Dt-
wedgeop, de´finie par l’algorithme (toujours en Maple 11 )
mukappa:= Tools:-DGmap(1,coeff,mu,DDt,0) &wedge kappa;
if degmuddt>0 then
kappak:=kappa;
for i from 1 to degmuddt do
kappak:=LieDerivative(CF,kappak) &plus
(DDt &mult kappak);
mukappa:=mukappa &plus
(Tools:-DGmap(1,coeff,mu,DDt,i) &wedge kappak);
end do; #for i
end if;
Les premie`res ope´rations dans la boucle for interne
construit donc la re`gle de de´rivation introduite par (26).
C.2 L’ope´rateur d
Nous abordons maintenant l’imple´mentation de l’ope´-
rateur d : Lq ((Λ(X))
m
) → Lq+1 ((Λ(X))
m
) pour tout
q ≥ 0, de´fini par (17).
En premier lieu, remarquons que, pourm = 1, si µ est un
polynoˆme de degre´ 0 en d
dt
, i.e. µ = µ0∧ avec µ0 ∈ Λ
q(X),
(17) n’est autre que la re`gle usuelle d’anti-de´rivation de la
de´rive´e exte´rieure : pour tout ω ∈ Λp(X) on a
d(µω) = dµ0∧︸ ︷︷ ︸
d(µ)
ω + (−1)qµ0 ∧ dω (27)
Revenons au cas ge´ne´ral avec µ ∈ Lq ((Λ(X))
m
) et ω ∈
(Λp(X))
m
. On a
[d(µω)]i = d

 m∑
j=1
∑
k≥0
µijk ∧ L
k
τX
ωj

 , i = 1, . . . ,m
=

 m∑
j=1
∑
k≥0
dµijk ∧ L
k
τX
ωj
+(−1)q
m∑
j=1
∑
k≥0
µijk ∧ d
(
LkτXωj
)
=

 m∑
j=1
∑
k≥0
dµijk ∧ L
k
τX
ωj
+(−1)q
m∑
j=1
∑
k≥0
µijk ∧ L
k
τX
(dωj)


(28)
En combinant (17) et (28), il vient :
[d (µ)ω]i = [d(µ ω)− (−1)
qµ dω]i , i = 1, . . . ,m
=
m∑
j=1
∑
k≥0
dµijk ∧ L
k
τX
ωj
(29)
Par conse´quent, les e´le´ments de d(µ) sont donne´s par
[d(µ)]ij =
∑
k≥0
dµijk ∧
dk
dtk
, i, j = 1, 2, . . . ,m (30)
Notons que l’ope´rateur µ ∈ Lq ((Λ(X))
m
) est spe´cifie´
dans Maple comme un polynoˆme de DDt, ce dernier
ope´rateur e´tant conside´re´ comme une constante pour la
de´rivation exte´rieure ExteriorDerivative dans la varie´te´ de
jets X de coordonne´es (x, x˙, . . .). Si bien que, dans notre
imple´mentation en Maple, d revient a` appliquer la com-
mande ExteriorDerivative a` µ.
D. Discussion sur l’ordre et le degre´ de troncature
L’algorithme III-C comporte un grand nombre de degre´s
de liberte´. La de´composition de Smith peut se faire de
diffe´rentes manie`res, conduisant a` des 1-formes vectorielles
ω diffe´rentes, bien que n’importe quel choix de l’ide´al Ω
soit, au moins alge´briquement, e´quivalent. Cependant, l’en-
semble des ope´rateurs µ tels que dω = µω, est non seule-
ment toujours non vide, mais ge´ne´ralement contient une
infinite´ d’e´le´ments. Une borne infe´rieure de son degre´ par
rapport a` d
dt
est facile a` calculer, mais il n’y a pas a priori
de borne supe´rieure. La seule restriction est que l’e´quation
d (µ) = µ2 ait lieu. Si l’on note µ =
∑
k≥0 µk ∧
dk
dtk
, d’apre`s
(30) et (25), la matrice µk doit eˆtre solution d’une suite
infinie d’e´quations diffe´rentielles :
dµk =
k∑
k2=0
∑
k1≥k−k2
(
k − k2
k1
)
µk1 ∧
(
Lk1+k2−kτX µk2
)
(31)
pour tout k ≥ 0. Cependant, comme le degre´ de µ par rap-
port a` d
dt
est fini, d’une part, et comme le nombre de com-
posantes des coordonne´es de X apparaissant dans µ est fini,
d’autre part,, le nombre d’e´quations inde´pendantes non tri-
viales de (31) est fini. En outre, (31) e´tablit un lien entre le
nombre de coordonne´es actives, via l’expression de dµk, et
le degre´ polynoˆmial de µ. Ainsi, pour un ordre de tronca-
ture donne´ 2 et un degre´ donne´, compatibles relativement a`
(31), des solutions µ etM , si elles existent, seront obtenues
graˆce a` l’algorithme pre´ce´dent. Sinon, l’ordre de troncature
et/ou le degre´ doivent eˆtre augmente´s. Malheureusement,
il n’y a pas de re´ponse claire a` la question “ce processus
finit-il ?”.
Une fois µ de´termine´, suivant l’e´tape 4, on doit de´terminer
une matrice unimodulaire M ∈ Up
[
d
dt
]
ve´rifiant d (M) =
−Mµ. On peut toujours proposer de trouverM sous forme
triangulaire supe´rieure avec des 1 sur la diagonale, les
e´le´ments nord-est deM e´tant des polynoˆmes en d
dt
de degre´
suffisant et dont les coefficients de´pendent des coordonne´es
convenablement tronque´es. Si le nombre de degre´s de li-
berte´ de M est insuffisant pour trouver une solution, on
peut eˆtre amene´s a` construire des matrices unimodulaires
plus complique´es par multiplication a` gauche et a` droite
par des actions e´le´mentaires a` droite et/ou a` gauche (voir
par ex. [26]).
Si a` l’e´tape 4 aucune matrice M n’est trouve´e, il convient
de revenir a` l’e´tape 3 et d’augmenter l’ordre de troncature
et/ou le degre´ de µ pour introduire des degre´s de liberte´
supple´mentaires.
La construction des ope´rateurs ge´ne´raux µ et des matrices
M pour des ordres de troncature et des degre´s donne´s, avec
la possibilite´ d’ite´rer sur l’ordre de troncature et le degre´
par rapport a` d
dt
, est en cours de construction en Maple 11.
V. Ve´hicule non holonome
Conside´rons le syste`me de dimension 3 dans le plan x−
y, mode´lisant la cine´matique d’un ve´hicule de longueur l,
dont l’orientation est de´crite par l’angle θ, les coordonne´es
(x, y) repre´sentant la position du milieu de l’essieu arrie`re,
2par troncature, on de´signe l’e´limination d’une infinite´ de coor-
donne´es dont µ ne de´pend pas
et controˆle´ par le module de la vitesse u et la position
angulaire ϕ des roues avant.
x˙ = u cos θ
y˙ = u sin θ
θ˙ = u
l
tanϕ
(32)
Puisque n = 3 etm = 2, donc n−m = 1, (32) est e´quivalent
a` l’e´quation implicite scalaire obtenue en e´liminant les
entre´es u et ϕ :
F (x, y, θ, x˙, y˙, θ˙) = x˙ sin θ − y˙ cos θ = 0 (33)
On obtient imme´diatement :
P (F ) =
(
∂F
∂x
+
∂F
∂x˙
d
dt
∂F
∂y
+
∂F
∂y˙
d
dt
∂F
∂θ
+
∂F
∂θ˙
d
dt
)
=
(
sin θ
d
dt
− cos θ
d
dt
x˙ cos θ + y˙ sin θ
)
.
(34)
Appliquons l’algorithme III-C.
E´tape 1 : Posons E = x˙ cos θ + y˙ sin θ, et appli-
quons la de´composition de Smith (avec la multiplication
matricielle de´finie a` la section IV-A ). On obtient U ∈
R− Smith (P(F)) avec
U =

 0 0 10 1 0
1
E
cos θ
E
d
dt
− sin θ
E
d
dt

 .
Donc
Uˆ = U
(
01,2
I2
)
=

 0 11 0
cos θ
E
d
dt
− sin θ
E
d
dt


ou` I2 est la matrice identite´ de R
2. De meˆme, le calcul de
Q ∈ L− Smith
(
Uˆ
)
donne
Q =

 0 1 01 0 0
sin θ
E
d
dt
− cos θ
E
d
dt
1

 .
Multiplions Q par le vecteur (dx, dy, dθ)
T
. La dernie`re ligne
est alors 1
E
(sin θdx˙− cos θdy˙ + (x˙ cos θ + y˙ sin θ)dθ) =
1
E
d(x˙ sin θ − y˙ cos θ) et, avec (33), est identiquement nulle
sur X0.
Le reste du syste`me, i.e.(
0 1 0
1 0 0
) dxdy
dθ

 = ( ω1
ω2
)
est trivialement fortement ferme´ avecM = I2, ce qui donne
finalement la sortie plate (ici note´e yp pour e´viter la confu-
sion avec la coordonne´e y) yp = (y, x)
T . On retrouve donc
ainsi la sortie plate de [29], [30], a` une permutation pre`s.
E´tape 1.b : D’autres de´compositions de P (F ), donne´
par (34), peuvent bien suˆr eˆtre obtenues. Elles sont toutes
e´quivalentes a` une transformation unimodulaire pre`s. Ce-
pendant, la 1-forme ω, contrairement a` ce qui se passe
a` l’e´tape pre´ce´dente, peut ne pas eˆtre inte´grable. On va
montrer comment utiliser les e´quations de structure du
repe`re mobile ge´ne´ralise´ (18) pour obtenir une matrice
M telle que Mω soit inte´grable. Il suffit pour cela de re-
prendre la de´composition de Smith de P (F ) en multipliant
a` droite par

 cos θ 0 0sin θ 1 0
0 0 1

 et en utilisant la formule
sin θ d
dt
(cos θ) − cos θ d
dt
(sin θ) = −θ˙. La de´composition de
Smith a` droite donne alors
U =

 cos θ − 1θ˙ cos2 θ ddt 1θ˙E cos θsin θ 1− 1
θ˙
sin θ cos θ d
dt
1
θ˙
E sin θ
0 0 1

 ,
i.e.
Uˆ =

 − 1θ˙ cos2 θ ddt 1θ˙E cos θ1− 1
θ˙
sin θ cos θ d
dt
1
θ˙
E sin θ
0 1


La de´composition de Smith a` gauche de Uˆ conduit alors a`
Q ∈ L− Smith
(
Uˆ
)
avec
Q =

 − tan θ 1 00 0 1
− 1
θ˙
sin θ cos θ d
dt
1
θ˙
cos2 θ d
dt
− 1
θ˙
E cos θ

 .
E´tape 2 : La 1-forme ω est alors
ω = (ω1, ω2)
T = Qˆ (dx, dy, dθ)
T
= (− tan θdx+ dy, dθ)
T
Sa de´rive´e exte´rieure n’est pas nulle :
dω = (dω1, dω2)
T= (−
1
cos2 θ
dθ ∧ dx, 0)T
ce qui montre que ω n’est pas ferme´e.
E´tape 3 : On introduit la matrice µ la plus simple
telle que dω = µω :
µ =
(
0 µ120∧
0 0
)
Par un calcul direct (utilisant Dtwedgeop) :
µ2 =
(
0 µ120∧
0 0
)(
0 µ120∧
0 0
)
= 0
D’autre part, on a
d (µ) =
(
0 d
(
1
cos2 θdx+ µ1230(x, y, θ)dθ
)
∧
0 0
)
L’e´quation µ2 = d (µ) se traduit alors par le syste`me
d’EDP :
∂
∂x
µ1230(x, y, θ) =
2 sin(θ)
cos3(θ)
∂
∂y
µ1230(x, y, θ) = 0
qui a pour solution
µ1230(x, y, θ) =
2 sin(θ)x
cos3(θ)
+ C1(θ). (35)
Donc
µ =
(
0
(
1
cos2 θdx+
(
2 sin(θ)x
cos3(θ) + C1(θ)
)
dθ
)
∧
0 0
)
.
E´tapes 4/5 : La matrice unimodulaire la plus simple
est d’ordre 0 et de degre´ 0 :
M =
(
1 m120(x, y, θ)
0 1
)
.
Calculons d(M) = −Mµ. On obtient
(
0 dm120
0 0
)
=
−µ, i.e.
∂
∂x
m120(x, y, θ) = −
1
cos2 θ
∂
∂y
m120(x, y, θ) = 0
∂
∂θ
m120(x, y, θ) = −
(
2 sin(θ)x
cos3(θ) + C1(θ)
)
dont la solution est
m120 = −
x
cos2(θ)
+ C2(θ) (36)
avec C1(θ) dans (35) donne´ par C1(θ) = −
d
dθ
C2(θ). Il en
re´sulte que
M =
(
1 − xcos2(θ) + C2(θ)
0 1
)
.
On en de´duit alors que la sortie plate, note´e comme
pre´ce´demment yp, doit ve´rifier :
dyp =Mω =
(
− tan(θ)dx+ dy + (− xcos2(θ) + C2(θ))dθ
dθ
)
Cette 1-forme est bien ferme´e et il vient
yp = (y − x tan(θ) + C3(θ), θ)
T .
VI. Conclusions
Dans ce papier, nous discutons la mise en œuvre par
calcul formel des conditions ne´cessaires et suffisantes de
platitude diffe´rentielle. Cette mise en œuvre ne´cessite la
re´alisation de plusieurs fonctions interme´diaires permettant
le codage et le calcul d’ope´rateurs line´aires repre´sente´s par
des matrices polynoˆmiales en d
dt
dont les coefficients sont
des formes diffe´rentielles de degre´ quelconque a` coefficients
dans le corps des fonctions me´romorphes sur la varie´te´ de
jets infinis dans laquelle nous travaillons. Toutes ces fonc-
tions ont e´te´ construites dans Maple 11. Insistons sur le
fait que comme leur construction fait appel a` la fois a` des
ope´rations de ge´ome´trie diffe´rentielle et d’alge`bre, des fonc-
tions interme´diaires spe´cifiquement adapte´es a` ce cas ont
duˆ eˆtre cre´e´es. Mentionnons aussi que la strucure des so-
lutions de la famille d’e´quations (31) sera e´tudie´e plus en
de´tails dans un prochain travail.
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