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Abst rac t - -We prove the convergence of line iterative methods for solving the linear system arising 
from a nine-point compact discretization of a special two-dimensional convection diff~ion equation. 
The results provide rigorous justification for the numerical experim~ts conducted elsewhere, which 
demonstrate the high accuracy and stability advantages of the fourth-order compact scheine. Numer- 
ical experiments are used to support our analytic results. © 2002 Elsevier Science Ltd. All rights 
reserved. 
Keywords---Convection ditfusion equation, Fourth-order compact scheme, Linear systems, Line 
Jacobi method, Spectral radius. 
1. INTRODUCTION 
We are concerned with the two-dimensional convection diifusion equation of the form 
--tAu + u~ =/ ,  (1) 
de~ned on the unit square (0, 1) x (0,1) with suitable boundary conditions. Here we assume « > 0. 
W'hen e « 1, this is an example of singular perturbation problems. Equation (1) is a special 
case (with uy term vanished) of the general two-dimensional convection-diifusion equation [1]. 
We consider this special case because it is the case considered in [2] and because the simplified 
matrix structure allows us to perform some analysis that is difficult to do in thegeneral case. The 
equation is said to be diifusion dominated if the parameter ~is large, otherwise, it is convection 
dominated. 
*This autlhor's remmrch was supported by the U.S. National Science Foundation unde¢ Grants CCR-9902022, 
CCR-9988165, and CCR-0043861. 
0893-9659/02/$ - see front matter I~) 2002 Elsevier Science Ltd. All rights reserved. Typeset by ,A.tt,,t.~TF.t~ 
PII: S0893-9659(01)00164-1 
496 S. KARAA AND J. ZHANO 
Eqtmtion (1) m~,y be discretized by a finite difference method using either centered iifetences 
or upwind differences. The centered difference discretization has a truncation error of order O(h2), 
an d the rosulting scheine becomes unstable when the convective terms dominate. The upwind 
scheine is unconditionally stable for all cell Reynolds numbers (defined later). However, its first- 
order accuracy makes realistic omputation expensive, since very fine mesh taust be utilized to 
obtain an accurate solution. 
In this paper, we consider a fourth-order nine-point compact difference scheine introduced by 
Gupta et al. [1,3] in the early 1980s for solving the general convection diffusion equation. This 
scheine has a truncation error of order O(h4). Numerical experiments show that it has good 
numerical stability for l~  cell t~eynolds numbers. Stationary iterative methods have been 
found numericaUy to converge for large Reynolds numbers. This property is very important for 
implementing multigrid method which requires imilar discretizations on very coarse grids [4,5]. 
Thus, the fourth-order compact scheme combines the advantages of the second-order centered 
difference scheme (high accuracy) and the first-order upwind scheme (stability). In addition, 
several equivalent fourth-order compact approximations have been published recently and are 
used to solve incompressible Navier-Stokes quations [6-9]. 
We assume that the discretization is performed on a uniform grid with mesh size h = 1 / (n  + 1) 
in eazh coordinate direction. This fourth-order compact scheme has the nine-point computational 
stencil 
c~a et0 c~z = -2 (1+'y )2 -2  20+472 -2 (1 -~/ )2 -2  , 
c~7 c~4 as - (1+~)  -4  - (1 -~/ )  
where "y = h / (2e)  is referred to as the cell Reynolds number. In [2], Bhuruth and Evans considered 
the limiting case with "y approaching infinity. After normalization ofthe diagonal value, the nine- 
point stencil is simplified in [2] for large -y as 
1 
1 -3 
1 
1 0~ 
1 
1 -2  
1 
0 
By ordering the discrete grid points using the natural rowwise ordering, the fourth-order com- 
pact discretization results in a linear system of equations of the form 
Au = f ,  (2) 
where u and f are now vectors in a finite-dimensional space. The coeflicient matrix A has a block 
tridiagonal form [10] 
A = tri [Aj,j-z, Ajj,  Aj,j+z], 
with the submatrices Aj,j--z, Ajj, and Aj,j+I given by 
Aj,3-1 = tri [c~7, c~4, «8], Aj,j = tri [cz3, Œ0, az], Aj,j+I = Aj,j-1. 
We focus our attention on line stationary iterative methods for solving the linear system (2). In 
contrast to the five-point schemes arising from either centered ifference or the upwind diiference 
discretizations, few analytic results proving convergence of these iterative methods for this nine~ 
point scheme are available. A rigorous justification to guarantee the robustness of an iterative 
method is always desirable, in addition to the successful conduction of numerical experiments. 
The first successful attempt on this matter was published in [10] for the general convection 
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diifusion equation. But the results in [10] are limited to small cell Reyaolds number case8 and 
to a special case where the absolute values of the cell Reynolds numbers are equal to v~. Some 
approximations to the spectral radius of the line Jacobi iteration matrix from equation (1) are 
given in [2] for large values of % 
The coeflicient matrix A is split as A = D - L - U, where D is the block diagonal of A, L 
and U are the strictly block lower and upper triangular patts of -A ,  respectively. The iteration 
matrices of the line Jacobi and SOR(w) methods are defined by 
Gg = D-I(L + U), 
G~ = (D-wL)  -1 ((1 -w)  D + wU). 
The case w = 1 corresponds to the line Gauss-Seidel method. The matrix A has a block tridiagonal 
form, and hence, is block consistently ordered [11]. Consequently, the spectral radii of the line 
Jacobi and Ganss-Seidel iteration matrices are related by 
P (G1) = p (CO) 2. 
Moreover, if the spectrum of the Jacobi matrix is real and if its spectral radius is smaller thmu 
one, Young's analysis [12] implies that the spectral radius of the line SOR iteration matrix is 
minimized by 
2 
1 + X/1 - p(Gj) 2' 
with 
p(G~.) = w. - 1. (3) 
2. A BOUND FOR LINE JACOBI METHOD 
We show that the computation of the eigenvalues of the line Jacobi iteration matrix is reduced 
to solving an eigenvalue problem of size n x n, and we derive an upper bound for its spe¢tral 
radius. Before establishing out main results, we give a preliminary lemma, which is proved in [13]. 
LEMMA 1. Ler bi, ai, and ci be real numbers and B = tri[bi,ai,ci] be a tridiagonal matrLx of 
order n. There exists a real (nonsingular) diagonal matrix Q with Q-I AQ a real symmetric 
matrix if and only if for each i (1 < i < n), either bi+lci > 0 or bi+l : ci = 0 holds. The 
symmetrized matrix is 
tri [sign(bi)(biC~_l) 1/a , «,sign(c~)(bi+lC~)l/2]. 
Since blocks Aj,j-1 and Aj j+I are identical, we can prove the foUowing'theorem. 
THEOREM ]:. The eigenvalues of the 1ine Jacobi iteration matrix G« are 
Aij = -2A~ cos (j~rh), (4) 
for i , j  = 1 , . .n ,  where Ai (i = 1 , . . ,n )  are the eigenvalues of the matrix A~]Aj,j_I. As a 
result, 
p (Ge) = 2p (A~JAj j_ I)  cos (~rh). (5) 
PROOF. Let V = diag(V1, V2, • •, Vn) be an n 2 x n 2 matrix, where Vj is the matrix whose columns 
are the corresponding eigenvectors of A~JAjj_I .  Ler P be the permutation matrix that trans- 
forms the r¢r¢¢wise natural ordering into the columnwise natural orderin~. Consider the similarity 
transformation Gj = (VP)- IGj (VP) .  Then, G j  is a block diagonal matrix whose k th diagonal 
498 S. KARAA AND J. ZHANO 
--1 block is [dj]k = tri[-Ak, 0,--Xk], where Ak denotes the k th eigenvalue of the matrix Aj,j Aj,j-x. 
Applying a standard result on the eigenvalues of a tridiagonal matrix [13], we prove (4) for the 
eigenvalues of G j, and also for those of G j ,  since the two matrices are similar. | 
According to Lemma 1, the matrix Aj,j can be symmetrized by a real diagonal matrix Q. Let 
Äj,j = Q-1Aj jQ  be the symmetrized matrix, and Äj,j-1 = Q-1Aj d-  I Q. Since A j,j Aj,j_ I = 
Q_IA-1A ,~ ^-1 " j,j j d - l~ ,  we can restrict our attention to the matrix AjjAj , j -1.  We will derive a bound 
based on the following inequality: 
^_1^ 
p (-A~j,jAj,j-1) <~~ IIÄ~lÄj,j--lll2 <~~ IIÄ~,1112 IÄJ'J--IlI2 ' 
which was also used by Elman and Golub [13]. We now have 
p(Aj:lAj,]_l) :p (A j , jA j , j _ I )  < J'J 2 Äj,j-1 2 ` ( 
-- )~min (Ä~,j) 
The last inequality follows from the symmetry and the diagonal dominance property of Äj,j. 
We then establish the following theorem using (5). 
THEOREM 2. The spectral radius of the line Jacobi iteration matr/x G j  is bounded by 
~b h (3,) = 2(Iôl71 -b Ioc4t q-1281) cos(~'h), (6) 
a0 - 2 ax/ä-3ä~cos @h) 
where &7 = ~aT, äs = ~-1018, al2d ~ --~ V/'~Ic~3 . 
Since A is block consistently ordered, the line Jacobi and line Gauss-Seidel methods either 
both converge or both diverge, so we have the following, 
COBOLLARY 1. The line JêLcobJ and Gauss-Seidel methods converge for any initial guess ff the 
inequality 
ao - 2v~-~-T cos (Trh) > 2 (IäT] + la41 + ]äs]) cos (Irh) 
holds. 
From Theorem 2, the computation of the eigenvalues ofGj is reduced to solving the eigenvalue 
problem 
Ajd_lu = )~Aj,ju, 
whose size is n x n, instead of n 2 × n 2 for the full system. It is ciear that analytic expressions 
for the eigenvalues are difficult to find even if we work with the reduced system. The Matlab 
command eigs may be useful for numerical study of cases with large n. It allows us to compute 
-1 only the largest eigenvalue of Aj,j Aj,j-1 in absolute value, i.e., its spectral radius. In Figure 1, 
we show the distribution of the spectrum of G j, for the special values of 7 = 2 and h -- 1/32. As 
the spectrum of Gg may 6ontain complex eigenvalues, formula (3) cannot be used to determine 
the optimal relaxation parameter, not can the results from [14] be used since the eigenvalues are 
not on the imaginary axis. A good value for this parameter could be computed from a dynamic 
estimation of p(Gj), e.g., using the methods presented in [12]. 
In Figure 2, we plot the spectral radius of Gj  computed from (5). In Figure 2a, we take "r from 
0 to 10 with a step size equal to 0.1. In Figure 2b, we show a wider range and let V vary from 0 
to 1000 with a step size equal to 10. The plots show that the line Jacobi method is convergent 
for all values of 3' tested, and the spectral radius of its iteration matrix tends to zero as 7 grows 
large. This means that the line Jacobi method is expected to behave as a direct solver for large % 
This property is also confirmed by the following proposition. 
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Figure 1. Spectrum of Gj for 7 = 2 and h = 1/32. 
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Figure 2. Spectral radius of Gj for large values of "7 and h = 1/32. 
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F igure  2 .  (cont . )  
PROPOSITION 1. Assume that the mesh size h is kept fixed. Then, 
12~2o ° p( G : ) = o. 
PROOF. The result follows from the following inequality: 
~h (7) < 
2(7+ 1) 
(1 - cos (~h)) v~-~'  
which holds for large values of 7. | 
For the point Jacobi method, we could not obtain a closed formula that simplifies the com- 
putation of the eigenvalues, o we conducted numerical experiments with the fuU system (not 
reported here). The numerical results obtained with various 7 allow us to draw similar conclu- 
sions as above. In particular, it is shown that the point Jacobi method is convergent for all wlues 
of % 
3. EXPERIMENTAL  VAL IDAT IONS 
We show that the bound obtained in Theorem 2 is impressively tight for small ceU Reynolds 
numbers, which leads to accurate asymptotic results. 
Quality of the Bound 
We frst examine the quality of the bound obtained in Theorem 2. Table 1 shows the analytic 
bounds and the computed values for the spectral radius of the line Jacobi iteration matrix, for 
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Tsble 1. Computed spectral radii, analytic bounds, and asymptotic bound for the 
line Jacobi iteration matrices. 
0.2 
0.4 
0.6 
0.8 
1.0 
1.4 
1.8 
2.2 
2.6 
3.0 
1 
h-- 
16 
Computed Bound 
0.943 0.949 
0.890 0.896 
0.812 0.817 
0.718 0.725 
0.614 0.630 
0.340 0.693 
0.331 0.768 
0.324 0.841 
0.318 0.909 
0.313 0.975 
1 
h__ .B  
32 
Computed Bound 
0.971 0.972 
0.916 0.917 
0.835 0.837 
0.737 0.742 
0.630 0.645 
0.352 0.710 
0.339 0.789 
0.333 0.867 
0.328 0.942 
0.325 1.016 
Asymptotic 
Bound 
0.980 
0.925 
0.843 
0.747 
0.650 
0.716 
0.796 
0.876 
0.953 
1.031 
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two values of h and different choices of 7. In addition, the last column shows the asymptotic 
limit (as h ~ 0) of the bound. 
The experimental results indicate that the analytic bound is a good approximation to the 
spectral radius when 7 -< 1, and is pessimistic when 7 > 1. The table also shows that  the 
bound becomes tighter as the size of the problem increases, which suggests that the bound is 
asymptotically approaching the spectral radius as h goes to 0. 
Further testing (not reported here) showed that the bound is tight for sufficiently large 7. 
This can be explained by the fact that the spectral radius and the bound both tend to zero as 
becomes laxge. 
Asymptot i c  Ana lys is  
We now examine asymptotic behavior of the bound. We study the case where the mesh size h 
is sußieiently small so that the cell Reynolds number 7 approaches zero. By expanding (6) in 
Taylor series about the origin, we obtain the following. 
THEOREM 3. For sufficiently small h, the spectral radius of the//ne Jacobi iteration matrix G j 
is bounded by 
(1  ~.~_)h 2 1 - s -~ + + o (~2).  (~) 
In the pure diffusion case (i.e., when it is assumed that e -- c~), the computational stencil is 
written as 
and for sufliciently small h, we have 
2 "{- COS (?th) ~.2h 2
p(Gj)= 5 _ 2 cos (1th) cos (~rh) -- 1 - + O (h2) • 
By combining (7) and (8), we expect he following expansion, 
(1 ) 
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to be the asymptotic expression of the spectral radius p(Gj). The asymptotic expression of the 
spectral radius of the line Gauss-Seidel iteration matrix can be given as 
1 ~ ~+21r  2 h 2÷O(h4) .  
Thus, the line iterative methods have identical convergence rates for solving resulting matrices 
from the nine-point compact discretization and the five-point upwind discretization. 
Numerical  Tests 
Since Jacobi and Gauss-Seidel methods have similar convergence behaviors and Gauss-Seidel 
method converges fastet in general, we only test point and line versions of the Gauss-Seidel 
method. 
We solve a convection diffusion equation defined on (0, 1) 2, 
-Au  + «- lu~ = f (z, y),  (9) 
where the Dirichlet boundary conditions and the forcing function S(x, y) are specified to satisfy 
the exact solution u(x, y) = sin(Irx) +sin(13~rx) +sin(~ry) +sin(13~y). After a uniform discretiza- 
tion with a finite difference scheme, the sparse linear system is first solved by a point Gauss-Seidel 
method. Initial guess is the zero vector. The iterations are terminated when the 2,norm of the 
residual is reduced by 101° orders of magnitude. We assume that the computational grid is in 
rowwise natural ordering. In Table 2, we compare the number of Gauss-Seidel iterations and the 
maximum absolute errors of the computed solution with respect to the exact physical solution, 
when different discretization schemes are used. This is done with a mesh size h = 1/32. In  
Table 3, we repeat the comparisons, but with a finer mesh size h = 1/64. The numerical results 
in Tables 2 and 3 show that the computed solution from the fourth-order compact scheine is 
more accurate than those from the centered difference and the upwind difference schemes. In 
terms of the number of Gauss-Seidel iterations for achieving convergence, the fourth-order com- 
pact scheme (FOCS) seems to be slightly faster. The convergence rates of the point Gauss-Seidel 
method with all schemes improve when ~ decreases from 1.0 to 10 -2. 
T~ble 2. Comparison of different discretization schemes for h -- 1/32 with point 
Gauss-Seidel method. 
g 
1.0 
10-i 
10-2 
Centered 
Iters Error 
1957 2.96(-1) 
951 3.01(-1) 
64 5.04(-1) 
Upwind 
Iters Error 
1958 2.71(-1) 
1054 2.77(-1) 
94 1.11(-1) 
FOCS 
Iters Error 
1647 2.36(-2) 
808 2.78(--2) 
57 1.05(-1) 
Table 3. Comparison of different discretization schemes for h = 1/64 with point 
Gauss-Seidel method. 
g 
1.0 
10-1 
10-2 
Centered 
Iters Error 
7699 6.94(-2) 
3776 7.91(-2) 
138 1.13(-1) 
Upwind 
Iters Error 
7701 6.56(-2) 
3980 1.22(-1) 
272 5.62(-1) 
FOCS 
Iters Error 
6437 1.43(-3) 
3166 1.80(--3) 
155 6.72(-3) 
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Table 4. Number of iterations of line Gauss-Seidel methods with the fourth-order 
compact schemes for different values of ¢. 
1.O 
10-1 
10-2 
10-3 
10-4 
10-5 
10-6 
Vertical Line Gauss-Seidel Horizontal Line Gauss-Seidel 
I 1 
h= - -  h =  - -  
32 64 
1005 
487 
23 
477 
1947 
2018 
2019 
3896 
1902 
72 
224 
5025 
7766 
7812 
1 1 
h= - -  h= - -  
32 64 
1006 3899 
497 1926 
35 107 
13 20 
7 10 
4 5 
3 4 
In Table 4, we compare the vert ical and horizontal  ine Gauss-Seidel  methods  for solving the  
l inear systems arising from the fourth-order compact discret izat ion with h --- 1/32 and h -- 
1/64. We vary e from 1.0 to 10 -6. It  can be seen that  the line Gauss-Seidel  method is fastet 
than the point Gauss-Seidel method with FOCS. When vert ical l ine Gauss-Seidel  method is 
used, the number of i terat ions achieves its min imum values for e around 10 -2. Its convergence 
rate deter iorates as the value of ~ decreases beyond 10 -2. For the hor izontal  ine Gauss-Seidel  
method,  however, the number of i terat ions decreases as the value of ~ decreases. I t  seems that  
the horizontal  line Gauss-Seidel method approaches a direct solver as ~ approaches 0. This  
observat ion is consistent with the predict ion of Proposi t ion 1. We point  out in passing that  the 
character ist ic direction of the test problem (9) is along the horizontal  ine, so the hor izontal  ine 
Gauss-Seidel i terat ion takes the advantage of performing i terat ions following the flow direct ion 
to yield faster convergence. 
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