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Abstract. Different from the content-based image retrieval methods, cross-modal image retrieval methods uncover
the rich semantic-level information of social images to further understand image contents. As multiple modal data
depict a common object from multiple perspectives, many works focus on learning the unified subspace representation.
Recently, hash representation has received much attention in the retrieval field. In common Hamming space, how to
directly preserve the local manifold structure among objects become an interesting problem. Most of the unsupervised
hashing methods attempt to solve it by constructing a neighborhood graph on every modality respectively. However,
it is hard to decide the weight factor of each graph to get the optimal graph. To overcome this problem, we adopt
the concatenated features to represent the common object since the information implied by different modalities is
complementary. In our framework, Locally Linear Embedding and Locality Preserving Projection are introduced to
reconstruct the manifold structure of the original space. Besides, The `2,1-norm constraint is imposed on the projection
matrices to explore the discriminative hashing functions. Extensive experiments are performed on three public datasets
and the experimental results show that our method outperforms several classic unsupervised hashing models.
Keywords: Concatenation Hashing, Cross-modal Retrieval, Unsupervised learning, `2,1-norm..
1 Introduction
Recently, the explosive growth of multimedia data brings enormous challenge in information re-
trieval,1, 2 data mining,3, 4 and computer vision.5 Many image retrieval methods6–8 have achieved
high performance. Different from these methods, cross-modal image retrieval aims to utilize other
media data to further understand image contents. Such as image-to-text search (which can be
treated as image tagging), the text-to-image search is also termed as Tag-Based Image Retrieval
(TBIR).9 Hashing techniques have achieved great success because of its low storage and high
efficiency. Among hashing methods, Semi-supervised Hashing (SSH),10 Minimal Loss Hash-
ing (MLH),11 Anchor Graph-based Hashing (AGH)12 and Discrete Locally Linear embedding
(DLLH)13 have achieved promising performance. However, these methods are assumed in single-
modal circumstances and can not be directly applied in multi-modal applications.
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Cross-modal retrieval is a interesting scenario because multiple modalities data are often avail-
able in multimedia domains. The major task of cross-modal retrieval is to find the same semantic
data from different modalities. Most of the previous works pay attention to supervised and semi-
supervised multi-modal hashing learning algorithms that focus on learning discriminative features
by available semantic labels. Label Consistent Matrix Factorization Hashing (LCMFH)14 learns
a latent common space where data with the same class information shares the same feature rep-
resentation. Multi-view Feature Discrete Hashing (MFDH)15 jointly performs classifier learning
and subspace learning for cross-modal retrieval. Semantic correlation maximization (SCM)16 re-
constructs the semantic similarity matrix by leveraging the label vectors in hamming space to
learn hash codes. Semantics-Preserving Hashing (SePH)17 transforms the semantic affinity into
a probability distribution and approximates the distribution in Hamming space. Semi-supervised
Hashing18 learns the hashing functions by utilizing the label information of partial data. Although
the above methods realize cross-modal retrieval efficiently, they depend on the labeled data which
is very hard to obtain in real applications.
Unsupervised cross-modal hashing methods aim to learn the high-quality hash codes which
preserve the structural information of the original data. Cross-View Hashing (CVH)19 is a pio-
neering work that extends the traditional unimodal spectral hashing20 to the multi-modal situation.
Robust Cross-view Hashing (RCH)21 learns a common Hamming space in which the binary codes
of the paired different modalities are as consistent as possible. Canonical Correlation Analysis
(CCA)22 transforms multiple feature views into a common latent subspace in which the correlation
among all views is maximized. Fusion Similarity Hashing (FSH)23 embeds the graph-based fusion
similarity into a common Hamming space, but the complexity of constructing the fused similarity
is considerable. The main idea of Inter-Media Hashing (IMH)24 is that the learned binary codes
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preserve inter-media consistency and intra-media consistency simultaneously. Multi-graph Cross-
modal Hashing (MGCMH)25 integrates multi-graph learning and hash function learning into a joint
framework to learn the unified hash space of all modalities. Some of the previous graph-based
methods24, 25 firstly construct a neighborhood graph according to each modal respectively and then
make the learned unified codes preserve these neighborhood structures simultaneously. However,
there exist some differences between the similarity graphs constructed by different modalities. It
is hard to weight which graph structure better approximates the real neighborhood relationship of
objects. In fact, some tags or texts are attached when people upload some images in social me-
dia. These tags or texts are highly relevant to the uploaded images. They depict a common object
from multiple perspectives respectively, for example, the portrait and a brief introduction in the
resume describe a specific person together, thus an object can be jointly represented by multiple
modalities. We adopt the concatenation strategy to represent each object in this paper. Inspired by
DLLH13 which is an effective single modal hashing method, we attempt to make the unified hash
codes preserve the local manifold structure among the original data by using the Locally Linear
Embedding (LLE)26 and the Locality Preserving Projection (LPP).27 Furthermore, the `2,1-norm
is imposed on the mapping matrices to select the discriminative feature for each modality. The
overview of the proposed method, termed Unsupervised Concatenation Hashing (UCH), is shown
in Fig.1, and the main contributions of UCH are given as follows
(1) UCH learns the unified codes by combining subspace learning and the graph embedding.
The experimental results on three publicly available datasets demonstrate the proposed UCH is
superior to several classic unsupervised cross-modal hashing methods.
(2)We compared two different graph regularizations on our model. The concatenation features
are adopted to construct the neighborhood graph, which avoids the problem of how to weight mul-
3
tiple graphs.
Structurally, the rest of this paper falls into four sections. In section 2, we simply introduce the
related work in this field. Our model and the optimization algorithm are presented in section 3. In
section 4, we discuss the experimental results on three available datasets and analyze the sensitivity
of the parameters. Finally, the conclusions are drawn in section 5.
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Fig 1: Illustration of the proposed UCH in this paper. The framework of UCH is proposed to
find a discrete hamming space which can be approximated by a latent continuous subspace. In the
Hamming space, the local manifold structure of the original space is well preserved by hashing
features
2 Related work
In this section, we preliminarily review the related work in the field of cross-modal hashing. Cross-
modal hashing algorithms are roughly divided into supervised cross-modal hashing methods and
unsupervised cross-modal hashing ones which are distinguished by whether the label information
is utilized or not.
Supervised cross-modal hashing methods learn the discriminative hashing feature via exploiting
the available label information. Semantic Correlation Maximization (SCM)16 utilizes the semantic
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label to calculate the cosine similarity which is preserved in hamming space. Supervised Matrix
Factorization Hashing (SMFH)28 integrates the graph regularization and matrix factorization into
an overall hashing learning framework. Semantics-Preserving Hashing (SePH)17 transforms the
affinity matrix into a probability distribution and approximates it in Hamming space via mini-
mizing their Kullback-Leibler divergence. Generalized Semantic Preserving Hashing (GSePH)29
preserves semantic similarity by the unified binary codes. Semi-supervised NMF (CPSNMF)30
uses a constraint propagation approach to get more supervised information, which can greatly im-
prove the retrieval performance. Cross-Modal Hamming Hashing (CMHH)32 designs a pairwise
focal loss to generate compact and highly concentrated hash codes. In spite that supervised hashing
methods have achieved promising performance, it is time-consuming and labor-intensive to label
data. Unsupervised cross-modal hashing can overcome the problem.
Unsupervised cross-modal hashing methods mainly aim to explore the structure, distribution, and
geometry information of data and preserve the information well by hashing feature in hamming
space. Besides, the correlation between multiple modalities is usually considered in the designed
model. For the pair-wise samples, i.e. image-text pairs, the hashing codes of the image-modality
and the hashing codes of the text-modality should be consistent as much as possible or directly
unified. Canonical Correlation Analysis (CCA)22 learns a common space where the correlation
between different two modalities is maximized. Inter-Media Hashing (IMH)24 enables the hashing
features of each modal preserves both inter-media consistency and intra-media consistency. Cross
View Hashing (CVH)19 extends the classical unimodal Spectral Hashing to the multi-modal sce-
nario. Robust Cross-view Hashing(RCH)21 learns a common Hamming space where the binary
codes representing the same semantic content but different modalities should be as consistent as
possible. Collective Reconstructive Embeddings (CRE)33 directly learns the unified binary codes
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via reconstructive embeddings collectively. Robust and Flexible Discrete Hashing(RFDH)31 adopts
the discrete matrix decomposition to learn the binary codes, which avoids the large quantization
error caused by relaxation. Fusion Similarity Hashing(FSH)23 constructs an undirected asymmet-
ric graph to model the similarity among objects.
In this paper, we propose a novel algorithm that promotes the unified hashing codes in hamming
space to reconstruct the local manifold structure among the original data for cross-modal retrieval.
In the learning process of hashing functions, the `2,1-norm regularization is incorporated to explore
the discriminative feature selection of multi-modal data.
3 Unsupervised Concatenation Hashing
This section presents our method proposed in this paper. It is easy to extend to cases with more
modalities, although our discussion is based on bi-modal data consisting of images and texts.
3.1 Notation and Problem Statement
Suppose that the training set contains n instances of image-text pairs, represented as O = {oi}ni=1.
X(1) = [x
(1)
1 , x
(1)
2 , ..., x
(1)
n ] ∈ Rd1×n and X(2) = [x(2)1 , x(2)2 , ..., x(2)n ] ∈ Rd2×n denote the image
features and text features in the training set respectively. Each instance oi = (x
(1)
i , x
(2)
i ) consists of
an image x(1)i ∈ Rd1 and a text x(2)i ∈ Rd2 . Without loss of generality, samples in each modality are
zero-centered, i.e.
∑n
i x
(1)
i = 0 and
∑n
i x
(2)
i = 0. Given the code length r, all instance O can be
represented by the binary codes B = [bT1 , b
T
2 , ...b
T
n ]
T ∈ Rn×r with dimension r in hamming space.
The aims of UCH is to learn the mapping functions from the original data spaces to the common
Hamming space, that is, f : Rd1 → {1,−1}r for image-modality and g : Rd2 → {1,−1}r for
text-modality.
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Notations. In this paper, the upper-case letter is used to denote matrices and vectors are written
as boldface lower-case letters. Given an example matrix M and its i-th row is Mi., the `2,1-norm
of M is defined as ‖M‖2,1 =
∑n
i=1
√∑m
j=1M
2
ij . sgn(·) signifies the sign function, specifically,
sgn(x) =

−1 x < 0
1 x ≥ 0
(1)
3.2 Learning Hash Functions
Our model hopes to learn a low-dimensional hamming space which approximates a continuous
subspace. The process from the continuous common subspace to the Hamming space is termed as
quantization which can be realized via the sign function. The v-th modality is represented as H(v)
(v = 1, 2, ...) in the latent common space. The quantization error can be written as
min ‖H(v) −B‖2 (2)
where H(v) = X(v)TP (v), P (v) is the projection matrix of the v-th modality. The `2,1-norm is
effective to select the discriminative features. (please refer to34 for more information) We impose
the `2,1-norm constraint on the projection matrices to select the discriminative features, leading to
the following problem
min
P (1),B
‖X(1)TP (1) −B‖2F + λ1‖P (1)‖2,1
s.t.B ∈ {−1, 1}n×r
(3)
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and
min
P (2),B
‖X(2)TP (2) −B‖2F + λ2‖P (2)‖2,1
s.t.B ∈ {−1, 1}n×r
(4)
where λ1 and λ2 are two balance parameters. (3) and (4) are integrated into a joint problem which
is defined as follows
min
P (v),B
2∑
v=1
α(v)
γ
(‖X(v)TP (v) −B‖2F + λv‖P (v)‖2,1)
s.t.B ∈ {−1, 1}n×r,
2∑
v=1
αv = 1, αv > 0
(5)
where α(v) is the weight factor of the v-th modality and γ is the parameter to control the distribution
of the weight.
3.3 Graph Regularization
An instance includes multiple modalities data. Different modalities describe a common instance
from different perspectives and the information obtained from different modalities is complemen-
tary. Thus, we can represent an instance by concatenating the image feature and the text feature.
The training samples O are represented by the concatenation matrix Y = [X(1)T , X(2)T ]T . The
manifold structure among the original data should be preserved in the Hamming space. In this
paper, we employ the Locally Linear Embedding (LLE) and the Locality Preserving Projection
(LPP) to address the problem.
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3.3.1 Manifold structure preservation with LLE
The main idea of LLE is to capture the geometry in which data point can be well approximated
by the linear combination of its k-nearest neighbor points. The reconstruction error is written as
follows
min
S
1
2
n∑
i=1
‖yi −
n∑
j 6=i
Sjiyj‖2 (6)
where yi denotes the i-th column of Y , and S ∈ Rn×n is an affinity matrix. Similar to DLLE,13 the
optimal solution can be defined as:
Si =
G−1i 1
1TG−1i 1
(7)
where Gi is the local Gram matrix13 at yi. The hash codes should preserve the local manifold
structure by minimizing the reconstruction error:
min
B
‖B − SB‖2 (8)
Then the overall objective function combining (5) and (8) is given as follows
min
B,P (v)
2∑
v=1
α(v)
γ
(‖X(v)TP (v) −B‖2F + λv‖P (v)‖2,1)
+ ρ‖B − SB‖2F
s.t.B ∈ {−1, 1}n×r,
2∑
v=1
αv = 1, αv > 0
(9)
where ρ is a balance parameter.
The above (9) is a non-convex problem with respect to B and P (v). We use the ADMM method
to solve the optimization problem by updating every variable alternatively while keeping the other
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variables fixed.
UpdateB with other variables fixed. The discrete constraint makes the problem very difficult
to solve, we introduce a continuous variable F to approximate B. The subproblem is to minimize
the following
min
F,B
2∑
v=1
α(v)
γ‖X(v)TP (v) − F‖2F + ρ‖F − SF‖2F
+ µ‖F −B‖2F
s.t.B ∈ {−1, 1}n×r
(10)
Setting the derivate of (10) with respect to F as zero, we get the closed form solution of F
F = (αI + T )−1GT
⇒B = sgn(F )
(11)
where G =
∑2
v=1 α
(v)γP (v)
T
X(v),α =
∑2
v=1 α
(v)γ ,T = ρ(ST − I)(S − I)
Update P (v) with other variables fixed. Keeping terms relating to P (v), the objective function
(9) can be rewritten as follows
min
P (v)
‖X(v)TP (v) −B‖2 + λv‖P (v)‖2,1 (12)
Settting the derivative of (12) with respect to P (v) to zero, we can obtain
P (v) = (X(v)X(v)
T
+ λ(v)D
(v))−1X(v)B (13)
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where D(v) is a diagonal matrix with the i-th diagonal element D(v)ii =
1
2‖P (v)i‖2+ , and P
(v)i
signifies the i-th row of P (v).
Update weight α(v) with other variables fixed. By dropping terms irrelating to α(v), we get
min
α(v)
2∑
v=1
α(v)
γ
C(v)
s.t.
2∑
v=1
αv = 1, αv > 0
(14)
where C(v) = ‖X(v)TP (v) −B‖2F + λv‖P (v)‖2,1. We employ the Lagrange multiplier to transform
(14) into the following
min
α(v)
2∑
v=1
α(v)
γ
C(v) + ξ(1−
2∑
v=1
α(v)) (15)
Setting the derivate of (15) with respect to α(v) to zero, we obtain
α(v) =
(γC(v))1/(1−γ)∑M
v=1(γC
(v))1/(1−γ)
(16)
3.3.2 Manifold structure preservation with LPP
LPP attempts to ensure that bi is close to bj in Hamming space if yi is the neighborhood of yj
in the original space. We first need to construct a graph with neighborhood information among
data. Inspired by the anchor graph,35 we calculate the similarity between two data points by mea-
suring the similarity between each data point and all anchors. Specifically, we choose m anchors
{U1, U2, ...Um} and the similarity between yi and an arbitrary anchor is defined as follows
Zij =
exp(−Dij/δ)∑
j∈[m] exp(−Dij/δ)
(17)
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where [m] denotes the anchor set, and the distance between the data point yi and the anchor Uj is
written as Dij . The similarity matrix can be transformed to
S = ZΛ−1ZT (18)
where Λ = diag(ZT1) ∈ Rm×m. After getting the affinity matrix S, we minimize the following
(19) to achieve the structural preservation in Hamming space.
min
B
n∑
i=1
n∑
j=1
Sij‖bi − bj‖2 (19)
Integrating (19) and (5) into a joint framework, we have the joint optimizaton problem
min
B,P (v)
2∑
v=1
α(v)
γ
(‖X(v)TP (v) −B‖2F + λv‖P (v)‖2,1)
+ ρTr(BTLB)
s.t.B ∈ {−1, 1}n×r,
2∑
v=1
αv = 1, αv > 0
(20)
where L = I − S is the graph Laplacian matrix and ρ is a adjustable parameter.
In the optimization process of (20), the updating for each variable is the same as (9) except for
B. The subproblem with respect to B in (20) is
min
B
2∑
v=1
α(v)
γ‖X(v)TP (v) −B‖2F + ρTr(BTLB)
s.t.B ∈ {−1, 1}n×r
(21)
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Being similar to (10), the updating rule becomes
B = sgn{(αI + ρL)−1GT} (22)
where G =
∑2
v=1 α
(v)γP (v)
T
X(v), α =
∑2
v=1 α
(v)γ .
The framework proposed in this paper is an unsupervised learning method and each instance is
represented by the concatenated features. The LLE and the LPP are introduced in UCH to make
the learned unified hash features preserve the structural information among data in the original data
space, which is named as UCH LLE and UCH LPP respectively.
Algorithm 1 Unsupervised Concatenation Hashing (UCH)
Input: X(v) ∈ Rd(v)×n , the concatenated features Y ∈ R
∑2
v=1 d(v)×n, the length of hash codes r
Output: P (v), B, α(v)T .
Initialize B, P (v), α(v)T , λ(v), ρ.
Calculating similarity matrix S according to (7) or (18)
1: repeat
2: Compute D(v)ii by D
(v)
ii =
1
2‖P (v)i‖2+ .
3: Update B according to (11) or (22).
4: Update P (v) using Eq.(13)
5: Update α(v)T according to Eq.(16)
6: until
4 Experiments
4.1 Datasets
Wiki36 contains 2,866 multimedia documents harvested from Wikipedia. Every document consists
of an image and a text description, and each paired sample is classified into one of 10 categories.
We take 2866 pairs from the dataset to form the training set and the rest as a test set.
PASCAL-VOC37 consists of 9,963 image-tag pairs. Each image is represented by a 512-
13
dimensional GIST feature vector and each text is represented as a 399-dimensional word frequency
count. All pairs are classified into 20 different categories. In our experiment, we select 5,649 im-
ages with only one object. 2,808 pairs are taken out as a training set and the remaining as the query.
UCI Handwritten Digit dataset consists of handwritten numerals(0 - 9) collected from Dutch
utility maps. Each of the character shapes is regarded as a class and each class consists of 200
samples. Following,38 we select 76 Fourier coefficients and 64 Karhunen-Love coefficients of the
character shapes as the feature of two different modalities respectively. 1,500 samples are treated
as the training set and the rest as the test set.
4.2 Experimental Setting
UCH proposed in this paper is evaluated on two cross-modal retrieval tasks: Image query text
database and Text query image database which are shorted as ’I2T’ and ’T2I’ respectively in
this paper. As UCH is an unsupervised hashing method, for a fair comparison, we compare
our method with five classic unsupervised learning models. Specifically, the baselines include
CVH,19 CCA,22 IMH,24 RCH,21 and FSH.23 The source codes of these baselines are kindly pro-
vided by original authors except for RCH. We implemented it by ourselves since the source
code of RCH is not available. The value of λ1, λ2 and ρ are tuned in the candidate ranges of
{1e−4, 1e−3, 1e−2, 1e−1, 1, 10, 1e2, 1e3}. The parameter  is set to 10−5. We set the possible values
of k-nearest neighbor (K) and the number of anchors (m) in the range from 10 to 300 empirically.
The best results are reported in this paper. Our experiments are implemented on MATLAB 2016b
and Windows 10 (64-Bit) platform based on desktop machine with 12 GB memory and 4-core
3.6GHz CPU, and the model of the CPU is Intel(R) CORE(TM) i7-7700.
14
0 50 100 150 200 250 300
K value
0.2
0.4
0.6
0.8
M
AP WiKiPASCAL-VOD
UCI Handwritten Digit
Fig 2: MAP variation with respect to K ranging from 10 to 300 on all datasets
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Fig 3: MAP variation with respect to sample size m ranging from 10 to 300 on all datasets
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Fig 4: MAP of UCH LPP with respect to different combination of λ1 and λ2 on WiKi(a), PASCAL-
VOC (b), and UCI Handwritten Digit (c).
(a) WiKi (b) PASCAL-VOC (c) UCI Handwritten Digit
Fig 5: MAP of UCH LLE with respect to different combination of λ1 and λ2 on WiKi(a), PASCAL-
VOC (b), and UCI Handwritten Digit (c).
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Fig 6: MAP variation of UCH LLE with respect to different ρ on all datasets
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Fig 7: MAP variation of UCH LPP with respect to different ρ on all datasets
4.3 Evaluation metric
The Mean Average Precision (MAP) is used to evaluate the performance of our method and com-
parison methods. Specifically, the Average Precision (AP) for a query q is defined as follows
AP (q) =
1
lq
R∑
m=1
Pq(m)δq(m) (23)
where Pq(m) denotes the accuracy of top m retrieval results; δq(m) = 1 if the m-th position is
true neighbor of the query q, and otherwise δq(m) = 0; lq is the correct statistics of top R retrieval
results and R is set to the number of all the retrieval instances.
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0 5 10 15 20 25 30 35 40 45 50
iteration number
3
4
5
6
7
8
9
10
11
12
13
ob
jec
tiv
e f
un
cti
on
 va
lue
10 5
(c) UCI Handwritten Digit
Fig 8: The convergence curve of algorithm 1 on WiKi(a), PASCAL-VOC (b), and UCI Handwritten
Digit (c).
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4.4 Retrieval Performance Evaluation
TABLE 1, 2, and 3 show the MAP score on Wiki, PASCAL-VOC, and UCI Handwritten Digit re-
spectively. We can observe the following points: (1) The performance of UCH LLE and UCH LPP
are superior to baselines. The significant improvement of the proposed UCH LLE and UCH LPP
can be attributed to the combination of `2,1norm constraint and graph regularization. (2) UCH LLE
outperforms all comparison methods in terms of the average performance of all tasks on all datasets.
With the increasing of hash code lengths, the retrieval performance on the I2T task and T2I task
is further improved. The reason for the better performance is that the discriminative informa-
tion will be more sufficient and the quantization loss will be smaller with the longer hash code.
(3) UCH LPP achieves the highest MAP result than other methods except for UCH LLE . On the
PASCAL-VOC and UCI Handwritten Digit, UCH LPP are comparable to FSH. FSH preserves
the original data structure using the fusion similarity graph. However, the cost of computing the
fusion similarity matrix is considerable. It can be observed that the MAP scores of UCH LPP al-
most approximate with FSH, and UCH LPP saves more training time than FSH. RCH is a model
with `2,1-norm constraint imposing on projection matrices. Different from RCH, our model adds
the graph regularization to preserve the neighbor relationship among data. The performance of
UCH LPP outperforms RCH on PASCAL-VOC and UCI Handwritten Digit. On WiKi, the aver-
age performance of all length of hash code is also better than RCH. Thus it can be seen that graph
embedding can improve the quality of the learned hash code. (4) UCH LLE is consistently superior
to UCH LPP when changing the length of the hash code on all retrieval tasks, which indicates that
LLE can better model the neighborhood relationship among data than LPP in our framework.
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Table 1: The MAP results on WiKi
Tasks Methods
The length of hash code
16 32 64 128
I2T
CVH 0.1499 0.1408 0.1372 0.1323
CCA 0.1699 0.1519 0.1495 0.1472
IMH 0.2022 0.2127 0.2164 0.2171
RCH 0.2102 0.2234 0.2397 0.2497
FSH 0.2346 0.2491 0.2531 0.2573
UCH LPP 0.2420 0.2497 0.2550 0.2576
UCH LLE 0.2429 0.2518 0.2578 0.2588
T2I
CVH 0.1315 0.1171 0.1080 0.1093
CCA 0.1587 0.1392 0.1272 0.1211
IMH 0.1648 0.1703 0.1737 0.1720
RCH 0.2171 0.2497 0.2825 0.2973
FSH 0.2149 0.2241 0.2332 0.2368
UCH LPP 0.2351 0.2518 0.2623 0.2689
UCH LLE 0.2363 0.2567 0.2845 0.2993
Average
CVH 0.1407 0.1290 0.1226 0.1208
CCA 0.1643 0.1456 0.1384 0.1341
IMH 0.1835 0.1915 0.1951 0.1946
RCH 0.2137 0.2365 0.2611 0.2735
FSH 0.2248 0.2366 0.2431 0.2470
UCH LPP 0.2385 0.2508 0.2586 0.2632
UCH LLE 0.2396 0.2542 0.2712 0.2791
4.5 Parameter Sensitivity Analysis
There are five parameters set manually in our model, including K, m, ρ, λ1 and λ2. K and m
are set to calculate the similarity matrix for UCH LLE and UCH LPP respectively. In this sub-
section, we explore the influence of different parameters setting on retrieval performance. The
empirical analysis is performed for each parameter by varying its value in the candidate range
and fixing other parameters. In our experiment, the hash code length is fixed at 64 bit to dis-
cuss the following parameters conveniently. In Fig.2, we can find that the performance variation
of UCH LLE is slight with an increase of K. Fig.3 shows that the performance of the proposed
UCH LPP is stable under a wide range of m. λ1 and λ2 are two penalty parameters controlling
the sparse constraint items of two modalities respectively. The MAP of UCH LPP and UCH LLE
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Table 2: The MAP results on PASCAL-VOC
Tasks Methods
The length of hash code
16 32 64 128
I2T
CVH 0.1484 0.1187 0.1651 0.1411
CCA 0.1245 0.1267 0.1230 0.1218
IMH 0.2087 0.2016 0.1873 0.1718
RCH 0.2633 0.3013 0.3209 0.3330
FSH 0.2890 0.3173 0.3340 0.3496
UCH LPP 0.2706 0.3074 0.3255 0.3277
UCH LLE 0.2905 0.3245 0.3345 0.3396
T2I
CVH 0.0931 0.0945 0.0978 0.0918
CCA 0.1283 0.1362 0.1465 0.1553
IMH 0.1631 0.1558 0.1537 0.1464
RCH 0.2145 0.2656 0.3275 0.3983
FSH 0.2617 0.3030 0.3216 0.3428
UCH LPP 0.3945 0.4877 0.5187 0.5321
UCH LLE 0.4106 0.4913 0.5217 0.5343
Average
CVH 0.1208 0.1066 0.1315 0.1165
CCA 0.1264 0.1315 0.1347 0.1386
IMH 0.1859 0.1787 0.1705 0.1591
RCH 0.2389 0.2834 0.3242 0.3657
FSH 0.2753 0.3102 0.3278 0.3462
UCH LPP 0.3326 0.3976 0.4221 0.4299
UCH LLE 0.3506 0.4079 0.4281 0.4370
as a function of λ1 and λ2 are plotted in Fig.4 and Fig.5 respectively. In Fig.4 and Fig.5, we can
see clearly that UCH LLE and UCH LPP can achieve stable MAP score in a large range of the
combinations of λ1 and λ2. ρ controls the weight of the preservation item of UCH. We conduct
experiments on WiKi, PASCAL-VOC and UCI Handwritten Digit by tunning ρ in the range of
{1e−4, 1e−3, 1e−2, 1e−1, 1, 10, 1e2, 1e3}. In Fig.6 and Fig.7, we can find that the performance of
the proposed UCH is less sensitive to ρ. From the above analysis, we know that the performance
of UCH has a weak dependence on the parameter selection.
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Table 3: The MAP results on UCI Handwritten Digit
Tasks Methods
The length of hash code
16 32 64 128
I2T
CVH 0.3421 0.2496 0.1907 0.1759
CCA 0.3155 0.2360 0.1841 0.2082
IMH 0.2947 0.2375 0.1892 0.1737
RCH 0.6181 0.6636 0.6991 0.7056
FSH 0.6323 0.6776 0.7027 0.7139
UCH LPP 0.6488 0.6878 0.7060 0.7149
UCH LLE 0.6826 0.7315 0.7403 0.7520
T2I
CVH 0.3215 0.2471 0.1939 0.1695
CCA 0.3160 0.2398 0.1855 0.1102
IMH 0.2943 0.2315 0.1789 0.1514
RCH 0.5810 0.6336 0.6768 0.6979
FSH 0.6460 0.6745 0.7069 0.7149
UCH LPP 0.6359 0.6931 0.6996 0.7120
UCH LLE 0.6642 0.7213 0.7315 0.7516
Average
CVH 0.3318 0.2483 0.1923 0.1727
CCA 0.3157 0.2379 0.1848 0.1592
IMH 0.2945 0.2345 0.1840 0.1626
RCH 0.5996 0.6486 0.6880 0.7017
FSH 0.6392 0.6761 0.7048 0.7144
UCH LPP 0.6423 0.6905 0.7028 0.7134
UCH LLE 0.6734 0.7264 0.7359 0.7518
4.6 Convergence Analysis and Computational Complexity
We carry out Algorithm 1 on WiKi, PASCAL-VOC and UCI Handwritten Digit. Each variable
in Algorithm 1 is updated alternately until convergence. The convergence curve of UCH LLE is
similar to UCH LPP . As shown in Fig. 8, the proposed UCH converges quickly on the WiKi
and PASCAL-VOC and UCI Handwritten Digit, although it is difficult to prove the theoretical
convergence of the proposed algorithm. The time complexity of Algorithm 1 consists of two
parts: Computing the similarity matrix for UCH LLE and UCH LPP needs O(n2) and O(nm)
respectively; The iteration processing takes O(Td), where T is the number of iteration and d =∑2
v=1 d(v). Since T, d << n, the total time complexity of UCH LLE and UCH LPP is O(n2) and
O(nm) respectively. m << n, therefore, UCH LPP is more scalable than UCH LLE .
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5 Conclusion
In this paper, we propose an unsupervised hashing learning method that integrates the graph em-
bedding and subspace learning into a joint framework for cross-modal image retrieval. Different
from many existing unsupervised hashing methods, our model which adopts the concatenated fea-
tures to represent each instance object makes the local manifold structure of the original space
be preserved in hamming space directly. The `2,1-norm constraint is imposed on the projection
matrices in our model to learn the discriminative unified binary codes for multi-modal data. Ex-
perimental results demonstrate that the proposed method in this paper is effective and superior to
several classic unsupervised cross-modal hashing methods. In the future, we plan to study the the-
oretical convergence of the proposed algorithm and Deep features will be added to our framework.
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