Abstract. Given a Calabi-Yau three-fold M and a genus g > 1, we construct invariants eg : H2(M, Z) −→ Z by counting pseudo-holomorphic curves in M which do not have any automorphisms. These invariants are closely related to Gromov-Witten invariants.
Introduction
The aim of this paper is to construct integer valued invariants of CalabiYau threefolds along the lines the Gromov-Witten invariants are defined by Ruan and Tian ( [11] ). Gromov-Witten invariants of a Calabi-Yau three-fold M are rational valued functions N g : H 2 (M, Z) → Q which are defined for any genus g ≥ 0 by integration of the constant 1 over virtual (zero dimensional) moduli cycle of maps from Riemann surfaces of genus g to M representing a fixed homology class. The motivation for this work is the conjecture of Gopakumar and Vafa, which describes the Gromov-Witten invariants of a Calabi-Yau threefold M in terms of (not mathematically defined) integer valued invariants, called the GopakumarVafa invariants (see [2] ). These are integers n h (α) associated with a genus h and a homology class 0 = α ∈ H 2 (M, Z), which are obtained by counting BPS states. The mathematical definition of these invariants is yet to be understood. There has been an attempt by Hosono, Saito and Takahashi [3] to define these numbers through some intersection cohomology construction. They are not able to show the invariance of these numbers and it is also not clear that they satisfy the Gopakumar-Vafa equation (equation 1) predicted in [2] . The Gopakumar-Vafa equation is a generating function equation, which relates Gopakumar-Vafa invariants to Gromov-Witten invariants. More precisely, this equation reads as: (1) 0 =β∈H 2 (M,Z) g≥0
n h (α)(2sin(kλ/2)) 2h−2 q kα .
In fact, one may think of equation 1 as a definition for Gopakumar-Vafa invariants (see [1] ). Then it is still to be shown that these invariants are integral.
1
One other way to follow the motivation provided by Gopakumar and Vafa, is to describe Gromov-Witten invariants in terms of other integral invariants of a Calabi-Yau three-fold M . For instance, the relation between GromovWitten and Donaldson-Thomas invariants suggested in [7] follows these lines.
Let (M, ω) be a Calabi-Yau three-fold, J be a generic almost complex structure, and g > 1 be a fixed genus. We introduce the invariants e g : H 2 (M, Z) −→ Z, which assign integer numbers to any homology class β ∈ H 2 (M, Z) by counting pseudo-holomorphic curves in M which do not have any non-trivial automorphisms in some sense. More precisely, we embed the coarse universal curve C g of the moduli space M g of genus g curves in a projective space P = P N . Correspondingly, we consider a generic perturbation term
where π P and π M denote the projection from P × M over the first and the second factor, respectively. For generic v there are only finitely many pairs (f, j Σ ) of a complex structure j Σ ∈ M g on a surface Σ of genus g and a map f : Σ −→ M , such that f * [Σ] is the fixed homology class β and such that
Here π Σ : Σ → C g ⊂ P is the map from (Σ, j Σ ) to the universal curve.
To each such solution is associated a contribution C(f, j Σ ) which is ±1 if the pair (f, j Σ ) does not have any non-trivial automorphisms. The sign is determined using the spectral flow. If the automorphism group of (f, j Σ ) is non-trivial, the contribution C(f, j Σ ) is zero unless Aut(f, j Σ ) has a very special resolution, and in particular, it is of rank 2 n for some integer n > 0. For special automorphism groups of this type C(f, j Σ ) ∈ Z is defined in section 7 after studying the wall-crossing phenomena in section 6. The invariant e g (β) is defined as the sum of these contributions for all solution (f, j Σ ) to the above problem.
The set of all appropriate (generic) pairs (J, v) of an almost complex structure and a perturbation term will be denoted by H reg . We show that H reg is a Bair subset of all such pairs, and: Theorem 1.1. Let M be a Calabi-Yau three-fold, g > 1 be a fixed genus and β ∈ H 2 (M, Z) be a given homology class. If (J 1 , v 1 ) and (J 2 , v 2 ) are pairs consisting of a generic almost complex structure and a generic perturbation term, then the number e g (M, β) as computed using either of (J 1 , v 1 ) or (J 2 , v 2 ) is the same. Moreover, it is independent of the embedding of C g in P = P N .
The invariants constructed here are closely related to the Gromov-Witten invariants. Understanding the complete correspondence requires a generalization of this construction to genus g = 0, 1. The role of the finite automorphism groups is essential in the construction of this paper. It is not thus possible to extend this construction to genus 1 or genus 0 at this moment. A modification is needed for rational and elliptic curves, which is also related to the work of Klemm and Pandharipande ([5] ) for Calabi-Yau 4-folds and the recent paper of Pandharipande and Zinger ( [10] ) on Calabi-Yau 5-folds. However, there is a simple case where the constructions of genus 0 and genus 1 invariants are simple and the relation between the invariants constructed in this paper and the Gromov-Witten invariants may be described in a relatively easy way: Theorem 1.2. Suppose that M is a Calabi-Yau three-fold and α ∈ H 2 (M, Z) is a primitive homology class, i.e. it is not a non-trivial multiple of other homology classes. Then the following equation is satisfied
In the up-coming section, by a perturbation of Cauchy-Riemann equation in an appropriate way, we obtain a zero-dimensional moduli space. In sections 4 and 5 we show the compactness of the moduli space for a generic perturbation. The number of solutions for different perturbations may be different due to wall-crossing phenomena which will be discussed in section 6. Understanding this phenomena helps us define the invariants in sections 7. Finally, a sample correspondence between these invariants and the GromovWitten invariants (theorem 1.2 above) is proved in section 8.
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Perturbing Cauchy-Riemann equation
Let M be a compact Calabi-Yau three-fold with an almost complex structure J, and let C = C g denote the universal curve over the (compactified) Deleign-Mumford moduli space M g of Riemann surfaces of genus g. Choose an embedding of the coarse moduli space C in a projective space P = P N . Let Ω 0,1 P denote the vector space of (0, 1)-forms on P, and denote by Hom 0,1 (P, M ) the infinite dimensional vector space
where π P and π M denote the projection maps from P × M to the first and the second factor respectively. We may consider sections in W n,α , for a positive integer n and 0 ≤ α < 1, and denote the corresponding vector space by Γ n,α (•). The correct way to present the construction of this paper is to do everything using sections in Γ n,α (•) and then prove the regularity (smoothness) of final solutions. Since this de-tour is completely standard, we avoid it to keep the notation simple. We thus use Γ(•) without any reference to the type of sections considered. An element of Hom 0,1 (P, M ) will be called a perturbation term and will usually be denoted by v. Fix a homology class β ∈ H 2 (M, Z). Let X be the fiber bundle over the moduli space M g of Riemann surfaces of genus g > 1 whose fiber over the point [Σ] is given by
and let X be the union of fibers over the moduli space M g of smooth curves. Let E be the vector bundle over X whose fiber over the map f : Σ → M is the vector space
where j Σ is the complex structure over the Riemann surface Σ. Here Ω 0,1 Σ denotes the vector space of (0, 1)-forms on the Riemann surface Σ, determined by the complex structure j Σ . The perturbation term v defines a section ∂ J,v of the vector bundle E over X , given by
where π Σ : Σ → C ⊂ P is a composition of the quotient map p Σ : Σ → Σ/Aut(Σ) = C, followed by an embedding of C in the universal curve C ⊂ P.
Here Aut(Σ) denotes the automorphism group of Σ. Define: Proof. Abusing the notation, let E be the pull-back of E to Y = X 0 × H J . Here X 0 ⊂ X is the subset consisting of those f : Σ → M, f ∈ X such that the automorphism group Aut(Σ, f ) is trivial. The section ∂ J,v glue together and define a smooth section
Lemma 2.2. With the above notation, the intersection of ∂ J with the zero section of E → Y is transverse.
Assuming the above lemma, the moduli space
is a smooth, Banach manifold (assuming that we consider maps of type W n,α for a positive integer n and 0 ≤ α < 1). The projection map Y = X × H J → H J induces a map π : M(J) → H J , which will be Fredholm of index zero, by standard index computations in Gromov-Witten theory. By Sard-Smale theorem, the set of regular values for the projection map π : M(J) → H J is a subset H J,reg ⊂ H J , which is of second category. For every v ∈ H J,reg , M(J, v) = π −1 (v) ⊂ M(J) is a smooth manifold whose dimension is equal to the index of the projection map π, i.e. zero. The regularity of the v means that ∂ J,v : X → E intersects the zero section transversely over X • .
Proof. (of lemma 2.2.) The derivative of the section ∂ J is a linear map
Projection over the last factor in this decomposition, composed with the differential d∂ J , give a linear map
The intersection of ∂ J and the zero section at (f, v) is transverse if and only if this linear map L is surjective. Once a connection is fixed, we may write down an explicit formula for this linear map:
where ζ = (X, η).
which is Fredholm of index zero, since it is a zero order perturbation of the Cauchy-Riemann operator and has the same symbol. This implies that the cokernel of K is finite dimensional. By integrating the point-wise Hermitian inner product of Ω 0,1 Σ ⊗ f * T M we obtain a Hermitian inner product on
Using these Hermitian inner products and the Fredholm operator K we may define an adjoint operator
, there is an element α ∈ Ker(K * ) that is orthogonal to the image of L. However, if for every α ∈ Ker(K * ) we can find some u ∈ H J such that α, L 1 (u) > 0 the above criteria is violated. If α is in the kernel of K * , then it can not vanish identically on any open neighborhood in Σ. Since π Σ ×f is somewhere injective, say on an open neighborhood U in Σ, we may choose u so that (π Σ × f ) * u is equal to a positive multiple of α on a ball inside U , and is zero outside this open ball. For this choice of u, it is clear that α, L 1 (u) > 0, and the surjectivity of the linear map L follows from the above discussion.
Computation of the index; A Riemann-Roch formula
Suppose that (Σ, j = j Σ ) is a Riemann surface and G is a subgroup of its automorphism group. Denote the quotient curve Σ/G by C. Fix a divisor D on Σ which is invariant under the action of G. This means that for any σ : Σ → Σ in the group G we have σ * (D) = D. For any section η of the line bundle [D] over Σ, the pull-back η σ = σ * η is also a section of [D] . Let m η be the left ideal of the group ring R G consisting of all elements
Fix a left ideal m of R G and let
Let T Σ be the holomorphic tangent bundle of Σ. If B denotes the branching divisor of the covering map π :
. This gives the short exact sequence:
If we consider the sections corresponding to the maximal ideal m of R G , we will get the following long exact sequence:
. Consider line bundles of the form π * L where L → C is a line bundle on the quotient curve C. Any such line bundle may be written as L = [E] where E is a divisor on C such that its support is disjoint from the branched locus. If p is a point on C which is not in the branched locus of π : Σ → C, there is a short exact sequence:
where {p σ } σ∈G is the pre-image π −1 {p}. The long exact sequence corresponding to the ideal m gives
Both R G and m are vector spaces over R. Denote their dimensions by g = |G| and r, respectively.
The canonical bundle K Σ is given by
where B is the branching divisor introduced earlier. From the short exact sequence
and the consideration of the global sections, we obtain
The exact sequence of equation 5, the equation 6, and h 0 m (T Σ ) = 0 imply (7) h
. Now suppose that E → C is a bundle over the quotient surface, of rank n. The bundle π * E will be invariant under the action of the automorphism group G and one may consider the global sections associated with a left ideal m of the group ring R G . Namely:
The Euler characteristic χ m (π * E) may be defined similarly. For any such bundle, we may formally break it down to the line bundles
From this formal presentation we may compute Once an action of G on a complex vector space E is given the vector space decomposes as E = ⊕ m∈I(G) E m , where E m denotes the subspace of E consisting of vectors η such that m η = m. The linear map K defined by equation 4 preserves this decomposition according to the maximal left ideals of R G . As a result, for any m ∈ I(G), we obtain an induced linear map
The index of these Fredholm maps may be computed by looking at the complex case (i.e. integrable J and v = 0), where we have the following isomorphisms
, and
This implies that the index of K m is equal to
The index of the operator K m associated with any maximal left ideal m of the group ring R G is equal to zero.
Proof. From the equations 8 and 7 we can compute
where [C] represents the homology class represented by the curve C in H 2 (M, Z). In particular, since c 1 (M ) = 0 and n = 3, we have Index(K m ) = 0.
Curves with non-trivial automorphism group
Other than the automorphism-free moduli space M(J, v), we would like to consider, associated with any group G, the moduli space
We may also consider the union of all these spaces for different v ∈ H:
There is a corresponding subset M G g of M g of surfaces Σ such that G is a subgroup of Aut(Σ), and a subset of
The argument of the previous section implies that M G (J) is a smooth manifold. The projection map M G (J) → H J is a Fredholm map of index zero by proposition 3.1. Moreover, K m 0 is surjective as long as v ∈ H J comes from a subset of H J which is of second category. We replace H J,reg with its intersection with these subsets for different choices of G and different homology classes β, in order to guarantee that for any v ∈ H reg all M G g (β; J, v) are zero dimensional manifolds.
The existence of infinitely many solutions f i : Σ i → M to the perturbed Cauchy-Riemann equation 2implies that the domains converge to an element Σ ∈ M g , and a subsequence of f i will converge to a pseudo-holomorphic map f : Σ → M , i.e. a solution to ∂ J,v f = 0, by Gromov compactness theorem. The homology class associated with the map f is a homology class α ∈ H 2 (M, Z) which may be different from β. The class β − α will be represented by J-holomorphic bubbles (i.e. J-holomorphic maps from CP to M ). It is not hard to argue that if (J, v) is generic, f : Σ → M leaves in a moduli space which is a smooth manifold of dimension −d, where d is the number of nodes in the domain Σ. In particular, for such a limit to exist when (J, v) is generic, the domain Σ should be smooth. Moreover, for generic J, the space of J-holomorphic spheres in any given homology class is a zerodimensional manifold, hence countable. Since M has complex dimension 3, it is again standard to argue that for generic (J, v) the subset of M g (α; J, v) consisting of the curves which cut some of these J-holomorphic spheres is a smooth manifold whose dimension is at most −1, i.e. it is empty. Thus for generic (J, v) the only possible convergence scenario is that an infinite sub-sequence of f i in one of M H (β; J, v) converges to f ∈ M G (β; J, v), for a subgroup H G. This convergence means that the linear map K from equation 4 has a non-trivial kernel which is not G-invariant. Thus, at least one of the operators K m has a non-trivial kernel for some m 0 = m ∈ I(G). Fix a left maximal ideal m ∈ I(G). Consider the restriction E| M G (J) of the bundle E → X × H J . There is an action of the group G on this bundle which preserves the fibers. We may thus consider the bundles E m , F m → M G (J), whose fibers over (f, v) are given by
The bundle E m may be pulled back over F * m -the complement of zero section in F m -using the projection map 
Proof.
Let us fix the maximal left ideal m ∈ I(G) and look at the differential of the operator K m at (f, v, ζ) with ζ = (X, η) = 0, which is
The composition of this map with the projection over the second factor (in the right-hand-side decomposition) gives an operator
The tangent space T (f,v) M G (J) may be identified as follows
Lemma 4.2. For any 0 = ζ ∈ Ker(K m ) the operator
is surjective.
We will leave the proof of the above lemma for the next section. This lemma obviously completes the proof of proposition 4.1. 
Surjectivity of the operator ∇ ζ
Proof. (of lemma 4.2) Suppose that the map ∇ ζ is not surjective. Choose the section δ in Coker(K m ) such that it is orthogonal to the image of ∇ ζ . We may identify the cokernel of K m with the kernel of its adjoint operator K * m . If K * m (δ) = 0 it is implied that δ is not identically zero on any open neighborhood U on the surface Σ. Since ζ = ((f, 0); (X, η)) = 0 is fixed, we may choose U so that it is a union of |G| connected components which are mapped to one-another under the action of the group G. Choose a symmetric (with respect to this action) bump function φ over U , and choose u so that ∇ ζ u is equal to φ.δ over one of the connected components V of U . If the local coordinates over this component is z, and the local coordinate over σ(V ) is z σ , we would have
Letting φ converge to the delta function on the set {σ(z)} σ∈G and noting that the differential with respect to the directions of η and X are independent we obtain that for any u and
The complex anti-linear 1-form δ can locally be written as δ = Y ds − JY dt where Y ∈ Γ(f * T M ) is a given vector field. Let f (z) = x ∈ C ⊂ M be the common image of all the points σ(z) under f for σ ∈ G. For any pair of a complex linear transformation A : T x C → T x M and a complex anti-linear transformation B : T x M → T x M we thus have
We will assume that η = 0 and X = 0. The general case is however completely similar.
In a neighborhood of x ∈ C, we may trivialize T M | C as C ⊕ C ⊕ C. Let {y σ } σ∈G be the pre-images of x under f and, as before, z σ be a local coordinate near y σ such that z σ = 0 corresponds to y σ . The vector fields X and Y will then have a corresponding decomposition X = (X 1 , X 2 , X 3 ) and
The vector fields X and Y locally satisfy equations of the form
where Φ and Ψ are real linear transformation on C 3 which depend on z. If
If we differentiate equation 11 we find
where the last equality follows from the fact that σ∈G a j,σ .σ * X vanishes at z = 0 for all j. We may thus conclude that σ∈G a j,σ .σ * (∂X) vanishes at z = 0 as well. Further differentiation from equation 11 and an inductive argument shows that in fact σ∈G a j,σ .σ * (∂ k X) vanishes at z = 0 for all k ≥ 0. Once more, an inductive argument and the following computation
imply that σ∈G a j,σ .σ * (∂ k,l X) vanishes at z = 0 for all k, l ≥ 0. Here ∂ i,j is the differential operator ∂ i ∂ j . Since X is analytic, the section σ∈G a j,σ .σ * X should be trivial in an open ball around y e . Since X is in the kernel of a perturbation of Cauchy-Riemann operator by a zero order term, this implies that σ∈G a j,σ .σ * X is identically zero on Σ. Consequently both σ∈G Re(a j,σ ).σ −1 and σ∈G Im(a j,σ ).σ −1 are in m = m ζ = m δ . Consequently, we would have
and Y j (y σ ) is thus zero. Since this is true for any x ∈ C and all j, it is implied that δ = 0.
Let J be the space of almost complex structures on M and let H → J be the fiber bundle whose fiber over J ∈ J is H J .
Theorem 5.1. For a given genus g > 1 and a homology class β ∈ H 2 (M, Z) there is a subset H reg ⊂ H of second category such that for (J, v) ∈ H reg , and any action of a finite group G on a surface of genus g, each one of the moduli spaces M G (β; J, v) consists of finitely many isolated pseudo-holomorphic curves.
Proof. Let J reg be the space of regular almost complex structures J on M for which the space of bubbles is countable. Let
where the intersection is over all possible groups G with non-trivial M G (J) (finitely many), all maximal left ideals m ∈ I(G), and all classes α ∈ H 2 (M, Z) such that if α = β, ω, β − α > 0. One can easily conclude that H reg is a subset of second category in H. For any (J, v) ∈ H reg , the moduli spaces M H (β; J, v) are smooth zero-dimensional manifolds. If one of them is not compact, we obtain a sequence f i : Σ i → M of the elements of M H (β; J, v) which will converge to a pseudo-holomorphic solution f : Σ → M in some M G (β; J, v) where H G is a subgroup. Here we use the fact that (J, v) is generic and thus no element in any of M G (α; J, v) can intersect a bubble. The convergence gives a non-trivial element in the kernel of K, which would mean that at least for one maximal left ideal m ∈ I(G) the kernel of K m is non-trivial (i.e. N G m (α; J, v) is non-empty) which contradicts with the assumption v ∈ H reg J (G, m, β).
Wall-crossing phenomenon
In this section we investigate the relation between the two moduli spaces M G (J i , v i ), i = 0, 1 for two regular perturbation terms (J 0 , v 0 ) and (
be the space of paths of perturbation terms connecting (J 0 , v 0 ) to (J 1 , v 1 ), and consider the moduli space
For a given path {J t , u t } of perturbation terms in K the pre-image of {J t , u t } ∈ K under the projection map P G → K will be denoted by P G ({J t , u t }). We may pull back the bundle E → X from
and interpret P G as the zero locus of the section ∂ : Z G → E, similar to our previous considerations. Note that the values of ∂ over Z G are in fact in the sub-bundle E G of E → Z G .
Lemma 6.1. The intersection of ∂ : Z G → E G with the zero section is transverse.
Proof. The transversality of the intersection of ∂ with the zero section is proved similar to lemma 2.2. The only difference is that at the points (f, {J t , u t }, s) with s ∈ {0, 1} we do not have the freedom of perturbing u s to achieve transversality. However, since (J s , u s ) is regular at these two end-points the transversality is automatic.
It is implies that P G is a smooth infinite dimensional manifold for each group G. Consider an infinite sequence in P H ({J t , u t }) which converges to some element f : Σ → M of M G (α; J s , u s ). As before, we may argue that for a generic choice of the path the image of f can not intersect any of the bubbles and Σ should be smooth. If a sequence in P H ({J t , u t }) converges to an element in P G ({J t , u t }), for a non-trivial subgroup H of some group G there would exist a non-trivial element in the kernel of one of the operators
associated with a solution (f, J s , u s ) for some maximal left ideal m = m 0 of I(G). In fact, we obtain a solution of the equation
where Π m denotes the projection over the component associated with the ideal m. Since (π Σ × f ) * (u s ) −J s df.j Σ is invariant under the action of G, its projection under Π m would be zero. So we obtain an element in the kernel of K m . The ideal m would be so that the sections associated with m are H invariant. Let F m → P G be the pull-back of the bundle F m → X G to P G , and let E m → F * m be the pull back of E m → X G to the complement F * m of the zero section of F m . The maps K m give rise to a section K m : F * m → E m of this bundle. The zeros of this section consist of tuples (f, {J t , u t }, s; µ) such that f ∈ M G (J s , u s ) and µ is an element of the kernel of the operator K m at (f, J s , u s ). Proof. Since we can perturb {J t , u t } arbitrarily away from t = 0, 1, the transversality of the intersection follows from the transversality result for H Jt (which is proved in theorem 5.1) and from the regularity of (J i , u i ) ∈ H reg , i = 0, 1.
This proposition implies that the intersection of K m with the zero section is a smooth infinite dimensional moduli space
which fibers over K. We may denote the intersection of all the regular values of these projections by K reg (for different choices of G, different ideals m ∈ I(G) and different classes β ∈ H 2 (M, Z). For a path {J t , u t } in K reg all the moduli spaces Q G m ({J t , u t }) are smooth one-dimensional manifolds. If the ideal associated with an element ζ in the kernel of K is m, then the ideal associated with all the sections σ * ζ is also m. The vector space generated by all these elements of Ker(K m ) is of dimension |G| − rnk(m). Thus, unless m is of codimension 1 in R G , the kernel of K m is at least 2-dimensional, if it is non-empty. This would imply that Q G m ({J t , u t }) can be non-empty only if the maximal left ideal m is of codimension 1 in R G . Since m = m 0 , this can happen only if G has a subgroup H ′ of index 2, which contains H, and any section ζ with m ζ = m is H ′ -invariant, while if σ ∈ G is a generator for G/H ′ we would have σ * ζ = −ζ. Such a section is in the tangent space to P H ′ ({J t , u t }), while it comes from a limit of a sequence in P H ({J t , u t }). By a well-known uniqueness result (e.g. see proposition 3.3.5 in [8]) we would have H ′ = H. Thus H is a subgroup of G of index 2 and m is a very special left ideal in I(G) which will be denoted by m H .
Note that the linearization D of Cauchy-Riemann operator at (f, J s , u s ) takes a vector (ξ, ǫ) ∈ T f,Σ X ⊕ T s [0, 1] to some element of the form A neighborhood of f in the moduli space P({J t , u t }) = ∪ G P G ({J t , u t }) is described as the zero set of an analytic function
If ( It is implied that up to lower order terms Φ(x, y) = xy. In fact near f , the moduli space of solutions in P({J t , u t }) is modeled on
and under this identification, the projection over the interval [0, 1] is given by (x, y) → x + s (compare with wall-crossing formulas of Taubes in [12] ). One of the two branches, namely y = 0, corresponds to P G ({J t , u t }), by the transversality arguments. The other branch ought to be P H ({J t , u t }).
Definition of the invariants
The description of wall-crossing formula in the previous section helps us define our invariants as follows. For the fixed genus g > 1, let G be the set of all possible actions of some group G on a surface Σ of genus g together with a resolution through normal subgroups 
Each one of these operators will be of index zero, and in fact, will have trivial kernel and cokernel for a generic choice of (J, v) ∈ H reg . Let ǫ i = ǫ i (f, Σ) be the sign of the determinant operator Det(K i ). Define the invariants e g (β) by
where the contribution C(f, Σ; [G]) of (f, Σ) to e g (β) is defined by
is a Calabi-Yau three-fold and g > 1 is a fixed genus, the function e g : H 2 (M, Z) → Z defined above is an invariant of (M, ω) and does not depend on the choice of the regular pair (J, v) ∈ H reg of an almost complex structure and a perturbation term.
Proof. Fix the genus g > 1 and the homology class β ∈ H 2 (M, Z). Let {(J t , u t )} be a regular path in K connecting two regular pairs (J i , u i ) ∈ H reg , i = 0, 1. We may consider the union of moduli spaces
The discussion of previous section implies that P G has the structure of a manifold away from finitely many points, where its structure is described in equation 15. We thus only need to compare the contributions for t < s and t > s in the local model described in equation 15. The claim is straight-forward unless at least one of the three branches in this local model contributes to the invariants. If this is the case, we would have a resolution [G] ∈ G of the form to (−1) k ǫ 0 (f, Σ) otherwise. Thus the contribution for t < s is equal to 0 if ǫ 1 (f, Σ) = −1 and is equal to (−1) k−1 ǫ 0 (f, Σ) otherwise. As we cross t = s, we have ǫ i (f ′′ , Σ ′′ ) = ǫ i (f, Σ) for i = 1 and ǫ 1 (f ′′ , Σ ′′ ) = −ǫ 1 (f, Σ). Thus the contribution for t > s is equal to 0 if ǫ 1 (f ′′ , Σ ′′ ) = −ǫ 1 (f, Σ) = −1 and is equal to (−1) k ǫ 0 (f ′′ , Σ ′′ ) = (−1) k ǫ 0 (f, Σ) otherwise. This shows that the contributions for t < s and t > s are the same, completing the proof.
Remark 7.2. We may extend the construction of this paper and count the curves of genus g > 1 with a given automorphism group H and representing a class β ∈ H 2 (M, Z) to obtain the invariants e H g : H 2 (M, Z) → Z. Other than curves f : Σ → M with Aut(Σ, f ) = H we would then need to consider curves with automorphism group G such that there is a resolution of G of the form
Everything else will work precisely as described in the construction of this paper. In particular, taking the sum over automorphism groups of order d ≥ 1 we find the invariants
A comparison with Gromov-Witten invariants
We conclude by a comparison between the invariants e g : H 2 (M, Z) → Z and the Gromov-Witten invariants N g for a technically simple class of homology classes in H 2 (M, Z). Let P 2 (M, Z) ⊂ H 2 (M, Z) be the subset of primitive homology classes (i.e. homology classes which are not non-trivial multiples of other homology classes). Then the invariants e 1 (β) and e 0 (β) may also be defined by a generic perturbation of the complex structure. Proposition 8.1. Let (M, ω) be a Calabi-Yau manifold. The count of rational and elliptic curves in any homology class β ∈ P 2 (M, Z) which are pseudoholomorphic with respect to a generic almost complex J is well-defined (i.e. it is a finite count, and is independent of the generic almost complex structure) and gives the invariants e 0 , and e 1 : P 2 (M, Z) → Z respectively.
Proof. Since the convergence of a sequence of J-holomorphic curves to a multiply-covered solution is ruled out by the assumption on β (i.e. being primitive), we only need to prove the transversality results of the second section for a generic almost complex structure, which is completely straightforward. Moreover, in defining e g (β) we would only need to count the solutions without any non-trivial automorphisms, and for any such solution the sign is determined from the spectral flow.
In fact, for any genus g ≥ 0, the enumeration of curves without automorphisms may be done using a perturbation of almost complex structure, rather than adding a perturbation term to the Cauchy-Riemann equation.
Fix a regular almost complex structure J on the Calabi-Yau manifold M which works for all genus h ≥ 0 (having fixed the primitive homology class β ∈ P 2 (M, Z)). For any genus h < g, the curves of genus h in M h (β; J, 0) will have non-trivial contribution to N g (β), while they will only contribute to e h (β). The contribution of M h (β; J, 0) to N g (β) is through the virtual moduli cycle associated with a fiber bundle M g→h (β; J, 0) over M h (β; J, 0), where the fiber over a curve C of genus h is the moduli space M g (C, [C]) of holomorphic maps from a Riemann surface of genus g (necessarily singular) to C which represent the fundamental class [C] of C.
In [9] , Pandharipande computes the virtual moduli cycle associated with the component M g (C, [C] ) assuming that the normal bundle of a holomorphic curve C in the Calabi-Yau threefold M is rigid (i.e. does not have any holomorphic sections). However, the only assumption on the normal bundle which is used in the computation is that its rigidity forces M g (C, [C]) to be a component of M g (β). In fact, the linearization of Cauchy-Riemann operator, restricted to the normal bundle N M/C of the curve C in M , gives rise to a generalized Fredholm orbifold bundle over M g (C, [C]) (see [6] for the definition) and a virtual moduli cycle may be constructed by integrating the Euler class of this bundle. We may thus compute 
where P (τ ) only depend on the partition τ and not on the normal bundle, and ℓ(τ ) is the length of τ . Since the integral in this formula may easily be computed as (2 − 2h) ℓ , the final computation of Pandharipande stays valid in this situation. We would thus have
g≥h C(g → h)λ 2g−2 = (2 sin(λ/2)) 2h−2 .
Using this result, it is now straight-forward to conclude: Theorem 8.2. Suppose that M is a Calabi-Yau three-fold and suppose that β ∈ P 2 (M, Z) is a primitive homology class. Then we will have
e h (β)(2 sin(λ/2)) 2h−2 .
