consider the approximation of stationary, electrically conducting, incompressible fluid flow problems at small magnetic Reynolds number. The finite element discretization of these systems leads to a very large system of nonlinear equations. We consider a solution algorithm which involves solving a much smaller number of nonlinear equations on a coarse mesh, then one large linear system on a fine mesh. Under a uniqueness condition, this onestep, two-level Newton-FEM procedure is shown to produce an optimally accurate solution. This result extends both the two-level method of Xu [1,2] from elliptic boundary value problems to MHD problems, and the energy norm error analysis of Peterson [3] (see also [4]) of MHD problems at a small magnetic Reynolds number to L2 error estimates and multilevel discretization and solution procedures.
INTRODUCTION
In this paper, we study a multi-level finite element method for a model of a magnetohydrody- (l.lg) STEP 1. Approximate (l.la,b,c,d,g) by the finite element method on the coarse mesh IIH(s2). Solve these (few) nonlinear equations to the order of the underlying discretization error.
STEP 2. Linearize (l.la,b,c,d,g ) about the coarse mesh approximate solution and solve this linear problem on the fine mesh @(O).
This paper gives an analysis of this procedure. In particular, the error analysis points out the relationship between the coarse mesh and the fine mesh h = Ha, which suffices for the result of this two-level, truncated Newton procedure to be quasi-optimally accurate.
This general type of two-level Newton procedure was pioneered for elliptic boundary value problems by Xu [1, 2] . An abstract convergence theory was given in [9] for strongly monotone operators. The Navier-Stokes case does not fit into the formalism of [9] or Xu [1, 2] , but nevertheless the two-level truncated Newton method was proven to converge for a small Reynolds number in [lo] , for general nonsingular solutions of the Navier-Stokes equations in [ll] , and for a Boussinesq model of natural convection in [12] .
Concerning the scaling between the coarse and fine meshes h = Ha, the quadratic convergence of Newton's method (see, e.g., [4, Section 7; 10, 11, 13] ) suggests a = 2. Indeed, (Y = 2 suffices for quasi-optimality in the natural energy norm (Theorem 2.3). However, this can be improved in the Navier-Stokes case to (Y < 2+1/k, in 2-D and a = 2+1/2k in 3-D where k is the degree of the velocity elements used [lO,ll] . This improvement depends critically upon having optimal L2 error estimates for the usual Galerkin-FEM coarse mesh approximation in Step 1. Therefore, to examine if this improvement is possible for the MHD case, we herein supplement the convergence analysis of Peterson [3] by giving optimal L2 error estimates for the usual Galerkin-FEM approximation.
Interestingly, this subtle point has turned out to be critical when the algorithm is used as a multilevel method, see [ll] . Indeed, the fine mesh solution will only be L2 optimal under a more restrictive scaling h = Ha', a' < ct, than suffices for H1 optimality.
Section 2 presents a convergence proof for the two-level, truncated Newton method for the model (l.la,b,c,d,g) at small R,.
Recovering the optimal scaling cr from this error analysis requires an L2 error estimate for the usual Galerkin-FEM (not contained in the fundamental paper [3] ). Accordingly, Section 3 proves an 0 (H '+l) L2 error estimate for the coarse mesh approximation. We work, throughout, only on the case when a uniqueness condition holds for the model (l.la,b,c,d,g ).
This condition was first derived in [3] and is given (for completeness) in Theorem 2.1. Section 4 collects the results of Sections 2 and 3 to present an optimal 0 (h") H1 error estimate for the method, which is the main result of this paper. 
for all U E W and p E L;(R). R
The Variational Formulation of (1.1)
It will be assumed that problem (l.la,b,c,d,g ) is sufficiently regular. In particular, this implies that the boundary dR of R is sufficiently smooth. Moreover, we let B E Hk(R)3, and we assume that the exact solution U",po satisfies Go E Hk+1(fl)4 and p" E H"(R).
Using (1.1~) to eliminate the current density j in (l.la), and taking the divergence of (1.1~) gives the equivalent system We use the following variational formulation of (2.1) introduced in (ii"; GO, iq +a1 (ii%O; ul-60, ") .
(2.4)
The fundamental continuity and coercivity properties of a~(., .), ai (.; ., .) and b(., .) were explored in [3] and summarized here in the next lemma. Continuity of the trilinear from a~(.; ., .) can be proven in a slightly weaker norm than H1 x H1 x H1. This modification is essential in the improvement of the scaling CE from 2 to 2+1/21c. LEMMA 2.3. There is a constant C = C(a) such that for all U,G,GG in W la1 (% 6 ?:)I I c llq;'2 IFI1 f'" Il4ll IFII 1 * (2.6) PROOF. The proof uses the bounds in e.g., [17,18, p. 121 , adapted exactly as in [ll, Lemma 2.11 to the explicitly skew-symmetrized trilinear form a~(.; ., .). I
In the existence proof of solutions to (2.1), it is important that the continuous problem satisfies a so-called "inf-sup" condition. This property is of great importance in verifying the analogous "inf-sup" condition for finite element spaces used for (2.1). We, thus, include the next classical result of Ladyzhenskaya for completeness, see e.g., [14] [15] [16] 191 for a proof or more details. THEOREM 2.1. Let f be a continuous linear functional on Ho((52)3. Then there is at least one solution U" E W,p" E L:(R) of (2.1). This solution satisfies the a priori bound
where K is given in (2.5b). Moreover, if
(2.9) this solution is unique.
In this paper, we always assume the uniqueness condition (2.9).
The Two-Level Algorithm
The two-level method is based on the given finite element method. Thus, for h > 0, let Xh, Yh and Sh be finite element subspaces of Ht (a)', Hi (0) and L;(R), respectively. Define Wh = {ti : u E Xh,cp E Yh} and Vh = {ti E Wh and b(G,p) = 0 for all p E Sh}.
Assume that the following four hypotheses on Xh,Yh and Sh hold for all h > 0 (cf., [3, p. 66; 16, p. 1251 Hypotheses 2.1, 2.2, and 2.4 are approximation properties of the discrete spaces Xh, Sh and Yh, respectively, whereas Hypothesis 2.3 is the so-called "inf-sup" or L.B.B. condition (see, for example [14] [15] [16] 191) .
In the following, W H SH will denote the coarse mesh finite element space, and Wh, Sh the , fine mesh space. We take h = HQ with (Y = 2+ike1.
For simplicity, we assume the spaces are nested, so that WH c Wh C W and SH C Sh c L;(R). We will analyse the following two-level algorithm to obtain an approximation Uh,ph to the exact solution Go, p" of (2.2). Step (ii). Compute the final, fine mesh, approximation: let h = Ha and find G E Wh, p E Sh such that al-J (ii, G) + a1 (ii; iiH, G) + a1 (6;"; ii, G) -a1 (G;"; iiH, G) +~F:,P) = (f,v), for some constant C = C (u', cp",po).
The estimate (2.16) will be needed in the convergence result for the fine mesh solution uh, ph which is given in Theorem 2.3. This theorem is the main result of our paper and will be proved in Section 4. THEOREM 2.3. Let Hypotheses 2.1 through 2.4 be satisfied. Then, Algorithm 2.1 can be performed to give an approximation uh, cph,ph to the exact solution u", (p",po of (2.1). We have the 
L2 ERROR ANALYSIS OF THE FINITE ELEMENT

METHOD
In deriving a bound on the error U"-Gh, we will need a bound on the error U"-UH in the L2 norm. To this end, let W' denote the set of all continuous linear functionals on W. The discrete map TH is given by TX(g) = u, for g E W', where 6 E VH satisfies (3.1) with V replaced by VH. We will also use the map F = I +TG and its discrete analogue FH = I +THG, with I being the identity.
It can be verified that F (ii) = 0 for ii E W if and only if ii = U", and that FH (ii) = 0 for U E W if and only if ti = u -H. Indeed, if FH (ii) = 0, then G = -THG(6).
Thus, U is contained in the range of TH, so that ti E VH. Prom this observation and the definition of TH, it follows that U = UH. We begin by investigating how well the map TH approximates the map T.
Let g E W' and consider the problem: find U E W and p E L;(Q) with a0 (6 5) +b (V, P) = (g, 3 7
for all V E W, (3.2a)
b&q) = 0, for all q E L:(R). (3.2b)
By standard arguments, using the fact that the bilinear form a~(., .) is coercive and Hypothesis 2.3, it can be shown that (cf. e.g., [14;16, Theorem 11.1.11 6 and p are unique, 6 = Tg, and ll(T-TH> gIlI 5 C__inf VEW" IF-Tgll, +Cq$ Ilm-4lo. To make (3.4) more explicit, we need an elliptic regularity result associated with the bilinear form aa (e , -) . This result is given in Lemma 3.1.
LEMMA 3.1. Let m be an integer, 1 I m < k. Assume g E W' f~ H7n-1(0)4 and B E Hk(Q)3.
Let U E: W, p E L: (0) This proves (3.5) when m = 1. Induction on m and arguments analogous to the above prove the lemma for m 5 k. I A bound on the error T-TH is given in Lemma 3.2. LEMMA 3.2. Let g E W' n Hk-1(R)4 be given. Then, (3.13a) (3.13b) for a constant C independent of H and g. PROOF. Inequality (3.13a) follows from (3.3), Hypotheses 2.1, 2.2, 2.4 and Lemma 3.1 with m = k. The bound (3.13b) can be proved by standard arguments (cf. e.g., [16, Theorem 11.1.91) . For the proof, the bounds (3.5) (with m = 1) and (3.13a) are essential. I
We proceed by studying the derivatives DF and DF H of F and FH. These derivatives are isomorphisms of L and Lipschitz continuous, due to the uniqueness condition assumed throughout. Indeed, a simple computation using (2.5~) and the a priori bound (2.8) with 6 = co shows that
Using (2.9), we see that V = 0. I LEMMA 3.4. Let H be small enough. Then, the operator DFHI;;, can be extended to an isomorphism of L. There exist constants CO and C 1, independent of H, with CO > 0 and
Co 11% 5 IIDFHI-;, F)llo L Cl llVllo, for all ? E IL. Here C is a constant independent of H.
PROOF. We have
DF~I~+-DF~I~(~) =T~(DG~~(~)-DG~~(~)),
for all 6, ?, GG E W.
By a common argument, there is a constant C, independent of H, such that
IITH4 5 c SUP l(f5W)I 7 for all g E W'.
The bound (3.21) follows from (3.22), (3.23) and the bound (2.5~) for the trilinear form al(.; ., e). This proves the lemma. I
The lemmata presented in this section enable us to prove a bound for the error U"-cH in the L2 norm.
THEOREM 3.1. Assume the uniqueness condition (2.9) holds and dS2 is sufficiently smooth. Then, the error ?i"-GH satisfies I(ti"-UHIIo 5 CHk+', Let H be small enough. Lemma 3.4, the inequalities (3.26), (3.27), and (3.25) imply that there is a constant C, independent of H, such that (3.24) holds. Of course, C can be chosen so that (3.24) holds for all H > 0. This proves the theorem. 
ERROR ESTIMATE FOR THE FINE MESH SOLUTION
In this section, we show that Algorithm 2.1 can be performed, that is, iiH,pH and Gh,ph exist. We also derive the error bound (2.17).
PROOF OF THEOREM 2.3. By Theorem 2.2, Step (i) of Algorithm 2.1 can be performed. To show that the fine mesh approximation Gh,ph can also be computed, we use Theorem 11.1.1 in [16] .
Thus, define the bilinear form B (G, i%) = u(-J (G:, i%) +a1 (a; iiH, iq +a1 (ii"; G, GG) ) for all V,W E Vh.
BY (2.5~)~ (2.3), and (2.3a), we have a0 (S, V) +a1 (e; ?iH, q 2 fro Ilqlq , for all V E Vh, where KO = K-N-'~K-' suP,eW,ll;ll*=#'~)). BY P*% we have ~0 > 0. Further, Hypothesis 2.3 is valid. Hence, the above theorem shows that Step (ii) of Algorithm 2.1 can be performed and that Gh E Wh,ph E Sh exist uniquely. The exact solution G",po satisfies (2.2), while the fine mesh approximation Gh, ph satisfies (2.15). By subtracting (2.15a) from (2.2a) and using (2.4), we find for the difference tiO-tih that a0 (GO-iih, V) +a1 (GOGH; GO-UH, 7) +a1 (GO-uh; UH, 7) + a1 (ii"; P-iih, T) +b (V,pO) = 0, for all V E Vh. where C is a constant independent of H. Thus, by Hypotheses 2.1, 2.2, and 2.4, we see that the first two terms of the bound in (4.4) are of order 0 (h") .
As for the last term of the bound in (4.4), we apply the L2 and H1 estimates from, respectively, Section 3 and [3, p. 671. With h = Ha, Q = 2 + f/c-', these estimates yield immediately that this term is 0 (hk) .
Therefore, the triangle inequality, (4.4) and Hypothesis 2.1 imply the error bound llG"-"'l~l I Ch", (4.6) with C = C (G",(po,po). Also, by standard arguments, 1 Ip" -ph I I o is bounded (see, e.g., [16, p. 116; 191) by 0 (hk) terms, using (4.6) and Hypothesis 2.3. Thus, Theorem 2.3 is proven.
I
