Abstract. In order to improve the recognition accuracy of speech emotion recognition, in this paper, a novel hierarchical method based on improved Decision Directed Acyclic Graph SVM (improved DDAGSVM) is proposed for speech emotion recognition. The improved DDAGSVM is constructed according to the confusion degrees of emotion pairs. In addition, a geodesic distance-based testing algorithm is proposed for the improved DDAGSVM to give the test samples differently distinguished many decision chances. Informative features and SVM optimized parameters used in each node of the improved DDAGSVM are gotten by Genetic Algorithm (GA) synchronously. On the Chinese Speech Emotion Database (CSED) and the Audio-Video Emotion Database (AVED) recorded by our workgroup, the recognition experiment results reveal that, compared with multi-SVM, binary decision tree and traditional DDAGSVM, the improved DDAGSVM has the higher recognition accuracy with few selected informative features and moderate time for 7 emotions.
Introduction
Speech emotion recognition plays an important role in affective computing. Up to now, many pattern recognition methods have been used in the speech emotion recognition. For example, ANN [1] , HMM [2] [3] , GMM [4] , Gaussian supervector with SVM [5] .In paper [6] and [7] , visual and audio signals were fused to detect emotion by using many recognition methods. Despite many promising results have been gotten in the past, it is not satisfying. Research results have shown that contributions of different features to an emotion are different [8] , and the separabilities between different emotions are different [9] . This finding implies that it maybe improve the recognition accuracy of speech emotion to use effective features to recognize different emotions by the means of hierarchical classification method. But up to now, in many of speech emotion recognition methods, classifiers are used to classify all emotions at the same layer by using the same feature subset.
SVM has good classification ability, and it is a kind of 2-class classifier. So it is very easy to use SVM to construct the hierarchical classification method. Binary decision tree is one kind of hierarchical classification method by using SVM [10] . It only needs N-1 SVMs when N emotions need to be classified. But in each node of SVM-based binary decision tree, classifier is 1-vs-r SVM, and the training samples of it are unbalance in most cases. Furthermore, the training of 1-vs-r SVM is more time-consuming than 1-vs-1 SVM.
SVM-based Decision Directed Acyclic Graph (DDAGSVM) is another kind of hierarchical classification method by using SVM [11] . In this method, 1-vs-1 SVM is used as the classification function of each node. A 1-vs-1 SVM can only exclude one class from consideration classes. For a problem with N classes, N-1 decision nodes will be evaluated in order to derive an answer, and there are N layers in the DDAG. And N*(N-1)/2 1-vs-1 SVMs are trained in DDAG. The path taken through the DDAG SVM from root node to the last node is known as the evaluation path. Research result in paper [11] shows that DDAGSVM is amenable to a VC-style bound of generalization error, and that it yields comparable accuracy and memory usage to the standard 1-v-r SVM. But in the traditional DDAGSVM, the choice of the class order is arbitrary. The unclassifiable regions are assigned to the classes associated with the leaf nodes. In paper [12] , an optimizing DDAGSVM is proposed to improve the generalization ability of DDAG. This research work enlightens us.
In another aspect, there are many feature selection methods proposed for the speech emotion recognition recently, which can be broadly classified as random or nonrandom selection [13] [14] [15] [16] . The selected features by the random selection methods can get higher recognition accuracy on the classifier employed. Moreover, informative features selection and SVM parameter optimization can be finished synchronously by Genetic Algorithm (GA). Thus, GA is designed to select features and optimize parameters in this paper.
In this study, an improved DDAGSVM is proposed to reduce error classification cumulation of DDAGSVM, and then a novel hierarchical speech emotion recognition method is put forward by using the improved DDAGSVM. In addition, GA is used to select informative features for each class pair and optimize SVM parameters in each node. Section 2 describes the confusion degrees of emotion pairs. Hierarchical speech emotion recognition method based on improved DDAGSVM is presented in section 3. Experiment results on the Chinese Speech Emotion Database (CSED) and the Audio-Video Emotion Database (AVED) for 7 emotions are illustrated in section 4. Section 5 draws a conclusion.
Confusion degrees of emotion pairs
Definition 1 (Confusion degree between two emotions): It is assumed that E i and E j denote the i th emotion and the j th emotion respectively. Then, confusion degree between E i and E j is the mean of the probability that the samples labeled E i are classified into E j and the probability that the samples labeled E j are classified into E i . It is denoted by I ij , and it is defined as Eq. (1).
(1)
In Eq.(1), x is a test sample, and r is the classification result. We can see clearly that, the greater the confusion degree between two emotions is, more difficultly the two emotions are differentiated. The confusion degrees of emotion pairs can be gotten by confusion matrix.
Improved DDAGSVM
In this paper, to improve the error classification cumulation of the DDAGSVM, an improved DDAGSVM is proposed. Compared with the traditional DDAGSVM, improved DDAGSVM has two improvements. One is the constructing method of DDAGSVM, and the other is the geodesic distance-based testing algorithm for the test samples differently distinguished.
In the improved DDAGSVM, emotion pairs having smaller confusion degrees are classified in the upper nodes, and emotion pairs with greater confusion degrees are differentiated in the lower nodes. The improved DDAGSVM is constructed with many evaluation paths. According to confusion degrees of emotion pairs, an improved DDAGSVM can be set up. In DDAGSVM, if the recognition accuracy of the test sample differently distinguished is increased, the classification ability of DDAGSVM can be improved. In the following, 1-vs-1 SVM is analyzed to find the samples which may be classified in error.
Eq. (2) is the equation of the hyperplane of SVM [17] . It makes the margin between two classes largest when f(x)=0. The hyperplane is denoted as H 0 . In Eq. (2) If situation 1 or situation 2 happens, x 0 is classified as class 1 or class 2 correctly. But if situation 3 happens, x 0 may be classified by error in all probability. Therefore, the key to reduce error classification cumulation of DDAGSVM is whether the test samples in situation 3 can be classified correctly. In this paper, except the leaf nodes in the improved DDAGSVM, a new testing algorithm for each node is proposed as follows. In Algorithm1, there are two reasons to use the average geodesic distance between a test sample and support vectors of one class to reflect the distance between the test sample and the class. One reason is that the geodesic distance between samples can reflect the factual distance between samples in feature space [18] . The other reason is that support vectors of one class can be regarded as the representative samples of this class. It consumes less time than calculating distance between a test sample and all the training samples of one class. The calculating method of geodesic distance between sample x 0 and a support vector s i is shown as Algorithm 2. 
When v i is x 0 , and v i is s i , GD(v i ,v j ) is the geodesic distance between x 0 and s i . In Algorithm 1, when a test sample is sent to both the left and the right node to be classified in further, which evaluation path of the test sample is reliable? In this paper, the membership degree sequence of evaluation path is defined to judge the most reliable evaluation path. Here, if it happens in l th node that the test sample is sent to both the left and the right node according to Algorithm 1, the evaluation path is checked from (l+1) th node to the last node. Since each node eliminates one class from the list in the evaluation path of improved DDAGSVM, the membership degrees of the test sample x 0 not belonging to emotion class 1 and emotion class 2 in the node l are defined as Eq.(5). They are denoted by λ l 1 and λ l 2 respectively.
When the membership degrees of x 0 in each node traveled are gotten, these membership degrees make up of membership degree sequences for evaluation paths. It is assumed that there are two sequences of two evaluation paths P j and P k , and they are denoted as
Lexicographic order is used as the rule to compare two membership degree sequences. The test sample x 0 is classified as the emotion class of the leaf node of P j if and only if q j > q k according to the lexicographic order.
Experiment Results and Discussions

Selecting informative features and optimizing SVM parameters
In this paper, two emotion speech corpora are used for experiments. One corpus is CSED [10] , and the other is AVED [19] . These two emotion corpora are recorded by our workgroup. Each database includes short utterances covering 7 emotions. In this paper, 132 dimensional original features are extracted from the aspects of the voice of quality, energy, pitch, formant frequency, MFCCs (Mel Frequency Cepstral Coefficients), Mel Frequency energy Dynamic Coefficient and multi-fractal [19] [20] [21] .
By using GA, we can select informative features for each emotion pair and optimize parameters for the corresponding SVM. Both the recognition accuracy and the number of selected features are taken into consideration in the fitness function, which is defined by Eq.(6). 
In Eq. (6), SVM_accuracy denotes SVM recognition accuracy, w r denotes the SVM recognition accuracy weight, w n denotes the features number weight, and features_num denotes the number of the features selected. The constant 10 in the second item of Eq. (6) is to make the two items keep balance. According to the fitness function of Eq. (6), w r and w n can influence the experiment result. We defined w r =0.8 and w n =0.2 in this paper according to experiment. The best chromosome is obtained when the termination criteria is satisfying. Both the selected informative features and the pair of (C, σ) for each SVM can be gotten by GA. Here, C∈ [2 -5 ,500], σ∈ [2 -10 ,100]. The number of the united informative features of all emotion pairs is 46. That is to say, only 46 features need to be extracted from samples before testing. It improves the efficiency of the improved DDAGSVM.
Constructing Improved DDAGSVM
Before confusion degrees of emotion pairs are calculated according to Eq. (1), confusion matrix of 7 emotions must be gotten. It is gotten by using multi-SVMs. Feature subset and SVM parameters used in this step are gotten by GA. The confusion matrix on CESD is shown in Table 1 . According to the confusion matrix, confusion degrees of emotion pairs can be gotten, and then the improved DDAGSVM is set up. The part of it is shown in Fig.2 . 
Recognition experiments
For the improved DDAGSVM, the value of δ in Algorithm 1 and the value of k in Algorithm 2 are important, and they are difficult to choose. If the value of δ is adjusted to greater, the recognition accuracy may be improved, but the number of the test samples that need to be classified in many evaluation paths will increase. It will consume much time to test. On the contrary, if the value of δ is adjusted to smaller, the recognition accuracy may be decrease. In this paper, we compromised between the recognition accuracy and the test time. The hierarchical speech emotion recognition method based on improved DDAGSVM proposed in this paper was evaluated on two different emotion speech databases CSED and AVED. On each database, we evaluated five methods for 7 emotions:
• Multi-SVM. 21 1-vs-1 SVMs of it are executed in the same layer.
• SVM-based Binary Decision Tree(SVM-based BDT). In this decision tree, the emotions having the better clustering performance are distinguished in the upper layer, and the emotions having the worse clustering performance are distinguished in the lower layer [10] .
• Traditional DDAGSVM. The choice of the class order of this method is arbitrary.
• Improved DDAGSVM not with the Geodesic distance-based testing algorithm. In this method, the DDAGSVM is constructed according to the confusion degrees of emotion pairs. The training and testing processes of this method are the same with those of the traditional DDAGSVM.
• Improved DDAGSVM with the Geodesic distance-based testing algorithm proposed in this paper (improved DDAGSVM with GD test).
In the method mentioned above, both the features and the parameters used by each SVM are selected or optimized by GA. The recognition accuracies of these five methods on the two speech emotion databases are listed in Table 2 . Table 3 list the number of SVMs needed to train and to test. The mean training time and the testing time of one sample needed by the five classification methods are also listed. From the results in Table 2 , we can see clearly that the hierarchical methods have better recognition accuracy than multi-SVM. It proves that the hierarchical methods can improve the recognition accuracy of speech emotion recognition. Compared with the other four methods, the improved DDAGSVM with GD test proposed in this paper has the highest recognition accuracy on the two databases. And the improved DDAGSVM not with GD test has better recognition than the traditional DDAGSVM, SVM-based BDT and multi-SVM. These experiment results indicate that the construction method of DDAGSVM and the geodesic distance-based testing algorithm proposed in this paper can improve the classification ability of DDAGSVM. In the aspect of time consumed, the results in Table 3 illustrate that SVM-based BDT needs the longest time to train. It is because that the classifier in binary decision tree is 1-vs-r SVM, the training of which will consume much time. The testing time consumed by the improved DDAGSVM not with GD test is the same with that of the traditional DDAGSVM. But the improved DDAGSVM with GD test has longer testing time than the two methods, because the calculation of geodesic distance and the membership degree sequence will consume much time when the test sample is distinguished differently. Although the improved DDAGSVM with GD test will consume much time in testing, the increasing testing time is little. Compared with the least testing time 0.026s, the average testing time of the improved DDAGSVM with GD test only increases 0.006s. 
Conclusions
In this paper, a novel hierarchical method based on improved DDAGSVM was proposed for the speech emotion recognition. Improved DDAGSVM is set up according to the confusion degrees of emotion pairs. In addition, a geodesic distance-based testing algorithm is proposed to give the test samples differently distinguished many decision chances. The informative features for each emotion pair are selected by GA while the SVM parameters are optimized by GA. Before testing, only 46 features are extracted from testing samples. This makes training and testing of the improved DDAGSVM more quickly. The classification experiments have been done on two speech emotion databases CSED and AVED. The experiment results reveal that, compared with the other four methods, the improved DDAGSVM with the Geodesic distance-based testing algorithm has the highest recognition accuracy. The disadvantage of it is that the testing time is longer. But the increasing extent of it is small. It is still fit for the real-time applications. This is worth to be studied in the further work. The method proposed in this paper can be applied in other pattern recognition fields.
