Abstract-Many wireless applications demand a fast mechanism to detect the packet from a node with the highest priority ("best node") only, while packets from nodes with lower priority are irrelevant. In this paper, we introduce an extremely fast contention-based multiple access algorithm that selects the best node and requires only local information of the priorities of the nodes. The algorithm, which we call Variable Power Multiple Access Selection (VP-MAS), uses the local channel state information from the accessing nodes to the receiver, and maps the priorities onto the receive power. It is based on a key result that shows that mapping onto a set of discrete receive power levels is optimal, when the power levels are chosen to exploit packet capture that inherently occurs in a wireless physical layer. The VP-MAS algorithm adjusts the expected number of users that contend in each step and their respective transmission powers, depending on whether previous transmission attempts resulted in capture, idle channel, or collision. We also show how reliable information regarding the total received power at the receiver can be used to improve the algorithm by enhancing the feedback mechanism. The algorithm detects the packet from the best node in 1.5 to 2.1 slots, which is considerably lower than the 2.43 slot average achieved by the best algorithm known to date.
M
ANY wireless multi-agent scenarios require the system to discover or select, from a set of nodes, the most suitable candidate for accessing an appropriate sink or base station. More formally, in these scenarios, we assign a realvalued "suitability metric" to each user, and aim to discover the user with the highest metric. For example, a system that exploits multiuser diversity allows the node with the "best" channel state (either absolutely in max-throughput scheduling, or relative to its average in proportional-fair scheduling [1] ) to transmit so as to maximize the overall system throughput [2] . In a sensor network, a node can be selected to minimize total power consumption or maximize network lifetime. In cooperative communications, a transmitting source needs to select the best relay, among the many available relays, for collaboration [3] , [4] . Due to the decentralized nature of wireless networks, the information necessary to evaluate the suitability metric is initially available only locally at the node itself and not anywhere in the network. Delivering all the information to a centralized node can be inefficient and consumes bandwidth resources that scale with the number of available nodes. Or, often, by itself, it constitutes a multiple access (MA) problem in which the best node wants to let the central node know its suitability metric. In either case, it is highly desirable that the process of selection be fast and decentralized. An attractive option for accomplishing this is a multiple access selection (MAS) mechanism in which the nodes themselves compete with each other based on their local information such that the best node is the first to successfully send its packet to the sink for further processing or identification. Once the node has been identified/selected by the sink, it can transmit data packets or be transmitted to (in multiuser diversity), or be used as the relay to forward data packets in cooperative communications. Depending on how the channel and the metric evolve over time, different nodes will get selected by MAS at different times; for example, improved fairness can be achieved by giving a higher priority (higher metric) to a node that has not transmitted for a long time. One key difference from conventional multiple access selection is that in the above scenarios, only the packet from the best node -and not other nodes -is of interest at any time.
Traditionally, studies of random multiple access communications rely on the assumption that a packet is successfully received by the information sink if and only if there is no concurrent transmissions. Based on this model, a plethora of multiple access schemes, such as ALOHA [5] , carrier sensing multiple access [6] , the first-come-first-serve (FCFS) algorithm [7] , and the part-and-try algorithm [8] , [9] , have been proposed and their performance has been studied.
However, as has been well recognized in the literature, this collision model is a coarse and pessimistic way to model a wireless physical layer that handles interference. So long as the received power of a signal is sufficiently stronger than the interference power, the receiver can decode (capture) the stronger signal [10] . 1 In fact, performance improvements due to such capture models have been shown in several systems such as ALOHA [13] - [15] , 802.11 systems [16] , Bluetooth radios [17] , and cellular systems [18] .
In this paper, we introduce and analyze an algorithm that exploits the capture effect to speed up the detection of the best packet. As we shall see, capture with local channel knowledge significantly changes how MAS is done. In particular, the contributions of this paper are threefold: (i) First, we demonstrate that when the channel gain to the sink is known locally at the transmitting nodes, a fast, distributed algorithm can be found that controls how and which users transmit. We call this the Variable Power Multiple Access Selection (VP-MAS) algorithm.
(ii) We prove that monotonically mapping the metric into a set of discrete receive power levels is optimal.
We derive an explicit characterization of the optimal mapping (called power-mapping function henceforth). (iii) We show that if the information sink has access to reliable information regarding the total receive power of each transmission, the performance can be enhanced even further using an algorithm called VP-MAS with Power-Splitting (VP-MAS-PS).
Since we assume that channel state information is available at each transmitter, our simulation results turn out to be independent of the underlying channel fading model. Instead, the results primarily depend on the dynamic range of the transmitting nodes. Since the goal of MAS is to only select the packet of the best user, the most important measure for the effectiveness of our algorithm is the average number of slots it takes to get the best-user packet to the information sink. Therefore, this metric was used for evaluating the multiple access splitting algorithm proposed in [19] and is also used in the current paper. This is unlike conventional multiple access, in which stability region [5] , [7] analysis or packet delay analysis are of interest. We show that VP-MAS finds the best user in 2.1 and 1.8 slots on average when the receiver dynamic range is 20 dB and 40 dB, respectively. For the same dynamic ranges, VP-MAS-PS finds the best user even faster in 2.0 and 1.5 slots, respectively. These results hold for an arbitrarily large number of contending users. In other words, the proposed MAS algorithm is always stable in that it is guaranteed to terminate and find the best user in finite time (when the metric has a continuous probability distribution).
A. Related Work
To the best of our knowledge, VP-MAS is the first algorithm for MAS that jointly exploits local channel state information and the capture effect. A number of previous papers have used components that are similar to some of the ones we exploit, though this is done in a different context. The Opportunistic Splitting Algorithm [19] achieves MAS by assuming the traditional contention model without capture, and finds the best node in 2.5 slots. Our result shows that the performance of MAS can be improved by at least 20% with additional information.
A back-off timer is another technique that is often used for MAS. In both [4] and [20] , the suitability metric for cooperation, or the (perfect) local channel state information, is mapped into a timer that determines the start time of the signal transmission of each node. The better the metric, the shorter the backoff time. Reference [20] takes one step further in using the timing of beacon packets in determining the rates that enable MPR. Nonetheless, all these timing-based techniques suffer from the hidden-terminal and multipath problems inherent in wireless systems.
A promising generalization of capture called Multi-Packet Reception (MPR) has also been studied extensively in the literature [21] - [24] . These protocols differ in two important respects from our approach: (i) they aim to receive packets from all users, so their analyses do not apply to MAS; and (ii) they assume that the MAC protocol has no influence over the physical layer dynamics that specifies the multipacket reception probability matrix. As we shall see in this paper, one can indeed, in effect, gainfully influence the physical-layer probability of success.
Finally, the use of multiple receive power levels has been explored previously in [25] and [26] . While they only consider discrete power mappings, their conclusions are quite different from ours. Specifically, both papers show that if the receive power level and the data packet length are adjustable, then using a single receive power level achieves optimal throughput so long as the SINR threshold exceeds a certain value. On the other hand, we show in this paper that a larger receive power dynamic range coupled with gated contention that adapts to feedback always improves performance. The reasons for this seemingly contradictory conclusion are as follows: (i) The power levels in [25] , [26] are selected at random and are not adjusted based on the outcome of the transmission.
(ii) Their approach and analysis are based on a slotted-ALOHA type multiple access scheme per power level, whose goal of receiving data packets from all users is completely different from a MAS scheme like ours. A multi-power level slotted-ALOHA based approach was also proposed in [14] , though again for receiving all packets, and their power levels were not adjusted based on feedback.
The remainder of the paper is organized as follows. In Sec. II, we describe the system model. An explicit characterization of the optimal metric-to-power mapping function is provided in Sec. III. Section IV describes the complete multipleaccess splitting algorithm. Simulation results in Sec. V are followed by our conclusions in Sec. VI.
II. SYSTEM MODEL
We consider a wireless network consisting of N ≥ 2 nodes and a message sink. We assume N is known globally in the system. Each node, i, has a metric, μ i , that describes the priority of getting its packet to the sink. The sink is only interested in decoding the packet from the node with the highest priority; all other packets can be dropped. Furthermore, we assume that the priority metric remains constant during the multiple access selection process. 2 The metrics are independent real-valued random variables (RVs), with a probability distribution that is continuous and known globally in the system. The continuous probability distribution ensures that the probability that two metrics have exactly the same value is zero. to unity. The channel gain between node i and the message sink is denoted by h i , and is assumed to be known at the transmitter, as was assumed in channel-aware Aloha [27] , [28] .
Let P i denote the power received from node i. (We shall henceforth call it 'receive power'.) The sink can decode the packet from node i successfully if the received signal to interference and noise ratio (SINR) exceeds a threshold:
where σ 2 is the noise power, andγ ≥ 1 is a threshold that depends on the modulation and coding used for packet transmission [29] . 4 Thus, a packet can be decoded successfully even when two or more users transmit simultaneously, if their levels are sufficiently apart; otherwise, none of the packets can be captured.
A. Controlling Receive Power
The ability to control receive power is crucial to the development of a fast multiple access selection algorithm that takes advantage of capture in (1) . To do so, the message sink can occasionally broadcast a (predefined) pilot sequence. 5 Each node then locally computes its channel gain to the sink. For a target receive power P and an estimated channel gain h, a node transmits its message at power P/h. This technique is analogous to the power control that is ubiquitous in secondand third-generation CDMA-based cellular systems [30] , [31] .
In this work, we assume that the power received from any node lies between P min and P max , where P max is obtained by considering the hardware limitations at the receiver. The dynamic range of the received power can be in tens of decibels, depending on the difference between the best and worst channel gains in the system as well as the dynamic range of the transmitters. For example, the mobile station transmit power dynamic range is about 34 dB in GSM systems [30] and 74 dB in WCDMA systems [31] .
B. Channel Fading
Due to channel fading, it is possible that the maximum receive power of packets from some nodes are below P max even when they are sent at maximum transmit power. In this case, these nodes are considered to be out of range, and, therefore, excluded from the discussion. Admission control mechanisms to ensure this are beyond the scope of this paper. Otherwise, we assume that the fading characteristic of the channel is slow enough so that the channel estimation allows the nodes to accurately control the receive power as described in the previous subsection, and the channel remains constant throughout the duration of multiple access selection. As we shall see, this assumption is easily satisfied since the selection process is very fast. 4 In a CDMA system, the SNR considered here will correspond to the SNR after the despreading operation at the receiver. Thus,γ ≥ 1 is still the reasonable operating range. 5 The frequency of estimation depends on the coherence time of the channel.
C. Multiple Access Selection Process And Feedback
At the beginning of a time slot, each node independently decides, depending on criteria that will be specified later, whether or not to transmit its packet. If it does transmit, it sets the receive power of its packet according to a metric-toreceive power mapping π(·). That is, it ensures that its signal is received with a power level π(μ), which depends on its metric. (Therefore, the node will transmit at a power of π(μ)/h i . 6 ) At the end of every slot, one of three outcomes is broadcast to all nodes. If no node transmits in the slot, the outcome is idle. If the received powers are such that the signal of one of the transmitting nodes can be captured (as per (1)), the outcome is a success. Otherwise, if none of the transmitted signals can be captured, the outcome is a collision. This can happen, for example, when the best two nodes transmit and do so at power levels that are not sufficiently apart to enable the best node's packet to be captured. The base station broadcasts this outcome at the end of every slot.
III. FUNDAMENTAL INSIGHTS
Our aim is to design a fast multiple access selection algorithm such that the packet sent by the best node is the first to be successfully decoded by the message sink. Before describing the complete algorithm, we first consider the metric-to-receive power mapping for the case in which exactly two nodes simultaneously transmit. We then generalize it to the case in which a fixed, but arbitrary, number of nodes transmit. Finally, the complete VP-MAS algorithm is developed in the following section.
A. Simultaneous Transmissions from Two Nodes
Consider the scenario where exactly two nodes, a and b, with corresponding metrics μ a and μ b , transmit their packets simultaneously. We first assume that the metrics are uniformly distributed in the range [μ min , μ max ), and will generalize the result to arbitrary probability distributions later. Consider an order statistic of the metric μ such that a indexes the node with the smaller of the two metrics (i.e., μ a < μ b ).
To begin, we want to find the optimal function π(·) that maximizes the probability that the sink decodes the packet transmitted by b successfully. This is an infinite dimensional optimization problem, which can be stated mathematically as:
subject to
It is important that the function, π(.), be set so that a user with a lower metric does not get selected when a user with the higher metric has also transmitted. If a function does not violate such a condition, we say that it is valid. The following lemma, which follows from (2), characterizes the space of all valid power mappings:
, this implies that all monotonic non-decreasing (MND) functions are valid power mappings. However, the lemma also indicates that there exist valid mappings that are not MND, i.e., π(μ a ) > π(μ b ) for some μ a < μ b . One trivial example occurs when P max <γ(P min + σ 2 ). In this case, all functions are valid (and optimal) as they all result in a zero probability of success, which is the only value possible.
Since the goal of the multiple access algorithm is to maximize the success probability of decoding the packet transmitted by the node with the largest metric, it is intuitive to consider only MND functions. The following lemma formalizes this intuition and shows that an optimal solution can indeed be found in the space of MND functions.
Lemma 2: An optimal mapping π(·) can be found in the space of MND functions.
Proof: Let π opt (μ) be an optimal mapping that is not necessarily MND. We can "sort" this function by considering its cumulative distribution function when μ is uniformly distributed in the range [μ min , μ max ). That is, consider the transformation
for μ ∈ [μ min , μ max ). Then, π(μ ) is MND and has the same power distribution as π opt (μ). Such a sorting clearly does not affect the probability of success.
The following important lemma proves that an optimal MND, in fact, maps the metrics into a set of discrete power levels.
Lemma 3: Let π(·) be a function that maps the metrics into (L + 1) discrete power levels in the set
and
Then π(·) optimizes the probability of success in (2) . Proof: The proof is given in Appendix A. The power levels shown in (6) result from setting q 0 = P min , and minimizing the gap between the adjacent power levels. The number of levels depends on the dynamic range P min and P max .
It is important to note that the above lemma does not imply that an optimal function must be discrete. In other words, while the above discrete solution is optimal, it need not be the uniquely optimal solution. For example, when q L < P max , the highest power level can be increased without affecting the probability of success. Furthermore, appropriately scaling the power levels while still ensuring that there are (L+1) of them below P max also ensures the same probability of success and results in a different optimal solution.
Let 
The following theorem provides a complete characterization of an optimal power mapping.
optimizes the probability of success in (2) . The corresponding optimal probability of success is
Proof: The proof is given in Appendix B. In other words, the optimal support consists of equal length intervals:
A larger dynamic range in the receive power allows more levels (larger L), which increases the success probability by improving the odds that the best user's signal can be resolved.
The following corollary generalizes Theorem 1 to metrics with arbitrary (non-uniform) continuous probability distributions.
Corollary 1: Let the metric μ be a continuous RV in the range [μ min , μ max ) with a monotonically increasing cumulative distribution function (CDF) F (μ). Then, the mapping
for 0 ≤ i ≤ L + 1, maximizes the probability of success in (2).
Proof: The proof easily follows from Theorem 1 and the following two observations: (i) the transformation G = F (μ) creates a continuous RV G that is uniformly distributed in the range [0, 1) regardless of the probability distribution of μ, and (ii) a one-to-one mapping exists between μ and F (μ) since F (μ) is monotonically increasing.
To guarantee that the transmission by a single node in a time slot can be decoded properly, we set P min = σ 2γ henceforth. The optimal power mapping function and its dependence on the dynamic range P min and P max is illustrated in Fig. 1 when the metric is uniformly distributed. 
B. Metric-to-Transmit Power Mapping Examples
We choose a specific example in multiuser diversity [32] to illustrate how the metric, receive power, and transmit power are related. Specifically, the channel (power) gain of a user i can be written as h i =h i α i , whereh i includes path loss, shadowing, and antenna gain, and α i is due to shortterm Rayleigh fading with unity mean value. We choose the proportional-fair metric μ = h i /h i = α i , which is an exponential distribution function with unit mean, and its CDF is given by F (μ) = 1 − e −μ , 0 ≤ μ < ∞. Lemma 1 shows how the receive power may be selected if exactly two nodes transmit, and the corresponding transmit power of user i equals to π(α i )/h i . In Fig. 2 , the transmit power normalized with respect to P min (i.e., π(α i )/(P min α i )) is plotted against h i . It can be seen that the transmit power also ends up being discontinuous. But, unlike receive power, it is not an MND function of the metric.
C. Simultaneous Transmissions from Exactly n + 1 Nodes
In general, when n + 1 nodes transmit simultaneously, Lemma 3 can be generalized to show that the optimal power mapping still consists of discrete power levels. The levels are again determined iteratively starting from one level q 0 = P min . Given a set of levels that have been computed thus far, each possible combination of n of these levels leads to a possibly new and higher power level that can overcome the interference from the n interferers.
To compute the receive power levels, we begin by defining a set Q 0 = {P min }, and we create a set Q k+1 based on the elements in the set Q k . Let Ω k denote the set of all possible sets of n levels chosen from Q k that the n nodes can occupy. Then,
This procedure is repeated until no new power level gets added to the set. It can be easily shown that the iteration terminates.
The iteration above thus leads to a large number of levels and becomes intractable even for small n. We, therefore, derive a sub-optimal power mapping for this case that consists of fewer carefully designed power levels.
1) Overcoming worst-case interference from n other nodes:
The levels are set so as to ensure that the best user can be successfully captured even in the worst-case interference scenario in which the power received from each of the other n contending nodes (adversaries) is just one level below the receive power of the best user.
In this case, the power levels are given by
where q n,0 = P min , and L n is the index of the largest power level. Solving for q n,i explicitly, we obtain
(12) Using the maximum power constraint, it follows that
Note that setting n = 1 leads to (5).
As in Theorem 1, we can optimize the support to maximize the probability of successfully capturing the best user. Recall that metrics in the range [m i , m i+1 ) are mapped to receive power q i , for 0 ≤ i ≤ L n , and m 0 = μ min and m Ln+1 = μ max . Then, the probability of success, when exactly n + 1 nodes are present, can be written in closed-form as follows:
other n metrics are less than m i ,
As before, the support can be optimized to maximize the probability of success. The following lemma characterizes the optimal support that maximizes P n succ . Lemma 4: When the metric is uniformly distributed in [μ min , μ max ), the support (14) . Proof: See Appendix C. Figure 3 shows the optimal support for various n and L values, assuming the worst-case interference discussed above.
(The largest value of L depends on P min and P max .) Notice that for n = 1, the worst case interference is the same as interference from the node with the lower metric value. Thus, the solution reduces to the equal support case of Theorem 1.
D. Interference from an unknown number of interferers
In the previous section, the power levels were set so as to successfully overcome the interference from n adversaries. During multiple access, the actual number of nodes that transmit in a slot is, in general, a random variable that takes value between 0 and N . In this paper, we set the power levels as follows:
where a ≥ 1, a ∈ R, is called the adversary order. The number of power levels L a depends on P max , and the levels are set according to an adversary order a. A node with metric μ ensures that the power received from it is according to the following power mapping:
where the {m 0 , . . . , m La+1 } is the support. This ensures that the best node will always be captured when at most a + 1 nodes transmit. This, therefore, leads to the following lower bound for the probability of success, S r , when r nodes actually transmit, for a uniform distribution of the metric:
where
La+1 for equal level intervals (based on Theorem 1), or T i = La j=1 t j (based on Lemma 4) if one chooses to optimize the support for a specific number of transmitting nodes. This is a lower bound since it pessimistically assumes that capture never occurs when the number of transmitting nodes exceeds a + 1. As we shall see in Sec. V, this bound is quite tight. Henceforth, specifying the adversary order and the support will fully define the power mapping function.
There are several interesting trade-offs that occur in choosing the appropriate adversary order a. Increasing a increases the gap between the power levels, and, thus, improves the odds of capture. But, it also may reduce the number of levels L a (since the receive power levels must lie between P min and P max ), which instead increases the probability of no capture. Another trade-off occurs in determining the support. While optimizing the support for a + 1 contending nodes, as per Sec. III-C, results in the best probability of success when exactly a + 1 nodes transmit, it decreases the probability of success when fewer nodes transmit. Therefore, it makes sense to decouple the optimization of the support from the optimization of a. These trade-offs play an important role in the design of the overall MAS algorithm in the next section.
IV. VARIABLE POWER MULTIPLE ACCESS SELECTION ALGORITHM
We now design the Variable Power Multiple Access Selection (VP-MAS) algorithm that controls: (i) how many nodes transmit at any time so as to improve the odds of capturing the best user, and (ii) what power mapping function (defined in terms of the adversary order and the support) to use for the nodes that do transmit. Intuitively, controlling the number of nodes that transmit is important because more steps will be required to find the best user if too few users transmit in each step. On the other hand, if too many users simultaneously transmit, the interference increases and reduces the odds of a successful capture. The power mapping matters because the success probability suffers significantly when more users transmit than can be handled by the adversary-order based setting of the power levels. On the other hand, assuming a pessimistically large adversary order is also not desirable since it decreases the number of power levels available.
The MAS algorithm proceeds through a sequence of steps and eventually results in the successful capture of the signal sent by the best user. In each step, only nodes whose metrics lie within a specified interval determined by the algorithm transmit. At the end of each step, the base station broadcasts one of three outcomes to all nodes: idle, collision, or success. Depending on the outcome, the intervals are updated, as described below. This updating can be done independently by each node without any additional feedback from the sink.
The development of the VP-MAS algorithm below limits itself to metrics uniformly distributed in [0, 1) in order to make it approachable and simple. Appendix D shows how this can be fully generalized to the case in which the metric has any monotonically increasing CDF.
Definitions: To specify the protocol precisely and optimize its performance, we first define the following three state variables: μ base (k), μ max (k), and μ min (k). μ base (k) and μ max are the lowest and highest possible values, respectively, of the best metric at the beginning of step k. In step k, only nodes with metrics between μ min (k) and μ max (k) transmit. Hence, if equal length support intervals are used, the supports at step k that determine the receive power level are
where T i takes on the same meaning as in (18) . We also define z(k) as the probability that an arbitrary node will transmit in step k. Let ϕ(k) denote the most likely estimate of the number of nodes with metrics between μ base (k) and μ max (k).
Initialization: At the beginning of the algorithm, the best metric can lie anywhere between μ min and μ max . Therefore, μ base (1) = 0 and μ max (1) = 1. Initially, all N nodes lie between μ base (1) and μ max (1). Therefore, ϕ(1) = N . (Given these initial values, z(1) gets automatically determined by (21) given below.)
Basic relationships: Given ϕ(k) and z(k), the success probability in step k is lower bounded by (20) where S r , given by (18) , is the probability of success when r nodes transmit. Note that S r only depends on the adversary order a, and how the system chooses to compute
. The key rule is that the parameters are updated so as to maximize the probability of success in each step. To achieve this, it follows from (20) , that the transmission probability, z(k), needs to be set as:
Given that all nodes with metrics that lie between μ min (k) and μ max (k) transmit, z(k) can be written in terms of the state variables as
VP-MAS Algorithm: At each time slot k, VP-MAS proceeds as follows:
1) A node i with metric μ i transmits only if μ i lies in the range [μ min (k), μ max (k)). If it transmits, the power mapping it uses, π(μ i ), is calculated from (17) and (19) . 2) If the outcome is a success, then the best node has been captured and the algorithm terminates. 3) If the outcome is an idle, then no node transmitted.
This implies that all the nodes, including the best node, have metrics that are less than μ min (k) (and greater than μ base (k)). Hence, μ max (k + 1) = μ min (k) and μ base (k+1) = μ base (k). Thus, the estimate of the number of nodes lie between μ max (k + 1) and μ base (k + 1) remains unchanged. Hence, ϕ(k+1) = ϕ(k). Therefore, from (21) , it also follows that z(k + 1) = z(k). μ min (k + 1) follows from (22). 4) If the outcome is a collision, it implies that the best metric definitely lies between μ min (k) and μ max (k). Hence, we set μ max (k + 1) = μ max (k) and μ base (k + 1) = μ min (k). Furthermore, ϕ(k + 1), the most likely number of nodes between μ max (k + 1) and μ base (k + 1), is
The values of z(k + 1), and, consequently, μ min (k + 1), are determined using (21) and (22) . Example: We demonstrate all the possibilities of the algorithm using the following contrived example with N = 6 nodes,γ = 10 dB, σ 2 = −110 dBm, and P max = −70 dBm. The optimal receive power levels are then given by −100 dBm, −84.9 dBm, and −70 dBm. The metrics of nodes 1 to 6 are assumed to be 0.1548, 0.2731, 0.4324, 0.5749, 0.6440, and 0.7011, respectively. In slot 1, with μ base (1) = 0, μ max (1) = 1, and ϕ(1) = 6, the algorithm computes μ min (1) = 0.71. Since none of the metrics exceeds 0.71, an idle slot results. The algorithm then sets μ base (2) = 0, μ max (2) = 0.71, and ϕ(2) = 6, which leads to μ min (2) = 0.5041. This implies that the mapping function in slot 2 maps metrics in [0.5041, 0.5727) to −100 dBm, in [0.5727, 0.6414) to -84.9 dBm, and in [0.6414, 0.71) to -70 dBm receive power. Hence, the receive powers from nodes 4, 5 and 6 are -100 dBm, -70 dBm, and -70 dBm, respectively, which leads to a collision. The algorithm then sets μ base (3) = 0.5041 and μ max (3) = 0.71, and computes ϕ(3) = 2 and μ min (3) = 0.5556. This implies that the mapping function in slot 3 maps metrics in [0.5556, 0.6071) to -100 dBm, in [0.6071, 0.6585) to -84.9 dBm, and in [0.6585, 0.71) to -70 dBm receive power. Now, the receive powers from nodes 4, 5 and 6 are -100 dBm, -84.9 dBm, and -70 dBm, respectively, which leads to the desired successful capture of best node 6's packet.
A. VP-MAS with Power-Based Splitting (VP-MAS-PS)
We now develop a more efficient variant of VP-MAS that leverages the ability, if present, of the receiver to measure the total receive power. Most receiver implementations already support this capability since they measure received signal strength indicator (RSSI). This capability was not required of the receiver in VP-MAS, which was developed in the previous section.
Such a capability is especially useful in the event of a collision as it indicates the interval in which the maximum metric value lies. This is so because the gap between adjacent power levels given by π(·), shown in (17), increases exponentially with aγ. Therefore, the signal from the power level that is the highest among the ones selected by the users, comprises the bulk of the received signal power. For example, in lightly coded systems, the SINR threshold,γ, is in the order of 6-15 dB, which implies that aγ > 4. Therefore, 4 or more interferers will need to transmit with the same receive power for the receiver to mistakenly infer that a single node (with higher receive power) transmitted. This is highly unlikely.
The receiver can therefore assume that, with high probability, the total receive power in step k, P tot (k), consists of at least one node whose receive power is at the highest level below P tot (k). Hence, it inverts the power mapping to determine the support interval in which the best user's metric lies. This information determines which users transmit in the next step. Formally, the receiver assumes that the best node's metric lies in the range [m J(k) , m J(k)+1 ), where J(k) is the estimate of the receive level of the best user. It is chosen as the level that is closest to P tot (k):
(24) While the above estimate is good, it need not always be correct. For example, the estimate can be too high when many nodes simultaneously transmit. In this case, no node will end up transmitting and J(k + 1) will need to be lower than J(k). Therefore, for VP-MAC-PS, the response to an idle outcome differs depending on whether a collision has occurred previously or not. If no collision has occurred previously, the idle outcome is handled in the same way as VP-MAS. However, if a collision has previously occurred, it implies that J(k) is too high. The base station then decrements J(k) in the next step, and broadcasts it as well.
VP-MAS-PS maintains two state variables μ min (k) and μ max (k), which are initialized just as in VP-MAS. In addition, it calculates ϕ(k), z(k), and J(k). Given that the receiver assumes that the best metric lies between [m J(k) , m J(k)+1 ), μ base (k) is no longer useful and is set to 0.
At each time slot k, VP-MAC-PS thus proceeds as follows for uniformly distributed metrics. The non-uniform metric case is handled in Appendix D.
1) A node i with metric μ i transmits if
is as per (17) . The support, {m 0 , . . . , m La+1 }, is updated just as in VP-MAS as a function of μ min (k) and μ max (k). 2) If the outcome is a success, the algorithm terminates.
3) If the outcome is a collision, the receiver computes the estimate J(k) from the total receive power P tot (k) using (24) , and broadcasts it to all nodes as its estimate of the level of the best node. Consequently, in the case of equal length interval support,
(26) 4) If the outcome is idle and no collision has occurred so far, μ max (k + 1) = μ min (k), ϕ(k + 1) = N , and z(k + 1) = z(k). As in VP-MAS, μ min (k + 1) is calculated using (22). 5) If the outcome is idle and a collision has occurred previously, the receiver also broadcasts
The most likely range in which the maximum metric resides is then the metric value corresponding to the index that is one less than the previous estimate. Hence,
V. SIMULATIONS
We consider a network of multiple transmitting nodes and a common information sink. Each node has a metric that is uniformly distributed in the range [0, 1). The metrics are independent across different nodes. We assume that a packet is decoded successfully when its SINR exceedsγ = 10 dB. Furthermore, we assume the effective noise floor has a power σ 2 = −110 dBm. Hence, P min = σ 2γ = −100 dBm. In the simulations, we test the performance of the system when the maximum receive power P max is −80, −70, and −60 dBm. For each set of parameters, data is collected over 100, 000 independent trials.
We first examine how the adversary order, a, and the support affect VP-MAS. Figure 4 plots, for 3 values of P max , the average number of slots required to select the best user among N = 50 users. As mentioned, as a increases, the gap between the discrete power levels also increases. This initially improves the probability of capture and reduces the average number of slots required. This effect is particularly prominent when a goes from below 2 to above 2, since a = 2.1 means that the packet from the best node can still be decoded even when the receive powers of two major interferers are at the level immediately below it, and other interferers are at a much lower received power. On the other hand, when a = 1.9, for example, the packet from the best node can be decoded in the presence of at most one major interferer at a level below it. However, increasing a further eventually leads to a reduction in the number of levels. It is this reduction in the number of levels that dramatically worsens the performance. For example, when P max = −80 dBm, the number of levels supported is 2 for a < 9.9, and it decreases to 1 for larger a. Therefore, the average number of slots required to select the best user increases from 2.1 to 2.8 when a goes beyond 9.9. This same result causes the performance degradation at a = 3.2 for P max = −70 dBm, and at a = 2.2 for P max = −60 dBm. Larger values of a lead to negligible performance gains since a large number of interferers seldom simultaneously transmit in VP-MAS. When P max = −60 dBm, the lowest average number of slots is just 1.8. This is a remarkably low number since at least one slot is always required to select the best user. Figure 5 plots the performance of VP-MAS when the support is optimized to best handle 3 simultaneous transmissions, as opposed to 2 simultaneous transmissions in the previous figure. We can see that increasing n from 1 to 2 has a negligible effect of performance. In some cases, e.g., when P max = −60 dBm and a = 2.1, the average number of slots does decrease to 1.75. However, the performance otherwise is very similar to the equal support case. Therefore, we shall henceforth use equal interval supports. Doing so has the advantage of enabling the supports to be calculated in a closed and simple form very easily from Theorem 1. This avoids the more involved recursion of Lemma 4 in each step of the algorithm every time μ min (k) and μ max (k) are updated.
Using the above parameters, we now vary the number of nodes in the network from 10 to 150 in Figure 6 . It can be seen that even with many users, 2.1, 1.9, and 1.8 slots are required for P max = −80 dBm, −70 dBm, and −60 dBm, respectively. For VP-MAS-PS, the numbers further reduce to requires 2.0, 1.6 and 1.5 slots, respectively. Also plotted in the figure is the 2.43 slot lower bound on the average number of slots when the standard collision model is assumed [19] . Thus, using just one extra power level, VP-MAS shaves off 0.5 slots. And, using two levels, it shaves off 1.0 slots, which is a significant gain. Note that the average number of slots is insensitive to the number of nodes, N , in the network. This happens because VP-MAS adjusts μ min (1) according to the number of nodes and the probability distribution of the metric to limit the number of nodes that contend in each step of the algorithm. Figure 7 plots the probability of a successful capture as a function of the number of steps (slots) into the algorithm, and explains why VP-MAS and VP-MAS-PS are this efficient.
We can see that the asymmetric receive power levels enable the algorithms to readily capture the best user more than half the time in the first slot itself. While both VP-MAS and VP-MAS-PS have the same probability of success in the first slot, the probability of capture in subsequent slots is greater for the VP-MAS-PS. For example, for VP-MAS, the probability of success in the first slot increases from 53.5% at P max = −80 dBm (20 dB dynamic range) to 65.0% at P max = −60 dBm (40 dB dynamic range).
VI. CONCLUSIONS
In this paper, we considered the problem of contentionbased multiple access selection in which the goal is to find the user with the best metric (e.g., best channel) by successfully receiving its signal first. We showed that multiple access behavior changes significantly when we take into account local channel state information, capture, and power control. The best strategy is to transmit in such a way that the receive power falls into one of a set of discrete levels. We optimized those levels and the mapping of the metric onto them. Based on these results we developed the VP-MAS algorithm that allows effective multiple access selection by dynamically adjusting the power levels depending on whether previous transmission attempts resulted in capture, idle channels, or collisions. We also developed a faster variant called the VP-MAS-PS algorithm that exploits received signal strength information at the receiver, should it be available. The results of this paper can be used for more effective and faster random access in systems with multiuser diversity, which is important for highspeed data transmission, as well as for the association and setup phase in many cellular systems. This work also provides a mechanism for relay selection in cooperative communication systems, which is much more efficient and scalable than centralized polling mechanisms.
We believe that this paper opens up several avenues for future work. For example, even faster mechanisms may be possible when the system is interested not in the best node, but in any one of the many nodes that meet a certain criterion.
Another extension is the case where the system parameters or statistics are not known perfectly.
APPENDIX

A. Proof of Lemma 3
Let μ a and μ b be an ordering of uniformly distributed random variables such that μ a ≤ μ b , and let δ = μ b − μ a . From order statistics, the pdfs of μ a and δ conditioned on μ a can be written as [33] :
For any power mapping π(.), a successful capture occurs only if
Note that the above definitions hold even for a discontinuous (but MND) π.
For any (MND) power mapping π, the general expression for probability of success is:
where ξ = min(π inv (γπ(μ a ) +γσ 2 ) − μ a , μ max − μ a ). We can assume that the optimal solution has π(μ min ) = P min . 7 If
Pmax
Pmin+σ 2 <γ, then P π succ is always 0 for any mapping. Otherwise, let m 1 be the smallest value at which π(m 1 ) ≥ q 1 , where q 1 =γ(P min + σ 2 ), as defined in (6) . (If π(.) does not have such a value, then its success probability is 0. This implies that π is necessarily suboptimal as a trivial modification of it such as setting π(μ) = P max , for (μ max − μ min )/2 ≤ μ ≤ μ max , results in a non-zero success probability.)
Consider an alternate mapping π * in which
The probability of success of π in (30) can be upper bounded 7 Given any optimal solution, we can always construct a new mapping π * (.) such that π * (μ min ) = P min , and π * (μ) = π(μ) for all μ ∈ (μ min , μmax]. Doing so guarantees that π inv * (γπ * (μa)+γσ 2 ) ≤ π inv (γπ(μa)+γσ 2 ), and thus ensures that P 
where [x] + = max(x, 0). The inequality in (33) follows because π is MND, which implies that π inv (γπ(μ) +γσ 2 ) ≥ m 1 +γσ 2 , for all μ min ≤ μ < m 1 . Furthermore, from (31), π inv * (γπ * (μ)+γσ 2 ) = π inv (γπ(μ)+γσ 2 ), for all m 1 ≤ μ ≤ μ max . The inequality thus shows that a flat π for μ ∈ [μ min , m 1 ) has the highest success probability.
We now use the above argument successively to show that the optimal π maps the metric values into a discrete set of power levels. Let m 0 = μ min . Assume that one has shown that the optimal π maps metrics [m i , m i+1 ) to power level q i , for 0 ≤ i ≤ k, for some k ≤ L. The previous paragraph proved that the assumption is true for k = 0. Define q k+1 = γq k +γσ 2 , and m k+1 = π inv (q k+1 ). If q k+1 ≤ P max , the probability of success is When k = L, it follows from (5) that q k+1 > P max . For this case, the probability expression has the same form as (35), except that it lacks the third term. Again, it can be argued that reducing all power levels to q L for μ ≥ m L does not affect P π succ . Hence, the result.
B. Proof of Theorem 1
From Lemma 3, we know that the optimal power mapping is discrete and consists of L + 1 levels. Let Therefore, the probability of success expression in (29) can be simplified as follows:
The goal is to find the support {m i } L i=1 that maximizes P π succ . By using the first order condition, it is easy to show that the optimal support is as given in the theorem statement.
C. Proof of Lemma 4
When we rearrange the first order condition of (14), we get the following recursion: 
D. General VP-MAS for Metrics with Non-Uniform Distributions
In general, the metric μ i lies in the interval [μ min , μ max ), and has a CDF F (μ i ). We know that F (μ min ) = 0 and F (μ max ) = 1. When the metric is not uniformly distributed in the interval [0, 1), the VP-MAS and VP-MAS-PS algorithms can be easily generalized as follows.
The algorithms continue to use the state variables μ base (k), μ min (k) and μ max (k) as in Sec. IV, except that they are now interpreted as percentile values. Hence, the power-mapping gets modified to π(μ i ) = q a,i , if m i ≤ F (μ i ) < m i+1 , where q a,i is given by (16) .
