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1 Introduction
Models with unknown normalizing constants arise frequently in many different areas. Exam-
ples include Ising models [Isi25] in statistical physics, autologistic models [Bes72] [Bes74] in
spatial statistics, exponential random graph models [RPKL07] in sociology, disease transmis-
sion models [PHLJH12] in epidemiology, and so on. The corresponding statistical inference
problem can be formulated as follows.
Suppose we were given data y ∈ Y sampled from a family of probability densities (or
probability mass distributions) of the form:
pθ(y) =
fθ(y)
Z(θ)
, (1.1)
we assume fθ(y) can be easily evaluated but the normalizing function Z(θ) =
∫
Y fθ(y)dy
is computationally intractable. Examples include:
Example 1 (Ising Model). Consider a graph G = (V,E) with n nodes, each vertex i is
assigned with a spin σi, which is either 1 or −1. A spin configuration σ ∈ {−1, 1}n is an
assignment of spins to all the graph vertices. An Ising model on G is defined by the following
Boltzmann distributions over all possible configurations:
Pθ(σ) =
e−θH(σ)
Z(θ)
, (1.2)
where H(σ) = −∑(i,j)∈E Ji,jσiσj−M∑i∈V σi is often referred to as ‘Hamiltonian function’,
Z(θ) =
∑
σ e
−θH(σ) is the normalizing constant. As there are 2n different possible spin
configurations, the normalizing constant is usually computationally intractable for moderately
large n.
Example 2 (Exponential Random Graph Model). Exponential random graph models are a
family of probability distributions on graphs. Let Gn be the set of all graphs on n vertices.
Consider the following distribution on Gn:
Pθ(G = g) =
eθs(g)
Z(θ)
, (1.3)
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where s is the sufficient statistics defined on Gn which may be chosen as the degrees
of the vertices, the number of edges, the number of triangles, or other sub-graph counts,
Z(θ) =
∑
g∈Gn e
θs(g) is the normalizing constant. As there are up to 2(
n
2) possible graphs,
Z(θ) is also computationally intractable for moderately large n.
It is of natural interest to do inference on parameter θ. It turns out the classical rou-
tine for statistical inference (maximum likelihood approach) can not be applied due to the
intractability of Z(θ). Current frequentist solutions are mainly based on approximation
methods such as pseudo-likelihood approximation [Bes74], MCMC-MLE [Gey91], stochastic
approximation [You88]. Usually frequentist approaches are computationally efficient but do
not have theoretical guarantees. In fact, it is known that there are cases these approximation
methods perform poorly, see [CMRT09] for discussion.
In a Bayesian prospective, suppose a prior pi(θ) is adopted, the posterior can be for-
mally calculated by pi(θ|y) ∝ pi(θ)pθ(y). Then the central part of Bayesian inference is to
understand the posterior distribution. For example, if one is able to (asymptotically) draw
samples from the posterior (usually by Markov-chain Monte Carlo algorithms), then any
function h(θ) of interest can be estimated by:
hˆ =
1
N
N∑
i=1
h(θi), (1.4)
where θ1, · · · , θN are samples drawn from pi(θ|y).
However, the unknown normalizing function Z(θ) makes MCMC sampling pretty chal-
lenging. Consider a standard Metropolis-Hastings (M-H) algorithm with proposal density q,
in each iteration the acceptance ratio would be of the form:
min
(
1,
q(θ′, θ)pi(θ′|y)
q(θ, θ′)pi(θ|y)
)
= min
(
1,
q(θ′, θ)pi(θ′)fθ′(y)
q(θ, θ′)pi(θ)fθ(y)
· Z(θ)
Z(θ′)
)
, (1.5)
which can not be directly computed as the ratio Z(θ)
Z(θ′) is unknown. The posterior distribution
pi(θ|y) is often referred to as doubly-intractable distribution as the Metropolis-Hastings
algorithm is accurate only after infinity steps, and each iteration includes an infeasible cal-
culation [MGM12].
One of the most popular methods to resolve this issue is the exchange algorithm [MGM12]
proposed by Murray et al. Roughly speaking, exchange algorithm is a new MCMC algorithm
which uses an auxiliary variable at each step to estimate the unknown ratio Z(θ)/Z(θ′) (see
Algorithm 2 for details) . The algorithm is easy to implement and is asymptotically exact,
in other words, it converges to the correct stationary distribution.
Exchange algorithm is widely used in sampling from doubly-intractable distributions.
However, there are very limited studies about its theoretical properties. One fundamental
problem about MCMC algorithm is its convergence rate. On the one hand, a-priori bound
on how long the chain should run to converge within any given accuracy would be helpful
to guide practical uses. On the other hand, present theories show there is deep connections
between the convergence rate and Markov-chain Central Limit Theorem. A chain with sub-
geometric convergence rate may fail to admit the Central Limit Theorem and therefore the
estimator derived by Markov chain samples may have infinity variance.
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This motivates us to study the theoretical properties of exchange algortihm. Our main
contributions include:
• We prove several comparision-type results between the exchange algorithm and the
original Metropolis-Hastings algorithm. Our results compare the exchange algorithm
and Metropolis-Hastings algorithm in terms of asymptotic variance and convergence
rate. We establish both necessary and sufficient conditions for the exchange chain to
have ‘good’ convergence properties in the notion of geometric ergodicity.
• We apply our theoretical results on a variety of practical examples such as location
models, Ising models, exponential random graph models which include most of practical
applications of exchange algorithm. Our results justify the theoretical usefulness of
exchange algorithm in practical situations. To our best knowledge, this is the first
result to establish geometric ergodicity for the exchange algorithm on non-compact
parameter space.
• We prove a Central Limit Theorem for the exchange algorithm given it is geometrically
ergodic. We also provide lower and upper bounds for the asymptotic variance of
exchange algorithm.
The reminder of the paper is organized as follows. In Section 2 we set up preliminary
definitions and review current related results. Our main findings are stated and proved in
Section 3. Section 4 studies a Beta-Binomial example carefully. Quantitative bounds for
both Metropolis-Hastings chain and exchange algorithm are given in this section.
2 Preliminaries
2.1 Exchange Algorithm
Let Θ be the parameter space and let pi(θ|y) be the target density on Θ, the standard
Metropolis-Hastings Algorithm (MHMC) is described in Algortihm 1.
Algorithm 1 Metropolis-Hastings Algorithm (MHMC)
Input: initial setting θ, number of iterations T , Markov transition kernel q
1: for t = 1, · · ·T do
2: Propose θ′ ∼ q(θ, θ′)
3: Compute
a =
q(θ′, θ)pi(θ′|y)
q(θ, θ′)pi(θ|y)
4: Draw r ∼ Uniform[0, 1]
5: If (r < a) then set θ = θ′
6: end for
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However, in our setting the posterior density has the following expression:
pi(θ|y) = fθ(y)
Z(θ)
,
where Z(θ) is an unknown function of θ.
Therefore, MHMC algorithm is invalid as each step the acceptance ratio
min
(
1,
q(θ′, θ)pi(θ′|y)
q(θ, θ′)pi(θ|y)
)
= min
(
1,
q(θ′, θ)pi(θ′)fθ′(y)
q(θ, θ′)pi(θ)fθ(y)
· Z(θ)
Z(θ′)
)
, (2.1)
contains an intractable term Z(θ)/Z(θ′).
The exchange algorithm, described below in Algorithm 2, is a clever extension of MHMC
which uses an auxiliary variable at each step to estimate the unknown ratio Z(θ)/Z(θ′).
Throughout this paper, we will use PMH to denote the Markov chain of MHMC algorithm,
and PEX to denote the Markov chain of exchange algorithm.
Algorithm 2 Exchange Algorithm
Input: initial setting θ, number of iterations T
1: for t = 1, · · ·T do
2: Generate θ′ ∼ q(θ, θ′)
3: Generate an auxiliary variable w ∼ pθ′(w) = fθ′(w)/Z(θ′)
4: Compute
a =
pi(θ′)q(θ′, θ)fθ′(x)
pi(θ)q(θ, θ′)fθ(x)
· fθ(w)
fθ′(w)
5: Draw r ∼ Uniform[0, 1]
6: If (r < a) then set θ = θ′
7: end for
If we compare exchange algorithm with Metropolis-Hastings algorithm 1, it turns out the
only difference is the uncomputable ratio
Z(θ)/Z(θ′)
is replaced by
fθ(w)/fθ′(w),
where w is the auxiliary variable generated in each step. Roughly speaking, the exchange
algorithm uses the importance sampling-type estimator
fθ(w)/fθ′(w)
to estimate
Z(θ)/Z(θ′)
and plug it into the acceptance ratio in Metropolis-Hastings algorithm. Exchange algorithm
is easy to implement and is simple in the sense that it differs from original Metropolis-
Hastings algorithm by only an extra auxiliary variable in one step. Meanwhile the estimator
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is cleverly designed so the correct stationary distribution is still preserved. The strong
assumption is the ability of drawing exact samples from pθ, which is highly nontrivial and
often impractical.
In its original paper, the use of exchange algorithm is illustrated by a stylized example
with N (1, 1/θ) likelihood, as well as an example with Ising model. Practitioners also use
exchange algorithm in Exponential Random Graph Model (ERGM) [CF11], spatial autore-
gressive (SAR) model [HL16] and so on. However, the theoretical exploration of the exchange
algorithm is very limited. Murray et al. proved the detailed-balance equation is hold for
exchange algorithm in their original paper [MGM12]. Nicholls [NFW12] gave a sufficient
condition for a minorization condition of the exchange chains. However, the condition seems
to be strong and is generally not satisfied in unbounded parameter space, which is of prac-
titioner’s main interest. For example, geometric ergodicity is the usual notion of a chain
having ‘good’ convergence rate. But there is no result showing whether the exchange algo-
rithm is geometrically ergodic or not. This motivates us to study the theoretical properties
of the exchange algorithm.
It is worth mentioning that, there are numerous other sampling algorithms besides the
exchange algorithm to tackle the ‘doubly intractable distribution’. Those algorithms are
broadly divided into two classes: ‘exact algorithms’ and ‘noisy algorithms’. As their names
suggest, ‘exact algorithms’ usually has the correct stationary distribution pi(θ|y), while ‘noisy
algorithms’ only follows the target distribution approximately, even after infinitely many
steps. Numerous algorithms such as auxiliary variable MCMC [MPRB06], exchange algo-
rithm [MGM12], noisy MCMC [AFEB16], Doubly Metropolis-Hastings sampler [Lia10] are
proposed in each category. Usually exact algorithms have the virtue of sampling from the
correct target distribution in the asymptotic sense but usually requires strict assumption
such as perfect sampling. The comparison between these algorithms is beyond the scope of
this paper and we refer the readers to an excellent survey [PH18].
2.2 Markov Chain Convergence
Let X0, X1, · · ·Xn be a Markov chain on Rp with transition kernel P . It is further assumed
that P (x, ·) is absolute continuous with density p(x, y) with respect to the Lebesgue measure
µ, except perhaps for an atom P (x, {x}) > 0.
If pi is a probability measure such that
piP = pi,
pi is called the stationary distribution of P . Furthermore, P is called reversible if it
satisfies a detailed-balance equation, that is:
pi(x)p(x, y) = pi(y)p(y, x),
By design, Metropolis-Hastings algorithms are reversible Markov chains with target dis-
tribution as stationary distribution.
Let P n(x, ·) be the probability measure after running the chain n-steps with starting point
x. The distance between P n(x, ·) with pi is measured by total variation distance, defined as
follows:
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Definition 1. Let µ, ν be two probability measures on a sigma-algebra F of subsets of a
sample space Ω, the total variation distance between µ and ν is defined as:
‖µ− ν‖TV = max
A⊂Ω,A∈F
|µ(A)− ν(A)|
We now make note of two simple properties which turns out to be necessary for analyzing
Markov chain convergence and is satisfied by most chains of our interest:
Definition 2 (φ-irreducible). A Markov Chain P is φ-irreducible if there exists a non-zero
σ-finite measure φ on X such that for all measurable A ⊂ X with φ(A) > 0, for all x ∈ X ,
there exists positive integer n = n(x,A) such that
P n(x,A) > 0.
Roughly speaking, φ-irreducible ensures every subset with positive measure will be reached
from anywhere of the state space.
Definition 3 (Aperiodic). A Markov Chain P is aperiodic if there does not exist d ≥ 2 and
disjoint subsets X1, · · · ,Xd ⊂ X such that P (x,X(i+1)mod d) = 1 for all x ∈ Xi and 1 ≤ i ≤ d.
Aperiodicity ensures the Markov chain will not explore the state space in a periodic
manner. The two point chain in our previous example is periodic, thus have very bad
convergence property.
The following theorem establishes the convergence for general state Markov chain.
Theorem 1 ( [MT12], Chapter 13). If a Markov chain P is φ-irreducible and aperiodic, and
has a stationary distribution pi, then
‖P n(x, ·)− pi‖TV → 0
as n→∞ for pi-a.e. x.
Theorem 1 is widely applied in MCMC algorithms, as it is often very easy to check the
MCMC chain is irreducible (with repsect to pi or Lebesgue measure) and aperiodic.
On the other hand, however, Theorem 1 does not give us any quantitative result on
convergence rate. Specifically, a Markov chain P is said to be uniformly ergodic if
sup
x
‖P n(x, ·)− pi‖TV ≤ Crn (2.2)
for C > 0 and 0 < r < 1.
A Markov chain is said to be geometrically ergodic if
‖P n(x, ·)− pi‖TV ≤ C(x)rn, (2.3)
for some 0 < r < 1.
Geometric ergodicity is extremely important for analyzing Markov chains because:
• If one is able to give sharp bounds on the right hand side of 2.3, practical users can
calculate how many iterations are sufficient to get the total variation distance within
any prefixed accuracy before running the algorithm.
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• As discussed in Theorem 1 - Theorem 6 in [RR+08], geometrically ergodic is closely
related to the existence of a Markov chain Central Limit Theorem (CLT). Roughly
speaking, for a reversible Markov chain (which is the case for Metropolis-Hastings
chain), geometrically ergodic is essentially a necessary and sufficient condition to en-
sure a Markov chain CLT for all square-integrable random variables. Therefore, a
geometrically ergodic Markov chain is often considered as a ‘good’ chain.
There are numerous studies concerning the convergence rate of Markov chains. For
finite state space Markov chains, many techniques including geometric inequalities, Fourier
analysis, multicommodity flows are used to bound the right hand side of 2.2, see [Sin92],
[DS91], [DS81] for examples.
For general state Markov chains, geometric ergodicity is usually established by minoriza-
tion and drift conditions, see [Ros95] [MT+96] [RT96b] [MT12]. It is worth mentioning that
the spectrum characterization between geometric ergodicity and the spectrum of a reversible
Markov chain is established in [RR+97].
Geometric ergodicity for PMH can often be established by [MT
+96], [RR+97]. However,
as we discussed above, in the doubly-intractable setting, implementing Metropolis-Hastings
chain PMH is impractical, we are more interested in studying the convergence of the exchange
algorithm.
To establish conditions that ensure uniformly or geometrically ergodic, we need the con-
cepts of small set.
Definition 4. A set C ⊂ Rp is called small if there exists an integer n > 0, δ > 0, and a
probability measure ν such that, for any x ∈ C,
P (x, ·) ≥ δν(·) (2.4)
Here 2.4 is also called minorization condition.
The following theorem about uniform ergodicity is taken from [MT12], Chapter 16.
Theorem 2 (Uniform Ergodicity). For a Markov chain P , the followings are equivalent:
1. Minorization condition holds for the whole space Rp, i.e., there exists here exists an
integer n0 > 0, δ > 0, and a probability measure ν such that, for any x ∈ Rp,
P n0(x, ·) ≥ δν(·)
2. The chain P is uniformly ergodic, and
‖P n(x, ·)− pi‖TV ≤ (1− δ)bn/n0c
When the state space is finite, then all the aperiodic, φ-irrducible Markov chains are
uniformly ergodic. However, when the state space is infinite, most chains are not uniformly
ergodic. The following theorem is taken from Meyn and Tweedie [MT12], Chapter 15 and
16, and Roberts and Rosenthal [RR+97], Proposition 1 and Theorem 2, which characterizes
geometric ergodicity.
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Theorem 3 (Geometric Ergodicity). For a reversible Markov chain P , the followings are
equivalent:
1. P is geometrically erdogic
2. There exists a function V ≥ 1, finite at least for one point, and a small set C, such
that for some λ < 1, b <∞, such that:
PV (x) ≥ λV (x) + b1C (2.5)
for all x
3. There exists 0 < r < 1 such that σ(P ) ⊂ [−r, r]. Here σ(P ) .= {λ : P−λI not invertible}
Furthermore, it is shown by Mengerson and Tweedie [MT+96] that a symmetric random-
walk Metropolis algorithm is geometrically ergodic essentially if and only if pi(·) has finite
exponential moments. Therefore, if the posterior distribution has exponentially decreasing
tails, the symmetric random-walk Metropolis algorithm would be geometrically ergodic.
Since conditions in Mengerson and Tweedie [MT+96] are often easier to check, and satisfied
by a large family of practical Metropolis-Hastings algorithms, people often use [MT+96] to
conclude a MCMC algorithm is geometrically ergodic.
3 Theoretical Results
3.1 Asymptotic variance and Peskun’s ordering
We start by proving the following simple but useful lemma, indicating that the exchange
chain is always less statistically efficient comparing with the original MH chain:
Lemma 1. For any θ, θ′ ∈ Θ, if θ 6= θ′, then
PEX(θ, θ
′) ≤ PMH(θ, θ′)
This lemma shows that, the exchange algorithm is less likely to make a move comparing
with the original M-H algorithm.
Proof. By Jensen’s inequality (the function min{1, x} is concave).
PEX(θ, θ
′) = Ew∼pθ′ min{1, a(θ, θ′, w)} ≤ min{1,Ew∼p′θa(θ, θ′, w)}
Meanwhile,
Ew∼pθ′a(θ, θ
′, w) =
∫
pi(θ′)q(θ′, θ)fθ′(x)
pi(θ)q(θ, θ′)fθ(x)
· fθ(w)
fθ′(w)
pθ′(w)dw
=
pi(θ′)q(θ′, θ)pθ′(x)
pi(θ)q(θ, θ′)pθ(x)
·
∫
fθ(w)
fθ′(w)
Z(θ′)
Z(θ)
pθ′(w)dw
=
pi(θ′)q(θ′, θ)pθ′(x)
pi(θ)q(θ, θ′)pθ(x)
·
∫
pθ(w)dw
=
pi(θ′|x)q(θ′, θ)
pi(θ|x)q(θ, θ′) = a(θ, θ
′)
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Therefore
PEX(θ, θ
′) ≤ min{1, a(θ, θ′)} = PMH(θ, θ′),
as desired.
As the two chains has the same stationary distribution, this shows the PMH  PEX in
Peskun’s ordering [Pes73]. Then it follows directly from [Pes73] and [T+98]:
Theorem 4. Let L20(pi) be the set of all the L
2(pi)-integrable random variable with mean 0.
Define
σ2(P, f) = lim
n→∞
1
n
VarP
n∑
i=1
f(Xi),
where X0, X1 · · · , Xn is a Markov chain with initial distribution pi and transition kernel P .
Then
σ2(PMH, f) ≤ σ2(PEX, f)
for all f ∈ L20(pi).
σ2(P, f) is also called the ‘asymptotic variance’. Theorem 4 proves the original PMH chain
has smaller asymptotic variance and is thus statistically more efficient than PEX chain.
Theorem 4 is not very surprising because in each iteration of the exchange algorithm, the
ratio
fθ(w)
fθ′(w)
can be viewed as an estimator to estimate the unknown quantity
Z(θ)
Z(θ′)
. On the other hand, the standard M-H chain uses
Z(θ)
Z(θ′)
directly which can be viewed as an estimator with variance 0. Therefore it is not surprising
that the original M-H chain has smaller asymptotic variance.
However, asymptotic variance is only one measurement to evaluate a Markov chain.
Another natural way of evaluating a Markov chain is the speed of convergence to stationary
distribution. Even though PEX is dominated by PMH in Peskun’s order, the following simple
example suggests it is possible that PEX converges to stationary distribution uniformly faster
than PMH.
Example 3 (Two point example). Let X ∼ Bern(θ), where the parameter space Θ only
contains two points:
Θ = {θ1 = 1
4
, θ2 =
3
4
}.
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Suppose the observed data is only one single point x = 1. Suppose the prior measure on Θ
is defined by
pi(θ1) =
3
4
, pi(θ2) =
1
4
.
It is not hard to compute the posterior measure:
pi(θ1|x) = pi(θ2|x) = 1
2
which is a uniform measure on Θ. We further assume the transition matrix equals(
0 1
1 0
)
.
It is clear that all the moves of the M-H chain will be accepted, hence PMH has transition
matrix: (
0 1
1 0
)
.
On the other hand, the transition function for PEX chain can be computed by:
PEX(θ1, θ2) = Pθ2(w = 0) +
1
3
Pθ2(w = 1) = 0.5.
Similarly
PEX(θ2, θ1) =
1
2
,
so the transition matrix would be (
0.5 0.5
0.5 0.5
)
.
Therefore, with any initialization, PEX converges to the stationary distribution after one step,
however PMH never converges as it jumps back and forth between θ1 and θ2.
Remark 1. In Example 3 above, PMH never converges because it is a periodic chain, i.e.,
its smallest eigenvalue equals −1.
Remark 2. Example 3 is an artificial example. In most of the real settings, the exchange
chain will converge slower than the Metropolis-Hastings chain. The purpose for Example 3
is to explain it is not always the case mathematically.
Combining Theorem 4 and Example 3, we can conclude that
1. In terms of asymptotic variance, PMH chain is always better than PEX,
2. In terms of distributional convergence, it is not possible to derive a general ordering
between PMH and PEX chain.
The above results tell us the exchange chain might converge faster or slower than the
original M-H chain. In the rest part of this section, we will further investigate the convergence
speed of PEX.
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3.2 Main Results
In this part, we will study the convergence properties of exchange algorithm. As exchange
algorithm can be viewed as a variant of the standard Metropolis-Hastings algorithm. It is
natural to ask the ‘comparison-type’ questions. In usual settings, people implement exchange
algorithm as the Metropolis-Hastings algorithm can not be applied in the doubly intractable
case. The intuition seems to suggest that the M-H algorithm converges faster. Therefore,
suppose one knows the convergence speed of one algorithm, one might want to ask if the
other algorithm also has similar convergence speed. For example, one can ask questions like:
• Question 1: Suppose PEX is geometrically ergodic, is the original chain also geomet-
rically ergodic?
Or the reverse
• Question 2: Suppose PMH is geometrically ergodic, is exchange chain geometrically
ergodic as well? If not, can we find sufficient conditions to ensure PEX ‘inherit’ the
convergence rate of PMH?
We will answer both of the two questions in the rest of this section. The second question
is practically more interesting. In real settings, usually we are able to study the convergence
rate of PMH, though PMH is not practically implementable. Therefore theoretical guarantees
of PEX would justify the usefulness of exchange algorithm.
Before everything is rigorously stated, we state our results in a heuristic way here.
• (Question 1) If PEX geometrically ergodic, there is no guarantee that PMH also geo-
metrically ergodic. In fact, Example 3 gives us such a counterexample.
• (Question 1) If PEX geometrically ergodic, then any ‘lazy’ version (defined later) of PMH
must also be geometrically ergodic. This indicates essentially PEX will not converge at
a faster speed than the original PMH chain.
• (Question 2) If M-H chain is geometrically ergodic, we have example to show the
exchange algorithm is not necessarily geometrically ergodic.
• (Question 2) If M-H chain is geometrically ergodic, we have established sufficient con-
ditions to ensure the geometric ergodicity of the exchange algorithm.
3.3 Exchange chain convergence
Now we are ready to study the convergence properties for PEX. Though Example 3 gives us
a negative example, indicating the exchange chain may converge much faster than original
chain. The next theorem shows, after making the original chain ‘lazy’, the original chain is
no worse than the exchange chain, which answers Question 1 completely.
Theorem 5. Suppose the exchange chain PEX is uniformly/geometrically ergodic, then for
any 0 < λ < 1, chain PMH(λ) is also uniformly/geometrically ergodic. Here PMH(λ) is the
lazy version of PMH, defined by
PMH(λ) = λPMH + (1− λ)I.
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Proof. First suppose PEX is uniformly ergodic, then Theorem 2 shows there exists here exists
an integer n0 > 0, δ > 0, and a probability measure ν such that, for any x ∈ Rp,
P n0(x, ·) ≥ δν(·)
On the other hand, for any measurable set B and any point x, if x ∈ B, then we have
PMH(λ)(x,B) = PMH(λ)(x, {x}) + PMH(λ)(x,B/{x})
≥ (1− λ) + λPEX(x,B/{x})
≥ λ0PEX(x,B),
where λ0 = min{λ, 1− λ}. The same result holds if x /∈ B. Therefore,
P n0MH(λ)(x, ·) ≥ λn00 PEX(x, ·) ≥ λn00 ν(·)
for all x. Thus PMH(λ) is uniformly ergodic by Theorem 2.
Now suppose PEX is geometrically ergodic. By Theorem 3,
σ(PEX) ⊂ [−r, r]
for some r < 1.
Let m(λ)
.
= inf σ(PMH(λ)) and M(λ)
.
= supσ(PMH(λ)). In particular let m = m(1) and
M = M(1). Then we have
m(λ) = λm+ (1− λ) ≥ 1− 2λ > −1.
Meanwhile, as the exchange chain is dominated by the original M-H chain in Peskun’s
ordering, it is shown by Tierney [T+98] that the supremum of PEX’s spectrum should be no
less than the supremum of PMH’s spectrum. That is, M < supσ(PEX) ≤ r.
Therefore
M(λ) = λM + (1− λ) ≤ λr + (1− λ) < 1.
Since
−1 < m(λ) ≤M(λ) < 1
, there exists r(λ) such that
σ(PMH(λ)) ⊂ [−r(λ), r(λ)]
. The lazy version of M-H algorithm PMH(λ) is thus geometrically ergodic, as desired.
The next result follow immediately from Theorem 5.
Corollary 1. If PMH has rejection probability (i.e. PMH(θ, {θ})) uniformly bounded below
from 0. Suppose the exchange chain PEX is uniformly/geometrically ergodic, the original
chain is also uniformly/geometrically ergodic.
Theorem 5 and Corollary 1 essentially show the exchange chain will not converge faster
than the (slightly modified) original chain. On the other hand, this result does not provide
much insight about the convergence speed of the exchange algorithm. Therefore, it is of
practical users’ interest to establish geometric ergodicity of the exchange algorithm, which
provides the user with “peace of mind” of the convergence speed. As shown in Theorem
5 and Corollary 1, geometric ergodicity of PMH is essentially the necessary condition for
geometric ergodicity of PEX. However, the next example shows this condition is not sufficient.
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Example 4 (Exponential likelihood with Gamma prior). Suppose the likelihood is Exp(θ),
that is,
pθ(x) = θe
−θx,
prior distribution is Exp(1). Under this setting, it is easy to compute the posterior distribu-
tion:
pi(θ|x) ∝ θe−θ(x+1)
which is a Gamma(2, x + 1) distribution. Consider an independence Metroopolis-Hastings
sampler with an Gamma(2, x+ 1) proposal, that is,
q(θ, θ′) = pi(θ′|x).
As the proposal is precisely the posterior, this independence Metropolis-Hastings chain will
converge perfectly after one step, and therefore is obviously geometrically ergodic. On the
other hand, the Markov kernal of PEX is:
PEX(θ, θ
′) = q(θ, θ′)Epθ′min{
pi(θ′|x)q(θ′, θ)
pi(θ|x)q(θ, θ′) ·
pθ(w)
pθ′(w)
, 1}
= pi(θ′|x)Ep′θmin{
pθ(w)
pθ′(w)
, 1}
= pi(θ′|x)
∫
min{θe−θw, θ′e−θ′w}dw
= pi(θ′|x)(1− e−w0 min{θ,θ′} + e−w0 max{θ,θ′}),
where
w0 =
log(θ)− log(θ′)
θ − θ′
is the only solution for equation:
θe−θw = θ′e−θ
′w
for any fixed θ 6= θ′.
We could also compute the ‘rejection probability’ at point θ:
PEX(θ, {θ}) = 1−
∫
PEX(θ, θ
′)dθ′
=
∫
pi(θ′|x)(e−w0 min{θ,θ′} − e−w0 max{θ,θ′})dθ′
=
∫ θ
0
pi(θ′|x)(e−w0θ′ − e−w0θ)dθ′ +
∫ ∞
θ
pi(θ′|x)(e−w0θ − e−w0θ′)dθ′
Notice that for each fixed θ′, when θ goes to infinity, we have
−w0θ → −∞
and
−w0θ′ → 0.
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Therefore the first term of the integration goes to∫ ∞
0
pi(θ′|x)dθ′ = 1
as θ →∞ by Lebesgue’s dominated convergence theorem (with control function pi(θ′|x)). The
second term goes to 0 as θ →∞.
Therefore, we have:
esssupθPEX(θ, {θ}) = 1.
It is proved by Roberts and Tweedie [RT96a] that if a MH chain is geometrically ergodic,
then its rejection probability is necessarily bounded away from unity. Therefore, the exchange
algorithm in this example is not geometric ergodic.
3.3.1 Geometrically Ergodicity of Exchange Algorithm: Compact Parameter
Space
Example 4 answers half of Question 2. That is, if PMH is geometrically ergodic, the exchange
algorithm is not necessarily geometrically ergodic. Now we focus on establishing sufficient
conditions such that PEX will ‘inherit’ the convergence rate of PMH. We start by the following
lemma.
Lemma 2. Let P1, P2 be two Markov transition kernels on the same state space X . If there
exists  > 0 and P1(x, y) ≥ P2(x, y) for any x, y ∈ X , and P2 is geometrically ergodic, then
P1 is geometrically ergodic.
Proof. If P2 is geometrically ergodic, then
σ(P2) ⊂ [−r, r]
for r < 1. We can write P2 as
P1 = P2 + (1− )Pres,
where Pres =
P1−P2
1− is a valid Markov kernel. Therefore
M(P2) ≤ r + (1− ) = 1− (1− r) < 1,
similarly
m(P2) ≥ δ(−r) + (1− )(−1) = −1 + (1− r) > −1.
This proves P2 is geometrically ergodic, as desired.
Lemma 2 can be used to establish sufficient conditions for ‘convergence rate inheritance’
of PEX. Let Aθ,θ′(δ) be the set
{x ∈ X : pθ(x)
pθ′(x)
> δ}
such that the likelihood ratio has a positive lower bound, then if the probability of Aθ,θ′(δ)
under pθ′ is bounded away from 0 for any θ, θ
′ ∈ Θ, then PEX could ‘inherit’ convergence rate
from PMH. Nicholls proved a similar result in [NFW12], but only have covered the uniformly
ergodic case.
14
Theorem 6. Suppose there exists , δ > 0 such that
Pθ′(Aθ,θ′(δ)) > 
for any θ, θ′ ∈ Θ. Suppose PMH is uniformly/geometrically ergodic, and then the exchange
chain is also uniformly/geometrically ergodic, respectively.
Proof. For any θ 6= θ′, the exchange chain has transition density
PEX(θ, θ
′) = q(θ, θ′)Epθ′min{
pi(θ′)q(θ′, θ)fθ′(x)
pi(θ)q(θ, θ′)fθ(x)
· fθ(w)
fθ′(w)
, 1}
= q(θ, θ′)Epθ′min{
pi(θ′|x)q(θ′, θ)
pi(θ|x)q(θ, θ′) ·
pθ(w)
pθ′(w)
, 1}
≥ δPθ′(Aθ,θ′(δ))q(θ, θ′) min{pi(θ
′|x)q(θ′, θ)
pi(θ|x)q(θ, θ′) , 1}
= δPθ′(Aθ,θ′(δ))PMH(θ, θ′)
≥ δPMH(θ, θ′)
Lemma 1 proves PEX(θ, {θ}) ≥ PMH(θ, {θ}) for all θ ∈ Θ, therefore we have PEX(θ, θ′) ≥
δPMH(θ, θ
′) for any θ, θ′.
If PMH is uniformly ergodic, Theorem 2 proves there exists n0 and ν such that P
n0
MH(θ, ·) ≥
ν(·) for any θ ∈ Θ, on the other hand, we have:
P n0EX(θ, θ
′) ≥ (δ)n0P n0MH(θ, θ′),
so PEX also satisfies the minorization condition for the whole space. Thus PEX is uniformly
ergodic.
If PMH is geometrically ergodic, then Lemma 2 implies PEX is geometrically ergodic.
Theorem 2 can be applied to almost all the cases where the parameter space is bounded
or compact. We provide one example here:
Example 5 (Beta-Binomial model). Consider the following Beta-Binomial example. Let
pθ(x) =
(
n
x
)
θx(1− θ)n−x
be the binomial distribution with parameter θ, let
pi(θ) = Beta(a, b)
be the prior on θ, where a, b are prefixed positive numbers. Given data x, we would like to
sample from the posterior distribution pi(θ|x) with density
pi(θ|x) ∝ θa+x−1(1− θ)n+b−x−1
which is a Beta(x+ a, n− x+ b) distributed random variable.
Consider an independence Metropolis-Hastings sampler with a Unif[0, 1] proposal distri-
bution , then PMH has transition kernel:
PMH(θ, θ
′) =
{
min{1, (θ′)a+x−1(1−θ′)n+b−x−1
θa+x−1(1−θ)n+b−x−1 } θ′ 6= θ
1− ∫ 1
0
min{1, (θ′)a+x−1(1−θ′)n+b−x−1
θa+x−1(1−θ)n+b−x−1 }dθ′ θ′ = θ
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Let θ? be the maximizer for θa+x−1(1− θ)n+b−x−1, for θ 6= θ′, we have:
PMH(θ, θ
′) ≥ Beta(a+ x, n− x+ b)
(θ?)a+x−1(1− θ?)n+b−x−1pi(θ
′|x)
and is therefore uniformly ergodic by Theorem 2. Furthermore, given any θ, θ′, the set
Aθ,θ′(δ) has a positive probability under pθ′ , since θ, θ
′ only take values from a compact set
[0, 1], there exists a constant  > 0 such that
Pθ′(Aθ,θ′(δ)) > 
uniformly. Hence the exchange chain is uniformly ergodic by Theorem 6.
Remark 3. Example 5 is only for illustration and the bound is obviously crude. We will go
back to this example and calculate the exact rates of convergence in later sections.
However, the uniform probability condition for Aθ,θ′(δ) is usually too strong for general
state space Markov chains. Note that
1− ‖pθ − pθ′‖TV =
∫
min{pθ(x), pθ′(x)}dx =
∫
min{ pθ(x)
pθ′(x)
, 1}pθ′(x)dx ≥ δPθ′(Aθ,θ′(δ)).
Therefore the condition Pθ′(Aθ,θ′(δ)) >  directly implies ‖pθ− pθ′‖TV ≤ 1− δ uniformly
over θ, θ′. However, when the parameter space is Θ is unbounded (say Rn), most of practical
models will have pθ and pθ′ far away from each other, i.e,
esssupθ,θ′‖pθ − pθ′‖TV = 1.
Thus Theorem 6 can not be directly applied in these cases. The next part gives more
practical sufficient conditions which can be applied in unbounded parameter space.
3.3.2 Geometrically Ergodicity of Exchange Algorithm: Non-compact Param-
eter Space
To establish sufficient conditions on general parameter space, we will first need the following
assumptions on the PMH, the conditions are similar with [MT
+96] [RR+97] and are reasonable
in practical settings. To fix ideas, we will only state the conditions for Markov chain with
target distribution in R, though all our results can be carried through to higher dimensions,
see [RR+97] for discussion.
We will say that a Metropolis-Hastings chain PMH satisfies assumption (A) if it:
1. has a random-walk transition kernel q, that is, q(θ, θ′) = q(θ′, θ) = q(|θ − θ′|) where q
is a continuous density,
2. has a target density pi which is log-concave in the tails, that is, there exists some
constant α > 0 and x1 > 0 such that, for all y > x > x1:
log pi(x)− log pi(y) ≥ α(y − x),
and for all y < x < −x1:
log pi(x)− log pi(y) ≥ α(x− y).
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The first assumption requires a random-walk proposal kernel, which is very common in
practical uses. In practice people often use uniform distribution q(x, y) ∼ Unif[x− δ, x + δ]
or Gaussian distribution q(x, ·) ∼ N (x, σ2) as proposal kernel, which both satisfies (A1).
The second assumption requires the tail of target density to be uniformly exponential
or lighter. This covers many posterior distributions as Gaussian, Gamma, exponential from
typically-used statistical models. Indeed, it is proved in [MT+96] that condition (A2) is
essentially necessary for a random-walk Metropolis-Hastings algorithm to be geometrically
ergodic.
The following theorem gives a sufficient condition for the geometric ergodicity of PEX
Theorem 7. Let PMH be a Metropolis-Hastings chain on Θ which satisfies Assumption (A).
Assume there exists a non-constant continuous function 0 ≤ c(s) ≤ 1 with c(0) = 0 such
that
‖pθ − pθ′‖TV ≤ c(|θ − θ′|).
Then the exchange chain PEX is also geometrically ergodic.
Proof. First, for any θ 6= θ′, straightforward calculation gives
PEX(θ, θ
′) = q(θ, θ′)Epθ′min{
pi(θ′)q(θ′, θ)fθ′(x)
pi(θ)q(θ, θ′)fθ(x)
· fθ(w)
fθ′(w)
, 1}
= q(θ, θ′)Epθ′min{
pi(θ′|x)q(θ′, θ)
pi(θ|x)q(θ, θ′) ·
pθ(w)
pθ′(w)
, 1}
≥ q(θ, θ′)Epθ′min{
pi(θ′|x)q(θ′, θ)
pi(θ|x)q(θ, θ′) , 1}min{
pθ(w)
pθ′(w)
, 1}
= PMH(θ, θ
′)(1− ‖pθ − pθ′‖TV)
≥ PMH(θ, θ′)(1− c(|θ − θ′|)
Next, let P˜MH be another random walk M-H chain with proposal density q˜ proportional to
(1−c)q. Then P˜MH is geometrically ergodic as it has symmetric proposal and exponential-tail
target. On the other hand, for any θ 6= θ′:
PEX(θ, θ
′) ≥ PMH(θ, θ′)(1− c(|θ − θ′|) = ˜P˜MH(θ, θ′),
where
˜ =
∫ ∞
0
q(s)(1− c(s))ds.
When θ = θ′,
P˜MH(θ, {θ}) = 1−
∫
(1− c(|θ − θ′|))q(|θ − θ′|) min{pi(θ′|x)/pi(θ|x), 1}dθ′∫
q(s)(1− c(s))ds ,
we have:
˜P˜MH(θ, {θ}) =
∫
(1− c(|θ − θ′|))q(|θ − θ′|)(1−min{pi(θ′|x)/pi(θ|x), 1})dθ′
≤
∫
q(|θ − θ′|)(1−min{pi(θ′|x)/pi(θ|x), 1})dθ′
= PMH(θ, {θ})
≤ PEX(θ, {θ})
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Therefore, for any θ, θ′, PEX(θ, θ′) ≥ ˜P˜MH(θ, θ′). We conclude PEX is also geometrically
ergodic by Lemma 2.
Remark 4. The condition for c(s) not being a constant is necessary, otherwise for any
model, we can set c(s) = 1 for all s, then the term
∫
q(s)(1− c(s))ds which appears in then
denominator of our proof will be 0.
Remark 5. Let (P(R), dTV) be the set of all the probability measures on R, equipped with
total variation metric. Then the key condition ‖pθ−pθ′‖TV ≤ c(|θ−θ′|) is essentially requiring
the map T : R→ P(R) being uniformly continuous.
Remark 6. Our results can be easily generalized to target density in higher dimensions, all
the proof goes through. Conditions for geometric ergodicity of multidimensional Metropolis
chains can be found in [RR+97].
Remark 7. The symmetric proposal condition can be further relaxed to uniformly minorized
increment distribution (UMID), that is, there exist c > 0 and a symmetric proposal density
s such that q(θ, θ′) = cs(|θ − θ′|) uniformly, see [RR+08] for discussions.
The proof of Theorem 7 relies on the spectrum characterization of geometrically ergodic
Markov chains and a ‘change of kernel’ trick. The key step of this proof is: consider a new
random walk Metropolis-Hastings chain P˜MH with proposal kernel q˜(s) ∝ c(s)q(s). One can
verify that, P˜MH would also satisfies assumption (A) and is thus geometrically ergodic. Then
the following ‘comparison-type’ inequality holds between P˜MH and PEX:
PEX(θ, θ
′) ≥ δP˜MH(θ, θ′), (3.1)
for every θ and θ′ with some universal constant δ > 0. Inequality 3.1 allows us to conclude
the spectrum of PEX is bounded away from 1 via a similar spectrum argument as in the proof
of Theorem 5. The lower bound for σ(PEX) is immediate.
3.3.3 A Central Limit Theorem for Exchange Algorithm
Let {Φn} be a Markov chain starts from stationary distribution pi. Let h ∈ L20(pi), that is,
Epi(h) = 0 and Epi(h2) <∞. We say a
√
n-CLT exists for (h,Φ) if:
√
n
n∑
i=0
h(Φi)→ N (0, σ2(Φ, h)),
for some N (0, σ2(Φ, h)) < ∞. Furthermore, we call the variance term σ2(Φ, h) asymptotic
variance. CLT and asymptotic variance for general Markov chains is studied extensively
in [KV86], [Mir01] and [RR+08]. The next theorem gives a CLT for PEX, as well as controls
for its asymptotic variance.
Theorem 8. Let PEX be a geometrically ergodic Markov chain with stationary distribution
pi(θ|y). Then we have
• For any h ∈ L20(pi(·|y)), a
√
n-CLT exists for (h, PEX).
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• The asymptotic variance σ2(PEX, h) has the following representation:
σ2(PEX, h) =
∫ 1
−1
1 + λ
1− λE
EX
h (dλ), (3.2)
where EEXh (dλ) is the spectral measure induced by h and PEX, see [CG94], [KV86]
or [Con19] for a detailed definition.
• The relation between σ2(PEX, h) and σ2(PMH, h) is given by:
σ2(PMH, h) ≤ σ2(PEX, h) ≤ 1−m(PMH)
1 +m(PMH)
2
1−M(PEX)σ
2(PMH, h) (3.3)
for any h ∈ L20(pi(·|y)), where m(PMH) is the infimum of the spectrum of Markov
operator PMH acting on L
2
0(pi(·|y)), similarly M(PEX) is the supremum of the spectrum
of Markov operator PEX acting on L
2
0(pi(·|y)). Notice that this bound does not depend
on h.
Proof of Theorem 8. Let EEX be the spectral measure for PEX, i.e., EEX defines a map from
Borel subsets of σ(PEX) to self-adjoint operators on L
2
0(pi(·|y)). Then any L20(pi(·|y)) inte-
grable function h induces a positive measure defined by:
EEXh (B) = (EEX(B)f, f)
The existance of
√
n-CLT and asymptotic variance follows from [KV86] and [Gey92].
Furthermore, as it is shown PEX is dominated by PMH in Peskun’s order in Theorem 5,
it implies the operator PEX − PMH is positive,
σ2(PMH, h) ≤ σ2(PEX, h)
follows from [T+98].
The right part of inequality 3.3 is established by writing both σ2(PEX, h) and σ
2(PMH, h)
as integration with respect to their spectral measures and use the facts
σ2(PEX, h) ≤ 2
1−M(PEX)Epi(·|y)(h
2)
and
σ2(PMH, h) ≥ 1 +m(PMH)
1−m(PMH)Epi(·|y)(h
2).
Theorem 5, 7 and 8 gives theoretical results of exchange algorithm. Now we will apply
these theorems (especially Theorem 7) to practically useful models.
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3.3.4 Applications of Theorem 7
As we will see in this section, condition ‖pθ − pθ′‖TV ≤ c(|θ − θ′|) is satisfied by a large
number of models with unbounded parameter space.
Example 6 (Location models). Consider a location family with pθ(x) = p(x − θ) be the
location families on R with θ ∈ R. Then it is clear that:
‖pθ − pθ+s‖TV = ‖p0 − ps‖TV.
Then we could define c(s) = ‖p0 − ps‖TV which satisfies our condition.
In particular, let pθ ∼ N(θ, 1) be a family of Gaussian distributions with unknown mean
θ and known variance 1. If we we put a Gaussian prior pi(θ) ∼ N(0, σ2) on θ, it is clear
that the posterior distribution is also Gaussian and thus has exponential tails. Therefore, by
Theorem 7, the random-walk exchange algorithm for the posterior is geometrically ergodic.
Example 7 (Poisson likelihood with Gamma prior). Consider a Poisson family with mean
parameter θ:
Pθ ∼ Poi(θ).
We claim that
‖pθ − pθ+s‖TV ≤ 1− e−s ≤ s,
therefore we could choose c(s) = 1− e−s or c(s) = min{1, x}.
The proof of our claim uses a simple coupling argument. Let X, Y be independent Poisson
random variables with parameter θ, s respectively. Let Z = X + Y and it is clear that
Z ∼ Poi(s+ θ). On the other hand,
‖pθ − pθ+s‖TV ≤ P(X 6= Z) = P(Z 6= 0) = 1− e−s,
which proves the first part of our inequality, the second part is the standard inequality.
If we put a Gamma prior on the unknown parameter θ, then it is clear that the posterior
also follows a Gamma distribution and thus has exponential tail. Therefore, the random-walk
exchange algorithm for the posterior is geometrically ergodic.
Besides the above two examples, Theorem 7 can be applied to a large subset of exponential
families. Consider the exponential family (with parameter θ with density (or probability
mass) of the following form:
pθ(x) = h(x)e
θ·T (x)−η(θ).
Here θ is often referred to as ‘canonical parameter’, and statistics T (X) is often referred
to as ‘sufficient statistics’. To fix ideas, we allow x be discrete or continuous, one-dimensional
or multi-dimensional, but we assume the canonical parameter to be a one-dimensional pa-
rameter. The set of parameters θ for which the integral (or summation) below is finite is
referred to as the natural parameter space:
N .= {θ :
∫
h(x)eθ·T (x)dx <∞.}
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For simplicity, we further restrict ourselves that N = R or R+.
Let dKL(θ, θ
′) be the KullbackLeibler (K-L) divergence between pθ and pθ′ . For discrete
cases, K-L divergence is defined by:
dKL(θ, θ
′) =
∑
x∈X
−pθ(x) log
(
pθ′(x)
pθ(x)
)
.
For continuous cases, K-L divergence is defined by:
dKL(θ, θ
′) =
∫
x∈X
−pθ(x) log
(
pθ′(x)
pθ(x)
)
dx.
The next theorem shows, when the sufficient statistics is uniformly bounded, then the con-
dition
‖pθ − pθ′‖TV ≤ c(|θ − θ′|)
is satisfied.
Theorem 9. Let pθ be an exponential family. If there exists M > 0 such that the sufficient
statistics T (x) satisfies |T (x)| ≤M almost everywhere under any pθ. Then we have:
dTV(θ, θ
′) ≤ 1
2
√
dKL(θ, θ′) + dKL(θ′, θ) ≤
√
2M
2
√
|θ − θ′|
Proof. The first inequality is generally true for any two distributions. Given two probability
distribution P,Q, Pinsker’s inequality [Tsy08] says:
dTV(P,Q)
2 ≤ 1
2
dKL(P,Q),
swap the order of P,Q and use Pinsker’s inequality again gives the first inequality.
For an exponential family with discrete sample space, the KL divergence dTV(θ, θ
′) can
be written as:
dKL(θ, θ
′) =
∑
x∈X
−pθ(x)(θ′ · T (x) + η(θ)− θ · T (x)− η(θ′))
= −(θ′ − θ)Eθ(T )− η(θ) + η(θ′),
similarly, dKL(θ
′, θ) equals:
dKL(θ
′, θ) = −(θ − θ′)Eθ′(T )− η(θ′) + η(θ)
Hence we have:
dKL(θ, θ
′) + dKL(θ′, θ) = (θ′ − θ)
(
Eθ′(T )− Eθ(T )
) ≤ 2M |θ − θ′|,
as |T (x)| is uniformly bounded by M , which proves the second inequality.
For a continuous sample space, we just change all the summation above by integration
and all the results still hold.
21
Remark 8. A standard result in exponential family is:
Eθ(T ) = η′(θ).
Therefore the condition |T | ≤ M can be relaxed by η′ Lipschitz continuous, or the second-
order derivative of η is bounded.
Remark 9. All the results above can be generalized to multi-dimensional parameter space
naturally, all the proofs are essentially the same.
Exponential family includes a large number of practical models, such as Gaussian, bino-
mial, multinomial and so on. Consider the two examples mentioned at the beginning of this
paper: Ising model (Example 1) and exponential family graph model (ERGM) (Example 2),
these two examples both belong to exponential family and they both have bounded sufficient
statistics.
Example 8 (Ising Model, revisited). Consider a graph G = (V,E) with n nodes, each vertex
i is assigned with a spin σi, which is either 1 or −1. A spin configuration σ ∈ {−1, 1}n is an
assignment of spins to all the graph vertices. An Ising model on G is defined by the following
Boltzmann distributions over all possible configurations:
Pθ(σ) =
e−θH(σ)
Z(θ)
, (3.4)
where H(σ) = −∑(i,j)∈E Ji,jσiσj−M∑i∈V σi is often referred to as ‘Hamiltonian function’,
Z(θ) =
∑
σ e
−θH(σ) is the normalizing constant. The sufficient statistics is uniformly bounded
as there are only finitely many possible spin configurations.
Example 9 (Exponential Random Graph Model, revisited). Exponential random graph mod-
els are a family of probability distributions on graphs. Let Gn be the set of all graphs on n
vertices. Consider the following distribution on Gn:
Pθ(G = g) =
eθs(g)
Z(θ)
, (3.5)
where s is the sufficient statistics defined on Gn which may be chosen as the degrees
of the vertices, the number of edges, the number of triangles, or other sub-graph counts,
Z(θ) =
∑
g∈Gn e
θs(g) is the normalizing constant. Again, the sufficient statistics is uniformly
bounded as there are only finitely many possible spin configurations.
Combining Theorem 7 and Theorem 9, we have the following:
Theorem 10. Let pi(θ|y) be the posterior distribution given by prior pi(θ) and likelihood
satisfying the assumption of Theorem 9. Furthermore let the original Metropolis-Hastings
chain satisfies assumption A. The induced exchange chain PEX is geometrically ergodic.
As both Ising model and ERGM are defined on discrete (though very large) sample space,
the sufficient statistics is uniformly bounded by nature. The next corollary is immediate:
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Corollary 2. The exchange chain with ERGM or Ising likelihood, random-walk proposal
kernel, uniformly exponential or lighter posterior density is geometrically ergodic.
The random-walk proposal is by design of the algorithm, so the only assumption that
practioners may need to verify is A.3 for posterior distribution. The next corollary shows,
under Gaussian prior (which is the most popular choice for a prior distribution on unbounded
parameter space) the posterior distribution has unifomrly exponential or lighter tail.
Corollary 3. The posterior disbribution with a Gaussian prior N (µ, σ2) and exponential
familiy likelihood pθ has tail lighter than exponential. In particular, the posterior distribution
satisfies assumption A.3.
To summarize, this part concentrates on bridging the gap between theoretical results
and practical applications of exchange algorithm. Our results guarantee that, under mild
conditions, the exchange algorithm used in real applications is geometrically ergodic. We
hope this positive result will give practioners ‘mind in peace’ when applying the exchange
algorithm.
4 Computable Rate of Convergence
4.1 Beta-Binomial example: Convergence of PMH
Here we consider a simple Beta-Binomial example. Let
pθ(x) =
(
n
x
)
θx(1− θ)n−x
be the binomial distribution with parameter θ, let
pi(θ) = uniform[0, 1]
be the prior on θ. Given data x, it is of our interest to sample from the posterior distribution
pi(θ|x) which has density
pi(θ|x) = θ
x(1− θ)n−x
Beta(x+ 1, n− x+ 1) ,
where Beta(x+ 1, n− x+ 1) = Γ(x+1)Γ(n−x+1)
Γ(n+x+2)
.
A standard independent Metropolis-Hastings algorithm is described in Algorithm 3:
The above algorithm converges to pi(θ|x) and it is not hard to show that the above Markov
Chain has transition kernel:
PMH(θ, θ
′) =
{
min{1, (θ′)x(1−θ′)n−x
θx(1−θ)n−x } θ′ 6= θ
1− ∫ 1
0
min{1, (θ′)x(1−θ′)n−x
θx(1−θ)n−x }dθ′ θ′ = θ
Bounding the maximal distance (over ω ∈ Ω) between P nMH(ω, ·) and pi is among our
primary objectives. It is therefore convenient to define:
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Algorithm 3 Independent Metropolis-Hastings Algorithm (IMH)
Input: initial setting θ, number of iterations T
1: for t = 1, · · ·T do
2: Propose θ′ ∼ uniform[0, 1]
3: Compute
a =
pi(θ′|x)
pi(θ|x) =
(θ′)x(1− θ′)n−x
θx(1− θ)n−x
4: Draw r ∼ Uniform[0, 1]
5: If (r < a) then set θ = θ′
6: end for
Definition 5.
dMH(t)
.
= max
ω∈Ω
‖P t(ω, ·)− pi‖TV.
In our case, Ω = [0, 1] and the stationary distribution pi = pi(θ|x) is a Beta(x+1, n−x+1)
distribution.
The next theorem gives the explicit formula of dMH(t):
Theorem 11.
dMH(t) = (1− ω?)t,
where ω? = n
nBeta(x+1,n−x+1)
xx(n−x)n−x .
Proof. We start by observing that, the function g(θ) = θx(1− θ)n−x attains its maximum at
θ? = x/n. Therefore
g(θ) ≤ g(θ?) = x
x(n− x)n−x
nn
.
As the Markov chain has transition kernel P (θ, θ′) = min{1, g(θ′)/g(θ)}, we have
P (θ, θ′) = min{1, g(θ
′)
g(θ)
}
≥ min{1, g(θ
′)
g(θ?)
}
=
g(θ′)
g(θ?)
=
Beta(x+ 1, n− x+ 1)
g(θ?)
pi(θ′|x)
Therefore P (θ,θ
′)
pi(θ′|x) ≥ ω?, Theorem 2.1 of [MT+96] concludes that the IMH algorithm is
‘uniformly ergodic’ and
dMH(t) ≤ (1− ω?)t.
The upper bound gives a geometric rate of the convergence for the IMH algorithm.
Meanwhile, in this example it can be shown that this is also the lower bound for dMH(t).
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Let θ0 = θ
? = x
n
be the initial position, then the probability of staying at θ0 can be
expressed as: ∫ 1
0
1−min{1, g(θ
′)
g(θ0)
}dθ′ = 1− 1
g(θ0)
∫ 1
0
g(θ′)dθ′ = 1− ω?
Therefore, after n steps, there are at least (1 − ω?)n probability that the chain is stayed at
θ0. Therefore by Definition 1 and 5, we have:
dMH(t) ≥ ‖P t(θ0, ·)− pi(θ|x)‖TV ≥ (1− ω?)t.
The last inequality is due to the fact that the point θ0 has probability mass no less than
(1− ω?)t under the measure P t(θ0, ·), but has probability mass 0 under the measure pi(θ|x).
Combining the upper and lower bound, it is clear that dMH(t) = (1 − ω?)t for the IMH
algorithm.
Remark 10 (Some Exact Numbers). Suppose n = 100, x = 50, then ω? = 2100 × 50!50!
101!
≈
0.1244, therefore it takes k = 52 steps to ensure d(k) ≤ 0.001. Suppose n = 10000, x = 5000,
then ω? ≈ 0.01253, it takes k = 548 steps to ensure d(k) ≤ 0.001.
Remark 11 (Some Asymptotics). Assuming
lim
n→∞
x
n
= α,
then
ω? ∼ (αn)!((1− α)n)!
(n+ 1)!ααn(1− α)(1−α)n ∼
√
2α(1− α)pi
n
Therefore, if the ‘true’ parameter θ = α, then around log(1/)
√
n√
2α(1−α)pi steps are necessary and
sufficient to converge within -accuracy.
4.2 Beta-Binomial Example: Convergence of PEX
Another way of writing the likelihood function is:
pθ(x) =
fθ(x)
Z(θ)
,
where fθ(x) =
(
n
x
)
( θ
1−θ )
x and Z(θ) = (1− θ)−n. Therefore we could also apply the exchange
algorithm (Algorithm 2) to sample from pi(θ|x).
In our Beta-Binomial example, q(θ, θ′) is still chosen to be the uniform distribution on
[0, 1]. Notice that in each iteration, the exchange algorithm has a ‘randomized’ acceptance
ratio, i.e., the acceptance rate given proposal θ → θ′ is a random variable which depends on
the new sample w. Still, the transition kernel can be calculated as:
PEX(θ, θ
′) =
{
Ew∼p′θ min{1, a(θ, θ′, w)}, θ′ 6= θ
1− ∫ 1
0
Eθ min{1, a(θ, θ′, w)}dθ′ θ′ = θ
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where a(θ, θ′, w) = [ θ
′(1−θ)
θ(1−θ′) ]
x−w. The expectation can be written as
Ew∼p′θ min{1, a(θ, θ′, w)} =
n∑
k=0
(
n
k
)
θ′k(1− θ′)n−k min{1, [θ
′(1− θ)
θ(1− θ′) ]
x−k}.
It is of our central interest to ask, is P nEX(θ0, ·) close to pi(θ|x) for large enough n? And,
how large is large enough? Similarly, we define dEX(t) to be the maximal distance between
P t(θ, ·) with pi(θ|x). The next theorem gives upper and lower bounds of dEX(t).
Theorem 12.
dMH(t) ≤ dEX(t) ≤ (1− 1
n+ 1
)t
Proof. The lower bound is given by Lemma 1 directly. Still, let θ? be the maximizer of
function g(θ) = θx(1 − θ)n−x, then after running exchange algorithm for n steps, there are
no less than (1− ω?)t of staying at θ?, hence
dEX(t) ≥ ‖P t(θ?, ·)− pi(θ|x)‖TV ≥ (1− ω?)t = dMH(t)
For the upper bound, we assume without loss of generality that θ′ < θ. Since function θ
1−θ
is increasing with θ, the transition probability can be rewritten as:
PEX(θ, θ
′) =
n∑
k=0
(
n
k
)
θ′k(1− θ′)n−k min{1, [θ
′(1− θ)
θ(1− θ′) ]
x−k}
=
∑
k<x
(
n
k
)
θ′k(1− θ′)n−k[θ
′(1− θ)
θ(1− θ′) ]
x−k +
∑
k≥x
(
n
k
)
θ′k(1− θ′)n−k
= θ′x(1− θ′)n−x
(∑
k<x
(
n
k
)
(
1− θ
θ
)x−k +
∑
k≥x
(
n
k
)
(
1− θ′
θ′
)x−k
)
≥
(
n
x
)
θ′x(1− θ′)n−x
The last equality seems to be loose as it only uses one term (k = x) in the summation, but
it turns out to be sharp in the sense that
essinfθ,θ′
PE(θ, θ
′)
θ′k(1− θ′)n−k =
(
n
x
)
,
as if we take the limit θ → 0, θ′ → 1, then
PE(θ, θ
′)
θ′k(1− θ′)n−k →
(
n
x
)
.
Therefore, for any θ, θ′,
PE(θ, θ
′) ≥
(
n
x
)
pi(θ′|x)Beta(x+ 1, n− x+ 1) = pi(θ
′|x)
n+ 1
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By Theorem 8 in [RR+04], the exchange chain is also ‘uniformly ergodic’ and
dEX(t) ≤ (1− 1
n+ 1
)t,
which finishes the proof.
Remark 12. The same asymptotic argument indicates that if x ∼ αn and n sufficiently
large, then O(√n) steps are necessary and O(n) steps are sufficient for the exchange chain
to converge.
In fact, without specifying the value x, upper bound given by Theorem 12 cannot be
further improved. If we take x = 0, then the transition kernel can be calculated explicitly,
which is
PEX(θ, θ
′) =
{
(1−θ
′
1−θ )
n, θ′ > θ
1 θ′ < θ
Therefore, it is clear that
PEX(0, θ
′) =
1
n+ 1
pi(θ′|x = 0)
for any θ′ > 0. The exchange chain starting at θ = 0 has rejection probability n
n+1
at each
step, which leads to the lower bound
dEX(t) ≥ (1− 1
n+ 1
)t
when x = 0. Therefore, without specifying x, it may take up to O(n) steps for the exchange
chain to converge.
Exchange algorithm converges faster when x is at the same magnitude as n. Now we
assume x = αn (without loss of generality we may assume α ≤ 0.5). Let B(n, p) be a
Binomial random variable with parameter p. Then our calculation in Theorem 12 shows:
PEX(θ, θ
′) ≥ min{P(B(n, θ′) ≥ x),P(B(n, θ′) ≤ x)}
Let m(θ′) be
m(θ′) = min{P(B(n, θ′) ≥ x),P(B(n, θ′) ≤ x)}
Then we immediately have:
PEX(θ, θ
′) ≥
∫
m(θ)dθ · m˜(θ′)
where m˜ is a probability density defined by
m˜(θ) =
1∫
m(s)ds
m(θ).
The convergence rate of exchange algorithm is no larger than (1−∫ m(s)ds) by [MT+96],
so it suffices to bound
∫
m(s).
It is well known that Binomial distribution can be approximated by Normal distribution
when n is large [Dur19]. Moreover, Berry-Esseen theofrem [Dur19] [She11] gives a quantita-
tive result between Binomial distribution and Normal distribution.
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Theorem 13 (Berry-Esseen Theorem). There exists constant C ≤ 0.4748 such that
sup
x∈R
∣∣∣∣∣P
(
B(p, n)− np√
np(1− p) ≤ x
)
− Φ(x)
∣∣∣∣∣ ≤ C(p2 + (1− p)2)√np(1− p) ,
where Φ(x) is the cumulative distribution function of standard normal distribution.
In our example, when θ′ is at the range of [α− r/√n, α+ r/√n], Berry-Esseen Theorem
tells us m(θ) is at constant scale, therefore the integration of m(θ′) should be no less than
O(1/√n). Therefore we have the following proposition:
Proposition 1. With all the notations as above, x = αn for 0 < α ≤ 0.5,we have:
dEX(t) ≤ (1− w0)t
where
w0 = 2
α√
n
(
Φ
(
−
√
α√
1− α
)
− C√
nα(1− α)
)
Proof. It suffices to show ∫
m(s)ds ≥ w0.
Obviously we have:∫ 1
0
m(s)ds ≥
∫ α+α/√n
α−α/√n
min{P(B(n, θ′) ≥ x),P(B(n, θ′) ≤ x)}dθ′
≥ 2
∫ α+α/√n
α
P(B(n, θ′) ≤ αn)dθ′
The rest of proof is immediate using Berry-Esseen Theorem.
Therefore, if the ‘true’ parameter θ = α, then log()
log(1−w0) steps are sufficient to converge
within -accuracy. Combining with the results we derived for PMH, we conclude that O(
√
n)
steps are necessary and sufficient. In this example, though exchange algorithm converges
slower, its convergence speed is at the same magnitude with PMH.
Figure 1 and 2 shows the number of steps required for PMH and PEX to converge (total
variation distance < 0.01) for different parameters α and different n. Both algorithms
converge faster when α is closer to 0.5. Meanwhile, it takes several hundred steps for PMH
to converge and several thousand steps for PEX to converge. It is clear from Figure 1 and 2
that the convergence speed is sublinear in n, which justifies our theoretical results.
5 Conclusion
To summarize, the first part of our results focus on analyzing asymptotic variance of exchange
chain. The second part focus on convergence speed. Our results justifies the theoretical
usefulness of exchange algorithm. Under assumption (A), exchange algorithm is proven
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Figure 1: Number of steps required for PMH to converge,  = 0.01
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Figure 2: Number of steps required for PEX to converge,  = 0.01
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to be geometrically ergodic and admits a
√
n-CLT for any square integrable function. In
particular, assumption A is naturally satisfied in most practical applications, including but
not limited to location models, Ising models and ERGMs. It is our hope that this paper can
be used to bridge some gap between Markov-chain Monte Carlo theory and applications.
However, a lot more has to be done. The convergence analysis here is mostly based
on spectral theory and is unable to provide so called ‘honest’ bounds. That is, our results
show the exchange algorithm converges to the stationary distribution at a geometric rate but
does not give practical bounds on the rate. There are examples that we could give ‘honest’
bounds with sharp convergence rates for exchange chain (see Section 4), but the example we
provided here is artificial and the computation cannot be generalized to general exchange al-
gorithm. For general Metropolis-Hastings algorithms, convergence rates are usually bounded
by using the ‘drift-and-minorization’ approach of Rosenthal [Ros95]. It is an outstanding
open problem to establish a drift and minorization condition for the underlying exchange
chain.
Even though one could establish the drift and minorization conditions and get ‘honest’
bounds, usually they are still far away from ‘practical bounds’. To quote from Charles
Geyer, “If a Markov chain ‘converges’ in 103 iterations (a few microseconds in a computer),
drift-and-minorization bound might say 10100 iterations.” Therefore it would be a more
ambitious project to improve the ‘drift-and-minorization’ framework, which would be of
common interest and is already beyond the scope of exchange algorithm. Admittedly, there
is always gap between theory and practice, but it is our hope that more ‘practical’ theories
can be established in order to fill this gap.
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