Abstract : This paper presents a novel cooperative estimation algorithm for visual sensor networks. We consider the situation where multiple smart vision cameras with computation and communication capability see different target objects. The objective of the present algorithm is to meet two requirements: (i) gaining estimates close to an average pose for static objects and (ii) tracking of estimates to moving objects' poses. In order to meet the requirements simultaneously, we present a cooperative estimation algorithm based on passivity of the kinematic model of rigid body motion. Though the present algorithm embodies both properties from its structure, we restrict our theoretical interests to averaging and provide an upper bound of the ultimate error between the actual average and the estimates given by the present algorithm.
Introduction
A visual sensor network [1] is a network consisting of spatially distributed smart cameras, which is a kind of sensor networks. Unlike other sensors measuring values such as temperature and pressure, vision sensors do not provide such explicit data but combining image processing techniques or human operators with the measurement gives information on what happens, what a target is, where it is and where it bears. Due to the nature, visual sensor networks are useful in environmental monitoring, surveillance, target tracking and entertainment.
A lot of research works have been devoted to combining control techniques with visual information, the so-called visual feedback control or images in the loop [2] - [7] . The authors also presented dynamic visual feedback control schemes for 3D target tracking based on passivity in [8] , [9] , where a vision-based observer called visual motion observer plays a central role to estimate the target object's pose.
In visual sensor networks, it is expected that not only an estimate is produced but also the vision cameras cooperate with each other vision camera in a distributed fashion, which brings us new theoretical challenges. The main advantages of cooperation are: (i) accuracy in the estimates by integrating information richer than that in the case of a single sensor, (ii) tolerance against obstruction, misdetection in image processing and sensor failures and (iii) wide vision and elimination of blind areas by fusing images of a scene from a variety of viewpoints. Cooperative control and estimation schemes as in [10] - [15] provide useful methodologies to tackle such distributed control and estimation problems.
Cooperative estimation for sensor networks has been tackled in recent years [14] , [15] . The paper [15] presents distributed Kalman filters based on the consensus algorithm [10] and exemplifies the fact that averaging the estimates among the neighbors achieves more accurate estimation than averaging sensed data as in [14] . Unfortunately, the algorithm is not applicable to our problem since the object's pose takes values in a non-Euclidean space. Meanwhile, [16] , [17] present distributed estimation algorithms for visual sensor networks, where [16] computes so-called Riemanian mean and [17] Euclidean mean which are averages on Special Orthogonal Group [18] . However, [16] focuses on the averaging by assuming that the target's orientation is obtained a priori and does not mention estimation from vision data. Though [17] considers estimation and averaging simultaneously and provides an upper bound on the error between the actual mean and the estimates based on the multi-agent optimization techniques [19] , the bound cannot be computed a priori and be obtained only after gaining estimates.
In this paper, we present a novel cooperative estimation algorithm for visual sensor networks, which gives a kind of generalization of the results in [8] , [12] . We consider the situation where multiple vision cameras with computation and communication capability see different target objects. The objective of the present algorithm is to meet two requirements: (i) gaining estimates close to an average pose for static objects and (ii) tracking of the estimates to moving objects' poses. In order to meet the requirements simultaneously, we first present a cooperative estimation algorithm based on the passivity-based visual motion observer [8] and passivity-based pose synchronization law [12] . Then, we provide an upper bound of the ultimate error between the actual average and the estimates given by the present algorithm. The result gives an insight into the relation between the mean estimation accuracy and the feedback gain in the visual motion observer, namely the estimate becomes accurate as the gain becomes small. To the best of our knowledge, all of such investigations are not obtained in previous works. We finally show the effectiveness of the present estimation algorithm through numerical simulations. Σ a . ξ ab ∈ R 3 specifies the direction of rotation and θ ab ∈ R is the angle of rotation. For simplicity we useξθ ab to denotê ξ ab θ ab . The notation '∧' (wedge) is the skew-symmetric operator such thatâb = a × b for the vector cross-product × and any vector a, b ∈ R 3 , i.e.,â is a 3 × 3 skew-symmetric matrix. The vector space of all 3 × 3 skew-symmetric matrices is denoted so (3) . The notation '∨' (vee) denotes the inverse operator to '∧', i.e., so(3) → R 3 . Recall that a skew-symmetric matrix corresponds to an axis of rotation (via the mapping a →â).
The transformation eξ θ ab is orthogonal with unit determinant and hence an element of the Lie group S O(3) = {eξ
The configuration space of the rigid body motion is the product space of R 3 with S O(3), which is denoted as S E(3) throughout this paper (see, e.g., [20] ). We use the 4 × 4 matrix
as the homogeneous representation of g ab = (p ab , eξ θ ab ) ∈ S E(3) describing the configuration of Σ b relative to Σ a .
The adjoint transformation associated with g ab , written Ad (g ab ) , is given by
Similarly to the definition of so(3), we define se(3) := {(v,ω) : v ∈ R 3 ,ω ∈ so(3)}. In homogeneous representation, we write an elementV ∈ se(3) aŝ
Visual Sensor Networks

Relative Rigid Body Motion
Throughout this paper, we consider the situation where n vision cameras see different target objects (Fig. 1) . The motivation to consider the situation will be explained in Sections 2.4 and 5. Suppose that each vision camera i ∈ V := {1, · · · , n} has communication and computation capability.
Let the coordinate frames Σ w , Σ i and Σ o i represent the world frame, the i-th vision camera frame, and the frame of the object which vision camera i sees, respectively. Then, the pose of vision camera i and object o i are denoted by g wi = (p wi , eξ θ wi ) and g wo i = (p wo i , eξ θ wo i ). Let p io i ∈ R 3 and eξ θ io i ∈ S O(3) be the position vector and the rotation matrix from the vision camera frame Σ i to the object frame Σ o i . Then, the relative pose from
wi g wo i . 
where v wo i and ω wo i represent the linear velocity of the origin and the angular velocity from Σ w to Σ c , respectively [20] . Similarly, vision camera i's body velocity relative to Σ w will be de- , the body velocity of the relative rigid body motion g io i can be written as
Equation (5) is a standard formula for the relation between the body velocities of three coordinate frames [20] .
Visual Measurement
In this subsection, we define the visual measurement of the vision camera which is available for estimation of target objects' motion. Throughout this paper, we use the pinhole camera model with a perspective projection [20] as in Fig. 2 .
In this paper, we assume that each target object has m feature points and each vision camera can extract them from the visual data by using some techniques. The position vectors of the target object i's l-th feature point relative to Σ o i and Σ i are denoted by p o i l ∈ R 3 and p il ∈ R 3 respectively. Using a transformation of the coordinates, we have 
T ∈ R 2m be the measurement of the vision camera i. It is well known [20] that the perspective projection of the l-th feature point onto the image plane gives us the image plane coordinate f il ∈ R 2 as
where p il = [x il y il z il ] T and λ i is a focal length of vision camera i. It is straightforward to extend this model to m image points f i and
T ∈ R 3m . Under the assumption that each vision camera i knows p o i l ∈ R 3 , the visual measurement f i depends only on the relative rigid body motion g io i from (6) . Figure 3 shows the block diagram of the the relative rigid body motion with the camera model. The visual measurements f i (g io i ) can be exploited, while the relative rigid body motion g io i is not available directly. 
Communication Model
The vision cameras have communication capability with the neighboring cameras and constitute a network. The communication is modeled by a graph G = (V, E), where E ⊂ V × V. Namely, vision camera i can get some information from j if ( j, i) ∈ E. In addition, we define the neighbor set N i := { j ∈ V| ( j, i) ∈ E}. Now, we assume the following.
Assumption 1
The communication graph G is fixed, balanced and strongly connected.
The balanced and strongly connected graph is a graph such that there exists at least one directed path between any pair of nodes and the in-degree and out-degree are equal for all nodes. Please refer to [11] for its formal definition.
Objectives
The main objective of this paper is that each vision camera i estimates the average of the group motion {g io j } j∈V in a distributed fashion. The problem is motivated by some scenarios such as estimation of group behaviors, estimation under uncertainties including noises, incomplete localization and parametric uncertainties of vision cameras. A scenario on estimation under parametric uncertainties of vision cameras will be explained in detail in Section 5.
We first introduce the following means with respect to positions and orientations as an average of {g wo j } j∈V . We employ the arithmetic mean p * = 1 n j∈V p wo j as the position average of {p wo j } j∈V , and a so-called Euclidean mean [18] as the orientation average of {eξ θ wo j } j∈V . In order to define the Euclidean mean, we introduce the energy function on S O(3)
where M F is the matrix Frobenius norm of matrix M. Then, the Euclidean mean of {eξ θ wo j } j∈V is defined by
Hereafter, we use the notations g * = (p * , eξ
wi g * . In addition to averaging, it is important for motion estimation to make the estimates track to moving objects' poses. Namely, we try to meet the following requirements simultaneously for visual sensor networks defined above.
• (Averaging) Each vision camera i estimates a pose close to the average g * i .
• (Tracking) The estimates track the actual average pose g * i for a moving object with a finite tracking error.
For this purpose, we present a cooperative estimation algorithm. Though the present algorithm embodies the tracking nature from its structure, we especially focus on the averaging performance in this paper and demonstrate the tracking performance only through a numerical simulation. We finally make the following assumption.
Assumption 2 There exists a pair (i, j) ∈ V × V such that eξ (3) is the inverse operator of exp(·). Roughly speaking, this assumption eliminates a situation that an object's pose gets too far away from the other ones.
Visual Motion Observer
In this section, we consider the problem that a vision camera i estimates the target object motion g io i from the visual measurements f i without considering communication. The relative rigid body motion g io i cannot be immediately obtained from the visual measurement because the target object velocity V b wo i is unknown and furthermore cannot be measured directly. We thus introduce the visual motion observer presented in [8] in order to meet the objective.
Estimation Error System
The visual motion observer has the same structure as Luenberger observer, that is, a model of the actual motion is prepared, the error of the estimated output and the actual one is computed, and the error is fed back to modify the model state so that it tracks to the actual state.
We first prepare the model of the actual rigid body motion relative to the vision camera. Using the relative rigid body motion (5), we choose estimatesḡ
of the relative rigid body motion and velocity respectively as
The new input
T is to be determined in order to drive the estimated valuesḡ io i andV b io i to their actual values. Once the estimateḡ io i is determined, the estimated measurementf i (i = 1, . . . , m) is also computed similarly to (6) and (7) . In the following, we use the notationp il :
In order to establish the estimation error system, we define the estimation error between the estimated valueḡ io i and the actual relative rigid body motion g io i as
Note that p io i =p io i and eξ θ io i = eˆξ¯θ io i iff g ei = I 4 , i.e., p ei = 0 and eξ θ ei = I 3 . Using the notations
the vector representation of the estimation error is given by
Note that e ei = 0 iff p ei = 0 and eξ θ ei = I 3 . Therefore, if the vector of the estimation error is equal to zero, then the estimated relative rigid body motionḡ io i equals the actual relative rigid body motion g io i .
Let us now derive a relation between the actual and estimated visual measurements. If we define the visual error as f ei := f i (g io i ) −f i (ḡ io i ), then the relation between the actual vision data and the estimated one can be approximately given by
is the well-known image Jacobian defined as
We assume that the matrix J i (ḡ io i ) is full column rank for all g io i ∈ S E(3). It is desirable that m ≥ 4 in order that the image Jacobian has the full column rank [8] .
The above discussion shows that we can derive the vector of the estimation error e ei from visual measurement f i and the estimated value of the relative rigid body motionḡ io i as
where † denotes the pseudo-inverse. Differentiating (10) with respect to time and using (5) and (9), we obtain the estimation error system Figure 4 shows the block diagram of the system (15).
Stability Analysis
In this subsection, we form the visual motion observer and analyze stability of the closed-loop system based on passivity. For this purpose, we first give a remarkable fact. = 0, then the following inequality holds for the estimation error system (15) .
where γ i is a positive scalar.
Let us take u ei as the input and e ei as the output of (15). Then, Fact 1 implies that the estimation error system (15) is passive from the input u ei to the output −e ei . Based on the above passivity property, we consider the following input
Then, we have the following facts from passivity-based control theory. = 0, then the equilibrium point e ei = 0 for the closedloop system (15) and (17) is asymptotically stable.
(ii) Given a positive scalarγ i , if k ei satisfies
then the system (15) and (17) and output e ei has L 2 -gain smaller thanγ i . Item (i) shows that the visual motion observer leads the estimatē g io i to the actual relative pose of the static object g io i asymptotically as long as the initial estimation error is small enough. A more interesting feature of the visual motion observer appears in (ii). This implies that the visual motion observer works even for a moving target object. The parameterγ i is an index on the estimation accuracy and its upper bound is provided by (ii) in an explicit form. The accuracy depends on the speed of the target object and the gain k ei and a large gain is required to estimate a fast object motion.
Passivity-Based Cooperative Estimation
In this section, we present a cooperative estimation algorithm under the assumption of (i) each vision camera knows relative pose g i j = g 
Accordingly, the update procedure of the estimates in the visual motion observer is formulated aṡ
where we restrict the gain k ei as k ei = k e j = k e ∀i, j ∈ V.
Update Rule of Estimates
In this section, we present an update rule of the estimates g io i so as to estimate the mean g * i based on the passivity-based visual motion observer [8] and passivity-based pose synchronization law [13] . For this purpose, we first assume that each vision camera i gains the estimateḡ jo j from j ∈ N i as messages. Now, by multiplying known information g i j from left, each vision camera i gets the informationḡ io j := g i jḡ jo j for all j ∈ N i .
Let us define the update procedure of the estimateḡ io ī
Especially, its orientation part is given bẏ
ω uei = k e e R (e −ξθ io i eξ
Since e ei is reconstructed from the visual measurement f i by (14) andḡ io j is obtained through communication as stated above, the update procedure (21) is implementable. The block diagram of the total cooperative estimation algorithm of vision camera i is illustrated in Fig. 5 .
The present estimation algorithm is a kind of generalization of [8] and [12] . Indeed, as depicted in Fig. 5 , without the second term j∈N i E R (ḡ −1 io iḡ io j ), the update rule (21) is the same as that of the visual motion observer (20) . This implies that the present algorithm structurally embodies the tracking property for moving targets. In addition, without the first term k e e ei , the update procedure (21), namely u ei = j∈N i E R (ḡ −1 io iḡ io j ), is essentially equal to the passivity-based pose synchronization law [12] of a group of rigid bodies whose poses are represented byḡ wo i . Thus, under appropriate assumptions, eachḡ wo i would converge to a state satisfyingḡ wo i =ḡ wo j as time goes to infinity without the first term.
In the following, we mainly focus on the orientation part (22) and (23) and closeness of the ultimate estimates eˆξ¯θ io i to the average eξ θ * i .
Auxiliary Results
In this subsection, we give some auxiliary results necessary for proving the main result of this paper. We first have the following lemma for the update procedure (22) and (23). This lemma implies that individual estimates eˆξ¯θ io i get closer to the mean eξ θ * i at least than the object with the farthest orientation from the mean. In addition, the proof of this lemma also 26) is true, the function V = i∈V φ(e −ξθ * eˆξ¯θ wo i ) is strictly decreasing at least after the time T 1 (c). In addition, in the region not satisfying (26), there exists i ∈ V such that
Lemma 1 Suppose that
for all j ∈ V, where diam(G) is the diameter of the graph G [11] .
Proof See Appendix C.
Note that the assumption β > 0 means that the absolute value of the rotation angle of e −ξθ * eξ θ wo i is smaller than about 41[deg] for all i ∈ V. Since β is a function of the actual target orientations eξ θ wo i , its exact value is never obtained. However, setvalued prior information on relative orientations e −ξθ wo i eξ θ wo j allows us to gain its estimate. Especially in the scenario of Subsection 5.1, such information is in general available.
Main Result
Now, we are ready to state the main result of this paper which gives a quantitative evaluation on the closeness of the ultimate estimates eˆξ¯θ io i to the mean eξ 
where
for positive β > 0 and k e satisfying
and otherwise α(β, k e ) = 1.
Proof See Appendix D.
(28) says that if α is small enough, the mean estimation becomes accurate. From (30), the parameter α becomes small as the term √ k e ndiam(G) approaches to 0. Now, if we use a sufficiently small gain k e in (21) , then the term is approximated by 0. In addition, if we take sufficiently close to 0, then (29) close enough among all i, j ∈ V, then it becomes close to 0 and the mean is accurately estimated by the present update procedure (22) and (23). Otherwise, the accuracy might degrade, though it is more accurate at least than the case in the absence of cooperation. The parameters and c are associated with the time T ( , c) and for small and c the time to take for reaching the region satisfying (28) becomes long just because (28) gets strict. Note however that the trajectories of the estimates are independent of these parameters and just choosing small values for them is sufficient if we are interested in the ultimate error bound.
Theorem 1 says that choosing a small k e is the best way to gain accurate estimates of the mean. However, a small k e leads to a poor tracking performance as indicated in Fact 2 (ii). This issue will be mentioned again in Section 5. [19] on S O(3) for a special objective function in a sense if the estimation problem is viewed as a distributed optimization problem on S E(3). However, unlike problems on a vector space, the present scheme yields an offset of the estimate from the actual average regardless of the gain k e . This is reasonable from the fact that the attitude synchronization law does not always drive the orientations to the average of the initial values.
Remark 1 Theorem 1 gives a counterpart of the results in
Simulations
In this section, we demonstrate the effectiveness of the present algorithm and validity of Theorem 1.
Scenario
Averaging uncertain information is a powerful technique for gaining accurate estimates in standard sensor networks [14] , [15] . Here, we handle such a problem for visual sensor networks, where parametric uncertainties of vision cameras are assumed as a source of uncertainties.
Suppose that multiple vision cameras see a single target object as in Fig. 6 , where each vision camera has uncertainties. In theory, the feature points on the image plane are given by Equation (7) . However, as exemplified in experiments [17] , it is not always true due to parametric uncertainties of the vision cameras and distortion of lens (Fig. 7) . In such a situation, all the individual cameras can do are to estimate a pose consistent with the visual measurement (Fig. 8) . Since all the camera has uncertainties, the situation is interpreted as if vision cameras see different target objects (Fig. 9) . Then, the problem is reduced to the averaging problem presented in Subsection 2.4. Moreover, if the target can move, then tracking nature stated in Subsection 2.4 is also required for the estimation algorithm. Thus, the problem in Subsection 2.4 is worth tackling even for the estimation of a single target object's motion.
Simulation Results
Here, we use 4 vision cameras whose communication is represented by the graph depicted in Fig. 10 . Note that the graph satisfies Assumption 1. Let the camera poses be set as T . Then, the parameter β in Theorem 1 is given by β = 0.7458 for c = 10 −4 and satisfies the condition β > 0 in Theorem 1.
We run the present algorithm for k e = 0.03 and k e = 1 as gains in (21) , where the former satisfies the condition (30) in Theorem 1 and α in (29) is given by 0.7326 for = 10 −4 . In all simulations, we let the initial estimates be equal to g io i .
Let us first consider the situation where the object is static. Then, the time responses of the orientation estimates for all vision cameras and the mean are depicted in Figs. 11-13 . Here, the solid lines are the Euclidean mean, the dashed curves are the estimates for k e = 1 and the dash-dotted ones are those for k e = 0.03. We see from the responses that the estimates for the small k e get closer to each other and also the mean than those for a large one as mentioned just after Lemma 3 and Theorem 1 respectively. Figure 14 shows the time responses of the left-hand side of Inequality (28), namely the function V in Appendix A. Note that the function is equal to 0 if and only if all the estimates eˆξ¯θ io i are equal to the mean eξ θ * i for all i ∈ {1, 2, 3, 4}. Now, the dashed curve is the function value for k e = 1 and the dashdotted one is that for k e = 0.03, the dotted line is the function value without communication, and the solid line gives the right hand side of (28). Theorem 1 assures that the function gets lower than the solid line at least as time goes to infinity for k e = 0.03. Theorem 1 also means that, even for k e = 1, the function value should ultimately get lower than the dotted line. Of course, the value for the small gain becomes smaller than that for the large one, and it also gets lower than the solid line as stated in Theorem 1. We also see from the figure that the function value for k e = 1 also becomes smaller than the right hand side of (28). It might indicate conservatism of Theorem 1, though the result depends on the setting.
The above results show the fact that a small gain gives accurate estimates of the mean as indicated in the previous section. Thus, it is sufficient to just choose a sufficiently small gain for a static object. However, for a moving object, a small gain gives a poor performance in terms of tracking of the estimates to the object's pose as stated in the end of Section 4. To illustrate the fact, we next run the present algorithm for a moving target object. Figure 15 shows the simulation result of the third element ofξθ wo i , i ∈ V for targets with ω b wo i = [0 0 0.1 sin(π/40)t] ∀i ∈ V, where each line type is the same as Fig. 11 . We see from the figure a poor tracking performance for k e = 0.03. Namely, there is a trade-off between the averaging performance and the tracking performance and the gain k e is a tuning parameter to deal with the trade-off. This qualitative conclusion is predictable from the structure of the present algorithm, that is combination of the visual motion observer and synchronization, and Fact 2 (ii). What is important is to derive some quantitative result on the relation between the tracking performance and the gain, which will be presented in a separate paper.
Conclusions
This paper has presented a novel cooperative estimation algorithm for visual sensor networks. We have considered the situation where multiple smart vision cameras with computation and communication capability see different target objects. We first have presented an estimation algorithm to meet tracking of the estimates to the moving object's pose and gaining an estimates close to an average pose for static objects. The present algorithm has generalized the passivity-based visual motion observer [8] and passivity-based pose synchronization law [12] . Then, we have provided an upper bound of the ultimate error between the actual average and the estimates given by the present algorithm. Finally the effectiveness of the present estimation algorithm has been demonstrated through numerical simulations.
Appendix A Proof of Lemma 1
In the proof of Lemma 1, we use the following lemma.
Lemma 4 [13] For any matrices R 1 , R 2 , R 3 ∈ S O(3), the inequality We first define the following function of (eˆξ¯θ io i ) i∈V , which is the sum of the individual errors between the average eξ Since both of i φ(e −ξθ wo i eξ θ wo i ) and i j∈N i φ(e −ξθ wo i eˆξ¯θ wo j ) are never equal to 0 under Assumption 2, the right-hand side of (A. 7) is strictly positive. This implies that the trajectories of the estimates converge to the set satisfying (24) in a finite time interval. This completes the proof.
Appendix B Proof of Lemma 2
At each time t, the index i giving the maximal φ(e This completes the proof.
Appendix C Proof of Lemma 3
In order to prove Lemma 3, we use the following lemma. 
