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4 TABLE DES MATIE`RES
Chapitre 1
L’imagerie acoustique et sismique
Cette introduction a pour objectif de de´peindre le sens de la recherche effectue´e pendant
cette the`se, et d’en souligner les motivations.
1.1 Faire une image e´chographique
L’emploi de transducteurs pie´zoe´lectriques permet de ge´ne´rer des ondes acoustiques
aux fre´quences ultrasonores. Les longueurs d’ondes associe´es sont suffisament petites (le
millime`tre) pour fournir une re´solution d’image compatible avec les impe´ratifs de diag-
nostic me´dical. Ainsi, depuis la fin des anne´es 1970, les appareils d’e´chographie se sont
progressivement impose´s dans de nombreux domaines (le diagnostic obste´trique en parti-
culier), remplac¸ant parfois des techniques plus nocives telles que la radiographie X. Tre`s
sche´matiquement, construire une image par ultrasons se fait en trois e´tapes :
– une impulsion bre`ve (typiquement une a` deux pe´riodes de sinuso¨ıde de fre´quence
centrale de quelques MHz) est e´mise par un ou plusieurs points sources. L’e´mission
peut eˆtre focalise´e afin d’e´clairer de fac¸on pre´fe´rentielle une zone d’inte´reˆt dans le
milieu a` inspecter.
– chaque fois que l’onde incidente rencontre un diffuseur1, il y a re´flexion d’une partie de
l’e´nergie ultrasonore. Cela se produit notamment aux interfaces des objets a` inspecter,
mais e´galement en leur sein selon la structure du milieu de propagation (grains,
pre´sence de diffuseurs isole´s, de´fauts dans une structure homoge`ne, etc...)
– les e´chos re´fle´chis (re´trodiffuse´s) par le milieu atteignent ensuite la barette e´chogra-
phique. Les ce´ramiques pie´zoe´lectiques e´tant re´ciproques, les e´metteurs sont mainte-
nant utilise´s comme re´cepteurs et recueillent les e´chos. Il est possible d’appliquer des
retards sur chacun des capteurs avant de sommer les signaux de´cale´s2, cela permet
d’e´couter pre´fe´rentiellement les ultrasons re´fle´chis par une zone particulie`re. Nous
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formons ainsi le signal e´chographique dont on espe`re qu’il constitue une signature
fide`le de la zone inspecte´e.
L’onde est focalise´e en un point du milieu. L’intensite´ du signal acoustique refle´te´ par ce
point est reporte´e sur un pixel de l’image. L’image e´chographique est donc une ve´ritable
carte de re´flectivite´ du milieu.
Fig. 1.1 – A` gauche : re´gime de diffusion simple. Il y a e´quivalence parfaite entre le temps
d’arrive´e de l’e´cho et la distance source-diffuseur. A` droite : re´gime de diffusion multiple. Le
trajet de l’onde dans le milieu ressemble a` celui d’un marcheur dans un labyrinthe. L’e´qui-
valence temps-distance n’est plus valable, ce qui rend inapplicables les proce´de´s d’imagerie
classique.
Ce proce´de´ d’imagerie repose sur une hypothe`se fondamentale : celle de diffusion simple3.
Autrement dit nous supposons pour interpre´ter les e´chos qu’ils sont issus d’une unique
re´flexion de l’onde incidente par les he´te´roge´ne´ite´s du milieu. Cela est vrai tant que la
re´flectivite´ est faible, ce qui est le cas dans de nombreux tissus biologiques.
Lorsque cette hypothe`se n’est plus vraie, l’interpre´tation de l’image devient tre`s de´-
licate, voire impossible car on ne peut plus retrouver la profondeur des structures vues.
Par exemple, il a e´te´ re´cemment mis en e´vidence la pre´sence de diffusion multiple d’ultra-
sons dans un os trabe´culaire poreux [Derode et al. (2005)]. Avant d’imaginer un proce´de´
d’imagerie en re´gime de diffusion multiple, il paraˆıt d’abord essentiel d’attirer l’attention
du lecteur sur les indicateurs du re´gime de propagation des ondes.
Cette notion de diffusion multiple des ultrasons s’applique parfois aux mate´riaux po-
lycristallins dans le domaine du controˆle non-destructif. Il en va de meˆme des milieux
granulaires, ou` de nombreuses observations confirment la nature diffuse de la propagation
des ultrasons [Page et al. (1999)].
1.2 Faire une image sismique
A` la diffe´rence des milieux biologiques dans lesquels les vitesses de propagation sont
globalement homoge`nes (hormis les tissus osseux), le sous-sol peut eˆtre constitue´ de plu-
sieurs milieux ge´ologiques dans lesquels les ondes se propagent a` des vitesses sensiblement
3Nous supponsons aussi la vitesse du son constante dans le milieu, en ge´ne´ral celle de l’eau : 1.5 mm/µs
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diffe´rentes. L’objectif de l’imagerie sismique n’est alors pas uniquement d’obtenir une carte
de re´flectivite´ du milieu (re´flectivite´ ge´ne´re´e par des interfaces ge´ologiques) mais aussi une
carte des vitesses ”moyennes” de propagation des ondes dans chaque couche ge´ologique. De
plus, il n’est en ge´ne´ral pas possible de focaliser a` l’e´mission des ondes sur un point parti-
culier du sous-sol. En effet l’expe´rimentateur utilise ge´ne´ralement des sources explosives ou
vibrantes qu’il va de´placer le long d’un profil d’acquisition, n’utilisant a` chaque fois qu’une
seule source pour l’ensemble des re´cepteurs (il existe des techniques plus perfectionne´es
bien suˆr, mais le principe reste identique).
La premie`re partie du travail d’imagerie consiste a` e´valuer la ce´le´rite´ des ondes sismiques
en fonction de la profondeur. L’ope´ration repose sur l’enregistrement des ondes re´fracte´es,
c’est-a`-dire l’arrive´e du front d’onde direct en un point e´loigne´ de la source. En raison
de l’augmentation de la vitesse avec la profondeur, la propagation de l’onde directe est
courbe´e. Sche´matiquement, plus la distance source-capteur est grande, plus l’onde pe´ne`tre
profonde´ment et permet la mesure de la vitesse de propagation des couches plus profondes.
L’image que l’on obtient alors du milieu est une image dite ”basse fre´quence” ou ”grande
longueur d’onde”, car elle de´peint les grandes caracte´ristiques (ce´le´rite´) du milieu mais ne
donne pas le de´tail de la position des interfaces (vitesses, densite´).
La deuxie`me e´tape consiste a` tenir compte des vitesses de propagation pre´ce´demment
estime´es pour localiser les interfaces du milieu. Cette e´tape nume´rique fonde le principe
de la migration sismique. Le ge´ophysicien obtient alors une carte de re´flectivite´ du milieu,
ou` les interfaces et les diffuseurs les plus forts ressortent nettement. C’est l’image ”haute
fre´quence” ou ”courte longueur d’onde” du milieu. Cette carte permet difficilement de ca-
racte´riser les diffe´rents milieux entre les interfaces.
L’image finale est obtenue en ”me´langeant” les informations obtenues par les deux
images pre´ce´dentes. En particulier au travers de codes de calculs ite´ratifs qui font in-
teragir les parame`tres de vitesse de propagation et de re´flectivite´, l’image finale est affine´e
et optimise´e. Elle devient alors exploitable, c’est-a`-dire interpre´table du point de vue de la
ge´ologie. Le traitement des donne´es permet d’e´liminer les arte´facts de propagation4.
Comme en e´chographie, l’image sismique est obtenue sous l’hypothe`se d’un re´gime de
diffusion simple. Dans certains cas tre`s particuliers, des ondes ayant subi plusieurs re´flexions
au sein d’une couche particulie`re peuvent eˆtre identifie´es (par exemple les multiples entre
la surface et le fond de la mer, en sismique marine). Il est possible de soustraire ces mul-
tiples des signaux et d’en limiter l’effet. Cependant, dans la plupart des cas, la probabilite´
d’obtenir des signaux d’origine diffuse dans le sous-sol est ne´glige´e. Pourtant il arrive que,
meˆme apre`s des traitements tre`s raffine´s, les images sismiques restent floues ou tre`s brui-
te´es, en particulier pour les temps de parcours les plus longs correspondant aux couches les
plus profondes. C’est le cas des zones oroge´niques pre´sentes sous les chaˆınes de montagne
4hyperboles de diffraction par exemple...
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Fig. 1.2 – Sche´ma succinct d’une expe´rience de sismique marine. La source (un canon a`
air) e´met une impulsion qui se propage dans la couche d’eau avant de pe´ne´trer le sous-sol.
Les ondes re´fle´chies sont enregistre´es sur la fluˆte au niveau des diffe´rentes traces (4 ici,
beaucoup plus dans la pratique). Une trace sismique est constitue´e d’un jeu d’hydrophones
re´partis line´airement le long de la fluˆte. En e´chographie ultrasonore, les ce´ramiques pie´zo-
e´lectriques peuvent a` la fois servir de source et de re´cepteurs. Cela n’est pas possible ici,
c’est pourquoi l’ensemble du re´seau source-re´cepteur est translate´ horizontalement par le
bateau.
par exemple. D’autre part, il existe des milieux ge´ologiques ou` les contrastes d’impe´dance
sont tre`s grands (beaucoup plus e´leve´s qu’en e´chographie me´dicale par exemple). Il s’agit
aussi bien des zones volcaniques ou` des roches de densite´ tre`s diffe´rentes coexistent, que
des zones de fracturation intense ou un me´lange tre`s intense des unite´s ge´ologiques est ob-
serve´. C’est potentiellement le cas en mer de Marmara, sous la quelle se situe probablement
un des re´seaux de failles les plus actifs du monde : le re´seau nord-Anatolien. Un exemple
d’enregistrement de sismique marine (un tir enregistre´ le long d’une fluˆte constitue´e de 360
traces) est pre´sente´ Fig. 1.3.
1.3 Faire l’image globale de la Terre
Lorsque nous souhaitons connaˆıtre l’aspect des couches les plus profondes de la Terre,
des expe´riences actives comme la sismique re´flexion ou re´fraction ne sont plus efficaces.
Nous changeons en effet d’ordre de grandeur : les distances se comptent en milliers de
kilome`tres. Par ailleurs le domaine de fre´quence des ondes e´tudie´es commence au mHz et
de´passe rarement 1 Hz (en tout cas < 10 Hz). De plus l’e´nergie ne´cessaire a` une source
pour e´clairer la Terre entie`re est gigantesque : elle est de´livre´e par les se´ismes de magnitude
Mw > 5. Pour se donner un ordre de grandeur des e´nergies mises en jeu, on peut se reporter





soit 8 000 000 tonnes de TNT pour un se´isme ”mode´re´” de magnitude Mw = 5. Seules
les bombes nucle´aires sont capables de de´livrer artificiellement une telle e´nergie a` ces fre´-
quences. L’information pour la sismologie globale est donc essentiellement pourvue par les
tremblements de Terre et les re´seaux de stations sismologiques qui les enregistrent. Plu-
sieurs de´cennies d’e´coute de la Terre ont permis de mettre en e´vidence les grandes structures







Shot #2830, [10−20] Hz






Shot #2830, [20−40] Hz





Fig. 1.3 – Intensite´ sismique (e´chelle logarithmique) re´trodiffuse´e par le sous-sol en mer de
Marmara, lors de la campagne Seismarmara (2001), en fonction du temps (axe vertical) et
de la distance de la trace a` la source (axe horizontal). La fin du signal sismique (au-dela` de
5 s) montre une cohe´rence spatiale tre`s faible qui rappelle les tavelures optiques (speckle).
Cela peut eˆtre duˆ a` une distribution ale´atoire de re´flecteurs localise´s, en re´gime de diffusion
simple...ou multiple. Cette partie du signal est en ge´ne´ral difficile a` exploiter, en tout cas
elle ne semble pas correspondre a` la re´ponse d’un sous-sol stratifie´ (les re´flections seraient
des hyperboles). A` haute fre´quence, l’onde sismique est plus fortement atte´nue´e, la dure´e
du signal est raccourcie. Les traits diagonaux au-dela` de 10 s sont probablement des e´chos
late´raux sur les navires environnants.
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Manteau supérieur + croûte
Fig. 1.4 – Mode`le de Terre PREM (Preliminary reference Earth model, par Dziewonski
and Anderson (1981)), pre´sentant les vitesses de propagation des ondes P (compression)
et S (cisaillement) ainsi que la densite´ en fonction du rayon de la Terre. Ce mode`le est
un mode`le ”moyen”, a` syme´trie sphe´rique. D’autres mode`les ont e´te´ propose´s par la suite,
qui sont essentiellement des ”raffinements” du premier. Les parame`tres e´lastiques peuvent
fluctuer autour de leur valeur moyenne, parfois fortement comme dans la crouˆte terrestre,
engendrant des phe´nome`nes de diffraction complexe et de diffusion des ondes.
(crouˆte, manteau, noyau, graine) et d’e´tablir un mode`le de Terre de vitesse et densite´. Ce
mode`le unidimensionnel est purement radial (syme´trie sphe´rique). Le plus classique est
PREM (Preliminary reference Earth model, par Dziewonski and Anderson (1981)), il est
pre´sente´ figure 1.4.
Pour obtenir les vitesses caracte´risant ce mode`le, il faut observer la distribution des
temps d’arrive´e des ondes spe´culaires (re´fle´chies sur des interfaces) autour du globe. Pour
un se´isme donne´, les stations sismologiques sont repe´re´es par leur distance angulaire (de
0◦ a` 180◦) depuis la source. Il est possible d’additionner tous les enregistrements pour une
meˆme distance angulaire source-capteur (en toute rigueur, il est plus efficace de sommer
la quantite´ STA/LTA5). Astiz et al. (1996) ont propose´ un stack global d’enregistrement
sismique. L’image obtenue (pour la composante Z) est pre´sente´e figures 1.5, respectivement
pour des basses et hautes fre´quences.
5Short Time Average / Long Time Average, moyenne glissante de l’intensite´ du signal sismique au court
du temps.
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(a) Pe´riodes > 10 s (b) Pe´riodes < 6 s
(c) Pre´diction (pe´r. > 10 s Iasp91)
Fig. 1.5 – Temps d’arrive´e des rais sismiques moyenne´s sur un grand nombre d’e´ve´nements
[Astiz et al. (1996)]. Les signaux sismiques sont filtre´s au-dessous de 10 secondes (a) et au-
dessus de 6 secondes (b). Les corrections de temps d’arrive´e lie´es aux he´te´roge´ne´ite´s connues
sont effectue´es (en premier lieu la topographie).
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1.4 Des indices de de´sordre dans la Terre
On peut trouver un premier indice du de´sordre dans la Terre par l’observation ge´olo-
gique en surface : dans les zones montagneuses, ou les zones de fracture intense, l’hypothe`se
de succession de couches stratifie´es horizontalement n’est pas ve´rifie´e. La tomographie sis-
mique [Aki et al. (1977)] a confirme´ la pre´sence de structures 3-D pour des couches plus
profondes (crouˆte, manteau supe´rieur), mettant a` mal l’ide´e d’une Terre a` la structure
purement radiale. La prise en compte de phe´nome`nes 3-D n’est pas la seule difficulte´ a`
laquelle doivent faire face les proce´de´s d’imagerie.
Pour les trois domaines qui pre´ce`dent, la diffusion multiple est un vrai cauchemar, un
casse-teˆte. Lorsque l’on passe d’un re´gime de diffusion simple a` un re´gime de diffusion
multiple, les me´thodes classiques pour de´crire les ondes ne sont plus suffisantes. Le pro-
ble`me direct (de´terminer le champ d’onde connaissant le milieu) devient fastidieux, et le
proble`me inverse (de´terminer le milieu connaissant les ondes qui le traversent) absolument
impossible a` re´soudre.
Pour qu’il y ait diffusion multiple, nous pouvons imaginer au moins deux conditions :
– La Terre doit eˆtre he´te´roge`ne sur des distances caracte´ristiques comparables aux
longueurs d’ondes mises en jeu (crite`re qualitatif).
– Ces he´te´roge´ne´ite´s doivent correspondre a` des fluctuations importantes des para-
me`tres e´lastiques (plusieurs %, crite`re quantitatif).
La pre´sence de diffusion multiple dans les signaux sismiques est tre`s difficile a` de´montrer
quantitativement. Ce sera l’objet du troisie`me chapitre de la the`se. Cependant plusieurs
observations montrent qualitativement la pre´sence d’he´te´roge´ne´ite´s dans la Terre (fluctua-
tion 3D des parame`tres e´lastiques).
Prenons par exemple l’enregistrement du champ d’onde acquis lors d’une campagne
d’imagerie sismique, figure 1.3. Derrie`re les hyperboles de re´flexion enregistre´es au de´but
du signal (au-dela` de 5 s), le champ d’onde est tre`s perturbe´, constitue´ d’arrive´es diffuses et
spatialement incohe´rentes, ce qui rappelle les tavelures optiques (speckle). Cela peut-eˆtre
duˆ a` une distribution ale´atoire de re´flecteurs localise´s, en re´gime de diffusion simple...ou
multiple, mais en tout e´tat de cause cela ne correspond pas a` la re´ponse d’un milieu stratifie´
1-D.
Revenons a` l’image globale des temps d’arrive´e de Astiz et al. (1996). A` distance angu-
laire donne´e, les temps d’arrive´e fluctuent (typiquement ±1 s) en fonction du lieu d’enre-
gistrement. De plus, ces arrive´es sont suivies d’un ”bruit” (coda qui n’est pas comple`tement
de´truite par la moyenne sur les se´ismes). Ces deux observations sont des indices de de´sordre
dans la Terre. A` haute fre´quence, de nombreuses arrive´es (phases sismiques) ne sont plus
visibles. Cela est lie´ a` l’absorption des ondes, plus efficace a` haute fre´quence qu’a` basse
fre´quence, mais aussi lie´ a` l’atte´nuation par diffusion des ondes, en particulier lorsqu’elles
traversent la crouˆte terrestre qui est plus he´te´roge`ne que le manteau.
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Onde P directe Onde S directe 
Coda sismique 
Fig. 1.6 – Exemple d’enregistrement d’un se´isme (localise´ a` 90 km, entre 1 et 10 Hz,
composante verticale). Les ondes P arrivent en premier, puis les ondes S plus lentes. La
Coda pre´sente une longue de´croissance exponentielle.
Prenons enfin un enregistrement de se´isme, comme propose´ sur la figure 1.6. Le de´-
placement du sol enregistre´ au cours du temps constitue le signal sismique. Il est d’abord
forme´ par l’arrive´e directe des ondes issues du se´isme. Lorsque le milieu est he´te´roge`ne
(pre´sence de mate´riaux ge´ologiquement diffe´rents), deux effets sont observe´s. D’une part
les ondes directes sont tre`s atte´nue´es, d’autre part l’e´nergie perdue par les ondes directes
”re´apparaˆıt” plus loin dans les enregistrements sous forme de vibrations secondaires. Ces
vibrations re´siduelles qui peuvent durer tre`s longtemps (plusieurs heures) forment la coda
sismique6 [Aki (1969)].
La coda sismique a une origine qui est longtemps reste´e inexplique´e, et en ge´ne´ral
elle n’est pas exploite´e meˆme si elle constitue l’essentiel du signal sismique. De nombreux
scientifiques ont imagine´ qu’elle e´tait constitue´e d’ondes ayant subies plusieurs re´flexions
avant d’eˆtre enregistre´es a` la surface, empruntant des trajets aussi complique´s que ceux
d’un coureur dans un labyrinthe. Cette hypothe`se de diffusion multiple a` e´te´ confirme´e par
certaines e´tudes de la de´croissance moyenne de lintensite´ de la coda7, et par l’observation
de l’e´quipartition des ondes sismiques [Hennino et al. (2001)]8. Cependant la pre´sence de
diffusion multiple n’a jamais e´te´ de´montre´e de fac¸on directe.
6La notion de longue dure´e de la coda est relative a` la pe´riode des oscillations, et a` la diffe´rence de
temps d’arrive´e P et S.
7voir le chapitre 2 et l’e´quation de transfert radiatif
8voir chapitre 3.
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1.5 Le facteur coda Q
La coda est appelle´e ainsi par analogie a` la coda musicale qui marque la fin d’un morceau
de musique. Elle est forme´e de vibrations re´siduelles du sol apre`s un se´isme, cf Fig. 1.6. Elle
s’e´tend sur plusieurs minutes apre`s l’arrive´e de l’onde directe, alors que l’e´mission d’une
source sismique ne dure que quelques secondes. Ce n’est pas du bruit, car cette coda est
reproductible pour un couple source-re´cepteur donne´. Elle contient une grande partie de
l’e´nergie sismique, mais a pourtant longtemps e´te´ ne´glige´e. Dans leurs travaux pionniers,
Aki and Chouet (1975) montrent que la de´croissance temporelle de l’e´nergie de la Coda est
une caracte´ristique locale, inde´pendante de la magnitude et de la localisation de la source.






Le facteur 1/tγ est purement ge´ome´trique avec γ variant entre 1 et 2, ω est la pulsation.
Qc est appele´ facteur de qualite´ de la coda. C’est un nombre adimensionne´ qui de´pend de
la re´gion ge´ographique et de la fre´quence.
Depuis 1969, les sismologues ont propose´ deux explications [Aki (1969); Aki and Chouet
(1975)]. La dure´e de la coda peut eˆtre duˆe a` la diffusion simple : les ondes ne sont diffracte´es
qu’une seule fois avant de rejoindre la surface. La de´croissance exponentielle de l’e´nergie est
dans ce cas lie´e a` l’absorption. Mais les ondes peuvent eˆtre diffracte´es de nombreuses fois,
la diffusion multiple explique aussi tre`s bien cette de´croissance. La deuxie`me hypothe`se
est aujourd’hui largement privile´gie´e par la communaute´ scientifique, sans pourtant eˆtre
de´montre´e de fac¸on univoque.
Des travaux nume´riques [Ryzhik et al. (1996); Margerin et al. (1999)] ont permis de
calculer la forme de la coda en utilisant l’Equation de Transfert Radiatif. Cette e´quation
est de´crite dans le chapitre 2. Pour des temps assez longs apre`s les premie`res arrive´es,









avec Qa = ωτa et Qs = ωH
2/D (1.2)
ou` τa est le temps caracte´ristique d’absorption de l’e´nergie, D une constante de diffusion
(avec un temps caracte´ristique de diffusion) et H une longueur caracte´ristique de l’e´pais-
seur de la crouˆte.
Au Mexique [Margerin et al. (1999)], par exemple, les facteurs de qualite´ semblent eˆtre
(autour de 1 Hz) :
Qa ' 1100 Qs ' 320
Ces valeurs9 sont caracte´ristiques d’une re´gion ge´ologiquement he´te´roge`ne.
9Il est exceptionnel de pouvoir mesurer se´pare´ment Qs et Qa. Au Mexique, Margerin et al. (1999)
propose ces valeurs par comparaison de re´sultats expe´rimentaux et nume´riques. La plupart du temps, les
sismologues ne mesurent que Qc.
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1.6 Cadre the´matique du manuscrit
Les techniques d’imagerie a` partir d’un champ d’onde sismique ou acoustique sont tre`s
comparables dans leur principe comme dans leurs limites. La diffusion multiple, en parti-
culier, qui peut avoir lieu dans les milieux tre`s he´te´roge`nes, est un facteur limitant majeur.
Les observations pre´sente´es dans les trois sections qui pre´ce`dent sont tre`s qualitatives. Elles
nous indiquent qu’un mode`le de Terre tre`s diffusante et he´te´roge`ne est possible. C’est sur
ce sce´nario que nous allons travailler.
Ce manuscrit de the`se se place donc dans la the´matique de la propagation des ondes
en milieu complexe, et en particulier des ondes sismiques et ultrasonores. Dans ce cadre,
trois questions peuvent eˆtre pose´es :
1. Existe-t-il une technique expe´rimentale permettant de mettre en e´vidence la pre´sence
de diffusion multiple dans la Terre ?
2. Existe-t-il une technique pour quantifier les effets de la diffusion, et caracte´riser le
degre´ d’he´te´roge´ne´ite´ du milieu ?
3. Quelles nouvelles techniques d’imagerie peut-on imaginer dans ce re´gime de diffusion ?
Les deux premie`res questions seront aborde´es dans le troisie`me chapitre du manuscrit.
Une technique d’imagerie passive, reposant sur une hypothe`se d’ondes diffuses, est propo-
se´e ensuite et longuement e´tudie´e dans les chapitres 4 a` 7. Notamment, des expe´riences
ultrasonores sont propose´es comme analogues aux phe´nome`nes de propagation d’onde sis-
mique. La suite de l’introduction a pour objectif de pre´senter quelques notions et outils
fondamentaux de la physique des ondes en milieu he´te´roge`ne.
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Chapitre 2
Les ondes en milieu complexe
Ce chapitre est une introduction a` la propagation des ondes en milieu complexe. Les
e´quations essentielles de la me´canique sont rappele´es. Les grandeurs qui caracte´risent la
propagation d’une onde dans un milieu he´te´roge`ne sont de´finies. Ce chapitre doit eˆtre vu
comme une ”boˆıte a` outils” introduisant les chapitres suivants, qui concernent des re´sultats
de recherches plus re´cents.
2.1 Equation des ondes en milieu homoge`ne
Cette section rappelle les lois me´caniques principales qui permettent de mode´liser la
propagation d’une onde dans un milieu homoge`ne.
2.1.1 E´quation d’onde, types d’ondes sismiques





(∂iuj + ∂jui) (2.1)
Dans l’ensemble du manuscrit, nous adoptons la convention des indices re´pe´te´s. Nous
ferons aussi l’hypothe`se de milieu e´lastique line´aire : la de´formation est une fonction line´aire
de la contrainte (ce qui est vrai pour les ondes sismiques sur plusieurs ordres de grandeur).
D’autre part nous supposons le milieu de propagation isotrope : les caracte´ristiques me´-
caniques du milieu n’ont pas d’axe privile´gie´. Autrement dit, le tenseur des contraintes σ
suit la loi de Hooke (voir Aki and Richards (2002) par exemple) :
σij(u) = λεkk(u)δij + 2µεij(u) (2.2)
ou` δij est le symbole de Kronecker. Les parame`tres λ et µ sont appele´s usuellement les
coefficients de Lame´ (ils caracte´risent la ”rigidite´” du milieu), et nous noterons ρ la densite´
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de masse. De fac¸on ge´ne´rale, la loi de Newton s’e´crit donc, pour la ie`me composante de u :
ρ ∂ttui = ∂i(λ ∂kuk) + ∂j(µ( ∂iuj + ∂jui)) (2.3)





∆ u = 0 (2.4)






, et de re´e´crire l’e´quation en
se´parant les termes divergent et rotationnel :
∂ttu− v2p
−→∇(div u) + v2s
−→∇∧−→∇∧u = 0 (2.5)
si l’on pose u =
−→∇φ + −→∇∧ψ = up + us, alors vp et vs sont les vitesses des ondes de
compression up et de cisaillement us :
∂2φ
∂t2
− v2P∆φ = 0 ;
∂2ψ
∂t2
− v2S∆ψ = 0
Nous voyons ici apparaˆıtre les 2 types d’ondes de re´fe´rence : les ondes P (purement
compressives) et les ondes S (purement de cisaillement) cf Fig. 2.1. Pour ce qui nous inte´-
resse (la Terre), nous constatons souvent : λ = µ donc vp/vs ≈
√
3.
La de´composition en ondes P et S est judicieuse pour les milieux infinis, car dans ce cas
ces ondes sont les modes propres du syste`me. La Terre ne respecte pas cette condition, car
elle posse`de une surface libre pre`s de laquelle d’autres modes de propagation apparaissent :
les ondes de Rayleigh et les ondes de Love. Si les pe´riodes conside´re´es sont infe´rieures a`
la pe´riode du mode fondamental de la Terre (plusieurs heures) et spatialement loin de la
surface, nous pourrons malgre´ tout parler d’ondes P et S. C’est aussi dans ce re´gime que
l’analogie entre rayons optiques et trajets des ondes sismiques a beaucoup e´te´ utilise´e1.
Ces ondes P et S ayant des vitesses de propagation diffe´rentes, elles arrivent a` des temps
diffe´rents, cf Fig. 1.6. C’est la diffe´rence entre ces vitesses, proportionnelle a` la distance du
se´isme, qui est exploite´e pour localiser la source.
2.1.2 Fonctions de Green en milieu homoge`ne
La fonction de Green entre deux points A et B est la re´ponse du milieu en A a` une force
impulsionnelle en B. En milieu homoge`ne, et dans le domaine des fre´quences, la fonction
de Green acoustique est solution de l’e´quation d’onde :
−ω2
v2
G0 −∆G0 = δ(x)
1the´orie ”des rais”
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Fig. 2.1 – Sche´ma de propagation des diffe´rents types d’ondes e´lastiques, extrait de Caron
et al. (1995). En haut les ondes de volume : onde de compression, polarisation longitudinale
(P) et onde de cisaillement, polarisation transverse (S). En bas les ondes de surface : onde
de Rayleigh (R), analogue a` une vague sur un fluide (polarisation elliptique), et onde de
Love (L).
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La forme de la solution varie en fonction de la dimension :






H0 e´tant la fonction de Hankel du premier ordre (et du premier type). En champ lointain,




















v est la ce´le´rite´ de l’onde : la vitesse avec laquelle l’impulsion se propage. θ est la
fonction de Heaviside. Ces e´quations correspondent a` une onde cylindrique (resp. sphe´rique)
divergente depuis l’origine a` 2-D (resp. 3-D). Elles conservent l’e´nergie sur un cercle (resp.
une sphe`re) centre´ sur la source.
2.2 Physique des ondes en milieu he´te´roge`ne
2.2.1 Ondes classiques et ondes quantiques : une seule e´quation
Dans un milieu he´te´roge`ne, les parame`tres e´lastiques (λ, µ, ρ) fluctuent spatialement.
Il est toujours possible de se´parer la grandeur moyenne et la fluctuation. Pour une onde
acoustique, la ce´le´rite´ s’e´crit par exemple v(r) = v0(1 + ξ(r)).















. Lorsque les fluctuations sont faibles devant la valeur moyenne
(approximation de Born), la partie de gauche de´crit la propagation libre d’une onde dans
un milieu homoge`ne, la partie de droite de´crit le couplage entre l’onde et les diffuseurs.
C’est cette dernie`re qui ge´ne`re la diffusion des ondes.
Pour les ondes quantiques, la densite´ de pre´sence de la particule Ψ est solution de
l’e´quation de Schro¨dinger :
i~∂tΨ(r, t) = − ~
2
2m
∆Ψ(r, t) + V (r)Ψ(r, t) (2.9)
Il est possible d’obtenir une meˆme e´quation que pour les ondes classiques, en posant
k20 =
2mω







par 2mV (r)~2 avec V le potentiel et m la masse de la
particule.
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2.2.2 Les parame`tres de la physique des ondes
Sont pre´sente´s ici quelques grandeurs caracte´ristiques des ondes en milieu complexe.
La section de diffusion
Lorsqu’une onde plane incidente rencontre un diffuseur, c’est-a`-dire une zone dans la-
quelle les parame`tres e´lastiques sont diffe´rents de ceux du reste du milieu, son trajet est
modifie´. Autrement dit, le diffuseur redistribue l’onde incidente en diffe´rentes directions,
amplitudes et phases. La force d’un diffuseur a` modifier la propagation de l’onde se quan-
tifie par sa section efficace de diffusion σ. A` 2-D, cette section est une distance, a` 3-D une
surface. Plus cette quantite´ est grande, plus le diffuseur est fort. Il existe de nombreuses
fac¸ons de de´finir ou de calculer une section de diffusion, l’ide´e commune e´tant de compa-
rer l’intensite´ surfacique diffuse´e a` l’intensite´ surfacique incidente. Dans ce manuscrit nous
nous inte´resserons d’abord a` la section de diffusion e´lastique.
Section de diffusion e´lastique et libre parcours moyen e´lastique
Lorsque le diffuseur (le contraste d’impe´dance) est localise´ dans le milieu, nous pouvons
(au moins fictivement) de´finir l’onde diffuse´e ϕ(ω) comme la superposition de l’onde sans
diffuseur ϕ0(ω) et d’une onde purement e´mise par le diffuseur ϕs(ω). ω est la pulsation de
l’onde. La section de diffusion diffe´rentielle ∂σ/∂θ est l’intensite´ angulaire de l’onde e´mise
par le diffuseur dans la direction θ (ou l’angle solide Ω a` 3-D), l’angle 0◦ e´tant usuellement
l’angle d’incidence. A` 2-D, et pour un champ enregistre´ a` une distance R >> λ du diffuseur,
il est possible de se´parer le champ diffuse´ en une contribution radiale et une contribution













Le libre parcours moyen e´lastique, `, est la distance caracte´ristique de de´croissance de
l’intensite´ moyenne (moyenne sur les re´alisations du de´sordre). I e´tant l’intensite´ transmise
a` travers un milieu diffuseur d’e´paisseur r, alors 〈I〉 = I0 e− r` . Les crochets 〈.〉 de´notent la
moyenne d’ensemble2, et ϕ0 est le champ transmis en l’absence de diffuseurs. Cette relation
est plus connue en optique sous l’appellation de loi de Beer-Lambert :
〈I(r)〉 = I0 e−r[c]A0 (2.12)
ou` [c] est la concentration de l’espe`ce chimique ”c”, et A0 l’absorption par unite´ de concen-
tration.
2moyenne d’ensemble = moyenne sur le de´sordre = moyenne sur la configuration des diffuseurs
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Le libre parcours moyen e´lastique ` est donc la distance caracte´ristique que doit par-
courir l’onde pour que l’e´nergie diffuse´e soit significative. La densite´ des diffuseurs e´tant n,





Lorsque les fluctuations du milieu sont continues, il n’est pas possible de localiser un
diffuseur isole´. La notion de section de diffusion n’a plus de sens. Cependant il est toujours
possible de de´finir le parame`tre ` du milieu. Dans ce cas la capacite´ du milieu a` diffuser
l’e´nergie par unite´ de volume est analogue a` la section de diffusion. Pour une onde scalaire
par exemple, la vitesse locale de l’onde pourra s’e´crire : v(r) = (1 + ξ(r))v0. Le milieu
est alors de´fini par la statistique des fluctuations de vitesse ξ(r). Ces fluctuations sont
principalement de´finies par deux grandeurs : leur longueur de corre´lation (la distance qu’il
faut parcourir pour observer deux fluctuations diffe´rentes) et leur intensite´. Φ(κ) est le
spectre des he´te´roge´ne´ite´s du milieu4 :
Φ(κ) =
∫
eiκ(r−r’) < ξ(r)ξ(r’) > d(r− r’)














Ω est un angle solide (une direction dans l’espace 3-D). Plus la longueur de corre´lation
est courte, plus le libre parcours moyen est court, plus il y a de diffusion. De meˆme, plus
l’intensite´ des fluctuations est grande, plus le libre parcours moyen est court.
Section de diffusion et libre parcours moyen de transport (ou de diffusion)
Il existe une autre longueur caracte´ristique des e´ve´nements de diffusion : le libre parcours
moyen de transport (ou de diffusion) `∗. C’est la distance caracte´ristique que doit parcourir
l’onde pour perdre la me´moire de sa direction de propagation initiale. Cette longueur
caracte´rise la capacite´ du diffuseur a` modifier la direction de propagation de l’onde. Elle












3approximation de milieu dilue´
4transforme´e de Fourier spatiale de la fonction de corre´lation spatiale des fluctuations
5meˆme remarque que 3
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La section efficace de transport est donc calcule´e de la meˆme fac¸on que la section de
diffusion e´lastique, mais nous avons annule´ les contributions du diffuseur dans la direction
de propagation incidente (0°, forward scattering).
Exemple de calcul de section de diffusion
Il est tre`s facile de calculer nume´riquement la section de diffusion d’une he´te´roge´ne´ite´ de
n’importe quelle forme et taille. Pour cela, a` deux dimensions, il est pratique de placer un
re´seau circulaire de capteurs dans le champ lointain de l’he´te´roge´ne´ite´. Le calcul comporte
deux e´tapes :
– simulation du champ de re´fe´rence ϕ0(t, θ) rec¸u en chaque point du cercle (repe´re´ par
la direction θ) en l’absence de diffuseur.
– simulation du champ en pre´sence du diffuseur : ϕ(t, θ).
La diffe´rence entre le champ avec diffuseur et le champ sans diffuseur donne exactement
le champ diffuse´ ϕs(t, θ). A` 2-D, et pour un champ enregistre´ a` une distance R >> λ du





[ϕ(t, θ)− ϕ0(t, θ)]2 dt∫
ϕ20(t, θ)dt
(2.15)
La section diffe´rentielle e´lastique obtenue est alors une moyenne des sections diffe´rentielles
e´lastiques dans la bande passante qui entoure la fre´quence centrale de la simulation.
A` titre d’exemple, le calcul de la section de diffusion diffe´rentielle de trois cavite´s cy-
lindriques de taille diffe´rente (rayon a) a e´te´ re´alise´ pour une onde acoustique incidente en
eau libre (v = 1.5 mm/µs). 200 re´cepteurs ont e´te´ place´s a` quelques longueurs d’onde du
diffuseur, l’e´quation d’onde a e´te´ re´solue par un code en diffe´rences finies, de´veloppe´ par
Mickael Tanter au LOA [Tanter (1999)]. La fre´quence centrale est f0 = 1MHz et la bande
passante ∆f
f0
= 100%. La figure 2.2 montre une des deux e´tapes de la simulation nume´rique.
Ce calcul permet de ve´rifier qualitativement les comportements asymptotiques suivants :
– lorsque le diffuseur est petit devant la longueur d’onde (ka << 1) sa section de
diffusion est isotrope (cf. fig. 2.3), ce qui implique que la section de diffusion e´lastique
e´gale la section de diffusion de transport σ = σ∗. En ge´ne´ral, quand la taille du
diffuseur tend vers 0 (a → 0) par rapport a` la longueur d’onde, l’onde ne ”sent”
plus le diffuseur, la section de diffusion tend vers 0. Cependant, dans le cas d’un
diffuseur creux e´claire´ par une onde acoustique dans un fluide, la section de diffusion
adimensionne´e diverge a` basse fre´quence.
– lorsque le diffuseur est grand devant la longueur d’onde, la section diffe´rentielle est
tre`s ”pique´e” vers l’avant (cf. fig. 2.3). La section de diffusion e´lastique tend vers le
double de la section ge´ome´trique σ → 4a et reste tre`s supe´rieure a` la section de
diffusion de transport (`∗ >> `).
Dans la suite du manuscrit, ce type de simulation nume´rique sera a` nouveau utilise´, la
section de diffusion sera un parame`tre important, quantifie´ par cette me´thode.
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(a) t = 1 µs (b) t = 10 µs
Fig. 2.2 – Photographies instantane´es du champ d’onde simule´ nume´riquement. L’onde
plane acoustique incidente est ge´ne´re´e par un re´seau line´aire de sources, puis interagit avec
le diffuseur. Une partie de l’onde a e´te´ re´trodiffuse´e. Au devant du diffuseur l’onde incidente
a e´te´ atte´nue´e, ce qui correspond a` l’addition au champ d’onde incident d’une onde diffuse´e
en opposition de phase. L’extension spatiale du re´seau de sources est choisie suffisament
grande pour que l’onde cylindrique engendre´e de chaque coˆte´ du re´seau (effet de bord) ne
vienne pas polluer l’onde re´fle´chie par le diffuseur.
λ (mm) Rayon a (mm) σ (mm) σ∗ (mm)
1.5 0.025 0.18 0.18
1.5 0.25 1.6 1.1
1.5 2.5 11 7.9
Tab. 2.1 – Parame`tre des simulations nume´riques et calculs de la section de diffusion d’une
cavite´ cylindrique.
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(a) ka << 1 (b) ka ≈ 1
(c) ka >> 1
Fig. 2.3 – Section diffe´rentielle de diffusion ∂σ
∂θ
pour une cavite´ cylindrique de rayon (a)
a = 0.025 mm, (b) a = 0.25 mm et (c) a = 2.5 mm, dans l’eau autour de 1 MHz
(λ = 1.5 mm). La direction 0° correspond a` la direction de propagation de l’onde incidente.
A` basse fre´quence (a) la section diffe´rentielle est isotrope, a` haute fre´quence (c) elle est
tre`s ”pique´e” vers l’avant.
26 CHAPITRE 2. LES ONDES EN MILIEU COMPLEXE
2.2.3 Les trois re´gimes d’approximation
L’e´quation d’onde, le champ cohe´rent, l’onde balistique
La re´solution de l’e´quation d’onde ne´cessite une connaissance parfaite du milieu, ainsi
que celle des conditions aux limites. Elle n’est soumise qu’a` une hypothe`se de line´arite´ de
l’e´lasticite´, ainsi que d’isotropie des constantes e´lastiques. Pour un de´placement u(r, t) elle
s’e´crit :
ρ(r) ∂ttui = ∂i(λ(r) ∂kuk) + ∂j(µ(r)( ∂iuj + ∂jui)) (2.16)
Dans un milieu fluide, on se rame`ne a` un champ scalaire ϕ(r, t), l’e´quation d’onde s’e´crit
(au premier ordre) :
ρ(r) ∂ttϕ = λ(r)∆ ϕ (2.17)
L’onde balistique est l’onde qui arrive la premie`re dans les enregistrements. C’est cette
onde qui est utilise´e pour la tomographie. Le champ cohe´rent correspond a` la partie de
l’onde qui ”re´siste” a` la moyenne sur le de´sordre (sur les re´alisations du milieu diffuseur).
Ces deux ondes peuvent diffe´rer notablement, si le milieu est tre`s he´te´roge`ne. Le champ
cohe´rent subit en moyenne une atte´nuation par les diffuseurs, qui de´pend de l’e´paisseur L
du milieu traverse´, et du libre parcours moyen de transport ` :
〈ϕ(L, t)〉 = ϕ0(L, t)e− L2`+iδϕ
ϕ0 est le champ obtenu dans le milieu homoge`ne e´quivalent. δϕ est un de´phasage e´ven-
tuel qui tient compte de la modification de vitesse de propagation du milieu effectif.
Le transfert radiatif
L’e´quation de transfert radiatif, e´tablie par Chandrasekhar (1950), de´crit l’intensite´
spe´cifique du champ d’onde I(x,k), intensite´ a` la position x se propageant dans la direction
k. Pour une revue de´taille´e, nous proposons de se rapporter au travail de revue deMargerin
(2005). La propagation de l’e´nergie est analogue a` la propagation groupe de particules lance´
dans un re´seau de diffuseurs, une telle approche oublie donc la phase de l’onde. Chaque
particule, en x, se propage dans la direction k et peut y eˆtre diffuse´e dans la direction
k’. Cette e´quation de´crit une intensite´ moyenne, elle n’a de sens qu’en moyenne sur les
plusieurs re´alisations d’un milieu diffuseur. Il est possible (mais assez fastidieux) de passer
de l’e´quation d’onde a` l’e´quation de transfert radiatif, au moins sous forme fre´quentielle










k est un vecteur unitaire. Cette e´quation peut eˆtre obtenue de fac¸on empirique en
invoquant un bilan de flux de particules dans un volume e´le´mentaire. La signification des
termes est la suivante :
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Fig. 2.4 – Trois approches possibles pour de´crire la propagation d’une onde scalaire tra-
versant un milieu he´te´roge`ne. a) re´solution de l’e´quation d’onde : le champ transmis peut
eˆtre vu comme une superposition d’ondes multiplement re´fle´chies. b) transfert radiatif : les
paquets d’onde sont propage´s comme des grains d’e´nergie, avec une impulsion initiale. c)
re´gime de diffusion : l’e´nergie diffuse de fac¸on isotrope de`s le de´but du processus.
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– Le premier terme de gauche est l’advection des particules : si le membre de droite est
nul, alors le paquet de particules se de´place librement.
– − I(x,k)
`
est un terme de perte par diffusion. Il est lie´ a` la probabilite´ pour que la
particule soit de´vie´e par un diffuseur de la direction k vers n’importe quelle autre






I(x,k’)p(k’,k)dk’ est un terme de gain. p(k’,k) est la densite´ de probabilite´
qu’une particule de direction k’ soit diffuse´e dans la direction k.
– e(x,k) est un terme source lie´ a` la probabilite´ qu’une particule soit ”cre´e´e”.









, alors l’e´quation de transfert radiatif peut-eˆtre re´-e´crite
a` partir d’un bilan de flux de particules dans un volume e´le´mentaire au cours du temps
[Margerin (1998); Tourin (1999); Lacombe (2001)]. Pour passer a` l’e´quation de transfert
radiatif dynamique (la re´ponse du milieu a` une excitation impulsionnelle), il est ne´cessaire













I(x,k’, t)p(k’,k)dk’+e(x,k, t) (2.19)
L’e´quation de diffusion
L’e´quation de diffusion est directement de´duite de l’e´quation de transfert radiatif. Elle
porte non plus sur l’intensite´ spe´cifique mais sur la densite´ d’e´nergie. Celle-ci est la somme
















– le premier terme donne 1
c
∂tJ
– le deuxie`me terme s’e´crit c
−→∇ρ
– le troisie`me terme est directement −J/`














En re´gime quasi-stationnaire, nous pouvons ne´gliger la de´rive´e temporelle, et nous obtenons
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Lorsque le re´gime de diffusion s’est installe´, la direction initiale du groupe de particules
est perdue, les directions sont redistribue´es de fac¸on ale´atoire. Il est raisonnable de sup-
poser que l’intensite´ spe´cifique se de´compose en un terme moyen et un terme gradient, les









En appliquant a` l’e´quation 2.19 l’ope´rateur
∫
4pi
(.)dk, nous obtenons :
∂tρ+∇.J = δ(x)δ(t)
alors nous obtenons pour la densite´ d’e´nergie l’e´quation de diffusion :




2.2.4 Me´soscopie des ondes sismiques
Il est important de noter qu’a` certaines fre´quences, les ondes sismiques rentrent dans
le domaine de la physique me´soscopique. Les grandeurs mises en jeu sont : la longueur
d’absorption la, la taille L du syste`me dans lequel elles se propagent, le libre parcours
moyen de transport l∗ et la longueur d’onde λ. Le libre parcours moyen de transport l∗
est la distance que doit parcourir l’onde pour perdre la me´moire de sa direction incidente.
Nous sommes dans un re´gime dit ”me´soscopique” [Sheng (1995); Tre´goure`s (2001);
Akkermans and Montambaux (2004)] quand l’ine´galite´ suivante est ve´rifie´e :
λ < l∗  L la
Dans ce re´gime, la physique est de´crite a` la fois par l’e´quation d’onde (re´gime microsco-
pique, en ge´ne´ral λ ∼ L) et par l’e´quation de Boltzmann (re´gime macroscopique ou` on a
ge´ne´ralement la  L). De fac¸on concre`te, nous traiterons les vibrations sismiques comme
des ondes e´lastiques, et nous appliquerons des re´sultats de la physique statistique.
Ainsi, de nombreux ponts peuvent eˆtre construits entre la sismologie et d’autres do-
maines de la physique tels que le transport quantique, la propagation d’ondes lumineuses
ou acoustiques... La sismologie peut eˆtre vue comme un cas particulier du the`me plus large
de propagation des ondes en milieu complexe.
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2.3 Quelle information dans la coda ?
2.3.1 Notion de grain d’information
Tre`s sche´matiquement, on peut mode´liser la re´ponse impulsionnelle d’un milieu dif-
fuseur comme une succession de re´pliques de la source, re´pliques correspondant a` une
succession de chemins diffe´rents et inde´pendants [Derode et al. (2001b, 2000)]. Un grain
d’information correspond a` une re´plique e´le´mentaire de la source de dure´e t. Le nombre de
grains d’information contenus dans la coda de dure´e T est donc N = T
t
. Si la largeur spec-
trale de l’impulsion est δf , sa dure´e est de l’ordre de t = 1/δf . Cette notion est illustre´e
dans la figure 2.5. Ce re´sultat est vrai tant que la coda est bien constitue´e d’informations
de´corre´le´es. Or, au bout d’un certain temps, cette hypothe`se n’est plus ve´rifie´e : c’est le
temps de Thouless.
2.3.2 Le temps de Thouless
Dans un milieu ouvert diffusant, une impulsion e´mise en un point donne´ connaˆıt une
propagation complexe : l’onde directe est atte´nue´e, l’e´nergie perdue est restitue´e (ou re-
distribue´e) au cours du temps sous forme d’arrive´es plus tardives (diffuses). Le champ
enregistre´ a` une distance L de la source peut eˆtre vu comme la superposition de ces ar-
rive´es diffuses et de´corre´le´es. Le temps de Thouless est le temps ne´cessaire pour que le
champ ”s’ergodise”, c’est-a`-dire le temps apre`s lequel le volume inclus dans la sphe`re de
rayon L autour de la source est rempli de fac¸on homoge`ne par l’e´nergie diffuse [Derode et al.
(2000); Akkermans and Montambaux (2004)]. En re´gime de diffusion, ce temps de Thouless
correspond grossie`rement au temps d’arrive´e du maximum. Cela s’e´crit : ∂tI(L, τD) = 0.




A` 3-D, le temps de Thouless est a peu pre`s le meˆme : τD =
L2
6D
. Tre`s grossie`rement, cela veut
dire qu’au-dela` du temps de Thouless, l’information nouvelle des arrive´es diffuses tardives
a un poids tre`s faible dans l’enregistrement.
Le nombre de grains d’information est donc
N = τD∆f (2.22)
Prenons l’exemple de l’enregistrement sismique de la figure 1.6. Le signal est filtre´ entre
1 et 10 Hz. La distance a` la source est de 90 km, et le libre parcours moyen e´lastique au
Mexique est de l’ordre de `∗ = 40 km (vitesse moyenne v = 4 km/s). Le temps de Thouless
est approximativement τD = 30 s. Cela veut dire que la dure´e ”utile” de la coda ne de´passe
pas 30 s6, ce qui correspond a` environ 300 grains d’information. En re´alite´, une infime
6Le temps de Thouless augmente comme le carre´ de la distance source-station L, pour des distances de
propagation re´gionales voire globales, ce temps est donc beaucoup plus long. Il de´passe alors largement la
dure´e effective de la coda dont les enregistrements sont de´grade´s par un niveau de bruit ambiant important.
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Fig. 2.5 – (a) et (b) : champ ϕ(t) pour diffe´rentes bandes passantes δf . La taille d’un
”grain”d’information correspond a` l’inverse de la bande passante. C’est le temps qui se´pare
deux se´ries d’oscillations de´corre´le´es (si la dure´e de la sources est petite devant τD). (c) :
intensite´ moyenne I(t) =< ϕ2(t) > transmise au travers d’un milieu diffuseur, mode´lise´e
par l’e´quation de diffusion. Le temps du maxima est a` peu pre`s le temps de la dure´e de
l’ensemble du signal, c’est le temps de Thouless.
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partie de cette information est exploite´e : les temps d’arrive´e et la polarisation des ondes
P et S, ceux des arrive´es spe´culaires, et e´ventuellement la dispersion de l’onde de Rayleigh.
Parce qu’elle est difficile a` interpre´ter, la majeure partie de l’information transporte´e par
la coda est donc perdue, ignore´e.
Les chapitres suivants du manuscrit proposent deux fac¸ons distinctes de traiter l’infor-
mation de la coda :
– quantifier le degre´ d’he´te´roge´ne´ite´ du milieu (chap. III),
– faire de l’imagerie passive avec des enregistrements diffus (chap. suivants).
Chapitre 3
Diffusion multiple des ondes
sismiques : expe´rience de localisation
faible
Dans ce chapitre nous allons e´tudier des me´thodes expe´rimentales quantitatives qui
permettent de de´montrer la pre´sence de diffusion multiple dans la Terre. Le principe d’e´qui-
partition [Shapiro et al. (2000); Hennino et al. (2001)] est d’abord pre´sente´, ce principe
repose sur l’observation de l’e´nergie des ondes P et S dans la coda. Il est suivi de l’expe´-
rience de localisation faible des ondes sismiques (re´trodiffusion cohe´rente), base´e sur une
expe´rience de sismique active. L’expe´rience porte sur la mesure de la distribution spatiale
de l’intensite´ de la coda.
Cette expe´rience offre la possibilite´ de quantifier le degre´ d’he´te´roge´ne´ite´ du milieu
ge´ologique sonde´1, ainsi que la transition du re´gime de diffusion simple vers le re´gime de
diffusion multiple.
3.1 E´quipartition des ondes sismiques
L’hypothe`se de diffusion multiple a une conse´quence importante : a` chaque diffracteur,
les ondes sont converties. Donc au bout de plusieurs diffusions, un re´gime stationnaire
est atteint dans lequel les conversions se compensent. La diffusion multiple a donc pour
effet de ”me´langer” les modes de vibrations. Nous pre´disons donc que l’e´nergie initiale
d’un se´isme se re´partit de fac¸on e´quiprobable dans tous les modes de vibration : c’est le
principe de l’e´quipartition. Ce principe ne s’applique pas lorsque nous sommes dans un
re´gime de diffusion simple. Inte´ressons-nous a` la densite´ d’e´tat des modes de compression
P et de cisaillement S : l’espace des polarisations des ondes planes en milieu infini est a` 3
dimensions, une pour les ondes P et 2 pour les S. Dans cet espace des phases, nous pouvons
1mesure de `∗ : le libre parcours moyen de transport
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Fig. 3.1 – Mode`le propose´ pour de´crire la propagation des ondes sismiques dans la crouˆte
terrestre. La crouˆte inhomoge`ne est le sie`ge de diffusion multiple des ondes e´lastiques. A`
l’interface entre la crouˆte et le manteau (le Moho), les ondes sont guide´es ou perdues vers
le manteau, suivant leur incidence.




Le rapport d’e´quipartition est le rapport de ces deux densite´s [Weaver (1982); Shapiro
et al. (2000); Tre´goure`s and van Tiggelen (2002b)]. Lorsque tous les modes sont excite´s de
la meˆme fac¸on, le rapport entre l’e´nergie potentielle de cisaillement et l’e´nergie potentielle






≈ 10, 4 (3.1)
Il est important de noter que ce rapport d’e´quipartition n’est possible QUE si la dif-
fusion est multiple. Lorsque la diffusion est simple, le rapport Es/Ep de´pend du rapport
de la source (le se´isme). La mesure d’un tel rapport, constant malgre´ les fluctuations et la
de´croissance de la coda peut donc eˆtre une preuve de diffusion multiple.
Un re´seau de capteurs acce´le´rome´triques a e´te´ place´ au Mexique en 1998 afin de mesurer
ce rapport d’e´nergie dans la coda. Pour des capteurs a` trois composantes dispose´s en carre´
de cote´ d, et pour des longeurs d’ondes beaucoup plus grandes que la taille du re´seau












i = x, y, z
La condition de traction nulle a` la surface libre de la Terre se traduit par les relations
2dans la crouˆte,vP ≈ 6 km et vS ≈ 3.5 km
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La re´partition des capteurs permet donc de calculer l’e´nergie S et l’e´nergie P dans la coda











La valeur d’e´quipartition mesure´e graˆce a` ce re´seau par Shapiro et al. (2000) est de
7, 30 ± 0.72, ce qui est en de´saccord avec la valeur the´orique d’e´quipartition cite´e plus
haut. Lorsque l’on prend en compte la pre´sence de la surface libre de la Terre, l’espace
des phases est modifie´. La valeur d’e´quipartition (le rapport Es/Ep) est alors diffe´rente. La





≈ 7, 19 (3.3)
Le mode`le suivant a e´te´ propose´ [Margerin (1998);Margerin et al. (1999); Hennino et al.
(2001); Tre´goure`s and van Tiggelen (2002a)] : la crouˆte continentale, d’une e´paisseur de
30 km a` 70 km est une couche fortement he´te´roge`ne. Elle est le sie`ge de diffusions multiples.
Elle recouvre une couche plus e´paisse, le manteau, qui est beaucoup moins diffractante. Le
contraste des vitesses a` l’interface est suffisamment fort pour que les ondes soient, sous
certains angles, guide´es dans la crouˆte. Lorsque les ondes passent dans le manteau, elles
sont momentane´ment perdues : on parle de ”fuite” au manteau cf Fig. 3.1. Dans ce mode`le,
il a e´te´ suppose´ que le libre parcours moyen de transport `∗ est le´ge`rement supe´rieur a`
l’e´paisseur de la crouˆte.
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Dans cette configuration, il est possible de calculer tous les modes de vibration de la
crouˆte autour de 1 Hz (avec une crouˆte homoge`ne). Ensuite les inhomoge´ne´ite´s de vo-
lume sont traite´es comme des perturbations [Tre´goure`s and van Tiggelen (2002a)], ce qui
me´lange les modes sans les modifier significativement.
Ce mode`le the´orique est donc en parfait accord avec les observations simologiques, ce
qui permet de valider a posteriori le mode`le de crouˆte terrestre propose´.
3.2 Engendrer et enregistrer la coda sismique
Mesurer de fac¸on active et controˆle´e les proprie´te´s de diffusion et de transport des ondes
requiert trois conditions :
1. Il faut eˆtre capable de de´livrer suffisament d’e´nergie dans le sol pour le faire vibrer
aux fre´quences qui nous inte´ressent (dans notre cas entre 10 et 100Hz).
2. Il faut eˆtre capable d’enregistrer des ondes de la coda lointaine, dont l’amplitude
est au moins 100 fois plus faible que les ondes directes. En ge´ne´ral, ce n’est pas la
sensibilite´ des capteurs qui est le facteur limitant, mais plutoˆt le niveau de bruit
sismique ambiant.
3. Le sous-sol doit eˆtre suffisament diffusant et suffisament peu absorbant pour que
l’intensite´ de la coda soit mesurable.
3.2.1 Augmenter le signal
La technique la plus courante pour disposer d’une grande e´nergie a` la source est l’emploi
d’explosif. Cependant l’e´nergie de´livre´e dans le sol n’est pas une fonction line´aire de la
quantite´ d’explosif utilise´e : une partie de l’e´nergie des grosses charges est perdue dans la
fracturation du sous-sol et dissipe´e sous forme irre´versible. Une source explosive n’est donc
pas reproductible. Nous choisissons plutoˆt la technique de coups de masse reproductibles.
L’e´nergie de´livre´e dans le sol est alors une fonction line´aire du nombre de coups de masse
(qui doit eˆtre grand car l’e´nergie de´livre´e par chaque impulsion est faible).
3.2.2 Diminuer le bruit
La premie`re technique pour diminuer le bruit est d’enterrer les ge´ophones, ce qui les
rend moins sensibles aux ondes acoustiques et ame´liore le couplage avec le sous-sol. Reste
le bruit sismique, qui est essentiellement lie´ a` deux types de sources :
– les sources anthropiques, qui sont lie´es a` l’activite´ humaine (particulie`rement impor-
tante en journe´e).
– les sources me´te´orologiques : les zones de´pressionnaires ge´ne`rent du bruit sismique
sur des distances de plusieurs centaines de kilome`tres. Localement, le vent, par le
couplage des arbres, ge´ne`re aussi un fort bruit sismique.
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Pour re´duire l’effet du bruit anthropique, nous proposons de travailler de nuit et pendant
une pe´riode anticyclonique.
3.2.3 Choisir un site diffusant
Plusieurs sites ont e´te´ teste´s pendant la campagne de mesure de coda. La source sismique
e´tait constitue´e d’une se´rie de coups de masse (200) enregistre´s par un ge´ophone a` 15
me`tres de la source. Les 200 enregistrements s(t) sont additionne´s puis filtre´s dans diverses
bandes passantes. Le re´sultat final est l’enveloppe de l’intensite´ de la coda, en e´chelle
logarithmique (dB)3. La comparaison des codas est pre´sente´e figure 3.3 pour la bande de
fre´quence 60−100 Hz. Ces figures permettent d’e´tudier l’e´nergie de la source, de quantifier
l’importance du niveau de bruit de fond sismique, et de repe´rer les sites les plus diffusants
(coda la plus e´nerge´tique).
– Vercors sud (courbe bleue) : expe´rience re´alise´e par vent faible sur les plateaux sud
du Vercors (urgonien).
– Correnc¸on en Vercors (courbe rouge) : expe´rience re´alise´ un jour de vent, sur un site
a` lapiaz (calcaire urgonien e´rode´). La coda semble un tout petit peu plus e´nerge´tique
(milieu plus diffusant). On remarque surtout un niveau de bruit (couplage vent/arbre)
tre`s fort, qui limite la dure´e de la coda a` 0.5 s.
– Murier (courbe noire) : site de remplissage quaternaire (moraine). La coda n’est pas
tre`s e´nerge´tique (probablement beaucoup d’absorption), et le niveau de bruit est e´leve´
malgre´ le temps tre`s calme pendant la mesure. Ce niveau de bruit est peut-eˆtre lie´ a`
l’environnement urbain (Grenoble) du site du Murier.
– Vercors Sud (courbe verte) : Vercors sud, un jour de calme absolu (anticyclone sur
toute la France). La coda dure environ 1 seconde (c’est le meilleur re´sultat du jeu de
mesures).
– Mont Rachais (courbe rose) : 200m au-dessus de Grenoble. La source explosive est
tre`s e´nerge´tique (beaucoup plus que les 200 coups de masse des autres mesures). Ce
site est a` proximite´ imme´diate de la ville de Grenoble. Le bruit anthropique urbain
augmente encore le niveau de bruit de´ja` e´leve´ lie´ au vent tre`s fort du jour de cette
expe´rience.
La figure 3.4 compare les codas enregistre´es en deux sites distincts : un site a` calcaire
urgonien (Vercors Sud) et un site a` de´pots volcaniques (Puy des Goulles). L’intensite´ en
e´chelle logarithmique (dB) est mesure´e a` diffe´rentes distances. Nous observons que :
– La vitesse des ondes est beaucoup plus faible sur le site volcanique (scories).
– L’amplitude de l’onde directe y est beaucoup plus faible.
– La coda y est plus e´nerge´tique et dure plus longtemps (1.5 s entre 60 et 100 Hz,
contre 1 s dans le Vercors).
Tous ces facteurs jouent en faveur d’une hypothe`se de milieu volcanique plus diffusant que
le calcaire du Vercors.
3dB = 10log10(s2)
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Fig. 3.3 – Coda (intensite´s moyennes du signal sismique) pour diffe´rents sites, a` diffe´rentes
dates.
– Vercors sud (courbe bleue) : plateaux sud du Vercors (urgonien), vent faible.
– Correnc¸on (courbe rouge) : Correnc¸on en Vercors, site a` lapiaz (calcaire urgonien
e´rode´), vent.
– Murier (courbe noire) : site de remplissage quaternaire (moraine), proche de Gre-
noble.
– Vercors sud-23 juil (courbe verte) : plateaux sud du Vercors (urgonien), pas de vent.
– Mont Rachais-11 sept (courbe rose) : 200m au-dessus de Grenoble (pas de t < 0),
beaucoup de vent, source explosive. Il n’y a pas de pre´-trig sur cet enregistrement
(bruit avant t = 0).
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Fig. 3.4 – Comparaison de la coda acquise sur deux sites, dans le sud Vercors urgonien
(en rouge) et au pied du Puy des Goules (Auvergne, en bleu). De haut en bas, la distance
source-capteurs est de 10 m, 15 m, 20 m, 25 m et 30 m.
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3.3 Weak Localization of Seismic Waves
E. Larose, L. Margerin, B. A. van Tiggelen and M. Campillo.
Article publie´ dans Physical Review Letters.
Abstract :
We report the observation of weak localization of seismic waves in a natural
environment. It emerges as a doubling of the seismic energy around the source
within a spot of the width of a wavelength, which is several tens of meters in
our case. The characteristic time for its onset is the scattering mean-free time
that quantifies the internal heterogeneity.
Weak localization (WL) is a manifestation of interference of multiply scattered waves
in disordered media and was first discovered 20 years ago in quantum physics. It was re-
cognized to be at the origin of novel features in the electronic magnetoresistance at low
temperatures [Sharvin and Sharvin (1981); Umbach et al. (1986); Kawabata (1982)], and
a genuine explosion of mesoscopic physics followed. The discovery of WL constituted the
desired counterexample of the one-century old assertion that multiple scattering of waves
destroys wave phenomena, reducing it conveniently to classical radiative transfer, where
waves are treated similar to hard spheres colliding with obstacles.
In optics [Tsang and Ishimaru (1984); Van Albada and Lagendijk (1985);Wolf and Ma-
ret (1985)] and in acoustics [Bayer and Niederdrank (1993); Tourin et al. (1997)] the effect
is better known as coherent backscattering, where it was shown to be an accurate way to
measure transport mean-free paths or diffusion constants. This feature finds its origin in
the constructive interference between long reciprocal paths in wave scattering [Al’tshuler
et al. (1981); Akkermans et al. (1986); van Tiggelen and Maynard (1998)]. This enhances
the probability to return to the source by a factor of exactly 2, which results in the local
energy density enhancement by the same factor. In seismic experiments, we expect WL to
appear as an enhancement of seismic energy in the vicinity of a source [Margerin et al.
(2001); van Tiggelen et al. (2001)].
In the heterogeneous Earth, the wave propagation becomes complex and wave scattering
results in a seismic coda [Sato and Fehler (1998)], which forms the tail of the seismograms.
The coda is not always processed, because it is believed not to contain any structural in-
formation that is easily extractable using standard imaging techniques. Nevertheless, coda
energy decay is widely recognized to be sensitive to the regional geological environment.
During the past two decades, radiative transfer was successfully introduced to model the
energy decay of coda waves [Sato and Fehler (1998)]. It describes the transport of the wave
energy in space and time, but does not take into account phase information.
Radiative transfer predicts the equipartition of waves among different modes [Weaver
(1982)] which has been observed by Hennino et al. (2001), leading to new approaches for
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Fig. 3.5 – Experimental setup. Solid and dashed arrows illustrate reciprocal scattered wave
paths.
processing coda waves [Snieder et al. (2002); Campillo and Paul (2003)]. However, theWL
effect has never been observed in seismology. The aim of this work is to show the relevance
of mesoscopic physics to seismology and its necessity to interpret observed seismic records.
In this Letter, we present the first observation of WL of seismic waves.
The seismic experiments were undertaken at the Puy des Goules volcano (central
France). Volcanoes are known to be very heterogeneous and might guarantee multiple
scattering [Aki and Ferrazzini (2000)]. A sketch of the experimental setup is displayed in
Fig. 3.5. We have measured the vertical ground motion using a linear array of 23 geophones
separated by 2.5 m. The ground motion is the result of a sledgehammer strike at time t = 0
on a 20 cm× 20 cm aluminum plate which was repeated 50 times for each location.
The individual strikes produce forces that may fluctuate slightly in direction around the
ideal vertical direction, and may have slightly different frequency contents. By stacking the
records of 50 repeated strikes, we simulate a vertical point force which can be considered
as a narrow impulse in the 15 − 30 Hz frequency range. Because the receivers are placed
at the free surface, the detected waves are both bulk waves (with either compressional or
transverse polarization) and surface waves (Rayleigh waves with elliptical polarization),
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Fig. 3.6 – (a) Example of vertical ground motion signal si(t) at the source location. (b)
Zoom into the coda. (c) The cumulative ratio R as a function of time, calculated from
Eq. 3.4. R ≈ 1/√5 indicates that the record is dominated by random noise, whereas R = 1
indicates that the record is strongly dominated by deterministic waves produced by the
impact.
each propagating at its own velocity. The wavelengths λ are roughly ranging from 9 m
(30Hz Rayleigh waves) to 40m (15Hz compressional waves). A typical record is presented
in Fig. 3.6.
The first 0.5 s of the 3 s signal is composed of direct and simply reflected waves, which
are traditionally used in seismic prospecting. In this work we will process the average
energy of the subsequent seismic coda. The identification of WL must be accompanied by
a close study of different kinds of noise that contaminate the seismic record. In the follo-
wing discussion, we separate the ambient noise from the one generated by the operator of
the hammer, and identify the mesoscopic regime where noise is negligible. Since ambient
noise is generated by meteorological phenomena (such as wind) and human activity, the
experiments were conducted at night and under anticyclonic conditions. This background
noise is stationary and random. All geophones were buried at 20 cm depth to reduce the
acoustic signal transmitted by the air and to improve their coupling with the ground. The
operator noise is coming from the person manipulating the hammer who is subject to resi-
dual movements just before and after the hammer strike. This noise is difficult to separate
unambiguously from the signal, because it is local and nonstationary and could be misin-
terpreted as WL. Fortunately, biophysical studies have revealed that the reproducibility of
human motion is limited to frequencies lower than 10 Hz [Forestier and Nougier (1998)].
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This suggests that the noise produced by the operator can be considered as random in our
frequency band.
In order to verify this property and to test quantitatively how efficient the stacking is
in increasing the signal-to-noise ratio, we study the sum of M signals si(t) produced by
repeated strikes at the same location. Each signal results from N = 10 strikes that were
automatically stacked in the field. We expect both the ambient and the human noise to
add up incoherently (∝ √M ) while the seismic signal deterministically generated by the
impacts should add up coherently (∝M). We analyze the time evolution of the signal-to-















The brackets denote an average over one oscillation period T = 40 ms. The ratio R(t)
takes its maximum value 1 for a perfectly deterministic signal and equals 1/
√
M for pure
random noise. Figure 3.6(c) shows an example of R(t), computed for M = 5 signals recor-
ded at the source position. It confirms the randomness of the operator noise (t < 0) and
the deterministic nature of the seismic signal. Between 0 and 2 s, R(t) always exceeds 90%
which enables the processing of the coda with an excellent signal-to-noise ratio.
The WL effect finds its origin in the interference of reciprocal, multiply scattered waves,
which leads to an enhancement of ensemble-averaged energy of exactly two at the source.
Its observation requires the fulfillment of four conditions.
1. Some receivers must be placed less than one wavelength from the source (interference
condition).
2. Given the vertical force as a source, we must study the energy E(t) associated with
the vertical seismic motion as a function of source-receiver distance (reciprocity condi-
tion) [van Tiggelen et al. (2001); Tre´goure`s and van Tiggelen (2002c)].
3. Next, waves must have the time to scatter at least twice (multiple scattering condi-
tion).
4. Finally, enhancement is expected to occur only for the ensemble-averaged energy
because speckles, i.e., random interference patterns, dominate in a single profile.
Because of its random nature, the speckle is suppressed by a configurational average
while the deterministic WL effect survives. The only average conceivable in seismology is
one over source and receiver positions for a fixed source-receiver distance ∆r. To this end,
we kept the receiver array fixed and we placed the source next to a receiver every 5 m
along the array, which provides a total of 12 different configurations. For a diffuse field, the
correlation length is λ/2 [Shapiro (1986)], which implies that each of these measurements
corresponds to an independent source-receiver configuration for wavelengths of 10 m or
less. For larger wavelengths, statistical correlations still persist, which may degrade the
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ensemble-averaging process.
To evaluate the spatial enhancement of energy S(∆r), we normalize the average energy
< EC > around the source by its measured average value < ED > sufficiently far away
(15 m) from the source where the energy density is independent of the source-receiver
distance ∆r. The theoretical prediction for S(∆r) at the free surface of an elastic body
was obtained in Tre´goure`s and van Tiggelen (2002c). The vertical force generates both
bulk and Rayleigh waves, which undergo mode conversions resulting in equipartition in
phase space [Weaver (1982); Hennino et al. (2001)]. While both waves play a part in the
dynamics of scattering, the Rayleigh waves dominate the local energy at the free surface
once equipartition is established. As a result, the rigorous expression obtained in Ref.
Tre´goure`s and van Tiggelen (2002c) can be approximated by the profile predicted for 2-D
random media [de Rosny et al. (2000); Weaver and Lobkis (2000)] :
S(∆r) ≡ < EC >
< ED >
≈ 1 + J20 (2pi∆r/λ) (3.5)
where λ is the wavelength of the predominant Rayleigh waves and J0 is the Bessel function.
Note that for the near-field regime the size of the WL spot is independent of elapsed time t,
contrary to the far field regime [Bayer and Niederdrank (1993); Tourin et al. (1997)]. The
energy distribution E(t) at each sensor is integrated over one sliding window of one cycle
duration. The dynamics are studied by analyzing the signals in nonoverlapping time win-
dows of 0.4 s duration. In each window, E(t) is normalized at each time t by the maximum
over the array, and then averaged over the 12 configurations with equal ∆r. This proce-
dure compensates for the exponential decay of the total energy, and provides an unbiased
average over the different strikes. Finally, we integrate the normalized, averaged energy
< E(t,∆r) > over the entire time window. S is then computed from Eq. 3.5.
In Fig. 3.7, we plot the seismic energy around 20 Hz measured in the coda as a function
of source-sensor distance, and for three specific 0.4 s windows. Around 0.3 s only simply
reflected waves are recorded and no energy enhancement is visible around the source. The
remaining fluctuations are ascribed to the incomplete suppression of speckle. As from 0.7 s,
WL is observed with a gradually increasing enhancement factor at the source. After 1.7 s,
the profile including the enhancement factor 2 has stabilized, as predicted by the theory
for WL in the near field. Therefore, we attribute this enhancement to WL. According
to Eq. 3.5, the spot has a spatial extent equal to the wavelength λ. This gives the es-
timate c = 260 m/s for the phase velocity of the Rayleigh waves around 20 Hz. Since
at least two scattering events are necessary to generate the enhancement effect, the rise
of the enhancement factor corresponds to the transition from the simple to the multiple
scattering regime. It was verified in numerical studies [Margerin et al. (2001)] that the
characteristic time governing the rise of the enhancement factor is the scattering mean-free
time t∗. We thus conclude that this important time scale is of the order of 0.7 s around
20 Hz. For a velocity c = 300 m/s, this implies a scattering mean-free path `∗ ≈ 200 m.
We emphasize that this parameter is very difficult to measure with traditional techniques
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Fig. 3.7 – Energy ratio S(∆r) around 20 Hz as a function of source-receiver distance ∆r
for three different lapse times. The WL effect sets in at a time of roughly 0.7 s, and is fully
stabilized at 1.7 s.
based on attenuation studies because absorption is hard to separate from scattering effects.
We have finally studied the frequency dependence of WL. To this end, the seismograms
were filtered in three consecutive frequency bands, and the energy profiles were computed
as above, though now averaged over the entire coda that exhibits the stabilization of the
enhancement S(∆r) (Fig. 3.8). Three different WL widths are observed. The values for
the wavelengths estimated from a fit to Eq. 3.5 have been indicated. We have separately
measured the wavelength of Rayleigh waves from a dispersion analysis of direct arrivals in
the original records. Both estimates of the wavelength are consistent and indicate a signi-
ficant dispersion due to the depth dependence of elastic properties. As a result, the spatial
width of WL depends nontrivially upon frequency. Future studies might even reveal the
frequency dependence of the scattering mean free path `∗, which would provide precious
information on the nature of the heterogeneity.
In conclusion, we have observed weak localization of seismic waves in a shallow volcanic
structure, both in space and time. The observation is in good agreement with the near-field
theory for weak localization, which predicts a size of one wavelength for the enhancement
spot. The study of this effect turns out to offer a unique opportunity to measure the scat-
tering mean-free time without the bias of absorption. We found an estimate of 200 m for
the mean-free path for seismic waves around 20 Hz. Though relatively easy to set up, our
experiment reveals the mesoscopic nature of seismic waves that have traveled hundreds of
meters for Rayleigh waves, and even many kilometers for the compressional waves. As has
been the case in nanophysics and in colloid physics, mesoscopic physics may open up new
fields of investigation and application in seismology.
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15 Hz − 19 Hz, λ=27 m







19 Hz − 23 Hz, λ=13 m







23 Hz − 30 Hz, λ=11 m
meters
Fig. 3.8 – Observed energy ratio S(∆r) (solid lines) for three different frequency bands.
The dash-dotted lines represent the theoretical prediction [Eq. 3.5] fitted for the wavelength
λ.
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3.4 Extension spatiale du coˆne
3.4.1 Mode´lisation en milieu diffusant ouvert a` 2-D
La propagation d’une onde sismique ge´ne´re´e en surface est complexe. Elle se de´compose
en une propagation 2-D d’onde de Rayleigh, et une propagation dans un demi-espace 3-D
pour les ondes de volume. Les diffuseurs ont pour effet de coupler les modes de propaga-
tion. En toute rigeur, le mode`le the´orique d’apparition d’une surintensite´ a` la source dans
la coda doit tenir compte de tous ces effets.
Cependant, un calcul complet est fastidieux. Ici nous ne pre´sentons qu’un mode`le a`
2-D acoustique de localisation faible. Cette approximation est induite par les ordres de
grandeur d’intensite´ des modes de propagation : une source ponctuelle verticale en surface
excite essentiellement des ondes de Rayleigh, et re´ciproquement un capteur vertical en
surface est plus sensible aux ondes de Rayleigh. Nous ne´gligerons donc ici l’effet des ondes
de volumes. Les ondes de Rayleigh sont analogues a` des ondes scalaires dans un espace
2-D, c’est ce re´gime qui est de´crit ci-dessous. Ce mode`le est relativement approximatif,
cependant deux observations le confortent :
– Le calcul 2-D n’empeˆche pas de prendre en compte des diffusions de volumes. Par
exemple : la source e´met une onde de surface, convertie en onde de volume par le
premier diffuseur. Ensuite cette onde est diffuse´e de fac¸on multiple en volume, puis
convertie en onde de surface avant d’arriver au de´tecteur. Dans ce cas la diffusion est
volumique, mais la surintensite´ a` la source est lie´e aux ondes de surface.
– L’interfe´rence a` la source des ondes de volume a tendance a` e´largir la taille du coˆne
de surintensite´ (λP , λS > λR). Nous observons que la taille du coˆne de surintensite´
est de l’ordre de grandeur mais toujours un peu plus large que la longueur d’onde de
Rayleigh. C’est une indication qui permet de confirmer la pre´dominance des inter-
fe´rences d’ondes de Rayleigh a` la source, avec une faible contribution des ondes de
volume.
Supposons une onde scalaire, de pulsation ω, se propageant dans un milieu diffuseur a`
2 dimensions (vitesse sans les diffuseurs : c). Elle est e´mise par la source S et enregistre´e
en R. Soit D1 le premier diffuseur rencontre´. Statistiquement, l’onde aura parcouru une
distance ` (libre parcours moyen e´lastique) avant de trouver ce diffuseur. De meˆme Rn, le
dernier diffuseur rencontre´ avant d’arriver en R, est a` une distance ` de ce capteur.
La propagation de S a` D1 est une propagation libre, si ce n’est que, statistiquement,
l’onde arrivant au premier diffuseur est atte´nue´e de e−|S−D1|/2`. L’onde issue du dernier







ou` k = ω
c
est le nombre d’onde.
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Fig. 3.9 – Sche´ma de propagation des ondes e´mises par une source S, enregistre´es par le
capteur R. Les chemins en pointille´s sont les chemins re´ciproques. Si la distance source-
capteur ∆r est petite devant la longueur d’onde, il y a interfe´rence constructive entre ces
chemins. Sinon l’interfe´rence est ale´atoire.
Le champ rec¸u en R est la somme de tous les trajets possibles dans l’espace a` 2 di-
mensions. C’est donc la somme du trajet G(S,D1,Dn,R) sur toutes les positions possibles
deD1 etDn. Il ne faut pas oublier de compter tous les trajets re´ciproques G(S,Dn,D1,R).
Il serait impossible de vouloir de´crire tous les trajets entre le premier et le dernier diffu-
seur. Comme nous allons nous inte´resser a` l’intensite´ rec¸ue enR, il est justifie´ d’approximer
la propagation de D1 a` Dn par une propagation statistique
4. Le propagateur P (D1,Dn, t)
est la densite´ de probabilite´ qu’une onde partie deD1 arrive enDn au temps t. Ce propaga-
teur pourra eˆtre obtenu par l’e´quation de transfert radiatif par exemple, ou plus simplement
par l’e´quation de diffusion (D la constante de diffusion) : ∆P 2 −D∂tP 2 = δ(t)δ(r)






Le champ rec¸u en R s’e´crit donc :
G(S,R, t) =
∫∫ { G(S,D1) P (D1,Dn, t) G(Dn,R)
+G(S,Dn) P (Dn,D1, t) G(D1,R) } dD1dDn (3.8)
4au sens de la moyenne d’ensemble : moyenne sur toutes les positions possibles des diffuseurs
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3.4.2 Intensite´ cohe´rente, intensite´ incohe´rente
L’intensite´ totale I(t) rec¸ue en R au temps t est :
I(t) =
∫∫
G(S,D1,Dn,R) +G(S,D1,Dn,R) dD1dDn ×∫∫
G∗(S,D1,Dn,R) +G∗(S,D1,Dn,R) dD1dDn
ou` ∗ est la conjugaison de phase. L’expansion de cette expression, puis la simplification
des termes e´gaux, permet de dissocier deux contributions : l’intensite´ cohe´rente Icoh et








∗(S,Dn) P 2(D1,Dn, t) G(Dn,R) G∗(D1,R) dD1dDn
(3.9)
Leur interpre´tation physique est tre`s diffe´rente. Dans l’intensite´ incohe´rente, il n’y a pas
d’interfe´rence entre 2 trajets distincts. Elle est non-nulle a` peu pre`s partout. Par contre,
l’intensite´ cohe´rente est de´finie a` partir de l’interfe´rence d’un trajet et de son re´ciproque :
interfe´rence de D1 → R avec Dn → R par exemple. En moyenne, ces interfe´rences an-
nulent la contribution de l’intensite´ cohe´rente. Mais lorsque ∆r = |S − R| < λ, les deux
interfe´rences D1R/DnR et D1S/DnS se conjuguent exactement, et l’intensite´ cohe´rente
tend vers l’intensite´ incohe´rente, ce qui double l’e´nergie autour de la source.
Pour obtenir la forme spatiale de la surintensite´ a` la source S(∆r) :
S(∆r) = 1 +
Icoh
Iinc






il faut calculer Iinc et Iinc en y substituant les termes G et P par les e´quations 3.6 et
3.7, puis en effectuant l’inte´gration en D1 et Dn.
Les deux fonctions de Green G(D1,S) et G(D1,R) peuvent s’exprimer sous forme de






k2 − κ2 + ik/`d






k2 − κ′2 + ik/`d
2κ′




(k2 − κ2 + ik/`)(k2 − κ′2 + ik/`)d
2κd2κ′






(k2 − κ2) + k2/`2
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0 (κ∆r), puis en remarquant que
H
(2)
0 (κ∆r) = H
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Re´sultat : La forme asymptotique (`  ∆r) de l’extension spatiale du coˆne
(surintensite´), en milieu 2-D acoustique est :
S(k∆r) = 1 + J20 (k∆r) (3.10)
Cela signifie que l’e´nergie moyenne re´trodiffuse´e par le milieu est uniforme le
long du re´seau de capteur, excepte´ autour de la source ou`, sur une longueur
d’onde environ, l’intensite´ mesure´e est double.
3.5 Interpre´tation du parame`tre de transport t∗
3.5.1 Milieu simplement/multiplement diffusant
La diffe´rence entre un milieu simplement diffusant et un milieu multiplement diffusant
tient a` la valeur de temps de libre parcours moyen de transport t∗, rapporte´ au temps
d’observation. Un milieu simplement diffusant est un milieu dans lequel ce temps est tre`s
grand, c’est-a`-dire grand devant le temps d’enregistrement. En ge´ne´ral, tous les sols sont
multiplements diffusants, pour peu que leur facteur d’absorption soit suffisament faible, et
que l’on puisse enregistrer la coda suffisamment longtemps.
3.5.2 Jusqu’ou` faut-il traiter la coda pour l’imagerie standard ?
Une expe´rience d’imagerie sismique active, repose sur une hypothe`se de diffusion sim-
ple5. Au dela` du temps libre moyen, les ondes ayant subi plusieurs diffusions sont plus
e´nerge´tiques que les ondes simplement diffuse´es. L’imagerie est impossible au-dela` de t∗.
Dans une expe´rience de sismique re´fraction, la quantite´ mesure´e est le temps d’arrive´e de
l’onde balistique. L’onde est atte´nue´e par les diffuseurs, le temps d’atte´nuation est tre`s
proche du temps libre moyen t∗6. Tre`s sche´matiquement, le front d’onde direct n’est plus
mesurable au bout de 10 t∗. Accessoirement, lorsque le milieu est diffuseur, le temps d’arri-
ve´e de l’onde balistique peut fluctuer fortement au sein d’un meˆme milieu, l’erreur relative
augmente avec l’he´te´roge´ne´ite´ du milieu.
5parfois on parle d’approximation de Born
6sauf dans le cas diffuseurs re´sonnants ou tre`s anisotropes
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Site t∗ fre´quence re´fe´rence
Volcan (Merapi) 0.1 s 10 Hz Wegler and Lu¨hr (2001)
Volcan (Auvergne) 0.7 s 20 Hz Larose et al. (2004b)
Crouˆte (Mexico) 10 s 1 Hz Margerin et al. (1999)
Crouˆte (France) 60 s 2 Hz Lacombe et al. (2003)
Manteau 2000 s 1 Hz Margerin and Nolet (2003)
Tab. 3.1 – Exemple de temps libres moyens
Une e´tude des proprie´te´s de diffusion d’un milieu peut donc eˆtre ne´cessaire avant ou
pendant une expe´rience d’imagerie sismique. La mesure du temps de libre parcours moyen
renseigne en elle-meˆme sur les proprie´te´s du milieu, elle peut donc aussi eˆtre vue comme
une fin en soi.
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Chapitre 4
Extraction de la fonction de Green
par corre´lation de champs d’onde,
interpre´tation Retournement
Temporel
4.1 Corre´lation de champ d’onde en milieu ferme´
Dans un premier temps, nous pre´sentons le formalisme des fonctions de Green pour
l’e´quation d’onde e´lastique. Le de´tail du de´veloppement de la fonction de Green en modes
propres du syste`me est propose´. Il est aussi pre´cise´ la dimension de chacun des termes. Cela
premettra ensuite de comprendre pourquoi il ne faut pas toujours de´river les corre´lations
pour obtenir la re´ponse impulsionnelle.
4.1.1 Fonction de Green e´lastique d’un volume ferme´
Pour les ondes e´lastiques, en milieu e´ventuellement inhomoge`ne, l’e´quation d’onde qui
relie le de´placement local u a` la force volumique source f0 s’e´crit (pour la composante i) :
−ρ(x)∂ttui + ∂i(λ(x) ∂kuk) + ∂j(µ(x)( ∂iuj + ∂jui)) = f i(x, t) (4.1)
λ et µ sont les coefficients de Lame´.
G, la fonction de Green (tenseur d’ordre 2), est la re´ponse du syste`me a` une impulsion. Elle
s’exprime en [m.s−1.N−1] et permet de calculer le de´placement u(x, t) [en m] en fonction
d’une source de force volumique f(y, t′) [en N.m−3]. Le de´placement est la convolution de






Gij(x,y, t− t′)f j(y, t′)d3ydt′ = G⊗ f (4.2)
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ou`⊗ repre´sente la convolution temporelle, et ϑ est le volume de la cavite´. Pour condenser
les notations, il est pratique d’introduire l’ope´rateur diffe´rentiel Lx de´fini par : Lxui =
∂i(λ(x) ∂kuk) + ∂j(µ(x)( ∂iuj + ∂jui)). L’e´quation des ondes s’e´crit alors :{
[Lx − ρ(x)∂tt ] G(x,y, t) = f0δ(x− y) δ(t)
+ Conditions aux bords
(4.3)
Le passage dans le domaine des fre´quences temporelles (transforme´e de Fourier) de
l’e´quation d’onde 4.3 donne :
[Lx + ρ(x)ω2 ] Gω(x,y) = f0δ(x− y) (4.4)
Soient φn(x) les modes propres de la cavite´. Ce sont les ”de´placements propres” de la
cavite´ a` une constante de normalisation pre`s. Ils s’expriment en [kg−1/2]. Ce sont aussi les
fonctions propres de l’ope´rateur Lx (avec les bonnes conditions aux limites), c’est-a`-dire
les invariants de Lx associe´s aux valeurs propres −ρ(x)ω2n. :
Lx φn(x) = −ρ(x)ω2nφn(x)
Les φn forment une base comple`te orthonorme´e :∫
ϑ
ρ(r)φn(r) · φm(r)d3r = δnm
Cette relation de´rive de la conservation de l’e´nergie e´lastique. Il est important de noter
que cette relation de´finit un produit scalaire entre modes sur le volume ϑ de la cavite´. Il







ω2 − ω2n + iε
[s2kg−1] ε→ 0+ (4.5)
La transforme´e de Fourier inverse permet de retrouver la fonction de Green causale
(exposant +) dans le domaine temporel :













et par le the´ore`me des re´sidus :









ou` θ(t) est la fonction de Heaviside.
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4.1.2 Corre´lation d’un couple de re´ponses impulsionnelles
Soient Gij(x,y, t) et Gik(x, z, t) les deux re´ponses impulsionnelles enregistre´es en y
(composante j) et z (composante k) lorsqu’une impulsion est e´mise en x en t = −∞
suivant la composante i. L’enregistrement est effectue´ de ti a` ti+∆T . ∆T est donc la dure´e
d’enregistrement. La corre´lation temporelle non renormalise´e 〈G(x,y, t)G(x, z, t + τ)〉 =






Gij(x,y, t)Gik(x, z, t+ τ)dt (4.7)
4.1.3 Re´solution du temps de Heisenberg
En passant dans le domaine des fre´quences l’e´quation de la corre´lation 4.7, et apre`s








Le point central de cette e´quation est le ”sinus cardinal”. En effet lorsque son argument
tend vers 0, il vaut 1.
Les modes de la cavite´1, sont caracte´rise´s par leur fre´quence ωn. La distance moyenne
entre les modes est δω. L’inverse de cette pulsation est le temps de Heisenberg TH [de
Rosny (2000)]. Il correspond a` la densite´ de mode n(ω) autour de la pulsation ω donne´e :
TH = n(ω) = 2pi/δω (4.9)
Le temps de Heisenberg (appele´ aussi Break Time) est la dure´e qu’il faut attendre pour
re´soudre les modes d’une cavite´. C’est par exemple le temps d’enregistrement ne´cessaire
pour pouvoir se´parer des modes lors du calcul du spectre par transforme´e de Fourier (cf
fig. 4.1). L’estimation de TH repose donc sur l’estimation des densite´s modales. En ge´ne´ral,
il est pratique de commencer par calculer le nombre de modes total N(ω) compris entre
les pulsations 0 et ω [Kittel (1969)], puis de de´river cette quantite´. Pour une onde scalaire
1D dans segment de longueur L, les modes sont de´crits par leur nombre d’onde : k0 =
pi/L, k1 = 2pi/L, k2 = 3pi/L ... kmax = Npi/L avec N = piLω/v (v la ce´le´rite´ de
l’onde). Pour une onde 3-D acoustique :






1La distribution des fre´quences propres d’un milieu chaotique (cavite´ aux bords ale´atoires) suit une








Cette distribution traduit un phe´nome`ne caracte´ristique du chaos ondulatoire, appele´ re´pulsion de niveau
(level repulsion), ou encore rigidite´ spectrale.














 δ f=10−2 Hz
∆ T=100 s 
∆ T=1000 s
Fig. 4.1 – Spectre de puissance de la re´ponse d’un syste`me physique a` deux modes, dont
les deux raies spectrales ω1 et ω2 sont se´pare´es de 10
−2 Hz. Le spectre est obtenu par
transforme´e de Fourier pour deux longueurs diffe´rentes ∆T d’enregistrement. Le temps de
Heisenberg de ce syste`me est donc TH = 1/δf = 100 s. Pour une dure´e de l’ordre de ∆T =
100 s, les 2 raies ne sont pas encore re´solues (trait plein). Pour un temps d’enregistrement
bien supe´rieur (∆T = 1000 s >> TH) la re´solution est suffisante (trait pointille´) et les
deux raies sont bien se´pare´es.
4.1. CORRE´LATION DE CHAMP D’ONDE EN MILIEU FERME´ 57
Pour un solide e´lastique, les ondes P ont une polarisation possible et les ondes S en ont





















ϑ est le volume de la cavite´ (L3). Par exemple, pour une cavite´ e´lastique de 10×10×10mm
en aluminium, autour de 1 MHz, ce temps vaut : 100 µs, soit une centaine d’oscillations.
Ce temps augmente donc avec le cube de la taille du milieu, et le carre´ de la fre´quence
centrale.
Application aux corre´lations de champs
Revenons au calcul de la corre´lation a` deux points du champ e´lastique d’une cavite´. Si
le temps d’inte´gration ∆T est plus grand que le temps d’Heisenberg de la cavite´ :




















m(z)δ(ω − ωn)δ(ω − ωm)eiωτdω













ou` l’on reconnaˆıt la corre´lation de deux fonctions de Green :
∂τCyz(τ) = G(y, z, τ)×G(x,x, τ) (4.12)
La corre´lation contient donc la fonction de Green entre les 2 points de mesure y et z,
corre´le´e par la fonction de Green de la source sur elle-meˆme. Ce re´sultat a e´te´ propose´
par Draeger and Fink (1999) dans le cadre d’ultrasons excitant une cavite´ chaotique de
silicium. Ils e´tablissent ainsi l’e´quation de la cavite´ (cavity equation) :
Gxy ×Gxz = Gxx ×Gyz ∆T >> TH (4.13)
Notons qu’en ge´ne´ral Gxx(t) est essentiellement un pic en t = 0 suivi de la re´ponse du
milieu, d’amplitude beaucoup plus faible que l’e´mission de la source : Gxx(t) ∼ δ(t). Dans
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ce cas la corre´lation donne essentiellement la fonction de Green Gyz. Lorsque cette approxi-
mation n’est plus valable, il faut en toute rigueur effectuer une ope´ration de de´convolution
du terme Gxx, ope´ration de´licate et fastidieuse
2.
Re´sultat : Si l’on inte`gre la corre´lation a` deux points d’un champ enregistre´
dans une cavite´ pendant un temps supe´rieur au temps de Heisenberg, alors
cette corre´lation contient la fonction de Green entre les deux points de
mesure.
4.1.4 Faut-il de´river les corre´lations ?
Comme nous venons de le voir, la de´rive´e de la corre´lation du champ de de´placement
cache la fonction de Green du milieu entre les deux points de mesure. Une analyse dimen-
sionnelle rapide semble indiquer qu’il faut toujours de´river les corre´lations pour obtenir la
fonction de Green. Ce re´sultat est-il justifie´ pour n’importe quel type de champ ?
La re´ponse tient a` l’analyse pre´cise des dimensions du champ enregistre´ et de la fonc-
tion de Green que nous souhaitons reconstruire. Ainsi, dans le cas pre´sente´ plus haut ou`
nous enregistrons le de´placement, nous cherchons a` reconstruire la fonction de Green qui
relie le de´placement a` la force source. Il faut alors de´river la corre´lation. Si maintenant
nous enregistrons et corre´lons la vitesse, et cherchons a` reconstruire la fonction de Green
qui relie la vitesse a` la force source, alors il ne faut pas de´river. Enfin si nous enregistrons
l’acce´le´ration, et souhaitons reconstruire la fonction de Green qui relie l’acce´le´ration a` la
force source, alors il faut inte´grer la corre´lation.
Nous voyons donc qu’il n’y a pas de loi ge´ne´rale qui de´termine la ne´cessite´ de de´river les
corre´lations pour reconstruire la fonction de Green, tout de´pend des dimensions du champ
enregistre´ et du type de fonction de Green que nous cherchons a` reconstruire.
E´tudions enfin le cas particulier du champ acoustique enregistre´ au moyen de capteurs
pie´zoe´lectriques. Sans rentrer dans les de´tails de la conversion physique de la tension impo-
se´e aux bornes du cristal en de´placement ou pression, notons simplement que nous e´mettons
une tension et enregistrons une tension. Aucune ope´ration de de´rive´e n’est ne´cessaire si l’on
corrige la corre´lation par l’auto-corre´lation du signal source.
Re´sultat : Lorsque l’on traite des enregistrements de de´placements, il faut
de´river la corre´lation pour obtenir la fonction de Green. Lorsque l’on traite
des vitesses, il n’y a pas d’ope´ration a` appliquer. Enfin losrque l’on traite
2Plus loin dans le manuscrit, il est propose´ de moyenner les corre´lations sur la position de la source x.
Dans ce cas, la de´convolution n’est plus ne´cessaire car
∑
xGxx(t)→ δ(t).
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des donne´es acce´le´rome´triques, il faut inte´grer la corre´lation pour retrou-
ver la fonction de Green. Notons que l’ope´ration de de´rivation temporelle
de´pend aussi du terme source de fonction de Green (de´placement, vitesse,
acce´le´ration, pression...).
4.1.5 E´quipartition thermique
En ge´ne´ral il est tre`s difficile d’obtenir des enregistrements d’une dure´e plus longue
que le temps de Heisenberg TH . Reprenons notre exemple de cavite´ en aluminium excite´e
a` 1 MHz. Si ses dimensions sont 10 × 10 × 10 mm alors nous avons vu que ce temps
vaut 100 µs. Si maintenant les dimensions sont porte´es a` 100 × 100 × 100 mm, alors ce
temps vaut 100 000 µs, dure´e tre`s difficile a` acque´rir. Weaver and Lobkis (2001) proposent
une autre me´thode pour obtenir la re´ponse impulsionnelle au travers des corre´lations de
champs : la corre´lation d’enregistrements longs de bruit thermique. Le champ enregistre´
en y et z est :




















La moyenne thermique est une moyenne sur diffe´rentes re´alisations du bruit thermique
(les sources thermiques caracte´risent l’amplitude et la phase des coefficient An [m.kg
1
2 ]).






2kT/ω2n est le spectre de puissance du bruit thermique. Si l’on suppose que le bruit ther-
mique est ergodique, il est possible d’observer plusieurs re´alisations inde´pendantes du bruit
(tirage ale´atoire des phases des An) simplement en laissant s’e´couler le temps.
Re´sultat : La de´rive´e de la corre´lation a` deux points d’un champ d’onde ale´a-
toire d’origine thermique (ergodique) moyenne´e sur le temps converge vers










= 2kTG(y, z, τ)
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4.1.6 Le The´ore`me Fluctuation Dissipation
La possibilite´ de retrouver la fonction de Green a` partir des fluctuations d’un champ
n’est pas re´cente. En particulier le The´ore`me Fluctuation-Dissipation (FDT) relie de fac¸on
formelle les fluctuations d’un champ ξ(r, t) a` la re´ponse line´aire du syste`me (la dissipation
par exemple) [Kubo (1966)].
Rytov et al. (1989) proposent d’e´tendre ce the´ore`me aux ondes e´lastiques et e´lectro-
magne´tiques a` l’e´quilibre thermique. Leur de´monstration est essentiellement celle propose´e
dans la section pre´ce´dente. Il est important de noter que cette forme de´rive´e du FDT s’ap-
plique a` un syste`me sans dissipation, la moyenne invoque´e e´tant thermique (moyenne sur
les re´alisations inde´pendantes des sources).
Il est aussi possible d’invoquer une application plus directe du FDT pour les ondes
e´lastiques, dans laquelle nous utiliserons une moyenne d’ensemble (moyenne sur les re´ali-
sations du de´sordre du milieu). Dans ce cas les corre´lations du champ e´lastique sont relie´es
a` la fonction de Green effective du milieu, dans laquelle le terme de dissipation est le libre
parcours moyen : distance moyenne d’atte´nuation de l’onde cohe´rente par diffusion. C’est
la de´marche propose´e par van Tiggelen (2003).
Il est important de noter que les syste`mes dans lequels se propagent des ondes e´lastiques
ne sont pas ergodiques : la moyenne du champ sur le temps et la moyenne sur le ”de´sordre”
sont diffe´rentes. Dans le cas tre`s particulier de la refocalisation d’une onde acoustique par
retournement temporel, et lorsque la refocalisation est effectue´e loin d’un milieu diffuseur,
nous observons que cette approximation d’ergodicite´ semble valide.
Re´sultat : L’e´mergence de la Fonction de Green dans les corre´lations de
champ e´lastique peut eˆtre interpre´te´e comme une application du the´ore`me
Fluctuation-Dissipation (FDT). Lorsque l’on re´alise une moyenne thermique
(moyenne sur les sources : leur position, dure´e, e´nergie etc...) ou sur le temps,
les corre´lations sont relie´es a` la fonction de Green re´elle du milieu. Lorsque
l’on re´alise une moyenne d’ensemble (moyenne sur les re´alisations du milieu),
les corre´lations sont relie´es a` la fonction de Green effective du milieu.
4.2 Corre´lation en milieu ouvert homoge`ne
Lorsqu’une onde se propage en milieu ouvert, la de´composition modale n’est plus dis-
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c’est-a`-dire que l’espacement fre´quentiel entre les modes tend vers 0. Le temps de Heisen-
berg tend vers l’infini, il n’est plus possible de se´parer les modes par une simple inte´gration
temporelle sur une dure´e finie. Au lieu de moyenner sur le temps, une autre solution est
envisage´e : moyenner sur l’espace = sur la position de la source.
4.2.1 Sources en champ lointain
Une source est place´e dans le champ lointain en champ d’un couple de capteur A,B. Le
champ enregistre´ en A (resp.B) est hA(t) (resp. hB(t)). L’onde plane incidente (fig. 4.2.1)est
comple`tement de´termine´e par sa direction de propagation θ :






La corre´lation des champs rec¸us en A et B pour une onde d’incidence θ est :








































(δ(τ −R/c)− δ(τ +R/c)) (4.16)
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Re´sultat : La de´rive´e de la corre´lation a` deux points d’une onde plane moyen-
ne´e sur toutes les directions d’incidence est proportionnelle a` la fonction de






G+ et G− sont les fonctions de Green causales et acausales.
4.2.2 Sources en champ proche : the´ore`me de la phase station-
naire
Snieder (2004)3 propose d’e´tendre le calcul de la corre´lation du champ aux sources en
champ proche. En invoquant le the´ore`me de la phase stationnaire (qui est une approxima-
tion), il a montre´ que la moyenne des corre´lations sur la position des sources converge vers
la fonction de Green du milieu. En voici une de´monstration de´taille´e.
Plac¸ons a` nouveau un couple de capteur A et B en x = ±R/2, y = 0, z = 0. Cette fois-ci,
la position de la source S (x, y, z) est quelconque. La distance source re´cepteur est :
rA =
√
(x+R/2)2 + y2 + z2 rB =
√
(x−R/2)2 + y2 + z2













δ(τ − rA − rB
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Comme dans le cas du champ lointain, il est possible d’effectuer une moyenne des
corre´lations sur les positions possibles de la source S, mais cette fois-ci il y a 3 degre´s de












3Roux et al. (2005) proposent un changement de variable astucieux qui permet de conduire l’inte´gration
sur le volume infini sans invoquer l’approximation de la phase stationnaire.
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On peut appliquer la me´thode du col (ou the´ore`me de la phase stationnaire). Tre`s
brie`vement, le principe de cette me´thode consiste a` ne retenir d’une exponentielle complexe
QUE la contribution du terme correspondant a` l’annulation de la de´rive´e de l’argument.








(x0) = 0. Nous allons donc appliquer deux fois ce the´ore`me, pour la variable y puis
pour la variable z de l’argument.
La premie`re e´tape consite a` repe´rer le ”point de rebroussement” de l’argument :
∂y(rA − rB) = y(r−1A − r−1B ) et ∂yy(rA − rB) = r−1A − r−1B − y2(r−3A − r−3B )
∂y(rA − rB) a un minimum en y = 0



























































qu’on peut re´duire avec
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Re´sultat : Lorsque des sources S(x, y, z) sont distribue´es partout et de fac¸on
homoge`ne dans un milieu a` 3 dimensions, la corre´lation CAB moyenne´e
sur leur position (x, y, z) tend a` annuler les contributions des sources qui
ne sont pas dans l’axe des capteurs AB, et a` cumuler la contribution des
sources dans l’axe. Alors la de´rive´e des corre´lations moyenne´es sur toutes
les positions des sources conduit a` :
∂τCAB(τ) ∝ G+AB(τ)−G−AB(τ)
G+ et G− sont les fonctions de Green causales et acausales.
4.3 Analogie entre corre´lation et Retournement Tem-
porel
Recovering the Green’s function from field-field correlations in an open
scattering medium.
A. Derode, E. Larose, M. Tanter, J. de Rosny, A. Tourin, M. Campillo, M. Fink.
Article publie´ dans Journal of the Acoustical Society of America.
Abstract :
The possibility of recovering the Green’s function from the field-field correla-
tions of coda waves in an open multiple scattering medium is investigated. The
argument is based on fundamental symmetries of reciprocity, time-reversal inva-
riance and the Helmholtz-Kirchhoff theorem. A criterion is defined, indicating
how sources should be placed inside an open medium in order to recover the
Green’s function between two passive receivers. The case of noise sources is also
discussed. Numerical experiments of ultrasonic wave propagation in a multiple
scattering medium are presented to support the argument.
Wave propagation in a multiple scattering or reverberating environment has been a
subject of interest in a wide variety of domains ranging from solid state physics to optics
or acoustics. Ultrasound is particularly interesting because it allows a direct measurement
of the field fluctuations, both in amplitude and in phase. In connection with this, a remar-
kable work by Weaver and Lobkis (2002); Lobkis and Weaver (2001); Weaver and Lobkis
(2001) recently showed that the Green’s function between two points could be recovered
from the field-field correlation of a diffuse ultrasonic field. This amounts to do ”ultraso-
nics without a source” since they showed that thermal noise could be used instead of a
direct pulse/echo measurement between the two points. The experiment was carried out
in an aluminium block, and the theoretical analysis was based on discrete modal expan-
sion of the field, with random modal amplitudes. Applications are promising : it would be
possible to recover the Green’s function of a complex medium just by correlating diffuse
fields received on passive sensors (application to shallow water ocean acoustics, where the
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field is not diffuse but propagates in a wave guide, was also evoked [Roux and Fink (2003)]).
However, the basic assumption in the theoretical analysis is that the medium is clo-
sed and free of absorption. In a real medium, absorption will tend to cut out the longest
scattering (or reverberating) paths, and discrete modes will not be resolved any more.
Similar problems are expected if the medium is open rather than closed (actually, in an
open medium, the fluctuation-dissipation theorem [Weaver and Lobkis (2001)] establishes
the result, as long as the field is diffuse in the thermal sense). The aim of this letter is to
examine whether the Green’s function can still be recovered from the correlations of an
ultrasonic wave field in an open scattering medium, when a discrete expansion on ortho-
gonal modes is no longer relevant and the field is not thermally diffuse.
To that end, we present 2-D numerical experiments of acoustic scattering on rigid inclu-
sions randomly located either in a closed cavity or in a open medium. The wave equation is
solved by a finite differences simulation (centered scheme) ; the boundary conditions is im-
plemented following Collino’s work [Collino and Joly (1995)]. Naturally, a finite-difference
scheme shows numerical dispersion. However, the essential point is that the fundamental
symmetries of reciprocity and time-reversal still hold in the numerical experiments.
4.3.1 The cavity equation
To begin with, let us consider two receiving points A and B and a source C placed
amongst a random collection of scatterers, as represented in Fig. 4.2. The scatterers are
in water ; only lossless acoustic waves are considered here. At the edges of the grid, the
boundary conditions may be either perfectly reflecting (Dirichlet) as in a closed cavity or
absorbing (open medium). The signal transmitted by C is a pulse with a center frequency
1 MHz and a gaussian envelope (σ = 0.7 µs).
We will note hIJ(t) as the impulse response between I and J , i.e., the wave field sensed
in I when a Dirac δ(t) is sent by J . If e(t) is the excitation function in C, then the wave
field ΦA and ΦB received in A and B will be respectively e(t)⊗ hAC(t) and e(t)⊗ hAC(t),
⊗ representing convolution. The cross-correlation of the fields received in A and B is then
CAB(t) =
∫
ΦA(t)ΦB(t+ θ)dθ = hAC(t)⊗ hBC(−t)⊗ f(t) (4.17)
with f(t) = e(t) ⊗ e(−t). f(t) depends only on the excitation imposed at the source,
whereas the information regarding the impulse response between A and B is hidden in
hAC(t) ⊗ hBC(−t). Indeed, the impulse responses of a closed cavity satisfy a remarkable
property, as shown by Draeger and Fink (1999), which he termed the ”cavity equation” :
hAC(t)⊗ hBC(−t) = hAB(t)⊗ hCC(−t) (4.18)
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Fig. 4.2 – Two hundred perfectly rigid scatterers (diameter 2.1 mm) are randomly distri-
buted over a 7.5×7.5 cm2 area. A point source is placed in C ; A and B are receiving points.
The boundary conditions may be perfectly reflecting (Dirichlet) as in a closed cavity or
absorbing (open medium).
For this relation to hold, the cavity must be lossless and its eigenmodes not degenerate.
Note that, in practice, the correlations cannot be performed over an infinite time interval
(the ring time of a cavity is infinite if it is lossless) ; therefore the cavity equation can be
compared to experimental results if the integration time ∆T is sufficiently large compa-
red to 1/∆ω, with ∆ω the characteristic distance between modes, so that the modes are
resolved. 1/∆ω is sometimes referred to as the Heisenberg time, or break time. Figure 4.3
illustrates the validity of the cavity equation ; here the impulse responses have been recor-
ded during an integration time of 80 ms (2.106 time steps), and the Heisenberg time is
≈ 5 ms. From Draeger’s cavity equation, the correlation between the fields received in A
and B is :
CAB(t) = hAB(t)⊗ hCC(−t)⊗ f(t) (4.19)
Therefore, similarly to Weaver’s results [Weaver and Lobkis (2002); Lobkis and Weaver
(2001); Weaver and Lobkis (2001)] the direct Green’s function hAB is present in the cor-
relations of the field within a closed cavity and can be recovered from CAB provided that
the hCC term can be properly deconvolved, at least in the frequency domain limited by the
spectrum of f(t).
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Fig. 4.3 – Comparison between CAB(t) (thick continuous line) and hAB(t)⊗hCC(−t)⊗f(t)
(dotted line). The overall correlation coefficient between the two waveforms is 98.7 %.
Fig. 4.4 – Comparison between CAB(t) (thick continuous line) and hAB(t)⊗hCC(−t)⊗f(t)
(dotted line) in the open scattering medium. The impulse responses were recorded during
800 µs until they became negligible. The overall correlation coefficient between the two
waveforms is 0.48 %.
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4.3.2 Simulation of perfect Time Reversal
Is this valid in an open medium? We have conducted the same numerical experiment,
with the same distribution of scatterers, but with absorbing instead of reflecting boundary
conditions. As a result, the cavity equation is no longer valid and the correlation of the
scattered field CAB shows no resemblance whatsoever with the Green’s function (the corre-
lation coefficient function between wave forms represented on Fig. 4.4 is less than 0.5 %).
However, a physical argument indicates that the Green’s function can still be recove-
red from the correlations CAB, even in an open medium, if several judiciously distributed
sources are used instead of a single point C. To that end, we propose to analyze the
experiment in terms of time-reversal symmetry. Indeed, there is a strong link between cor-
relations of a diffuse field and time reversal [Derode et al. (2001c)].
Because the scatterers do not move and there is no flow within the medium, the pro-
pagation is reciprocal, i.e. hIJ(t) = hJI(t). When we cross-correlate the impulse responses
received in A and B, the result hAC(t) ⊗ hBC(−t) is equal to hCB(−t) ⊗ hAC(t). Now,
imagine that we do the following time-reversal experiment : B sends a pulse, C records
the impulse response hCB(t), time-reverses it and sends it back ; the resulting wave field
observed in A would then be hCB(−t) ⊗ hAC(t), which, because of reciprocity, is exactly
the cross-correlation hAC(t)⊗hBC(−t) of the impulse responses received in A and B when
C sends a pulse. We would like the direct Green’s function hAB to appear in the cross-
correlation. But in the most general case, hCB(−t).hAC(t) has no reason to be equal to
hAB, as was shown in Fig. 4.4. Yet we can go beyond : imagine now that we use several
points C to perform the time-reversal operation, and that we place them in such a way
that they form a perfect time-reversal-device, with no loss of information. Following the
Helmholtz-Kirchhoff theorem, such would be the case if the sources C were continuously
distributed on a surface surrounding the scattering medium. Then the time-reversal opera-
tion should be perfect. During the ”forward” propagation, B sends a pulse that propagates
everywhere in the medium (including in A where the field received is hBA(t)), it may be
scattered many times and is eventually recorded on every point of the time-reversal device,
with no loss. When the field is time-reversed, since nothing of it has been lost, it should
exactly go backwards in time (and refocus on B at time t = 0) everywhere in the medium,
which implies that the field received in A after the time-reversal is exactly hBA(−t), the
time-reversed version of the direct Green’s function. Then, once the wave has refocused on
B (at time t = 0), it does not stop since there is no ”acoustic sink” in B [de Rosny and
Fink (2002)] : the wave diverges again from B and gives rise, at times t > 0 to hBA(t) in
A.
Thus, if we use a collection of sources C arranged in such a way that they form a perfect
time-reversal device, we should have∑
C
hAC(t)⊗ hCB(−t) = hBA(t) + hBA(−t) (4.20)
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Fig. 4.5 – A and B are receiving points. Two hundred fifty source points are placed
regularly around a circle with radius 18.7 mm, 100 scatterers being inside the circle. They
completely surround the medium (a), or only partially (b). The boundary conditions on
the edges of the grid are absorbing (open medium), in both cases.
A more detailed analysis, taking into account the monopolar or dipolar nature of the
source/receivers is given by Cassereau and Fink (1992). Equation 4.18 implies that the
impulse response hBA(t) can still be recovered from the correlation of a diffuse field, even
in an open medium, provided that the sources C are distributed judiciously, and all the
correlation functions are summed over the source positions. Unlike the case of a closed
medium, no additional deconvolution by hCC is needed. From this time-reversal analogy,
we deduce a condition for the Green’s function to emerge from cross correlations in open
media : the sources C must be placed so that they form a perfect time-reversal device.
We have checked this in the numerical experiments depicted in Fig 4.5. The results are
in excellent agreement with Eq. 4.20, as is shown in Fig. 4.6 : the degree of correlation
between waveforms is 97.4 %. Of course, when the sources are not placed as a perfect mir-
ror, as presented in Fig. 4.5(b), the results are less good (the degree of correlation between
waveforms is 81.9 %) because one part of the waves are not recorded by the time-reversal
device due to the presence of scatterers outside the sources. Yet the main features of the
Green’s function can still be recognized, even at late times. If the number of sources is de-
creased, the reconstruction of the Green’s function is less satisfactory, as shown in Fig. 4.7.
With only 50 sources (instead of 250 previously) regularly spaced every ≈ 5λ/3 all along a
circle as in Fig. 4.5(a), the correlation coefficients between waveforms is 70 %. However if
the 50 sources are gathered together in a 72◦ angular sector (pitch λ/3), it drops to 53 %.
Indeed, since the coherence length of a diffuse wave field is λ/2, it is useless to place the
sources closer.
So far, we have considered that the origin of the field measured in A and B was an active
70 CHAPITRE 4. EXTRACTION PASSIVE DE LA FONCTION DE GREEN
Fig. 4.6 – Comparison between
∑
C hAC(t)⊗hBC(−t)⊗f(t) (dotted line) and hAB(t)⊗f(t)
in the open scattering medium surrounded by 250 sources C as depicted in Fig. 4.5(a), at
early times (a) and in the late coda, 360 µs later (b). The overall correlation coefficient
between waveforms is 97.4 %.
and coherent source transmitting a short pulse (or a collection of such sources). What if
there are no such sources in the medium, but a diffuse continuous noise ? The physical origin
of this noise may be thermal vibrations [Weaver and Lobkis (2001)]. In seismology, noise
in the seismograms comes from a variety of different sources (traffic, sea waves, weather,
human activity...) continuously and (allegedly) randomly pumping energy into the earth
and essentially exciting surface waves. In ocean acoustics, noise may originate from boats,
surf, wind, animals etc. By definition, the noise sources cannot be controlled. In the light
of the discussion above, in order to recover the Green’s function from the cross-correlation
of the noise received in A and B, the most favorable situation would be that in which noise
can be considered as coming from virtual point sources C randomly distributed everywhere
in the medium and continuously generating uncorrelated white noises nC(t). In that case,




hAC(−t)⊗ nC(−t)⊗ hC′B(t)⊗ nC′(t) (4.21)
If the observation time ∆T is long enough compared to the correlation time of the noise,
then nC(t) ⊗ nC′(−t) will converge to δ(t)δ(CC ′). Moreover, if the virtual noise sources
C are distributed everywhere in the medium (in other words, if each degree of freedom
is excited randomly and independently) then the C-points would necessarily constitute a
perfect time-reversal device, so Eq. 4.19 should be verified again.
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Fig. 4.7 – Correlation coefficient between
∑
C hAC(t) ⊗ hBC(−t) ⊗ f(t) (dotted line) and
hAB(−t)⊗ f(t) versus the number of sources employed.
We have carried out a numerical experiment based on this idea. Two hundred forty
sources where distributed at random inside the open scattering medium shown in Fig. 4.2,
and 240 uncorrelated white noises, convolved by e(t), were transmitted by these sources
during 40 ms. The resulting wave forms are received in A and B. Their cross-correlations
CAB(t) is compared to the direct Green’s function hAB(t) ⊗ f(−t) : the agreement is still
very good (61 % correlation coefficient) even at late times.
The emergence of the Green’s function in the field-field correlations in a closed cavity
with discrete modes is now well established [Weaver and Lobkis (2002); Lobkis and Wea-
ver (2001); Weaver and Lobkis (2001)]. In this letter, we have argued that recovering the
Green’s function was also possible in an open multiple scattering medium and we have pro-
posed a criterion based on reciprocity, time-reversal symmetry and the Helmholtz-Kirchhoff
theorem : if sources are placed as if they were to form a perfect time-reversal device, then
the Green’s function can be recovered by summing the cross correlations. This has been
validated by numerical experiments. The reduction of the number of sources was also dis-
cussed and the possibility of using noise sources was illustrated.
There is still much food for thought, particularly regarding the role of scatterers in the
reconstruction of the Green’s function. The argument we developed here is valid for any
medium (homogeneous, high-order multiple scattering, reverberant...) where reciprocity
and invariance under time-reversal hold. The field does not need to be thermally diffuse
for the Green’s function to emerge from the correlations, as long as there are enough well-
positioned sources. Another approach is to consider the scatterers as secondary sources
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which are necessary to truly randomize the wave field emanating from a single original
source. Correlating the late part of the coda would then permit us to reconstruct at least the
early arrivals of the Green’s function. Recent seismologic results support this idea [Campillo
and Paul (2003)]. The influence of absorption is also to be investigated.
Chapitre 5
Assyme´trie des corre´lations, roˆle des
sources et de la diffusion




est une ope´ration syme´trique en temps et en espace. Cela signifie qu’e´changer les deux
points de mesure A et B revient a` changer τ en −τ , et re´ciproquement. Cette ope´ration ne
donne pas un poids particulier a` un coˆte´ des temps plus qu’a` l’autre, il n’y a aucun ope´rateur
qui de´pende du signe de τ . La corre´lation de deux enregistrements n’a en ge´ne´ral aucune
raison d’eˆtre syme´trique en temps : la partie causale (τ > 0) est sensiblement diffe´rente de la
partie acausale (τ < 0). Cependant, dans certaines conditions expe´rimentales, la corre´lation
devient syme´trique. Ce chapitre propose plusieurs observations et interpre´tations de ce
phe´nome`ne :
1. en ultrason dans l’eau et en milieu diffusant (section 5.1) ;
2. en ultrason dans un milieu e´lastique diffusant avec une interface libre (section 5.3) ;
3. en sismologie (section 5.4).
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5.1 Syme´trie temporelle et spatiale des corre´lations,
interpre´tation Retournement Temporel (RT)
How to estimate the Green’s function of a heterogeneous medium between
two passive sensors ? Application to acoustic waves.
Arnaud Derode, Eric Larose, Michel Campillo, Mathias Fink.
Article publie´ dans Journal of Applied Physics
Abstract :
The exact Green’s function of a heterogeneous medium can be retrieved from
the cross-correlation of the fields received by two passive sensors. We propose a
physical interpretation based on time-reversal symmetry. We address the issue
of causality and show the role of multiple scattering for the reconstruction of
the Green’s function. Ultrasonic experimental results are presented to illustrate
the argument. Applications to geophysics and ocean acoustics are discussed.
In most applications of wave physics (imaging, detection, communication), it is essential
to know the Green’s function (GF) of the medium under investigation. When possible, the
GF (or impulse response) hAB between two points A and B is determined by a direct
pulse/echo measurement. Recent results [Lobkis and Weaver (2001); Weaver and Lobkis
(2001); Roux and Fink (2003); Campillo and Paul (2003)] exploited an other idea : when
A and B are both passive sensors, hAB can be recovered from the cross-correlation of the
fields received in A and B, the wave field being generated either by deterministic sources
or by random noise. In a closed reverberant medium [Lobkis and Weaver (2001); Weaver
and Lobkis (2001)] mathematical arguments were given, based on a discrete random modal
expansion. An ensemble-averaged GF is fundamentally different from the actual GF of one
realization of disorder. We propose a simple physical interpretation of the emergence of the
exact GF in the correlations based on reciprocity, with no reference to a random modal
expansion. We particularly address two issues :
1. Physically, the GF hAB is causal, but the correlation between the wave fields received
in A and B may be non-causal, therefore should one keep the causal part, the anti-
causal part of the correlation, or both to estimate hAB ?
2. In an inhomogeneous medium, what is the role of scattering in the reconstruction of
the GF from field-field correlations ?
We also present experimental results to support the argument.
To begin with, let us consider two receiving points A and B and a source C. We will
note hIJ(t) the scalar wave field sensed in I when a Dirac δ(t) is sent by J . If e(t) is the
excitation function in C, then the wave fields ΦA and ΦB received in A and B will be
e(t)⊗ hAC(t) and e(t)⊗ hAC(t), ⊗ representing convolution. The cross-correlation CAB of
5.1. ASYME´TRIE : INTERPRE´TATION RT 75




= hAC(−t)⊗ hBC(t)⊗ f(t) (5.2)
with f(t) = e(t)⊗ e(−t). A physical argument based on time-reversal (TR) symmetry
indicates that the direct GF hAB may be entirely recovered from CAB.
As long as the medium does not move, the propagation is reciprocal i.e. hIJ(t) = hJI(t).
So when we cross-correlate the impulse responses received in A and B, the result CAB(t)
is also equal to hCA(−t)⊗hBC(t). Now, imagine that we do a fictitious TR experiment : A
sends a pulse, C records the impulse response hCA(t), time-reverses it and sends it back ;
the resulting wave field observed in B would then be hCA(−t)⊗ hBC(t) which, because of
reciprocity, is exactly the cross-correlation CAB(t) of the impulse responses received in A
and B when C sends a pulse. We would like the GF hAB to appear in this cross-correlation.
But in the most general case, CAB has no reason to be equal to hAB. Yet we can go beyond :
imagine now that we use several points C, and that we place them in such a way that
they form a perfect TR-device : such would be the case if the sources C were continuously
distributed on a surface surrounding A, B and the heterogeneities of the (lossless) medium.
Then a TR operation would be perfect. During the ”forward” step, at time t = 0 A sends a
pulse that propagates everywhere in the medium (including in B where the field received
is hAB(t)), may be scattered many times and is eventually recorded on every point C, with
no loss of energy. After the TR, the wave should exactly go backwards : it should hit B first
and refocus on A at time t = 01, which implies that the field received in B (at times t < 0)
is exactly hAB(−t), the time-reversed version of the GF. Once the pulse has refocused on
A, it does not stop [de Rosny and Fink (2002)] but diverges again from A and gives rise,
at times t > 0, to hAB(t) in B. If there is frequency-dependent attenuation, TR invariance
is broken but reciprocity still holds : a TR operation would only yield a filtered version of
hAB(t). Thus the impulse response hAB(t) can be retrieved from either the causal (t > 0)
or the anti-causal part (t < 0) of the sum of field-field correlations CAB(t), provided that
the sources C are placed so that they would form a perfect TR device.
In real life, whatever the type of waves involved, this condition is hard to meet. In
seismology for instance the displacement field at the earth surface is recorded by seismic
stations (A,B) but the sources (C) of the earthquakes are far from being arranged as a
perfect TR device, they are mostly aligned along faults. Yet the elastic GF can be par-
tially retrieved using correlations of the late seismic codas produced by distant earthquakes
[Campillo and Paul (2003)]. Why is this possible when the TR criterion is not fulfilled ?
A laboratory experiment can help us find an answer and shed light on the role played
by multiple scattering (Fig. 5.1). Piezoelectric transducers (A,B) record the wavefields ge-
nerated by 21 ultrasonic sources C successively firing a broad-band pulse (1 µs, central
1We have made the change of variable t→ t−T , T being the time necessary for the pulse to propagate
and be entirely recorded in every point C. Hence the refocusing in A takes place at t = 0.
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Fig. 5.1 – Experimental set-up (a). The receiver A is fixed at the origin, the experiment is
done for various position of B ranging from xB = −50mm, yB = −15mm to xB = 50mm,
yB = 15mm. 21 sources C are used (size : 0.39mm, pitch : 0.42mm, frequency 3.1MHz).
The distance between A and C is 35 cm. (b) waveform received by A when a 1 µs pulse is
sent by one of the sources.
frequency 3.1 MHz). The experiment takes place in water tank (c = 1.5 mm/µs), and
a scattering slab is placed between the sources and the receivers. It is made of randomly
distributed steel rods (29.5 rods/cm2) ; the transport mean-free path [Tourin et al. (2000)]
`∗ was measured to be 3 mm, while the thickness of the slab is L = 30 mm, the medium
is therefore highly scattering as can be seen from the waveform plotted on Fig. 5.1 (b).
Frequency-dependent dissipation is negligible. The experiment is repeated for various po-
sitions of the second receiver B, each time we cross-correlate the 21 pairs of fields received
in A and in B. CAB(t) is calculated by summing the 21 cross-correlations.
The coherent field is totally extinct in the received waveforms hAB and hAC . Since
L >> `∗, the correlation length of the field emerging from the slab is ∼ λ/2, and from the
Van Cittert-Zernike theorem the fields sensed in A and B are spatially incoherent since
the transverse size of the slab is 25 cm while the distance between B and the slab varies
between 15 and 25 cm.
Here, the GF between A and B is a well-defined pulse arriving at time |AB|/c, followed
later by lower reflections on the rods. The experimental results show that the emergence
of the GF from CAB(t) highly depends on the position of B, and on the number of sources
employed. With only one source (Fig. 5.2 (a)) CAB(t) is too noisy to see the emergence of
the GF. But at the same point B, with 21 sources (Fig. 5.2 (b)) instead of one, CAB(t)
shows a strong peak at time t = 33.5 µs, which is exactly the travel time |AB|/c. Yet for
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Fig. 5.2 – Cross-correlation CAB(t) for : (a) 1 source, xB = −50 mm, yB = −5 mm ; (b)
21 sources, xB = −50 mm, yB = −5 mm ; (c) 21 sources, xB = 50 mm, yB = −5 mm ; (d)
21 sources, xB = 25mm, yB = 15 mm.
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a different position of B (Fig. 5.2 (c)), CAB(t) shows a peak at time t = −33.35 µs, the
opposite of the expected travel time. And for a third position of B (Fig. 5.2 (d)), even
with 21 sources, the GF does not emerge in CAB(t). So it appears that the GF (at least its
first arrival) can indeed be recognized in the correlation CAB(t), but only at certain times
(causal or anticausal), and for certain positions of B relatively to A. Why is that ?
The TR analogy gives the answer : for this particular set-up, in a fictitious TR ex-
periment where A would be the source and the 21 C-points a finite-size TR device, the
time-reversed pulse would hit B at times t < 0 only if B is between A and C (i.e. xB > 0),
and at times t > 0 only if it is behind A (xB < 0). Consequently, when one cross-correlates
two wavefields in order to reconstruct the GF of an unknown medium, one has to know
the location of the receivers relatively to the sources and to the scatterers in order to keep
only the relevant part of CAB(t).
Fig. 5.3 – Cross-correlation CAB(t) for 21 sources, the position of B is xB = −50 mm, yB
ranging from −15 mm to 15 mm, with (a) and without (b) the multiple scattering slab.
The thick line shows the theoretical arrival time of the GF. It is properly reconstructed
(within 0.05 µs, which is the sampling time) in an angular sector of 28◦ with the multiple
scattering slab, versus only 6◦ in water.
It also appears that hAB cannot be properly reconstructed for any position of B, as
was shown on Fig. 5.2 (a). Fig. 5.3 compares CAB(t) to the theoretical travel times for 61
positions of B (xB = −50 mm, yB = −15 to 15 mm ), with and without the rods : the
curvature of the GF emerges only in the former case. This emphasizes the role of multiple
scattering : the region for which the arrival time is well retrieved is much smaller in a
homogeneous medium (water) than through the forest of rods. This too can be interpreted
via the TR analogy : a TR experiment works better (meaning that it reconstructs better
the ”initial scene”) through a multiple scattering medium [Derode et al. (2001b)] than in
a homogeneous medium (here the ”initial scene” would be the propagation of a spherical
pulse emitted by A).
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In our experiment, there is no statistical average over disorder. The only average is an
average over the sources, when we stack 21 field-field correlations. Also, the equipartition of
energy between discrete modes cannot be attained here, since the medium is open ; besides
even if the sources C were truly ominidirectional, only half of their angular spectrum would
actually excite the scattering slab. This is very different from other works [Lobkis and Wea-
ver (2001)]. Here we do not fulfill the equipartition condition, neither do we not fulfill the
”perfect TR device” condition, but we try to come closer to it using several sources instead
of one. The TR approach implies that if the sources C were completely surrounding the
medium, the sum of the cross-correlations would give the exact Green’s function of the
medium [Derode et al. (2003b)], not an ensemble-averaged GF. Our experimental results
show that with a limited number of sources it is possible to estimate at least the first arrival
of the GF, not everywhere at every time but in a limited area whose size is larger in the
presence of multiple scattering.
These results can be extrapolated to various applications of wave physics, e.g. ocean
acoustics [Roux and Fink (2003)] or seismology. When an earthquake occurs, seismograms
can show a long coda due to multiple scattering in the Earth’s crust. It was recently shown
[Campillo and Paul (2003)] that the cross-correlation of coda waves received on two seis-
mic stations (A,B), averaged over a hundred earthquakes (i.e. sources C), exhibited a pulse
arriving at the same time and with the same polarization as a direct Rayleigh wave that
would travel from A to B. In future developments, since the epicenter of earthquakes can
be known, it would be possible to determine whether it is the causal part, the anticausal
part or both that have to be taken into account in order to have a better estimation of
the GF. A more detailed publication on this subject is on hand. The prospects are wide :
the idea developed here are applicable to every domain of wave physics where one can
measure directly the field (amplitude and phase, not only the intensity) and perform a
cross-correlation. Acoustic, elastic or even radio waves could be employed. Whatever the
type of waves, the TR analogy provides an elegant way to interpret the emergence of the
GF from the correlation of the fields.
5.2 Reconstruction passive d’une onde de Rayleigh,
roˆle de la diffusion
Nous nous sommes jusqu’a` maintenant inte´resse´s aux ondes acoustiques en milieu ou-
vert. Pour ce qui concerne les applications a` la sismologie, d’autres ondes doivent eˆtre
e´tudie´es. la Terre est un milieu e´lastique, dans lequel la surface (libre) engendre quelques
phe´nome`nes physiques spe´cifiques. La condition de traction nulle a` la surface libre rend
possible l’existance d’ondes de Rayleigh et de Love : ondes se propageant quasiment a` 2-D
sous la surface libre, qui les pie`gent.
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Ces ondes sont d’autant plus importantes a` e´tudier qu’elles consituent l’essentiel du
signal sismique reconstitue´ par la me´thode des corre´lations en sismologie [Campillo and
Paul (2003); Shapiro and Campillo (2004); Shapiro et al. (2005); Paul et al. (2005)]. Nous
proposons dans ce chapitre une expe´rience en ultrasons simulant la propagation des ondes
dans la crouˆte terrestre. Sont e´tudie´es notamment les proprie´te´s de diffusion des ondes (`∗)
et le couplage entre onde de volume (P et S) et onde de surface.
Les observations sismologiques de reconstruction passive d’onde de surface sont-elles
confirme´es par une expe´rience de laboratoire dans laquelle les parame`tres de propagation
sont controˆle´s ? Peut-on reconstruire l’onde de Rayleigh graˆce aux ondes de volume en mi-
lieu ouvert ? Nous verrons qu’en l’absence de diffusion cette reconstruction (a` partir d’ondes
de volume) est impossible.
Expe´rimentalement, la ge´ne´ration et la de´tection des ondes a` la surface d’un solide
se fait a` l’aide d’intruments laser. Ils ont l’avantage d’eˆtre bien plus pre´cis (re´solution
quasi-ponctuelle) que les ce´ramiques pie´zoe´lectriques. De plus ils sont tre`s large-bande
(en e´mission comme en de´tection) et n’interfe`rent pas avec l’onde qu’ils mesurent (ils ne
”touchent” pas la surface).
5.2.1 Ge´ne´ration et de´tection laser d’ondes ultrasonores
d’apre`s Royer and Dieulesaint (1986) et Royer (1995) (Techniques de l’Inge´nieur).
Principe de ge´ne´ration laser
Un faisceau laser pulse´, focalise´ sur la surface d’un solide semi-infini, selon un point ou
une ligne, agit comme une source ponctuelle ou line´ique impulsionnelle qui engendre simul-
tane´ment diffe´rents type d’ondes (P, S Rayleigh). La figure 5.4 repre´sente les fronts d’onde
a` l’instant t apre`s l’impact laser. Dans le cœur du mate´riau la perturbation me´canique est
localise´e sur deux arcs de cercle de rayon vP .t et vL.t. Sur la surface libre en z = 0, la
perturbation due a` l’onde de Rayleigh apparaˆıt aux points d’abscisse x = ±vR.t.
Suivant la densite´ de puissance, l’impact d’une impulsion lumineuse sur la surface libre
d’un solide opaque engendre des ondes e´lastiques selon diffe´rents me´canismes qui rele`vent
de deux cate´gories : ceux qui entraˆınent une modification de l’e´tat de la surface (phe´nome`ne
d’ablation) et ceux qui ne le modifient pas (pression de radiation, effet thermo-e´lastique).
Lorsque la densite´ de puissance lumineuse ne donne lieu a` aucune vaporisation de ma-
tie`re, l’effet de la dilatation locale re´sultant de l’e´chauffement (re´gime thermo-e´lastique) est
pre´ponde´rant par rapport a` la pression de radiation. Une partie de l’e´nergie est absorbe´e
par effet Joule, l’autre est re´fle´chie. En raison de l’effet d’e´cran des e´lectrons de conduction,
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Fig. 5.4 – Sche´ma de principe d’une expe´rience de ge´ne´ration/de´tection laser d’onde ul-
trasonore. Dans ce cas particulier, la source et la sonde sont dirige´es vers la meˆme surface.
Fig. 5.5 – Me´canisme de ge´ne´ration d’ondes e´lastiques par e´mission d’impulsion laser. En
re´gime thermo-e´lastique (faible radiation incidente), des ondes de surface sont essentielle-
ment ge´ne´re´es. Lorsque l’intensite´ lumineuse augmente, il est possible d’atteindre un re´gime
d’ablation, ou` une partie de matie`re est vaporise´e. Des ondes de volume (P et S) sont alors
engendre´es.
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les phe´nome`nes sont localise´s tre`s pre`s de la surface de me´tal, dans l’e´paisseur de peau. La
dilatation thermique de surface provoque des forces essentiellement paralle`les a` la surface
libre. Plus profond, elle ge´ne`re des ondes polarise´es verticalement. La combinaison des de´-
placements transverses et longitudinaux cre´e une onde de Rayleigh.
Si la densite´ de puissance lumineuse absorbe´e est suffisante (I > 15 mW/cm2 dans le
cas de l’aluminium), l’impulsion incidente provoque une vaporisation de matie`re. Ce re´gime
d’ablation, qui s’accompagne d’un transfert de quantite´ de mouvement, cre´e des forces es-
sentiellement normales a` la surface libre (figure 5.5) et ge´ne`re donc surtout des ondes de
volume. Si un film opaque est pre´sent a` la surface du mate´riau, les forces normales sont
alors augmente´es.
De´tection optique de de´placements
L’objet de cette partie est de de´crire deux dispositifs optiques de mesure de de´placement
me´canique d’une surface. Ces dispositifs sont moins sensibles qu’un de´tecteur pie´zoe´lec-
trique mais ils pre´sentent a priori l’avantage d’un examen local, sans contact me´canique,
avec une bande passante tre`s large.
Un faisceau lumineux de diame`tre d interagit avec le de´placement de matie`re normal
a` la surface. Ce de´placement est induit par une onde acoustique de longueur d’onde λ,
modifiant :
– La direction du faisceau lumineux si d < λ : il est de´fle´chi par ondulation de la
surface.
– L’intensite´ du faisceau lumineux si d >> λ. Couvrant plusieurs longueurs d’onde, il
est diffracte´ par le re´seau (en re´flexion) associe´ a` l’onde e´lastique.
– La phase du faisceau par variation du chemin optique duˆ au de´placement normal de
la surface.
– La fre´quence du faisceau par effet Doppler.
Dans ce manuscrit, seules les sondes interfe´rome´triques sont pre´sente´es. Elles exploitent
la modulation de phase ou de fre´quence de l’onde lumineuse. Ces sondes mesurent tout
de´placement me´canique normal de surface, quelle que soit son origine, aussi bien en re´gime
permanent que transitoire. La phase Φ d’un faisceau lumineux (pulsation Ω, nombre d’onde
K = 2p/Λ) re´fle´chi, sous incidence normale, par la surface d’un objet vibrant est module´e
par le de´placement ucos(ωt+ φ) de cette surface :
∆Φ = 2Kucos(ωt+ φ) (5.3)
Comme les de´tecteurs optiques ne sont sensibles qu’a` l’intensite´ lumineuse, pour eˆtre
exploitable, cette modulation de phase doit, soit eˆtre convertie en modulation d’intensite´
par un interfe´rome`tre homodyne (du type Michelson par exemple), soit transpose´e dans le
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Fig. 5.6 – Interfe´rome`tre de Michelson. Il est stabilise´ (par le biais d’un asservissement)
pour rester autour du point de fonctionnement ou` l’intensite´ rec¸ue par la photodiode est
proportionnelle a` la diffe´rence de chemin optique LS − LR.
domaine des radiofre´quences a` l’aide d’un interfe´rome`tre he´te´rodyne. Examinons successi-
vement ces 2 me´thodes.
1) Sonde homodyne
La premie`re me´thode consiste a` me´langer un faisceau sonde S, re´fle´chi par l’objet, avec
un faisceau de re´fe´rence R, issu de la meˆme source (voir Figure 5.6). Soient ES et ER les









Le photode´tecteur, de facteur de re´ponse s (mA/mW ) recevant les deux faisceaux,
suppose´s de meˆme intensite´, fournit un courant
I = s(ES + ER)(ES + ER)
∗
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(l’exposant ∗ correspond a` la conjugaison complexe) comprenant une partie continue I0 =
s|E0|2 et une partie alternative iS(t) qui contient la fre´quence de l’onde acoustique :
I = I0 + I0cos (2Kucos(ωt+ φ) + ΦS − ΦR) (5.6)
La configuration optique la plus courante est semblable a` celle d’un interfe´rome`tre de
Michelson (figure 5.6) : le faisceau laser de puissance PL est divise´ en 2 parties e´gales qui
se re´fle´chissent sur l’objet (faisceau sonde S) et sur le miroir (faisceau de re´fe´rence R) et
se me´langent sur la photodiode. Un isolateur empeˆche la partie du faisceau qui revient de
pe´ne´trer dans la cavite´ et d’y engendrer des instabilite´s. Pour re´duire l’effet des fluctuations
de phase ΦS−ΦR , qui doivent eˆtre petites devant le terme Ku (rappelons que Ku ≈ 10−3
pour u = 0, 1 nm), le miroir renvoyant le faisceau de re´fe´rence est de´place´ de fac¸on a`
maintenir constante la diffe´rence de marche des faisceaux lumineux (interfe´rome`tres de
Michelson stabilise´).
L’intensite´ de photocourant de´pend sinuso¨ıdalement, avec une longueur d’onde Λ, de la
diffe´rence LS − LR des chemins optiques. La sensibilite´ est maximale pour
LS − LR = (n± 1
4
)Λ ⇒ ΦS − ΦR = ±pi
2
La position du miroir de re´fe´rence est asservie de fac¸on a` maintenir le point de fonc-
tionnement dans cette position de quadrature de phase, inde´pendamment des variations
ale´atoires des chemins optiques. Le miroir est porte´ par une cale pie´zoe´lectrique comman-
de´e par la partie basse fre´quence (f < 1 kHz) du signal de´tecte´ qui contient l’essentiel du
spectre des perturbations d’origine thermique et me´canique. Notons que la limitation de
la dynamique de l’asservissement impose des re´glages pe´riodiques.
En ce point de fonctionnement en quadrature de phase et lorsque les de´placements sont
petits (Ku << 1), l’intensite´ du photocourant est :
I = I0 + 2KuI0cos(ωt+ φ) = I0 + iS(t)
5.2. EXPE´RIENCE LASER-LASER 85
Fig. 5.7 – Sonde interfe´rome´trique he´te´rodyne (configuration compacte).
2) Sonde he´te´rodyne.
Dans un interfe´rome`tre he´te´rodyne, la fre´quence de l’un ou de l’autre (ou des deux)
faisceaux est de´cale´e. Ce changement de fre´quence, e´gal a` ±fB, distingue ce type d’inter-
fe´rome`tre des pre´ce´dents (homodynes). Il est effectue´ par un modulateur acousto-optique
MAO dont la fre´quence des ondes e´lastiques (fB) est de quelques dizaines de me´gahertz
(70 MHz dans le montage pre´sente´ ici). Les champs e´lectriques ES et ER sont donne´s par
l’expression 5.4 lorsqu’on remplace Ω par ΩS pour le faisceau sonde, et par ΩR pour le
faisceau de re´fe´rence. Dans la partie alternative du courant fourni par le photode´tecteur
apparaˆıt un terme a` la fre´quence ΩS−ΩR = ω0 (e´gal a` ωB ou a` 2ωB suivant que la fre´quence
de l’un ou des deux faisceaux a e´te´ de´cale´e) :
iS(t) = I0cos (ω0t+ 2Kucos(ωt+ φ) + PhiS − ΦR)
La modulation de phase du faisceau sonde par le de´placement de la surface est ainsi trans-
pose´e dans le domaine des radiofre´quences. Le spectre de iS(t) comprend une raie centrale a`
ω0 et des raies late´rales a` ω0±mω dont les hauteurs sont donne´es par les fonctions de Bessel
Jm(2Ku). Si le de´placement u est petit devant la longueur d’onde optique (Ku << 1) soit
pratiquement u < 20 nm :
J0(2Ku) ≈ 1, J1(2Ku) ≈ Ku, Jm(2Ku) ≈ 0 pour m > 2
le spectre se re´duit a` la fre´quence porteuse ω0 et aux deux raies late´rales ω0 ± ω :
iS(t) = I0
{
cos(ω0t+ ΦS − ΦR) +Kucos [(ω0 + ω)t+ φ+ ΦS − ΦR]
−Kucos [(ω0 − ω)t− φ+ ΦS − ΦR]
}
Le rapport R des hauteurs de la raie centrale et d’une des raies late´rales fournit l’am-
plitude absolue de la vibration me´canique en re´gime permanent inde´pendamment de la
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puissance lumineuse re´fle´chie par la surface et de toute proce´dure de calibration. Pour un
laser He-Ne : u(nm) ≈ 100/R
La configuration classique pre´sente plusieurs inconve´nients. Les faisceaux sonde et re´-
fe´rence ne sont pas perpendiculaires. Ils sortent du modulateur se´pare´s par un angle de
diffraction θ petit ( f = 70 MHz ⇒ 10 mrad) : les e´le´ments (laser et photode´tecteur
d’un coˆte´, miroir et e´chantillon de l’autre) sont donc dispose´s a` distance relativement grande
(> 50 cm) du modulateur. D’autre part, les faisceaux traversent deux fois ce modulateur,
l’un d’entre eux revient vers la cavite´ laser. Il engendre des instabilite´s qui s’ajoutent aux
fluctuations des chemins optiques.
Une structure du type Mach-Zehnder telle que celle de la figure 5.7 est pre´fe´rable. Le
faisceau source, polarise´ horizontalement −|||→ , est divise´ par le cube se´parateur A en un
faisceau de re´fe´rence (R) et un faisceau sonde (S). Le premier est dirige´, par le prisme, vers
la photodiode. Le deuxie`me dont la fre´quence est de´cale´e de fB (70 MHz) par le modula-
teur acousto-optique est re´fle´chi par l’e´chantillon qui vibre a` la fre´quence f . Ayant traverse´
deux fois la lame quart d’onde, il revient polarise´ verticalement −×→ pour eˆtre re´fle´chi, a`
90◦, par le cube se´parateur B, vers la photodiode. Les faisceaux R et S dont les fre´quences
sont respectivement fL et fL + fB traversent un analyseur, oriente´ a` 45
◦ de leur polarisa-
tion respective, et interfe`rent sur la photodiode. Celle-ci de´livre un courant a` la fre´quence
fB dont la phase est module´e par la vibration a` la fre´quence f de la surface de l’e´chantillon.
La lentille qui focalise le faisceau sonde sur l’objet ame´liore la re´solution spatiale, aug-
mente la quantite´ de lumie`re collecte´e dans le cas d’une surface diffusante et rend la sonde
moins sensible a` l’inclinaison de l’e´chantillon quand on le de´place. Le de´calage par rap-
port a` l’axe des deux cubes e´limine les signaux parasites qui proviennent des re´flexions des
faisceaux S et R (aux points a et b) sur l’interface du cube se´parateur B. Le re´glage de
cette sonde est rapide (quelques minutes) car le modulateur n’est traverse´ qu’une fois et
seulement par le faisceau sonde et les deux faisceaux sont paralle`les ou perpendiculaires.
Comme la partie optique est compacte (sa longueur est infe´rieure a` 40 cm, laser inclus),
son fonctionnement est stable.
La formule 5.2.1 indique que les fluctuations ale´atoires de phase ΦS − ΦR affectent de
la meˆme manie`re la raie centrale du spectre et les raies late´rales. Elles sont, en principe,
e´limine´es par de´tection cohe´rente qui effectue la diffe´rence des fre´quences de la raie centrale
et d’une des raies late´rales. Un traitement large bande passante convenant a` la de´tection
de de´placement en re´gime transitoire est illustre´ par la figure 5.8.
Le signal qui subsiste apre`s e´limination de la modulation de phase acoustique par un
filtre a` bande passante e´troite, centre´ sur la fre´quence f0, est de´phase´ de pi/2 :
iF (t) ∝ cos(ω0t+ pi/2 + ΦS − ΦR)
Le signal re´sultant du me´lange avec le photocourant iS(t) est, apre`s e´limination par un
filtre passe-bas du terme de pulsation 2ω0, proportionnel au de´placement me´canique si
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Fig. 5.8 – Traitement e´lectronique du signal
Ku << 1 :
s(t) ∝∼ sin [2Kucos(ωt+ φ)] ≈ 2Kucos(ωt+ φ) (5.7)
5.2.2 Mise au point d’un mode`le de crouˆte terrestre
Ge´ome´trie de l’expe´rience
L’objectif de l’expe´rience est de simuler l’arrive´e d’onde de volume (P,S) dans la crouˆte
terrestre. La crouˆte est reproduite a` petite e´chelle par une tranche d’aluminium de 25 mm
d’e´paisseur. La surface libre supe´rieure correspond a` la surface libre terrestre. C’est de ce
coˆte´ que nous positionnons la sonde laser. Elle va donc enregistrer les vibrations verticales
de la surface. De l’autre coˆte´ nous plac¸ons la source laser, qui va fonctionner en re´gime
d’ablation. Nous e´mettons donc sur la surface infe´rieure de la plaque des ondes de Rayleigh
et de volume, ces dernie`res peuvant e´ventuellemnt eˆtre guide´es dans la plaque comme
peuvent l’eˆtre les ondes sismiques dans la crouˆte de la Terre.
Fig. 5.9 – Ge´ome´trie de l’expe´rience de ge´ne´ration/de´tection laser d’onde ultrasonore, en
transmission a` travers une plaque d’aluminium.
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Fig. 5.10 – Signal de´tecte´ a` la surface supe´rieure de la plaque d’aluminium lorsqu’une
impulsion laser est e´mise sur la face infe´rieure. Le signal est filtre´ au dessus de 0.8 MHz.
Les impulsions P et S correspondent a` l’arrive´e de l’onde de compression et de cisaillement.
L’arrive´e P 3 (resp. P 5) est une onde P re´fle´chie deux fois (resp. 4 fois) dans la cavite´, l’onde
PPS arrive a` un temps qui correspond a` un aller-retour en P puis une conversion en S. Au
dela` de 20 µs, les arrive´es multiples commencent a` se me´langer (se recouvrir en temps) et
ne sont plus identifiables. C’est le de´but de la transmission vers le re´gime d’e´quipartition
des ondes diffuses.
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Fig. 5.11 – Intensite´ du signal ultrasonore obtenu en transmission a` travers une plaque de
Dural de dimension 25 × 100 × 400 mm. Au bout de 500 µs, l’ensemble de la cavite´ est
excite´e de fac¸on homoge`ne : re´gime d’e´quipartition. A` partir de ce moment la`, la de´crois-
sance de l’intensite´ est lie´e a` l’absorption intrinse`que de l’aluminium, ainsi qu’aux fuites
re´siduelles des ondes hors de la cavite´ (couplage avec le support par exemple). Cela repre´-
sente une atte´nuation de 1 dB/ms (tre`s faible), soit un temps caracte´ristique (exponentiel)
de de´croissance τabs = 23 000 µs.
Mise au point de bords absorbants
La crouˆte terrestre peut-eˆtre vue comme une plaque infinie dans la direction x et y
(horizontale) par rapport a` son e´paisseur en z (10 a` 50 km). Cette caracte´ristique est
impossible a` reproduire en laboratoire (espace limite´). Nous proposons de simuler en milieu
ouvert en x et y en disposant autour de l’e´chantillon d’aluminium une couche e´paisse de
mastic a` l’huile de lin (mastic de vitrier). Elle est relativement dense (densite´ > 1) et semble
bien adapte´e en impe´dance a` l’aluminium. En l’absence de cette paˆte, le temps d’absorption
τabs (lie´ au facteur d’atte´nuation e
−t/τabs) vaut 23 000 µs (fig. 5.11). En pre´sence de cette
patte, il tombe a` quelques centaines de µs (fig. 5.12).
5.3 Passive Retrieval of Rayleigh Waves in Disorde-
red Elastic Media
E. Larose, A. Derode, D. Clorennec, L. Margerin, M. Campillo.
Aricle sous presse dans Phys. Rev. E.
Abstract :
When averaged over sources or disorder, cross-correlation of diffuse fields yield
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Fig. 5.12 – Intensite´ moyenne obtenue dans la cavite´ en aluminium lorsqu’elle est entoure´e
d’une paˆte absorbante. Le temps de de´croissance de l’intensite´ tombe a` quelques centaines
de µs, soit 100 fois moins qu’en l’absence de bords absorbants. La courbe en gras correspond
a` un fit the´orique qui est de´veloppe´ plus loin. Les bords absorbants entourent la cavite´ pour
simuler une plaque d’aluminium infinie.
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the Green’s function between two passive sensors. This technique is applied to
elastic ultrasonic waves in an open scattering slab mimicking seismic waves in
the Earth’s crust. It appears that the Rayleigh wave reconstruction depends
on the scattering properties of the elastic slab. Special attention is paid to the
specific role of bulk to Rayleigh wave coupling, which may result in unexpected
phenomena like a persistent time-asymmetry in the diffuse regime.
5.3.1 Introduction
Whatever the type of waves involved, knowing the Green’s function of an heteroge-
neous medium is the key to many essential applications like imaging, communication or
detection. In the last twenty years or so, mesoscopic physics has intensely studied wave
phenomena in strongly disordered media : weak and strong localization, radiative transfer
and diffusion approximation etc. [van Rossum and Nieuwenhuizen (1999)]. But the exact
Green’s function of a complex medium is not easily tractable, and usually theoreticians
study ensemble-averaged quantities like statistical correlations of intensities or wave fields.
Moreover, from an experimental point of view, it is not always possible to measure the
Green’s functions of a complex medium because it requires controllable arrays of sources
and receivers that do not perturb the medium. In the context of laboratory ultrasound, this
is (nearly) routine ; but in other fields of wave physics like seismology, distant sources are
not controllable. In that respect, a good deal of publications followed recent works by Wea-
ver. He proposed to cross-correlate the diffuse wave fields obtained at two passive sensors
and showed it yields the elastic Green’s function between the two receivers, as if one of the
receivers was a source [Weaver and Lobkis (2001); Lobkis and Weaver (2001)]. That cor-
relations performed on passive sensors should yield the wave travel times is not that new.
This principle was applied to helioseismology in the 90’s where it provided tomographic
images of the Sun’s interior [Duvall et al. (1993); Rickett and Claerbout (2000)]. Beyond
travel time reconstruction, Weaver’s experimental retrieval of exact Green’s functions was
a real breakthrough.
Weaver’s work has been followed by different contributions. Some theoretical works
are based on the ergodic approximation where time and ensemble average coincide. This
approach is very useful for estimating the role of scattering in the correlation asymmetry
[van Tiggelen (2003); Malcolm et al. (2004)]. When several sources are available, another
possibility is to average correlations over sources without moving the receivers. This was
done in underwater acoustics [Roux et al. (2004)]. Sabra et al. (2005b) showed the pos-
sibility of recovering the entire Green’s function of the sea waveguide (especially the late
contributions of multiples) and proposed a model for estimating the signal-to-noise ra-
tio of the correlations. Derode et al. (2003b) proposed to interpret the Green’s function
reconstruction in terms of a Time-Reversal analogy, and showed that all the benefits of
time-reversal devices in multiple scattering media could be fruitfully applied to ”passive
imaging” from correlations [Derode et al. (2003a); Larose et al. (2004a)]. This idea is based
on the mathematical principle of the representation theorem [Aki and Richards (2002)],
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equivalently referred to as the Helmholtz-Kirchhoff theorem [Cassereau and Fink (1992)] :
if a perfect series of receivers has been sensing the wave field for ages, then one can ma-
thematically have access to the wave field anytime and anywhere in the area enclosed by
the sensors. Very recently, this principle was fully developed and applied to elastic waves
in open media by Wapenaar (2004).
Fig. 5.13 – 106 → 1 scaled analogy between the Earth crust and our ultrasonic experiment.
In the crust, the scattering mean free path was estimated in Mexico [Margerin et al. (1998)]
at 1 Hz : `∗ = 30 km. In the aluminum waveguide we numerically found `∗ = 5.5 mm at
1 MHz.
From the very start of Weaver’s work, the correlation principle was successfully applied
to seismic waves [Campillo and Paul (2003); Shapiro and Campillo (2004); Shapiro et al.
(2005)]. The most energetic part of the Green’s function between two seismic stations (Ray-
leigh and Love wave trains) was retrieved from passive correlations of either coda waves
or records of seismic noise. As we mentioned earlier, obtaining impulse responses without
a controllable source is of high interest in seismology since it gives the possibility of si-
mulating very energetic and punctual earthquakes everywhere around the Earth, and do
imaging without a controllable source (”passive imaging”). Results are quite encouraging
although several theoretical problems remain unsolved. They concern issues very specific
to the Earth. In particular elastic sources (earthquakes) are naturally never arranged in
such a way that they would perfectly surround a couple of seismic stations. In addition, for
distant earthquakes, the propagation directions of incident bulk waves are mostly vertical,
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and in a vertically layered medium they would not couple with Rayleigh waves. So, why do
we observe a Rayleigh wave train in the correlation of waves generated by bulk sources ?
The Green’s Function retrieval is linked to equipartition, which is due to wave scattering.
So, what is the influence of scattering within the Earth crust in that process ?
Here we present experimental results obtained in the lab with laser-induced and laser-
detected ultrasonic waves propagating in a heterogeneous slab mimicking the Earth crust.
Lots of previous experimental articles applied the ”passive imaging” technique to acous-
tic waves. Here we propose to investigate the emergence of the Green’s function in the
correlations of elastic waves propagating in a solid heterogeneous medium with a free sur-
face. Because field experiments are tedious and natural environment are mostly unknown
(especially the scattering properties), we propose to build an Earth crust model at the
scale 1/10−6 (presented in fig. 5.13). Waves will be sensed at ultrasonic frequencies at the
free-surface of an elastic open medium. In our experiment surface waves are not initially
excited. This is different from the work of Malcolm et al. (2004), where ultrasonic Rayleigh
waves were generated on the same surface they were measured. In addition they used a
finite cylindrical medium with possibly round trip wave trains whereas our experiment is
conducted in a nearly open medium. In our configuration, we would not expect the Ray-
leigh wave to be reconstructed in the correlation, except if scattering is present and mode
conversion between Rayleigh and bulk waves occurs. To verify this assumption and study
the role of mode conversion, we used two samples of identical dimensions, one with scatte-
rers the other without.
The next section describes the experimental setup and the propagation medium. Section
III presents a short theoretical study of the scattering properties (scattering-cross sections
σ of a single scatterer and the transport mean-free paths `∗P and `
∗
S of the heterogeneous
sample). This study is supported by experimental measurements. In section IV, the passive
imaging technique is applied to records acquired at the free surface. Time and frequency
analysis are proposed, and a brief discussion on the time-symmetry of the correlations
concludes the article.
5.3.2 Experimental setup
The experimental setup is depicted in fig. 5.14. It was designed to mimic the propa-
gation and scattering of elastic waves through the Earth crust, at ultrasonic frequencies
(0.8-3.2 MHz). A duraluminum slab whose dimensions are roughly 10−6 those of the crust
was used. Fifty-four cylindrical holes (radius a = 2 mm) were drilled at random along
direction y so that the waves propagating through the slab could undergo multiple scatte-
ring. The 2-D spatial Fourier transform of the hole positions was calculated and is almost
perfectly flat in the range of ultrasonic wavelengths involved in the experiment, which
confirms the absence of spatial correlation between the holes. The density of scatterers
was n = 0.0105 mm−2. Ideally, the slab should have had infinite dimensions along x and
y. To approach this condition, we stuck a thick layer of dense plasticine on the lateral
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Fig. 5.14 – Experimental setup : The propagation medium is an aluminum block drilled
with 54 vertical cylindrical holes (diameter : 4 mm). A Q-switched Nd :YAG laser shoots
on the bottom side 100 pulses (24 ns duration and 280 MW/cm2 intensity each). On the
top side a heterodyne interferometer senses the vertical displacement of the aluminum/air
interface. This measure is repeated at 7 different locations (X0 = 0 mm→ X6 = 60 mm)
for each source position. Plasticine was stuck on the edges and the four lateral sides to
mimic absorbing boundary conditions and avoid the generation of Rayleigh waves by mode
conversion at the edges.
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sides and edges of the duraluminum sample. It was aimed at creating absorbing boundary
conditions and avoiding the generation of Rayleigh waves by mode conversion at the edges.
The energy decay time τabs was initially found to be 23,000 µs. With the plasticine it de-
creased to 120 µs (see next section for a detailed discussion on the absorption time). We
therefore simulated an open slab in the x and y direction with a free surface at the top.
Rigorously, the earth crust is a waveguide that partially leaks energy through the Moho
to the underlying mantle. To perfectly match this feature we should have placed a infinite
medium with a different impedance at the bottom side of the aluminum slab. Yet we think
that our results and conclusions do not suffer too much from this omission : the central
point of our set-up is to mimic an elastic and scattering medium, infinite in the horizontal
directions with a free surface on the top.
The source we employed to simulate earthquakes was a Q-switched Nd :YAG laser that
shot 24 ns pulses at the bottom side of the slab (each pulse energy : 9 mJ). Two regimes of
elastic wave generation are possible with a laser source [Scruby and Drain (1990)]. When
the surfacic intensity of the pulse is weak (< 15 MW/cm2), the surface is locally heated
up and its dilation creates Rayleigh waves (thermoelastic regime). At higher intensity, the
laser evaporates part of the metal. In this ablation regime, both Rayleigh and bulk waves
are generated. Theoretical radiation patterns are displayed on fig. 5.15 for compressional
and shear waves. Rigorously, such a source is not truly reproducible since the laser impact
can damage the surface. To make the experiment as reproducible as possible while staying
in the ablation regime, the shot intensity was no more than 280 MW/cm2. A 1 ms record
was acquired 100 times without any observable change. In the following experiments, for a
satisfactory signal to noise ratio, each impulse response was averaged over 100 consecutive
shots.
As to the detection of the free surface motion, it was achieved with a contactless and
quasi-punctual device : a heterodyne optical interferometer developed by Royer and Dieu-
lesaint (1986) which has the advantage of a very broadband response (20 kHz-45 MHz) and
a sensitivity of 10−4A˚/
√
Hz. It was mounted perpendicularly to the slab and then provided
us with the absolute vertical component of the free surface displacement (top side), with a
fine spatial resolution ; the size of the laser spot was ∼ 100 µm whereas the typical elastic
wavelengths here are ranging between 1 and 10 mm. This is similar to seismology, where
sensors are nearly punctual compared to the wavelengths considered (several kilometers at
1 Hz). However seismic sensors usually provide time records of the three components of
the displacement field. Here the interferometer only measured the vertical movements of
the free surface.
In an elastic body, three different kinds of wave polarization are possible. Compressional
(or longitudinal) waves are analogous to acoustic waves in fluids (velocity vP = 6.32 mm/µs
in duraluminum). Shear (transverse) waves have two possible polarizations (velocity vS =
3.13 mm/µs) : one we call SV (Vertical) in the x-z plane (see fig. 5.13) and one SH (Ho-
rizontal) in the x-y plane. SH waves have no contribution in the z direction and therefore
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will not be detected by the interferometer. In addition to bulk waves, surface waves exist
but here only Rayleigh waves (vR = 2.9 mm/µs) will be taken into account since the others
cannot be detected (no vertical displacement). The shortest wavelength in the aluminium
slab is 0.9 mm, which is much greater than the duraluminum alloy grain size. Since the
orientation of the grains is random, we consider the alloy to be isotropic for elastic waves
in the frequency band of interest. Scattering at the grain edge is presumably also negligible
compared to scattering by the void cylinders.
P
S
Fig. 5.15 – Directivity pattern (linear scale) of the laser source. Rayleigh waves are not
taken into account since they are absorbed at the edges. The experiments were carried out
in the ablation regime, where bulk waves are much more energetic than in the thermoelastic
regime. Compressional wave directivity : thick line, shear wave directivity : dotted line.
The overall translational symmetry along y of both the free surface and the cylindrical
scatterers avoid any coupling between SH mode and the other SV and P modes. Therefore
SH waves will not be considered in our article and SV waves will be referred to as S (shear)
waves. The wave propagation in our experiment will be treated as 2-dimensional (and quasi
1-D for the surface Rayleigh waves). Waves initially propagating in the y direction are ra-
pidly absorbed by the plasticine and lost.
The laser source and the laser interferometer could be translated independently : 35
sources and 7 sensing positions were used during the experiment, providing us with a set of
35× 7 impulse responses. A typical waveform is depicted on fig. 5.16. Around 1 MHz it is
lasting nearly 800 µs, and shows a long diffusive decay comparable to the seismic coda. Due
to the strong scattering on the cylindrical cavities, no top-bottom reflection was observed
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Fig. 5.16 – Top : typical waveform obtained through the scattering slab around 1 MHz.
The sensitivity of the heterodyne interferometer is 10−4A˚/
√
Hz corresponding the optimal
level of optical reflection on the sensed surface. After averaging over 100 records we reached
the precision of 10−2 A˚. Bottom : intensity averaged over several source/sensor positions.
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in the data. This confirms the high diffusive nature of the propagation in the scattering
slab. The relevant scattering properties are discussed and evaluated in the next section.
5.3.3 Wave scattering and transport properties
Scattering cross section of an empty cylinder
In order to evaluate the amount of scattering and mode conversion, we calculated the
differential cross-section ∂σ
∂θ
and the total scattering cross-section σ of a cylindrical void in
a elastic medium excited by a compressional or shear plane wave. A brief description of the
calculation is given in the Appendix. For a detailed derivation we refer to [Pao and Mow
(1995); Faran (1951); Liu et al. (2000)]. The differential scattering cross-section gives the
angular distribution of the scattered surfacic intensity, normalized by the incident surfacic




dθ. In 2-D it has the dimensions of a
length. It corresponds to the scattering strength of an object at a given frequency. In an
elastic medium, mode conversion can occur and different cross-sections must be considered.
In the case of an incident compressional wave, they are noted σPP , σPS and σP = σPP+σPS,
respectively for the P to P, P to S and total P elastic cross-sections. We also calculated
the elastic cross-sections for an incident shear wave (S), σSP , σSS and σS = σSP + σSS.
The differential cross-sections plotted on fig. 5.17 have been computed at 1.2 MHz and
2.4 MHz frequencies. The elastic scattering sections are plotted in fig. 5.18 for frequencies
ranging from 0.1 MHz to 200 MHz. In average in the frequency band of interest (0.8-
3.2 MHz), we obtained σP = 9.2 mm. This value is comparable to measurements by White
(1958). The same calculations were conducted for an incident shear wave, we found an
average of σS = 12 mm in the 0.8-3.2 MHz frequency band.
Transport properties
When the elastic wave propagates through the aluminum slab drilled with holes, it
undergoes multiple scattering. Let ϕ(t) (resp. ϕ0(t)) be the vertical displacements sensed
at the free surface through the scattering (resp. homogeneous) medium. Classically, this
field is split into two contributions : the coherent and the incoherent part. The coherent
wave is the ensemble-averaged field 〈ϕ(t)〉 (averaged over disorder configurations, here :
cylinder’s positions). We underline the difference between the coherent and the ballistic
wave (i.e. the first arrival). For a detailed discussion about scattering effect on coherent
and ballistic waves, see [Derode et al. (2001b)]. Away from resonances, the coherent wave
can be roughly thought of as an attenuated version of the direct wavefront ϕ0(t). When
there is no intrinsic dissipation, the energy of the coherent wave decays with the slab
thickness H as e−H/`, where ` is the elastic mean free path. Assuming a dilute set of
scatterers, the elastic mean-free path is simply related to the scatterers density n and their
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S → S 
P → P 
S → S 
P → P 
θ= 0° P → S 
 S → P
1.2 Mhz
2.4 Mhz
Fig. 5.17 – Differential scattering cross-sections of a cylindrical cavity calculated for a
compressional (P) or shear (S) incident plane wave around 1.2 MHz (top) and 2.4 MHz
(bottom). The scattered wave is either compressional (P) or transverse (S). Each pattern
is normalized by its maximum.




















Fig. 5.18 – Elastic (σ) scattering cross-sections calculated for shear (S) and compressional
(P) plane wave impinging on a cylindrical void with diameter 4 mm. Between 0.8 and
3.2 MHz, scattering is stronger for shear waves. At high frequencies the elastic cross-sections
tend to the limit of twice the geometrical diameter.




From the theoretical scattering cross section calculated above, we find `P = 10.3 mm.
In order to measure the mean-free path experimentally, we used two aluminum slabs of
exactly the same dimensions. The first served as a reference and provided measurements
of ϕ0(t) for different source-sensors positions. The second one was drilled with holes. By
translating the source-receiver device along the slab, we achieved something very similar to
a configurational averaging and measured the energy of the coherent wave 〈ϕ(t)〉2. Between
0.8 and 3.2 MHz, we obtained `P = 9± 2.5 mm from these experiments.
The intensity of the incoherent part was also studied. The time evolution of the avera-
ged incoherent intensity I(t) = 〈ϕ(t)2〉 is governed by another parameter : the transport
mean free path `∗. In an elastic body, transport quantities have been theoretically defined




σS − σ∗SS + σ∗PS





σP − σ∗PP + σ∗SP






cos(θ)dθ. It was evaluated numerically : `∗P ≈ `∗S = 5.5 mm. In an expe-
riment, this parameter is very hard to measure with a reasonable precision. The coherent
backscattering effect [Wolf and Maret (1985); Van Albada and Lagendijk (1985); Tourin
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et al. (1997); Larose et al. (2004b)] (also referred to as weak localization) does give a direct
estimation of the transport mean free path but our experimental configuration did not
allow this special measurement since we could not place a laser sensor in the vicinity of
the laser source. Yet we checked that the experimental intensity decay I(t) gives an order
of magnitude for `∗ that is consistent with the theoretical value.
For the sake of simplicity we propose a 2-D scalar wave model for I(t) [Tre´goure`s and
van Tiggelen (2002c)], under the diffusion approximation. In an infinite slab of thickness
H with perfect reflections on both sides, the averaged transmitted intensity reads :






















with τabs the absorption time (taking into account the intrinsic absorption in the alu-
minum and the lateral leaking due to the plasticine) and D the diffusion constant. X is
the lateral distance between source and receiver. This formula is obtained using a modal
decomposition of the diffusion equation in the z direction. The intensity I(t) is a mix of
compressional and shear waves, each mode traveling with its own parameters (velocity,
`∗, diffusion constant) and interchanging their energy through scattering events. In our
experiment `∗S and `
∗










)2`∗S) ≈ 40 mm2/µs. This assumption is valid after a couple of
mean free times, when the equipartition regime [Hennino et al. (2001)] is set. Equipartition
means that the density of compressional and transverse modes equilibrates. Considering
the specific velocities of each mode [Weaver (1982)], we infer that 80% of the energy is
transported by S waves, and only 19% by P waves (and an additional 1% for surface waves).
Hence our best fit (fig. 5.19) of the intensity decay in the coda gives τabs = 120 µs±10%
and `∗ = 5− 20 mm.
5.3.4 Two-point correlation of diffuse fields
In this section we focus on the experimental reconstruction of the direct Green’s func-
tion from ”passive” correlations. The main idea is to correlate diffuse fields sensed at two
different locations on the top side when a source generates bulk waves at the bottom. Since
we record the vertical component of the surface displacements, the two-point correlations
should simulate a vertical source at the surface, which mainly generates surface waves.
Indeed, the experimental correlations we obtained reveal a wave packet that travels at the
speed of a Rayleigh wave. We insist that our sources do not generate surface waves at the
top side of the slab. Moreover if a surface wave happened to be generated anywhere, it
would be completely absorbed by the plasticine. Under these conditions no Rayleigh wave
should travel on the top surface, and no Rayleigh wave should be passively retrieved by
correlations. Why then should passive imaging give rise to a Rayleigh wave train in our
experiment ?
102 CHAPITRE 5. ASYME´TRIE DES CORRE´LATIONS ET DIFFUSION












Fig. 5.19 – Averaged intensity I(t) and theoretical fit for scalar wave diffusion in a 2-D
semi-infinite slab with thickness H = 24 mm. `∗ = 5.5 mm and τabs = 120 µs.
We propose first to examine the role of scatterers for the emergence of the direct Ray-
leigh wavefront in the correlations. To that end we separately correlated coda records
obtained through two different aluminum slabs : the first drilled with holes, the second
without. Each impulse response was lasting ≈ 800 µs before reaching the noise level (see
fig. 5.16). We underline that these record lengths are far from the Heisenberg time (break
time) at which the modes of the aluminum block would be resolved (here TH ≈ 106 µs)
and correlations would naturally converge to the Green’s function. This modal approach
is unrelevant to our experiment. The records were correlated and averaged over the 35






ϕ(S,Xi, t)ϕ(S,Xj, t+ τ)dt
where Xi and Xj are the sensors points (running from X0 = 0 mm to X6 = 60 mm along









ϕ0(S,Xi, t)ϕ0(S,Xj, t+ τ)dt
To enhance the signal-to-noise ratio, each correlation is time symmetrized (= 〈C(+τ)〉+
〈C(−τ)〉) and normalized by its maximum. Results are displayed in fig. 5.20 and 5.21. A
propagating wavefront (traveling at the Rayleigh wave velocity vR = 2.9 mm/µs) is clearly
visible in the presence of scatterers, whereas it does not appear in the homogeneous slab.
We also summed the 6 normalized propagating peaks after having delayed each signal ac-
cording to the Rayleigh wave travel time. The summation is displayed in the enclosed box
on each figure. In the scattering slab, its amplitude nearly corresponds to the coherent

































with scatterers without scatterers
Fig. 5.20 – Green’s function reconstruction for different pairs of receivers. Correlations are
averaged over the 35 sources and filtered in the 0.8-1.6 MHz frequency band. On the left (a)
are displayed the 7 cross-correlations 〈Cij(τ)〉 in the diffusive aluminum plate. On the right




are obtained in an equivalent aluminum block without
any hole, where the mode conversion possibly occurring at the edges was suppressed by
the plasticine. The insets show the summation of the 6 wavefronts from X0 = 10 mm
to X6 = 60 mm after a time-reduction based on the Rayleigh wave speed (dotted line,
vR = 2.9 mm/µs).

































with scatterers without scatterers
Fig. 5.21 – Same figure as fig. 5.20 except correlations are filtered in the 1.6-3.2 MHz fre-
quency band. The signal-to-noise ratio in (a) is increased compared to the results obtained
at lower frequencies.
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addition of 6 pulses. In the homogeneous device, the amplitude of the summation is ≈ 2.5
(incoherent addition of 6 uncorrelated fields). We conclude on the necessity of mode cou-
pling due to scattering for the Rayleigh wave to emerge from the passive correlations of
diffuse fields generated by bulk waves sources. This is especially relevant for applications to
seismology. Therefore, it appears once again [Derode et al. (2003a)] that the role of scatte-
ring is crucial in ”passive imaging”. Firstly, because of multiple scattering, at late times the
equipartition regime can be attained whatever the sources/receivers positions. Secondly,
because of mode conversions due to the scatterers, a Rayleigh wave emerges from the pas-
sive correlations even though no Rayleigh wave was generated by the sources. Note that the
bandwidth in the upper band record is a little wider than in the lower band. This was done
to compensate for the coda shortening (< 600 µs) so that the product T∆f is kept constant.
We can go a little further and catch a glimpse of the time symmetry properties. We
performed the correlations into two consecutive time windows : from 0 to 45 µs and from
45 µs to 600 µs, and did not time-symmetrize the correlations (fig. 10 and 11). 45 µs is
twice the time after which the diffuse energy spreads homogeneously along the array of
receivers (length L = 30 mm) : L2/4D ≈ 22 µs in an open 2-D scattering medium. The
time series were filtered in two frequency bands : 0.8-1.6 MHz and 1.6-3.2 MHz.
In the first time-window, from 0 to 45 µs, correlations are asymmetric in time. This
means that the causal part (τ > 0) and the acausal part (τ < 0) of the correlations are
different (see left part of fig. 5.22 and fig. 5.23). In the causal part, a Rayleigh wavefront is
clearly visible whereas noise is dominating the acausal part. This is due to the preferential
direction of Rayleigh wave propagation (waves traveling from X0 to X3 in our experiment).
There is a net flux of energy from X0 to X1, X2 and X3 (distances 10, 20 and 30 mm in
fig. 5.22 and fig. 5.23). This flux is due to the uneven distribution of sources in comparison
to the receiver couples X0−X1, X0−X2 and X0−X3 : most of the sources are on the X0’s
side. At the early times of the coda (from 0 to 45 µs), the diffusion regime is not yet attained.
Later in the coda, from 45 µs to 600 µs, the wave field in the bulk of the aluminum slab
is very likely to be equipartitioned. In the low frequency band (0.8-1.6 MHz), the time-
symmetry of the correlation is indeed restored [van Tiggelen (2003); Paul et al. (2005)] (see
right part of fig. 5.22) : Rayleigh waves travel in all directions. Nevertheless and surprisin-
gly, the asymmetry persists in the high frequency band (from 1.6 MHz to 3.2 MHz, see right
part of fig. 5.23). To interpret this observation, we have carefully studied the location of the
scattering sources around the array. In the high frequency band, the Rayleigh wavelength
is ∼ 1.5 mm. The generation of Rayleigh waves by scattering necessarily occurs in the first
half-wavelength beneath the free surface [Maeda et al. (2004)]. In our scattering slab, one
hole was nearly showing on the surface (position X < 0), another one was 0.61 mm beneath
(position X > 60 mm), the others being located much deeper. Rayleigh wave trains are
mainly generated by the hole nearest to the surface, then propagate along the array of
receivers (from X0 to X6 point). These waves are almost not perturbed (attenuated) until
they reach the edges of the slab and the absorbing plasticine. They contribute to a very




























t = 45→ 600 µs
Fig. 5.22 – Evolution of the asymmetry in the reconstructed Green’s function in the
low frequency regime (0.8-1.6 MHz), for early (a) and late (b) times. At early times, the
waves are exciting scatterers on one side of the receiving array more than the other. The
energy flux is clearly going from the source to the rest of the medium. After 45 µs the
field is equipartitioned and the scattering halo fills the array, leading to a more symmetric
correlation.
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clear propagating pulse in the positive part of the correlation. The weak coupling due to
the deeper hole (z = −0.61 mm) on the X6 side contributes to a smaller pulse propagating
from X6 to X0 in the negative part of the correlations.
This interpretation is in agreement with observations in the low frequency band (0.8-
1.6 MHz), where the average Rayleigh wavelength is 3 mm (fig. 5.22). At least 5 holes
are present in the first half wavelength and should cause significant scattering of Rayleigh
waves and coupling between surface and bulk waves. This time, the holes are evenly distri-
buted along the sensor array. In the late coda, correlations X0×X1, X0×X2 and X0×X3
are nearly symmetric. The time symmetry is obtained thanks to scattering by a symme-
tric distribution of scatterers. Under these conditions, a global equipartition among bulk
and surface waves is guaranteed. Furthermore the reconstructed surface wave is strongly
attenuated along its path because it senses many scatterrers along the array. In addition,
these scatterers contribute signals around τ = 0 in the correlations, which degrade the re-
construction. We think this interpretation explains why the symmetric wavefront is much
more noisy at low frequencies (fig. 5.20), where lots of cavities are encountered in the first
half wavelength, than at higher frequencies where the Rayleigh wavefront can propagate
freely (fig. 5.22).
Finally, we comment on the possible misidentification of the waves that are recons-
tructed in our experiment. Indeed, if many scatterers are present within a wavelength, the
overall wave velocity may be different (effective medium). In the heterogeneous plate, a
reduced-speed shear wave might propagate with the same wavespeed as a Rayleigh wave in
the bulk aluminium plate (i.e. without cavities). In our experiment, the hole interspacing
is 10 mm on average, which is larger than the largest ultrasonic wavelength. Thus, it is
reasonable to assume that the shear waves propagate in the aluminium plate with the same
wavespeed as in the bulk. The measured wave velocity is 2.9 mm/µs at all frequencies (from
0.8 MHz to 3.2 MHz) and indeed corresponds to the velocity of the Rayleigh wave.
5.3.5 Conclusion
In this paper were presented laboratory experiments of elastic wave propagation in he-
terogeneous media at ultrasonic frequencies. An aluminum slab was made quasi-infinite by
the use of absorbing boundaries to mimic the Earth’s crust, in which scattering was obtai-
ned drilling cylindrical cavities. A relatively simple theoretical model for wave scattering
properties was proposed. Wave field generation and detection was achieved using contact-
less and quasi-punctual laser devices. The cross-correlation of diffuse fields was performed,
allowing us to retrieve passively the Rayleigh wave between two sensors only when scatte-
ring was present. Without scatterers, and in the case of bulk wave generation and surface
detection, no Rayleigh wave was reconstructed. This illustrates the role of scattering and
mode conversion in the Green’s function passive reconstruction.




























t = 45→ 600 µs
Fig. 5.23 – Evolution of the asymmetry in the reconstructed Green’s function in the high
frequency regime (1.6-3.2 MHz), for early (a) and late (b) time windows. At early times,
the waves are exciting scatterers preferably on one side of the receiving array. After 45 µs,
bulk waves are expected to be equipartitioned, but not Rayleigh waves. Mode conversion
to Rayleigh waves mainly occurs at one scattering cavity, leading to an anisotropic energy
flux, and an asymmetric correlation.
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Analysis for different time-windows and frequency bands were conducted. Previous
works in acoustics [Weaver and Lobkis (2005)] and seismology [Campillo and Paul (2003)]
observed that the Rayleigh wave reconstruction was harder with increasing frequency. Here
we found that the Rayleigh wave reconstruction was more efficient in the high frequency
band. In addition we observed that even in the late coda where waves are expected to be
equipartitioned, asymmetry in the correlations may remain. Both observations are due to
the very specific coupling between bulk and Rayleigh waves, which occurs if scatterers are
present in the first wavelength beneath the free surface. We emphasize that equipartition
of bulk waves does not always mean equipartition of surface waves. On the one hand, our
experiments show the need of scattering to passively retrieve the impulse response between
two sensors, on the other hand they show that scattering occurring between the sensors
degrade the reconstructed Rayleigh waves. The trade-off between the two effects should be
further investigated. Though our experiment was designed for seismological applications,
results should be applicable to other fields of wave physics where both surface and bulk
waves are present.
5.3.6 Appendix : Calculation of the scattering cross-section of a
cylindrical cavity.
Here follows a brief calculation of the wave field scattered by a cylindrical cavity insoni-
fied by a plane compressional wave. Three displacement potentials are relevant : Φi is the
displacement potential of the incident P wave, Φs is the scattered P wave potential and Ψs




















where Jm and H
(1)
m are respectively the Bessel and Hankel functions both of first kind
and of order m and εm is the Neumann factor. Taking into account the null traction
condition at the surface of the cylinder allows the calculation of the Am and Bm coefficients.
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σP = σP→P + σP→S





















5.4 Empirical synthesis of time-asymmetrical Green
functions from the correlation of coda waves
Anne Paul, Michel Campillo, Ludovic Margerin, Eric Larose , Arnaud Derode.
accepte´ a` J. Geophys. Res.
Abstract
We demonstrate the existence of long range field correlations in the seismic
coda of regional records in Alaska. The cross-correlations between the different
components of coda records at two points are measured for a set of distant
earthquakes. Remarkably, while individual correlations have a random charac-
ter, the correlations averaged over source and time exhibit deterministic arrivals
that obey the same symmetry rules as the Green tensor between the two points.
In addition, the arrival times of these waves coincide with propagating surface
waves between the two stations. Thus, we propose to identify the averaged cor-
relation signals with the surface wave part of the Green tensor. We observe the
causal and anticausal parts of the Green function. However, we find experimen-
tally that amplitudes at positive and negative times are not equal. We explain
this observation by the long lasting anisotropy of the diffuse field. We show
that the flux of energy coming from the source can still dominate the late coda
and result in non-symmetric cross-correlations when the distribution of earth-
quakes is not isotropic around the stations. The extraction of Green functions
from coda waves allows new types of measurements with seismic waves along
paths between stations that could not be obtained with the waves produced by
earthquakes.
5.4.1 Introduction
Recent studies [Weaver and Lobkis (2001); Lobkis and Weaver (2001); Weaver and
Lobkis (2002)] showed from laboratory experiments with ultrasonic and thermal noise that
the Green function can be extracted from the correlation properties of random fields. In
seismology, two kinds of fields are usually considered as random : the seismic noise and
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the scattered waves of the coda. The idea of using random noise to extract deterministic
signals had already been proposed and had found spectacular applications in helioseismo-
logy [Duvall et al. (1993); Rickett and Claerbout (2000)]. Seismic noise has the advantage
to be easy to record and to exist even in regions without earthquakes. Shapiro and Cam-
pillo (2004) have shown that coherent broadband dispersive wave trains emerge from the
cross-correlation of ambient seismic noise records between stations many hundred kilo-
meters apart and that dispersion curves can be measured in the absence of earthquake
records. However, the question of the origin of seismic noise is still open. Without a clear
understanding of the source of the seismic noise, the relevant propagation regime (ballistic,
diffusive..) remains unknown. It is thus difficult to better understand the properties of the
emergence of the Green function from diffuse wave fields using only noise records.
In this paper, we concentrate on coda waves since they are produced by a known source,
with precise location and origin time, and they have been shown to result from multiple
scattering in the Earth lithosphere. Campillo and Paul (2003) showed that extracting the
Green function from field-to-field correlation of scattered waves is a valid approach not only
in the controlled and favorable conditions of the laboratory, but also with natural signals
such as actual seismograms produced by earthquakes. They used coda waves produced by
moderate earthquakes in Mexico. The part played by multiple scattering and diffusion in
the coda of the seismograms has been a subject of discussion since the pioneering papers
of Aki (1969) and Aki and Chouet (1975). The importance of multiple scattering for the
seismic coda is attested by the success of the use of radiative transfer theory to explain
the observation of energy decay [Abubakirov and Gusev (1990); Hoshiba (1991); Margerin
et al. (1998, 1999)]. Furthermore, the diffuse character of coda waves has been demonstra-
ted by the observation of the stabilization of different energy ratios [Campillo et al. (1999);
Shapiro et al. (2000); Hennino et al. (2001)], a phenomenon associated with the principle
of equipartition in the phase space of a random field [e.g. Weaver (1982)]. Equipartition
means that all the possible modes are excited at the same level of energy.
In the present context, the word modes refers to all body waves or normal modes of
surface waves that are potentially excited in the region probed by the diffuse field and can
be coupled by local scattering. Equipartition is a property of diffuse elastic waves. It implies
a stabilization of the ratio of S to P wave energy with time, independently of the source. It
is an important point in the context of the present paper since it indicates that the modes
which make up the Green function are represented in the diffuse field. In the following, we
first summarize theoretical and experimental arguments that clarify the conditions for the
emergence of the Green function from field correlations. We then present an application
with data from a temporary broadband network in Alaska. Finally we discuss the role
played by the source distribution and the time evolution of the wave-field structure toward
complete randomness.
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5.4.2 Emergence of the Green Function and Multiple Scattering
Contrary to ballistic waves, fully diffuse wave fields are expected to contain all possible
modes and propagation directions following an equipartition principle. As explained above,
this has been observed for coda waves through the stabilization of P to S energy ratio.
Formally, an implication of the presence of all modes is that the information about any
possible path is represented in the coda records. Mathematically, a wave field inside a finite






where x is position, t is time, φn is a convenient set of eigenfunctions, ωn are eigenfre-
quencies, and an are modal excitation functions that depend only on the source. When
disorder is added inside the body, after a sufficiently long time, the field becomes diffuse
and an become random functions of time. Equipartition means that the modal amplitudes
are uncorrelated random variables :
〈ana∗m〉 = δnmF (ωn) (5.11)
where F (ω) is the spectral energy density of the source in the frequency band [ω− δω, ω+
δω]. An implication of equation 5.11 is that all modes in a narrow frequency range are
excited at the same energy level. The brackets in equation 5.11 mean either an ensemble
average over the disorder or a time/frequency average of a single realization. Another type
of average can be performed by considering a distribution of sources inside the body. In this
case, an is a function of the location of the source and the bracket in 5.11 denotes a volume
integral over source positions. The average correlation between the fields at locations x and
y simply becomes :





since the cross-terms disappear on average due to 5.11.
The expression 5.12 differs only by an amplitude factor F from an actual Green func-
tion between points x and y. A very important implication of this result is that the Green
function between two locations (or at least, the arrival times of the different wave trains)
can be extracted from the diffuse field with a simple field-to-field correlation averaged ei-
ther over a sufficiently long time or an extended enough source distribution.
Weaver and Lobkis (2001) exposed the above arguments and showed in laboratory expe-
riments that the appropriately filtered average cross-correlation of the fields at two positions
is the Green function between the two points. The same arguments hold for an open me-
dium as well [Weaver and Lobkis (2004)]. Under the assumption of complete randomness
of the wavefield, Snieder (2004) gave a ray geometrical interpretation of the reconstruction.
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Arguments such as those above which depend on assumptions of well developped dif-
fuse fields are perhaps problematic for application to seismology because the distribution
of earthquakes is discrete and uneven. Furthermore, the duration of available time series
is limited by dissipation and ambient noise. Field fluctuations are expected that appear in
the correlation function as a noise superimposed onto the expected deterministic signal.
Small energy arrivals will emerge only after a very long averaging. In practical applications
with the type of data available, we therefore expect to reconstruct only the more energetic
parts of the Green function.
Laboratory experiments with ultrasound and numerical simulations help to investigate
the possibility of reconstructing the Green function in conditions close to those encountered
in seismology. Derode et al. (2003a,b) proposed an interpretation of the emergence of the
exact Green function from the cross-correlation of the fields received by two passive sensors
in a heterogeneous medium. Their argument is based on an analogy of the averaging of a
cross-correlation function over a series of sources with a physical operation of time reversal
that can be performed in the laboratory [Fink et al. (1992); Wu et al. (1992)]. The opera-
tion of cross-correlation of the signal produced by a source in S at receivers in A and B is
formally equivalent to having a source in A producing waves recorded in S, time-reversed
and re-emitted from S to be recorded in B [Derode et al. (2003b)]. This last operation is
exactly what is realized in a time-reversal mirror. This analogy shows how cross-correlation
is related to the physical wave propagation.
We illustrate this point with numerical simulations conducted in a 2-D acoustic medium.
This configuration is chosen because it is a simple way to describe wave propagation at
the surface of the Earth. We solve the wave equation using a finite difference code [Tanter
(1999); Derode et al. (2001a)]. The field produced by each of several sources S is computed
at each point of the medium. We consider a weakly scattering medium, where the distance
of propagation is smaller than the transport mean free path of the waves. We recall that
the transport mean free path l∗ is the typical distance after which the scattered energy of
a wave in a particular direction is spread over all directions. The scattering is caused by a
distribution of small rigid scatterers with radius a. The background velocity is 3.3 km.s−1.
The product of the wavenumber k by the radius a equals 1. Following the time-reversal
analogy developed by Derode et al. (2003b), we choose to place the sources S all around A
(the reference point at the center of the grid marked with a cross in Figure 5.24a) in order
to form an equivalent of a perfect time reversal mirror. This configuration is depicted in
Figure 5.24a). Each source S sends a broadband pulse with 0.1 Hz central frequency. The
correlations are computed between the field hSA(t) at the reference point A and the field
hSR(t) at any other point R(x, y) of the grid. The correlation is averaged over the entire
set of sources S. The wave field reconstructed by correlations is displayed in fig. 5.24 for
correlation times −30 s, 0s and 30 s. Time t = 0 is the central time of the correlations,
when all the energy is focused in A as if A was a source. At negative times, we observe a
converging wavefront, and a diverging wavefront at positive times. These wavefronts cor-
respond to the causal (positive times) and anticausal (negative times) parts of the Green
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Fig. 5.24 – Numerical simulation of the reconstruction of the causal and anticausal parts of
the Green function from cross-correlations. (a) Configuration of the numerical experiment.
1000 sources S (×) are surrounding the reference point A (+). The black dots indicate
the point scatterers. (b) Snapshot of the cross-correlation between the field in A with the
field at location (x, y) after averaging over the sources S for correlation time -30 s. The
weakly diffusive medium is characterized by the transport mean free path l∗ = 640 km
which is larger than the distance between the points where the correlations are computed.
A converging wavefront is well-defined and constitutes the anti-causal part of the Green
function. (c) Snapshot for correlation time t = 0 s : the wavefront is focused on A. (d)
Snapshot for t = 30 s : the diverging wavefront corresponds to the causal part of the Green
function.
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function between A and any point R in the medium. The nearly perfect reconstruction
of the Green function (including the converging and diverging wavefronts) is due to the
quasi-ideal distribution of sources around A, the length of the coda (as long as allowed by
the numerical schemes : 200 oscillations) and the absence of absorption. This numerical
experiment shows that cross-correlation corresponds to a physical process and is not an
artifice of signal processing.
Derode et al. (2003a) and Larose et al. (2004a) showed the role of multiple scattering in
enhancing the efficiency of the reconstruction of the Green function with a limited number
of sources and finite durations of recording, in conditions closer to seismology. Since in
seismology, the duration of records is limited by the presence of noise and by absorption,
averaging over a set of different sources is required to expect the emergence of the Green
function. The limitations of the reconstruction will be discussed in the following section
after an application of this simple principle to a data set of actual seismograms.
5.4.3 Application to Coda Records
Data Processing
Temporary networks of seismic stations installed in regions with a high level of seismi-
city provide useful data sets to study the properties of the emergence of Green functions
from the correlations of coda waves. They include numerous stations with identical ins-
trument characteristics that make it possible to compute cross-correlations between many
station couples separated by a large range of distances and with different orientations.
Time-distance seismic sections can be constructed from the correlation signals where the
propagating waves can be easily identified even with a poor signal-to-noise ratio. Actually,
only limited averaging can be performed with coda records, and the deterministic signal is
mixed with the remnant random fluctuations of the diffuse field.
We present here an application of the extraction of Green functions from coda waves to
the data of a temporary network in Alaska. During the Broadband Experiment Across the
Alaska Range (BEAAR), a network of 36 broadband seismographs was operated during 2.5
years ending in August 2001 [Ferris et al. (2003)]. Most stations recorded simultaneously
about 100 regional earthquakes with magnitude larger than 3.3. Locations of stations and
epicenters are shown in figure 5.25. Note that the distribution of earthquakes is not even
and that they are mostly concentrated to the southeast of the network. The broadband
seismograms were first band-pass-filtered. For each couple of stations, the horizontal com-
ponents of the seismograms were rotated assuming the inter-station great circle path to be
the radial direction. We used coda records starting 20 s after the arrival of the S wave and
ending when the signal-to-noise ratio was smaller than 4. An example of record is shown
in figure 5.26. Because of the exponential decrease of coda amplitude with time, we cannot
perform a simple cross-correlation between the coda signals recorded at the two stations
without strongly overweighting the earliest part of the coda.














Fig. 5.25 – Map of stations and earthquakes. The paths between couples of stations for
which average cross-correlations have been computed are shown in inset.
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Fig. 5.26 – Example of broadband record from a regional earthquake. Note that the signal
remains well above the noise level for several hundreds of seconds after the S wave arrival.
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To avoid this problem, we followed Derode et al. (1999) by disregarding the amplitudes
completely and considering only one-bit signals. Campillo and Paul (2003) checked that
this procedure leads to the same results as compensating for amplitude attenuation with
time in successive time windows. For each couple of stations, the cross-correlation of one-bit
signals was computed for each earthquake, normalized to a maximum amplitude of one, and
averaged over the entire set of events. This processing was performed for all combinations
of components, such as vertical to vertical (Z/Z), vertical to transverse (Z/T), radial to
radial (R/R), etc... The results of Campillo and Paul (2003) suggest that these different
field-to-field correlations contain the different terms of the elastic Green tensor. Wapenaar
(2004) demonstrated the retrieval of the elastic Green tensor from surface displacement
fields produced by a distribution of sources on a closed surface in the medium. Even if the
source distribution does not fulfill such a condition in actual experiments, he gives a firm
theoretical argument for the reconstruction of the polarized elastic response.
Results
Figure 5.27 shows the results of the processing in the frequency band 0.08 − 0.3 Hz.
The nine polarization combinations correspond to the terms of the Green tensor, that is for
example the R/Z correlation corresponds to the vertical displacement produced by a force
in the radial direction. Since we disregard the amplitudes of the coda waves by using one-bit
signals, the relative amplitude of the reconstructed signals between the components is lost.
Traces with a maximum amplitude at negative time have been time-reversed to concentrate
the large-amplitude pulses at positive times and have a better view of the presence, or the
absence, of symmetry in time. Note that the location of the maximum amplitude pulse at
positive or negative times only depends on the order of the signals in the cross-correlation,
which is arbitrary. Clear propagating wave trains can be observed on the Z/Z, Z/R, R/Z,
R/R, and T/T components. The Z/T, R/T, T/Z, and T/R components only contain noise,
as expected from the symmetries of the Green tensor. This figure confirms the conclusions
of Campillo and Paul (2003) for numerous paths with different azimuths.
When a propagating branch can be seen at positive times, a symmetric one is more or
less clearly visible, depending on the component, at negative times. This symmetric wave
train is particularly clear on the Z/Z and T/T components at short offsets. We discuss the
question of the time symmetry in more details in the next section.
To test the reliability of the extraction of the Green function from the data, we com-
puted synthetic Green functions in a 1-D velocity model derived from the seismic profiles
recorded by Beaudoin et al. (1991) in the neighbor Tanana terrane. The computations are
performed for a vertical point source acting at the free surface. The receivers are also at the
free surface in a configuration similar to our station-to-station measurements. The synthe-
tic section in the frequency band 0.08−0.3 Hz is shown in figure 5.28 in the same distance
range as in fig. 5.27. It is dominated by low-frequency surface waves (Rayleigh waves in
this case), as the cross-correlation records. As expected for a point force source at the free
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Fig. 5.27 – Average cross-correlations as a function of interstation distance. The correla-
tions have been computed for every combination of components of motion, vertical (Z),
radial (R) and transverse (T).
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Z/Z, synthetics  0.5−2 Hz
Fig. 5.28 – Synthetic vertical seismograms for source and receivers at the free surface
in a flat-layered crust. The source is a vertical force. Two different frequency bands are
considered. Note the prominence of the Rayleigh waves.
surface, the body wave contributions to the Green functions are negligible. We performed
the same computation in a frequency band centered on 1 Hz (figure 5.28). The surface
waves still dominate. This argument based on a flat-layered structure must be moderated
by the fact that surface waves at these frequencies are strongly diffracted by topography
and shallow structures which are neglected in the 1-D model. It is nevertheless a good indi-
cation that the assumption that the prominent arrivals in the actual surface/surface Green
function are surface waves is reasonable for the frequency and distance ranges considered
here.
The reconstructed arrivals can be observed at distances as large as 200 km, confirming
the existence of strong long range correlations in coda waves. As already observed by Cam-
pillo and Paul (2003), and demonstrated by the comparison with synthetics, the dominant
signals correspond to the fundamental Love and Rayleigh waves. A simple phase velocity
measurement on the Z/Z and T/T components of Figure 5.27 confirms that the velocities
of the prominent wave trains are in a good agreement with the expected dispersion curves
of Rayleigh and Love waves in the simple model derived from Beaudoin et al. (1991). The
signal-to-noise ratio decreases with increasing distance. This is a natural consequence of the
spatial decay of the Green function. The deterministic signal decreases rapidly while the
physical fluctuations of the diffuse fields remaining after partial averaging are independent
of the epicentral distance. We assume here that the fluctuations are proportional to the
square of the amplitude of the diffuse field. This amplitude is known to vary weakly with
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distance in the diffuse regime. It has been shown to be almost independent of distance for
the late coda [e.g. Figure 5.26 in Lacombe et al. (2003)]. These observations suggest that
even amplitude characteristics could be reconstructed from field correlations. However, a
reliable measurement of the amplitude decay with distance would require that the same
set of earthquake records and time windows are used for all the couples of stations. It is
not the case here since all stations were not operating exactly at the same time.
We are only able to reconstruct the surface waves because the Green function is expected
to be dominated by surface waves. A high level of noise remains after the limited averaging
we performed. It prevents an unambiguous identification of body waves. The reconstruction
of the high frequencies is difficult because absorption limits the durations of the available
coda records. These limitations could be overcome with a larger data set.
5.4.4 Time Symmetry and Isotropy of Diffuse Wave Fields
Observations
In Figure 5.27, we have arbitrarily chosen the direction of time so that the maximum
amplitude of the average cross-correlation is at a positive time. Swapping the two stations
in the cross-correlations gives a time series which is exactly the time-reversed of the original
by definition of cross-correlation. Since the identification of the waves only relies upon the
variations of the travel time with distance, this choice has no consequence. On the other
hand, Figure 4 exhibits a strong asymmetry of the cross-correlation time functions. One
must remember that theoretically we expect to see both causal (retarded) and anti-causal
(advanced) parts of the Green function. Nevertheless we observe that for most station
couples, a single direction of time is favored. A similar observation was made by Campillo
and Paul (2003) in Mexico. They used earthquakes along the subduction and found that
the cross-correlation functions are asymmetrical for stations inland with an orientation
perpendicular to the coast and symmetrical for stations located along the coast within the
earthquake source region. They suggested that time asymmetry indicates a preferential
direction of flow of the energy of coda waves, a property that could appear as paradoxical
in the context of random fields. In the following, we will discuss this issue in relation with
multiple scattering and the uneven distribution of epicenters which are mostly located to
the southeast of the network in Alaska.
Let consider the Z/Z correlation profile of Figure 5.27. Using different bandpass filters,
we attempted to see whether the level of asymmetry varies with frequency or not. Howe-
ver, the signal-to-noise ratio does not allow any convincing visual comparison. To achieve
a more quantitative analysis we performed a slant-stack of the cross-correlations. For each
trace, the arrival time of the Rayleigh wave was measured in the positive times, where
by construction the largest amplitude is found. We then shifted the traces of the time of
the maximum and stacked all the arrivals in the positive times. We stacked the signals
in the negative times in the same way using time shifts opposite to the ones measured in
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the positive times. This operation enhances the coherent arrivals and takes into account
the variations of wave velocity among the different paths. Finally we computed the ratio
between the maximum amplitude of the stacked Rayleigh pulses in the positive time to the
maximum amplitude of the stack in the negative time. The stacks were performed for all
traces corresponding to interstation distances between 20 and 120 km which have the best
signal-to-noise ratio. This processing was applied to the sections of the Z/Z correlation
profile of Figure 4 after band-pass filtering. We obtained an amplitude ratio of 3.8 in the
band 0.12-0.3 Hz and 4.0 in the band 0.08-0.15 Hz indicating that the symmetry is slightly
stronger for high frequency.
However, we also expect the late coda to behave differently from the early coda. Due to
anelastic absorption, the early coda includes more high frequencies. As a consequence, the
influences of both lapse time and frequency on the symmetry are mixed up in this analysis
when we consider cross-correlations computed on the whole coda length.
To clarify this point, we studied the dependence of the causal to anticausal amplitude
ratio with the lapse time in the coda window. We formulate as a first order hypothesis
that the larger the lapse time, the more isotropic the coda. According to this argument, we
expect the correlations computed in later time windows to be more symmetric in time since
the corresponding diffuse wave field is more isotropic and all directions of propagation are
closer to be equally represented. To verify the reality of this effect, we compared the ampli-
tude ratio of positive and negative times for correlations computed for different lapse times
and the same two frequency bands as before. We considered first the correlations computed
from the first 300 s of coda (early coda) filtered in the low frequency band (0.08−0.15 Hz).
We found a ratio of stacked amplitudes of 5.6. We repeated the measurement for correla-
tions computed from record windows starting 300 s after the beginning of the coda (late
coda). The amplitude ratio between the causal and anticausal signals is 3.9. This indicates
that the correlations are more symmetrical when measured from the late coda than from
the early coda. In other words, the longer time the scattered waves propagate, the more
isotropic they are.
We performed the same analysis in the band 0.12 − 0.3 Hz. For the early coda the
amplitude ratio is 4.3 while it is 3.1 in the late coda. This confirms that the pulses emerging
from the cross-correlations of the late coda are more symmetric in time than those computed
from the early coda. Comparing ratios obtained in the two frequency bands, we find that
the values are smaller for the band 0.12− 0.3 Hz than for 0.08− 0.15 Hz. This indicates
that the high frequency waves are evolving faster toward isotropy. In the following, we
investigate theoretically and from numerical simulations what is the expected evolution of
the net flux of energy with time along a seismogram and if this evolution accounts for the
observations.
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Multiple Scattering and Isotropy
In this section, we discuss quantitatively the impact of the anisotropy of energy flux
on the time asymmetry of the Green function recovered by cross-correlations. For sake of
simplicity, we consider the theory for scalar waves. The results are not expected to be dif-
ferent for the energy of elastic waves as it will be discussed later. The angular distribution
of energy at position R and time t is described by a specific intensity IR(p̂, t) defined as the
energy flux in space direction p̂ per unit solid angle. The specific intensity is the solution
of a radiative transfer equation, which can be derived from an ensemble average of the
wave equation [Weaver (1990); Ryzhik et al. (1996)]. The radiative transfer equation is a
local detailed energy balance which describes the transport of energy through a multiple
scattering medium. In general, it is an integro-differential equation that can only be solved
numerically. However, after many scattering events, the initial distribution of energy in
phase space tends to be homogenized, which implies that the angular dependence of the
specific intensity departs only slightly from isotropy.




[ρ(R, τ) + 3J(R, τ) · p̂+ · · · ] (5.13)
where ρ denotes the energy density, and J is the energy current vector which points in
the direction of maximum energy flow. The dots denote higher order multipoles that are
neglected. Equation (4) forms the basis of the diffusion approximation, which should apply
at t  τ ?, where τ ? denotes the transport mean free time. We introduce the ”ideal” field-




u(R+r/2, t+τ/2)u?(R−r/2, t−τ/2)dt (5.14)
where R represents the mean distance between source and stations and r the interstation
distance. The diffusion approximation can be used to derive an asymptotic (t→∞) relation
between C and the ensemble average Green function of the medium [van Tiggelen, 2003] :
CR(r, τ) = ρ(R, τ)
∂
∂τ
[〈GB(r, τ)〉 − 〈GB(r,−τ)〉]
−3J(R, τ) · −→∇ [〈GB(r, τ)〉 − 〈GB(r,−τ)〉] (5.15)
In 5.15 brackets 〈·〉 denote an ensemble average, and GB is the retarded causal Green
function filtered in frequency band B. Equation 5.15 applies to ensemble averaged quanti-
ties only, and is therefore not expected to apply strictly in the seismological case. However,
it establishes a relatively simple relation between the field-to-field correlation function from
a single source and partial derivatives of the (time-symmetric) Green function.
It can be inferred that the partial derivatives ∂τ and ∂r acting on the brackets [·] yield even
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and odd functions of time respectively. Thus, as long as the dipolar (J) and isotropic (ρ)
terms are of the same order, a time asymmetry is expected to persist.
In the diffusive regime, the energy density is the solution of a simple diffusion equation :
∂tρ(R, t)−D∆ρ(R, t) = δ(t)δ(R) (5.16)
and is related to the energy current by Fourier’s law :
J(R, t) = −D−→∇ρ(R, t) (5.17)
D is the diffusion constant of the waves and is related to the transport mean free time
τ ? as follows :
D = v2τ ?/3 (5.18)
In equation 5.16 the delta functions represent idealized source terms for small earth-
quakes. Note that equations 5.16 and 5.17 are valid for coupled elastic waves. In that case,
ρ must be interpreted as the sum of P and S energy densities and relation 5.18 takes a more
complex form Turner (1998). For scalar waves in a simple infinite scattering medium with
homogeneous background, the diffusion equation is easily solved, and the ratio Γ between
the causal and anti-causal parts of the correlation function can be written as [Malcolm




This relation is easily obtained by noting that J/ρ = R/2t and ∂r = v∂τ for a propa-
gating wave of the general form h(t − R/v). Equation 5.19 shows that for a single source
the convergence of the ideal correlation function toward time symmetry is algebraic, of
order t−1 only. This result has to be used with some caution since it relies on the assump-
tion that the angular dependence of the specific intensity can be described by equation 5.13.
To assess the range of validity of this expansion, we solved numerically the full elastic
radiative transfer equation using the Monte Carlo method of Margerin et al. (2000). Our
analysis is limited to elastic body waves in an infinite space. The code previously develo-
ped to evaluate energy densities has been adapted to calculate the angular distribution of
flux. Numerical solutions of the transport equations and analytical results of the diffusion
approximation are shown in Figure 5.29. The medium is composed of spherical inclusions
with slight (5%) deviations of density, and P and S velocities from the homogeneous back-
ground. The product of shear wavenumber and sphere radius is kSa ≈ 2. The scattering
mean free time of shear waves is roughly 8 s and the detector is located 80 km away from
a point-like shear source. Figure 5.29a demonstrates the rapid mixing of P and S modes.
After about 50 s (six mean free times), the P to S energy ratio has stabilized. However,
Figure 6b shows that the energy flux is strongly anisotropic at the same lapse time : the
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Fig. 5.29 – Comparison between numerical (Monte Carlo) solutions of the radiative transfer
equation, and analytical solutions of the diffusion equation. a) Energy density (top) and P
to S energy ratio. b) Angular distribution of elastic energy flux. The dashed and solid lines
show the results of the diffusion approximation and radiative transfer equation respectively.
The energy flux decreases monotonically from θ = 0 (forward direction) to θ = pi (backward
direction), where θ denotes the angle between the propagation direction and the source-
observer vector. The results for θ = pi/4, pi/2 and 3pi/4 are also plotted.
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ratio between forward and backward fluxes is still larger than 4. It is therefore important
to carefully make the distinction between the stabilization of the P to S energy ratio, the
validity of the diffusion approximation, and equipartition.
In the equipartition regime, all directions of propagation and all polarizations are suppo-
sed to be equally represented. Under these condition, the theoretical value of energy ratio
β3/2α3 (where β and α denote the shear and compression velocities) can be obtained from
a simple mode counting argument [Weaver, 1982]. Note that this result is only valid for a
full homogeneous open space and can be generalized to the case of the half-space [Weaver,
1985 ; Hennino et al., 2001]. Figure 6 shows that the anisotropy of the field remains at
very large times and therefore that equipartition occurs asymptotically (t → ∞). On the
contrary, the P to S energy ratio stabilizes at the theoretical value β3/2α3 for a finite
time. At this stabilization time, the diffusion approximation wrongly predicts both energy
density and flux anisotropy. After about 100 s, radiative transfer and diffusion theory agree
extremely well but the residual anisotropy of intensity is still of the order of 2 and decays
algebraically as predicted by equation 5.19.
The total energy density is correctly predicted by the diffusion approximation only when
the dipolar term describes with sufficient accuracy the anisotropy of the specific intensity.
The calculations prove :
1. that the stabilization of the P to S energy ratio is a rapid phenomenon ;
2. that it does not imply isotropy of the wave field ;
3. that the diffusion approximation may largely underestimate the anisotropy of the
energy flux, even in the multiple scattering regime.
It is important to notice here that formal equipartition would imply perfect isotropy (all
modes, i.e. directions, equally represented). The stabilization of the P to S ratio occurs
before the equipartition which is the asymptotic behavior of diffuse waves for large times.
Therefore, one may expect large time asymmetries of the field-to-field correlation functions
as shown by equation 5.19, provided the sources are located in the same distant region.
The asymmetry is expected to disappear both in the average cross-correlations of late coda
signals, or with an isotropic distribution of sources around the seismic network. In the latter
case, each source produces an asymmetric correlation function but the antisymmetric terms
from many sources are expected to average out.
We return to the numerical experiments with the wave equation to illustrate the effect
of a non-homogeneous distribution of sources. The conditions of computation are similar
to those used to produce Figure 1 but we now consider a configuration which mimics a
set of earthquakes along a fault. 40 sources S are aligned in the x-axis direction along a
400-km-long segment located 450 km away from the receivers as depicted in Figure 5.30.
We use the same weakly scattering medium as in Figure 5.24.
Snapshots of the correlation function are presented in Figure 5.30b for time t = −30 s,
5.30c for t = 0 s, and 5.30d for t = 30 s. For t < 0, the wavefront is only reconstructed in
the direction of the sources S, corresponding to the anti-causal part of the Green function.
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Fig. 5.30 – Numerical simulation of the asymmetry of the reconstructed Green function.
a) 40 sources S are aligned along the x axis (crosses). The reference point is at the center
of the plot, indicated by a ”+”. (b) Snapshot of the cross-correlation between the field in A
with the one at location (x, y) after averaging over the sources S for correlation time -30 s.
The converging wavefront is only partially reconstructed in the direction of the sources. (c)
Snapshot for correlation time t = 0 s : the wavefront is focused on A. Note the high level of
remaining fluctuations.(d) Snapshot for t = 30 s : the diverging wavefront is defined only
in the direction opposite to the source region.















Fig. 5.31 – a) Same experiment as in Figure 5.30 for time t =-30 s in the weakly diffusive
medium. Only the late coda was processed, corresponding to lapse times larger than the
mean free time. This part of the acoustic signal is made of multiply scattered waves pro-
pagating in all directions. The wavefront converges to A. Once again diffusion has restored
the wavefront isotropy and the time-symmetry of the Green function. (b) Same experiment
as in Figure 5.30 for time t =-30 s for a strongly scattering medium with mean free path l∗
= 120 km. The converging wavefront is isotropic and therefore the time symmetry of the
Green function is restored.
For t > 0, only the causal part of the Green function is reconstructed in the region opposite
to the sources.
This numerical experiment confirms that the spatial distribution of the sources controls
the time symmetry of the correlations. If the source distribution is asymmetric, the time-
symmetry of the correlations can be broken. This is particularly true in weakly scattering
(or homogeneous) media. This can be understood as well in terms of the time-reversal
analogy. The uneven distribution of earthquakes in a limited region has a similar effect as
a limited aperture of a time-reversal mirror.
At long lapse time, the field becomes diffuse and the argument given above (equa-
tion 5.19) holds. We therefore expect that even with a inhomogeneous distribution of
sources, scattering restores the broken time symmetry of the correlations. We checked this
expectation with the same numerical experiment as before, but we correlated only the
waves of the late coda. Late times in the coda are defined as t > t∗, where t∗ is the mean
free time, that is the mean free path divided by the velocity. After t∗, the waves have
traveled more than l∗ and the field is evolving toward isotropy. The result is shown in
Figure 5.31a and proves that the time symmetry of the correlations is restored by using
large enough lapse times.
As a consequence of the discussion above on the isotropization of the field, we ex-
pect stronger scattering to improve the reconstruction of the Green function even for an
inhomogeneous distribution of sources. This effect was already confirmed by laboratory
5.4. CORRELATION OF CODA WAVES IN ALASKA 129
experiments [Derode et al. (2003a)]. We performed numerical simulations in a strongly
scattering medium (Figure 5.31b) and processed the complete coda window. Again, the
converging wavefront is clearly symmetric despite the uneven distribution of sources, un-
like what we observed in the same conditions of computation with a weakly scattering
medium (Figure 5.30).
In our experiments on real earthquake records in Alaska, we observed a clear temporal
asymmetry of the cross-correlation functions (Figure 5.27). It shows that the forward flux
dominates and that the excitation of the propagation modes that make up the diffuse field
is anisotropic. Indeed the earthquakes we used are concentrated in the southeast of the
center of the network as shown by Figure 5.25. Due to absorption and noise, the coda
records are not long enough to reach the isotropy of the diffuse field. The resulting average
flux of energy is responsible for the observed time asymmetry of the cross-correlation.
Besides the question of the source distribution, the distribution of scatterers can be a
source of time asymmetry as well. In the case of an inhomogeneous distribution of scatterers,
one may expect preferential directions of arrival of scattered waves. As discussed above, and
whatever its origin, such an anisotropy of the energy flow results in a temporal asymmetry
of the correlations.
5.4.5 Conclusion
The stacked cross-correlations between coda records of regional earthquakes in Alaska
display propagating deterministic wave trains. We showed numerical simulations of wave
propagation to illustrate the principles of the reconstruction of the Green function from
field-to-field correlations. An analogy with a time reversal experiment makes more intuitive
the interpretation of the reconstruction in terms of physical propagation of the waves. The
prominent arrivals that can be identified from the data set correspond to Love and Rayleigh
waves as expected for the Green function between two points at the free surface. The
emergence of the Green function is clearer at low frequency (0.1− 0.3 Hz) than at higher
frequency. The reconstructed signals can be observed for positive and negative correlation
times which correspond to the causal (retarded) and anticausal (advanced) Green functions
expected theoretically. The analysis of correlation functions is thus a proper way to observe
the anticausal Green function, usually absent in experiments. However, the correlations
exhibit a clear time asymmetry. We propose that it is a consequence of the non-isotropic
nature of diffusive wave fields at finite lapse times. To prove this assertion, we studied the
relation between the transition toward diffusion and the apparition of stabilization of P to
S energy ratio. The numerical experiments with the elastic radiative transfer equation show
that the P to S energy ratio stabilizes rapidly, much before the field becomes isotropic. It
is nevertheless a good indicator that the field energy is governed by a diffusion equation.
The formal state of equipartition is reached only for asymptotically large lapse times when
isotropy of the field is achieved. Numerical experiments also show that at finite times, the
rupture of time symmetry is related to the uncomplete azimuthal distribution of sources.
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The relative amplitude of causal and anti-causal waves, and its evolution with time, can
be used to measure scattering properties of the medium such as transport mean free path.
The extraction of Green functions from coda waves makes new types of measurements with
seismic waves possible. They can be performed along paths between stations that could not
be obtained with the ballistic waves from earthquakes. Therefore, they could contribute to
improve significantly the resolution of seismic images.
Chapitre 6
Application des corre´lations a`
l’Imagerie Passive
Dans ce chapitre, la technique d’imagerie passive par corre´lation est applique´e dans
diffe´rents domaines et avec divers objectifs :
1. en ultrason en milieu diffusant, pour faire l’image tomographique d’un milieu stratifie´
(section 6.1) ;
2. en ultrason en milieu diffusant, pour faire l’image en re´flexion d’une interface (sec-
tion 6.2) ;
3. en ultrason en milieu homoge`ne, pour faire l’image de diffuseurs isole´s (section 6.2) ;
4. en sismologie avec du bruit ambiant, pour faire l’image du sous-sol lunaire (sec-
tion 6.3) ;
6.1 Imaging from one-bit correlations of wideband dif-
fuse wave fields
Eric Larose, Arnaud Derode, Michel Campillo, Mathias Fink.
Publie´ dans Journal of Applied Physics.
Abstract :
We present an imaging technique based on correlations of a multiply scatte-
red wave field. Usually the Green’s function hAB between two points (A,B) is
determined by direct transmit/receive measurement. When this is impossible,
one can exploit an other idea : if A and B are both passive sensors, hAB can be
retrieved from the cross correlation of the fields received in A and B, the wave
field being generated either by deterministic sources or by random noise. The
validity of the technique is supported by a physical argument based on time-
reversal invariance. Though the principle is applicable to all kinds of waves,
it is illustrated here by experiments performed with ultrasound in the MHz
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range. A short ultrasonic pulse, sent through a highly scattering slab, generates
a randomly scattered field. Behind the slab is the medium to image : it consists
of four liquid layers with different sound speeds. The cross correlation of the
field received on passive sensors located within the medium is used to estimate
the speed of sound. The experimental results show that the sound-speed pro-
file of the layered medium can be precisely imaged. We emphasize the role of
wideband multiple scattering and of source averaging in the efficiency of the
method, as well as the benefit of performing one-bit correlations. Applications
to seismology are discussed.
6.1.1 Introduction
The physics of wave propagation in complex media covers various areas of research,
ranging from quantum mechanics to classical waves like optics [Berkovits and Feng (1994);
van Rossum and Nieuwenhuizen (1999); Sheng (1995); Scheffold and Maret (1998); Heck-
meier et al. (1997); Van Albada and Lagendijk (1985); Wolf and Maret (1985)], ultrasound
[Tourin et al. (1997); Cowan et al. (2000)], seismology [Aki and Chouet (1975); Hennino
et al. (2001)], astrophysics, or ocean acoustics [Duvall et al. (1993); Roux et al. (2004)].
This diversity gave rise to fruitful transdisciplinary approaches. From the 1980’s on, huge
improvements have been achieved in understanding and modeling wave propagation in in-
homogeneous, random, or reverberant media. Many domains of applications are concerned,
e.g., imaging [Fink et al. (2002)], detection, or communication [Derode et al. (2003c)] in a
complex environment. Usually, the first, essential step is to know the Green’s function of
the medium under investigation. When possible, the Green’s function (or impulse response)
hAB between two points A and B is determined by a direct transmit/receive measurement.
When a wave propagates through a scattering medium, it progressively loses its cohe-
rence. The energy of the coherent part of the wave is converted to scattered waves that
follow longer scattering paths. In seismology, these long-lasting waves constitute the coda
[Aki and Chouet (1975)] that can be observed in seismograms. Coda waves are not random
noise : they are the deterministic signatures of the heterogeneities of the Earth’s crust. Par-
ticularly, between 1 and 10 Hz, the coda waveforms show clear evidence of strong multiple
scattering [Hennino et al. (2001)]. Mesoscopic physicists have introduced one parameter to
characterize the importance of scattering : the transport mean free path `∗. Very roughly,
`∗ is the distance after which the wave forgets its initial direction. When the distance
of propagation is significantly larger than `∗, the attenuation due to scattering strongly
reduces the direct coherent wave while the order of multiple scattering increases, which
complicates the Green’s function hAB and makes conventional imaging very difficult. The
cancellation of the direct waves due to multiple scattering has long been considered as a
dramatic loss of information.
From a theoretical point of view, one way to analyze diffuse waves is to study ensemble-
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averaged quantities, e.g., try to fit the decay of energy in the coda by a diffusion or radiative
transfer model. However, in seismology as well as in ultrasonics, what the sensors record
is the actual wave field, both in amplitude and phase, on a given realization of disorder
(there is only one Earth !). Even if the interpretation of the true wave field is much more
complicated, the coda retains ”deterministic information”. In this article, we address the
problem of imaging a heterogeneous medium by retrieving the Green’s function hAB from
the correlation of coda waves.
Within the last 2 decades, strong attention was paid to correlation of scattered waves.
In optics, short- and longrange intensity correlations of speckle patterns were thoroughly
investigated [Berkovits and Feng (1994); van Rossum and Nieuwenhuizen (1999); Sheng
(1995)]. Time-varying correlation of scattered fields [Cowan et al. (2000); Poupinet et al.
(1984)] (diffusive wave spectroscopy) have given new insight for monitoring changes in
complex media.
Recently, another approach in the correlations of ultrasonic waves was proposed byWea-
ver and Lobkis [Lobkis and Weaver (2001); Weaver and Lobkis (2001)] and applied to the
case of a reverberant chaotic cavity. Their work stimulated researchers from various areas
of wave physics [Campillo and Paul (2003); Derode et al. (2003b); Snieder (2004)]. Weaver
and Lobkis showed that when A and B are both passive sensors, the Green’s function hAB
can be recovered from the cross correlation of the fields received in A and B. Interestingly,
the wave fields recorded in A and B could be generated either by deterministic sources or
by random noise, like thermal fluctuations. If this idea could be generalized to complex
environments other than reverberant chaotic cavities (for instance, open scattering media),
it should be fruitfully applied to all areas of wave physics where it is difficult to place a
source but easy to place a receiver that records the wave field, and not only its intensity.
In seismology, for instance [Campillo and Paul (2003)], it is nearly impossible to control
elastic sources, but there is a dense network of seismic stations all around the world (ex-
cept in the oceans). Since earthquakes essentially occur in seismically active regions, many
large aseismic areas around the world remain partially unstudied. In those regions, if the
”Weaver approach” is applicable to seismic waves, studying the correlation of coda waves
should provide a huge amount of impulse response measurements, thus allowing a more
precise study of the internal structure of the Earth.
In their pioneering works, Weaver and Lobkis showed it was possible to reconstruct the
Green’s function using correlation of waves reverberated in an aluminum block. Mathema-
tical arguments were given, based on a discrete modal expansion with random coefficients
[Lobkis and Weaver (2001);Weaver and Lobkis (2001)]. Later, Derode et al. (2003b) propo-
sed a physical interpretation of the emergence of the Green’s function from the correlation,
based on time-reversal invariance, and presented numerical simulations in open and closed
multiple scattering media to support the argument. In this paper, we confirm the validity of
this approach and show that it is possible to do ”passive imaging” from the spatial correla-
tions of the multiply scattered field received on passive sensors through a highly scattering
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(and open) medium. First, we recall the simple physical interpretation of the emergence of
the Green’s function in the correlations, based on reciprocity and time-reversal symmetry,
which does not require a modal expansion of the field. Then, we present new experimental
results with ultrasound as an example of ”small-scale seismology” : we build an image of a
layered medium through a highly scattering sample via the correlations of the ultrasonic
coda waves. We emphasize the role of wideband multiple scattering and source averaging
in the efficiency of the method, and we show the benefit of performing one-bit correlations.
We also apply this imaging technique to the case of a slowly changing medium, similarly
to diffuse wave spectroscopy (DWS).
6.1.2 Physical argument
Why should the direct Green’s function hAB suddenly emerge from spatial correlations
of fields received in A and B ? In order to give a physical interpretation of that phenomenon,
let us consider two receiving points A and B, and a source S. We will note hIJ(t) as the
wave field sensed in I when a Dirac δ(t) is sent by J . If e(t) is the excitation function in S,
then the wave fields ΦA and ΦB received in A and B will be e(t)⊗hAS(t) and e(t)⊗hBS(t),





= hAS(−t)⊗ hBS(t)⊗ f(t) (6.2)
with f(t) = e(t) ⊗ e(−t). A simple physical argument based on time-reversal (TR)
symmetry indicates that the direct Green’s function hAB may be entirely retrieved from
CAB [Derode et al. (2003b)].
As long as the medium does not move (no flow), the propagation is reciprocal, i.e.,
hIJ(t) = hJI(t). So, when we cross correlate the impulse responses received in A and B,
the result CAB(t) is also equal to hSA(−t)⊗hBS(t). Now, imagine that we do a fictitious TR
experiment : A sends a pulse, S records the impulse response hSA(t), time reverses it and
sends it back ; the resulting wave field observed in B would then be hSA(−t)⊗hBS(t) which,
because of reciprocity, is exactly the cross correlation CAB(t) of the impulse responses re-
ceived in A and B when S sends a pulse. So, the result CAB of the ”real” experiment (fire
in S, cross correlate in A and B) is the same as the result of an imaginary experiment (fire
in A, time reverse in S, and observe in B).
We would like the impulse response hAB to appear in this cross correlation. But, in the
most general case, CAB has no reason at all to be equal to hAB ! Yet, we can go beyond :
imagine now that we use several points S, and that we place them in such a way that they
form a so-called ”TR cavity” [Cassereau and Fink (1992)] : such would be the case if the
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sources S were continuously distributed on a surface surrounding A, B, and the heteroge-
neities of the medium (which is assumed to be free of absorption). Then, no information
would be lost during the TR operation. During the ”forward” step, at time t = 0, A sends
a pulse that propagates everywhere in the medium (including in B where the field received
is hAB(t)), may be scattered many times, and is eventually recorded on every point S, with
no loss of energy. After the TR, the wave should exactly go backwards : it should hit B,
then refocus on A at time t = 01, which implies that the field received in B (at times t < 0)
is exactly hAB(−t), the time-reversed version of the Green’s function. Once the pulse has
refocused on A, it does not stop but diverges again from A and gives rise, at times t > 0,
to hAB(t) in B. Thus, the exact impulse response hAB(t) can be recovered from either the
causal (t < 0) or the anticausal part (t > 0) of the sum of field-field correlations CAB for
all sources (the causality issue is discussed in more detail in Refs. Derode et al. (2003a)
and van Tiggelen (2003)).
Such a perfect distribution of sources surrounding sensors A and B has been tested in
numerical simulations [Derode et al. (2003b)] where A and B were deep inside the scat-
tering medium : the exact (not ensemble-averaged) Green’s function was nearly perfectly
retrieved. In real life, whatever the type of waves involved, expecting a perfect distribution
of sources is unre- alistic for at least two reasons : first the limited number of sources,
second their uneven distribution. In seismology, for instance, seismic stations (A,B) re-
cord the displacement field at the Earth’s surface but the sources (S, the earthquakes) are
mostly aligned along faults.
Yet, in the seismic experiment described by Campillo and Paul (2003), it was shown
that some features of the elastic Green’s function could be retrieved using correlations of
the late seismic coda in Mexico, with a limited number (1˜00) of distant earthquakes that
were not surrounding the two seismic stations. The Green’s function was preferentially
reconstructed on one side of the time axis because of a preferential direction of diffuse
transport in this source-station configuration.
In order to test and illustrate the possibility of imaging based on the correlation of
coda waves with a limited number of sources, we have designed laboratory experiments
(Fig. 6.1).
6.1.3 Experiment
The experiments take place in a water tank. We use a 118-element ultrasonic array to
simulate 118 ”earthquakes” : each time, one of the elements sends a short pulse (3 MHz
center frequency) that traverses a highly scattering medium. This medium consists of a ran-
dom arrangement of vertical steel rods (average density 29.5 rods/cm2, diameter 0.8 mm).
1We have made the change of variable t→ t−T , T being the time necessary for the pulse to propagate
and be entirely recorded in every point C. Hence, the refocusing in A takes place at t = 0.
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Fig. 6.1 – Experimental setup.
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The sample’s mean free path is `∗ = 3.5 mm (this was estimated by the coherent backs-
cattering effect [Tourin et al. (1997)]), whereas its smallest dimension is 15 mm ; therefore,
the waves undergo many scatterings before they can get out of the scattering slab and
reach the receiver.
Behind the slab, we place the medium that we want to image : it consists of four
liquid layers (alcohol, oil, water, sugar syrup) with different sound speeds. The receiver
is a 0.39 mm piezoelectric transducer. It is translated downwards along the z axis, and
records the scattered signals that are generated each time one of the elements on the array
fires a pulse. Those records are equivalent to seismograms, except they are only made of
compressional waves. A typical signal is plotted in Fig. 6.2(a). It lasts more than 300 µs,
i.e., 300 times the initial pulse, and shows a high degree of multiple scattering. It should
also be noted that the receiver is facing downwards ; therefore, it cannot record direct
waves coming from the sources, but purely multiply scattered contributions. Moreover,
following the Van Cittert-Zernike theorem and given the typical distances involved here,
the spatial coherence of the field measured by the receiver is ≈ λ. No coherent wavefronts
are propagating between the receiver’s positions. The 118 sources fire successively, and 118
”seismograms”are generated and recorded for each position z of the receiver. The scattered
waveforms are hSz(t), with S the index of the earthquake and z the position of the receiver.
Next, we choose a pair of receiver positions (z1, z2) and we cross correlate the field due
to the source S
Cs(z1, z2, t) = hSz1(t)⊗ hSz2(−t) (6.3)
A typical result is shown in Fig. 6.2(b), for S = 60, z1 = 36 mm, z2 = 16 mm. Nothing
seems to emerge from the correlation.
Then, we repeat this for the 118 sources and sum the correlations to get
C(z1, z2, t) =
118∑
S=1
Cs(z1, z2, t) (6.4)
A typical result is plotted in Fig. 6.2(c). This time, a strong peak is emerging from the
correlation at time t = −13.6µs, corresponding to the time of flight |z1− z2|/c. This is the
signature of the direct Green’s function between z1 and z2. In this example, the distance
between the receivers is 20 mm, so from the arrival time t = −13.6 µs we get an estimation
of the sound velocity between z1 and z2 : 1.47 mm/µs. The peak appears only at negative
times and not at positive times due to the location of the receiver, viz. the scatterers and
its limited directivity [Derode et al. (2003a)] : the receiver only sees what is coming towards
it front face.
Here, the sound velocity between z1 and z2 could only be estimated because the peak
was sufficiently above the surrounding ”noise” (actually, this term is improper since it is
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Fig. 6.2 – Typical experimental results. (a) Waveform h60(z1 = 36mm, t) received by the
passive sensor at depth z1 = 36 mm when source #60 fires a pulse. (b) Cross correlation
CS=60(z1 = 36 mm, z2 = 16 mm, t). (c) Cross correlation C(z1 = 36 mm, z2 = 16 mm, t)
averaged over the 118 sources.
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not noise per se, but fluctuations of the correlation between the waveforms outside the
peak). In order to see the peak emerge from the signals presented in Fig. 6.2, we had to
average the cross correlations on a large number of sources (up to 118). The evolution
of the signal-to-noise (SNR) ratio in the averaged cross correlation versus the number of
sources N is presented in Fig. 6.3. The SNR was calculated as follows. The ”signal” level
is the value of the envelope of the peak, and the ”noise” level is the mean amplitude of
the envelope of C(z1, z2, t) outside the peak, in a 25 µs-long time window. As the num-
ber N of sources increased, the peak emerges more and more. The SNR seems to grow
like N0.4, whereas a classical N0.5 dependence would have been expected. This indicates
that the contributions from different sources are not fully decorrelated (indeed, the array
pitch is slightly smaller than the wavelength) and/or do not contribute equally to the si-
gnal, but the range of N is too small to conclude that the exponent 0.4 is really meaningful.
Even though the sources were not arranged as a perfect time-reversal device, the expe-
rimental results show that the main feature of the direct Green’s function can be retrieved
from the correlations. This is achieved thanks to multiple scattering in the random sample.
Once again we can refer to the TR analogy. As we have argued, in a time-reversal ex-
periment, there is a forward step (propagation from A to B, record the field in S) and
a backward step (time reverse and send back the field in S, observation of the resulting
field at point B). If the time reversal could be perfect, then the backward step would be
identical to the forward step. Similarly, the key question to the retrieval of the Green’s
function is : if this was a TR experiment, would the backward step be identical to the
forward step ? Of course, this is almost never the case, except in a thought experiment.
But, past experiments have already shown that time-reversal focusing is more effi- cient
(i.e., the backward step and the forward step are more alike) in the presence of strong
multiple scattering or reverberation [Derode et al. (2001b); Blomgren et al. (2002); Draeger
and Fink (1999); Fink et al. (2000)] : the focused peak is narrower in space, indicating that
the angular spectrum of the wave field is precisely recovered. Strong multiple scattering or
reverberation virtually enhance the size of a TR device, i.e., the number of sources involved.
Interestingly, this technique also works with one-bit correlations : instead of recording
the entire waveforms hSz(t), we only record and cross correlate their sign, i.e., a series of
+1/ − 1 as shown in Fig. 6.4. And, one-bit correlations seem to give even better results
than ”normal” correlations [see Figs. 6.2(b) and 6.4(b) for a comparison]. Again, it was
already shown [Derode et al. (1999); Montaldo et al. (2002)] that one-bit time reversal in
a multiple scattering or reverberating medium gives a higher SNR than a classical time
reversal since it gives more importance to the longest scattering paths, thus artificially
reinforcing multiple scattering. Of course, the benefit of one-bit correlation will only be
effective if the recording time is significantly larger than the decay time of the multiply
scattered signals. For a multiple scattering slab with thickness L, the typical decay time is
the ”Thouless time”L2/D, with D the diffusion constant (here, D ≈ 2.6 mm2/µs). As long
as the recording time is larger than the Thouless time, the effect of one-bit digitization
is to reinforce the weight of the longest and most diffracted scattering paths relatively to
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Fig. 6.3 – Experimental results for the evolution of the signal-to-noise ratio (in dB) versus
the number of sources. The thick line stands for the one-bit correlations, the thin one for
”normal” correlations. The observation points were in z1 = 36 mm and z2 = 16 mm.
early arrivals. Experimental results show the interest of one-bit correlations : in Fig. 6.3,
the SNR is systematically higher by ≈ 4 dB with one-bit correlation ; therefore, a smaller
number of sources can be employed which is interesting for any practical implementation
of the method.
It should also be noted that the retrieval of the Green’s function takes advantage of the
large frequency bandwidth available in pulsed ultrasound (here, the spectrum spans from
2 to 4MHz). Suppose we had only one source, working in a narrow frequency band : then,
the retrieval of the Green’s function would completely fail. Once again, the time-reversal
analogy is enlightening. Indeed, in a one-channel time-reversal experiment performed in a
multiple scattering medium on a single realization of disorder, focusing cannot be achieved
if the frequency band is too narrow [Derode et al. (2001b)] : the reemission of the phase-
conjugated monochromatic wave just creates a speckle pattern that is not focused back at
the source. However, as the frequency bandwidth ∆ω is progressively enlarged, it has been
shown that a TR device manages to refocus the wave through the multiple scattering slab,
even with only one source [Derode et al. (2001b); Blomgren et al. (2002); Draeger and Fink
(1999)]. The underlying idea is that we take advantage of frequency averaging as soon as
the bandwidth ∆ω is larger than the correlation frequency δω of the scattering medium.
In a homogeneous and lossless medium, δω << ∆ω. But, in a multiple scattering slab,
the correlation frequency ∆ω is inversely proportional to the Thouless time (∆ω is also
often referred to as the Thouless frequency). Since there are roughly ∆ω/δω ”decorrelated
frequencies” available in the spectrum, the SNR can be expected to rise as
√
∆ω/δω, if the
power spectral density is flat. Hence, using a large frequency bandwidth is another way of
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increasing the SNR. This is illustrated in Fig. 6.5, where the SNR has been plotted versus
the number of elements and versus the bandwidth. The proportion α of energy within a








with S(ω) the power spectral density of the scattered signals. In Fig. 6.5, the band-
widths are indicated by the values of α.
However, it should be noted that enlarging the frequency band cannot do miracles ; in
particular, it cannot really replace source averaging. If we want to retrieve all the details of
the exact Green’s function, the only solution is to have sources surrounding the medium.
But, if we are satisfied with a simple estimation of the first arrival of the Greens’ function,
then enlarging the frequency band helps, because it increases the peak-to-noise ratio, at
least as long as dispersion in the medium to be imaged between z1 and z2 can be neglected.
A different approach consists of extending the bandwidth to infinity (∆ω >> δω) and
invoking a self-averaging property to retrieve an ensemble-averaged Green’s function with
a single source [van Tiggelen (2003)]. Naturally, this only holds if the ensemble-averaged
Green’s function itself does not depend on frequency (i.e., the scattered wave field expres-
sed as a function of frequency has to be a stationary, or even ergodic, random process) so
that an ensemble average can be replaced by a frequency average.
As a preliminary conclusion, the time-reversal analogy indicates that in order to retrieve
the exact Green’s function from the correlations, the sources of the ”earthquakes” should be
placed in such a way that they completely surround the medium and the sensors. But, the
time-reversal analogy (based on previous works on time reversal) also indicate that when
this condition cannot be fulfilled, one can still estimate the main features of the Green’s
function (at least an arrival time) using several tricks :
1. take advantage of a multiple scattering medium ;
2. use a frequency bandwidth significantly larger than the correlation frequency of the
scattering medium ;
3. digitize the waveforms over a single bit ;
4. average the results over all available sources. This is what was done in Fig. 6.4 to
retrieve the arrival time of the direct Green’s function between the two observing
points located at z1 = 36 mm and z2 = 16 mm.
Now, we can repeat the same procedure for every pair of neighboring observation points
(z1, z2), and estimate the velocity profile (i.e., build an image) of the layered medium
(Fig. 6.6). We have done so all along the vertical axis, with a displacement step of 2 mm.
Note that, at room temperature, it is difficult to distinguish between the water and the oil
layers, since their estimated velocities are 1478 and 1472 m/s, respectively. Yet interestin-
gly, if we repeat the experiment after heating the sample by 8◦C, we see that the measured
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Fig. 6.4 – Same as Fig. 6.2, except that only the sign (+1/ − 1) of the scattered wave
forms has been recorded and cross correlated (”one-bit” correlations).
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Fig. 6.5 – Experimental results for the evolution of the signal-to-noise ratio (in dB) versus
the number of sources for different frequency bandwidths. The observation points were in
z1 = 36 mm and z2 = 16 mm. The scattered waveforms were one-bit digitized. The central
frequency is 2.9 MHz. The frequency bandwidth ∆f is indicated in the legend, as well as
α the percentage of energy within each frequency band.
velocity of the water layer increases to 1492 m/s, whereas that of the oil layer decreases
to 1444 m/s, which is consistent with what is known from these two liquids, and the two
layers are better separated on the profile (Fig. 6.6). The velocities estimated by ”passive
imaging”were found to coincide with those obtained by direct pulse-echo measurements in
the four liquids within 2%.
The same experimental procedure was also applied to a two-layer medium (oil/sugar
syrup). Initially the liquids are at rest, and the image of velocity profile clearly shows the two
layers (Fig. 6.7). Then, the medium is scrambled to form an emulsion : the velocity profile
we obtain shows an apparently homogeneous medium with a sound speed of 1.57 mm/µs.
The experiment is repeated on the same sample while the two liquids progressively separate
one from the other. After 12 h the separation is complete. Thus, the images obtained
from correlation of the scattered fields were able to monitor the evolution of a medium
undergoing a slow structural change. This amounts to ”passive diffusive wave spectroscopy”,
in analogy with DWS (diffusive wave spectroscopy) or coda wave interferometry [Snieder
et al. (2002); Roberts et al. (1992)]. However, in the situation depicted here, the change in
the scattered wave fields is not due to a movement of the scatterers, but to a change in the
medium we image through the scatterers.
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6.1.4 Conclusion
We presented a ”passive imaging” technique based on correlations of highly scattered
waves in an open medium. The first step of the imaging process is to retrieve the Green’s
function between two passive sensors from the correlation of the scattered wave fields ge-
nerated by distant sources. We have proposed a physical interpretation of the emergence
of the direct Green’s function from the correlations of highly scattered wave fields. This
interpretation is based on time-reversal symmetry. It does not require a modal decompo-
sition of the wave field, nor the rigorous equipartition of energy between discrete random
modes. Using this time-reversal analogy, we showed it was necessary to use several sources
surrounding the passive sensors in order to retrieve perfectly the exact Green’s function.
This was called the TR criterion. Moreover, the analogy also tells us that when the TR
criterion is only partially fulfilled, multiple scattering helps achieving a correct estimation
of the arrival time of the Green’s function. It was also shown that one-bit correlations
(i.e., we only process the sign of the wave field) can give similar estimations with fewer
sources, because one-bit processing tends to give more weight to the longest and most
diffracted paths, which enhances the role of multiple scattering. The importance of the
frequency bandwidth relatively to the correlation frequency of the medium was also em-
phasized. Two ultrasonic experiments were presented in the paper in order to illustrate the
feasibility of passive imaging with wideband one-bit correlations. The first one consisted of
imaging a layered medium : we measured the local sound velocities along the profile ; the
estimated error was less than 2%. The effect of an 8◦C heating was quantitatively observed.
In the second experiment we monitored the progressive separation of a two-phase mixture
(oil/syrup emulsion). In both experiments, ultrasonic wave fields were created by distant
sources and underwent strong multiple scattering before they reached the medium to image.
Much attention is now paid to real seismic data [Campillo and Paul (2003)], where
this passive imaging method should provide an efficient tool to improve classical seismic
images. Using the passive ”coda correlation” method, we would be able to retrieve the
Green’s function between seismic stations everywhere around the world.
More generally, whatever the types of waves involved, this technique should be appli-
cable to any kind of wave and in every situation where it is hard to control the source but
easy to place several synchronized sensors, as long as we can record the true wave field and
not only the average energy. We are now looking forward to image localized reflectors or to
quantify absorption effects, but also to use natural noise as it was done in closed media and
in underwater acoustics [Duvall et al. (1993);Weaver and Lobkis (2001); Roux et al. (2004)].
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Fig. 6.6 – Sound-speed profile deduced from the travel times measured by one-bit correla-
tions of the scattered wave field. Two set of measurements were performed : before (thin
triangles) and after (thick circles) heating up the sample by 8◦C. The four layers are clearly
imaged.
Fig. 6.7 – Sound-speed profiles obtained as the medium under investigation changes. Ini-
tially, there are two well-separated layers (oil/syrup). Then, they are mixed together to
form an apparently homogeneous emulsion. Progressively, the two phases of the emulsion
separate again, and the process can be monitored by the sound-speed profiles. Twelve hours
later, the separation is complete.
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6.2 Passive Imaging of localized reflectors and inter-
faces in open media
E. Larose, G. Montaldo, A. Derode, M. Campillo.
Article soumis a` Appl. Phys. Lett.
Abstract :
Previous experiments in open media showed the possibility of reconstructing the
direct (ballistic) wave between two passive sensors from the time-correlations
of elastic or acoustic scattered wave fields. Here we illustrate how the Passive
Imaging technique can also retrieve detailed features of the Green’s function,
beyond the ballistic wave. Two ultrasonic experiments are presented. In the
first one we reconstruct the complete signature of two well-separated scatterers
with a perfect distribution of distant sources. In the second experiment we image
an aluminum/water interface with only a few sources. The lack of sources is
compensated for by taking advantage of a multiple scattering slab.
Fig. 6.8 – Sketch of the first experiment. A source S sends a broadband pulse s(t) in an
open medium. It is sensed by a fixed omni directional receiverR. Two 8 mm-diameter empty
cylinders are placed nearby (approximative distances displayed). The source is rotated all
over the set-up for 2000 different positions, along a perfect circle of radius 80 mm.
Article
Passive Imaging has recently undergone intensive developments. This technique is ba-
sed on the cross-correlation of scattered wave fields recorded at two distant sensors. Waves
can originate from either unknown but deterministic sources or from random noise. Under
certain conditions (averaging over enough sources and/or scattering events) this cross-
correlation is intimately linked to the impulse response between the passive receivers. Ap-
plications have been developed in several fields of wave physics : helioseismology [Duvall
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Fig. 6.9 – Photographie d’un transducteur aiguille de´veloppe´ par G. Montaldo au L.O.A.
La partie noire est la partie efficace d’e´mission-re´ception. Ce transducteur fonctionne entre
0.5 et 2 MHz. Le cristal pie´zoe´lectrique a la forme d’un rectangle allonge´ dans la direc-
tion verticale. La directivite´ du transducteur dans le plan horizontal est pour cette raison
quadrupolaire.
Fig. 6.10 – Photographie de l’expe´rience d’imagerie de deux diffuseurs isole´s : deux cy-
lindres verticaux. Le transducteur central est fixe et utilise´ uniquement en re´ception. Le
transducteur de gauche (source) est monte´ sur un moteur en rotation autour de l’ensemble
du dispositif.
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et al. (1993)], ultrasonics [Lobkis and Weaver (2001); Weaver and Lobkis (2001); Derode
et al. (2003b)], underwater acoustics [Roux et al. (2004)], and seismology [Campillo and
Paul (2003); Shapiro et al. (2005)]. This technique aims at acquiring impulse responses wi-
thout the need of controlled sources, and can be applied to any field of wave physics where it
is easier to place a sensor than a source. In a complex medium [Weaver and Lobkis (2004)],
the impulse response usually consists of a first arrival (ballistic) followed by a coda. In
closed cavities or waveguides [Lobkis and Weaver (2001); Weaver and Lobkis (2001); Roux
et al. (2004)], the Passive Imaging technique was proved to converge to the full Green’s
function. But in open media, most of previous works [Campillo and Paul (2003); Shapiro
et al. (2005); Larose et al. (2004a)] only reported the passive reconstruction of the seismic
Rayleigh wave or the ultrasonic ballistic wavefront. In this Letter we report two ultraso-
nic experiments designed to retrieve the Green’s function of an open medium beyond the
ballistic front. In the first one we retrieve the signature of two localized and well-separated
scatterers. A perfect average over sources is realized. When such an average is not possible,
another idea is to take advantage of multiple scattering. In the second experiment we use
diffuse waves, and we retrieve both the direct and a secondary wavefront reflected from an
interface.
The first experiment is carried out in clear water (sound speed c = 1.480 mm/µs,
average wavelength λ ≈ 1.5 mm). Two reflectors A and B are placed in the vicinity of
a single ultrasonic piezoelectric transducer R. This sensor is nearly omni-directional. Its
(reciprocal) response r(t) has a flat spectrum between 0.5 and 1.5 MHz. Its width is 0.5 mm,
and its height ∼10 mm. The reflectors are two empty aluminum cylinders of radius 4 mm.
The experimental set-up is quasi-2D (Fig. 6.8).
The source S sends a broad-band pulse (typically two oscillations at 1 MHz). The resulting
wave R(t) is recorded at the receiver R and contains the direct wave S → R and scattered
contributions (S→A →R, S → B → R, S → A → B → R and so on...). The impulse
response between S and R is noted hSR(t) so the recorded signal is R(t) = r(t)⊗ hSR(t)⊗




= r(t)⊗ r(−t)⊗ hSR(t)⊗ hSR(−t)⊗ s(t)⊗ s(−t) (6.7)
In general, this correlation has no reason to equal the Green’s function hRR(t). Yet
different approaches showed that if the correlation is averaged over a large number of sources
perfectly surrounding the medium, the exact impulse response hRR(t) can be fully retrieved
[Derode et al. (2003b); Wapenaar (2004); Cassereau and Fink (1992); Roux et al. (2005);
Snieder (2004)]. Here such a source distribution is obtained by rotating the source with
a step-motor (Fig. 6.8). An inter-source distance of λ/6 provides 2000 different positions,
yielding to 2000 correlations C(τ) (Fig. 6.11). The averaged correlation C(τ) = 〈CS(τ)〉
is displayed on Fig. 6.12. The enclosed box (a) shows the expected strong dominating
peak of the auto-correlation at τ = 0. The overall plot is a zoom into the subsequent
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Fig. 6.11 – Individual contribution of each of the 2000 sources to the total Correlation C(τ),
on a log scale. As noticed by Snieder [2004] based on a stationary phase approach, sources
efficiently contributing to the Green’s function are in the receiver-reflector direction. The
wavefronts labelled (a-b-c-d) correspond to the direct (a) and secondary (b-c-d) arrivals in
the retrieved Green’s function (Fig. 6.12).
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fluctuations (dotted line, from τ = 40 µs to τ = 85 µs), superimposed with the reference
impulse response F (t) (continuous line). This reference is the convolution of r(t)⊗hRR(t)⊗
r(t) (pulse-echo measurement) with s(t) ⊗ s(−t) (the source auto-correlation). The two





















CC = 95.4 %
Fig. 6.12 – (a) Auto-correlation C(τ) averaged over 2000 sources, showing a strong peak
at time τ = 0. (b-c-d) Zoom into the late times. Thin dotted line : averaged autocorrelation
C(τ) ; thick line : reference impulse response F (τ).
This is an experimental proof that the averaged correlation C(τ) reveals the detailed
structure of this open medium. The wavefront labeled (b) in fig. 6.12 corresponds to the
reflection on the first cylinder. It is followed by a weak pulse : the first cylinder’s creeping
wave. The second strong peak (c) is the reflection on the second cylinder, and the latest
identified contribution (d) corresponds to a more complex ray path : R→ A→ B → R, ie
a multiply scattered wave.
It was theoretically proposed to reconstruct the effective Green’s function of the medium
from correlations averaged over the disorder (ensemble average) [Snieder (2004); van Tig-
gelen (2003)]. Yet such an effective GF would not contain the deterministic signature of
separate scatterers unless they are held fixed across ensemble average. Here we use source
averaging only, a procedure that yields the exact Green’s function, which is required for
applications to imaging.
In reality, natural sources will never perfectly surround the medium under investiga-
tion. Is it still possible to retrieve the impulse response of an open medium beyond the
ballistic arrival ? In the following experiment, we compensate for the lack of sources by dif-
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Fig. 6.13 – Setup of the 2d experiment and typical waveforms. The sources S shot a 1 µs
pulse the one after the others. The receivers’ directivity pattern is represented (thin line).
It is rotated twice at each position.
fuse waves. The experimental setup (Fig. 6.13) is identical to the one used by Larose et al.
(2004a). Our aim is now to image a water/aluminum interface. We use N = 118 aligned
sources S to illuminate a scattering medium made of vertical steel rods randomly distri-
buted (the transport mean free path `∗ was measured to be 3 mm [Larose et al. (2004a)]).
The interface to be imaged is behind this complex structure. hSRi(t) denotes the scattered
field received at Ri when S shoots a ∆ = 1 µs pulse (central frequency f0 = 3 Mhz). A ty-
pical example of such a coda waveform is shown on Fig. 6.13. Again, the whole setup is 2-D.
Contrary to the previous experiment, a conventional ultrasonic transducer (size ∼ λ)
is used here. Indeed an improved sensitivity is required to record the weak contributions
of the late coda hSRi(t). Unfortunately the transducer is not omni-directional. This is
compensated for by rotating the sensor at least twice at each position. Then the receiver
is translated along the x-axis. The emission/reception sequence is repeated for 12 different
locations i. This provides a set of 118 × 12 records for each sensor angle. For each pair








The resulting traces are displayed in fig. 6.14 where both the direct and the reflected
hyperbolic-shaped wavefronts are visible. Note that one single correlation CSij(τ) does not
contain any clear arrival : a source averaging is needed. The measurement of the arrival
times along the sensor array provides a precise measurement of the interface position : it
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Fig. 6.14 – 118 source-averaged correlations CRiRj(τ) for 12 distances Ri−Rj. The direct
and reflected signals are superimposed. Dotted lines represent the arrival times for the
direct and reflected paths. The scatterer is a plane interface positioned 33.2 mm away
from the sensor array.
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was parralel to the array and 33.2 mm from the x-axis. The estimated error on the re-
constructed travel times is of the order of one record sample : 0.05 µs. The signal-to-noise
ratio of the reconstructed waveforms roughly corresponds to Weaver’s theoretical predic-







These results show that it is possible to retrieve the details of the Green’s function
of an open medium beyond the first (ballistic) arrival. Note that it differs from Bakulin
and Calvert (2004) in that the whole coda (high-order multiple scattering contributions) is
processed and taken advantage of ; the signal-to-noise ratio is noticeably improved. These
results have been obtained using distant sources, but can be generalized to the case of purely
random noises in any field of wave physics. In seismology, these observations suggest that
the application range of Passive Imaging would extend to seismic prospecting or imaging
of deep Earth.
6.3 Lunar Subsurface Investigated from Correlation
of Seismic Noise
Eric Larose, Amir Khan, Yosio Nakamura, Michel Campillo.
article accepte´ dans Geophysical Research Letters
Abstract :
By correlating seismic noise recorded by four sensors placed on the Moon du-
ring the Apollo 17 mission, we have retrieved a well-defined dispersed Rayleigh
wave pulse. Inversion of its group velocity provides new constraints on the lu-
nar subsurface structure. The estimated ”signal-to-noise” ratio (SNR) of the
retrieved Rayleigh wavetrain is strongly dependent on solar illumination, effec-
tively making solar heating a source of seismic noise on the Moon. This result
suggests that in future planetary missions it is feasible to extract information
on the internal structure of extraterrestrial objects by correlating seismic noise
even when natural quakes are absent.
The passive imaging technique is based on the time-domain cross-correlation of acoustic
or seismic waves acquired at two passive sensors. The main assumption is that the cross-
correlation yields the Green function (GF) between the receivers, i.e. the impulse response
recorded at one sensor, with the other acting as source. Initial applications of the method
include helioseismology, where it provided images of the Sun’s interior [Duvall et al. (1993)]
and more recently, it has been tested in the ultrasonic domain using diffuse fields [Lobkis
and Weaver (2001); Derode et al. (2003b); Larose et al. (2004a) as well as with noise
[Weaver and Lobkis (2001)]. Passive imaging has also been achieved using seismic coda
[Campillo and Paul (2003)] as well as seismic noise [Shapiro and Campillo (2004); Shapiro
et al. (2005); Sabra et al. (2005a)] for frequencies ranging from 0.025 to 0.2 Hz. In the latter
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Fig. 6.15 – Configuration of the Apollo 17 LSPE experiment. It was composed of four
geophones (velocimeters) : G1, G2, G3 and G4, all connected to a central station for signal
sampling, digitization and telemetering. Sample of raw seismic data from each geophone
are displayed in the enclosed box (no logarithmic decompression), for Aug. 16, 1976 (UTC
time). Typical correlations C13(τ), C23(τ), C34(τ) are plotted between the corresponding
pair of sensors. Crosses in the center of each correlation trace mark τ=0. NASA photo
A17.S72 37259.
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application it provided well-resolved images of the first 20 km of the subsurface beneath
California. On Earth, these studies have shown that a statistical treatment of seismic noise
yield the GF when averaged over sufficiently long time. Microseismic background noise is
mainly excited by surface sources like oceanic and atmospheric perturbations [Rhie and
Romanowicz (2004)]. The purpose of the present paper is to take the passive imaging me-
thod beyond the Earth and apply it to extraterrestrial planets on which neither an ocean
nor an atmosphere exists. In particular, our aim is to investigate the method in the case
where the microseismic background noise is made of fully diffusive waves, at frequencies
higher than previously investigated [Shapiro et al. (2005)].
The only solar system body other than the Earth from which we have seismic obser-
vations pertinent to its interior properties is the Moon. From 1969 to 1972 the US Apollo
program installed one short-lived and four long-lived seismic stations on the Moon. All but
the first station were operated until 1977. The data collected by the Apollo seismic net-
work provided the basis for a number of studies of lunar seismicity and internal structure
published during the 1970s, early 1980s, and again recently [Latham et al. (1973); Tokso¨z
et al. (1974); Nakamura et al. (1982); Khan and Mosegaard (2002); Lognonne´ et al. (2003)].
In addition to the above passive seismic experiment, active seismic experiments were also
carried out on missions 14, 16 and 17. The active seismic experiments performed at the
Apollo 14 and 16 sites were only turned on during the landing missions in active mode
and weekly 30-minute passive listening periods following the missions, with the weekly lis-
tening modes terminated on 7 December 1973 whereafter only monthly operational checks
were performed (ALSEP status report, 1976).The main objective was to infer the velocity
structure of the uppermost part of the crust down to a few km depth using traditional
seismic refraction techniques [Cooper and Kovach (1974)].
Apollo 17 touched down on the floor of the Taurus-Littrow Valley near the southeastern
rim of the Serenitatis Basin, which consists of irregular, heavily cratered regolith developed
on lava flows partly filling an embayment between massifs 2 km high [Heiken et al. (1991)].
The Apollo 17 Lunar Seismic Profiling Experiment (LSPE) was deployed on Dec. 14, 1972
at a distance of about 180 m W-NW of the lunar module. Four geophones, with natural
resonant frequencies of 7.5 Hz, labeled G1 to G4, were deployed in a triangular array (see
Fig. 1) and recorded the vertical ground velocity in the frequency range from 3 to 30 Hz
during the landing mission in 1972 [Kovach et al. (1973)] and then again from August 1976
to April 1977. The geophones were simultaneously connected to the central station where
the seismic signals S1...4(t) were sampled at 118 Hz and digitized before being telemetered
to the Earth. Prior to conversion into a 7-bit digital format (counts 0 to 127), the signals
were conditioned using a logarithmic compression, which was done to increase the dynamic
range.A typical four-channel record is displayed in Fig. 6.15.
We processed continuous data from Aug. 15, 1976 to Apr. 24, 1977. They are time-
windowed into 2016 record samples, each lasting about T = 3 hours for a given record
d. The correlated traces are calculated directly from the raw data without applying any
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(c)
Fig. 6.16 – Dispersion analysis of the Rayleigh pulse. (a) The wave packet is filtered in
two non-overlapping frequency bands (around 4.5 Hz and 9 Hz). (b) Observed dispersion
curve of the Rayleigh wave group velocity. Dots : observations. Crosses : calculated data
from the profile shown in (c). (c) Result of the inversion of the dispersion curve showing
the upper 10 m of the shear wave velocity profile.
decompression or correction filter. The absence of decompression tends to equalize the noise






Correlated traces are then filtered in the frequency range of interest (4-12 Hz). The
central part of each trace |τ | < 0.5 s (cross talking between geophones contribute to a peak
at the correlation time τ = 0) is not displayed. Each trace is normalized by its maximum
value. At the end we computed the average of the correlations over the set of records d.
Typical results are displayed in Figs. 6.15, 6.16(a) and 6.17(a). A well-defined pulse is
observed both for positive and negative correlation times τ . Why should this pulse emerge
from the correlations ? Seismic waves propagating in the direction j → i add up coherently
in the correlation, and contribute to this well-defined pulse for times τ > 0 (causal part of
the correlations). Seismic waves propagating in the opposite direction (i→ j) contribute to
the well defined pulse for times τ < 0 (acausal part of the correlations). Waves propagating
in other directions add up incoherently and contribute to the residual fluctuations in the
correlations [Roux et al. (2004)].
The reconstructed pulses are interpreted as Rayleigh waves between geophones i and
j, i.e. the ground velocity response of the subsurface at j (i) to a vertical impulsive force
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Fig. 6.17 – (a) Example of correlation C34(τ) filtered in the 4-12 Hz range. The red peak
(causal part, τ >0) corresponds to the Rayleigh wave propagating from G4 to G3 as if G4
was a vertical impulsive source. The blue peak is the acausal part, τ <0. (b) SNR of the
causal (red) and acausal (blue) Rayleigh pulse as a function of record date d (x -axis in
julian days from 1976 to 1977). Black lines represent days when the Sun was shining and
heating the Apollo 17 landing site. The increase in the SNR is synchronized with the Sun’s
illumination, oscillating with a periodicity of 29.5 days.
at i (j). They are found to propagate with an average velocity of ∼50 m/s, and are clearly
dispersive, as shown in Fig. 6.16(a). The group velocity is evaluated by picking the envelope
arrival time of the Rayleigh pulse. This pulse is filtered around 14 different frequencies,
ranging from 3.6 Hz to 11.4 Hz (bandwidth 33%). Velocities were calculated when the
signal-to-noise ratio (SNR) of the correlated traces is >2. When possible we averaged
velocities over the three central pairs of geophones. We plotted the dispersion curve in
Fig. 6.16(b) , which is used to image the subsurface velocity structure by inverting the
Rayleigh wave group velocity [Herrmann and Ammon (2004)]. In our inversion, a four
layer model was assumed with variable thickness and velocities. The uncertainties on ob-
served velocities are estimated to be 5%. The obtained shear-wave velocity profiles are
displayed in Fig. 6.16(c). The indicated jump below 5 m depth is taken to be the base of
the lunar regolith, consisting of impact breccias. Cooper and Kovach (1974), using travel
time inversion of refracted P-waves, found that the compresionnal wave velocity beneath
the Apollo 17 site was around 100 m/s from 0 to 4 m depth and then 327 m/s from 4
to 32 m depth. Our shear wave profile thus complements and is consistent with previous
observations [Cooper and Kovach (1974); Horvath et al. (1980)]. Thus by comparing these
profiles we can conclude that the vP/vS ratio of the Lunar regolith is ∼2.
As a curious feature of our correlations we found that the Rayleigh wave emergence is
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fluctuating with time of the year. To quantify these variations, we estimated the SNR of
the correlated traces as a function of record date d (22). The signal level corresponds to
the amplitude of the (causal or acausal) peak. The noise is defined as the standard devia-
tion of the subsequent fluctuations from τ = ±2 s to τ = ±4 s (Fig. 6.17(a)). Rigorously
speaking, this part of the correlated trace, representing apparent group velocity below 30
m/s, should hide the rest of the impulse response (for instance reflections of the Rayleigh
pulse by surrounding heterogeneities). These contributions are often much weaker than
the direct pulse, and probably negligible compared with the remaining noise (the seismic
signal that does not yield the GF in the correlation and the electronic noise). The SNR
displayed in Fig. 6.17(b) is calculated for both the causal (red) and acausal (blue) part of
the correlation. It is found to fluctuate with a periodicity of exactly 29.5 days which is also
the lunation period. The SNR increases during daytime (displayed as thick horizontal bars
on Fig. 6.17(b)), and decreases at night, pointing to an origin of the Rayleigh wave with
solar illumination. The following is proposed as an explanation for the coupling between
solar radiation and the Rayleigh wave generation. When the sun heats the lunar surface,
temperature increases from -170◦C to +110◦C [Langseth et al. (1973)], leading to very high
vertical thermal gradients, and resulting in slumping or cracking of the lunar surface ma-
terial. This interpretation is in line with what was observed during the Apollo era where
a large percentage of the seismic events were found to be very small moonquakes, ter-
med thermal moonquakes, occurring with great regularity [Duennebier and Sutton (1974)].
Their activity starts abruptly about 2 days after lunar sunrise and decreases rapidly after
sunset.
The SNR was also calculated for correlated traces averaged over an increasing number
N of time-windows d. From N = 1 to 100 (corresponding to a total record length of 300
hours), the SNR is found to increase as
√
N , meaning that waves not contributing to the
Rayleigh pulse add up incoherently. For longer record lengths (higher N), the SNR satu-
rates, which might be due to remnant sources. Indeed identical waveforms were observed
from thermal moonquakes occurring at different times. Another reason for the SNR to
saturate might be cross-talking between acquisition channels.
The correlated traces displayed in Figs. 6.15 and 6.17(a) are not found to be symmetric
in time. Though the pulse arrival times are symmetric, waveform amplitudes may change
due to preferential direction of propagation of the incident wave field [van Tiggelen (2003);
Paul et al. (2005)]. The peak amplitude for each part of the correlations, and for each
couple of geophones, is evaluated. Since the reconstructed peak amplitude is proportional
to the intensity of the incident waves, we interpret this asymmetry as an anisotropy of
the wavefield. Let us assume that the symmetric part of the traces is generated by an
isotropic flux Φ0 (waves coming from all directions onto the array), and furthermore that
the asymmetric part, corresponding to the excess of amplitude observed on one part of
the traces, is generated by an anisotropic flux Φ (preferential wave incidence). The peak
amplitude is therefore proportional to Φ0 ± 12Φcos(θi) where θi is the incident angle of the
anisotropic flux onto the pair of geophones i − 3 (Fig. 6.18). To quantify the asymmetry,
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Fig. 6.18 – Schematic view of the anisotropic flux.









where P+3i is the peak amplitude of the C3i(τ) positive part. Note that this ratio for pair 3−4
can be deduced from Fig. 6.17(a). It should be noted that this flux is not a remnant wave
train (which would appear as a peak at different times τ in the three pairs). It corresponds
to the preferential direction of propagation of the diffuse field intensity. Using this array
technique, we evaluated quantitatively the incident direction of the seismic anisotropic flux
to be +22◦ relatively to G4 − G3 (Fig. 6.18), pointing in the S-E direction to Steno cra-
ter, as either a dense area of scatterers or an area with intense thermal moonquake activity.
We have presented a technique to investigate the subsurface between passive geophones
with a technique based on the correlation of lunar seismic noise. We have shown that even
in a quiet seismic environment with feeble sources, it is possible to obtain a Rayleigh wave
dispersion curve. From the inversion of this dispersion curve we estimated the shear wave
velocity profile, which provided new information on the velocity structure of the regolith
at the Apollo 17 site. Moreover, we have established the Sun as an active generator of
lunar seismic noise. In particular the SNR of the reconstructed Rayleigh pulse was found
to be strongly dependent on solar illumination. The seismic activity originates from the
strong thermal gradients induced during lunar day as well as night. We have applied an
array technique for locating noise sources. The weak anisotropy of the seismic diffuse waves
reveals a preferential direction of propagation, possibly originating from an area with dense
scatterers or increased thermo-seismic activity.
The results presented here establish the method of extracting the Rayleigh-wave GF
by cross-correlating seismic noise, as indeed extendable to extraterrestrial planets that
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not only differ in size, evolution and consequently seismic activity, but also in nature of
origin of the noise from that of the Earth. This provides a novel avenue for future seismic
exploration of the planets on which quakes might occur infrequently and are most probably
also inhomogeneously distributed, of which Mars might be cited as an example [Golombek
et al. (1992)]. In addition it holds the potential of increasing the scientific return, as noise
between events can be successfully used rather than being discarded as has traditionnaly
been the case. Specifically, to probe deeper into the subsurface on future seismic missions,
the following points should be kept in mind. Distances between stations should preferably
be between one and a few tens of wavelengths, as scattering attenuation might become
important for greater distances. The depth probed being roughly 1/3 of the Rayleigh
wavelength, this implies going to lower frequencies which necessitates the deployment of
broad-band seismometers e.g. [Lognonne´ et al. (2000)].
Chapitre 7
Convergence des corre´lations vers la
fonction de Green
L’objet de ce chapitre est de proposer un mode`le de convergence des corre´lations de
champs diffus vers la fonction de Green (GF) entre les deux points de mesure. Les notations
usuelles sont rappelle´es ici :
– A et B sont les deux points de l’espace ou` le champ d’onde est mesure´.
– S est un point source, a` la position en ge´ne´ral ale´atoire ou inconnue.
– CSAB est la corre´lation temporelle d’une onde e´mise par S et enregistre´e en A et B.
– GAB est la fonction de Green entre A et B, parfois appele´e dans ce chapitre la fonction
de re´fe´rence.






– D est la distance entre A et B.
Nous tenterons de re´pondre aux questions suivantes : Quelles sont les lois physiques qui
font tendre CNAB vers GAB ? De quels parame`tres de´pend cette convergence ? Et surtout,
quelle est la vitesse de convergence ?
7.1 Proble´matique ge´ne´rale
Plusieurs auteurs [Derode et al. (2003b); Snieder (2004); Roux et al. (2004)] montrent
que la moyenne des corre´lations sur des sources ide´alement distribue´es donne acce`s a` la
fonction de Green entre deux points de mesure. Une distribution ide´ale est une distribution
qui entoure de fac¸on re´gulie`re et continue les deux capteurs passifs. Le champ e´mis par l’en-
semble de ces points et enregistre´ sur un temps infini donne acce`s au champ n’importe ou`
(a` l’inte´rieur de la cavite´), et n’importe quand. C’est le the´ore`me d’Helmholtz-Kirchhoff,
invoque´ par les praticiens du retournement temporel [Cassereau and Fink (1992)]. Une
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de´monstration e´quivalente est propose´e par Wapenaar (2004) en e´lastique sur la base du
the´ore`me de Betti. Dans le chapitre IV de ce manuscrit, il a aussi e´te´ montre´ qu’une distri-
bution de sources remplissant inte´gralement un volume permet l’e´mergence de la GF dans
les corre´lations.
Cependant ces hypothe`ses de distributions ”parfaites” sont rarement ve´rifie´es en pra-
tique. En ge´ne´ral, le nombre de source est limite´, et la position des sources est ale´atoire.
Cela a-t-il des implications sur l’e´mergence de la GF ? L’analogie corre´lation-retournement
temporel nous renseigne qualitativement sur ce point : si les sources ne remplissent pas uni-
forme´ment le volume, il est quand meˆme possible de reconstruire une partie de la GF par
corre´lation en s’aidant de la diffusion multiple qui rajoute des sources secondaires [Weaver
and Lobkis (2004); Derode et al. (2003a); Larose et al. (2004a)].
Une simulation nume´rique nous permet de quantifier l’effet d’une distribution imparfaite
de sources. Plac¸ons deux capteurs A et B a` une distance D l’un de l’autre (D = 3λ) dans
un milieu homoge`ne. (a) Dans une premie`re simulation, les N sources sont re´gulie`rement
re´parties sur un cercle parfait. (b) Dans la deuxie`me simulation, les N sources sont place´es
ale´atoirement dans l’espace 2-D. La convergence des corre´lations vers la GF est quantifie´e
par le coefficient de corre´lation entre les deux formes d’ondes obtenues. Les re´sultats sont
pre´sente´s dans la figure 7.1. Lorsque les sources sont ide´alement re´parties sur un cercle,
la convergence est rapide, et parfaite au-dela` de N = Nc sources (dans l’exemple propose´
Fig. 7.1, Nc = 30
1)
〈CAB(τ)〉N N>Nc= GAB(τ)
Lorsque les sources sont re´parties ale´atoirement, la convergence est plus lente et aucune
saturation n’est observe´e :
〈CAB(τ)〉N N→∞−→ GAB(τ)
Cette simulation montre que la fac¸on dont sont distribue´es les sources est un parame`tre
essentiel de la convergence des corre´lations vers la GF. La distribution ide´ale sur un cercle
parfait semble eˆtre un cas particulier rarement ve´rifie´ dans les expe´riences, en particulier en
milieu naturel. Nous choisissons donc dans la suite de ce chapitre de faire l’hypothe`se d’une
re´partition ale´atoire de sources dans tout l’espace physique disponible. Cette hypothe`se est
particulie`rement raisonnable dans le cas du bruit sismique.
7.2 Observations ge´ne´rales
Nous avons observe´ expe´rimentalement un certain nombre de phe´nome`nes (voir cha-
pitres pre´ce´dents) :
– CNAB converge plus rapidement vers GAB lorsque le nombre de sources N croˆıt.
1dans un milieu diffuseur, la distance a` partir de laquelle on s’attend a` observer une convergence est
λ/2 (Nyquist). En milieu homoge`ne comme pre´sente´ ici, c’est plutoˆt une distance angulaire par rapport
au couple AB qui a du sens, cf le the´ore`me Van Cittert-Zernike.
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Fig. 7.1 – Comparaison de la rapidite´ de convergence des corre´lations 〈CAB(τ)〉N vers
GAB(τ) en fonction du nombre N de sources S et de leur distribution. La distance entre A
et B est 3 λ.(a) distribution re´gulie`re des sources sur un cercle de rayon 15 λ : la convergence
est observe´e au-dela` de N=30. (b) distribution ale´atoire des sources : la convergence est
beaucoup plus lente et semble suivre une loi statistique tre`s diffe´rente.
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– CAB converge vers GAB lorsque la longueur de la feneˆtre temporelle de corre´lation
croˆıt (plus la coda, ou la feneˆtre de bruit, est longue, meilleure est la re´ponse impul-
sionnelle reconstruite).
– CAB converge vers GAB lorsque la largeur de bande passante augmente (plus la bande
passante est large, plus un enregistrement contient d’informations, et meilleure est la
reconstruction par corre´lation).
– La convergence est plus rapide quand les capteurs sont proches (D est faible).
– Il est plus facile de reconstruire les ondes directes que les re´flexions plus tardives.
Autrement dit la convergence est plus rapide pour les temps courts de la fonction de
re´fe´rence GAB que pour les temps longs.
7.3 Mode´lisation en milieu homoge`ne 2-D acoustique
Fig. 7.2 – sche´ma de la ge´ome´trie source-re´cepteurs adopte´e (2-D acoustique).
Le cas le plus simple pour traiter le proble`me des corre´lations est le cas d’une onde
acoustique se propageant dans un milieu homoge`ne a` 2-D. Physiquement, c’est le cas des
ondes ultrasonores dans l’eau avec des capteurs ayant une de leurs dimensions tre`s supe´-
rieure aux autres, comme ceux utilise´s au L.O.A.2.
Nous notons v la ce´le´rite´ de l’onde dans le milieu, λ la longueur d’onde correspondant a`
la fre´quence centrale f (pulsation ω), et ∆ω la bande passante. Nous choisissons ∆ω ≈ ω.
Cette hypothe`se n’est pas tre`s restrictive, dans la mesure ou` la majeure partie des re´sultats
et interpre´tations physiques qui suivent ne sont pas remis en cause par une bande passante
plus e´troite.
S e´met une impulsion s(t) en t = 0. En A et B nous mesurons hSA(t) et hSB(t)
2Laboratoire Ondes Acoustiques, ESPCI & PARIS-7
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7.3.1 Estimateur de la convergence
Il est courant, pour estimer la qualite´ d’un signal, d’utiliser la notion de ”Rapport Signal
sur Bruit” (RSB). Ici cette notion est de´licate pour diverses raisons :
1. Le bruit sismique ou ultrasonore est parfois utilise´ comme signal a` corre´ler...
2. CSAB est la corre´lation de signaux exclusivement de´terministes originaires de S et
solution de l’e´quation d’onde. Comment alors distinguer la part de signal et de bruit ?
3. Dans la pratique, comment de´finir le niveau de signal dans les corre´lations parfois
domine´es par le bruit (lorsque l’on observe que la fonction de Green GAB est d’am-
plitude trop faible) ?
Nous choisissons d’adopter les conventions suivantes : le ”signal”dans les corre´lations est
donc exactement GAB (a` une constante de normalisation pre`s) et le ”bruit”de la corre´lation
b(t) est l’ensemble du champ d’onde qui ne correspond pas a` la fonction de Green GAB de





La moyenne invoque´e ici est la moyenne sur l’ensemble des re´alisations possibles du tirage
ale´atoire des sources. L’estimateur de convergence est le coefficient de corre´lation entre












Ce coefficient est normalise´. Lorsque ces fonctions sont identiques, CC = 1 : il y a
convergence, c’est le cas ou` le bruit est ne´gligeable b(t) = 0. Lorsque c’est le bruit qui do-
mine, CC = 0 : la corre´lation ne donne pas la fonction de Green. L’e´tude de la convergence
des corre´lations vers la fonction de Green va donc en pratique consister a` e´tudier l’e´volution
du coefficient CC en fonction des parame`tres de notre choix (temps d’inte´gration, nombre
de sources, distance entre les capteurs, fre´quence...).
7.3.2 Notion de zone de cohe´rence
Roux et al. (2004) et Sabra et al. (2005b) proposent de mode´liser la contribution des
sources en terme de zone de cohe´rence (end-fire lobe). Tre`s sche´matiquement, les sources
qui sont dans l’axe AB vont contribuer a` la fonction de re´fe´rence, et les sources hors de
cette zone vont contribuer au bruit b(t) autour de la fonction de re´fe´rence. Ce mode`le est
le point de de´part de la mode´lisation qui suit.
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L’onde a une bande passante finie ∆ω. Par transforme´e de Fourier, la corre´lation d’une
























Lorsque la source est proche de l’axe AB (sans eˆtre exactement sur cet axe), la corre´la-
tion CSAB va ressembler fortement a` la fonction de re´fe´rence, et avoir une le´ge`re contribution
de bruit b(t). Lorsqu’elle est loin de l’axe AB, la source ne contribue qu’au bruit dans les
corre´lations. Comment varie la contribution d’une source en fonction de sa position ?
Pour cela nous allons quantifier la partie de la corre´lation qui contribue a` la fonction































(|SA− SB| −D)) sinc (∆ω
2v
(|SA− SB| −D)) [b] (7.6)
La ressemblance entre la corre´lation et la fonction de re´fe´rence de´pend donc des argu-
ments |SA − SB| + D et |SA − SB| − D. Autrement dit elle de´pend de la diffe´rence de
chemin optique de S vers A ou B, compare´ au chemin D (Fresnel). La grandeur |SA−SB|
varie entre 0 et D pour toutes les positions possibles de S dans l’espace.
L’argument du membre [a] est donc toujours supe´rieur a` D. Si l’on suppose que D n’est
pas tre`s infe´rieur a` λ (en ge´ne´ral il n’est pas utile de placer A et B au meˆme endroit !),
alors ∆ω
2v
D n’est pas tre`s petit devant 1, ce qui implique que le sinus cardinal sinc du terme
[a] est petit : sinc(∆ω
2v
D) << 1. L’argument du sinus cardinal de [b] peut eˆtre nul (donc
le terme [b] proche de 1), le terme [a] est alors ne´gligeable devant [b]. De plus, si l’on est
suffisament large bande (∆ω
ω
∼ 1), c’est le terme sinc qui domine les fluctuations du terme
cos. Tre`s sche´matiquement, la fonction de cohe´rence est non nulle jusqu’au premier ze´ro
de cos(ω
v
(|SA − SB| − D)). La contribution de la source S est cohe´rente sur une largeur
typique qui correspond a` la moyenne de la premie`re arche du cosinus (entre 0 et pi
2
).
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[a]    
[b]    
[a]+[b]D=5λ 
Fig. 7.3 – [a]+[b] : ressemblance entre la fonction de re´fe´rence et la corre´lation pour
diffe´rentes positions de la source S, repe´re´e par |SA−SB|−D
λ
. La ressemblance est quantifie´e
par le coefficient de corre´lation entre les formes d’onde CSAB(τ) et GAB(τ). Les effets des
termes [a] et [b] de l’e´quation 7.6 sont e´value´s se´pare´ment (en trait fragmente´ et en trait
pointille´). Le terme [a] est toujours ne´gligeable quelle que soit la position de la source.
Re´sultat :





. Cette zone est incluse a` l’inte´rieur de deux hyperboles de foyers A et
B, elle est analogue a` une ”anti-zone” de Fresnel d’un trajet AB a` la pulsation
ω. Toute source place´e dans la zone autour de A contribue a` l’e´mergence de la
GF de A→ B dans les corre´lations, les sources place´es dans la zone autour de
B contribuent a` la GF de B → A. Les sources place´es a` l’exte´rieur de cette
zone contribuent a` un bruit re´siduel.
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Fig. 7.4 – Repre´sentation des hyperboles de cohe´rence autour des re´cepteurs A et B. En
pointille´ : les asymptotes des hyperboles, qui de´finissent l’angle limite de cohe´rence en
champ lointain θ0.
De´finition des hyperboles :


















soit, en coordonne´es polaires :
r(θ) =










Les branches de l’hyperbole de´finie par l’ensemble des points S tels que (|SA− SB| −
D)ω
v












Approximation de champ lointain
Roux et al. (2004) proposent de se placer dans le champ lointain du couple AB (SA >>
AB et SA >> λ). La ressemblance entre la corre´lation et la fonction de re´fe´rence est bien






























D = 9 × λ
Fig. 7.5 – E´volution de la zone de cohe´rence ϑ pour diffe´rents rapports D
λ
. Plus la distance
D est grande, plus la zone de cohe´rence est petite, et plus la reconstruction de la GF par
corre´lation va eˆtre difficile (lente).
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ve´rifie´e dans une zone spatiale de´limite´e : la zone de cohe´rence caracte´ristique du re´seau





















(1− cos (θ))) sinc (∆ωD
2v
(1− cos (θ))) [b] (7.9)
Une nouvelle fois le terme [a] est ne´gligeable, et le terme [b] a` l’ordre 4 en θ donne :
CC(θ) = 1− θ
4D2
8v2
(ω2 +∆ω2/12) + o(θ4) (7.10)
Ce re´sultat confirme quantitativement que l’influence de la bande passante est un ordre
de grandeur plus faible que l’influence de la fre´quence centrale. D’autre part, l’angle limite











7.3.3 Mode´lisation de la convergence en milieu homoge`ne
Le mode`le propose´ est un mode`le statistique qui repose sur une hypothe`se de contribu-
tion cohe´rente ou incohe´rente d’une source ale´atoirement positionne´e.
– Si la source est dans la zone de cohe´rence de A → B, alors sa contribution aux
corre´lations est cohe´rente a` la fonction de re´fe´rence, et son amplitude s’additionne
line´airement a` G+AB.
– Si la source est dans la zone de cohe´rence de B → A, alors sa contribution aux
corre´lations est cohe´rente a` la fonction de re´fe´rence, et son amplitude s’additionne
line´airement a` G−AB.
– Si la source est hors de ces deux zones, sa contribution est ale´atoire, et son amplitude
s’additionne de fac¸on incohe´rente a` b.
Pour N sources e´qui-re´parties, N+ est le nombre de sources pre´sentes dans la zone de
cohe´rence de AB, N− est le nombre de sources pre´sentes dans la zone de cohe´rence de BA,






Notons ϑ+ (resp. ϑ−) l’aire de cohe´rence pour G+AB (resp G
−












ϑ+ ϑ+ + ϑ−
Le rapport d’aire est donc proportionel a` α = 2θ0
2pi
(pour R >> λ).
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7.3.4 Ve´rification nume´rique du mode`le
Encore une fois, il est tre`s de´licat de de´finir un rapport ”Signal sur Bruit” dans les
corre´lations. Nous e´valuons donc la rapidite´ de convergence au moyen du coefficient de
corre´lation entre les corre´lations 〈CAB〉N et la fonction de Green de re´fe´rence GAB. D’apre`s













N2α2 +N(1− α2) (7.13)
ou` α est la contribution moyenne d’une source :
CC+(N = 1) = α ≈ ϑ
+
ϑ+ ϑ+ + ϑ−
(7.14)
Ceci correspond approximativement a` la proportion d’aire cohe´rente par rapport a` la
surface totale. Plus rigoureusement, le coefficient α, est obtenu par tirage ale´atoire d’un
tre`s grand nombre de sources (106), chaque source e´tant ponde´re´e par un facteur d’at-
te´nuation ge´ome´trique. Le coefficient de corre´lation CC+(N) est estime´ pour un nombre
de sources variant de N = 1 a` N = 5000. Les sources sont ale´atoirement re´parties dans
l’espace 2-D. Les formes d’ondes obtenues par corre´lation sont pre´sente´es Fig. 7.6 pour
diffe´rentes distances D entre A et B.
Re´sultat :
Les courbes de convergence sont pre´sente´es Fig. 7.7 pour ces trois distances
entre capteurs. Ces courbes permettent de ve´rifier :
1. qualitativement, la loi statistique de contribution des sources et l’approche




2. quantitativement, le calcul du coefficient α (Eq. 7.14) au moyen de la taille
de la zone de cohe´rence :
α ≈ ϑ
ϑ+ ϑ+ + ϑ−
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(c) D = 10× λ
Fig. 7.6 – Corre´lations 〈CAB(τ)〉N moyenne´es sur (a) N=1 : le temps d’arrive´e de l’impul-
sion est faux, il varie entre −T et T ou` T est le temps d’arrive´e de la GF de re´fe´rence ; (b)
N=10 ; (c) N=100 ; (d) N=5000 sources N , la fonction de Green de re´fe´rence est repre´sente´e
en pointille´s. Sur cette dernie`re courbe, non seulement le temps d’arrive´ T est reconstruit,
mais aussi l’ensemble de la forme d’onde. Les calculs sont effectue´s pour 3 distances entre
A et B (D).
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Fig. 7.7 – En pointille´ : convergence des corre´lations 〈CAB(τ)〉N en fonction du nombre de
sources N pour diffe´rentes distances D entre A et B. La convergence est quantifie´e par le
coefficient de corre´lation entre 〈CAB(τ)〉N et la GF de re´fe´rence GAB(τ). En trait plein :
courbe the´orique de convergence suivant l’Eq. 7.13 (pas de parame`tre a` ajuster).
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7.3.5 Approximation asymptotique du RSB
LorsqueD >> λ, nous avons montre´ que les hyperboles sont borne´es par des asymptotes





la loi que nous venons de ve´rifier nume´riquement e´tablit que le ”signal”dans les corre´lations
augmente avec le nombre de sources dans la zone cohe´rente, et que le ”bruit” augmente
avec la racine du nombre de sources dans la zone comple´mentaire. La probabilite´ qu’une





, d’ou` une approximation du








Ce re´sultat est en accord avec le travail de Weaver and Lobkis (2005), a` l’exception de la
constante de normalisation qui varie en fonction de la de´finition du crite`re de convergence.
7.3.6 Estimation du RSB pour le bruit sismique
Supposons que le bruit sismique soit totalement de´crit par une distribution ale´atoire en
temps et espace de sources, et que toutes les ondes sismiques constituant le bruit de fond
soient des ondes de surface3. Soit T le temps d’enregistrement, et ∆ω la bande passante de
l’enregistrement. En milieu homoge`ne, le nombre de sources inde´pendantes est T∆ω. La
convergence des corre´lations vers la fonction de Green, estime´e par le Rapport Signal sur








3tout le proble`me physique est donc 2-D. A´ 3-D, la loi de puissance de la convergence est diffe´rente.
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7.4 Mode´lisation en milieu diffuseur (acoustique 2-D)
7.4.1 Observation : simulation nume´rique
Pour e´tudier quantitativement et avec pre´cision la convergence des corre´lations vers la
GF de re´fe´rence, les expe´riences ultrasonores ou sismologiques sont de´licates : elles mettent
en oeuvre un grand nombre de parame`tres, ces derniers en ge´ne´ral n’e´tant pas controˆle´s
(taille et position des diffuseurs, position des sources et forme d’onde e´mise a` la source...).
De surcroˆıt, quelques parame`tres viennent de´grader la qualite´ des signaux : l’absorption, le
bruit ambiant. Nous proposons d’employer une simulation nume´rique qui va permettre de
restreindre le nombre de parame`tres de la convergence en milieu diffus a` un minimum : le
nombre de sources N , le libre parcours moyen de transport dans le milieu `∗, et la distance
entre les points de mesure A et B : D.
La simulation utilise´e repose sur un code aux diffe´rences finies [Tanter (1999)]. La taille
de la grille 2-D est 33λ×33λ. La taille de maille est λ/30, le pas temporel d’e´chantillonnage
est T0/42.5. La longueur d’onde moyenne est λ = 1.5 mm, correspondant a` une fre´quence
centrale des ondes de f0 = 1 MHz dans l’eau (v = 1.5 mm/µs). 381 diffuseurs identiques
(disques creux de rayon a = 0.25 mm) sont place´s ale´atoirement dans un espace 2-D avec
une densite´ de n = 0.1524 mm−1, leurs sections de diffusion ont e´te´ mesure´es nume´rique-
ment : σ = 1.6 mm et σ∗ = 1.1 mm. Le libre pacours moyen de transport est donc dans
ce milieu `∗ = 6 mm. Le sche´ma de la ge´ome´trie utilise´ est propose´ Fig. 7.8.
Chaque re´ponse impulsionnelle hSA(t) et hSB(t) est calcule´e sur une dure´e de 1000 µs
(1000 pe´riodes). La corre´lation est calcule´e sur une feneˆtre de temps |τ | < 70 µs, moyenne´e
sur les 1000 µs de signal disponible, puis sur les N = 1800 sources :








Cette corre´lation moyenne est ensuite compare´e a` la re´ponse impulsionnelle de re´fe´rence,
Fig. 7.9. Le coefficient de corre´lation CC entre les deux formes d’onde atteint 95.6 %.
Deux types de traitements sont ensuite re´alise´s :
1. La convergence est e´tudie´e en fonction de la distance D = AB.
2. Pour une distance donne´e, la convergence est e´tudie´e en fonction de l’aˆge de la coda
reconstruite.
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Fig. 7.8 – Ge´ome´trie de la simulation par diffe´rence finie d’ondes diffuses (code de Tanter
(1999), bords absorbants). Les unite´s de longueur sont adimensionne´es par la longueur
d’onde λ. 381 diffuseurs sont re´partis ale´atoirement dans le fluide (disques noirs), ainsi que
1800 sources (points). La position des 2 capteurs A et B est repre´sente´e par une croix.



















Fig. 7.9 – Le champ diffus rec¸u en A et B est corre´le´, la corre´lation 〈CAB(τ)〉 est moyenne´e
sur N = 1800 sources, sa de´rive´e temporelle est repre´sente´e en trait plein. La distance entre
A et B est D = 3 × λ. En trait pointille´ : la GF de re´fe´rence hAB(τ). Le coefficient de
corre´lation CC entre les deux formes d’onde atteint 95.6 %.
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Fig. 7.10 – Convergence des corre´lations en fonction du nombre de sources. La convergence
est estime´e graˆce au coefficient de corre´lation CC(N) entre les formes d’ondes, chaque
re´sultat est affiche´ par un point, la convergence est quantifie´e pour 4 distances diffe´rentes
entre A et B : D = 1, 2, 3, 7 × λ. En trait plein est repre´sente´ le meilleur fit des donne´es
par l’e´quation 7.19, ou` l’on ajuste les deux parame`tres α et β. Plus la distance augmente,
plus la convergence est difficile. Cependant, pour une distance donne´e AB, la convergence
est beaucoup plus rapide (facile) en milieu diffus qu’en milieu homoge`ne (a` comparer avec
la Fig. 7.7).
Convergence CC en fonction de la distance D = AB
Le coefficient de corre´lation entre les formes d’ondes est moyenne´ sur les 70 µs de signal
reconstruit, et e´value´ en fonction du nombre de sources N utilise´es (N = 1→ 1800), et en











Les re´sultats sont pre´sente´s Fig. 7.10. Un phe´nome`ne de saturation est observe´. En
effet, au-dela` d’une certaine quantite´ de signal traite´, le coefficient CC sature a` une valeur
sensiblement infe´rieure a` 1. Pour tenir compte de cet effet, nous proposons de modifier de
fac¸on empirique la loi 7.13. Le signal cohe´rent s’additionne line´airement avec le nombre de
sources, son amplitude est dirige´e par Nα. Une partie du bruit est additionne´e de fac¸on
cohe´rente, son amplitude augmente comme Nβ. L’autre partie du bruit est additionne´e de
fac¸on incohe´rente, son amplitude croˆıt comme
√
N(1− α2 − β2). De fac¸on heuristique, la
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loi de convergence 7.13 devient :
CC(N) =
Nα√
N2α2 +N2β2 +N(1− α2 − β2) (7.19)
Au premier ordre, la convergence de´pend du parame`tre α, sans saturation. Au deuxie`me
ordre, nous avons rajoute´ un parame`tre β qui tient compte d’une saturation de la conver-
gence pour un grand nombre de sources. Au troisie`me ordre, et en toute rigueur, nous
devrions plutoˆt mode´liser un tre`s fort ralentissement de l’e´volution de CC, et pas une sa-
turation. Pour les nombres de sources utilise´es (N < 104), cette dernie`re modification n’est
donc pas utile.
En toute rigueur, CC(N) doit tendre vers 1 lorsque l’on dispose d’un nombre infini de
sources. Cependant, pour une distribution ale´atoire 2-D, cette limite n’est pas observe´e,
ou en tout cas correspond a` un nombre de sources inaccessible (105, 106...). Ce fit (en trait
plein Fig. 7.7) est donc ajuste´ graˆce aux deux parame`tres α et β, et reproduit les donne´es
simule´es (points Fig. 7.7). Ces courbes permettent de mettre en e´vidence deux re´sultats
importants :
– La diffusion multiple acce´le`re la convergence. En effet, pour une distanceD donne´e, la
courbe de convergence en milieu diffus est tre`s au-dessus de la courbe de convergence
en milieu homoge`ne (cf Fig. 7.7). Cela se quantifie graˆce au parame`tre α. Pour
D = 3λ, α = 0.1 en milieu homoge`ne, et α = 0.3 en milieu diffus. Lorsque nous
utilisons une seule source en milieu homoge`ne, nous traitons une source re´elle en
milieu diffusant, ainsi qu’un grand nombre de sources secondaires correspondant a` la
re´ponse de tous les diffuseurs excite´s pendant les 1000 µs d’enregistrement. Si l’on
se reporte a` la Fig. 7.7, tout se passe comme si 1000 µs contiennent l’e´quivalent de
N = 10 sources inde´pendantes.
– La diffusion multiple introduit un phe´nome`ne de saturation. Ce phe´nome`ne se quan-
tifie au moyen du coefficient β. Lorsque l’ensemble du milieu est e´claire´, les diffuseurs
agissent chacun comme une source secondaire. Si le temps d’enregistrement aug-
mente, les diffuseurs sont a` nouveau excite´s, mais leur contribution est identique (en
premie`re approximation), ils n’ajoutent pas d’information nouvelle.
Convergence CC en fonction de l’aˆge de la coda reconstruite
Nous appelons l’aˆge de la coda reconstruite, la feneˆtre de temps [τ1 τ2] de la corre´lation
∂τ 〈CAB(τ)〉N (cf Fig. 7.10). Les re´sultats sont pre´sente´s Fig. 7.11 pour une distance D =
3× λ et pour trois feneˆtres conse´cutives d’aˆge. Tre`s qualitativement, plus nous cherchons
a` reconstruire la coda tardive, plus la convergence est lente. Une explication heuristique
peut-eˆtre e´voque´e : lorsque l’on cherche a` reconstruire la coda sur une feneˆtre de temps
autour de τ , le crite`re de zone de taille de zone de cohe´rence n’est pas de´fini pour le
temps de trajet tAB, mais pour un temps τ > tAB. Les zones de cohe´rence sont donc plus
petites, le parame`tre α est plus petit, ce qui entraˆıne une convergence plus lente. Une e´tude
quantitative de ce phe´nome`ne reste a` faire.
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(1) τ =  0  − 20 µ s
(2) τ = 20 − 40 µ s




Fig. 7.11 – Convergence des corre´lations ∂τ 〈CAB(τ)〉N vers la GF de re´fe´rence, en fonction
de l’aˆge de la coda et du nombre de sources. La corre´lation est de´coupe´e en trois feneˆtres
temporelles (l’aˆge τ) : (1) 0− 20 µs, (2) 20− 40 µs, (3) 40− 60 µs. Plus nous cherchons a`
reconstruire la coda tardive, plus la convergence est difficile.
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Fig. 7.12 – Sche´ma de propagation des ondes de la source S vers les capteurs A et B. La
propagation repre´sente´e passe par le dernier diffuseur Dn. L’onde enregistre´e en A ou B
est la somme de tous les trajets pour toutes les positions possibles du dernier diffuseur.
Le trait pointille´ correspond a` la conjugaison de phase (la corre´lation). Ce sche´ma indique
clairement la compensation de phase des trajets de S a` Dn, seul subsiste dans la corre´lation
la diffe´rence de phase entre les deux trajets Dn − A et Dn −B.
7.4.2 De´but de mode´lisation
Voici un de´but de mode´lisation quantitative. De´composons le champ enregistre´ en A et
B en un trajet commun de S jusqu’au dernier diffuseur Dn, puis supposons que le trajet





2` . Dn re´e´met une coda qui correspond aux trajets SDn. Alors :
sA(t) =
∫







G(Dn, A, t)G(Dn, B, t+ τ)dtdDn
Si Dn est dans la zone de cohe´rence AB, alors
∫
G(Dn, A, t)G(Dn, B, t+ τ)dt est GAB.
L’intensite´ de la fonction reconstruite est l’intensite´ du pic de l’autocorre´lation de la coda,
c’est-a`-dire son intensite´ :
∫
coda2(t)dt. Les fluctuations autour du pic d’autocorre´lation
ont une amplitude proportionnelle a` la racine du nombre de grains d’information contenus




La pre´sence du milieu diffuseur a donc deux effets :
1. avec une seule source, il est possible de tirer partie des diffuseurs comme des sources
secondaires, et donc de remplir de fac¸on plus efficace la zone de cohe´rence.
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2. l’autocorre´lation de la coda rajoute du bruit : les lobes secondaires ;
Les diffuseurs qui vont agir comme des sources secondaires sont dans une zone dont la
taille caracte´ristique est `. Les diffuseurs a` l’exte´rieur de ce cercle, eux, contribuent a` la
coda(t). Si n est la densite´ de diffuseurs, alors il y a nϑ diffuseurs dans la zone cohe´rente,
et nϑ dans la zone incohe´rente. Cela pourrait permettre de quantifier le coefficient α :
α ∼ √n ϑ
2ϑ+ ϑ
(7.20)
Le coefficient β, lui, est calcule´ en fonction du nombre de sources inde´pendantes secon-
daires (diffuseurs dans le cercle de rayon `), et du nombre d’informations inde´pendantes
porte´es par chacune des contributions des diffuseurs. Nous pouvons nous attendre a` ce que
le temps de Thouless τD apparaisse dans ce de´veloppement.
Mode´lisation de l’asyme´trie
Il est possible avec cette analyse d’interpre´ter l’asyme´trie temporelle observe´e dans les
corre´lations. Une source proche de A va d’abord e´clairer les diffuseurs qui entourent A,
en particulier ceux qui sont dans la zone de cohe´rence de A. Au de´but de la coda hSA(t),
la corre´lation va donc faire apparaitre le terme GAB(τ), et pas GBA(τ). Ensuite, quand
la taille du halo diffus augmente, les deux zones de cohe´rence sont alors e´claire´es avec la
meˆme intensite´. Les corre´lations se syme´trisent progressivement. Le temps qui caracte´rise
la croissance du halo diffus est le temps libre moyen t∗, nous retrouvons ici un re´sultat
proche de celui propose´ par van Tiggelen (2003). Ce re´sultat devra eˆtre confirme´ par une
se´rie de simulations nume´riques.
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Chapitre 8
Conclusion
Le travail pre´sente´ dans ce manuscrit a porte´ sur l’expe´rimentation et la mode´lisation
des ondes sismiques de la coda et des ultrasons en milieu he´te´roge`ne. Nous avons propose´
deux me´thodes d’analyse de l’information porte´e par la phase des signaux multiplement
diffuse´s. Cela signifie l’exploitation des petits de´tails de la coda, des petites fluctuations
qui la constituent. La notion de phase dans la coda se rapporte donc aux formes d’ondes
enregistre´es, ce qui est diffe´rent d’une analyse de l’intensite´ moyenne (mesure de la de´crois-
sance exponentielle par exemple). Ces deux me´thodes sont :
– Une expe´rience de localisation faible des ondes sismiques.
– Une technique de corre´lation des signaux diffus, qui permet de reconstruire la fonc-
tion de Green e´lastique ou acoustique entre deux capteurs passifs. Cela permet de
faire de l’imagerie ”sans source”, avec les ondes de la coda par exemple, ou avec le
bruit ambiant. Autrement dit, avec cette technique, nous utilisons les de´tails de la
coda (et meˆme du bruit) pour imager la Terre.
Le de´veloppement des ces deux techniques montre l’inte´reˆt d’enregistrer la coda sis-
mique et le bruit sismique en plus des arrive´es des ondes directes d’un tremblement de
Terre.
Localisation faible des ondes sismiques
L’effet de localisation faible des ondes sismiques (analogue a` une expe´rience de re´trodi-
fusion cohe´rente en optique ou en acoustique) a e´te´ observe´ sur un site naturel volcanique.
Cette expe´rience de sismique active permet d’observer une surintensite´ re´trodiffuse´e a` la
source, dans la coda. Cette observation apporte un certain nombre d’informations :
1. Elle met en e´vidence de fac¸on directe la pre´sence de diffusion multiple dans la coda.
2. Elle permet de quantifier le degre´ d’he´te´roge´ne´ite´ du milieu de propagation graˆce a`
la mesure du temps de libre parcours moyen de transport t∗.
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3. Elle permet de de´finir la taille de la feneˆtre temporelle dans laquelle des enregistre-
ments sismiques peuvent eˆtre exploite´s pour l’imagerie en sismique re´flexion.
Cette expe´rience ouvre des perspectives varie´es :
– Quelle est la valeur de t∗ pour un milieu donne´ en fonction de la fre´quence ?
– Quelle est la part de la diffusion de surface par rapport a` la diffusion de volume ?
– Cette expe´rience peut-elle eˆtre ge´ne´ralise´e a` tous les milieux ge´ologiques afin de ca-
racte´riser leur degre´ d’he´te´roge´ne´ite´ ?
– En particulier, peut-on envisager d’effectuer cette technique de mesure a` plus haute
fre´quence (kHz) ? Facile a` re´aliser a` ces fre´quences, cette mesure renseigne sur la
texture des mate´riaux ge´ologiques a` l’e´chelle de quelques dizaines de centime`tres.
– A` plus basse fre´quence, cette expe´rience de localisation faible peut-elle caracte´riser la
propagation des ondes sismiques en ville, notamment dans la gamme de fre´quence de
re´sonance des baˆtiments ? A` ces fre´quences, il est probable qu’un couplage tre`s fort
existe entre le sol et les immeubles, ainsi qu’entre les immeubles eux-meˆmes. Cette
observation a des conse´quences sur l’e´valuation du risque sismique en ville.
Imagerie passive
Un principe d’imagerie en champ diffus a e´te´ de´veloppe´ dans la seconde partie du ma-
nuscrit. Ce principe a e´te´ re´cemment propose´ par Weaver and Lobkis (2001), et applique´
dans une cavite´ d’aluminium aux fre´quences ultrasonores. Il repose sur la corre´lation tem-
porelle de deux enregistrements de champs e´lastiques ou acoustiques ale´atoires (champ
diffus de la coda sismique ou ultrasonore, ou bien bruit ambiant).
Cette technique a d’abord e´te´ ge´ne´ralise´e aux milieux ouverts et diffusants. Nous avons
montre´ qu’en effectuant une moyenne sur les sources, les corre´lations convergent exactement
vers la fonction de Green entre les deux points de mesure. Une interpre´tation physique de ce
principe a e´te´ propose´e, elle est base´e sur une analogie rigoureuse entre les corre´lations de
champs et le retournement temporel des ondes. Cette interpre´tation a permis d’expliquer
divers phe´nome`nes :
– La syme´trie temporelle des corre´lations : elle de´pend d’une part de la distribution des
sources par rapport au couple de capteurs passifs, ainsi que du degre´ d’he´te´roge´ne´ite´
du milieu, d’autre part de la feneˆtre temporelle utilise´e lors de la corre´lation. La
diffusion aide a` reconstruire la GF entre deux points par corre´lation, car les diffuseurs
agissent comme des sources secondaires.
– L’efficacite´ de la reconstruction augmente avec le nombre de sources employe´es (roˆle
de la moyenne sur les sources).
– La possibilite´ de corre´ler uniquement le signe des formes d’ondes (corre´lation 1-bit).
Une e´tude plus approfondie du phe´nome`ne d’asyme´trie temporelle des corre´lations a
e´te´ mene´e. Des simulations nume´riques ont permis de ve´rifier quantitativement le roˆle de
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la position des sources et de la diffusion dans la restauration de la syme´trie temporelle. Ces
observations nume´riques ont e´te´ confirme´es par le traitement de coda sismiques acquises
en Alaska.
Une expe´rience de laboratoire reproduisant de fac¸on analogique le comportement de la
crouˆte terrestre pour la propagation des ondes a e´te´ re´alise´e. Cette expe´rience (source laser,
de´tection laser) a permis de ve´rifier l’e´mergence de l’onde de Rayleigh dans les corre´lations
de champ diffus e´lastique avec surface libre. Lorsque la diffusion n’est pas pre´sente, aucune
reconstruction d’onde de Rayleigh n’est possible. Le couplage entre les ondes de surface et
les ondes de volume a e´te´ e´tudie´ en de´tail.
La technique d’imagerie passive a ensuite e´te´ applique´e :
– a` l’imagerie d’un milieu stratifie´ par tomographie passive ultrasonore. Cette image
a e´te´ obtenue par reconstruction de l’onde directe le long d’un re´seau de capteurs
place´s au travers de 4 couches de fluides.
– a` l’imagerie d’une interface graˆce a` la reconstruction passive d’une onde ultrasonore
re´fle´chie sur une interface eau/aluminium.
– a` l’imagerie de deux diffuseurs isole´s par reconstruction passive des trajets re´fle´chis
(et meˆme multiplement re´fle´chis) entre le capteur et les deux diffuseurs. Dans cette
expe´rience, l’autocorre´lation du champ moyenne´ sur un ensemble de sources loin-
taines donne exactement la GF du capteur sur lui-meˆme. Cette GF comprend des
contributions de re´flexions multiples, faibles et tardives.
Enfin, le principe de corre´lation d’ondes diffuses s’applique de fac¸on e´quivalente au
champ ale´atoire constituant le bruit sismique. La reconstruction passive d’une onde de
Rayleigh a e´te´ obtenue par corre´lation de bruit dans la gamme de fre´quence 1-10 Hz.
Le bruit sismique a e´te´ enregistre´ par des ge´ophones implante´s sur la Lune pendant la
mission Apollo 17 (1972). Cette onde de surface dispersive permet d’imager les dix premiers
me`tres du sous-sol lunaire. A la diffe´rence de la Terre, le bruit lunaire n’est ni d’origine
anthropique (activite´ industrielle), ni d’origine me´te´orologique ou oce´anique, mais d’origine
thermique. En effet un tre`s fort couplage du bruit (et de la reconstruction de la GF) avec le
rayonnement solaire a e´te´ observe´. Cette expe´rience de´montre la faisabilite´ de la technique
d’imagerie passive par corre´lation de bruit sismique sur d’autre plane`tes que la Terre, elle
pourra donc eˆtre plus largement mise en oeuvre dans les futures missions spatiales, en
particulier sur la Lune et sur Mars.
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