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Abstract
This paper considers a cross-layer optimization problem driven by multi-timescale stochastic ex-
ogenous processes in wireless communication networks. Due to the hierarchical information structure
in a wireless network, a mixed timescale stochastic iterative algorithm is proposed to track the time-
varying optimal solution of the cross-layer optimization problem, where the variables are partitioned
into short-term controls updated in a faster timescale, and long-term controls updated in a slower
timescale. We focus on establishing a convergence analysis framework for such multi-timescale
algorithms, which is difficult due to the timescale separation of the algorithm and the time-varying
nature of the exogenous processes. To cope with this challenge, we model the algorithm dynamics
using stochastic differential equations (SDEs) and show that the study of the algorithm convergence
is equivalent to the study of the stochastic stability of a virtual stochastic dynamic system (VSDS).
Leveraging the techniques of Lyapunov stability, we derive a sufficient condition for the algorithm
stability and a tracking error bound in terms of the parameters of the multi-timescale exogenous
processes. Based on these results, an adaptive compensation algorithm is proposed to enhance the
tracking performance. Finally, we illustrate the framework by an application example in wireless
heterogeneous network.
Index Terms
Mixed timescale, Convergence analysis, Stochastic approximation, Cross-layer, Convex optimiza-
tion
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I. INTRODUCTION
Cross-layer resource optimization plays a critical role in the radio resource management of modern
wireless systems. In existing literature, cross-layer optimization can be divided into two categories.
When the system states are slowly varying, it is desirable to have dynamic controls adaptive to the
instantaneous realizations of system state. For example, in [1], [2], the authors considered dynamic
power control (adaptive to the instantaneous channel fading state) in wireless ad hoc networks. In
[3], [4], adaptive joint beam-forming is considered to mitigate interference in a cellular network. In
practice, it is quite difficult to obtain real-time observations of the global system states or real-time
signaling message passing in a large scale network because of the signaling latency1. As a result, it
is desirable to adapt the control actions to the system state statistics instead of real-time realizations.
For example, in [5] the author developed a limited feedback technique that utilizes the channel
distribution information (CDI) for communication in multiuser MIMO beamforming networks. In
[6], [7], the problem of robust transmit beamforming in multi-user communication system using the
covariance-based channel information is considered.
In practice, system states usually evolve in mixed timescales in wireless networks. For example,
in MIMO fading channels, the channel matrix changes in a short timescale (such as 10 ms) but the
correlation and the path loss change in a longer timescale (such as minutes) [8], [9]. Another example
of mixed timescale state evolution is between the queue length process (slower timescale) and the
instantaneous link quality (faster timescale) [10], [11]. When the system has a multi-timescale state
evolution, it is necessary to partition the controls in different timescales based on the information
structure induced by the system topology. As an illustration, consider a wireless heterogeneous
network with a macro base station (BS) and some relay BSs (RSs) as depicted in Fig. 1. The users
transmit data flows to the macro BS with the assistance of the RSs. The control strategies depend
on the channel state which evolves in mixed timescales. Suppose we want to adopt a cross-layer
control to the flow data rate r for each user and the transmission power p on each link so as to
maximize the average throughput in the example wireless network with time-varying channels. As
the control policy may involve network-wise coordinations, one good strategy is to partition the
control variables into local power control p and global flow control r, where the power control p
1For example, the X2 interface in e-Node B of LTE systems has latency of 10ms or more.
2Figure 1. The topology of a wireless relay network with a radio resource management (RRM) server. The BSs and the
RSs have local real-time CSI, while the RRM server has the long-term global CSI.
adapts to the instantaneous channel state information (CSI) locally and the flow rate r adapts to
the CSI statistics with a global coordination. This is because, while it is realistic for each wireless
node to acquire real-time local CSI, it is extremely difficult for the network controller to acquire
real-time global CSI. If one considers pure fast timescale control for both the power and the flow
data rate (such as in [2], [12]), the policy obtained will require real-time global CSI. This is difficult
to achieve in practice and the system performance will be very sensitive to the signaling latency in
the acquisition of global CSI. On the other hand, if one considers pure slow adaptation for both p
and r (statistical adaptation), the resulting policy will fail to exploit the instantaneous transmission
opportunity observed at each wireless node, and such an approach may be too conservative. Therefore,
it is of great importance to have a complete cross-layer control framework with timescale separations
that embraces the exogenous mixed-timescale state evolutions and exploits the information structure
of the network topology.
There are quite a few works that studied controls with different timescale state evolutions [1],
[13]–[17]. However, these works handled the different timescales separately in a heuristic manner2.
There are few works that considered a holistic cross layer optimization framework exploiting mixed
timescale algorithms, not to mention the study of convergence properties of such mixed-timescale
algorithms.
In this paper, we focus on the study of general cross-layer optimization for mixed timescales state
processes. We first setup a stochastic optimization formulation to optimize an average network utility.
The control variables are partitioned into a short-term control (adapts to fast timescale state processes)
2For example, the fast control and slow control are not optimizing the same optimization objective.
3and a long-term control (adapts to slow timescale state processes) according to the information
structure induced by specific network topology. These control variables are driven by mixed-timescale
iterative algorithms to optimize the average network utility (objective function). An important question
to the mixed timescale iterative algorithms is whether they will converge to the optimal solution.
While the convergence of some iterative algorithms such as stochastic gradient [18], [19] are quite
well-studied, these existing techniques considered one timescale iteration only and the convergence
behavior of mixed timescale algorithms is highly non-trivial due to the mutual coupling between
the short-term and long-term control variables. Specifically, there are several first order technical
challenges that need to be addressed.
• Coupling in the dynamics of the long-term and short-term iterations: In most of the existing
works involving multi-timescale control variables, the iterative algorithms driving different types
of control variables are independent from each other. In other words, the intermediate iterates
of the long-term variables in the outer-loop will not affect the convergence of the short-term
variables in the inner loop. However, this decoupling is only justified when the short-term
variables can converge to the optimal point arbitrarily fast or when we have closed-form solutions
for the short-term variables. In general, we do not have closed-form solutions and each iteration
in communication networks may also involve explicit signaling message passing. Hence, it may
not be realistic to ignore the iteration dynamics in the short-term variables. Due to these couplings
of the iterations between the long-term and short term variables, classical convergence proof in
stochastic gradient [18], [19] or stochastic programming [20]–[22] cannot be applied.
• Irreducible bias to the stochastic estimator: In standard single timescale stochastic optimization
with long-term control variables only, stochastic gradient [18], [19] is commonly used because
the true gradient of the problem contains an expectation operator which does not have closed
form expression in most cases. Using an unbiased stochastic gradient estimator [18], [19], we do
not need to compute the true gradient in every iteration. If the original problem is strictly convex,
the stochastic gradient algorithm will converge to the optimal solution [18], [19]. However, in
the mixed timescale iterations, the convergence errors of the short-term control variables in the
inner loop will induce an irreducible bias to the stochastic gradient estimator of the long-term
control variables in the outer-loop. As such, standard convergence proof in stochastic gradient
[18], [19] cannot be applied.
• Exogenous Stochastic Variations of the State Processes: In addition to the coupling in the
mixed timescale iterations as well as the irreducible bias due to the short-term control iterations,
the system states of the wireless system are also evolving stochastically. For example, the long-
term state process (such as the channel path loss, the MIMO channel correlations or even the
4network topology) may be time-varying due to the mobility of the users in the network or
shadowing process. As such, these exogenous variations will also have a profound impact on
the convergence behavior of the mixed timescale iterations.
A. Related words
In [23], [24], we have studied the convergence behavior of iterative algorithms in wireless systems
under time-varying channel states. However, these works have focused on one-timescale iterations
and the approach cannot be applied to address the above challenges in mixed-timescale iterations.
There are also limited works on multi-timescale stochastic optimizations. In [20]–[22], multi-stage
stochastic programming has been applied for logistic and financial planning problems. However, the
problem considered has very a special form (linear program (LP)) and the solutions cannot be applied
to our problems, which has a more general non-linear form. There are also some application examples
[1], [13]–[17] that decompose the stochastic optimization problems into two timescale hierarchical
solutions. However, all these works did not consider the tracking issues associated with exogenous
variations of the problem parameters. In [25], [26], the authors studied the stochastic tracking al-
gorithms in a regime-switching environment which is driven by a finite state two-timescale Markov
chain. A dynamic step-size selection algorithm for the tracking in a regime-switching environment
has been proposed in [27]. Nevertheless, a general understanding of the convergence behavior of
mixed-timescale algorithms is still needed.
B. Our contribution
In this paper, we propose an analysis framework to study the convergence behavior of mixed
timescale iterative algorithms of cross-layer stochastic optimization for wireless networks. Specifically,
we first introduce the cross-layer stochastic optimization framework and the variable partitioning ac-
cording to the information structure available. We then consider a mixed timescale iterative algorithm
and study the dynamics and coupling using continuous time stochastic differential equation (SDE). We
show that the study of the convergence behavior of the mixed timescale algorithm is equivalent to the
study of stochastic stability of a virtual dynamic system specified by a system of SDE. Furthermore,
the optimal solution of the stochastic optimization problem is equivalent to an equilibrium point of the
virtual dynamic system. As a result, the convergence behavior of the algorithm is similar to the control
problem of tracking a moving target [23], [24]. Based on this insight, we derive an upper bound on
the tracking error of the mixed timescale algorithms under exogenous variations of the short-term and
long-term state processes. Based on the insights of the impact of exogenous variations, we propose
a low complexity compensation algorithm which can substantially enhance the tracking behavior of
the mixed timescale algorithms. Finally, we apply this framework to an example topology in wireless
5heterogeneous networks with relays. Numerical simulations verified the theoretical insights obtained
and also demonstrated significant performance gain of the proposed compensation algorithms.
The paper is organized as follows. Section II illustrates the system model, where the cross-layer
stochastic optimization framework and the mixed timescale stochastic approximation algorithm will be
introduced. Section III studies the tracking behavior of the mixed timescale algorithm using the notion
of virtual stochastic dynamic system (VSDS) and the techniques of Lyapunov stochastic stability. In
Section V, a novel compensation algorithm is proposed to enhance the tracking performance. An
application example on flow control and power allocation in wireless relay network is illustrated in
Section VI. Section VII gives the numerical results, and we conclude the work in Section VIII.
Notations: For a scaler-valued function F : Rn 7→ R, Fx denotes the vector of its partial derivatives
with respect to vector x = (x1, . . . , xn), i.e., the i-th component of Fx is F
(i)
x =
∂F
∂xi
. For a vector-
valued function G : Rn 7→ Rm, Gx denotes the Jacobian matrix of G = (G(1), . . . , G(m)), which
is the partial derivatives of G() with respect to vector x, and whose (i, j)-th element is given by
∂G(i)
xj
. The notation bxc denotes the largest integer that is no greater than x. For column vectors
x = [x1 . . . xn]
T and y = [y1 . . . ym]T , (x, y) = [x1 . . . xn y1 . . . ym]T denotes a column vector
that stacks the vectors x and y.
II. SYSTEM MODEL
In this section, we first introduce the cross-layer stochastic optimization framework with mixed
timescale exogenous random processes. We then partition the control variables into short-term and
long-term controls and describe the mixed timescale iterative algorithms to track the optimal solutions
of the stochastic optimization problem. Based on that, we elaborate the convergence issues induced
by the exogenous random processes and formally define the tracking error between the algorithm
outputs and the optimal solution.
A. A Cross-Layer Stochastic Optimization Formulation
1) Network and Mobility Model: We first discuss the system model in a wireless communication
network with node mobilities. Consider a wireless network with Ns static nodes and Nm mobile
nodes. The location of the static nodes are fixed, and the mobile nodes are randomly distributed at
time t = 0. For time t > 0, the mobile nodes change their locations according to a widely adopted
Levy walk mobility model [28]–[30] described as follows.
Assumption 1 (Levy walk mobility model): Starting from time t = 0+, each mobile node chooses a
random destination in a restricted region centered at the initial location and moves at a constant speed
in (0, vmax]. Upon reaching the destination, the node pauses for some time and randomly chooses a
6new destination and speed to go on. The travel distance and pause time at each step follow a truncated
Levy distribution [29], [30].
Nodes are inter-connected through wireless links, and since the node mobility is restricted, we
assume that the network topology is fixed despite the mobility of the mobile nodes. The network
topology can be represented by a directed graph G = (N ,L), where N is the set of nodes and L is
the set of wireless links that connect the transmitters and the receivers. Fig. 1 illustrates an example
wireless network, where N is the set of BS, RSs and mobile users, and L is the set of wireless
transmission links between them.
Define the CSI for the j-th link as hj ∈ H. We adopt a fading model to the CSI hj as hj = hljhsj ,
where hlj = c0D
−ι
j ∈ Hl is the long-term CSI for the large-scale fading with c0 being an antenna-gain-
related constant, and hsj ∈ Hs is the short-term CSI for the small-scale fading [9], [31]. Dj ≥ Dmin
is the distance between the j-th link, and ι is the path loss exponent.
2) The CSI Dynamics: We specify the dynamics of the CSI hsj and h
l
j by the exogenous random
processes defined below.
Definition 1 (Exogenous stochastic processes): The short-term and long-term CSI processes hsj(t)
and hlj(t) are driven by the following stochastic differential equations (SDE):
dhsj = −
1
2
aHh
sdt+
√
aHdWt, h
s
j(0) = h
s
0,∀j = 1, . . . , N, (1)
dhlj = −c0ιDj(t)−ι−1vj(t)dt, hlj(0) = hl0, ∀j = 1, . . . , N, (2)
where aH > 0, vj is the relative speed of the j-th link, and Wt is a standard Brownian motion.
The positive parameter aH specifies the time-correlation of the short-term exogenous processes
{hsj(t)}, which are specified by the Ornstein-Uhlenbeck processes. hsj(t) has a Gaussian stationary dis-
tribution and |hsj | follows a Rayleigh distribution [8], [9]. On the other hand, defining (Dmin, vmax) ,
2c0ιD
−ι−1
min vmax, we have |dhlj | ≤ (Dmin, vmax)dt. The parameter , which is typically very small,
represents the timescale of the long-term processes {hlj(t)}.
3) Control Variables and the Problem Formulation: We assume the following information structure
for the wireless communication network.
Assumption 2 (Signaling information structure): Each node k ∈ N has knowledge of the local
CSI (short-term and long-term) (hsj , h
l
j) for all the links j ∈ L that connect to node k. On the other
hand, only the global long-term CSI hl = (hl1, . . . , h
l
NL
) is known at the central controller of the
network.
For example, in Fig. 1, node 5 only has the local CSI knowledge of h3, h4 and h5. Meanwhile, the
RRM server has the long-term global CSI hlj for all the nodes j. Note that the above assumption is
quite reasonable, because in practical wireless communication networks, it is relatively easy for each
7node to acquire local real-time CSI but it would be difficult for the network controller to acquire the
global real-time CSI.
According to the information structure assumption, the following defines the mixed timescale
controls in the cross-layer optimization framework.
Definition 2 (Mixed Timescale Controls): The system has two sets of control variables, namely the
short-term control and the long-term control. The short term control is denoted by a policy Ωs which
maps the realization of CSI vector h = (h1, . . . , hN ) to an action θx ∈ RNx+ . Similarly, the long-term
control is denoted by a policy Ωl which maps the realization of hl = (hl1, . . . , h
l
N ) to an action
θy ∈ RNy+ .
For example, the short-term control θx(t) = Ωs(h(t)) and the long-term control θy(t) = Ωl(hl(t))
may correspond to the transmit power control on each wireless link and the flow control of a wireless
network, respectively. The mixed timescale cross-layer stochastic optimization problem is given as
follows.
Problem 1 (Mixed timescale cross-layer stochastic optimization problem):
P0(aH , ) = max
Ωl,Ωs
E [F (θx, θy;h(t))] (3)
subject to wi(θx, θy;h(t)) = 0, i = 1, . . . ,We (4)
wi(θx, θy;h(t)) ≤ 0, i = We + 1, . . . ,W (5)
qj(θy;h
l(t)) ≤ 0, j = 1, . . . J,∀hl(t). (6)
P0 can be decomposed into a family of inner problems and outer problems:
Problem 2 (The inner problem): For given hs and hl,
P1(θy, hs, hl) = max
θx≥0
F (θx, θy;h
s, hl) (7)
subject to wi(θx, θy;h(t)) = 0, i = 1, . . . ,We (8)
wi(θx, θy;h(t)) ≤ 0, i = We + 1, . . . ,W (9)
Problem 3 (The outer problem): For given hl,
P2(hl) = max
θy≥0
E
[P1(θy, hs, hl)∣∣hl] (10)
subject to qj(θy;hl(t)) ≤ 0, j = 1, . . . J. (11)
8The collection of outer-problem solution θ∗y(hl) for each hl in (10)-(11) gives the optimal long-term
policy Ωl∗. Similarly, the collection of the solution θ∗x(h) for the inner problem P1(θ∗y, hl, hs) for a
given (hs, hl) gives the short-term optimal policy Ωs∗.
We have the following assumption on the optimization problem P0.
Assumption 3 (Properties of P0): We assume the following for the problem P0,
• Convex domain: The constraint domain specified by (4)-(6) is convex.
• Concave objective: Given any CSI variable h ∈ H, the objective function F (θx, θy;h) is strictly
concave over (θx, θy) ∈ RNx+ × RNy+ .
• Smoothness of θ∗y(hl): Define an implicit mapping ψ : hl 7→ θ∗y from the long-term CSI hl to
the optimal solution θ∗y(hl), i.e., ψ(hl) solves the outer problem P2(hl) in (10). There exists a
constant $ <∞, such that ‖ ∂∂hlψ(ξ)− ∂∂hlψ(ξ
′
)‖ ≤ $‖ξ − ξ′‖ for all ξ, ξ′ ∈ Hl.
Note that in the problem P0, we may exclude equality constraints. However, one may always
eliminate the equality constraints by either substituting them into the objective function or using the
Lagrangian primal-dual method [32], [33]. Moreover, the last assumption ensures that there is no
jump in the optimal solution θ∗y(hl) along the long-term CSI hl.
Due to Assumption 3, there exists a unique optimal solution (Ωs∗,Ωl∗) for the problem P0.
A strong motivation to such control variable partitioning is due to the information structure of local
real-time and global real-time CSI observations in wireless networks. Due to the latency involved in
global signaling of wireless networks, it is not scalable to adapt all the control variables to the fast
varying short-term CSI hs. On the other hand, adapting the control only to the slow varying long-term
CSI hl would be too conservative because it fails to exploit the real-time local CSI observations hs(t)
for opportunistic diversity gain [31]. One favorable way to strike a balance between performance and
scalability is to partition the control variables as long-term y and short-term control θy(t) = Ωs(h(t)).
Another motivation of the control timescale separation is the layered control architecture widely
adopted in the wireless system [1], [34]. For example, the short-term control policy may correspond
to physical layer control (e.g. power adaptation) and the long-term control may correspond to upper
layer control (such as routing and admission control).
B. Example: Power and Flow Control in Wireless Relay Network
We illustrate the mixed timescale control with an example network with a macro BS and NR
RSs. A set of end users E each transmits one data flow to the macro BS with the assistance of
a collection of RSs R. Fig. 1 illustrates a specific network topology with NR = 2 RSs, Nm = 4
mobile users, N = 6 links, and L = {1, . . . , 6}, E = {1, 2, 3, 4}, R = {5, 6}, N = E ∪ R ∪ {0},
where node 0 denotes the macro BS. Wireless links towards a common receiving node share the same
9time-frequency resource and multi-user detection (MUD) is used to handle cross-link interference.
The maximum achievable transmission data rate at receiving node m is a set of rates ck that satisfy
the following constraints [31],∑
k∈S
ck < log
(
1 +
∑
k∈S
|hk|2pk
)
, ∀S ⊂ L+(m) (12)
where L+(m) denotes the set of links that inject data flows to the receiving node m. For example,
in Fig. 1, L+(5) = {3, 4}, L+(6) = {2, 5} and L+(0) = {1, 6}.
Denote rj as the flow rate from node j ∈ E and Ωr(hl) as the flow control policy that maps the
large-scale fading variable hl = (hl1, . . . , h
l
N ) to the flow control r = (r1, . . . , r|E|). Denote pk as the
power allocation on link k ∈ L and Ωp(h) as the power allocation policy that maps the CSI vector
h = (h1, . . . , hN ) to the transmission power p = (p1, . . . , pN ). Corresponding to (3), a two-timescale
stochastic maximization can be formulated as follows,
Problem 4 (Power and flow control in wireless relay network):
max
Ωr,Ωp
E
[∑
j∈E log(rj)− V
∑
k∈L pk
]
(13)
subject to
∑
k∈S ck < log
(
1 +
∑
k∈S |hk|2pk
) ∀S ⊂ L+(m),∀m ∈ R ∪ {0} (14)
ck =
∑
j∈C(k) rj ∀k ∈ L (15)∑
k∈L+(m) ck −
∑
k∈L−(m) ck = 0 ∀m ∈ R (16)
where C(k) denotes the collection of data flows rj that routes through link k, and L−(m) denotes
the set of links that carry data flows from the transmitting node m.
For example, in Fig. 1, C(4) = {r4}, C(5) = {r3, r4}, C(6) = {r2, r3, r4}, and L−(k) = k, for
k = 1, . . . , 6. We consider proportional fair utility [35] in the objective function of (13). Constraints
(14)-(15) are the MUD capacity constraints, and constraints in (16) are the flow balance constraints,
where the incoming data flow should be balanced with the outgoing data flow at each RS.
With timescale separation of the control Ωp and Ωr, the above stochastic maximization can be
decomposed into families of inner problems and outer problems.
Problem 5 (Inner power control): For given flow data rate r and CSI h,
Q(r;h) = max
p0
−V ∑k∈L pk (17)
subject to
∑
k∈S ck(r) < log
(
1 +
∑
k∈S |hk|2pk
)
, ∀S ⊂ L+(m), ∀m ∈ R ∪ {0} (18)
where ck(r) =
∑
j∈C(k) rj , ∀k ∈ L.
Problem 6 (Outer flow control): For given the large-scale fading variable hl,
max
r0
E
[∑
j∈E log(rj) +Q(r;h)
]
(19)
subject to
∑
k∈L+(m) ck(r)−
∑
k∈L−(m) ck(r) = 0 ∀m ∈ R. (20)
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Components in the example Corresponding components in the model
hs Vector of small-scaling fading of the wireless links hs Short-term CSI variable
hl Vector of path loss variables of the wireless links hl Long-term CSI variable
h The aggregated CSI h The aggregated CSI
Ωp Power control policy Ωs Short-term control policy
Ωr Flow control policy Ωl Long-term control policy
p Power allocation θx Short-term control variable
r Flow rate control θy Long-term control variable
(13) Objective function F () Objective function
(18) Constraints for the inner problem (6)-(4) Constraints for the inner problem (7)
(20) Constraints for the outer problem (11) Constraints for the outer problem (10)
Table I
PROBLEM ASSOCIATIONS BETWEEN THE EXAMPLE AND THE MIXED TIMESCALE SYSTEM MODEL.
In this example, the power allocation p in (13) corresponds to the short-term control variable θx
in (3), and the flow data rate variable r in (13) corresponds to the long-term control variable θy. The
objective function in (3) is specified by
F (p, r;hs,hl) =
∑
j∈E
log(rj)− V
∑
k∈L
pk.
Meanwhile, the inner problem constraints (8)-(9) and the outer problem constraints (11) are specified
by (18) and (20), respectively. Moreover, the short-term control policy Ωs in Definition 2 is specified
by the power control p(t) = Ωp(h(t)) in this example. Similarly, the long-term control policy Ωl
is specified by r(t) = Ωr(hl) here. One can check that the objective function (13) is concave in
(p, r) and the optimization domain specified by (14)-(16) is convex. In addition, as the Lagrangian
function [32], [33] of the constrained problem (13)-(16) is continuous in h, the smoothness condition
in Assumption 3 is satisfied as well. Table I summarizes the associations between the example and
the mixed timescale system model in Section II-A.
The control variable partitioning is motivated by the information structure of the wireless relay
network. On one hand, the CSI hk is available at some corresponding receiving node m = {k :
k ∈ L+(m)}. Hence the inner problem is solved locally at each receiving node m ∈ R ∪ {0} based
on real-time CSI {hk : ∀k ∈ L+(m)}. On the other hand, solving the outer problem with the flow
balance constraints (16) (or (20)) requires a global coordination. Updating the variable r needs to
have the global knowledge of Q(r;h) and the statistics of the long-term CSI hl. It also needs to
handle the global coupling induced by the flow balance constraints (16) (or (20)). As a result, explicit
message passing is involved and the update can only be done in a longer timescale.
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Figure 2. An illustration of the two-timescale algorithm.
C. Iterative Solution of the Mixed-Timescale Stochastic Optimization Problem
In this section, we discuss a stochastic gradient based two-timescale algorithm for solving P0(aH , ),
which consists of an inner iteration and an outer iteration. We are interested in the case where the
inner and outer problems P1 and P2 do not have closed form solutions and iterations are needed to
find the optimal solution.
Let x = (θx, λx) be the variable for the inner iteration, where θx is the short-term control variable
in (7) and λx is an algorithm specific auxiliary variable3. Similarly, let y = (θy, λy) be the variable
for the outer iteration, where θy is the long-term control variable in (10) and λy is the auxiliary
variable. The time is partitioned into frames with duration τ and slots as illustrated in Fig. 2. One
frame consists of Ns slots and local real-time CSI is acquired at each node at the beginning of each
frame. During the ns-th slot and the nf -th frame (nf = bns/Nsc), the short-term variable xns and
long-term variable ynf are updated according to the following mixed-timescale iterations,
xns = PX (y)
[
xns−1 + γnsG(xns−1, ynf ;h
s(nfτ), h
l(nfτ))
]
(21)
ynf = PY
[
ynf−1 + µnfK(xns , ynf−1;h
s(nfτ), h
l(nfτ))
]
(22)
where γns and µnf are the step size sequences, PD [] is an Euclidian projection onto the domain D,
and X (y) and Y are the domains related to the problem constraints (8)-(9) and (11). Fig. 2 illustrates
the timescales of the iterations in (21)-(22). Each node acquires local CSI at each frame boundary
and updates the short-term control variables xns once at each slot according to (21). The centralized
controller updates the long-term variable ynf once every frame according to (22).
In addition, we consider the following assumptions on the iterations (21)-(22).
3In Lagrange primal-dual methods, λx is the Lagrange multiplier.
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Assumption 4 (Properties of the iterations): Denote M() , (G(),K()) as the mapping of the
joint iteration vector (xns , ynf ). We assume the following properties:
• Definiteness of the iteration mappings: The Jacobian matrices of the iteration mappings Gx() ,
∇xG(), Ky() , ∇yK(), and ∇M have the following properties: There exists αx, αy, α > 0,
such that xTGxx ≤ −αx‖x‖2, yTKyy ≤ −αy‖y‖2, and (x, y)T∇M(x, y) ≤ −α
(‖x‖2 + ‖y‖2)
for all (x, y) ∈ (∪y∈YX (y))× Y , given any (hs, hl) ∈ Hs ×Hl.
• Lipschtiz continuous and bounded growth: There exist positive constants lx and ly, such that
‖K(x, y1; )−K(x, y2; )‖ ≤ ly‖y1− y2‖, for all y1 and y2, and ‖Kx(x, y; )x‖ ≤ lx‖x‖, for all
x.
Note that the first assumption is easily satisfied in a compact domain. It is needed to guarantee
the iterations (21)-(22) to be stable under exogenous variation of h(t), where the parameters αx
and αy indicate the convergence speed of the inner iteration and the outer iteration, respectively,
and α indicates the convergence speed of the whole algorithm (under one-timescale). The second
assumption is a standard assumption for studying the convergence. In this paper, we are interested in
the convergence of (21)-(22) to the stationary points defined as follows.
Definition 3 (Stationary points of (21)-(22)): Given y and (hs, hl), the partial stationary point xˆ(y;hs, hl)
of (21) is given by the solution of
x− PX (y)
[
x+G(x, y;hs, hl)
]
= 0.
Similarly, given hs and hl, the stationary point (x∗(h), y∗(hl)) of (21)-(22) is given by the solution
of
x− PX (y)
[
x+G(x, y;hs, hl)
]
= 0
y − PY
[
y + EK(x, y;hs, hl)
]
= 0
Under Assumption 4, the partial stationary point and the stationary point defined above is unique.
Remark 1 (Interpretation of the projection): The projection PD(θ) is to find the nearest point x ∈
D from θ, i.e., x = PD(θ) is the solution to the minimization problem minx ‖x − θ‖22, subject to
x ∈ D. Note that if the constraint set is a hyper-rectangle, i.e., D = ΠNi=1[ai, bi], the projection can
be computed by restricting each component as ai ≤ x(i) ≤ bi. When a general constraint set D is
considered, the projection can be computed by Lagrange multipliers [32], [33].
Remark 2 (Examples of iterative algorithms): Different choices of the iteration mappings G() and
K() yield different variants of the stochastic algorithm. We review a few commonly used algorithms
in the following.
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• Stochastic projected gradient [18], [19]: The mappings G() and K() are the gradients of the
objective function F () in (3). Specifically,
G(xns−1, ynf ;h
s(tnf ), h
l(tnf )) = Γx∇xF (xns−1, ynf , hs(nfτ), hl(nfτ)) (23)
K(xns , ynf−1;h
s(tnf ), h
l(tnf )) = Γy∇yF (xns , ynf−1, hs(nfτ), hl(nfτ)) (24)
where Γx and Γy are positive definite scaling matrices to accelerate the convergence. The iteration
variables xns and ynf in (21)-(22) correspond to θx and θy in (3), i.e., θx(ns) = xns and
θy(nf ) = ynf . In addition, the projection domains in (21)-(22) are specified by
X (y) = {θx ∈ RNx+ : (8)− (9) are satisfied}, Y = {θy ∈ RNy+ : (11) is satisfied}. (25)
Note that K() is a stochastic estimator of the desired gradient descent direction
∇yE
[
maxx F (x, ynf−1;h(nfτ))
∣∣hl(nfτ)] (c.f. [19], [36]).
• Stochastic primal-dual algorithm [33], [37]: We first form a Lagrangian function of the problem
in (3),
L(θx, θy, λx, λy;h) = F (θx, θy; )−
∑
i
λx,iwi(θx, θy; )−
∑
j
λy,jqj(θy; )
where λx ≥ 0 and λy ≥ 0 are the Lagrange multipliers for the primal variables θx and θy,
respectively. Let x = (θx, λx) and y = (θy, λy). The mappings G() and K() for stochastic
primal-dual algorithm are given by
G() =
 ∇θxL(θx, θy, λx, λy;h)
−∇λxL(θx, θy, λx, λy;h)
 , and K() =
 ∇θyL(θx, θy, λx, λy;h)
−∇λyL(θx, θy, λx, λy;h)
 .
(26)
In addition, the projection domains are given by
X (y) = RNx+ × RW+ , and Y = RNy × RJ+. (27)
Under Assumption 4, the convergence of (21)-(22) can be established from standard techniques
[19], [36] for static CSI hs and hl, as summarized below.
Theorem 1 (Convergence under static CSI hs and hl): Consider G() and K() are given by (23)-
(24) (or (26)), with the projection domains X and Y given by (25) (or (27)). If the step size
sequences γns and µnf satisfy
∑
γns = ∞,
∑
µnf = ∞ and
∑
γ2ns < ∞,
∑
µ2nf < ∞, then the
iteration (xns , ynf ) in (21)-(22) converges to the stationary point (x∗(hs, hl), y∗(hl)). Furthermore,
(θ∗x(hs, hl), θ∗y(hl)) solves the problem in (3).
However, when the CSI hs(t) and hl(t) are time-varying, the above convergence is not guaranteed.
This is because, on one hand, the inner iteration xns may not converge and hence induce bias to
the estimator K() for updating ynf . On the other hand, the optimal target y∗(hl(t)) is time-varying
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as well, and existing convergence results [18], [19] fail to apply. In this paper, we shall focus on
investigating the convergence behavior of the mixed-timescale iterations (21)-(22) when the CSI hl(t)
and hs(t) have mixed-timescale stochastic time-variations.
D. Impact of Exogenous Variations and Tracking Errors
With the presence of the exogenous variations of h(t), the mixed timescale iterations in (21)-(22)
are continuously perturbed and the convergence to the stationary point target (x∗(h(t)), y∗(hl(t))) is
not guaranteed. The impact of the exogenous variations can be summarized as follows,
• Impact on the inner iteration xns : Since h(t) is time-varying, xns needs to track the time-
varying optimal point x∗(h(t)). The convergence error may depend on the relative variation
speed between the iteration dynamics (21) and the exogenous variations of h(t).
• Impact on the outer iteration ynf : Likewise, the optimal point y∗(hl(t)) is time-varying, and
ynf may hardly reach y∗(hl(t)). Moreover, the convergence error of the inner problem yields
Pˆ1 − P1 6= 0, which induces a bias to the estimator K() in (22).
We formally define the tracking error for the iterations (21)-(22).
Definition 4 (Tracking error): The mean square tracking error for the short-term control variable
x is defined as
ex = lim sup
nf→∞
1
nf
nf∑
i=1
E
[
‖xiNs − xˆ(yi, hs(iτ), hl(iτ))‖2
]
(28)
whereas, the tracking error for the long-term control variable y is defined as
ey = lim sup
nf→∞
1
nf
nf∑
i=1
E
[
‖yi − y∗(hl(iτ))‖2
]
. (29)
In the rest of the paper, we shall study the tracking errors ex and ey under the mixed-timescale
CSI hs(t) and hl(t).
III. VIRTUAL DYNAMIC SYSTEMS FOR CONVERGENCE ANALYSIS
In this section, we derive the virtual dynamic systems for studying the tracking error of the iterations
(21)-(22) under time-varying CSI. We first consider a mean continuous time dynamic system (MCTS)
which captures the mean behavior of the mixed-timescale iterations in (21)-(22) under static hl. Using
SDE approximations, we then extend the results to consider the impact of time-varying hl(t) on the
overall tracking errors and derive the VSDS.
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Figure 3. Illustration of the reflection term zx(t) when the virtual state trajectory xc(t) reaches the boundary of the
constrain domain.
A. Case 1: The Mean Continuous-Time Dynamic System (MCTS) for Static hl and Time-varying hs(t)
In this subsection, we consider the case for static hl and time-varying hs(t). Under time-varying
hs(t), constant step size γ should be used in the inner iteration (21) to track the time-varying partial
stationary point xˆ(t). On the other hand, since the stationary point y∗(hl) is static, a diminishing step
size µnf can be used in the outer iteration (22) to assist the convergence. We derive a mean continuous-
time dynamic system (MCTS) to characterize the “mean” behavior of the algorithm trajectories for
(21)-(22). The MCTS is defined as follows.
Definition 5 (Mean continuous-time dynamic system (MCTS)): The state trajectory of mean continuous-
time dynamic systems (MCTS) xc(t) and yc(t) are defined as the solutions to the following Skorohod
reflective ordinary differential equations (ODEs) [38],
x˙c = G(xc, yc, h
s, hl) + zx (30)
y˙c = k(yc, h
l) + zy. (31)
where x˙c , ddtxc(t), y˙c ,
d
dtyc(t). The terms zx(t) and zy(t) are the reflection terms to keep the
trajectories x and y inside their domains X (y) and Y , respectively. The function k() is defined as
k(y, hl) , lim
nf→∞
E [K(xˆ(y, h(nfτ)), y, h(nfτ))] (32)
where K() is the iteration mapping specified in (22).
Note that since the short-term CSI process hs(t) in (1) is ergodic and stationary, the limit in (32)
always exists.
Remark 3 (Interpretation of the reflection): The reflection term is the minimum force to restrict
the trajectory inside the constraint domain. Taking zx for example, for xc ∈ X˚ , in the interior of X ,
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zx = 0. For x ∈ ∂X , the boundary of X , zx lies in the convex cone generated by the inward normals
on the surface of the boundary as illustrated in Fig. 3. The magnitude of zx is such that G() + zx
lies in the tangent of the surface. Therefore, when the trajectory reaches the boundary, it can only go
along on the boundary. Note that zx(t) and zy(t) can be computed using Lagrange multipliers when
the constraint domain are not hyper-rectangles. Please refer to Appendix A for a derivation of the
reflection terms.
In the following, we illustrate the connection between the algorithm trajectory (21)-(22) and the
MCTS (30)-(31). We first derive the property of the equilibrium of MCTS.
Definition 6 (Equilibrium and partial equilibrium): The point (x∗c , y∗c ) is an equilibrium of the
MCTS (30)-(31) under (hs, hl) ∈ Hs × Hl, if x˙c = y˙c = 0, i.e., G(x∗c , y∗c , hs, hl) + zx = 0 and
k(y∗c , hl) + zy = 0. In addition, for any yc ∈ Y , xˆc(yc, h) is a partial equilibrium of the MCTS in
(30) if ˙ˆxc = 0, i.e., G(xˆc, yc, hs, hl) + zx = 0.
There is a strong connection between the iteration trajectory and the MCTS as summarized in the
following theorem.
Theorem 2 (Connection between the algorithm trajectory and the MCTS): Assume  = 0 (static
long-term CSI hl). Consider G() and K() are given by (23)-(24) (or (26)), with the projection
domains X and Y given by (25) (or (27)), and the step size sequences satisfy (i) γnf = γ for some
small enough γ > 0, and (ii)
∑
µnf =∞ and
∑
µ2nf <∞. In addition, the short-term CSI timescale
is much slower than the algorithm timescale, i.e., aHτ  γ. Then the algorithm iteration trajectory
(xns(t), ynf (t)) in (21)-(22) converges to the virtual state trajectory of the MCTS (xc(t), yc(t)) in
(30)-(31) in probability, i.e., for any η > 0,
lim sup
t→∞
Pr
{‖xns(t) − xc(t)‖ > η} = 0, and lim sup
t→∞
Pr
{‖ynf (t) − yc(t)‖ > η} = 0
where ns(t) = btNs/τc and nf (t) = bt/τc.
The theorem is established using stochastic approximation [18], [19]. We sketch the proof in
Appendix B.
From Theorem 2, the study of the algorithm convergence is equivalent to the study of the stability4
of the MCTS. The MCTS in (30)-(31) can be viewed as the desired “mean” trajectory in the
continuous-time counter-part of the discrete-time algorithm iterations (21)-(22), which has filtered
the noisy perturbation induced by the exogenous variation of hs(t) in the estimator K(). Hence,
the stability of the MCTS provides a necessary and sufficient condition for the convergence of the
original iterations (21)-(22) under static hl.
4A deterministic dynamic system x˙ = f(t, x) is asymptotically stable at the equilibrium x∗, if there is a δ > 0, such
that for any ‖x(0)− x∗‖ ≤ δ, x(t)→ x∗, as t→∞ [39].
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Note that, under Assumption 4, the MCTS (22) is asymptotically stable [39], i.e., yc(t) → y∗ as
t→∞. Therefore, from Theorem 2, we have the following result on the convergence under static hl
and time-varying hs(t) when the CSI timescale is sufficiently slower than the algorithm timescale.
Corollary 1 (Convergence under static hl and slow time-varying hs(t)): For sufficiently fast algo-
rithm iteration, i.e., aHτ  γ, the iteration (xns(t), ynf (t)) in (21)-(22) converges to (x∗(t), y∗) almost
surely, i.e., ‖xns(t) − x∗(t)‖ → 0 and ‖ynf (t) − y∗‖ → 0 almost surely, as t→∞.
Fig. 4.a) illustrates the relationships between the algorithm iterations, the virtual dynamic system
MCTS and the moving equilibrium of the MCTS for the case when both hs and hl are static. The
virtual system MCTS as well as the algorithm iterations xns and ynf would eventually converge
to the static equilibrium (x∗(h), y∗(hl)). Fig. 4.b) illustrates the case for static hl and slowly time-
varying hs(t). For variable y, there is a static equilibrium y∗(hl) of the virtual dynamic system
MCTS, and the virtual system state yc(t) converges to the static target y∗(hl). For variable x, the
trajectory of the partial equilibrium xˆ(yc(t), h(t)) is driven by the time-varying yc(t) and h(t), and
it eventually converges to the trajectory of the moving equilibrium x∗(h(t)), as yc(t) converges to
y∗(hl). Meanwhile, the dynamics of the MCTS tracks the moving partial equilibrium xˆ(yc(t), h(t)).
For both x and y, the algorithm iterations xns and ynf in (21)-(22) roughly follow the dynamics
of the virtual system MCTS. However, the case is different under time-varying hl(t) and hs(t), as
illustrated in Fig. 4.c). The equilibrium y∗(hl(t)) of the virtual dynamic system MCTS moves around
and yc(t) never converges. Affected by the time-varying y∗(t) and the error gap yc(t) − y∗(t), the
dynamics of the partial equilibrium xˆ(yc(t), h(t)) cannot converge to the optimal trajectory x∗(h(t)).
Nevertheless, the algorithm iterations xns and ynf in (21)-(22) still follow the behavior of the virtual
dynamic system MCTS.
In the next section, we extend the MCTS equivalence framework to the case with time-varying
hl(t) and aHτ ≈ γ.
B. Case 2: Virtual Stochastic Dynamic System for Time-Varying hs(t) and hl(t)
When hl(t) is time-varying, the algorithm iterations (xns , ynf ) in (21)-(22) should continuously
track the time-varying partial optimal point (xˆ(t), y∗(t)), which is a moving target as illustrated in
Fig. 4.b). As such, we consider constant step size γns = µnf = γ instead of diminishing step size.
We need to first quantify the dynamics of the moving partial equilibrium (xˆ(t), y∗(t)) from the
MCTS under the variation of hl(t). Using the CSI timescale separation property   aH for hs(t)
and hl(t), the dynamics of the moving target (xˆ(t), y∗(t)) is given by:
Lemma 1 (Dynamics of the moving partial equilibrium): Define G˜(x, y, hs, hl) = G(x, y, hs, hl)+
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Figure 4. Illustrations of the algorithm iterations, the virtual dynamic system MCTS and the moving equilibrium of the
MCTS. (a) illustrates the case for static hl and hs, (b) illustrates the case for static hl and time-varying hs(t), and (c)
illustrates the case of time-varying hl(t) and hs(t).
zx. The dynamics of xˆc(t) and y∗c (t) are given by
dxˆc = −G˜−1x (xˆc(yc, ), yc, hs, hl)
[
G˜hs(xˆc(yc, ), yc, hs, hl)dhs + G˜y(xˆc(yc, ), yc, hs, hl)dy
]
(33)
dy∗c = ψhl(h
l)dhl (34)
where G˜x() , ∂∂xG˜(xc, yc, hs, hl), G˜y() ,
∂
∂y G˜(xc, yc, h
s, hl), G˜hs() , ∂∂hs G˜(xc, yc, hs, hl) and
ψhl =
∂
∂hlψ(h
l) as defined in Assumption 4.
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Proof: Please refer to Appendix C for the proof.
With the notion of MCTS and the dynamic of the moving equilibrium in (33)-(34), the instantaneous
tracking errors can be expressed as
xns(t) − xˆc(t) = (xns(t) − xc(t)) + (xc(t)− xˆc(t))
=
√
γx˜γc (t) + x˜
e
c(t) (35)
and
ynf (t) − y∗c (t) = (ynf (t) − yc(t)) + (yc(t)− y∗c (t))
=
√
γy˜γc (t) + y˜
e
c(t) (36)
where x˜γc (t) , 1√γ
(
xns(t) − xc(t)
)
and y˜γc (t) , 1√γ
(
ynf (t) − yc(t)
)
are the scaled error gap between
the iteration trajectory (21)-(22) and the MCTS, and x˜ec(t) , xc(t)− xˆc(t) and y˜ec(t) , yc(t)− y∗c (t)
are the scaled tracking error from the MCTS to the moving partial equilibrium (33)-(34).
Even though it is very hard to quantify the tracking errors xns(t) − xˆc(t) and ynf (t) − y∗c (t), we
can try to study the distributions of the decomposed error states x˜γc (t), x˜ec(t), y˜
γ
c (t), and y˜ec(t) with
the help of a virtual dynamic system defined in the following.
Define a joint virtual state u(t) = (x˜c(t), y˜c(t), x˜ec(t), y˜
e
c(t), h˜
s(t)) ∈ R2Nx+2Ny+N , where x˜c, x˜ec ∈
RNx , y˜c, y˜ec ∈ RNy and h˜s(t) is a short-term virtual CSI state with initial value h˜s(0) = hs(0).
Correspondingly, define a virtual long-term CSI state h˜l(t) as the solution of dh˜l = − τNsγHL(t)dt,
with initial value h˜l(0) = hl(0), where HL(t) is an N ×N diagonal matrix, with the j-th diagonal
element being c0ιDj(t)−ι−1vj(t). We use a short hand notation G˜−1x G˜hs() to stand for the matrix
G˜−1x (xc, yc, hs, hl; t)G˜hs(xc, yc, hs, hl; t) from (34). The VSDS is defined as follows.
Definition 7 (Virtual stochastic dynamic system (VSDS)): The virtual state trajectory of the VSDS
u(t) is characterized by the following SDE:
du = U1(t, u)dt+ U2(t, u)dWt + dZu (37)
where
U1(t, u) ,

Gx(xc, yc, h˜
s, h˜l)x˜c +Gy(xc, yc, h˜
s, h˜l)y˜c
N−1s Kx(xˆc, yc, )(x˜c + x˜ec) +N−1s Ky(xˆc, yc, )y˜c
G(xc, yc, h˜
s, h˜l)− 12 aHτNsγ G˜−1x G˜hs()h˜s + G˜−1x G˜y()N−1s k(yc, h˜l)
N−1s k(yc, h˜l) +
τ
Nsγ
ψhl(h˜
l)HL(t)
−12 aHτNsγ h˜s

,
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and
U2(t, u) ,

0Nx×Nx . . . 0Nx×N√
τN−1s Σ
1
2 (yc; h˜
l)
...
0Nx×Nx
√
aHτ
Nsγ
G˜−1x G˜hs
... 0Ny×Ny 0Nx×Nx
0 . . .
√
aHτ
Nsγ
IN

.
Moreover, Wt is a (2Nx + 2Ny +N)-dimensional Brownian motion, dZu =
(
0Nx , dZx + dZy,
G˜−1x G˜y()dZy, dZy,0N
)
is the reflection term, and Σ(yc; h˜l) is the covariance matrix for the stochastic
estimator K() in (22).
As is summarized in the following theorem, the VSDS provides a weak convergence limit (con-
vergence in distribution, c.f. [19], [36]) to the dynamics of the error gaps x˜γc (t), x˜ec(t), y˜
γ
c (t), and
y˜ec(t), when γ → 0.
Theorem 3 (Algorithm Tracking Errors and VSDS): Assuming CSI timescale separation for hl(t)
and hs(t), i.e.,  aH , the joint state (x˜γc , y˜γc , x˜ec, y˜ec , h˜s) weakly converges to u(t), as γ → 0, which
is the solution to the VSDS in (37).
Proof: Please refer to Appendix D for the proof.
The above results allow us to work with the VSDS in (37) to study the convergence of the mixed
timescale tracking algorithm (21)-(22). The VSDS provides statistical dynamics for the decomposed
tracking error states. We formally summarize the connection between the VSDS and the tracking
errors for the mixed-timescale iterations (21)-(22) in the following theorem.
Corollary 2 (Connections between the VSDS and the iterations): Assuming CSI timescale separa-
tion for hl(t) and hs(t), i.e.,  aH , the tracking errors for the algorithm iterations (21)-(22) defined
in (28) and (29) can be upper bounded from u(t), i.e.,
ex ≤ lim sup
t→∞
1
t
max (γ, 1)
ˆ t
0
E
[‖x˜c(s)‖2 + ‖x˜ec(s)‖2] ds
and
ey ≤ lim sup
t→∞
1
t
max (γ, 1)
ˆ t
0
E
[‖y˜c(s)‖2 + ‖y˜ec(s)‖2] ds
where x˜c(t), x˜ec(t), y˜c(t), and y˜
e
c(t) are the components of the joint state u(t) in the VSDS (37).
Corollary 2 can be seen from the tracking errors (35)-(36) and the results in Theorem 3. With
Theorem 2, we can focus on studying the stochastic stability (formally defined in Section IV-A) of
the VSDS in (37) in order to understand the convergence behavior of the mixed timescale iterations
in (21) and (22).
Moreover, the VSDS suggests that the tracking errors consist of two parts: (i) the steady state error
γ‖x˜c‖2 and γ‖y˜c‖2, which are the mean square error gaps between the iteration trajectory (xns , ynf )
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in (21)-(22) and the MCTS (xc(t), yc(t)) in (30)-(31), and (ii) the mean tracking error ‖x˜ec(t)‖2 and
‖y˜ec(t)‖2, which are the mean square distances between the MCTS and the target moving partial
equilibrium (xˆ(t), y∗(t)) in (33)-(34). Note that when hl is static, i.e., HL(t) ≡ 0, the tracking error
y˜ec(t) in the VSDS converges to 0, and hence, there is only steady state error γ‖y˜c‖2 (due to constant
step size) for the long-term variable y.
IV. CONVERGENCE ANALYSIS OF MIXED TIMESCALE ITERATIONS
In this section, we derive the tracking error bound of the mixed timescale iteration (21)-(22)
by studying the VSDS obtained from Section III. We first briefly review the Lyapunov stochastic
stability techniques. By studying the stability of the VSDS, we then derive a sufficient condition for
the convergence of the mixed-timescale algorithm. Moreover, we obtain a tracking error bound in
terms of the parameters of the exogenous process h(t).
A. Preliminary Results on the Lyapunov Stochastic Stability
It is very hard to derive the exact solutions for the VSDS. Instead, we are interested in the expected
upper bound value of the joint state ‖u(t)‖, which represents the aggregated tracking error ex + ey
of the iterations. This is captured by the stochastic stability in mean square defined as follows.
Definition 8 (Stochastic stability in mean square): Given any initial state u(0) ∈ U , the stochastic
process u(t) is globally stochastically stable in mean square, if there exists 0 ≤ δ < ∞, such that
lim supt→∞
1
t
´ t
0 E ‖u(τ)‖2 dτ ≤ δ.
We use a Lyapunov method to study the stochastic stability of u(t). Define a non-negative function
V (u) = 12u
Tu along the trajectory of u(t). The function has the property that V (u) ∼ ‖u‖2, which
plays the role of an energy function, where a larger ‖u‖ gives a larger function value. We summarize
the main techniques of stochastic stability analysis as follows.
Definition 9 (Lyapunov drift operator): Consider a stochastic process u(t) and a real-valued Lya-
punov function V (u). The Lyapunov drift operator is an infinitesimal estimator on V () defined as
L˜V (u) = limδ↓0 1δ [E [V (u(t+ δ)|V (u(t)]− V (u(t))] .
Lemma 2 (Stochastic Stability from Lyapunov Drift): Consider a function f(u) that satisfies f(u) ≥
a‖u‖r for all u ∈ U , and some a, r > 0. Suppose the stochastic Lyapunov drift of the process u(t)
has the following property
L˜V (u) ≤ −f(u) + g(s) (38)
for all u ∈ U , where s(t) is a stochastic process that satisfies lim supt→∞ 1t
´ t
0 E [g(s(τ))] dτ ≤ d for
some function g(s) and d <∞. Then the process u(t) is stochastically stable, and
lim sup
t→∞
1
t
ˆ t
0
E‖u(τ)‖rdτ ≤ d
a
.
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The above result is based on the Foster-Lyapunov criteria for continuous time processes in [40]
and is a simple extension of the results in [24, Theorem 2]. The advantage of the Lyapunov method
enables a qualitative analysis of the SDE without explicitly solving it. Using such a technique, we
derive the stability results for the mixed timescale algorithm in the following.
B. Stability of the Mixed-Timescale Algorithm
Corresponding to stability of a random process, we define the iteration stability as follows.
Definition 10 (Stability of the iteration): The iterations (21) and (22) are stable if the correspond-
ing tracking error defined in (28) and (29) are bounded, i.e., there exists a B < ∞, such that
ex + ey ≤ B.
Note that due to the stochastic iterations, the tracking errors defined in (28) and (29) may be
unbounded statistically. To study the algorithm stability, we can equivalently investigate the stability
of the VSDS u(t). Towards this end, we first construct a Lyapunov drift L˜V (u) on the trajectory of
the VSDS in (37). We then proceed to find a function g(s) that satisfies condition (38). Finally, we
use Theorem 2 to obtain the stability result.
We summarize the sufficient conditions of the stability of the mixed timescale algorithm as follows.
Theorem 4 (Sufficient conditions for the algorithm stability): Assume CSI timescale separation for
hl(t) and hs(t), i.e.,  aH . Suppose that there exist 0 < vH , vy <∞, such that ‖G−1x Ghs‖ ≤ vH
and ‖G−1x Gy‖ ≤ vy. Then the sufficient condition for the algorithm to be stable is given by
αNs
(
8αx − aHτ
Nsγ
v2H
)
− 2l2x − 2l2yv2y > 0. (39)
Proof: Please refer to Appendix E for the proof.
The above results have several implications on the convergence.
• Convergence of the inner problem: The term Ns
(
8αx − aHτNsγ v2H
)
specifies the convergence
behavior of the inner problem. Recall that the parameter aH controls the variation speed of
the fast changing CSI hs(t), αx represents the convergence rate of the inner problem, τ is the
frame duration, Ns is the number of slots per frame, and γ is the step size. As such, for a given
aH , we need to have sufficiently fast inner iterations (αx) or sufficient number of slots per frame
(Ns) in order to have bounded tracking error.
• Convergence of the outer problem and the coupling effect: The convergence of the inner problem
and outer problem is coupled together. The stability of the inner problem (a positive 8αx−aHτNsγ v2H )
is a premise of the stability of the whole algorithm. To achieve the stability, we desire small
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vH and lx, which represent the sensitivity of the partial stationary point xˆ w.r.t. the change of
hs(t). On the other hand, we also want the parameters ly and vy to be small, which means that
y∗ shall not be quite sensitive to the bias induced by the tracking error xns − xˆ(ynf , ).
• Impact from the iteration timescale: One can reduce the frame duration τ , increase the number
of slots Ns per frame, or increase the step size γ to enhance the stability of the overall algorithm.
However, shortening the frame duration τ may result in a larger amount of signaling overhead
to update the long-term variable ynf and the acquisition of local CSI hs(nfτ); increasing the
number of slots Ns yields a higher computational complexity; and moreover, a large step size
γ may give larger steady state error O(γ) for the discrete-time trajectory.
C. Upper Bound of the Tracking Error
Stability is only a weak result of convergence. We are interested in the tracking error bound of the
algorithm. Under the sufficient condition specified in (39), using the Lyapunov technique in Lemma
2, we study the result on the upper bound of the tracking errors ex and ey.
Theorem 5 (Upper bound of the tracking error): Assume the conditions in Theorem 4. If Σ ,
lim supt→∞
1
t
´ t
0 tr
(
Σ(y∗(hl(τ)))
)
dτ <∞, the tracking errors ex and ey are given by:
ex + ey ≤ η
ρ
(
τΣ + C
)
(40)
where ρ = O (Nsα2αxαy), η = O (√N2sα2x + α2), C = aHτγ N(1 + v2H) +O(2$2τ2γ−2), and N
is the dimension of the CSI vector hs.
Proof: Please refer to Appendix F for the proof.
The above result shows that the upper bound of the tracking error depends on several important
parameters, such as the timescale parameter aH for hs(t), the sensitivities vH and vy of the stationary
points xˆ and y∗, respectively, as well as the sensitivities $ of y∗(hl) over hl. A faster time-varying
scenario corresponds to larger aH , which result in a larger tracking error bound. In addition, we can
observe the followings.
• Special case for static hl and hs: Under static CSI, where the CSI timescale parameters aH =
 = 0, we have the term C = 0 in the error bound. The tracking error is governed by the steady
state error ηρτΣ due to the constant step size γ. Note that if diminishing step size is used for the
outer iteration (22), i.e., µnf → 0, the tracking error bound in (40) becomes 0. This corresponds
to the case in Fig. 4.a).
• Special case for static hl and time-varying hs(t): Under static hl, where long-term CSI timescale
parameter  = 0, the term C decreases, because the term O(2$2τ2γ−2) becomes 0. In particular,
if diminishing step size is used for the outer iteration (22), i.e., µnf → 0, the error bound becomes
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η
ρC and is mainly contributed by the tracking error in the inner iteration. This corresponds to
the case in Fig. 4.b).
• Impact of the algorithm parameters: When the CSI (hs, hl) is fast changing, i.e., the CSI
timescale parameters aH and  are large, one can reduce the frame duration τ , increase the
number of slots Ns per frame, or increase the step size γ to reduce the tracking error, with the
price of larger signaling overhead, higher computational complexity and larger steady state error
O(γ) as discussed in Section IV-B.
V. COMPENSATION FOR MIXED TIMESCALE ITERATIONS
In the previous sections, we have analyzed the convergence behavior of the iteration (21)-(22)
under mixed timescale time-varying CSI h(t). In this section, we shall enhance the algorithm for
better tracking performance. Since the convergence of the outer long-term variable y depends on
the convergence of the inner problem, it is essential to accelerate the convergence of the short-term
variable xns . Towards this end, we introduce a compensation term in the algorithm (21) to offset the
exogenous disturbance to the VSDS in (37).
A. Adaptive Compensations for the Time-varying CSI
Recall that in the mixed timescale iterations (21)-(22), the inner iteration tracks the moving target
xˆ(t) driven by the time-varying h(t) and y(t). On the other hand, the outer iteration tracks the
moving target y∗(t) driven by hl(t). As a result, when h(t) and y(t) are time-varying, they generate
disturbance to the tracking iterations (21) and (22). This can be seen from the dynamics of the error
states x˜ec(t) and y˜
e
c(t) in the VSDS in (37) (c.f. equations (75) and (76))
dx˜ec = G(xc, yc, h˜
s, h˜l)dt +G˜−1x G˜hs()dh˜s︸ ︷︷ ︸
exogenous disturbance from h˜s(t)
+G˜−1x G˜y()dyc︸ ︷︷ ︸
distrubance from y(t)
(41)
dy˜ec = N
−1
s k(yc, h˜
l)dt −ψhl(hl)dh˜l︸ ︷︷ ︸
exogenous disturbance from h˜l(t)
. (42)
Note that, from Theorem 2 and Corollary 1, when dh˜l = 0, the error dynamic system (42) is
asymptotically stable and the error state y˜ec(t) converges to 0. In addition, when dh˜
s = 0, the system
(41) is stable and the error state x˜ec(t) converges to 0 as well. However, with the presence of the
exogenous disturbance dh˜s and dh˜l, the error states x˜ec(t) and y˜
e
c(t) are continuously disturbed and
may fail to converge to the origin. This is illustrated in Fig. 5.
Such observation motivates us to offset the exogenous disturbance to reduce the tracking error under
time-varying hs(t) and hl(t). We start by introducing compensation terms to the MCTS (30)-(31) as
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Figure 5. Illustrations of the convergence of the iterations (xns , ynf ) and the virtual error dynamic systems x˜
e
c(t) and
y˜ec(t). (a) The algorithm iteration xns tracks the target xˆ(y(t), h(t)), which is moving due to the time-varying y(t) and
h(t). (b) The corresponding error state x˜ec(t) approaches to 0 under the mapping G(). However, the exogenous disturbance
G˜−1x G˜hs()dh˜s and G˜−1x G˜y()dyc drag it away from the origin. (c) The algorithm iteration ynf tracks y∗(hl(t)) following
the “mean”virtual trajectory yc(t). (d) The corresponding error state y˜ec(t) approaches to 0 following the virtual direction
k(). However, the exogenous disturbance ψhl(h˜l)dh˜l drags it away from the origin.
follows,
dxc = G(xc, yc, h˜
s, h˜l)dt − ˜̂G−1x G˜hs()dh˜s︸ ︷︷ ︸
compensation for h˜s(t)
− ̂G˜−1x G˜y()dyc︸ ︷︷ ︸
compensation for y(t)
(43)
dyc = N
−1
s k(yc, h˜
l)dt +ψ̂hl(h˜l)dh˜
l︸ ︷︷ ︸
compensation for h˜l(t)
(44)
where − ˜̂G−1x G˜hs()dh˜s and − ̂G˜−1x G˜y()dyc are compensation terms to offset the disturbance in (41),
and ψ̂hl(h˜l)dh˜l is a compensation term to offset the disturbance in (42). Here, for a simple discussion,
we drop the reflection terms dZx and dZy, since the projections that drive the reflections are always
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conservative5. As a result, the dynamic system in (41)-(42) becomes
dx˜ec = G(xc, yc, h˜
s, h˜l)dt+
(
G˜−1x G˜hs()− ̂G˜−1x G˜hs()
)
dh˜s (45)
+
(
G˜−1x G˜y()− ̂G˜−1x G˜y()
)
dyc
dy˜ec = N
−1
s k(yc, h˜
l)dt+
(
ψ̂hl(h˜l)− ψhl(h˜l)
)
dh˜l. (46)
Define the disturbance components as ϕhx() , −G˜−1x G˜hs(), ϕyx() , −G˜−1x G˜y() and ϕhy() ,
ψhl(). Consider ϕˆhx(x; ), ϕˆyx(x; ) and ϕˆhy(y; ) as the compensation estimators for the disturbance
components ϕhx(), ϕyx() and ϕhy(). The corresponding compensated mixed timescale algorithm is
given by,
xns = PX
[
xns−1 + γG(xns−1, ynf ;h
s(nfτ), h
l(nfτ)) (47)
+ϕˆhx(xns−1; )(4hs)ns + ϕˆyx(xn−1; )(4y)ns
]
ynf = PY
[
ynf−1 + γK(xns , ynf−1;h
s(nfτ), h
l(nfτ)) + ϕˆ
h
y(ynf−1; )(4hl)nf
]
(48)
where (4hs)ns = hs(b nsNs cτ)− hs(bns−1Ns cτ), (4y)ns = yb nsNs c − ybns−1Ns c, and (4h
l)nf = h
l(nfτ)−
hl(nfτ − τ). The compensation terms are non-zero on the frame boundary.
B. Derivation of the Compensation Estimators
Obviously, if we can precisely estimate the disturbance, its impact to the convergence can be totally
suppressed and the tracking errors x˜ec and y˜
e
c go to zero. Unfortunately, we cannot obtain perfect
estimations of the disturbance terms −G˜−1x G˜hs(), −G˜−1x G˜y(), and ψhl(hl), because they require
closed form expressions of the target (xˆ(y, hs, hl), y∗(hl)). In this section, we derive approximate
compensation terms using Lagrange duality theory [32], [33] and implicit function theorem in calculus.
1) Compensation for the Short-term Iteration xns : Consider the optimality condition [33] for the
inner problem (7),
G(θx, λx; θy, hs, hl) =
 ∇xF (θx, θy;hs, hl)−∑i λx,i∇wi(θx, θy; )
{λx,iwi(θx, θy; )}Wi=1
 = 0
where λx,i ≥ 0 and wi(θx, θy; ) ≤ 0, for all 1 ≤ i ≤ W . From the Lagrangian duality theory,
G(x; θy, hs, hl) = 0 has a unique solution xˆ = (θˆx, λˆx) for λˆx ≥ 0, and the dynamics of xˆ(t) should
satisfy Gx(xˆ; )dxˆdt + Ghs(xˆ; )dh
s
dt + Gy(xˆ; )dycdt = 0. Suppose the matrix Gx(x; ) is invertible. Using
the implicit function theorem, the compensation estimators can be given by
ϕˆhx(x; ) = −G−1x Ghs(x; ), and ϕˆyx(x; ) = −G−1x Gy(x; ). (49)
5The reflection is from the constraints that form the convex domain X (y) × Y . As the constraint domain is to restrict
the iteration trajectory, it always helps the convergence.
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2) Compensation for the Long-term Iteration yn: From the Lagrange duality theory, the optimality
condition for the outer problem (10) is given by
T (θy, λy;hl) =
 ∇yEF (θx, θy;hs, hl)−∑j λy,j∇qj(θy;hl)
{λy,jqj(θy;hl)}Jj=1
 = 0 (50)
where λy,j ≥ 0 and qj(θy; ) ≤ 0, for all 1 ≤ j ≤ J . Similarly, T (y; ) = 0 has a unique solution
y∗ = (θ∗y, λ∗y) for λ∗y ≥ 0, and the dynamics of y∗(t) should satisfy Ty(y∗; )dy
∗
dt + Thl(y∗; )dh
l
dt = 0.
Also, using implicit function theorem, an ideal compensation estimator can be given by −T −1y Thl(y; ).
Note that closed form expression is usually not available for T (y; ), due to the expectation
EF (). Alternatively, define Tˆ (θy, λy;hs, hl) ,
 ∇yF (θx, θy;hs, hl)−∑j λy,j∇qj(θy; )
{λy,jqj(θy; )}Jj=1
. Then
for given hl, Tˆy(y; ) is an unbiased estimator of Ty(y; ), since ETˆ (y; ) = T (y; ). Similarly, Tˆhl(y; )
is a unbiased estimator of Thl(y; ). As a result, the compensation estimator for the long-term iteration
can be given by
ϕˆhy(y; ) = −Tˆ −1y Tˆhl(y; ). (51)
C. Performance of the Compensation Algorithm
Although the compensation estimators derived in (49) and (51) are from approximation, we can
show that under some technical conditions, the tracking errors x˜ec and y˜
e
c from continuous-time
trajectories xc(t) and yc(t) can be significantly eliminated.
Theorem 6 (Tracking performance of the compensation algorithm): Assume CSI timescale sepa-
ration for hl(t) and hs(t), i.e.,  aH . Suppose that ϕˆhx(), ϕˆyx() and ϕˆhy(y; ) take the forms in (49)
and (51), and they are Lipschitz continuous, i.e., there exist positive constants Lˆhx, Lˆ
y
x, Lˆhy , β
h
y < ∞,
such that ‖ϕˆh(x; )− ϕˆh(xˆ; )‖ ≤ Lˆhx‖x− xˆ‖, ‖ϕˆy(x; )− ϕˆy(xˆ; )‖ ≤ Lˆyx‖x− xˆ‖ and E‖ϕˆhy(y; )−
ϕhy()‖ ≤ Lˆhy‖y − y∗‖+ βhy , for all x ∈ X (y), y ∈ Y . Then, if
(i) αyγ − τLˆhy > 0, and
(ii) αx − aHτ√
2piNsγ
Lˆhx − LˆyxN−1s ly
τβhy
αyγ − τLˆhy
− aHτ
Nsγ
(
Lˆhx
)2
> 0,
the tracking error x˜ec converges to 0 in probability, and the the tracking error for y˜
e
c is upper bounded
by E‖y˜ec‖ ≤ τβ
h
y
αyγ−τLˆhy
.
Proof: Please refer to Appendix G for the proof.
In the case when hl is static, the convergence result is given in the following corollary.
Corollary 3 (Tracking performance under static hl): Suppose ϕˆhx() and ϕˆyx() are given by (49)
and Lipschitz continuous as specified in Theorem 6. Then if αx− aHτ√2piNsγ Lˆ
h
x− LˆyxN−1s ly τβ
h
y
αyγ−τLˆhy
−
aHτ
Nsγ
(
Lˆhx
)2
> 0, the tracking error x˜ec converges to 0 in probability.
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Corollary 3 is obtained by setting the timescale parameter  = 0 in Theorem 6. It corresponds to
the case 1 scenario studied in Section III-A. However, the performance with compensation is stronger
because it does not require the short-term CSI timescale to be extremely slower than the algorithm
timescale (i.e., aHτ  γ) in Theorem 2 and Corollary 1 for the convergence.
Remark 4 (Interpretation of the results): Theorem 6 and Corollary 3 show the performance ad-
vantage of the compensation algorithm under time-varying CSI. Specifically, we have the following
observations.
• Compensation for the long-term control: When the bias βhy of the compensation estimator goes
to 0, the tracking error y˜ec = yc − y∗ of the long-term variable y converges to 0 as well. Note
that the bias βhy comes from using ∇yF () to estimate ∇yEF () in (50). To reduce the bias, we
can use a Monte-Carlo method to estimate ̂∇yEF () = 1M
∑M
m=1∇yF (xm, y0), by observing
many realizations of ∇yF (x(t), y(t0); ) in the inner timescale.
• Compensation for the short-term control: Theorem 6 implies that when the short timescale CSI
hs(t) does not change too fast (moderate aH ), the compensation algorithm can keep track with the
stationary point target. This is a much weaker condition for the conventional convergence result,
which requires aHτ  γ, i.e., the algorithm must iterate much faster than the CSI dynamics.
Moreover, one can reduce the frame duration τ , increase the number of slots Ns per frame, or
increase the step size γ to satisfy condition (ii) for enhancing the tracking of the inner iteration
xns , at the cost of larger signaling overhead, higher computational complexity and larger steady
state error O(γ) as discussed in Section IV-B.
Note that, even though there can be zero convergence errors for xc and yc in (43) and (44), the
discrete-time iterations (47) and (48) still have O(γ) steady state error due to the constant step
size γ used for the tracking. Nevertheless, Theorem 6 and Corollary 3 indicate that the proposed
compensation algorithm has an eminent convergence capability under time-varying hs(t) and hl(t).
VI. AN APPLICATION EXAMPLE: RESOURCE ALLOCATIONS IN WIRELESS MULTI-HOP RELAY
NETWORK
The mixed timescale optimization approach has vast applications in wireless communication net-
works. In the following, we consider a particular example of joint flow control and power allocation in
wireless relay network described in Section II-B. From this example, we demonstrate the compensation
algorithm and apply the theoretical results for the convergence analysis.
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A. The Two-Timescale Algorithm
We apply the stochastic primal-dual method in (26) to derive the iterative algorithm xns and ynf
in this example. Denote x = (p, λ), where λ = (λ1, . . . , λW ) is the Lagrange multiplier. For the
example problem in (13), we can form the Lagrange function as
L(p, λ, r;h) =
∑
j∈E
log(rj)− V
∑
k∈L
pk −
J∑
j=1
λj
∑
k∈Sj
ck(r)− log
1 + ∑
k∈Sj
|hk|2pk
 (52)
where W is the total number of constraints, and Sj ⊂ L+(m) for some m ∈ R ∪ {0}.
1) Iteration for the short-term variable: The optimality condition (KKT condition [41]) for the
inner problem is given by
G(p, λ; r,h) =
 ∂∂pL(p, λ, r){
λj
[∑
k∈Sj ck(r)− log
(
1 +
∑
k∈Sj |hk|2pk
)]}W
j=1
 = 0.
Following the adaptive compensation algorithm in Section V, the iteration of the short-term variable
is given by
p(ns + 1) = Pp
[
p(ns) + γ
∂
∂p
L (p(ns), λ(ns); r(nf )) + Ψˆp()
]
(53)
λ(ns + 1) = Pλ
[
λ(ns)− γ ∂
∂λ
L (p(ns), λ(ns); r(nf )) + Ψˆλ()
]
(54)
where the projection Pp () and Pλ () are to restrict the elements to be non-negative. The term
( ∂∂pL(),
∂
∂λL()) corresponds to the iteration mapping G() in (21) (and (47)). The compensations
Ψˆp() and Ψˆλ() can be derived as Ψˆp()
Ψˆλ()
 = −G−1(p,λ)Gh(p(ns), )4h(ns)− G−1(p,λ)Gy((p(ns), )4r(ns)
where 4h(ns) = h(b nsNs cτ)− h(bns−1Ns cτ) and 4r(ns) = r(b nsNs c)− r(bns−1Ns c).
2) Iteration for the long-term variable: We first derive an augmented Lagrange function L1() by
substituting the equality constraints (20) into the Lagrangian L() in (52). The optimality condition
for the outer problem is given by
T (r;hl) = ∂
∂r
EL1(p(ns), λ(ns), r(nf )) = 0.
The update of the long-term variable is given by
r(nf + 1) = Pr
[
r(nf ) + γ
∂
∂r
L1 (p(ns), λ(ns), r(nf )) + Ψˆr()
]
(55)
where the projection Pr () is to restrict r to be non-negative. The iteration (55) corresponds to the
long-term variable update for ynf in (22), and the term
∂
∂rL1 (p(ns);λ(ns), r(nf )) corresponds to
the stochastic estimator K() in (22). The compensation Ψˆr() can be derived as
Ψˆr(r(nf ),h
l(nfτ)) = −Tˆ −1r Tˆhl(r(nf );hl(nf ))(hl(nfτ)− hl((nf − 1)τ))
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Components in the example Corresponding components in the model
(p(ns), λ(ns)) Primal-dual inner iteration (53)-(54) xns Short-term iterative sequence (21)
r(nf ) Primal outer iteration (55) ynf Long-term iterative sequence (22)
(Ψˆp(), Ψˆλ()) Compensation for the inner iteration −ϕˆhxdhs − ϕˆyxdy Compensation for the inner iteration
Ψˆr Compensation for the outer iteration ϕˆhydhl Compensation for the outer iteration
R|L|+ × RW+ Projection domain for the inner iteration X (y) Projection domain for xns
R|L|+ Projection domain for the outer iteration Y Projection domain for ynf
Table II
ALGORITHM ASSOCIATIONS BETWEEN THE EXAMPLE AND THE MIXED TIMESCALE SYSTEM MODEL.
where Tˆ (r;hl) = ∂∂rL1(p, λ, r;hl) and the path loss variable hl(t) can be measured by averaging
the CSI h(t) over a certain time window.
Table II summaries the algorithm association between the example and the mixed timescale model.
B. Implementation Considerations
With the iteration timescale decomposition, we can consider two implementation scenarios of the
two-timescale algorithm: a) distributive implementation, and b) hybrid implementation.
Under distributive implementation, at each frame, each BS and RS node m ∈ R∪{0} acquires the
local CSI {hj}j∈L+(m) and exchange the local control variables {pj}j∈L+(m), {λ(m)i } and {rj}j∈L+(m)
with neighbor nodes. It then updates the long-term flow control {rj}j∈L+(m) once according to the
outer iteration (55), and updates the power control variables {pj}j∈L+(m) and {λ(m)i } in each time
slot according to the inner iterations (53) and (54). As an illustrative example, Fig. 6. a) demonstrates
the message passing under distributive implementation and the network topology in Fig. 1.
Under hybrid implementation, there is a RRM server coordinating the message passing and the
outer loop iterations in the network as illustrated in Fig. 1.. At the beginning of each frame, each BS
and RS node m ∈ R ∪ {0} obtains long-term flow control {rj}j∈L+(m) from the RRM server and
acquires the local CSI {hj}j∈L+(m). It then updates the local power control variables {pj}j∈L+(m)
and {λ(m)i } according to the inner iterations (53) and (54) in each time slot within the frame. At the
end of the frame, it passes the local variables {pj} and {λ(m)i } together with the local CSI {hj} for
j ∈ L+(m) to the RRM server. By collecting the short term variables p and λ as well as the global
CSI h, the RRM server updates the long-term flow control r using the outer iteration (55) and feeds
back to the BS and RSs at the beginning of the next frame. Fig. 6.b) illustrates the message passing
under hybrid implementation and the network topology in Fig. 1.
Note that as the inner iterations (53) and (54) require only local CSI, they can be iterated for a
finite number of steps Ns > 1 at each frame to catch up with the fast timescale CSI variations. On
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(a) Distributive implementation
(b) Hybrid implementation
Figure 6. Example algorithm implementations and message passing for the network topology in Fig. 1.
the other hand, since the outer iteration (55) requires global coordination which involves signaling
latency, it can only be updated once at each frame. However, as the long term flow control r adapts
to CSI statistics (i.e., the long term CSI hl), it does not require a fast iteration and is not sensitive
to signaling latency.
Considering the computational complexity, the two-timescale algorithm with variable partitions
reduces the computational cost at the central controller by distributing the computation of the cross-
layer network utility optimization to different nodes locally. Table III gives a comparison on the
computational complexity in terms of CPU time over one frame under the example in Section II-B.
The inner iteration is assumed to update for Ns = 30 steps in each frame under two-timescale
algorithms. The one-timescale centralized algorithm consumes more CPU time, which may not be a
good choice, since the transmission power control is delay-sensitive.
C. The Convergence Analysis
In this subsection, we derive the upper bound of the tracking error of the two-timescale iterations
(53)-(55) using the theoretical results developed in Section III. We derive the convergence rate
parameters αx and αy as follows.
Theorem 7 (Local convergence speed): Denote
ML() =
 ∂2∂p∂pL() ∂2∂p∂λL()
− ∂2∂λ∂pL() 0J×J
 .
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RRM Server (ms) Each BS (RS) (ms)
Two-timescale distributive algorithm - 0.601
Two-timescale hybrid algorithm 0.0511 0.533
One-timescale centralized algorithm 1.26 -
Table III
COMPUTATIONAL COMPLEXITY IN TERMS OF CPU TIME OF THE ONE-TIMESCALE CENTRALIZED ALGORITHM AND
TWO-TIMESCALE ALGORITHMS OVER ONE FRAME. THE SIMULATION WAS DONE ON A MATLAB PLATFORM RUNNING
ON A DESKTOP COMPUTER WITH A 2.8 GHZ SINGLE CORE CPU.
Then ML() is negative definite for all (p∗, r∗) and λ∗(p∗), under all h. In addition, given any optimal
points w = (p∗, r∗), we have the local convergence rate αx(w) ≥ −λmax(12(ML(w) + MTL (w))),
αy(w) = −λmax
(
∂2
∂r∂rL(w)
)
, where λmax(A) denotes the maximum eigenvalue of matrix A.
Proof: Please refer to Appendix H for the proof.
Using Theorem 7, a lower bound of the global convergence rate can be obtained by6 αx =
inf{αx(ω) : ω ∈ X (y)× Y, ∀y ∈ Y, ∀h} and αy = inf{αy(ω) : ω ∈ X (y)× Y, ∀y ∈ Y, ∀h}.
Given the results in Theorem 7, the the condition for algorithm stability and tracking error bound
then directly follows from the results in Theorem 4 and 5, respectively.
Note that we can always enhance the convergence and increase αx and αy by introducing a carefully
chosen positive definite scaling matrix Γ in the iterations. However, the computation of the scaling
matrix may increase the complexity for the inner iteration and require additional signaling overhead
for the outer iteration.
VII. NUMERICAL RESULTS
In this section, we simulate the tracking performance of the mixed timescale algorithm for the
example cross-layer stochastic optimization problem studied in Section II-B and Section VI. We
demonstrate the performance advantage of the mixed timescale algorithm over one-timescale algo-
rithms under the CSI model discussed in Section II-A2. In addition, we show that the proposed
two-timescale compensation algorithm in Section V significantly reduces the tracking error under
time-varying CSI.
We consider the wireless heterogeneous relay network described in Section II-B. Specifically, the
network has 1 macro BS, 2 RSs and 4 mobile users who want to transmit data flows to the macro BS.
6In fact, the domain X (y) × Y may not be compact, and αx (or αy) may then be degenerated. However, in practice,
the control variables x and y (corresponding to power and flow data rate here) cannot go unbounded. Therefore, one can
identify a confident domain X (y)× Y ⊆ X (y)× Y and H ⊆ H, which are compact, to estimate the lower bound of the
convergence rate αx (or αy).
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The BSs are static and the mobiles are moving around with a speed at most vmax = 100 km/h. The
mobility is according to the Levy walk mobility model in Section II-A1 with parameter Dmin = 75
m, ι = 1.8 and c0 = Dιmin. There are 6 wireless links as illustrated in Fig. 1, and it is assumed
that the network topology does not change during the simulation. Correspondingly, the long-term
CSI timescale parameter is  = 6 × 10−4 sec−1. The control objective is to determine the flow rate
congestion control r and power allocation p according to the proportional fair utility in (13). The
frame duration is τ = 1 ms, and the inner iterations (53) and (54) are updated for Ns = 30 steps in
each frame.
We consider the following baseline schemes:
• Baseline 1 - One-timescale centralized algorithm based on real-time global CSI [1], [12]:
The central controller (RRM server in Fig. 1) solves the deterministic version (dropping the
expectation) of the problem (13) at each time slot. The controller collects real-time global CSI
(GCSI) h(t) at each time slot and computes the optimal flow rate congestion control r(h(t))
and power allocation p(h(t)) that adapt to each realization of h(t).
• Baseline 2 - One-timescale centralized algorithm based on statistical CSI [15]: For every
Ts = 100 ms, the central controller solves a relaxed version of the stochastic optimization
problem (13), where the link capacity constraint (14) is replaced by the probability outage
constraint Pr [(14) is not satisfied] ≤ Θout, and the flow rate congestion control r and power
allocation p adapt to the statistics of the GCSI h(t).
• Baseline 3 - Two-timescale stochastic gradient without compensations: The algorithm itera-
tions are based on stochastic gradient in (23) and (24) in solving Problem 4.
Note that the baseline 1 suffers from huge computational complexity, as it searches for the optimal
solution at each time slot, which is not scalable to large networks. Moreover, baseline 1 is very
sensitive to signaling latency for the message passing throughout the network7. On the other hand,
baseline 2 is not sensitive to the signaling latency but it is too conservative as it does not exploit
the local real-time CSI knowledge at the BS and the RSs. Hence, baseline 1 and baseline 2 are for
performance benchmark only.
A. Performance of the Mixed Timescale Algorithms
Due to the exogenous stochastic variation of hs(t) and hl(t), the instantaneous link capacity
constraint in (14) and (15) may not be satisfied for every iteration outputs. To quantify the associated
7In the current practical communication networks, such as LTE, the backhaul latency is typically around 10-20 ms [42].
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Figure 7. The constraint outage probability under different CSI fading parameters aH and  = 6× 10−4. The signaling
latency is τ = 5 ms.
performance penalty, we define the constraint outage probability as follows
Pout =
1
NT
NT∑
n=1
∑
j∈L
1
{
rj /∈ Ccapm (p(n),h(n)),∀m : j ∈ L+(m)
}
where NT is the total number of transmission frames, 1{} is the indicator function, and Ccapm (p,h)
is the multi-access channel (MAC) capacity region at receiver node m, and is specified by (12).
Note that, aH = 50 corresponds to around 10 ms channel coherence time [31] and aH = 1 yields
over 200 ms channel coherence time. Fig. 7 shows the constraint outage probability under different
CSI fading parameters aH and  = 6 × 10−4. The constraint outage probability increases when
the channel is changing faster, but the proposed two-timescale compensation algorithm has the least
constraint outage probability compared with other baselines under 5 ms signaling latency and various
channel fading rates.
Fig. 8.a) gives the throughput performance assuming no signaling latency. Baseline 1 yields the
best performance, but it is highly sensitive to signaling latency, as shown in Fig. 8.b), where 5 ms
signaling latency is considered. In Fig. 8.b), as the CSI varies faster, the throughput performance of
all the schemes decrease, except for baseline 2. However, baseline 2 does not exploit the short-term
transmission opportunity and achieves only moderate performance. As a comparison, the proposed
two timescale compensation algorithm has the best performance and is robust to signaling latency. Fig.
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9 demonstrates the corresponding proportional fair utility for the different schemes under signaling
latency of 5 ms. The proposed algorithm performs much better than all the other schemes.
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Figure 10. A snapshot of algorithm trajectories of the proposed compensation algorithm and the stochastic gradient
algorithm without compensations under short timescale CSI fading parameter aH = 10 and long timescale parameter
 = 6 × 10−4. The trajectories represent the online power allocation policy p5. The proposed compensation algorithm
quickly converges to the optimal trajectory of the inner iteration, while the baseline algorithm fails to track the optimal
target and yields much larger tracking errors.
B. Tracking Performance of the Adaptive Compensation Algorithm
We evaluate the tracking performance of the two-timescale compensation algorithm over the base-
line stochastic gradient algorithm.
Fig. 10 shows a snapshot of the algorithm trajectories of the proposed two-timescale compensation
algorithm and the baseline stochastic gradient tracking algorithm without compensations, under short
timescale CSI fading rate aH = 10 and long timescale parameter  = 6 × 10−4. The trajectories
represent the online power allocation policy p5. The proposed compensation algorithm quickly con-
verges to the optimal trajectory of the inner iteration, while the baseline algorithm fails to track the
optimal target and yields much larger tracking errors.
VIII. CONCLUSIONS
In this paper, we have analyzed the convergence behavior of a mixed timescale cross-layer stochastic
optimization driven by multi-timescale CSI. The CSI dynamic is modeled by an auto-regressive
process in the short timescale (small-scale fading), and a mobility-driven dynamic process in the long
timescale (large-scale fading). We partitioned the control variables into short-term control variables
and long-term control variables, and studied the convergence of the corresponding mixed timescale
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stochastic iterative algorithm. We derived a VSDS and showed that studying the algorithm conver-
gence is equivalent to studying the stochastic stability of the VSDS. Using Lyapunov stochastic
stability analysis, we derived a sufficient condition for the algorithm to be stable. In addition, we
derived a tracking error upper bound in terms of the parameters of the mixed timescale CSI process.
Based on these results, we proposed an adaptive compensation algorithm for enhancing the tracking
performance. The analysis framework and the proposed algorithms were applied to an application
example in a wireless heterogeneous network. Numerical results matched with the theoretical insights
and demonstrated significant performance gain of the proposed compensation algorithms over the
baselines.
APPENDIX A
DERIVATIONS OF THE REFLECTION TERMS zx AND zy
Taking a small step 4t, the ODE dynamics (30)-(31) can be written as
xc(t+4t) = xc(t) +G(xc(t), yc(t), hs(t), hl(t))4t+ zx(t)4t
= PX (y)
[
xc(t) +G(xc(t), yc(t), h
s(t), hl(t))4t
]
yc(t+4t) = yc(t) + k(yc(t), hl(t))4t+ zy(t)4t
= PY
[
yc(t) + k(yc(t), h
l(t))4t
]
.
Consider that the convex domains X (y) and Y can be specified by a set of constraints ωi(x, y;h) ≤ 0,
i = 1, . . . ,W , and qi(y;hl) ≤ 0, i = 1, . . . , J , respectively. Then the Euclidean projections are
equivalent to find the points x0(4t) and y0(4t), which solve the following minimization problems
min
x
1
2‖x− (xc(t) +G(xc(t), yc(t), )4t) ‖22 (56)
subject to ωi(x, y; ) ≤ 0, ∀i = 1, . . . ,W.
and
min
y
1
2‖y − (yc(t) + k(yc(t), )4t) ‖22 (57)
subject to qi(y; ) ≤ 0, ∀i = 1, . . . , J.
The corresponding Lagrange functions are given by
L(x)(x, y, λx) =
1
2
‖x− [xc(t) +G()4t] ‖22 +
W∑
i=1
λx,i = ωi(x, y; )
and
L(y)(y, λy) =
1
2
‖y − [yc(t) + k()4t] ‖22 +
J∑
i=1
λy,iqi(y; ).
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The KKT condition [32], [33] for the problem (56) on the x variable is given by
x0(4t)− [xc(t) +G(xc(t), yc(t), )4t] +
W∑
i=1
λ∗x,i∇xωi(x0(4t), yc(t); ) = 0 (58)
λ∗x,iωi(x0(4t), yc(t); ) = 0, ∀i. (59)
Solving (58)-(59), we obtain x0(4t). Similarly, by writing the KKT condition for (57), we can obtain
y0(4t). Then the reflection terms are given by
zx(t) = lim4t→0
x0(4t)− [xc(t) +G(xc(t), yc(t), )4t]
4t
and
zy(t) = lim4t→0
y0(4t)− [yc(t) + k(yc(t), )4t]
4t .
APPENDIX B
SKETCH PROOF OF THEOREM 2
We ignore the transient states for xns and ynf , and just focus on their stationary states.
For the inner iteration xns in (21), consider a large enough ns. Since µnf is decreasing, we
have µnf  γ. From the timescale condition aHτ  γ and the step size condition µnf  γ,
the iteration (21) finds the partial optimum xˆ(y, h(nfτ)) for each h(t) = (h1(t), . . . , hN (t)), where
hj(t) = h
l
jh
s
j(t). This can be shown under Assumption 3 and 4 given a sufficiently small step size γ
[32], [33]. Note that the partial stationary point xˆ(y, h(nfτ)) of (21) is also the partial equilibrium
point xc(t) of (30). Therefore, we have established that xns(t) → xc(t), where ns(t) = btNs/τc.
For the outer iteration ynf in (22), with sufficient large nf , we have
E
[
K(xns−1, ynf−1;h
s(nfτ), h
l
∣∣hl] = E [Γy∇yF (xˆ(ynf−1, ), ynf−1;hs(nfτ), hl)∣∣hl]
= E
[
Γy∇yP1(y, hs, hl)
∣∣hl]
= Γy
ˆ
∇yP1(y, ω, hl)dFhs(ω)
= Γy∇y
ˆ
P1(y, ω, hl)dFhs(ω)
= Γy∇yE
[
P1(y, hs, hl)
∣∣hl]
, K(y, hl) (60)
where Fhs(ω) is the cumulative distribution function of the conditional probability Pr(hs = ω
∣∣hl) =
Pr(hs = ω), and the interchange of the integration and the differentiation is because the integration
is bounded (i.e., the expectation of F () is bounded). We take conditional expectation here because
y adapts to each realization of hl. Therefore, we have the gradient estimator K() = K(y, hl) + ξ(),
where ξ() is some “noise” and Eξ() = 0. Using the stochastic approximation [19], [36], yn converges
to y∗ almost surely under the assumed step size rule for µn.
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From Assumption 4, the matrix ∇yk(y, hl) = ∇yE[K()] = E [∇yK()] is a negative definite ma-
trix. Therefore, the system y˙c = ∇yk(yc, hl) is asymptotically stable [39] at a unique stationary point
y∗c (hl), where y˙∗c (hl) = ∇yk(yc, hl) = 0. According to the definition of k(y, hl), we have K(y, hl) ≡
k(y, hl). This implies that the stationary point yn of (22) is just the equilibrium y∗c of (31), i.e., y∗ = y∗c .
Then we have established the asymptotic result for lim supt→∞ Pr
{‖ynf (t) − yc(t)‖ > η} = 0, where
nf (t) = bt/τc.
APPENDIX C
PROOF OF LEMMA 1
The above results are obtained from the implicit function theorem. From the optimality condition
G˜(xˆc, yc, h
s, hl) = 0 and the implicit function theorem, we have
dxˆc(yc, ) = G˜−1x (xˆc(yc, ), yc, hs, hl)
[
G˜hs(xˆc(yc, ), yc, hs, hl)dhs
+G˜hl(xˆc(yc, ), yc, hs, hl)dhl + G˜y(xˆc(yc, ), y, hs, hl)dy
]
.
But since dhl  dhs due to the small variation of hl(t) (controlled by  aH ), the term Ghl()dhl
is comparatively small. Ignoring this term, equation (33) yields.
APPENDIX D
PROOF OF THEOREM 3
Theorem 3 can be obtained from the weak convergence results in [19], [36], [43]. In the following,
we sketch briefly how we can apply those results.
Recall that the algorithm is implemented on the timescale tnf = nfτ , where nf is the frame index
and τ is the frame duration. To establish the VSDS, we define the virtual algorithm timescales as
follows.
Definition 11 (Virtual algorithm timescale): The virtual algorithm timescale on frame is a mapping
from the frame index nf to a real number snf = nfNsγ. The virtual algorithm timescale on slot is
a mapping from the slot index ns to a real number s˜ns = nsγ.
Under the virtual algorithm timescale, the iteration indices are related as ns(s) = bs/γc and
nf (s) = bs/(Nsγ)c. The virtual algorithm times is just a scaled implementation time, and their
relationship is given by tnf = Nsnfγ
τ
Nsγ
= snf
τ
Nsγ
.
Accordingly, denote the virtual CSI state as h˜s(s). Since dtnf =
τ
Nsγ
dsnf , the timescale of the
virtual CSI dynamics h˜s(s) can be aligned with the virtual algorithm timescale snf by adding a gain
parameter τNsγ to (1) as,
dh˜s = −1
2
aHτ
Nsγ
h˜sds+
√
aHτ
Nsγ
dWs. (61)
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h˜s(s) has the same shape as hs(t), but with a different timescale.
The same trick applies to the long-term virtual CSI dynamics h˜l(s), as dh˜lj = − τNsγ c0ιDj(s)−ι−1vj(s)ds,
∀j. In a vector form, we have
dh˜l = − τ
Nsγ
HL(t)ds (62)
where HL(t) is an N ×N diagonal matrix, with the j-th diagonal element being c0ιDj(t)−ι−1vj(t).
The virtual CSI timescale separation parameter becomes ˜ = τNsγ .
We use a localization method [43] and consider the algorithm trajectories (21)-(22) and (30)-(31)
start from (x0, y0) at time s = s0 = 0, which lies in the neighborhood of (x∗(h˜s, h˜l), y∗(h˜l)). We
have
xns − xc(s˜ns)
= xns−1 − xc(s˜ns−1)
+γ
[
G(xns−1, ynf , h˜
s(snf ), h˜
l(snf )) + zx,ns −G(xc(s˜ns−1), yc(snf ), h˜s(snf ), h˜l(snf ))− zx(s˜ns)
]
(63)
−
[
xc(s˜ns)− xc(s˜ns−1)− γG(xc(s˜ns−1), yc(snf ), h˜s(snf ), h˜l(snf ))− zx(s˜ns)
]
(64)
where using Taylor expansion,
term (63) = γGx
(
xc(s˜ns−1), yc(snf ), h˜
s(snf ), h˜
l(snf )
)
(xns−1 − xc(s˜ns−1))
−γGy
(
xc(s˜ns−1), yc(snf ), h˜
s(snf ), h˜
l(snf )
) (
ynf − yc(snf )
)
+ o(γ).
Here, it is reasonable to consider zx,ns − zx(s˜ns) = 0, since if the partial equilibrium xˆc ∈ X˚ , we
eventually have zx,ns = zx(s˜ns) = 0. If xˆc ∈ ∂X , both trajectories eventually search along the
boundary, and zx,ns = zx(s˜ns) for a large enough ns.
The term (64) is just a first order Taylor expansion of the continuous trajectory (30) at the point
xc(s˜ns−1). By taking x˜
γ
c (s˜ns) =
1√
γ (xns − xc(s˜ns)) and y˜γc (snf ) = 1√γ
(
ynf − yc(snf )
)
, we have
x˜γc (s˜n) = x˜
γ
c (0) + γ
n−1∑
j=0
[
Gx
(
xc(s˜j), yc(sj), h˜
s(sj), h˜
l(sj)
)
x˜γc (s˜j)
+Gy
(
xc(s˜j), yc(sj), h˜
s(sj), h˜
l(sj)
)
y˜γc (sj)
]
+ o(γ)
= x˜γc (0) +
ˆ s˜n
0
(Gx()x˜γc +Gy()y˜γc ) ds+ o(γ)
where j , bj/Nsc frame index of the outer iteration when the inner iteration is at the j-th slot.
Equivalently,
dx˜γc = Gx()x˜γcds+Gy()y˜γc ds+ o(γ). (65)
Similarly, we derive the dynamic y˜γc (s) as follows.
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ynf − yc(snf )
= ynf−1 − yc(snf−1)
+Nsγ
[
N−1s K
(
xnf , ynf−1; 
)
+ zy,nf −N−1s K
(
xˆc(snf−1), yc(snf−1); 
)− zˆy(snf )](66)
+γ
[
K
(
xˆc(snf−1), yc(snf−1); 
)
+ zˆy(snf )− k(yc(snf−1), h˜l(snf ))− zy(snf )
]
(67)
−
[
yc(snf )− yc(snf−1)− γk(yc(snf−1), h˜l(snf ))− γzy(snf )
]
(68)
where nf , Nsnf is the slot index of the inner iteration when the outer iteration is at the nf -th
frame . The
term (66)
= (Nsγ)N
−1
s
[
K
(
xnf , ynf−1; 
)−K (xˆc(snf−1), ynf−1; )
+K
(
xˆc(snf−1), ynf−1; 
)−K (xˆc(snf−1), yc(snf−1); ) ]
= (Nsγ)N
−1
s Kx
(
xˆc(snf−1), yc(snf−1); 
) (
xnf−1 − xc(snf−1) + xc(snf−1)− xˆc(snf−1)
)
+(Nsγ)N
−1
s Ky
(
xˆ(snf−1), yc(snf−1); 
)
(ynf−1 − yc(snf−1)) + o(γ)
= (Nsγ)N
−1
s Kx
(
xˆc(snf−1), yc(snf−1); 
)
(x˜γc + x˜
e,γ
c )
+(Nsγ)N
−1
s Ky
(
xˆc(snf−1), yc(snf−1); 
)
y˜γc + o(γ)
by the first order Taylor expansion of function K() at (xˆc(snf−1), yc(snf−1)). Note that, since
4s = snf − snf−1 = Nsγ,
1√
γ
term (66) = N−1s Kx(xˆc, yc, )(x˜γc + x˜e,γc )4s+N−1s Ky(xˆc, yc, )y˜γc4s+ o(γ). (69)
Consider y∗(h˜l) ∈ Y˚ is in the interior of the domain. (The case when y∗(h˜l) is on the boundary
will be discussed later). Then it is reasonable to consider ynf ∈ Y˚ , with probability 1. We consider
the following process for the term (67),
Sγ(s) := γ
nf (s)∑
j=1
[
K(xˆc(sj), yc(sj); )− k(yc(sj); h˜l)
]
.
Choosing a sufficiently small δ > 0, we have
Sγ(s+ δ)− Sγ(s) ≈ γ
nf (s+δ)∑
j=nf (s)+1
[
K(xˆc(sj), y; )− k(y; h˜l)
]
.
where y = yc(s). The above is an approximation since we use yc(sj) ≈ yc(s) for nf (s) < j ≤
nf (s+ δ). However, the approximation is asymptotically accurate for sufficiently small δ and γ. The
central limit theorem for the state dependent process suggests that Σˆ−1/2s,δ (S
γ(s+ δ)− Sγ(s)) weakly
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converge to a normal random variable, where Σˆs,δ is the covariance matrix of Sγ(s + δ) − Sγ(s)
[36]. This implies that
1√
γ
(Sγ(s+ δ)− Sγ(s))→
ˆ s+δ
s
Σ˜
1
2
s,δdWu (70)
where Wu is a standard Winner process and
Σ˜(yc(s0); h˜
l) = γ
+∞∑
j=−∞
cov
[
K
(
xˆc(sj), yc(sj); h˜(sj)
)
,K
(
xˆc(s0), yc(s0); h˜(s0)
) ∣∣h˜l]
is the covariance matrix of the estimator K() under the virtual long-term CSI state h˜l. In addition,
we have
Σˆ(yc; h˜
l) ,
+∞∑
j=−∞
cov
[
K (xˆc(tj), yc(tj);h(tj)) ,K (xˆc(t0), yc(t0);h(t0))
∣∣h˜l]
=
Ns
τ
Σ˜(yc; h˜
l)
to be the covariance matrix of the estimator K() under the CSI state h, since the virtual algorithm
timescale sn is τNsγ times denser than the implementation timescale tn. Therefore, from (69) and
(70), we obtain
dy˜γc = N
−1
s Kx(xˆc, yc, )(x˜γc + x˜e,γc )ds+N−1s Ky(xˆc, yc, )y˜γc ds+
τ
Ns
Σˆ
1
2 (yc; h˜
l)dWs + o(γ).
Note that, in a finite horizon case for s ∈ [0, Ts], by letting γ → 0, one can drop the o(γ) term
and obtain the convergence results (x˜γc , y˜
γ
c )→ (x˜c, y˜c), where (x˜c, y˜c) is the solution to (71)-(72). In
addition, using the sophisticated techniques in [19], [36], one can further prove the convergence in
the infinite horizon case for s ∈ [0,∞) and obtain the following,
dx˜c = Gx(xc, yc, h˜
s, h˜l)x˜cds+Gy(xc, yc, h˜
s, h˜l)y˜cds (71)
dy˜c = N
−1
s Kx(xˆc, yc, )(x˜c + x˜ec)ds+N−1s Ky(xˆc, yc, )y˜cds (72)
+
√
τN−1s Σ
1
2 (yc, h˜
l)dWs + dZy.
where Σ
1
2 (yc, h˜
l) = Σˆ
1
2 (yc, h˜
l) in the case for y∗(h˜l) ∈ Y˚ .
Moreover, changing the MCTS (30)-(31) into to the virtual algorithm time s, we get
dxc = G(xc, yc,h˜
s, h˜l)ds+ dZx (73)
dyc = N
−1
s k(yc, h˜
l)ds+ dZy (74)
where dZx and dZy are reflection terms. Notice that dx˜ec = dxc − dxˆc and dy˜ec = dyc − dy∗. We
obtain the following error dynamic system
dx˜ec = G(xc, yc, h˜
s, h˜l)ds+ dZx + G˜
−1
x G˜hs()dh˜s + G˜−1x G˜y()dyc (75)
dy˜ec = N
−1
s k(yc, h˜
l)ds+ dZy − ψhl(h˜l)dh˜l (76)
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Consider the SDEs (71)-(72) and (75)-(76), and the virtual CSI dynamics (61)-(62). Rearranging
the terms and changing the virtual time notation s to t, we obtain the VSDS in (37). This proves the
claimed results.
Remark 5 (The case y∗(h˜l) on the boundary): When y∗(h˜l) is on the boundary, we can follow the
argument in [43] to find out the behavior of y˜c(s). Note that the corresponding effect is only on the
diffusion term Σ
1
2 (yc, h˜
l)dWs, where Σ(yc, h˜l) = Σ0(yc)Σˆ(yc, h˜l), and Σ0(y) = diag
(
{σ0i (y)}Nyi=1
)
,
which is defined in the following. Consider the i-th component of y∗(h˜l) is on the boundary. There
are two cases. Case i), the i-th component of the drift k(y∗;hl) is non-zero, which means there must
be a reflection force z(i)y 6= 0 on y(i)nf and y(i)c to keep them from reaching out of the boundary. Then
obviously, upon reaching y∗(i), y(i)nf is not likely to be disturbed by the noise from the estimator K()
[unless the noise is larger than the drift k(i)(y∗;hl)], and the i-th component of the diffusion term
Σ
1
2 (yc, h˜
l)dWs should be zero. Hence σ0i = 0. Case ii), the i-th component of the drift k(y
∗;hl) is
zero, which means the reflection force z(i)y depends on the disturbance noise. According to [43], we
can simply consider σ0i = 1, just as the case when y
∗(h˜l) is in the interior of Y .
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A. The Lyapunov Drift of the VSDS
It is equivalent to show the VSDS u(t) is stochastically stable. We first give the following lemma.
Lemma 3 (Ito’s lemma): Consider a stochastic process u(t) given by the following SDE, du =
f(u)dt+ g(u)dWt and a function V (u) ∈ R+. The Lyapunov drift operator on V () can be written
as L˜V = ∂V∂u f(u) + tr
[
g(u)T ∂
2V
∂uuT g(u)
]
.
We first consider that the optimal solution y∗ is in the interior of Y , which means the reflection
term dZy ≡ 0 and the matrix Σ0 (defined in Appendix D) is an identity matrix. Then using Lemma
9, the Lyapunov drift of the stochastic process u(t) can be written as
L˜V (u) =
 x˜c
y˜c
T  Gx(xc, yc, ) Gy(xc, yc, )
N−1s Kx(xˆc, yc, ) N−1s Ky(xˆc, yc, )
 x˜c
y˜c
 (77)
+y˜Tc N
−1
s Kx(xˆc, yc, )x˜ec + (x˜ec)T G(xc, ) + (x˜ec)T G−1x Ghs(−
1
2
)
aHτ
Nsγ
h˜s
+ (x˜ec)
T G−1x GyN
−1
s k(yc, h˜
l) + (y˜ec)
T N−1s k(yc, h˜
l)
+
τ
Nsγ
(y˜ec)
T ψhl(h˜
l)HL − 1
2
aHτ
Nsγ
(
h˜s
)T
h˜s +
1
2
tr
(
τN−1s Σ(yc)
)
+
1
2
tr
[
aHτ
Nsγ
(
G−1x Ghs
)T (
G−1x Ghs
)
+
aHτ
Nsγ
I
]
where xˆc denotes the partial optimum xˆc(yc, hs, hl; t).
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B. The Upper Bound of the Drift
We bound each term from the above equation in the following.
First of all, from Assumption 4, we can show that
Qc , [ x˜Tc y˜Tc ]
 Gx(xc, yc, h) Gy(xc, ych)
N−1s Kx(xc, yc, h) N−1s Ky(xc, yc, h)
 x˜c
y˜c

≤ −N−1s α(‖x˜c‖2 + ‖y˜c‖2). (78)
Secondly, the mapping G(xc, ) on the x part has the property
(x˜ec)
TG(xc,) = (x˜ec)T
ˆ 1
0
Gx(x
∗
c + ξx˜
e
c, )x˜ecdξ
≤ −αx‖x˜ec‖2. (79)
Thirdly, the mean mapping k(yc, h˜l) on the y part satisfies
(y˜ec)
Tk(yc, h˜
l) = (y˜ec)
T lim
n→∞E
[
K(yc, h˜
l)
]
= lim
n→∞E
[
(y˜ec)
T
ˆ 1
0
Ky(y
∗
c + ξy˜
e
c , h˜
l)y˜ecdξ
]
≤ lim
n→∞E
[ˆ 1
0
−αy‖y˜ec‖2dξ
]
= −αy‖y˜ec‖2. (80)
In addition, since K(y∗, h˜l) = 0 due to the property of the stationary point y∗ ∈ Y˚ , we have
‖k(yc, h˜l)‖ = lim
n→∞E‖K(yc, h˜
l)‖
= lim
n→∞E‖K(yc, h˜
l)−K(y∗c , h˜l)‖
≤ lim
n→∞Ely‖yc − y
∗
c‖
= ly‖y˜ec‖ (81)
where the inequality is from the Lipschitz property in Assumption 4.
Finally, using the above result, we can find an upper bound for the Lyapunov drift in (77) as
L˜V ≤ −N−1s α
(‖x˜c‖2 + ‖y˜c‖2)+ lx
Ns
‖y˜c‖‖x˜ec‖ − αx‖x˜ec‖2 +
1
2
vH‖x˜ec‖‖h˜s‖
aHτ
Nsγ
(82)
+
vyly
Ns
‖x˜ec‖‖y˜ec‖ −
αy
Ns
‖y˜ec‖2 +
τ
Nsγ
$‖y˜ec‖ −
1
2
aHτ
Nsγ
‖h˜s‖2 + C0(y∗(h˜l))
, φ(χ) (83)
where C0(y∗(h˜l)) = τ2Ns tr (Σ(y
∗)) + 12
aHτ
Nsγ
v2HN +
1
2
aHτ
Nsγ
N is from the trace terms in (77). The
parameter N is the dimension of the parameters hs and hl. φ : χ 7→ R is the upper bound drift
function and χ = (‖x˜c‖, ‖y˜c‖, ‖x˜ec‖, ‖y˜ec‖, ‖h˜s‖) is the vector measuring the deviations of each virtual
state from the origin.
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Note that φ(χ) is a quadratic function and we can write it as
φ(χ) = −χTAχ+ bTχ+ C0
where
A =

α
Ns
. . . 0
α
Ns
− lx2Ns
...
− lx2Ns αx −
vyly
2Ns
−vHaHτ4Nsγ
... −vyly2Ns
ay
Ns
0
0 . . . −vHaHτ4Nsγ 0 12 aHτNsγ

(84)
b = [0, 0, 0, $τNsγ , 0]
T and C0 = 12Ns
[
τ tr (Σ(y∗)) + aHτγ N(1 + v
2
H)
]
.
According to Lemma 2, a sufficient condition for the VSDS u(t) to be mean square stable is
that the function L˜V (u) ≤ φ(χ) can be further upper bounded by φ(χ) ≤ −f(χ) + Cf , where
f(χ) = cχTχ, for some constant c > 0 and Cf <∞. This is equivalent to verifying if the function
φ(χ) + f(χ) = −χT (A− cI)χ+ bTχ+C0 is bounded above. Therefore, we only need to check the
positive definite property of the coefficient matrix A. To do this, we can calculate each of the leading
principle minors of A, and make them positive. These calculations lead to the sufficient condition
(39) in Theorem 4.
Remark 6 (The case y∗(h˜l) on the boundary): When the optimal solution y∗ is on the boundary
of the constraint domain, we may have non-zero dZy and a non-identity matrix Σ0(yc). We may
have the following two modifications in the above flow. (i) The term y˜Tc [Kx() (x˜c + x˜ec) +Ky()y˜c]
in (77) and (78) now becomes y˜Tc [Kx() (x˜c + x˜ec) +Ky()y˜c + dZy]. Since the term about the
x variable Kx() (x˜c + x˜ec) does not contribute to the reflection dZy, we only need to evaluate
y˜Tc [Ky()y˜c + dZy]. Note that, when there is a non-zero reflection on the i-th component of yc,
we must have y˜(i)c = 0 for most of the time. Thus we still have y˜Tc [Ky()y˜c + dZy] y˜c ≤ −αy‖y˜c‖2,
as we did in (78). (ii) Consider the covariance matrix in (72). Its trace must be smaller than the case
when y∗(h˜l) is in the interior, since there are some zero diagonal elements in the matrix Σ0(y∗) [see
Appendix D]. Thus the constant C0 defined above is still an upper bound. Combining the cases (i)
and (ii), the optimal solution y∗ being on the boundary does not change the upper bound of the drift
as in (82).
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Choose a function f(χ) = cχTAχ for some constant 0 < c < 1. We have f(χ) ≥ cλmin(A)‖χ‖2,
where λmin(A) denotes the smallest eigenvalue of matrix A.
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Under the sufficient condition in Theorem 4 and from (83), we have the stochastic Lyapunov drift
be upper bounded by
L˜V (u) ≤ φ(χ(u)) = −χTAχ+ bTχ+ C0 ≤ −f(χ) + C1
where C1 = C0 + Cb1−c , and Cb =
1
4b
TA−1b =
(
$τ
Nsγ
)2 4N−1s ααx−N−2s l2x−N−2s l2yv2y
N−1s α(8αx−aHv2H)−2N−2s l2x−2N−2s l2yv2y <∞.
Then, using Lemma 2, we have
lim sup
t→∞
1
t
ˆ t
0
E‖u(τ)‖2dτ ≤ 1
cλmin(A)
× lim sup
t→∞
1
t
ˆ t
0
(
C0 +
Cb
1− c
)
dτ
=
1
cλmin(A)
(
C0 +
Cb
1− c
)
where C0 = 12Ns
[
τΣ + aHτγ N(1 + v
2
H)
]
, and Σ = lim supt→∞
1
t
´ t
0 tr
(
Σ(y∗(hl(τ)))
)
dτ is the time-
averaged covariance matrix of the estimator K(). Choosing c to minimize the above upper bound,
we obtain c∗ = C0+Cb
2C0
. With the observation that Cb(2) can typically be very small, due to the small
timescale separation parameter  1. Then we choose c = 12 for a reasonable tight upper bound of
the tracking error.
We now derive the term λmin(A), by using the eigenvalue lower bound λmin(A) ≥ |det(A)|2n/2−1‖A‖F from
[44], where ‖ ‖F denotes the Frobenius norm and n is the dimension of A. We apply a trick to obtain
a good eigenvalue bound by letting A0 = NsA. Then λmin(A) = N−1s λmin(A0) ≥ N−1s |det(A0)|23/2‖A0‖F =
N−1s
ρ
η , where ρ = |det (A0)| = αaHτ16γ
(
8Nsααxαy − ααy aHτγ v2H − 2αyl2x − 2αl2yv2y
)
= O(Nsα2αxαy)
and η = 23/2‖A0‖F = O
(√
N2sα
2
x + α
2
)
. Therefore, we have
lim sup
t→∞
1
t
ˆ t
0
E‖u(τ)‖2dτ ≤ 1
1
2N
−1
s
ρ
η
(
1
2Ns
[
τΣ +
aHτ
γ
N(1 + v2H)
]
+ Cb(
2)
)
=
η
ρ
(
τΣ + C
)
where C = aHτγ N(1 + v
2
H) + 4Cb() =
aHτ
γ N(1 + v
2
H) +O(2$2τ2γ−2).
Since ‖x˜c‖2 + ‖x˜ec‖2 + ‖y˜c‖2 + ‖y˜ec‖2 ≤ ‖u‖2, we have ex + ey ≤ ηρ
(
1
2Σ + C
)
.
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Using the compensated MCTS (43)-(44) and the CSI dynamics (1)-(2), the dynamic system (45)-
(46) can be written as
dx˜ec = G(xc,yc; )dt+
(
ϕhx()− ϕˆhx()
)
(− aHτ
2Nsγ
h˜s)dt+ (ϕyx()− ϕˆyx())N−1s k(yc, h˜l)dt
+ (ϕyx()− ϕˆyx()) ϕˆhy(yc, h˜s, h˜l)dh˜l +
(
ϕhx()− ϕˆhx()
)√aHτ
Nsγ
dWt (85)
dy˜ec = N
−1
s k(yc, h˜
l)dt+
(
ϕhy(h˜
l)− ϕˆhy(yc, h˜s, h˜l)
)
dh˜l (86)
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Consider two Lyapunov functions V1(x˜ec) =
1
2 (x˜
e
c)
T x˜ec and V2(y˜
e
c) =
1
2(y˜
e
c)
T y˜ec defined along the
trajectory of the virtual system (85)-(86).
Define ξhy (yc, h˜
s, h˜l) , ‖ϕhy(h˜l) − ϕˆhy(yc, h˜s, h˜l)‖ − E‖ϕhy(h˜l) − ϕˆhy(yc, h˜s, h˜l)‖. Note that ξhy ()
acts like a “noise” term that depends on h˜s and satisfies Eξhy () = 0. Using Lemma 3, the Lyapunov
drift of V2() is given by
L˜V2() = (y˜ec)TN−1s k(yc, h˜l) + (y˜ec)T
(
ϕhy(h˜
l)− ϕˆhy(yc, h˜s, h˜l)
) dh˜l
dt
≤ −αy
Ns
‖y˜ec‖2 + ‖y˜ec‖
(
Lˆhy‖y˜ec‖+ βhy + ξhy ()
) τ
Nsγ
(Dmin, vmax)
= −
(
α˜y − ˜Lˆhy
)
‖y˜ec‖2 + ˜βhy ‖y˜ec‖+ ˜ξhy ()‖y˜ec‖
≤ −c‖y˜ec‖+ ˜ξhy ()‖y˜ec‖+
(˜βhy + c)
2
4(α˜y − ˜Lˆhy)
(87)
where (Dmin, vmax) = 2D−ι−1min vmax, α˜y and ˜ =
τ
Nsγ
 according to the mobility model and CSI
model in Section II-A, c > 0 is an arbitrary constant, and the first inequality is from (80).
Notice that E
[
˜ξhy ()‖y˜ec‖+ (˜β
h
y+c)
2
4(α˜y−˜Lˆhy)
]
=
(˜βhy+c)
2
4(α˜y−˜Lˆhy)
. Using Lemma 2, we obtain the upper bound
of the tracking error ‖y˜ec‖ as
E‖y˜ec‖ ≤
(˜βhy + c)
2
4c(α˜y − ˜Lˆhy)
. (88)
A tight upper bound can be given by minimizing (88) over c > 0. Then we obtain
E‖y˜ec‖ ≤
˜βhy
α˜y − ˜Lˆhy
=
τβhy
αyγ − τLˆhy
. (89)
To study V1(), define ξh = ‖h˜s‖ − E‖h˜s‖, where E‖h˜s‖ =
√
2
pi according to the CSI model in
(1). Define ξy = ‖y˜ec‖ − E‖y˜ec‖. Note that ξh and ξy only depend on h˜s and y˜ec , respectively, and
Eξh = E‖y˜ec‖ = 0.
We then derive the Lyapunov drift of V1() as follows,
L˜V1() ≈ (x˜ec)TG() + (x˜ec)T
(
ϕhx()− ϕˆhx()
)(
− aHτ
2Nsγ
h˜s
)
+ (x˜ec)
T (ϕyx()− ϕˆyx())N−1s k(yc, h˜l)
+ (ϕyx()− ϕˆyx()) ϕˆhy(yc, )dh˜l + tr
[(
ϕhx()− ϕˆhx()
) aHτ
Nsγ
(
ϕhx()− ϕˆhx()
)T]
≤ −αx‖x˜ec‖2 + Lˆhx‖x˜ec‖2
aHτ
2Nsγ
(
√
2
pi
+ ξh) + Lˆ
y
x‖x˜ec‖2N−1s ly(E‖y˜ec‖+ ξy)
+
aHτ
Nsγ
(
Lˆhx
)2 ‖x˜ec‖2 (90)
≤ −
(
αx − aHτ√
2piNsγ
Lˆhx − LˆyxN−1s ly
τβhy
αyγ − τLˆhy
− aHτ
Nsγ
(
Lˆhx
)2) ‖x˜ec‖2
+Lˆhx‖x˜ec‖2
aHτ
2Nsγ
ξh + Lˆ
y
x‖x˜ec‖2lyξy (91)
(c.f. equations (79) and (81) for the first inequality), where in (90), the dh˜l term is dropped, since
dh˜l is much smaller than the dh˜s.
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Note that the last two terms in (91) have mean 0 due to the “noise” terms ξh and ξy. Therefore,
according to Lemma 2, if αx− aHτ√2piNsγ Lˆ
h
x− LˆyxN−1s ly τβ
h
y
αyγ−τLˆhy
− aHτNsγ
(
Lˆhx
)2
> 0, then x˜ec converges
to 0 in probability.
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We have the iteration mappings G() =
(
∂
∂pL(), − ∂∂λL()
)
and K() = ∂∂rL(). In addition,
we have Gx() = ML() =
 ∂2∂p∂pL() ∂2∂p∂λL()
− ∂2∂λ∂pL() 0J×J
 and Ky() = ∂2∂r∂rL(). From the convex
assumption, Ky() is negative definite. It follows that αy() = −λmax
(
∂2
∂r∂rL()
)
.
Note that, the Hessian of the Lagrange function ∂
2
∂p∂pL() is negative definite. Then according to
[32, Proposition 4.4.2], the matrix ML() is also negative definite.
To derive the convergence for the x part, we consider a Lyapunov function V (xe) = 12x
T
e xe,
where xe = x − x∗. From a modification of Ito’s formula in Lemma 3, it follows that L˜V =
1
2(x
T
e dxe + dx
T
e xe) =
1
2
(
xTe G() +G()Txe
) ≤ 12 (xTe Gxxe + xTe Gxxe) = 12xTe (Gx +GTx )xe ≤
−λmax(12(Gx +GTx )).
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