We consider a continuum model for chemically-induced volume transitions in hydrogels. Consistent with experimental observations, the theory allows for a sharp interface separating swelled and collapsed phases of the underlying polymer network. The polymer chains are treated as a solute with an associated diffusion potential and their concentration is assumed to be discontinuous across the interface. In addition to the standard bulk and interfacial equations imposing force balance and solute balance, the model involves a supplemental interfacial equation imposing configurational force balance. We present a hybrid eXtended-Finite-Element/Level-Set Method (XFE/LSM) for obtaining approximate solutions to the governing equations of the model. As an application, we consider the swelling of a spherical specimen whose boundary is traction-free and is in contact with a reservoir of uniform chemical potential. Our numerical results exhibit good qualitative comparison with experimental observations and predict characteristic swelling times that are proportional to the square of the specimen radius. Our results also suggest several possible synthetic pathways that might be pursued to engineer hydrogels with optimal response times.
Introduction
Stimulus responsive hydrogels are crosslinked, macromolecular polymer networks immersed in a solvent, synthesized to exhibit large volumetric swelling in response to a variety of environmental stimuli. Importantly, hydrogels may act as both sensors and switches. When combined with the lack of a need for an external power source, this multifunctionality suggests a broad spectrum of applications. For example, hydrogels have recently been designed to serve as drug carriers/pumps in the bloodstream for therapeutic biomedical applications (Eichenbaum et al. , 1999) and as microfluidic actuators . But a lack of understanding of the relationship between gel composition and response kinetics has hindered the design of these materials and, accordingly, delayed the transfer of new applications from the laboratory to the marketplace. In this paper, we present a new theory for the chemo-mechanical response of hydrogels and demonstrate its predictive capabilities with the aid of advanced numerical methods.
For particular hydrogel compositions and external environmental conditions, a phase interface develops and the motion of this interface corresponds with the swelling response of the gel. The transition from a distinct collapsed phase to a swollen phase with the evolution of the interface was first observed by Tanaka (1978) for polyacrylamide-based hydrogels. The phenomenon is often referred to as a "volume transition" (Dušek, 1993) and a similar type of behavior has been observed by Budtova and Navard (1998) for polyelectrolyte gels in saline solutions. More recently, Olsen et al. (2000) developed a particle-imaging technique to observe the evolution of such hydrogel "microstructures." The importance of understanding this phenomenon rests on the fact that the kinetic response of hydrogels is directly coupled to the motion of the phase interface. Moreover, understanding the chemo-mechanical interaction between distinct phases facilitates the design of new hydrogels with specific drug release characteristics (Budtova, 1998) .
In addition to the distinct phase transition exhibited by hydrogels, recent attention has focused on the "ripple" patterns observed on the surface of gel specimens during sufficiently large volumetric swelling or shrinking (Tanaka et al. , 1987) . The surface instability is initiated at the microscale, and the size of the associated cusps on the surface can expand to the characteristic size of the specimen itself. Indeed, rather dramatic changes in surface pattern have recently been observed on N -isopropylacrylamide (NIPA) gels as a function of temperature drift rate or superheating (Bai and Suzuki, 2000) . These phenomena seem to mandate the need for models that account for curvature effects during the swelling process and, in addition, for the possibility of cusp formation.
A significant number of phenomenological and empirical models have been developed to describe the swelling of hydrogels; a review of many of these can be found in Onuki (1993) . With regard to representing the transition dynamics for multi-phase gels separated by a sharp interface, however, only a limited amount of previous research can be identified. Tomari and Doi (1994) developed a one-dimensional model that correlates with the experimental result of swelling times proportional to the square of gel radius. This model was later extended to the spherically symmetric case by Tomari and Doi (1995) , where the authors employed a Flory-Huggins type free-energy functional for ionic gels in a neutral solution. For pH-sensitive gels, Gehrke et al. (1992) adopted a classical shrinking core model to cylindrical configurations and correlated their results to experimental measurements of the motion of the sharp ionization front. Their model did not consider large volume changes and the diffusion coefficients obtained from the correlation process were found to be significantly lower than those reported elsewhere.
In the majority of the works cited above, the "collective diffusion" assumption proposed by Tanaka et al. (1973) was invoked. Collective diffusion assumes that swelling occurs simultaneously throughout the medium. Under this assumption, the characteristic time of swelling is incorporated by modifying the force balance to consider the "frictional force" acting between the polymer network and the solvent. This yields a parabolic governing equation that, indeed, predicts collective diffusion. Swelling times obtained using this approach do correlate reasonably well with experimental results. However, in contrast with the assumptions underlying this approach, the observations of Olsen et al. (2000) show clearly that swelling proceeds with the propagation of interfaces separating swelled and collapsed phases.
To model the roles of deformation, mass transport, and interface propagation in the chemo-mechanical swelling of hydrogels, we use an extension of the sharp-interface theory of Gurtin and Voorhees (1993) that accounts for finite strain. This theory of Gurtin and Voorhees (1993) is developed from the perspective of Gibbs (1878) , who modeled phase interfaces as surfaces across which the material properties of the bulk phases may suffer discontinuities and, to account for localized interactions between phases, endowed these surfaces with excess fields. Of key importance in the theory is an interfacial equation, expressing configurational force balance (Gurtin and Struthers, 1990; Gurtin, 1995; Gurtin, 2000) , which generalizes the Gibbs-Thomson relation arising in descriptions of alloy solidification (cf., e.g., Mullins and Sekerka (1963) ) and supplements the conven-tional equations which express standard force balance and mass balance in the bulk phases and across the interface.
A number of alternative strategies have been advocated for the construction of approximate numerical solutions to problems arising in sharp-interface models for phase transitions. As it is not our intention to provide a comprehensive account of these methods, we refer the reader to the recent review of Udaykumar et al. (1999) . The main point is that optimal rates of convergence in suitable error norms can be obtained for these problems only if the numerical approximation retains the sharp interface representation. Within the context of finite-element approximations, this result imposes overly restrictive conditions on the mesh. Until recently, one of the few strategies for capturing the local discontinuities near an evolving sharp interface was to adopt moving-mesh formulations akin to those developed in the pioneering work of Lynch and O'Neill (1981) . Among the many concerns with such formulations is the potential for severe mesh distortion, especially in two-and three-dimensional problems where the geometry of the interface is generally non-planar.
The eXtended-Finite-Element Method (X-FEM) (Moës et al. , 1999; Dolbow, 1999 ) is a variation on the partition-of-unity framework (Melenk and Babuška, 1996) for building local, non-polynomial ansatz spaces into an approximation. A further variation on this theme concerns the eXtended-Finite-Element/Level-Set Method (XFE/LSM), wherein both the local solution and geometry of arbitrarily evolving features are represented with evolving functions. The coupling of the two methods was first conceived in Sukumar et al. (2001) , albeit for stationary geometric features. Recently, the XFE/LSM has been employed to simulate phase transition problems where the interface is assumed to be sharp. Merle and Dolbow (2002) developed a one-dimensional formulation for Stefan problems and Ji et al. (2002) recently generalized this approach to multi-dimensional solidification problems.
In this paper, the basic techniques of the XFE/LSM are extended to account for the finite strains associated with the extreme (∼ 1000%) volumetric change possible in hydrogels. Central to our approach is the use of discontinuous enrichment functions to capture discontinuities in the gradients of the deformation and the diffusion potential across the phase interface. Lagrange multipliers are employed to satisfy additional constraints at the interface and the multipliers are subsequently used to interpret the pertinent flux quantities. This allows for the accurate simulation of the evolution of the phase interface without recourse to remeshing or moving mesh techniques. It is also qualitatively different from previous numerical strategies (Tomari and Doi, 1994; Tomari and Doi, 1995) , strategies wherein the interface is smeared over a single element. While our particular approach does share common features with recent works for simulating the thermal oxidation of silicon (Rao et al. , 2000; Garikipati and Rao, 2001) , it also bears a number of distinctions which are elucidated more fully in this document.
As an elementary application of the theory presented here, we consider the case of a spherical specimen subjected to purely radial chemo-mechanical boundary conditions. In particular, the boundary of the specimen is assumed to be traction free and in contact with a solvent-rich reservoir within which the diffusion potential is spatially uniform but may vary in time. We seek solutions in which the deformation and diffusion potential are assumed to be radially symmetric. This leads to a nonlinear initial-boundary-value problem which we solve numerically using the XFE/LSM. This paper is organized as follows. In Section 2, we present the governing equations. In Section 3, we describe the variational form of a generic mixed boundary-value problem and the discretization with the XFE/LSM. In Section 4, we consider a spherically symmetric specimen subjected to purely radial loadings and provide the numerical results obtained by our algorithm. Finally, a summary of our results and discussion of future
Figure 1: Schematic indicating: the regions occupied by the swelled and collapsed phases; the evolving interface S, with unit normal n directed into the collapsed phase; a fixed control volume P divided by S into time-dependent regions P α and P β in the swelled and collapsed phases.
directions are provided in Section 6.
Governing equations
To account for the roles of deformation, mass transport, and interface propagation in the chemo-mechanical swelling of hydrogels, we work with an extension of the sharp-interface theory of Gurtin and Voorhees (1993) that accounts for finite strain. We label the swelled and collapsed phases by α and β and write S for the interface, which we take to divide the region R occupied by the body into complementary subregions R α (t) and R β (t). We write n for the unit normal on S, directed outward from R α as shown in Figure 1 , and v for the (scalar) normal velocity of S in the direction of n.
Aside from the configuration of S, the primary unknowns of the theory are deformation y of the polymer network and the diffusion potential u of the polymer chains. Of basic importance are the assumptions of coherence g the interfacial limit of a bulk field g from within the collapsed phase and − g the corresponding limit from within the swelled phase. We neglect inertia and external forces. In addition, motivated by the experimental observations of Gehrke et al. (1992) , we restrict attention to processes where the time scale associated with the motion of the interface (i.e., volume transitions) is slow compared to bulk diffusion. Then, the bulk equations expressing deformational force balance on solute balance on phase-γ are
where F = Grady is the deformation gradient, W γ is the strain-energy function of phase-γ (which in keeping with invariance can be expressed as a function of the scalar invariants of FF ), and m γ > 0 is the constant mobility of polymer chains in phase-γ. Further, the equations expressing deformational force balance, solute balance, and normal configurational force balance (which is a generalization, appropriate to the present context, of the Gibbs-Thomson relation arising in theories of alloy solidification) on the interface are
where c γ is the constant concentration of polymer chains in phase-γ, u = u| S is the interfacial diffusion potential, σ is the interfacial tension, and K = −Div S n is (twice) the interfacial mean curvature. We emphasize that the only explicit coupling between the fields y and u evident from (2.3) and (2.4) is through the normal configurational balance (2.4) 3 .
The bulk and interfacial equations (2.3) and (2.4) provide a phenomenological model for the study of chemically-induced volume transitions in hydrogels. A more general description would involve the provision, for each phase, of a Gibbs free-energy density encompassing interactions between network distortion and chemistry. Ideally, the form of these densities would be determined by microphysical considerations. Similar comments apply to the mobilities, which are the key kinetic ingredients of the theory. As opposed to taking these to be constants, it would be preferable to allow for dependence of these quantities on network distortion and chemistry, as guided by molecular arguments.
Numerical approximation
Here, we use the hybrid eXtended-Finite-Element/Level-Set Method (XFE/LSM) to discretize the bulk and interfacial equations (2.3) and (2.4), while enforcing the conditions (2.1) and (2.2) of coherency and local chemical equilibrium. Our approach follows upon work of Merle and Dolbow (2002) and Ji et al. (2002) (see Dolbow (1999) for additional details). We begin by deriving an equivalent variational formulation of the governing equations. We then construct an enhanced approximation space for capturing gradient discontinuities across the phase interface. We conclude with a discussion of the solution strategy for the coupled systems of equations.
Variational formulation
In addition to the bulk and interfacial equations presented in Section 2, we require boundary conditions. Writing ν for the unit orientation of ∂R, directed outward from R, we assume that 3.1.1 Weak statement of the deformational force balance and coherency
Our variational formulation is non-standard in that the coherency condition (2.1) is enforced weakly using a Lagrange multiplier p. We begin by defining a functional
The bulk force balance (2.3) 1 , the interfacial force balance (2.4) 1 , the coherency condition (2.1), and the traction boundary condition (3.1) 2 follow on requiring that F be stationary. We let A m and L m denote, respectively, the space of motions and that are sufficiently regular and comply with the Dirichlet conditions (3.1) 1 and the space of sufficiently regular Lagrange multipliers.
1 The requirement that F be stationary yields the variational boundary-value-problem: find y in A m and all p in L m such that
for all variations w of y and q of p belonging to suitable spaces V m and L m .
3.1.2 Weak statement of bulk solute balance, interfacial configurational force balance, and local chemical equilibrium Our next step is also nonstandard. Analogous to our variational treatment of the force balance, we enforce the condition (2.2) of local chemical equilibrium using a scalar-valued Lagrange multiplier k which may jump across the interface. 2 Furthermore, as opposed to formulating a weak statement that imposes the bulk and interfacial solute balances (2.3) 2 and (2.4) 2 , we formulate a weak statement that imposes the bulk solute balance (2.3) 2 , the interfacial configurational balance (2.4) 3 , and the condition of local chemical equilibrium. We begin by defining a functional
The requirement that this functional be stationary implies satisfaction of the bulk solute balance (2.3) 2 , requires that the interfacial limits + u and − u of the diffusion potential coincide and be equal to u, viz., (3.6) and thus ensures satisfaction of the normal configurational force balance (2.4) 3 and the condition (2.2) of local chemical equilibrium, while providing identifications,
of the interfacial limits of the Lagrange multiplier with the corresponding interfacial limits of the normal component of the solute flux.
We denote the spaces of sufficiently regular diffusion potentials and Lagrange multipliers by A p and L p . The requirement that G be stationary yields the variational boundary-value problem: find u in A p and k in L p such that
for all variations w of u and l of k belonging to suitable spaces V p and L p .
Interfacial solute balance. Level-set formulation
We have presented variational formulations that lead to weak restatements of all of the equations in (2.3) and (2.4) except the interfacial solute balance (2.4) 2 . Relying on the expressions (3.7) determining the interfacial limits of the Lagrange multiplier k, we impose (2.4) 2 in the strong sense via
We represent the interface as the zero level-set S(t) = {x : ζ(x, t) = 0} of a function ζ and, following Osher and Sethian (1988) , replace (3.9) with the evolution equatioṅ
where the extension velocity v e is constrained to obey
Further, we require that Grad v e · Grad ζ = 0, which is both necessary and sufficient (Sethian, 1999) to ensure that ζ is the signed distance from the interface S. Since ζ is defined throughout R, (3.10) is an evolution equation over R. Similarly, v e is defined over the entire domain R, whereas v is only defined on the interface S. 
Discretization with the XFE/LSM

Approximation for the deformation y
We use M to denote the total number of elements in the mesh and consider a regular finite-element-triangulation
Q e , with Q h = R but with element edges chosen, generally, to be independent of the interface geometry. Letting P j (Q e ) denote the space of complete polynomials of order less than or equal to j over element Q e , we introduce (3.13) where φ i , i = 1, 2, . . . , are the nodal shape functions. We next consider the set of overlapping subdomains {ω i } defining the support of each nodal shape function and an enrichment function g that possesses desirable approximation properties in the vicinity of the interface. The approximation for the deformation is given by
where ξ are the local element coordinates. In the above, I denotes the set of all nodes in the mesh and J = {j ∈ I : ω j ∩ S = ∅} the set of nodes that form a partition of unity for g (Melenk and Babuška, 1996) . As shown by Ji (2001) , g must meet specific conditions to ensure optimal rates of convergence in the energy norm and the local quantities of interest at the interface, such as the jump [[m γ Grad u]] appearing in (2.4) 2 . Here, we use the characteristic function for phase-β, in which case
As the discontinuity of χ β coincides with the phase interface, the choice g = χ β provides a mechanism for the approximation (3.14) to represent the geometry of the interface independent of the element boundaries.
3 Furthermore, as the interface evolves, we update the enrichment function and the set J; no remeshing is performed.
With the preceding definitions, we introduce a set 
We employ a Bubnov-Galerkin approximation and use this same set of functions to construct V h m .
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The Lagrange multipliers are approximated by polynomial functions defined on the element interiors. Specifically,
where S e denotes the intersection of the interface with the element domain Q e . So, the approximation for the Lagrange multipliers is written as a linear combination
of these functions. Details of the construction can be found in Dolbow et al. (2001) and Ji et al. (2002) . A similar approximation is employed for the variations q h . Substitution of the above and (3.14) into (3.12) results in a nonlinear system of equations in {c i , e j , p i }. We employ the standard Newton-Raphson procedure and solve the above with a sequence of linearized problems. These take the form 19) with K n f the tangent stiffness matrix at iteration n, r n the residual vector, and ∆d f the vector gathering the incremental degrees of freedom ∆c i , ∆e j , and ∆p i . After solving the above, the solution is updated by c The standard element-based quadrature routines are modified for those elements wherein the functions are discontinuous. Details for these modifications are provided by Dolbow et al. (2000) .
Approximation for the diffusion potential u
The Galerkin approximation to variational boundary-value problem stated in Section 3.1.2 reads: find 21) in which {φ i } is the set of nodal shape functions used in the approximation for the deformation. The above may be viewed as the scalar analog to (3.14). Here, the enrichment allows the approximation u h to represent the arbitrary gradient discontinuities in the diffusion potential across the interface. The approximation for the Lagrange multiplier k takes a scalar form analogous to (3.18), viz.,
We again adopt a Bubnov-Galerkin approximation and write approximations for the variations w h and l h in the forms similiar to (3.21) and (3.22), respectively. Upon substituting the approximations into the discrete weak form (3.20) and invoking the arbitrariness of the variations, we obtain a linear system of equations
where d u gathers the degrees of freedom a i , b j , and k i . In closing this subsection we remark that the incorporation of intra-element discontinuities in the X-FEM approximation for both the diffusion potential (3.21) and the deformation (3.14) is distinct from other "embedded-discontinuity" approaches. We refer in particular to those techniques that employ incompatible modes to represent the discontinuity, such as the enhanced assumed strain approximations described in Armero and Garikipati (1996) and employed in silicon oxidation simulations by Rao et al. (2000) and Garikipati and Rao (2001) . Such approximations represent viable alternatives to those presented here for representing the interface independently of the mesh. The advantage of the incompatible modes approach may rest in the availability of static condensation procedures, so that the size of the global system of equations remains fixed as the interface propagates. By the same token, the most effective incarnation of the incompatible modes approach results in somewhat undesirable asymmetric tangent stiffness matrices (Jirasek, 2000) . By way of contrast, the Bubnov-Galerkin approximation adopted here leads to symmetric tangent stiffness matrices. The approximations presented in this subsection are therefore seen to be attractive alternatives for enriching classical finite element bases toward the goal of simulating evolving discontinuities without remeshing.
Staggered solution strategy
Equation (3.10) is solved using a uniform finite-difference stencil that is independent of the finite-element mesh (which may be unstructured). The technique employs standard upwinding algorithms taken from those developed for the solution of hyperbolic conservation laws (Osher and Sethian, 1988) . The details of the coupling of fields between the finite difference grid and finite element mesh are given in Ji et al. (2002) . The use of a structured finite difference stencil is advantageous from the perspective of conferring programming ease and ready access to the higher-order front representations described in Chopp (2001) . We also note that in contrast to finite-element approximations for the nonlinear advection equation (Brooks and Hughes, 1982; Hughes, 1995) , the present approach does not require the introduction of additional terms to stabilize the approximation.
We now describe the staggered solution strategy for the full system. Assuming that all fields and the geometry of the interface S are known at some time t n , the first step it to advect the level-set function through the system (3.10) and, thereby, to obtain the position of the interface at t n+1 . The nonlinear system (3.19) is then solved and the fields are post-processed to obtain the interfacial diffusion potential through the normal configurational force balance (2.4). Finally, the approximation for the diffusion potential is obtained by solving (3.23), completing the determination of all bulk fields at time t n+1 . The solution of (3.23) also yields the approximation for the Lagrange multipliers. These are used at time step t n+1 to evaluate the velocity of the interface through (3.9). The above process is then repeated. This strategy is exact and does not require iteration within a time step.
The success of the above solution strategy rests on the particular form of the evolution equations described in Section 2. Alternative formulations resulting in a more strongly coupled system might require modification to the above. For example, we remark that the choice of chemical potential as the primary variable describing mass transport leads to a number of advantages over other choices (such as the solute concentration). Firstly, we need not rely on numerical strategies to prevent artificially negative concentrations near the interface, such as the penalty formulation adopted by Garikipati and Rao (2001) . Secondly, our bulk equations for solute balance and force balance do not involve rate terms. As a result, the stability of the scheme only appears to be governed by the standard CFL condition associated with the explicit update of the interface through the level set method. Although we have yet to rigorously prove this, we have not observed the sort of instabilities that can arise in staggered solution algorithms for coupled field phenomena (Zienkiewicz et al. , 1988; Armero and Simo, 1992) . 4 Application: Swelling of a spherical specimen
Constitutive specialization
To model the deformational response of the bulk phases, we now specify a bulk strainenergy density W γ for each phase γ. For simplicity, we assume that
with µ γ > 0 and λ γ > 0 mechanical moduli for phase γ and w γ constant.
To illustrate some features of this choice, we consider pure dilatations F = ξJ 1/3 γ I, with ξ > 0, and introduce
Then, for all admissible ξ, direct calculations show that, by the assumed positivity of µ γ and λ γ ,
Hence, when restricted to pure dilatations, W γ is bounded below by J 2/3 γ w γ and is convex. Further, since min ξ>0
γ , J γ is the energetically-preferred dilatation for phase γ.
A sense of the relative importance of the moduli µ γ and λ γ is given by considering the scaled difference (
for a range of the dimensionless parameter µ γ /λ γ (Figure 2) .
Since a strain-energy density can be determined only up to an arbitrary additive constant, it is the difference [[J Next, an easy calculation shows that
and we conclude that phase γ is stress-free at the energetically-preferred dilatation F = J 1/3 γ I. Further, a lengthy calculation yields 6) where H K, T, H⊗K are the fourth-order tensors defined (Del Piero, 1979) so that, for any second-order tensor A, (H K)A = HAK , TA = A , and (H⊗K)A = (K·A)H. An immediate consequence of (4.6) is that
Thus, µ γ and λ γ correspond to conventional shear and Lamé moduli for infinitesimal deviations from the stress-free state in phase γ. A more far-reaching consequence of (4.6) is that, by the assumed positivity of µ γ and λ γ ,
Thus, the strain-energy density of each phase is rank-one convex. Without loss of generality, we assume that J β = 1. Then, since α is the swelled phase, we must necessarily have J α > 1. The presence of such a "swelling parameter" in the model accounts phenomenologically for the microphysical mechanisms associated with the conformational changes that occur during transitions between the swelled and collapsed phases. A more accurate model would account explicitly for the coupling between network distortion and chemistry that underles such mechanisms. Nevertheless, while the model used here does not provide a direct link to molecular-scale details such as cross-link density and chain conformation, it can be easily correlated with microscale experimental measurements. A similar approach has been successfully developed by Barriere and Leibler (2003) ; the distinction of the present model is the emphasis on the two distinct phases.
Kinematical specialization
We consider the problem of a traction-free specimen suspended in a solvent-rich reservoir of solution with uniform diffusion potential. We assume that, in the reference configuration, the specimen occupies the spherical region R = {x : |x| ≤ R}. Writing
the requirement that the specimen be traction-free yields
Further, writing U (t) for the value of the diffusion potential of the reservoir at time t, we have u| ∂R = U. (4.11)
We restrict attention to circumstances in which the deformation and the diffusion potential depend at most on radial position r = |x| and time t, viz.,
y(x, t) = y(r, t)e and u(x, t) = u(r, t). (4.12)
Consistent with these assumptions, we suppose that the interface is concentric, and write S(t) = {x : |x| = s(t)} for its position at time t. Anticipating that swelling should proceed from the boundary inwards towards the center of the specimen,
We use g to denote the partial derivative of a field g with respect to r. Thus, by (4.12) 1 , the deformation gradient has the particular form F(r, t) = y (r, t)e⊗e + y(r, t) r (I − e⊗e) (4.14)
and the associated Jacobian is given by
Since det F > 0, it follows that y must obey y(r, t) ≥ 0 and y (r, t) > 0 for 0 < r ≤ R, as well as y(r, t) ∼ r and y (r, t) ∼ 1 as r → 0. (4.16)
Reduced governing equations
Bulk equations
In view of (4.4), (4.14), and (4.15), 
Interfacial equations
On appealing to (4.17) and (4.13) 1 , the deformational force balance (2.4) 1 reduces to the scalar equation [[S ]] = 0, which, by (4.18), can be written as
Similarly, by (4.12) 2 and (4.13) 1,3 , the solute balance (2.4) 2 simplifies tȯ
Finally, by (4.1), (4.14), (4.17), (4.18), (4.19), and (4.13), the normal configurational force balance (2.4) becomes
(4.25)
In view of (4.12), the conditions (2.1) and (2. 
Boundary conditions
The asymptotic restriction (4.16) yields the condition (4.27) at the center of the specimen. By (4.17), the traction-free condition (4.10) reduces to
The requirement that u be radially-symmetric requires that
By (4.12) 2 , (4.11) becomes u(R, t) = U (t). (4.30)
Initial condition
We suppose that the position of the interface is given initially, so that
Analytical observations
Equations (4.21)-(4.31) form an initial-boundary-value problem for determining the bulk deformation y, the bulk diffusion potential u, the interfacial position s, and the interfacial diffusion potential u (with the understanding that u(s(t), t) = u(t) for each time t). If s is treated as given, the bulk and interfacial deformational force balances (4.21) and (4.23), the condition (4.26) 1 of coherency, and the boundary conditions (4.27) and (4.28) form a problem that might, in principle, be solved to determine y parametrically in terms of s and the parameters µ γ , λ γ , and J γ . Particular (time-independent) solutions which can be easily verified are (4.32) corresponding to a specimen which is completely swelled (s = 0), and (4.33) corresponding to a specimen which is fully collapsed (s = R). However, for 0 < s < R, we have not been able to determine y in closed form. Nevertheless, the bulk solute balance (4.22), the condition (4.26) 2 of local chemical equilibrium, and the boundary conditions (4.29) and (4.30) can be solved easily to obtain an expression
for u in terms of s, u, and the diffusion potential U in the reservoir. This expression shows that, at each time t, the diffusion potential of the collapsed phase is uniform and equal to the interfacial diffusion potential u(t). Further, unless U (t) = u(t), (4.34) shows that the diffusion potential of the swelled phase varies monotonically with r-decreasing or increasing from the boundary value U (t) to the interfacial value u(t) when u(t) < U(t) and u(t) > U(t), respectively. Not covered by (4.34) are the (time-independent) states of complete swelling (s = 0) and collapse (s = R) corresponding to fields y of the forms (4.32) and (4.33), respectively. In both of these cases, (4.34) is replaced by the (time-independent) expression u(r) = U.
(4.35)
It follows that completely swelled and collapsed states can only occur if the diffusion potential of the specimen is uniform and equal to that of the reservior. As a simple consequence of (4.34), we may rewrite the interfacial solute balance (4.24) in the formṡ
Together with the initial condition (4.31), (4.36) yields an initial-value problem for s.
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At any time t, the instantaneous kinetic response of the gel can be characterized by the velocityṡ of the interface. Bearing in mind that c α > c β , m γ > 0, and (4.36),
(4.37)
Hence, whether the specimen swells or shrinks at an instant t is dictated entirely by the difference between the diffusion potential U (t) of the reservoir and the diffusion potential u(t) in the collapsed phase. When u(t) < U(t), the interface moves toward the center of the specimen, which increases in volume as the swelled phase grows at the expense of the collapsed phase. When u(t) = U (t), the diffusion potential is uniform and the volumes occupied by the phases are fixed. When u(t) > U(t), the interface moves toward the boundary of the specimen, which decreases in volume as the collapsed phase grows at the expense of the swelled phase.
Returning to (4.36), we note that, provided the time-dependence of the difference U − u is weak in the sense that
(4.38) with U 0 constant, then, bearing in mind the initial condition (4.31), the differential equation (4.36) can be integrated in closed form to yield s. In the special case where the specimen is initially collapsed, this expression predicts that the time required for complete swelling of the specimen is finite and given by
Despite the unrealistic nature of the assumption (4.38), the prediction (4.39) of swelling time concurs with experimental observations, which indicate that the time required for complete swelling of a collapsed specimen scales with the square of the initial radius of the specimen (Tanaka et al. , 1985; Matsuo and Tanaka, 1989) 
Numerical results
In view of (4.34) and (4.36), the initial-boundary-value problem (4.21)-(4.31) is equivalent to a reduced problem for y, u, and s and consisting of (4.21), (4.23), (4.25), (4.26) 1 , (4.27), (4.28), and (4.31). This reduction occurs solely due to the radial symmetry of the problem at hand. Under more general circumstances, (4.34) would replaced by an integral representation for the diffusion potential and the corresponding reduced problem would be nonlocal. With a view to studying problems involving specimens of arbitrary geometry, we use the numerical method described in Section 3.2 to study the initialboundary-value problem (4.21)-(4.31).
In the sections that follow, we conduct studies that examine how particular material parameters in the model influence the numerical predictions. The baseline quantities for these studies, considering a gel with an initial radius of R = 1.00 cm, a characteristic swelling time of T = 100 s, and a characteristic diffusion potential of Θ = 1.00 J, are provided in Table 1 . We begin by investigating static solutions that result on fixing the position of the interface along with the diffusion potential of the reservoir. We then study problems in which the interface is allowed to evolve and equilibrate under the influence of a given diffusion potential of the reservoir. Finally, we consider the response of the specimen to cyclic changes of the diffusion potential of the reservoir.
Static two-phase states
Assuming that the value U of the diffusion potential of the reservoir is time-independent, we consider the artificial problem of constructing solutions for given fixed positions s of the interface. In this case, the problem reduces to determining t-independent y and u from (4.21)-(4.30), excepting (4.24). Table 1 : Baseline material properties and parameters used in the parametric studies. Normalized quantities are provided based on a gel with radius R = 1.00 cm, characteristic swelling time T = 100 s, and characteristic diffusion potential Θ = 1.00 J.
We first examine the influence of the preferred dilation J α > 1 of the swelled phase and the mechanical moduli µ γ and λ γ on the net volumetric expansion of the specimen. To quantify this change, we introduce the macroscopic swelling ratio
An upper bound Q max for this ratio is provided by the completely-swelled state (4.32), which yields Q max = J α . We note that this bound is independent of the mechanical moduli µ γ and λ γ . We now examine static two-phase states for a reservoir level of U = 1.0 J and incremental interface positions corresponding to s/R = 1.0, 0.8, 0.6, 0.4, 0.2, and 0.0. The dimensionless deformation y/R and diffusion potential u/Θ are shown in Figures 3 and 4 . The numerical approximation for the deformation exactly reproduces the solutions (4.32) and (4.33) when the interface is fixed at s = 0 and s = R, respectively. For 0 < s < R, the numerical approximation for the diffusion potential is also seen to be indistinguishable from the analytically determined expression (4.34) for u. We note that when the interface is located on the interior of the specimen, its position is clearly delineated by discontinuities in both y and u .
Figures 5-6 depict, for the same incremental interface positions used in plotting Figures 3-4 , the dimensionless radial stress S /(µ β − µ α ) and the dimensionless hoop stress S ⊥ /(µ β − µ α ) as functions of the dimensionless radial position r/R. These plots indicate that the collapsed phase is not stress-free. The mismatch in material moduli at the interface induces a compressive hoop stress in the swelled phase and a tensile hoop stress in the collapsed phase, as shown in Figure 6 . To satisfy force balance in the bulk, this gives rise to a non-zero radial stress in the collapsed phase. Satisfaction of the bulk deformational balance then entails a non-trivial radial stress in the collapsed phase.
From Figure 5 , we observe that the interfacial force balance and traction-free boundary condition are weakly enforced by the approximation. For static two-phase states, the deformation field y/R is a nonlinear function of both the parameters J γ and w γ as well as the moduli µ γ and λ γ . It is independent of the diffusion potential U of the reservoir. To convey the complex relationships as concisely as possible, we now examine how these properties influence the swelling ratio Q as a function of s/R. Figure 7 plots Q − Q max against (s/R) 3 for various values of the parameter J α . The curves appear to be linear, and a simple analysis yields
Equivalently, since Q max = J α and Q min = 1, we may rewrite this as
A plot of the deviation from this relationship is shown in Figure 8 for the same choices of J α . Analogous studies indicate that the deviation is relatively insensitive to variations in λ γ , µ γ , and w γ . The dilatation parameter J α therefore appears to be the dominant factor in determining the swelling ratio Q. Figure 9 : A "breakthrough" curve for the equilibrium swelling ratio Q eq as a function of constant reservoir potential U 0 . This curve is generated numerically by solving (4.21)-(4.30), with U = U 0 for a sequence of U 0 and s 0 = R. The calculations are performed for a sufficiently large interval of time such that the interface comes to an equilibrium position, yielding Q eq .
Time-dependent response
We now present solutions to the initial-boundary-value problem (4.21)-(4.31). We begin by considering the initial and boundary conditions (4.42) corresponding to a specimen that is initially collapsed, with the diffusion potential of the reservoir held constant. As discussed in Section 4.4, the tendency for the specimen to shrink or swell depends on the difference U − u of the diffusion potential U of the reservoir and that u on the interface. If at some time t * these two quantities come into balance, i.e. u(t * ) = U , the position of the interface comes to a rest and the system reaches a state of equilibrium. Using the values of the material properties given in Table 1 , we have obtained a series of solutions to the above over a range of U . Figure 9 plots the equilibrium swelling ratio Q eq for this range of diffusion potential of the reservoir. We note that for U below a minimum level identified on the plot as U c , the equilibrium state is identical to the initial condition specified above and the gel remains as a single collapsed phase. Above a threshold level identified as U th , the equilibrium state corresponds to a gel that is fully swelled. Hereafter, we refer to such a plot as the Q − U breakthrough curve.
Of the material parameters which enter our model, the Q − U breakthrough curves are most sensitive to variations in J γ , σ, and c γ . As implied by the normalization used in Figure 9 , the curves exhibit a simple scaling with the jump [[c γ ]] of the polymer concentration between the swelled and collapsed phases. If [[c γ ] ] is doubled, for example, then both U c and U th decrease by half. The breakthrough curves for various J α are shown in Figure 10 . Clearly, increasing J α lowers both the equilibrium diffusion potential U c for the collapsed phase and threshold level U th for the swelled phase. These curves were generated for the various J α while holding the remaining material parameters fixed at the values listed in Table 1 . Similar breakthrough curves for various choices of the interfacial energy density σ are shown in Figure 11 . We note that a marked deviation from the curve shown in Figure 9 is only observed when the dimensionless quantity σ/R [[c γ ] ] becomes sufficiently large. With the data from the above breakthrough curves, we next examine the influence of the material properties on the swelling kinetics by investigating solutions to (4.21)-(4.31) with the initial and boundary conditions 43) where H is the Heaviside function. These conditions correspond to a specimen that is initially in a collapsed equilibrium state and is subsequently subjected to a step change in the reservoir potential. To trigger an eventual transition to a completely swelled state, we set α = 1.05(U th −U c ). Associated with this initial-boundary-value problem we introduce a characteristic swelling time τ for the gel, defined as the time at which s(τ ) = 0. Figure 12 plots the dimensionless interface position as a function of dimensionless time for specimens with initial radii of 1.0 cm, 2.0 cm, 4.0 cm, and 8.0 cm. These curves were obtained using the parameter values given in Table 1 and the values of U c and U th . We note that these curves bear a strong qualitative resemblance to the experimental results of Gehrke et al. (1992) . Since T = 100 s, these results indicate swelling times on the order of minutes for the centimeter-scale gels. Such swelling times are also consistent with the experimental measurements of Gehrke et al. (1992) . Figure 13 . The results clearly indicate that τ ∼ R 2 , with increasing J α corresponding to faster characteristic swelling times.
As discussed in Section 4.4, the scaling τ ∼ R 2 is expected if the difference U − u is approximately constant. For comparison, Figure 14 shows the analytical prediction given by (4.39) plotted alongside the numerical results for the limiting choices of J α . For the analytical prediction, the difference U − u was approximated as U − U th . The plots indicate that the analytical prediction yields swelling times that are approximately 50% longer than those obtained numerically.
The difference between the analytical and numerical predictions is attributable to the fact that U − u is not constant in time. shown for dimensionless time t/τ in Figure 15 for the same choices of J α used to generate Figure 13 . This plot indicates that deviations from the scaling τ ∼ R 2 are most likely to occur during the early and late stages of the swelling. In particular, (U − u)/Θ increases sharply as the characteristic swelling time τ is approached. In this regime, the interface is nearing the center of the specimen and the first term −2σ/s on the right side of (4.25) is dominant.
The characteristic swelling time τ is also sensitive to the molecular mobility m α in the swelled phase, [[c γ ]], and σ. The influence of the mobility m α on the characteristic swelling time follows directly from (4.36). Doubling the mobility in the swelled phase simply doubles the velocity of the interface, and therefore decreases the swelling time by a factor of two. Similarly, the interface velocity is inversely proportional to the jump [[c γ ]] in polymer chain concentration. As discussed above, the levels U c and U th are also inversely proportional to [[c γ ]] . It follows that the characteristic swelling times obtained using (4.43) 
The interfacial energy density σ does not influence the scaling τ ∼ R 2 until the ratio σ/R becomes sufficiently large. The effect is akin to surface tension dominating the local force balance of fluid interfaces at small length scales. In Figure 16 , the dimensionless characteristic swelling time t/τ is displayed for various choices of σ/R [[c γ ]] . We note the slight deviation from τ ∼ R 2 for sufficiently large σ. In Figure 17 , plots of the dimensionless difference (U − u)/Θ of the diffusion potential of the reservoir and the diffusion potential on the interface are shown for the same choices of σ/R[[c γ ]] used in generating Figure 16 . As σ is increased, so too does the variation in U − u. Although we observe some deviation from τ ∼ R 2 for these cases, the associated magnitude of σ appears artificially large. 
Hysteresis under cyclic loading
We now consider solutions to (4.21)-(4.31) with the initial and boundary conditions 44) corresponding to an initially collapsed specimen that is subjected to a cyclic variation, with period T * , of the diffusion potential U of the reservoir. In particular, we discuss the response to a sawtooth cycle with amplitude Θ * and minimum U 0 (Figure 18 ).
Figure 18: Excitation of diffusion potential on gel surface with period T and height Θ.
As U oscillates between U c and U th , our model predicts a hysteretic response in the swelling ratio Q. To illustrate this, we consider the case where the minimum diffusion potential of the reservoir is given by U 0 = U c + 0.40(U th − U c ), Θ = 0.75(U th − U c ), and T * = τ /10. The swelling ratio Q is plotted against U in Figure 19 . Subsequent to an initial transient, the material response enters a limit cycle. Figure 20 compares the diffusion potential on the boundary to that of the interface. The situation U > u corresponds to increasing Q and similarly U < u to decreasing Q. We note that although the diffusion potential of the reservoir exceeds the threshold U th , the period T * of the cycle is not large enough to trigger total swelling. From Figure 20 , it appears that the minimum of the diffusion potential u on the interface is shifted away from that of the reservoir. In other words, there is a short interval of time during which U is increasing with time while u is still decreasing. During this interval the interface is still moving toward the boundary of the specimen, because U < u. 
Summary and concluding remarks
With the emergence of technologies that rely on the novel swelling behavior of hydrogels comes a convincing need for physically accurate theories and numerical simulations capable of capturing analyzing and predicting this behavior. To design micro-actuation and sensing devices based on hydrogels, for example, predictions of swelling times and available force densities will be critical. By the same token, purely phenomenological or empirical models do not provide sufficient physical links to the various processes associated with the swelling of hydrogels. Without such links, the performance characteristics of the gels cannot be "optimized" during fabrication.
Motivated by the experimental observations of Gehrke et al. (1992) , which suggest that swelling transitions proceed at a rate much slower than bulk diffusion, we work with a system of model equations in which the coupling between the deformation and solute concentration is solely through the interfacial normal configurational force balance. We recast this system in an equivalent, hybrid variational form, with the interfacial solute balance viewed within the framework of the level-set method. We describe suitable approximations for the deformation and diffusion potential in the context of the eXtendedFinite-Element/Level-Set Method (XFE/LSM). In particular, local enrichment functions are employed to capture the discontinuities in the gradients of the primary fields at the interface.
To illustrate some features of the governing equations and their numerical approximation, the swelling of a spherical specimen is studied. We consider a specimen whose boundary is traction-free and is in contact with a reservoir of uniform chemical potential. To capture the dramatic volume changes associated with swelling and collapse, we rely on strain-energy functions which depend on the energetically preferred dilatation for each phase. A series of parametric studies indicate good qualitative agreement with experimental observations. Most notably, we predict characteristic swelling times that are proportional to the square of the initial gel radius for a wide range of material properties. Previous models that gave this result are based upon the assumption of collective diffusion, which assumes that swelling occurs spontaneously throughout the material. In view of the major differences between the equations of the sharp-interface model and those of arising from the model based on collective diffusion, it seems likely that the quadratic dependence of swelling time upon specimen radius may reflect an underlying scaling law. It might be useful to explore the existence of such a law. In addition to our parametric studies, we also simulations involving cyclic variations of the diffusion potential of the reservoir; these simulations show that the swelling ratio exhibits hysteresis during such cycles.
From the perspective of materials design, several key conclusions can be extracted from our results. In particular, the results suggest that the response time for swelling can be decreased in at least three ways: (i ) by designing the underlying polymer network so that the preferred dilatation J α in the swelled phase is as large as possible;
(ii ) by increasing the mobility of the polymer chains in the swelled phase; and (iii ) by adjusting the solvent such that the jump [[c γ ]] in polymer concentration between swelled and collapsed phases is maximized.
Obviously, a number of the above properties may not be independent, and only a detailed comparison with careful experiments will reveal the fidelity of our predictions. We also remark that many stimulus-responsive gels swell in response to changes in pH or temperature and that our framework could easily be extended to account for these effects.
As a caveat to the foregoing remarks, we emphasize that the assumption that the time scale for swelling is much slower than that for bulk diffusion and the particular constitive equations that we use may limit the applicability of our model. Further studies are necessary to determine the extent and nature of any such limitations.
Furthermore, our treatment of the boundary conditions for the gel surface neglects effects such as surface tension and the exchange of material, effects which may underlie the formation of wrinkles and other observed surface patterns. Extension of the theory to account for such effects and numerical studies of two-dimensional problems is therefore necessary.
