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The graphic-prompt writing task, where one or multiple visual graphs are provided as 
source materials, is a type of integrated writing tasks that assesses test takers’ ability to 
incorporate information from the source(s) into their writing. Compared to reading-to-write 
and reading-listening-to-write tasks, the graphic-prompt writing task is utilized and 
researched to a limited extent, even though it holds promise for facilitating multimodal 
literacy (Jewitt, 2005, 2008) and avoiding construct underrepresentation (Messick, 1989) in 
L2 academic writing assessment (Lim, 2009). Therefore, the present dissertation study aims 
to validate score interpretations on the graphic-prompt writing task by taking an argument-
based approach; this approach to test validation provides systematic guidance on conducting 
research to collect validity evidence (Kane, 2001, 2006, 2013). 
To examine the score interpretations, computer-mediated graphic-prompt writing 
tasks, as well as a five-point scale analytic rating rubric, were developed for English 
Placement Test purposes under the Evidence-Centered Design Framework (e.g., Mislevy & 
Haertel, 2006), and an interpretation/use argument (Kane, 2013) for the test was crafted. 
Various types of evidence were sought to justify the three inferences (evaluation, 
generalization, and explanation), relevant to the test score interpretations, via a mixed-
methods research design. A range of data (graphic-prompt writing test scores, test essays, 
stimulated recall protocols, standardized English writing test scores, and responses on Graph 
Familiarity and Test Mode Preference questionnaires) were collected from 101 ESL students 






The three inferences were generally well supported by the evidence yielded from the 
quantitative analysis, conducted by descriptive statistics, Multi-Faceted Rasch Measurement, 
Generalizability Theory, disattenuated correlation, and multiple regression, and from a 
qualitative analysis of the stimulated recalls and discourse features of the test essays. The 
evaluation inference was upheld by the findings that the raters showed neither central 
tendency nor halo effects in their ratings, that the rating scale for the graphic-prompt writing 
test met five of the six criteria of a quality rating scale, and that scores on the graphic-prompt 
writing test were widely spread across test takers’ different levels of graphic-prompt writing 
ability. The generalization inference was supported by results showing that variance in test 
takers’ graphic-prompt writing ability (object of measurement) contributed most to 
composite and analytic score variances compared with sources of error variance, test score 
dependability of the three-rater and two-task test design was ≥ .7 for composite and three 
analytic rating criteria (Graph Description, Organization, and Grammar/Vocabulary) scores, 
and the required numbers of test tasks and raters needed for Φ ≥ .7 varied depending on score 
report methods (composite versus analytic) and analytic rating criteria, though using the test 
design with two tasks and two raters reporting composite scores appeared the most derisible. 
The explanation inference was backed by findings that writing processes elicited by the 
graphic-prompt writing test and most discourse features of the test essays were different 
depending on test takers’ levels of graphic-prompt writing ability, the construct of the 
graphic-prompt writing test had a moderately strong positive correlation with the construct of 
standardized English writing tests, and only test takers’ academic writing ability (a construct-
relevant factor) significantly contributed to graphic-prompt writing test scores, while their 






The present study provides implications for the construct underlying the graphic-
prompt writing test, dependability and validity of the test score interpretations, and test 






CHAPTER 1.  INTRODUCTION 
The main purpose of this dissertation study is to make a case for a less commonly 
utilized type of source-based writing task designed for English Placement Test (EPT) 
purposes at English-medium universities. In this introductory chapter, I will identity the 
context of the problem situated in L2 source-based writing assessment and provide 
contextualization for the current dissertation study. This chapter will close with the overview 
of the study.  
Context of the Problem  
In the field of L2 writing assessment, source-based writing tasks, also referred to as 
integrated writing task (source-based writing tasks and integrated writing tasks will be 
interchangeably used henceforth in this study), are widely utilized to assess ESL test takers’ 
source-based writing ability, especially for large-scale, high-stakes tests, due to its purported 
advantages. First and foremost, integrated writing tasks simulate what is actually practiced in 
real classrooms (authenticity); in a classroom, students are required to read texts to 
understand and use information from sources such as reading texts and oral lectures (e.g., 
Cho, Rijmen, & Novák, 2013; Feak & Dobson, 1996; Haviland & Clark, 1992; Leki & 
Carson, 1994, 1997; Weigle, 2002). Secondly, integrated writing tasks are considered able to 
control for possible effects of topic familiarity by providing source information, which assists 
test takers in understanding a given topic (Plakans, 2010), and basic information about what 
to write (Plakans, 2008; Weigle, 2002, 2004). Lastly, this type of writing task represents the 
domain of target language use (TLU) or academic writing ability required in content courses 
at an English-medium university (Cumming, Grant, Mulcahy-Ernt, & Powers, 2004; Feak & 






Currently, a wide range of writing tasks is implemented under the umbrella term of 
integrated writing tasks (Knoch & Sitajalabhorn, 2013). The integrated tasks of reading-to-
write and reading-listening-to-write are most popularly used in tests like Internet-based Test 
of English as a foreign language (TOEFL iBT). In these types of source-based writing tasks, 
test takers are usually provided with linguistic input (reading passages and/or listening input) 
and required to incorporate the information from the source into their writing.  
Despite its advantages and prevalence in practice in the field of L2 writing 
assessment, the linguistic source-based writing task (reading-to-write and reading-listening-
to-write) seems to have one critical limitation with regards to the use of source material(s). 
That is, test takers must have a certain level of reading and/or listening proficiency to 
understand the content of linguistic source(s) and to identity key points that need to be 
incorporated into their writing (e.g., Cumming, 2013; Gebril & Plakans, 2013). When test 
takers are unable to comprehend the material(s) due to a lack of reading and/or listening 
proficiency, they are subject to perform excessive text borrowing (Plakans, 2008; Shi, 2004), 
which might result in two concomitant issues: misrepresentation of their writing ability 
(Cumming et al., 2005; Weigle, 2002; Weigle & Parker, 2012) and rating challenges for the 
raters’ end (Cumming et al., 2005).  
The limitation should be addressed properly, since it raises serious questions 
regarding the validity of interpretations and uses of test scores. The use of an alternative, or 
at least additional, type of integrated writing task may provide a solution for this issue. A 
graphic-prompt writing task, on which test takers compose a written text using a visual graph 
as a source, is a relatively less commonly used integrated writing task, but seems a viable 






and construct representation (Messick, 1989). In contemporary education, reading takes place 
in a multimodal environment (Jewitt, 2008); this suggests L2 language assessments should 
move beyond the traditional concept of linguistic-centered reading (i.e., reading intended to 
comprehend monomodal written texts) and reflect the contemporary concept of reading as 
comprehending multimodal texts comprised of linguistic, as well as nonlinguistic, 
representations (Jewitt, 2005, 2008). Moreover, graphic-prompt writing ability (source-based 
writing ability to use visual graphic information) constitutes an aspect of academic writing 
ability (Hyland, 2006; Lim, 2009; Knoch & Sitajalabhorn, 2013). Thus, from these 
perspectives it could be argued that graphic-prompt writing ability should be measured by 
graphic-prompt writing tasks as part of source-based academic writing ability, so that the 
construct of academic writing is not threatened by construct underrepresentation (Lim, 2009).  
Despite its promising potential for addressing the issue of the linguistic source-based 
writing task, the graphic-prompt writing task has been less frequently used and researched 
compared with reading-to-write and reading-listening-to-write tasks. A relatively small body 
of studies on the graphic-prompt writing test has been conducted most actively for 
proficiency testing by International English Language Testing System (IELTS) Academic 
(e.g., Bridges, 2010; Mickan, Slater, & Gibson, 2000; O'Loughlin & Wigglesworth, 2003; 
Yu, Rea-Dickins, & Kiely, 2012), though non-IELTS sponsored studies were carried out for 
achievement tests (e.g., Yang, 2012b), as well as post entry diagnostic assessment (e.g., 
Knoch, 2009; Knoch, Read, & von Randow, 2007). This concentration of research within one 
testing company is primarily because visual graphic information is used as a prompt in 







visual data, such as a diagram and graph, in at least 150 words (Shaw & Falvey, 2008) under 
20 minutes (IELTS, 2006). 
Researchers have examined graphic-prompt writing tasks from different angles, such 
as task difficulty (O'Loughlin & Wigglesworth, 2003), such test takers’ characteristics as 
academic background, test-taking strategies, graph familiarity, English writing ability, and 
content knowledge (Farahani & Kashanifar, 2016; Yang, 2012b, 2016), and cognitive 
processes (Bridges, 2010; Mickan et al., 2000; Yang, 2012a; Yu et al., 2012). Despite the fact 
that these studies have shed light on the graphic-prompt writing task as a measure of source-
based academic writing, many critical and noteworthy gaps remain to be investigated. For 
instance, there has been little, if any, research that validates the interpretation and use of 
scores on the graphic-prompt writing test for EPT purposes at an English-medium university, 
especially in a North American context. In addition, so far no previous studies on the 
graphic-prompt writing test have administered the test on a computer, despite the fact that “as 
[the] computer becomes an authentic mode for writing, assessment of computer-delivered 
essays could more accurately measure actual writing skill than the paper-and pencil based 
test” (Lee, 2004, p.5).  
My personal motivation for conducting this validation research on the graphic-prompt 
writing task for an English Placement Test (EPT) originated from my experience as an EPT 
rater in Spring 2014 at a large public university in the Midwest of the U.S. While serving as a 
rater, I observed the test takers struggling with composing an essay using the visual graphic 
information and started paying attention to what the graphic-prompt writing task measured, 







An EPT is a middle-stakes assessment that has somewhat substantial, albeit not 
hugely significant, consequences for stakeholders including ESL students, instructors, and 
test administrators. Moreover, it is a prerequisite to figure out what test scores indicate 
regarding test takers’ graphic-prompt writing ability prior to justifying the use of the test 
scores for the placement test purposes. For instance, some issues regarding the score 
interpretations (e.g., what constitutes the construct of the graphic-prompt writing test, and if 
the performance on the graphic-prompt writing test is measured appropriately, and to what 
extent observed scores on the graphic-prompt writing test are reflective of the construct and 
dependable) remain to be systematically examined. Nonetheless, neither the interpretation, 
nor the use of the score on the graphic-prompt writing test for placement purposes have yet to 
be validated not only at the local context, but also in the field of L2 writing assessment.  
Current Dissertation Study 
As a first step to fill the critical gap in the literature and support my personal 
motivation as a language testing researcher, this dissertation study investigates the validity of 
score interpretations on a computer-based, graphic-prompt writing test designed to be 
administered for EPT purposes at English-medium institutions of higher education. 
Validation of the score interpretations is carried out taking an argument-based approach 
(Kane, 2006, 2013). That is, an argument about the score interpretations on the graphic-
prompt writing test will be made in support of the empirical evidence. 
 For the stated purpose, I developed a computer-based, graphic-prompt writing test 
with the intention of measuring test-takers’ graphic-prompt writing ability on a computer. 
Argument-based validity (Kane, 2006) served as a framework for data collection and 






evidence from difference sources” (Kane, 2006, p.23); therefore, a mixed-methods research 
design was employed (Creswell & Plano Clark, 2007), so that both quantitative and 
qualitative data were collected and analyzed.  
Overview of the Study 
The current dissertation study is structured with five chapters, including this 
introductory chapter (Chapter 1). Chapter 2 provides the theoretical, methodological, and 
empirical background. First, source-based writing tasks, in general, and graphic-prompt 
writing tasks, in particular, are discussed, followed by a review of the previous research on 
performance-based L2 writing assessment. Next, two complementary measurement models 
employed to investigate test score reliability/generalizability in the previous studies on 
integrated L2 writing tests -- a Multifaceted Rasch Measurement and Generalizability Theory 
-- are discussed. The remaining part of the chapter reviews test validation in terms of 
approaches, discusses construct and a test design framework of the graphic-prompt writing 
test, and articulates the interpretation and use argument for the graphic-prompt writing test. 
Chapter 2 finishes with a statement of the research questions, which are derived from the 
interpretation argument and guide the present study. Chapter 3 explicates details about the 
chosen research design (participants, instruments and materials, and data collection 
procedures) and the quantitative and qualitative data analysis methods used to address each 
of the research questions. In Chapter 4, findings relevant to the research questions are 
reported and discussed in the context of L2 source-based writing assessment. In Chapter 5, a 
validity argument for the score interpretations of the graphic-prompt writing test is made in 







discussion of the limitations and implications of the dissertation study followed by the 







CHAPTER 2.  LITERATURE REVIEW  
In this chapter, I outline the previous literature that has laid the foundation for this 
dissertation study. In the first part, I introduce integrated writing tasks and go into two types 
of integrated tasks: reading-to-write/reading-listening-to-write tasks and graphic-prompt 
writing tasks. Because integrated tasks are typically considered to be performance-based, I 
review empirical research on performance-based L2 writing assessment. The second part is 
devoted to explicating Multi-Faceted Rasch Measurement and Generalizability theory, 
measurement models, which were employed to address questions about test score 
generalizability/dependability in performance tests such as integrated writing tests. In the 
third part, I canvass validation in terms of approaches to validity and validation, the construct 
of and Evidence-Centered assessment Design for the graphic-prompt writing test. Building 
on the review of the literature, an interpretation/use argument for the graphic-prompt writing 
test is laid out in the fourth part. The interpretation argument leads to the research questions 
that guided the present research.  
Integrated Writing Tasks 
Since the 1970s, stand-alone prompt-based tasks (also known as independent writing 
tasks) have been widely used for performance-based writing assessments over close-ended 
items, such as multiple choice grammar tests, as better means to measure L2 students’ 
academic writing abilities (Crusan, 2002; Jonsson & Svingby, 2007). However, some testing 
professionals have pointed out issues inherent in independent writing tasks in terms of 
authenticity and topic familiarity (e.g., Cho et al., 2013; Feak & Dobson, 1996; Gebril, 2009; 






2004). To address these issues, source-based writing tasks were introduced as an addition to 
the independent writing tasks in high-stakes tests like TOEFL iBT.  
According to language testing experts, dissimilar to the independent writing tasks, 
integrated writing tasks are authentic in that they simulate what is actually practiced in real 
classrooms (e.g., Cho et al., 2013; Haviland & Clark, 1992; Leki & Carson, 1994, 1997;  
Sawaki, Quinlan, & Lee, 2013; Weigle, 2002) and minimize potential effects of topic 
familiarity (Gebril, 2009); test takers better understand a given topic with the help of sources 
(Plakans, 2010) and obtain basic information about what to write about (Plakans, 2008; 
Weigle, 2002, 2004). In fact, it was reported that test takers preferred source-based writing 
tasks to the independent writing tasks due to the fact that they could make use of source 
materials (e.g., written texts) as references (Plakans, 2008, 2015) for “vocabulary, sentence 
structures, writing style, organization patterns, ideas and information” (Leki & Carson, 1997, 
p. 51).  
The integrated writing task has been defined rather broadly, meaning that a clear-cut 
definition of the task does not exist (Knoch & Sitajalabhorn, 2013; Plakans, 2012). As a 
result, various types of tasks are currently in use under the umbrella term of the integrated 
writing task (Knoch & Sitajalabhorn, 2013). These tasks can be differentiated according to a 
requirement of source use and types of source material(s). As for the requirement of source 
use, the integrated writing task can be categorized as either “text responsible” (Leki & 
Carson, 1997, p.41) or non-text responsible (Plakans, 2012). In the “text responsible” type of 
task, test takers are exposed to reading and/or listening source material(s) first and then 
compose a written response by incorporating content from the source(s). On the other hand, 






topic (e.g., a newspaper article, drawing, or picture), but information about the input 
material(s) does not have to be included in a test essay (e.g., Plakans, 2012; Schoonen, 2005). 
In addition, depending on types of source materials (linguistic and visual), the integrated 
writing task can be classified into reading-to-write, reading-listening-to-write, and graphic-
prompt writing tasks (Knoch & Sitajalabhorn, 2013).  
Reading-to-Write and Reading-Listening-to-Write Tasks   
Two commonly used source materials are reading passages and listening input. 
Reading passages are the most frequently used and researched source materials in integrated 
writing tasks, and this type of integrated writing tasks is called a reading-to-write task. The 
reading-to-write task is implemented in medium- to high-stakes tests, such as the Georgia 
State Test of English Proficiency (Weigle, 2004), Undergraduate Academic Writing 
Assessment (Feak & Dobson, 1996), Canadian Academic English Language, and Ontario 
Test of ESL (Gebril, 2009). In tests like the TOEFL iBT, a reading passage is provided in 
accompaniment with aural input, and this type of integrated writing task is called a reading-
listening-to-write task (Knoch & Sitajalabhorn, 2013).  
Most reading-to-write and reading-listening-to-write tasks fall into the text-
responsible type, and reading-to-write tasks take several variant forms. For instance, test 
takers summarize a reading passage (e.g., Delaney, 2008; Yu, 2009) or write a response 
essay, where they create a summary of a given passage and present their view on a topic of 
the passage (e.g., Delaney, 2008). In other instances, test takers read two passages on 
opposing views on a topic and compose an argumentative essay, supporting one position 






read a passage and listen to a lecture on the same topic, summarize both input materials, and 
demonstrate how the lecture is related to the passage (Knoch & Sitajalabhorn, 2013).  
Despite the aforementioned benefits, integrated writing tasks, especially those that 
utilize linguistic input as a source material, carry some potential pitfalls that are worthy to 
mention. Some researchers (e.g., Gebril & Plakans, 2013) found that test takers might not be 
able to reap equal benefits from source texts unless they have “threshold levels of 
proficiency” (Cumming, 2013, p. 5) needed to understand the texts (Gebril & Plakans, 2013). 
This implies that this type of integrated writing task is appropriate only for certain test taker 
populations. Furthermore, it was found that test takers with low level language proficiency 
were likely to rely so heavily on written texts that they borrowed language from the original 
source verbatim (Plakans, 2008). This entails possible problems like misrepresentation of test 
takers’ writing ability (Cumming et al., 2005; Weigle, 2002; Weigle & Parker, 2012) and 
rating challenges on the part of raters; raters need to be sensitive to text borrowing and be 
capable of distinguishing text borrowing from test takers’ own writing (Cumming et al., 
2005).  
Graphic-Prompt Writing Tasks  
Another source material used for an integrated writing task is a visual graph (Knoch 
& Sitajalabhorn, 2013), and this type of integrated writing tasks is called a graphic-prompt 
writing task. The graphic-prompt writing task is implemented in several high- and low-stakes 
tests, including IELTS AWT 1 (IELTS, 2014), Diagnostic English Language Needs 
Assessment (DELNA) at University of Auckland (Read, 2008), and General English 
Proficiency Test  (GEPT) in Taiwan (Roever & Pan, 2008), for different testing purposes. 






GEPT is used for proficiency or placement test purposes (Roever & Pan, 2008), and DELNA 
is implemented as a post-admission diagnostic test (refer to The University of Auckland, n.d. 
for the details of DELNA). The Test of Written English (TWE), the predecessor to the 
writing section of the TOEFL iBT by Educational Testing Service (ETS), once used the 
graphic-prompt writing task in the 1980s (Golub-Smith, Reese, & Steinhaus, 1993). The 
graphic-prompt writing tasks in these tests are different in task requirements. AWT1 requires 
test takers to describe given visual graphs without making any interpretation (IELTS, 2014), 
while the tasks in the other tests ask test takers not only to describe, but also interpret the 
graphs in writing or make guided comments regarding a given graph (The Language Training 
& Testing Center, 2016; University of Auckland, n.d.).  
The graphic-prompt writing task seems to draw less attention than the reading-to-
write and reading-listening-to-write task in the field of L2 writing assessment; however, the 
graphic-prompt writing task appears to hold great promise as an integrated writing task with 
respect to multimodal literacy (Jewitt, 2005, 2008) and construct representation (Messick, 
1989). First and foremost, multimodal literacy, in which reading is conceptualized to 
encompass both linguistic and non-linguistic representations (Jewitt, 2005), represents the 
contemporary multimodal educational environment (Jewitt, 2008); in 21st century education, 
visual graphs are considered a type of texts. Accordingly, graph comprehension falls under 
the larger umbrella of text comprehension (Yu et al., 2012), and the ability to analyze and 
interpret non-linguistic representations, like graphs, is recognized as quintessential in many 
areas of study (Hyland, 2006). Moreover, L2 writing test experts have acknowledged that 
writing ability to use a visual graph as a source constitutes “the construct of academic writing 






This evolving definition of academic literacy and L2 writing ability should be reflected in the 
integrated writing assessment to avoid construct underrepresentation – a threat to the validity 
of score interpretations and uses (Messick, 1989). With these considerations in mind, the 
graphic-prompt writing task seems to be a viable solution to address the issue of construct 
underrepresentation (Lim, 2009). Nonetheless, it should be noted that, according to Knoch 
and Sitajalabhorn’s (2013) narrow definition of integrated writing tasks, the graphic-prompt 
writing task is not considered an integrated writing task due to the fact the visual graphic 
source is not language-rich. 
Empirical Research on Performance-Based L2 Writing Assessment 
A substantial number of studies have investigated both independent and integrated 
writing tasks, as the performance-based test has gained ground in L2 writing assessment. 
However, compared to the reading-to-write and reading-listening-to-write task, the graphic-
prompt writing task seems to be less explored. In this section, previous empirical studies on 
the performance-based L2 writing test are reviewed in three themes: individual raters’ rating 
performance and functional appropriateness of rating rubrics, test score 
reliability/generalizability, and constructs of integrated writing tasks. 
Individual raters’ rating performance and functional appropriateness of rating 
rubrics.  
  Raters and rating rubrics play crucial roles in assigning reliable scores in 
performance-based assessments, including writing tests (e.g., Eckes, 2015; Knoch, 2009; 
McNamara, 1996; Weigle, 2002). Ironically, however, the rater and rating rubric facets can 
also be sources of unwanted variance in observed scores. In other words, even though the 
observed score should reflect only test takers’ ability (underlying construct to be measured), 






rating experience) and function appropriateness (quality) of rating scales have significant 
bearing on observed scores (e.g., Barkaoui, 2010; Cumming, Kantor, & Powers, 2002; East, 
2009; Eckes, 2008, 2015; Gebril & Plakans, 2014; Hamp-Lyons, 2007; McNamara, 1996; 
Weigle, 1999; Zhang, 2016). For this reason, testing experts have extensively scrutinized the 
effects of rater and rating rubric facets on rating accuracy. 
 With regard to individual raters’ rating performance, one vein of studies has 
examined raters’ perceived importance of different aspects of writing (e.g., Cumming et al., 
2002; Eckes, 2008; Gebril & Plakans, 2014). The findings of the studies collectively 
suggested that there were individual differences in raters’ perceived importance of different 
aspects in writing, and that quality of writing exerted influences to which raters paid 
attention. For instance, Cumming et al. (2002) developed a descriptive framework for raters’ 
decision-making processes, using think-aloud protocols, and found experienced ESL/EFL 
and English-mother-tongue (EMT) paid more attention to rhetoric and idea development in 
high-scored writing than in low-scored writing in general. Unlike EMT raters, however, 
ESL/EFL raters tended to be more attentive to language use than rhetoric argument or 
content development; EMT raters paid balanced attention to both aspects of writing. 
Nonetheless, both groups of raters were found to be similar in two aspects. Firstly, when 
evaluating test essays, both groups of raters utilized two types of strategies-- interpretation 
(reading strategies for understanding test essays) and judgment (evaluating strategies for 
assigning scores) -- paying attention to three aspects: self-monitoring, ideational and 
rhetorical development, and language use (accuracy and fluency).  
Gebril and Plakans (2014) lent support to the Cumming et al.’s (2002) finding, in that 






By analyzing think-aloud and interview data, the researchers found the raters devoted 
amounts of attention to linguistic features and citation mechanics when they evaluated lower-
level writing (Levels 1-2). Contrarily, the same raters gave heed more to higher-order 
features of writing, such as organization, quality of source use, and argument development, 
when they rated advanced-level writing (Levels 3-4). Likewise, Eckes (2008) administered a 
questionnaire on raters’ perceived importance of nine rating criteria (e.g., fluency, structure, 
completeness) and unearthed that experienced raters of the writing section of the Test of 
German as a Foreign Language (TestDaF) assigned different weights to the rating criteria 
and the raters were grouped into six types depending on their perception on relative 
importance of the rating criteria.  
Another vein of research examined how rater characteristics and/or rating scales were 
related to raters’ rating performance (e.g., Barkaoui, 2010; Lai, Wolfe, & Vickers, 2015; 
Rezaei & Lovorn, 2010. Through the analysis of think-aloud protocols, Barkaoui (2010) 
discovered that types of a rating scale (holistic vs. analytic) exerted more influences on 
raters’ rating processes than raters’ rating experience, and an analytic rating rubric assisted 
the raters in considering all the evaluation criteria. In contrast, Rezaei and Lovorn (2010) 
conducted an experimental study and reported that untrained raters did not pay equal 
attention to the different features of writing and their rating decisions were heavily affected 
by language use even when they evaluated essays using an analytic rating scale. The findings 
suggested a rating rubric should be used along with rater training on rubric design and use.  
On the other hand, Lai et al. (2015) examined halo effects that resulted from rating 
errors on the part of raters. A halo effect is defined as a rater’s tendency to assign similar 






aspects of a construct (Eckes, 2015). The halo effect was derived from undue effects of 
general impression of performance quality on multiple traits and raters’ inability to 
differentiate rating criteria, due to the lack of clarity in a rating rubric and/or poor rater 
training. It was found that raters’ ratings were subject to halo effects when the raters 
evaluated multiple traits (criteria) rather than a single criterion, and different criteria were 
subject to the halo effects to a different extent. Organization was most prone and 
standardized conventions (spelling, punctuation, capitalization, and grammar) were least 
prone to halo effects. To avoid the halo effect, it was suggested either that multiple trait raters 
should be trained to make clear distinctions among rating criteria or that raters should rate 
only one criterion.  
The three studies (Barkaoui, 2010; Lai et al., 2015; Rezaei & Lovorn, 2010) did not 
come to an agreement as to whether or not an analytic rating scale assisted raters in paying 
balanced attention to all aspects of writing. In addition, raters’ ratings of multiple criteria 
were likely to result in ratings with halo effects and different criteria were subject to the halo 
effects to a different extent. The findings collectively seemed to suggest that raters undergo 
training in order to use a rating rubric appropriately.  
 Some previous studies explored functional appropriateness of rating scales (e.g., 
Janssen, Meier, & Trace, 2015; Knoch, 2007, 2009) in terms of scale structure and 
granularity of descriptors; the studies reported that a rating rubric needed to be validated 
when used in a different context and specificity of descriptors affected the function of a 
rating rubric. Janssen et al. (2015) examined appropriateness of the ESL Composition Profile 
(Jacobs, Zinkgraf, Wormuth, Hartfiel, & Hugley, 1981) for the writing portion of an in-house 






students. The ESL Composition Profile is “ [o]ne of the best known and most widely used 
analytic scales in ESL…adopted by numerous college-level writing programs” (Weigle, 
2002, p. 115). On the writing portion of the placement exam, test takers composed a 
statement of purpose for their doctoral studies. The researchers found that the levels on the 
rating rubric did not function well for placement purposes, as the rating scale contained an 
excessive number of possible score points. Thus, the researchers rescaled the rating scale into 
a 4-point, 6-point, and 7-point rubric, and discovered that the 6-point scale functioned best 
for the placement exam. 
 In another study, Knoch (2007, 2009) scrutinized the function of a newly developed 
rating rubric for the graphic-prompt writing task in DELNA. To address vagueness in the 
coherence dimension, which was a prevalent issue in many rating scales, Knoch (2007) 
developed a coherence criterion by conducting a Topical Structure Analysis (TSA) (Connor 
& Farmer, 1990; Schneider & Connor, 1990) on 602 essay samples of DELNA. The 
researcher validated the newly developed rating criterion (called the TSA-based scale) in 
comparison to the existing rating criterion (called the DELNA scale). In general, it was 
concluded that the TSA-based scale functioned better than the DELNA scale; the raters were 
better at differentiating test takers’ ability levels, ranking the test takers consistently, and 
using wide levels of the scale reliably. However, the raters showed more variability in 
severity/leniency with the TSA-based scale than with the DELNA scale.  
Later, Knoch (2009) compared an empirically developed analytic rating scale, 
comprised of more explicit descriptors, with the existing DELNA rating scale, an intuitively 
developed rating rubric that contained less explicit descriptors. The researcher found the new 






discrimination, rater severity/leniency, interrater reliability, and variability in ratings. In 
addition, the new rating scale measured wider aspects of writing than the DELNA scale. The 
researcher suggested raters’ rating performance was influenced by specificity of descriptors; 
when the descriptors were not specific enough, halo effects were observed, as raters 
performed ratings based on general impression of the writing.  
Test score reliability/generalizability. 
A somewhat limited body of research has investigated reliability/generalizability of 
scores in L2 writing tests within the framework of generalizability (G) theory, which is 
discussed in detail in Multi-Faceted Rasch Measurement and Generalizability Theory 
section. This dearth of research is more serious in the graphic-prompt writing task than the 
other types of writing tasks (independent, reading-to-write, and reading-listening-to-write 
tasks).  
Within the G-theory framework, a limited number of studies were conducted with 
slightly different foci. One strand of studies examined effects of raters and tasks on variance 
in writing test scores (e.g., Gebril, 2009, 2010; Lee & Kantor, 2007; Schoonen, 2005). Gebril 
(2009) conducted two separate univariate analyses on holistic scores on independent and 
reading-to-write tasks and found that score generalizability of both types of writing tasks 
were comparable. By carrying out multivariate analyses, Gebril (2010) investigated score 
generalizability of composite scores on independent and reading-to-write tasks and the 
effects of different rating schemes (different raters rating each type of writing tasks vs. same 
raters rating both types of writing tasks) on score generalizability. It was revealed that the 
composite score was as reliable as the separate scores on the two different types of tasks, and 






Kantor (2007) looked into score generalizability of the TOEFL iBT prototype writing tasks 
(independent, reading-to-write, and listening-to-write), focusing on a single rating design. In 
the single rating per essay condition, the researchers found that score generalizability was 
most high when each test taker completed different tasks and different raters evaluated those 
tasks, compared with other single-rating designs.  
The other strand of studies (e.g., Schoonen, 2005; Shin & Ewert, 2015) investigated 
the effects of an object of measurement (test taker ability) and/or two major variables (raters 
and tasks) on sub-scores of rating criteria. Schoonen (2005) examined this topic focusing on 
rating methods (holistic and analytic) and two traits (Content & Organization, and Language 
Use). The researcher estimated relative effects of variance components by conducting G-
studies on both holistic and analytic ratings, and made two findings: score variability was 
attributable more to tasks than the raters in general, and the holistic scoring method was more 
generalizable than its analytic counterpart. With regards to the analytic rating method, scores 
on the Language Use criterion were more generalizable than those on the Content & 
Organization criterion. In a similar vein, Shin and Ewert (2015) investigated whether or not 
test takers’ performance and raters’ severity differed across five analytic criteria: Viewpoint 
Recognition, Organization, Development, Language Use, and Text Engagement (source text 
use). Conducting a multivariate G-study on analytic scores on a reading-to-write task, the 
researchers discovered that test takers’ ability accounted for score variability the most, while 
the rater severity/leniency, as well as interaction between test takers and raters, did not have 
substantial effects on the test score across the five rating criteria. Moreover, test taker ability 
contributed more to the writing-related criteria (Development and Language Use) than the 






raters and interaction between test taker ability and raters had more effects on the reading-
related than the writing-related criteria.  
In sum, findings of the two strands of studies were that score 
reliability/generalizability of different types of tasks (independent and reading-to-write task) 
and of scores (composite scores of the two types of tasks and separate scores) was 
comparable, and tasks contributed more to the score variability than raters. The latter finding 
suggested that increasing the number of tasks resulted in greater score 
reliability/generalizability than increasing the number of raters, and Language Use domain 
was the area least subject to rater variability.  
Constructs of integrated writing tasks.  
A construct of L2 writing assessment, especially that of the integrated writing task, 
remains unclear (e.g., Zhu, Li, Yu, Cheong, & Liao, 2016). Accordingly, L2 writing 
researchers have been engaging in continuous endeavors to shed light on the underlying 
construct by scrutinizing writing processes and strategies (e.g., Barkaoui, 2015; Plakans, 
2008, 2009; Yang & Plakans, 2012) and discourse features (e.g., Cumming et al., 2005; 
Gebril & Plakans, 2013; O'Loughlin & Wigglesworth, 2003) elicited in integrated writing 
tasks, and nature of scores on integrated writing tasks (e.g., Sawaki et al, 2013; Shin & 
Ewert, 2015; Watanabe, 2001).  
Writing processes and strategies. 
Previous studies employed think-aloud protocols or stimulated recalls to explore 
writing processes and strategies involved in the completion of L2 writing tasks (e.g., 
Barkaoui, 2015; Plakans, 2008, 2009). In a reading-to-write task, Plakans (2009) observed 






for gist), mining (e.g., selecting information from the source texts and paraphrasing it), 
cognitive processing (e.g., slowing down reading rate), goal-setting (e.g., checking the task), 
and metacognitive strategies (e.g., recognizing lack of one’s comprehension). The first three 
types of strategies were used more frequently than the last two strategies through the entire 
writing process, and each type of reading strategy was observed with different frequency 
depending on writing stages (prewriting, writing, and revising). In addition, the most 
proficient test takers were different from the lesser and least proficient test takers; the most 
proficient group employed more reading strategies (e.g., mining and global strategies) than 
the lesser and least proficient groups. The lesser and least proficient groups were similar in 
terms of frequency of using the strategies, but they were dissimilar with regards to kinds of 
reading strategies used; the least proficient group employed more word-level reading 
strategies than the less proficient group and barely used the mining strategy. Based on the 
findings, the researcher suggested that goal setting, reading comprehension, and mining 
strategies should be included in the construct that the reading-to-write task measured.  
The other studies investigated writing processes involved in reading-to-write tasks, 
comparing them to those elicited by independent tasks. Plakans (2008) discovered that test 
takers spent more time in the pre-writing stage on the independent writing task, while 
investing more time in online planning on the reading-to-write task. In addition, the test 
takers engaged in recursive writing processes, especially on the reading-to-write task. Lastly, 
in the reading-to-write task, it was observed that the test takers with more experience and 
interest in writing tended to be involved in more interactive processes (e.g., responding to 
ideas) and spent more time planning, as well as establishing a position in their argument. 






iBT writing in light of task types (independent vs. integrated), English language proficiency, 
and keyboard skills. It was found that test takers engaged in construct-relevant activities 
(e.g., planning, generating, and revising) on both tasks; however, the frequency and 
distribution of the activities varied most across the task types, but varied less across English 
proficiency levels. Keyboard skills affected the writing activities only on the independent 
writing task. Unlike what Plakans (2008) found, the researcher reported that the test takers 
tended to take a linear approach to writing on both types of tasks (Barkaoui, 2015).  
 In general, findings of the three studies (Barkaoui, 2015, Plakans, 2008, 2009) 
indicated test takers used reading strategies, performing the reading-to-write task, and the 
type, as well as frequency, of reading strategies differed depending on levels of reading-to-
write ability. In addition, test takers exhibited different writing processes depending on their 
levels of writing proficiency, experience and interest in writing, and types of tasks 
(independent and reading-to-write tasks).  
 As for the graphic-prompt writing task, writing processes have been examined in 
terms of characteristics of prompts (Mickan et al., 2000), types of graphs (e.g., bar, line) 
(Bridges, 2010; Yu et al., 2012), writing abilities (Bridges, 2010), and types of tasks (Yang, 
2012a). Mickan et al. (2000) reported that pragmatic (e.g., purpose and audience) and lexico-
grammatical features of prompts affected test takers’ comprehension of a given task prompt, 
which in turn influenced planning and text composing processes, on both subsets in IELTS 
(AWT1 and AWT 2). AWT 2 is an independent writing task. The researchers observed that 
none of the test takers engaged in planning on AWT 1. In contrast, on AWT2, some of the 






Based on the differences in the writing processes, the researchers argued that the writing 
subsets (the graphic-prompt and independent task) did not measure the same construct.  
In terms of types of graphs, Yu et al. (2012) found different graphs affected two 
stages in the working model of writing processes (comprehending graphic information and 
re-producing graphic information), but not comprehending non-graphic task instructions. 
Comprehension and reproduction of the graphic information exerted, in turn, influences on 
test scores and the frequently used content words. Bridges (2010) documented that a graph 
and diagram induced similar cognitive processes and did not engage test takers in the 
organizational stage involving “ordering ideas and identifying relationships between them” 
(Field, 2004 as cited in Bridges, 2010, p. 25). The researcher suggested that AWT1 entailed 
knowledge telling, not knowledge transforming, strategies (Scardamalia & Bereiter, 1987). 
Moreover, Bridges (2010) observed the test takers did not perceive the two types of tasks 
differently, and showed different degrees of involvement in each stage of the writing process, 
depending on their levels of writing abilities.  
From a slightly different angle, Yang (2012a) compared writing processes of EFL 
university students completing a reading-to-write task to those completing a graphic-prompt 
writing task. The researcher observed that, in both types of writing tasks, test takers engaged 
in two main phases (preparation and writing), and writing processes were different depending 
on levels of writing ability. For instance, higher-level test takers showed more engagement 
than lower-level test takers in global processes in the preparation stage regardless of the types 
of tasks. However, the duration of time spent in each phase was different depending on the 
types of tasks. For instance, test takers were observed to spend more time in writing than in 






concluded that the underlying constructs that the two different types of tasks measured were 
different.  
To summarize, the studies on graphic-prompt writing tasks revealed not only 
pragmatic and lexico-grammatical features of prompts, and levels of writing ability were 
linked to differences in writing processes. In addition, test takers’ writing processes differed 
depending on types of writing tasks (reading-to-write versus graphic-prompt writing tasks) 
and their levels of writing ability. Still, there is no unanimous consensus on what constitutes 
the construct of L2 source-based writing task, and this lack of unanimity applies to the 
graphic-prompt writing task. Nonetheless, it is expected that the findings of earlier model-
based research on writing processes involved in L2 source-based writing tasks (Plankans, 
2008) and the graphic-prompt writing tasks (e.g., Yang, 2012a; Yu et al., 2012) would 
collectively provide a way to address the issue from a process-oriented perspective. In other 
words, the writing processes identified by the prior research are deemed to be constituents of 
the process-oriented construct of L2 source-based writing tasks regardless of the types of 
sources (reading passages or graphs). Thus, as part of this dissertation study, I built a model 
of a process-oriented construct based on previous model-based studies (Plakans, 2008; Yang, 
2012a; Yu et al., 2012) on writing processes of source-based L2 writing tests.  
Figure 2.1 illustrates the two-part writing phase and the writing processes involved in 
source-based writing tasks. This model may potentially be used to seek the evidence for the 
validity of the computer-based graphic-prompt writing test, the test developed for this 







Figure 2.1  A two-phase model of a process-oriented construct built on previous model-based 
studies (Plakans, 2008; Yang, 2012a; Yu et al., 2012) on writing processes of source-based 
L2 writing tasks. Note. The writing processes in parentheses were reported only in one study, 
while the others were reported in at least two studies among the three references.  
 
Discourse features. 
Discourse features are another area of research that researchers put considerable 
effort into exploring the construct of L2 writing assessment; prior research has examined 
differences in discourse features depending on types of writing task, levels of writing 
proficiency, and task difficulty (e.g., Cumming et al., 2005; Gebril & Plakans, 2013, 2016; 
Guo, Crossley, & McNamara, 2013; O'Loughlin & Wigglesworth, 2003; Plakans & Gebril, 
2017). Cumming et al. (2005) found that the TWE (independent) and prototype-integrated 






differences in the use of some discourse features, such as lexical sophistication, syntactic 
complexity, and argument structure, but not others (e.g., grammatical accuracy). The 
researchers also discovered the quality of writing was different depending on levels of 
proficiency; for example, more proficient test takers produced longer essays with 
more lexical sophistication, syntactic complexity, and greater grammatical accuracy and with 
better propositions. Based on the findings, Cumming et al. suggested that integrated writing 
tasks could be used as an additional measure of writing ability regardless of the types of 
sources (i.e., reading passages and listening input) to the independent writing tasks.  
Contrarily, Gebril and Plakans (2013), in the reading-to-write task, found that fluency 
was the only discourse feature that distinguished the three levels of writing proficiency, while 
grammar accuracy, verbatim use, as well as indirect reference of sources differentiated only 
the lower and upper two levels. However, other features, such as lexical sophistication, 
syntactic complexity, and the use of different quotations, did not differ across the levels of 
proficiency. In the graphic-prompt writing task, O'Loughlin and Wigglesworth (2003) 
reported task difficulty, operationalized as the amount of information (16 pieces vs. 32 
pieces) and presentation (non-reverse vs. reverse) of graphic information, and levels of 
proficiency led to differences in discourse features in test essays. Without regard to levels of 
proficiency (high, medium, and low), tasks with a lesser amount of graphic information 
resulted in clear increases in measures of complexity (e.g., structure, and organization), but 
not in accuracy. In tasks with more pieces of graphic information, more proficient test takers 
showed greater accuracy in writing.  
All in all, discourse features were used differently across types of writing tasks 






writing ability, and task difficulty. However, it remains to be confirmed which discourse 
features can differentiate test takers depending on their levels of graphic-prompt writing 
ability. 
Nature of scores on integrated writing tasks. 
The third line of research examined the underlying construct of integrated writing 
tasks either by exploring relationships between the source-based writing ability and other 
domains (reading, listening, and independent writing) or by looking into effects of construct-
relevant and irrelevant factors on scores on integrated writing tasks.  
With regards to the correlation between source-based writing ability with abilities in 
other areas of language, previous studies reported mixed results. Sawaki et al. (2013) found 
that reading-listening-to-write tasks in the TOEFL iBT measured three distinct, but correlated 
underlying constructs: writing (coverage and accuracy of content), reading, and listening. In 
support of this finding, Shin and Ewert (2015) found that source-based writing ability, 
measured by a reading-to-write task, was moderately correlated with both reading and 
listening constructs. However, Watanabe (2001) documented that only writing ability, not 
reading ability, could predict reading-to-write ability. In contrast, other researchers (e.g., 
Delaney, 2008; Messer, 1997) found that writing ability was barely related to reading-to-
write (summary) ability. A study on IELTS AWT reported that scores on the graphic-prompt 
writing task (AWT1) did not have a significant correlation with scores on the independent 
writing task (AWT 2) (Yu et al., 2012). In a similar vein, Yang (2012a) discovered that some 
test takers who received higher scores on the graphic-prompt writing task received lower 






independent, reading-to-write, and graphic-prompt writing task tapped into different aspects 
of academic writing ability.  
Other studies have investigated effects of a range of construct-relevant and construct-
irrelevant factors on scores on integrated writing tasks. Delaney (2008) discovered that levels 
of language proficiency (intermediate and advanced) and education (undergraduate and 
graduate) had moderate effects on scores on untimed reading-to-write tasks. Regarding the 
reading-listening-to-write task in TOEFL iBT, Plakans and Gebril (2013) uncovered five 
factors of source text use (importance of ideas extracted from source texts, use of reading 
input, use of listening input, implicit use of source materials [summarizing/paraphrasing 
source], and verbatim use of source texts) accounted for over 50% of the variance in the test 
scores. Among the factors, use of listening material and the importance of ideas were found 
to be most significant predictors compared to other factors. In a word, it appeared that levels 
of language proficiency and education, and source text use were factors that significantly 
affected scores on the reading-to-write and reading-to-listening-to-write tasks.  
On the other hand, L2 writing assessment experts on the graphic-prompt writing task 
explored how task difficulty (O'Loughlin & Wigglesworth, 2003), academic backgrounds 
(Farahani & Kashanifar, 2016), test-taking strategies, graph familiarity, English writing 
ability, and content knowledge (Yang, 2012b, 2016) influenced test scores. O'Loughlin and 
Wigglesworth (2003) reported that task difficulty did not lead to significant effects on test 
scores. Yang (2012b) discovered that there were three constructs underlying the graph 
writing strategies (graph comprehension, graph interpretation, and graph translation), and the 
use of the strategies had positive effects on test performance, and the test-takers did not 






graph familiarity, knowledge of the topic of a graph, and test-wiseness might affect 
performance on graphic-prompt writing tasks as a potential source of construct-irrelevant 
variance. Nonetheless, it was found that content knowledge, academic writing ability, and 
academic background, but not graphic familiarity, had a significantly positive relationship 
with writing performance (Farahani & Kashanifar, 2016; Yang, 2016).  
Key findings of the literature reviewed in this section are summarized in Table 2.1. 
To recapitulate, language-testing experts have conducted a considerable amount of research 
on performance-based L2 writing assessments (both the independent and integrated task) 
from multifarious perspectives. These studies yielded valuable findings that have enhanced 
our understanding of various factors affecting products and processes of different types of 
writing tasks (e.g., independent, reading-to-write, graphic-prompt tasks) and how the 
different types of tasks were similar, as well as dissimilar, to each other.  
Still, many critical gaps remain to be investigated, especially in the graphic-prompt 
writing task. One of the gaps worthy of addressing is the interpretations of scores on the 
graphic-prompt writing task; what does the graphic-prompt writing score mean with regards 
to test takers’ writing ability? In addition, researchers tended to overlook if the task could be 
used for EPT purposes at English-medium universities, especially in a North American 
context. Thirdly, so far, no previous studies on the graphic-prompt writing test have 
administered the test on a computer, even though “[the] computer becomes an authentic 
mode for writing, assessment of computer-delivered essays could more accurately measure 
actual writing skill than the paper-and pencil based test” (Lee, 2004, p. 5). Consequently, to 








Table 2.1  Summary of Key Findings of Reviewed Literature. 








different aspects of 
writing 
Cumming et al., 2002; 
Eckes, 2008;  
Gebril & Plakans, 2014 
• There were individual differences in raters’ perceived 
importance of different aspects in writing. 
• Quality of writing exerted influences to which criteria raters 
paid attention. 
Relationship 
between types of 
rating scales and 
raters’ rating 
behaviors 
Barkaoui, 2010;  
Lai et al., 2015;  
Rezaei & Lovorn, 2010 
• It was not clear if an analytic rating scale assisted raters in 
paying balanced attention to all the aspects (criteria) of 
writing.  
• Raters’ ratings of multiple criteria were likely to result in 
ratings with halo effects, and different criteria were subject 
to halo effects to a different extent. 
Functional 
appropriateness 




Scale structure and 
granularity of 
descriptors 
Janssen et al. 2015; 
Knoch, 2007, 2009 
• ESL Composition Profile was needed to rescale to be used 
for a placement test purpose. 
• An empirically developed rating scale with detailed 
descriptors functioned better than a priori developed scale 






Effects of rater and 
task variances on 
test score variance  
Gebril, 2009, 2010;  
Lee & Kantor, 2007; 
Schoonen, 2005 
• Reliability/generalizability of different types of tasks 
(independent and reading-to-write task) and of score report 
methods (composite and separate analytic scores) was 
comparable. 
• Tasks contributed more to the score variability than raters.   








Table 2.1 (continued) 
Topic Specific Area  Reviewed Study Key Findings  
Constructs of 
integrated 








Mickan et al., 2000; 
Plakans, 2008, 2009;  
Yang, 2012a; 
Yu et al., 2012 
• In reading-to-write tasks, test takers used reading strategies, 
and type and frequency of reading strategies differed 
depending on levels of reading-to-write writing ability. 
• Test takers exhibited different writing processes depending 
on their levels of writing proficiency, experience, and interest 
in writing, types of tasks (independent, reading-to-write, 
graphic-prompt writing tasks), and pragmatic and lexico-
grammatical features of prompts. 
Discourse features Cumming et al., 2005; 
Gebril & Plakans, 2013; 
O'Loughlin & 
Wigglesworth, 2003 
• Discourse features differed depending on types of writing 
tasks (independent, reading-to-write, listening-to-write, and 
graphic-prompt tasks), levels of writing ability, and task 
difficulty.  




Farahani & Kashanifar, 
2016; O'Loughlin & 
Wigglesworth, 2003; 
Sawaki et al, 2013;  
Shin & Ewert, 2015; 
Watanabe, 2001; Yang, 
2012b, 2016 
• It was not clear if source-based writing ability had high 
correlations with abilities in other areas of language. 
• Levels of language proficiency and education, and source 
text use seemed to be most significant factors for scores on 
reading-to-write and reading-to-listening-to-write tasks.  
• In the graphic-prompt writing task, content knowledge, 
academic writing ability, and academic background, but not 
graphic familiarity, had a significantly positive relationship 








graphic-prompt writing tasks, focusing on the score interpretations (what scores on the 
graphic-prompt writing task actually mean). The score interpretations will justify the use of 
scores for EPT purposes at universities, the subject of future planned studies. 
In the following section, I will expound on the Multi-Faceted Rasch Measurement 
and Generalizability Theory, measurement models used to examine questions about test score 
generalizability/dependability in performance tests such as integrated writing tests. The 
discussion of the two measurement models will establish a foundation for the data analyses in 
this dissertation study.  
Multi-Faceted Rasch Measurement and Generalizability Theory  
Reliability/Generalizability of test scores is one critical aspect in the validity of test 
score interpretations and uses (Bachman, 1990; Messick, 1989). Language testing scholars 
have addressed this critical aspect of validity with Multi-Faceted Rasch Measurement 
(MFRM) (Linacre, 1989, 1991) and Generalizability (G) theory (Brennan, 2001; Shavelson 
& Webb, 1991). The two measurement models are used to estimate the influence of the 
multiple aspects of a measurement procedure that affect test scores. The multiple aspects 
include the construct of interest (e.g., a person’s academic writing ability), as well as 
construct-irrelevant factors, such as task difficulty and rater severity; the variance of 
construct-irrelevant factors constitutes measurement errors (Bachman, Lynch, & Mason, 
1995; Kim & Wilson, 2009; Kozaki, 2004).  
 On the surface level, the two measurement models might seem to provide very much 
of the same information, addressing the same measurement issue. As a result, using one 
method or the other may look sufficient. However, the information from MFRM and G-






models to comprehensively investigate the reliability of a measurement (e.g., Bachman et al., 
1995; Kim & Wilson, 2009; Kozaki, 2004; Lynch & McNamara, 1998; Sudweeks, Reeve, & 
Bradshaw, 2004). Following the recommendation, I employed both models in the present 
dissertation study and therefore discuss both MRFM and G-theory.  
MFRM 
MFRM belongs to the family of frameworks in Item Response Theory (IRT) and is an 
extension of the basic, dichotomous Rasch model. The Rasch model is a one-parameter 
model in which only item difficulty is specified as a parameter. In the Rasch model, the 
probability of a correct response is estimated by the difference between a test taker’s ability 
and item difficulty (Rasch, 1960). In comparison, MFRM is a linear model that logistically 
transforms polytomous scores on a performance-based test into an interval logit scale (Eckes, 
2015). In MFRM, analyses are conducted by first forming hypotheses about the facets 
relevant to an assessment, specifying a model that accommodates all the relevant facets, and 
calibrating the facets using the observed scores (Kim & Wilson, 2009; Lynch & McNamara, 
1998).  
MFRM requires three assumptions to be met; score differences are attributed to one 
single trait (unidimensionality), responses to each test item and task are independent of one 
another (local independence), and test takers exert efforts to complete tasks (certainty of 
responses) (Ockey, 2012). Language assessment data hardly meet all of these assumptions, if 
any (Ockey, 2012). However, unlike G-theory, MFRM does not require the assumption of 
random sampling, because MFRM builds on a scaling theory (Barkaoui, 2014; Brennan, 
2001; Kim & Wilson, 2009); “a branch of measurement theory that focuses on rationales and 






amounts of property being measured” (Allen & Yen, 2001, p. 179). In other words, in 
MFRM, estimates are made on the basis of fixed, individual items, and other conditions of a 
measurement are not considered (Brennan, 2001).  
As for research designs, MFRM requires a connection between disjoined sets of 
observations (Kim & Wilson, 2009). In addition, MFRM requires a sufficiently large sample 
(at least 100 observations) to obtain accurate and stable parameter estimates (Ockey, 2012). 
When parameter estimates are not precise and stable due to a small sample size, the standard 
errors of the parameter estimates become larger; accordingly, the statistical power of the fit 
statistics diminishes (Barkaoui, 2014).  
MFRM provides individual-level information, which is useful for investigating the 
function of each of the elements in the facets (Barkaoui, 2014; Eckes, 2015), and a major 
advantage of MFRM is measurement invariance (Eckes, 2015). That is, when data fit the 
identified model, examinees’ ability measures are constant across test items, and item 
difficulty measures are constant regardless of test taker groups. Because of this measurement 
invariance, test scores are considered sufficient statistics for estimating a test taker’s ability 
in terms of reliability (Eckes, 2015). 
Language-testing researchers use MFRM to estimate different effects of various 
facets and adjust the estimate of the targeted ability, controlling for the effects of other facets. 
For instance, if a test taker’s performance on a graphic-prompt writing task is rated by a 
relatively harsh rater, the test taker’s ability estimate is adjusted, controlling for the rater 
severity. In addition, testing practitioners use individual-level diagnostic information from 
MFRM for various purposes. For example, when the practitioners find individual raters 






the raters (Lynch & McNamara, 1998; Sudeweeks et al., 2004). Similarly, the practitioners 
utilize diagnostic information about individual tasks and a rating rubric for the revision of the 
tasks and rating rubric, respectively (Lynch & McNamara, 1998). Another usage of MFRM 
is related to bias analysis (analysis of interaction). Bias analysis, which functions similarly to 
differential item functioning (DIF), permits the identification of a specific combination of 
elements across facets (Barkaoui, 2014; Sudweeks et al., 2004). For instance, bias analysis 
identifies if individual raters rate the performance of a group of test takers differently from 
the other test takers.  
FACETS (Linacre, 2014) is the most popular software for MFRM analyses in the 
field of language testing. FACETS displays joint calibration of facets on the logit scale in the 
Wright map (variable map), accompanied by other information such as standard errors and fit 
statistics (Eckes, 2015).  
G-Theory 
G-theory has its roots in Classical Test Theory (CTT); however, unlike CTT, G-
theory differentiates multiple sources of error variance—random and systematic (Eckes, 
2015; Lynch & McNamara, 1998). Applying random effects of Analysis of Variance 
(ANOVA), G-theory is carried out by doing two different types of studies: a Generalizability 
Study (G study), and a Decision Study (D study) (Brennan, 2001; Kim & Wilson, 2009). In a 
G-study, after the universe of admissible observations is defined, relative effects of variance 
components (e.g., a person’s academic writing ability, rater severity, task difficulty, and 
interactions among the variables) are simultaneously estimated and compared. Using the 
results of a G-study, a D-study is conducted. In the D-study, the universe of generalization, in 






the dependability of test scores is estimated for different decision-making purposes: relative 
(norm-referenced) and absolute (criterion-referenced) decisions.  
Dependability is defined as “the accuracy of generalizing from a person’s observed 
score on a test or other measure (e.g., behavior observation, opinion survey) to the average 
score that person would have received under all the possible conditions that the test user 
would be equally willing to accept” (Shavelson & Webb, 1991, p.1). The generalizability 
coefficient (Eρ2Rel), akin to the reliability estimate in CTT, is used for making relative 
decisions—ranking test takers according to the scores they received on a test. On the other 
hand, the dependability index (ϕ), comparable to the generalizability coefficient, is used for 
making absolute decisions—test takers are assigned either pass or fail based on cut-scores 
(Shavelson & Webb, 1991).  
In G-theory, it is assumed that an object of measurement and conditions (levels) of 
the facets are randomly sampled from the populations, and the universe of observations, 
respectively, so that the characteristics of a population and universe of observations are 
estimated from those of a sample (Kane, 2002; Sampling theory, 2017). Therefore, a sample 
should be selected randomly so that the sample is representative of the population (Kane, 
2002). Unlike other statistical methods, G-theory does not require the normality assumption, 
unless confidence intervals need to be established (Kim & Wilson, 2009).  
G-theory requires a strict preplanned research design in terms of facets (cross vs. 
nested, random vs. fixed facets). A crossed design refers to a situation where all conditions of 
a facet (e.g., raters) in the measurement are observed with all conditions of other sources of 
variation (e.g., test takers and tasks). On the other hand, a nested design indicates a situation 






sources of variation. Facets are considered random when the size of a universe is larger than 
that of the sample, and the conditions in the sample are exchangeable with conditions in any 
other sample(s) from the universe. However, when the number of conditions in a facet is the 
same as the number of conditions in the universe, the facet is considered fixed (Shavelson & 
Webb, 1991).  
With regard to the sample size, securing an adequate sample size is important in that 
an extremely small sample might lead to unstable or negative variance components 
(Shavelson, Webb, & Rowley, 1989). There are some guidelines for deciding an optimal 
sample size for a one-facet G-study (refer to Briesch, Swaminathan, Welsh, & Chafouleas, 
2014 for further discussion). For a multi-facet G-study, it is known that Monte Carlo 
simulations can be used for estimating; however, Briesch et al. (2014) called for further 
guidance.  
Unlike MRFM, G-theory is known to provide group-level information (Barkaoui, 
2014; Eckes, 2015); the variance is an average across all the elements in the object of 
measurement and in each of the facets. For example, the variance component of raters shows 
the relative effect of rater difference in severity on the total score variance at a group level; 
the rater variance does not provide information about each individual rater’s level of severity.  
 In the field of language testing, G-theory is used to examine the relative effect of each 
of the sources’ variability on test scores. This permits identification of a source of variation 
that accounts mostly for total score variance. It is desirable that the effect of the object of a 
measurement is much larger than that of any other facets (sources of errors). G-theory is also 
used to estimate score dependability for different decision-making purposes (relative and 






whether increasing the number of items is better than increasing the number of raters for 
achieving the desired level of reliability, considering cost effectiveness) (Gebril, 2012; Lynch 
& McNamara, 1998).  
The most widely used computer software package for operationalizing G-theory is 
GENOVA, developed by Robert Brennan. The GENOVA package has three programs, 
GENOVA, mGENOVA, and urGENOVA, which can be used depending on types of 
generalizability and research designs (Gebril, 2012). Generalizability is classified into two 
types, univariate and multivariate. The univariate G-theory assumes that there is only one 
universe score, while the multivariate G-theory assumes there are multiple universe scores 
(Brennan, 2003). The universe score refers to “the average score that would be expected 
across all possible variations in the measurement procedure (e.g., different raters, forms, or 
items)” (Briesch et al., 2014, p. 15). GENOVA is used for a univariate generalizability 
analysis, while mGENOVA is used for a multivariate generalizability analysis. Both 
GENOVA and mGENOVA perform G- and D-studies, and both programs are used for 
studies with complete and balanced designs. On the other hand, urGENOVA runs only G-
studies and is used in studies with unbalanced random effects (designs with missing 
observations) (Gebril, 2012; Marcoulides & Ing, 2014). SPSS, SAS, and other software for 
structural equation modeling, including AMOS, LISREL, EQS, and MPLUS, are also used 
for G-theory analyses (Marcoulides & Ing, 2014).  








Table 2.2  Summary of Main Contrasting Points of MFRM vs. G-Theory. 






• Item Response Theory • Classical Test Theory 
Assumptions • Unidimentionality 
• Local independence 
• Certainty of responses 
• Random sampling  
Research design 
requirements 
• Connection between disjoined 
sets of observations 
• Sufficiently large sample size (at 
least 100 observations) 
• Preplanned research design for 
facets  
• Enough sample size to avoid 
negative variance components  
Main uses in 
language 
assessment 
• Estimating different effects of 
various facets and adjusting the 
estimate of a targeted ability, 
controlling for the effects of 
other facets  
• Identifying raters who need rater 
training 
• Revising tasks and rating rubrics 
• Bias analysis  
• Estimating relative effects of 
sources of score variance (G-
study) 
• Estimating score dependability 
for different decision-making 
purposes (relative and 
absolute), and making choices 
in test design (D-study) 
Level of 
information 
• Individual • Group 
 
Software  • FACETS (Linacre, 2014) • GENOVA (Crick & Brennan, 
1983), SPSS, SAS, AMOS, 
LISREL, EQS, and MPLUS 
 
Validation  
 As aforementioned, the main purpose for the current dissertation study is to validate 
score interpretations on graphic-prompt writing tasks designed to be used for English 
Placement Test purposes. Therefore, it is of utmost importance to review what test validation 
is and why it is needed.  
Validation is an ongoing process whose primary purpose is to create a “justification 
of the inferences made on the basis of performance” (Chapelle, 1998, p. 32). In other words, 






test due to the fact that the underlying construct cannot be directly observed. Thus, 
establishing soundness of inferences is deemed necessary. This is where a validation study 
comes into play.  
 Validation can be conceived as two stages: developmental and appraisal stages, and a 
primary purpose of validation differs depending on the stages (Kane, 2006, 2011). In the 
developmental stage, test developers craft a test based on the interpretation/use argument 
(Kane, 2013), which articulates interpretations and uses that they propose. In this stage of 
validation, test developers play advocacy roles in that they collect evidence to justify the 
proposed interpretations and uses of the test scores; accordingly, the developmental stage of 
validation is subject to a confimationalist bias. Upon the operationalization of the test, 
validation moves onto the appraisal stage; in this stage, validation is conducted to critically 
evaluate the interpretation/use argument in terms of coherence and plausibility (Kane, 2006, 
2011). 
Approaches to Validity and Validation 
Since the 1960s, mainly four approaches to the validation have been taken: one 
question and three validities, evidence gathering, test usefulness, and argument-based in 
language testing (Chapelle, 2012; Chapelle & Voss, 2013). I introduce the four approaches in 
this section. 
In the early days of test validation from the 1960s to the early 1980s, validity was 
conceived as the relevancy of a test to “what it claims to measure?” (Lado, 1961, p. 321), and 
was generally seen as several different types: predictive validity, concurrent validity, content 
validity, and construct validity; thus, four different types of validation (processes) would be 






related validity, which includes predictive and concurrent validity, is established through 
correlations with criterion tests. When the two scores are obtained at the same time, it 
establishes concurrent validity: while the criterion test score is obtained with a time lag, 
predictive validity is obtained. Likewise, content validity is established by deriving test items 
from “a universe in which the investigator is interested” (Cronbach & Meehl, 1955, p. 282). 
Construct validity is demonstrated by both theory and empirical investigation (e.g., group 
difference, correlation metrics and factor analysis) (Cronbach & Meehl, 1955).  
This initial conception of validity had persisted for almost three decades until 
Messick’s (1989) innovative concept of validity was introduced in Educational Measurement, 
where he defined validity as “an integrated evaluative judgment of the degree to which 
empirical evidence and theoretical rationales support the adequacy and appropriateness of 
inferences and actions based on test scores or other modes of assessment” (p. 13). Messick’s 
(1989) innovative conceptualizaiton of validity is well summarized in the following four 
points (Chapelle, 2012, p. 24): 
• Validity is not a property of tests themselves; instead, it is the interpretations 
and uses of tests that can be shown to be more or less valid. 
• Validity is best thought of as one unitary conception, with construct validity 
as central, rather than multiple validities such as “content validity,” “criterion-
related validity,” or “face validity.” 
• Validity encompasses the relevance and utility, value implications and social 
consequences of testing. This scope for validity contrasts with the view that 







• The complex view of validity means that validation as an ongoing process of 
inquiry. The focus on the process of investigation contrasts with a product-
oriented perspective of a validation test—one for which the research has been 
completed.  
 
As Messick (1989) elucidated, validity is a unitary concept with different facets, and 
evidence for validity can be collected from various sources: test content, response processes, 
internal structure, relations to other variables (tests), and social consequences of testing. This 
implies that content and criterion-related research, which is correlational, is used to gather 
evidence about the overarching construct validity (Chapelle, 1999). This view is well 
reflected in Standards for Educational and Psychological Measurement (American 
Psychological Association, the American Educational Research Association, and the 
National Council on Measurement in education [AERA, APA, and NCME], 2014).  
In 1990, Bachman successfully imported Messick’s (1989) new concept of validity 
from the field of Educational Measurement to the field of Applied Linguistics. In the same 
decade, Bachman and Palmer (1996) went about elucidating the theory-informed concept of 
validity for a practice-oriented audience. That is, instead of using the established, but theory-
rooted phrase, “justification of test score interpretations and uses,” they used a more 
approachable interpretation in evaluating usefulness of a test (score), arguing that test 
usefulness can be evaluated in terms of reliability, construct validity, authenticity, 
interactivenes, impact, and practicality (Bachman & Palmer, 1996)1.  
 
                                                 






In the middle and late 2000s, Messick’s view on validity continued to be predominant 
while another practice-oriented approach to validation--the argument-based approach (Kane, 
2006) was introduced. The argument-based approach encompasses the following three main 
characteristics (Chapelle & Voss, 2013, p. 5):  
(1) interpretive argument that the test developer specifies in order to identify 
      the various components of the meaning that the test score is intended to have and  
      its uses 
(2) the concepts of claims and inferences that are used as the basic building blocks in  
      an interpretive argument 
(3) the use of the interpretive argument as a frame for gathering validity evidence 
 
As reflected in the quotation above, the backbone of the argument-based approach is 
an interpretive argument or interpretation and use argument (Kane, 2016, 2013), the first part 
of validation. Validation fundamentally entails two inter-connected, but distinct types of 
argument: an interpretive argument and a validity argument (Kane, 2006).  
According to Kane (2006), "an interpretive argument specifies the proposed 
interpretations and uses of test results by laying out the network of inferences and 
assumptions leading from the observed performances to the conclusions and decisions based 
on the performances" (p. 23). This means, under the interpretive argument (interpretation and 
use argument) framework, a conclusion (claim) about a test taker's ability can be made based 
on his/her observed performance on a test (grounds) through a chain of inferences. Each 
inference needs to be authorized by a warrant, which in turn requires support of its 






thumb, or established procedure" (Chapelle, Enright, & Jamison, 2008, p. 7). The 
assumptions need backing or supporting evidence. When backing supports the underlying 
assumptions, the strengths of inferences increase; however, the strengths are undermined if a 
rebuttal is supported (Chapelle et al., 2008). A rebuttal refers to “a counter-claim that the 
warrant does not justify the step from the grounds to the claim” (Fulcher & Davidson, 2007, 
p.165). On the other hand, the validity argument, which is constructed in the second part of 
the validation process, is made by "generating a coherent analysis of all of the evidence for 
and against the proposed interpretation/use, and to the extent possible, the evidence relevant 
to plausible alternative interpretations and decision procedures" (Cronbach, 1988, cited in 
Kane, 2006, p. 22).  
Thus, in my dissertation study, the validation research was conducted on the graphic-
prompt writing tasks, designed to be used for EPT purposes, based on the interpretation/use 
argument for the test to advance toward a validity argument. To be more specific, in the first 
phase, I developed an interpretation/use argument that specified the proposed interpretations 
and uses of test scores on the graphic-prompt writing tasks designed to be used for EPT 
purposes at English-medium universities. In the second phase, I collected evidence that 
supported the assumptions underlying the interpretation argument by conducting validation 
research.  
 To validate the graphic-prompt writing tasks, I took the argument-based approach 
over the other three approaches, because of its major advantage--“the guidance it provides in 
allocating research effort and in deciding on the kinds of validity evidence that are needed” 
(Kane, 2001, p. 331). In other words, unlike the other three approaches to test validation, the 






that I needed to collect to support inferences and underlying assumptions, which constituted 
the interpretation/use argument for the computer-mediated graphic-prompt writing test. 
Construct Underlying the Graphic-Prompt Writing Test 
The construct that the graphic-prompt writing test intended to measure was test-
takers’ ability to read and understand written language and a visual graph, and to describe the 
graphic information and provide possible reasons for the phenomenon depicted in the graph 
in written discourse on a computer. It was assumed that this ability was required for 
incoming undergraduate students to successfully perform source-based academic writing 
tasks in content courses at English-medium universities. In this section, I explicate in detail 
how I defined the construct of the graphic-prompt writing tasks.  
From an interactionalist’s perspective (Chapelle, 1998), I defined the construct of the 
graphic-prompt writing tasks by adapting the theoretical models of communicative language 
ability (Bachman, 1990) and language ability (Bachman & Palmer, 2010) and synthesizing 
the adapted model and the findings from previous studies on L2 graphic-prompt writing tests 
(Bridges, 2010; Mickan et al., 2000; Yang, 2012a, 2012b; Yu et al., 2012). I decided to take 
the interactionalist approach because, in line with what Chapelle (1998) maintained, a 
construct definition should be established through the specification of pertinent aspects of 
learners’ underlying characteristics (learner factors) and the situation where a performance 
occurs (contextual factors), along with the strategic competence, or the 
metacognitive strategies. The strategic competence “characterize[s] the mental capacity for 
implementing the components of language competence in contextualized communicative 







As Figure 2.2 illustrates, the construct of the graphic-prompt writing tasks consist of 
three factors: learner factors, contextual factors, and the interaction between learner factors 
and contextual factors with the mediating function of strategic competence, and cognitive 
strategies. Each of the factors is detailed below.  
 
 
Figure 2.2  Diagram of the construct of the graphic-prompt writing test. Adapted from 
Bachman (1990, p. 85) Fundamental Considerations in Language Testing and Bachman and 









As shown in Figure 2.2, learner factors include attributes of learners such as language 
knowledge, graph knowledge, strategic competence, and cognitive strategies. These learner 
factors are presented in the four orange-shaded ovals inside the inner circle.  
Language knowledge.  
As shown in the orange-colored rectangles in the upper right corner in Figure 2.2, the 
language knowledge elicited in the graphic-prompt writing task includes largely 
organizational and pragmatic knowledge. Organizational knowledge, which consists of 
grammar and textual knowledge, governs how utterances or sentences are formed. 
Grammatical knowledge involves accurate use of language across the areas of vocabulary, 
morphology, syntax, phonology, and graphology. Textual knowledge enables students to 
produce texts consisting of more than one sentence, accessing use of the knowledge of 
cohesion and rhetorical organization. Knowledge of cohesion governs sentential 
relationships, while knowledge of rhetorical organization is involved in organizing units of 
information in writing (e.g., narratives, descriptions, argumentation).  
On the other hand, pragmatic knowledge concerns to what extent sentences and texts 
are pertinent to the communicative goals of the students and to characteristics of language 
tasks and the situation (e.g., composing a written text, using sources in content courses at an 
English-medium university). Pragmatic knowledge is comprised of functional knowledge and 
sociolinguistic knowledge; functional knowledge governs the degree to which sentences and 
texts are germane to the communicative goals of students. Among the four different types of 






Bachman & Palmer, 2010)2, graphic-prompt writing targets the knowledge of the ideational 
functions, which are relevant to using language to inform and express ideas in the forms of 
description, classifications, and explanation. Sociolinguistic knowledge concerns 
appropriateness of language use for a specific task and situation. It includes knowledge of 
genres, dialects and varieties, natural or idiomatic expressions, and cultural references and 
figures of speech (Bachman, 1990; Bachman & Palmer, 2010)3. Among these sub-areas of 
knowledge, the graphic-prompt writing test touches upon students’ knowledge of genre (in 
the academic essay), and register (use of formal language appropriate for academic contexts), 
and naturalness (natural language use).  
 The exertion of the linguistic knowledge on the performance of graphic-prompt 
writing task was shown in previous studies. For instance, it was observed that the test takers 
used the specified elements of linguistic knowledge while they were reading written prompts, 
including test instructions and introductory background, and were translating thoughts/ideas 
into written discourse (Bridges, 2010; Mickan et al., 2000; Yang, 2012b, Yu et al., 2012).  
Graph knowledge. 
Graph knowledge distinguishes the graphic-prompt writing ability from the 
frameworks of Bachman (1990) and Bachman and Palmer (2010)’s (communicative) 
language ability—in the frameworks, graph knowledge was not listed as part of the learner 
factors.  
As it is illustrated in the orange-colored rectangles in the upper left corner in Figure 
2.2, graph knowledge is structured in an ability to 1) identify a type of a graph (e.g., line and 
                                                 
2 Refer to Bachman (1990, pp. 92-94) and Bachman and Palmer (2010, pp.46-47), for further details of the 
different types of functional knowledge. 
3 Refer to Bachman (1990, pp. 94-98), and Bachman and Palmer (2010, pp.47-48) for further details of the 







bar graphs), 2) to find out the necessary pieces of information in an identified graph, and 3) 
to translate the extracted visual (graphic) information into numeric information (Pinker, 
1990). It seems that test takers use graph knowledge to comprehend visual graph(s) while 
they are completing graphic-prompt writing tasks (Bridges, 2010; Yang, 2010a, 2010b; Yu et 
al., 2012). 
Strategic competence.  
Strategic competence manages language use, graph knowledge, and cognitive 
activities, connecting language knowledge and graph knowledge to characteristics of the 
language use task and situation through cognitive strategies. Strategic competence operates 
through goal setting, appraising, and planning, which are presented in the orange-shaded 
rectangle in the middle right corner of Figure 2.2, while students are performing the graphic-
prompt writing task (Bridges, 2010; Mickan et al., 2000; Yang, 2012a, 2012b; Yu et al., 
2012). When accomplishing the graphic-prompt writing task, students identify the 
communicative goal of the task, considering contextual factors such as the purpose and 
audience of the task.  
In appraising, students engage in three interconnected processes. In the process of 
appraising the characteristics of a task or situation, students evaluate the graphic-prompt 
writing task to determine how desirable or feasible it is to complete the task successfully, as 
well as what components of language and graph knowledge are needed for task completion. 
In the process of appraising one’s own language and graph knowledge, students evaluate if 
they possess the language and graph knowledge needed for accomplishing the task 







use. In appraising the degree of successful communicative goal achievement, students engage 
in evaluating their writing in terms of announced rating or assignment criteria.  
In planning, students determine how to use the needed language and graph 
knowledge, so that they can successfully complete the assigned graphic-prompt writing task. 
That is, students identify the elements of language and graph knowledge that they will 
actually use and make plans for effective use of the identified knowledge elements of 
language and graph. Based on the plans, students produce the written products.  
Cognitive strategies. 
Cognitive strategies refer to mental processes that students engage in when they 
execute the plans selected for language and graph use in the graphic-prompt writing task. The 
cognitive processes/strategies presented in the bottom left corner in Figure 2.2 were derived 
from previous literature on L2 source-based writing assessment including the graphic-prompt 
writing tests (Bridges, 2010; Knock & Sitajalabhorn, 2013; Yang 2012a, 2012b; Yu et al., 
2012).  
In completing the graphic-prompt writing task, students are cognitively engaged in 
scanning and selecting sources (a written text and visual graph) to generate and find ideas to 
use in their writing, summarizing the visual graph, synthesizing and transforming the 
linguistic and visual graphic information in the sources into one’s own language in writing, 
organizing the structure of the selected ideas, relating the ideas in sources to their own, and 
acknowledging the sources.  
Contextual factors. 
The contextual factors, represented by the outer circle in Figure 2.2, refer to the 






the graphic-prompt writing are listed in the blue-shaded rectangle in the bottom right corner 
in Figure 2.2 (the list is, by no means, exhaustive). I borrowed terms from Hymes’ (1972) 
features of context and Halliday and Hasan’s (1989) theory of context to construct the list 
and specified the contextual factors in parentheses based on the target language use situation 
where the students are expected to perform the graphic-prompt writing task. The contextual 
factors include location (undergraduate content courses at English-medium universities), 
topic (various academic-related topics), task type (source-based academic writing, using a 
written text and visual graph), action (understanding sources and composing writing, 
incorporating the visual graphic information from the source[s]), participants (undergraduate 
student writers and audience of content courses at English-medium universities), objective 
(successfully completing the assigned graphic-prompt writing task), instrumentalities 
(written and formal), texture (computer-typed written text), genre (various types of academic 
writing like description, persuasion, and argumentation), and norm (rating/assignment 
rubric).  
Evidence-Centered Assessment Design for the Graphic-Prompt Writing Test 
To appropriately and accurately measure the construct of the graphic-prompt writing 
task, I designed, developed, and implemented the task within Evidence-Centered assessment 
Design (ECD). ECD, a conceptual framework created by researchers (Russel Almond, 
Robert Mislevy, and Linda Steinberg) at ETS (Mislevy, Almond, & Lukas, 2003; Zieky, 
2014), provides logical and systematic guidance for designing, developing, and 
implementing educational tests (Zieky, 2014).  
The ECD considers an assessment as making an argument. The argument illustrates 






performance (Mislevy & Haertel, 2006; Mislevy & Riconscente, 2005; Mislevy, Steinberg, 
& Almond, 2003; Zieky, 2014). ECD is built on three basic premises, which are embodied in 
components (called layers), of the framework. The three basic premises are the following: 
(1) An assessment must build around the important knowledge in the domain of 
interest and an understanding of how that knowledge is acquired and put to use; (2) 
The chain of reasoning from what participants say and do in assessments to 
inferences about what they know, can do, or should do next, must be based on the 
principles of evidentiary reasoning; (3) Purpose must be the driving force behind 
design decisions, which reflect constraints, resources, and conditions of use (Mislevy 
et al., 2003, p. 20) 
 
ECD, an iterative process of test design, development, and implementation, provides 
a few notable benefits. First and foremost, the methodology enables testing experts to 
strengthen the basis for a validity argument. From an initial stage of an assessment, a range 
of evidence (e.g., design of a test in light of construct-relevant Knowledge, Skills, and 
Abilities [KSAs]), which supports inferences and claims made about test takers’ KSAs, is 
collected. Secondly, tasks that measure only construct-relevant KSAs are created. Thirdly, 
every important decision about a test is documented in a common language, which leads to 
effective communication among testing people who come from varying disciplinary 
backgrounds (Zieky, 2014).  
The complete ECD framework consists of five interrelated layers: domain analysis, 
domain modeling (design pattern), conceptual assessment framework (CAF), assessment 






Riconscente, 2005). Mislevy et al. (2003) made a brief introduction to the ECD, focusing on 
two parts related to implementation: CAF and four-process architecture for assessment 
delivery. Adapting the papers on ECD framework (Mislevy et al., 2003; Mislevy & Haertel, 
2006; Mislevy & Riconscente, 2005), I developed the ECD framework for the graphic-
prompt writing test, structuring it with four layers: domain analysis, domain modeling, CAF, 
and four-process architecture for assessment delivery. Each of the four layers is detailed 
below.  
Domain analysis. 
Domain analysis provides substantive information about a domain of interest (e.g., 
important knowledge, skills, and abilities [KSAs] and characteristics of good work). Domain 
analysis is conducted in various methods, such as expert judgment on task content, survey to 
domain experts, and textbook analysis (Zieky, 2014).  
The domain analysis for the graphic-prompt writing test was conducted by means of 
literature review and a small-scale survey study. As previously mentioned, the literature 
review indicated that the ability to read and interpret visual graphs and to present the 
comprehended graphic information in written discourse (graphic-prompt writing) was an 
essential aspect of academic writing ability across various disciplines at universities (e.g., 
Hyland, 2006; Knoch & Sitajalabhorn, 2013). In addition, the survey study, which I 
conducted with two teaching assistants (TAs) of first-year content courses and seven first-
year ESL undergraduate students who were taking content courses at a large public 
university in the U.S. in Fall 2015, indicated that the students performed graphic-prompt 
writing tasks along with other types of writing tasks (independent and reading-to-write) in 






undergraduate students) considered various aspects of writing (e.g., accurate use of simple 
and complex syntactic structures, proper use of a wide range of vocabulary, constructing and 
developing one’s own ideas, organization, correct citation of reference) as important to 
perform academic writing tasks. 
Considering the small sample size, the results might not be generalizable, and should 
be interpreted with caution. Accordingly, larger-scale studies, where other domain analysis 
instruments (e.g., curriculum analyses, interview with instructors and students) are employed, 
are called for, so that more trustworthy and substantive information about the domain can be 
collected. 
Domain modeling. 
Building on the information garnered from the domain analysis, an assessment 
argument is made in narrative form through the process of domain modeling (Mislevy & 
Haertel, 2006; Mislevy & Riconscente, 2005). An assessment argument is comprised of three 
components (claims, warrant, and data) in Toulmin’s (1958) terms (Zieky, 2014). Claims are 
made about a test taker’s KSAs based on his/her observed test performance (data), and 
warrants explain reasons why certain claims can be made about a test taker’s KSA on the 
basis of the observed performance (Zieky, 2014).  
Domain modeling for the graphic-prompt writing test (including claim, warrant, and 
data) is presented in the form of a design pattern (Mislevy & Haertel, 2006) in Table 2.3 
(refer to Appendix A for the full version of Domain Modeling for the Graphic-Prompt 








Table 2.3  Domain Modeling (Design Pattern) for the Graphic-Prompt Writing Test. 
Attribute Value(s) Assessment 
Argument 
Component 
Rationale The domain analysis showed that source-based writing tasks 
using a visual graph (graphic-prompt writing tasks) were  
performed in first-year undergraduate content courses across 
various disciplines at English-medium universities, and both 
content-course teaching assistants and the students thought 
various aspects of writing (e.g., accurate use of simple and 
complex syntactic structures, proper use of a wide range of 
vocabulary, constructing and developing one’s own ideas, 
organization, correct citation of reference) are important to 
perform writing tasks in those courses. In addition, according to 
the literature, the graphic-prompt writing ability constituted 









Students’ ability to read and understand written language and a 
visual graph, and to describe the graphic information and 
provide possible reasons for the phenomenon depicted in the 




Students’ writing performance (essays) on a graphic-prompt 









• Fully and accurately describe a given graph with a proper 
citation,  
• Fully develop essay content by supporting their ideas with 
lucid explanations and concrete examples, 
• Effectively organize the essay at both sentence and paragraph 
level, using cohesive devices, 
• Show accurate and proper use of diverse grammar structures 
and broad vocabulary  
 
CAF. 
CAF is a blueprint for a test, which consists of five Models: the Student Model, 
Evidence Model, Task Model, Presentation Model, and Assembly Model. The Student Model 
specifies KSAs (the construct of interest) that a test intends to measure. The Evidence Model, 






measured. The evaluation component (evidence rules) describes key features, which serve as 
evidence for the test taker’s KSAs extracted from the test taker’s performance. In the context 
of L2 writing assessment, a rating rubric is a central part of the evidence rules, which 
describe key dimensions and how the dimensions are evaluated (Mislevy et al., 2003). The 
measurement component specifies how evidence, collected from multiple tasks, is combined.  
The Task Model, consisting of presentation materials and a task model variable, 
delineates conditions, or tasks, whereby the performance that shows evidence of KSAs is 
elicited. The Presentation Model describes how a test and related materials are presented to 
test takers. The Assembly Model governs how the Student Model, Evidence Model, and Task 
Model work collectively for the purpose of an assessment. 
The CAF for the graphic-prompt writing test is detailed in the following: the Student 
Model specifies new incoming ESL undergraduate students’ ability to read and understand 
written language and a visual graph, and to describe the graphic information and provide 
possible reasons for the phenomenon depicted in the graph in written discourse on a 
computer (graphic-prompt writing ability). The graphic-prompt writing ability consists of 
four aspects: ability to describe a visual graph thoroughly and accurately, citing the source, 
ability to develop ideas/opinions/thoughts with lucid explanation and/or concrete examples, 
ability to structure the essays logically and smoothly both at a sentence- and paragraph-level, 
using cohesive devices, and ability to use diverse grammar structures and broad range of 
vocabulary appropriately and accurately (refer to the Construct Underlying the Graphic-
Prompt Writing Test section for further details about the Student Model). 
In the Evidence Model, the evidence rules describe the observable variables, which 






The observable variables include thoroughness and accuracy of graph description and source 
citation (Graph Description), development of ideas/opinions/thoughts/, providing lucid 
explanation and concreteness of examples (Content Development), logical and smooth 
organization of writing both at a sentence- and paragraph-level with the use of cohesive 
devices (Organization), and appropriate and accurate use of diverse grammar structures and 
vocabulary (Language Use [Grammar/Vocabulary]) on a scale of 1- 5 (with 5 being the most 
highest). In addition, all raters participate in a training session before rating test essays. 
During the training session, raters review graphic-prompt writing tasks (instructions and 
prompts), the rating rubric of the tasks, and do practice rating with sample test essays.  
The Measurement model for the graphic-prompt writing test specifies that test essays 
are evaluated analytically by at least two independent raters – raters provide a score for each 
of the criteria (Graph Description, Content Development, Organization, and 
Grammar/Vocabulary) from 1 to 5. Using Multi-Faceted Rasch Measurement (MFRM), 
students’ graph writing ability, rater severity, task difficulty, and rating step (criteria) 
difficulty are modeled and scores are adjusted.  
 In the Task Model, the presentation material is that students are provided with two 
pieces of blank paper and a pencil to make a plan and/or take notes. The test is delivered on a 
computer, and consists of three parts: general test instructions (e.g., test duration, and rating 
criteria), a task screen, and a task completion message. The task screen is largely configured 
in five parts: the countdown clock, a written prompt, a visual graph underneath the written 
prompt, and short test instructions about word limit, test duration, place of countdown clock 
and means to finish the task presented below a visual graph, and a writing box toward the 






composing their essays to revisit the written prompt and graph and/or check the time 
remaining. Toward the bottom of the task screen is a button to finish the test.  
The task model variables are 1) a written prompt clearly presents a topic of a visual 
graph, purpose and audience of the essay, and informs students that they need to describe the 
graph and provide reasons for the phenomenon depicted in the graph, 2) topics should be 
meaningful to university-level students, 3) a graph is a simple two-dimensional graph such as 
a bar graph, a line graph or a pie chart, which presents information relevant to a given topic 
described in the written prompt, 4) graphs should be neither too field specific nor 
complicated so that graph familiarity (in terms of experience and reaction) does not hinder 
students from understanding and interpreting the graphs 5) only one graph is provided, 6) 
labels are provided for both X- and Y-axis rather than legends, and 7) specific numbers 
(numeric figures) are presented for each data point, so that the number presented by each data 
point is clear to the students. 
The Presentation Model indicates that two graphic-prompt writing tasks are delivered 
on a computer. A test begins with “general test instructions (e.g., test duration, and rating 
criteria)” screen. Once students click a button on the bottom right corner on the screen, they 
move on to the task screen. The task screen is largely configured in five parts: the countdown 
clock, which shows the remaining test time on the top right side, a written prompt, a visual 
graph underneath the written prompt, and short test instructions about word limit, test 
duration, place of countdown clock and means to finish the task down below the graph, and a 
writing box toward the bottom, where students type their essays. Toward the bottom of the 
task screen is a button to finish the test. When students click the finish button, they are 






 Lastly, the Assembly Model specifies that students take two different graphic-prompt 
writing tasks and the adjusted scores are obtained by MFRM analyses. In addition, using the 
test results, the number of raters and tasks that are needed to reach an acceptable level of 
dependability index (.7 or higher) are estimated by conducting G- and D-studies. Prior to the 
D-studies, G-studies are conducted to estimate relative magnitudes of sources of variance 
(i.e., students’ graphic-prompt writing ability, raters, tasks, and rating rubric criteria) on 
observed scores.  
Four-process architecture for assessment delivery. 
The four-process architecture for assessment delivery is concerned with activity 
selection (what task is provided next and when an assessment finishes), presentation process 
(how a task is presented to and test results are collected from test takers), response processing 
(how essential features of test performance, which provide evidence for test takers’ KSAs, 
are identified), and summary scoring (how the identified essential features are scored) 
(Mislevy et al., 2003). 
The four-process architecture of the graphic-prompt writing test are follows: the 
activity selection process is that EPT administrators select two different graphic-prompt 
writing tasks in test prompt bank and administers the tasks. The presentation process is that 
proctors provide two pieces of blank paper and a pencil, so that student can make a plan 
and/or take notes; the test is delivered on a computer through a web server (e.g., Qualtrics), 
which is assessable on any browser; students access the test by link sent from the EPT 
administrators, and compose their essays on a computer; and the essays are automatically 
saved and stored on web server where the EPT administrators have assess. Once students 






The response processing (evidence identification process) is that test essays are 
analytically evaluated by at least two human raters in terms of specified features of the four 
categories: Graph Description, Content Development, Organization, and 
Grammar/Vocabulary in the five-point scale rating rubric. The summary scoring process 
(evidence accumulation process) is that analytic scores assigned by the two independent 
raters are adjusted using MFRM (fair average). The fair average scores are reported to test 
users as operational scores. Based on the final scores, placement decisions are made - if 
students need one or more additional English writing classes, and if so, which class they have 
to take (refer to Appendix A for the summary of ECD for the graphic-prompt writing test). 
The perspective of ECD on an assessment is in line with the key concept of test 
validation (Messick, 1989); both ECD and test validation view assessments as making an 
argument about test takers’ ability based on how the test takers perform on the test (Mislevy 
& Haertel, 2006). Accordingly, experts in the field of language testing maintain that 
designing and implementing a test under the ECD framework enhances the process of test 
validation, in light of the fact that the framework centers on specifying and collecting 
evidence that supports inferences about test score meaning (Fulcher & Davidson, 2007; 
Zieky, 2014).  
Despite the potential synergetic effect of using the ECD process as part of test 
validation, there are only a few studies (e.g., Hines, 2010) that have applied the ECD 
framework to test validation in the field of language testing. This under-studied area is 
certainly a fruitful avenue for investigation and, thus, the current dissertation study represents 
a step forward toward connecting the ECD framework to validation of an L2 integrated 






An Interpretation and Use Argument for the Graphic-Prompt Writing Test 
I crafted an interpretation/use argument for the graphic-prompt writing tasks, 
developed for EPT purposes at English-medium universities, based on Chapelle et al.’s 
(2008) TOEFL iBT interpretive argument framework and Knoch and Chapelle’ (2017) study. 
In this section, I will provide context of the current study, and an overview of interpretations, 
uses, and consequences of the graphic-prompt writing task. I will then outline the 
interpretation/use argument with key building blocks: inferences and claims, followed by 
warrants, assumptions, and backing. 
Context 
English-medium universities have historically alternated various types of writing 
tasks (independent, reading-to-write, reading-listening-to-write, and a graphic-prompt) for 
English Placement Tests, and the university where the current study was conducted is not an 
exception. All new incoming students, who do not meet the EPT exemption criteria set by the 
university for writing, take a paper-based writing portion of the EPT immediately preceding 
the start of their initial semester of schooling.  
Before the Fall 2016 semester, the university administered independent writing tasks, 
which required test takers to write a reflective essay. Test takers were required to describe or 
narrate their personal experiences or opinions, or to make arguments regarding a given topic. 
In a transitional period between the independent tasks and reading-to-write tasks, a graphic-
prompt writing task was administered in the Spring 2014 semester. The paper-based, graphic-
prompt writing task is similar to the computer-based graphic-prompt writing task, validated 







Currently, test takers of the writing portion of the EPT at the university complete a 
reading-to-write task for 50 minutes. The reading-to-write task consists of two parts: a 
summary and an argumentative essay. In the summary part, test takers read and summarize 
two reading passages about two opposing views on a topic. In the argumentative essay part, 
they write an argumentative essay by establishing and supporting their own position about 
the topic. At least two raters, who are English department faculty members or graduate 
assistants teaching ESL courses at the university, independently evaluate the writing 
performance according to the three-level EPT rating rubric; when there is a disagreement 
between the two raters, a third rater is called in to make a final decision.  
Test takers who are undergraduate students and pass the writing portion of the test 
take a first-year composition class (ENGL 150) with native English speaking students, being 
waived from the supplementary ESL writing course requirements; however, those who fail 
the test take a supplementary ESL writing course (either ENGL101B or 101C). ENGL 101C 
is a higher-level ESL course that is intended to assist undergraduate students to learn 
essential language and writing skills to successfully complete academic writing assignments 
in their content courses; the focus of the course is to write various types of academic essays 
(e.g., expository, compare and contrast, and reading-to-write type source-based writing). On 
the other hand, ENGL 101B is the lower-level ESL course that centers on helping students to 
master sentence- and paragraph-level academic writing skills as well as language. In neither 
of these writing courses, source-based writing to use visual graphic information is not taught.  
It seems worth conducting validation research on the graphic-prompt writing test for 
EPT purposes at universities (especially the university) for a couple of reasons. First of all, 






same purpose at the university or other universities, as an alternative or addition to other 
types of writing tasks. In addition, the EPT results carry relatively significant consequences 
with the stakeholders, including ESL students and instructors. Accordingly, it is imperative 
to examine what graphic-prompt writing test scores mean and how appropriate to use the test 
scores for EPT purposes based on the meaning the scores convey. Therefore, as a first step of 
the validation research, I delved into the interpretations of the graphic-prompt writing test 
scores in my dissertation study. Validity of uses and consequences of test scores will be 
investigated in my future studies.  
An Overview of Test Interpretations, Uses, and Consequences 
As detailed in the Construct Underlying the Graphic-Prompt Writing Test section, the 
intended interpretation of scores on the computer-mediated graphic-prompt writing test is 
test-takers’ ability to read and understand written language and a visual graph, and to 
describe the graphic information and provide possible reasons for the phenomenon depicted 
in the graph in written discourse on a computer. The test scores are grounds for making 
placement decisions at English-medium universities (i.e., does a test taker need to take a 
supplementary ESL writing course? If so, which course should he/she take?).  
The interpretation and use of test scores are expected to have the following positive 
consequences; for test takers, the interpretation and use of the test scores would "reduce to an 
absolute minimum number of students who may face problems or even fail their academic 
degrees" (Fulcher, 1997, p. 27) due to their poor academic writing skills, and maximize 
students’ learning of various types of source-based academic writing in supplementary ESL 







would minimize their undue efforts accommodating students whose levels of academic 
writing ability do not match the level of a class to which they are assigned.  
Inferences and Claims  
An illustration of inferences in concrete terms with an example case is presented in 
Figure 2.3 to illuminate the relationship among the grounds (the target domain and 
observation), intermediate claims/conclusions (the observed score, expected score, and the 
construct), conclusions/claims (the target score, test use, and consequence), and the seven 
inferences underlying the interpretations and uses of scores on the graphic-prompt writing 
test for EPT purposes. The seven inferences include domain definition, evaluation, 
generalization, explanation, extrapolation, utilization, and implication, and are represented by 
arrows in Figure 2.3. The inferences build up the interpretation and use argument by linking 
the grounds to intermediate claims/conclusions and the claim/conclusions. 
Warrants, Assumptions, and Backing 
As Table 2.4 shows, each of the inferences of the interpretation/use argument is 
established on the basis of warrants, assumptions, and backing. As it is shown in Figure 2.3, 
the domain definition inference links the target domain to the observations of test takers’ 
performance on the graphic-prompt writing test. The target domain refers to source-based 
academic writing to use visual graphic information in first-year content courses at English-
medium universities. Domain definition rests on the warrant that observations of 
performance on the graphic-prompt writing task are representative of performances in first-
year undergraduate content courses at English-medium universities (target language use 







Test Consequence: The test taker can improve his/her source-based academic writing 




Test Use: The test taker does not pass the writing section of EPT based on his/her score 




Target Score: The test taker is likely to receive low scores on other indicators of graphic-
prompt writing ability, such as lab reports, in the target context. 
 
 
Construct: The test taker has poor graphic-prompt writing ability, especially in the areas 
of grammar and organization, required in the target language use context. 
 
 
Expected Score: The test taker is likely to receive a score of 4 on other writing tests that 
are parallel to the test that he/she took. 
 
 
Observed Score: The test taker received a score of 4 out of 20 on the test. 
 
 
Observation: A test taker composes an academic essay, using graphic information, on a 
computer; the essay is poorly organized with many grammar mistakes.  
 
 
Target Domain: Writing a source-based academic essay, using visual graphic information 
on a computer (graphic-prompt writing), is required in first-year content courses at 
English-medium universities. 
Figure 2.3  An illustration of inferences and claims in the interpretation and use argument 
for a low score on the graphic-prompt writing test.  
 
There are three assumptions underlying this warrant: (1) assessment tasks, representative of 
source-based academic writing tasks performed in the TLU context, can be identified, (2) 
critical English writing ability needed for studying in the TLU context can be identified, and 














source-based academic writing ability can be simulated. Backing for these assumptions 
comes from the domain analysis (e.g., surveys administered to instructors who are teaching 
and to undergraduate students who are studying in the TLU context) and task simulation 
(based on expert judgment), both of which can be conducted as part of an ECD process. As 
delineated in the previous section, the graphic-prompt writing tasks were designed through 
the ECD process, and the domain analysis (the review of the literature and the small-scale 
survey) performed as the first step of the ECD process lent support for assumptions (1) and 
(2).  
The evaluation inference links the observation of test taker’s performance on the 
graphic-prompt writing test to observed scores reflective of the test takers’ graphic-prompt 
writing ability; observed scores refer to the scores that test takers obtain on the graphic-
prompt writing test designed to be administered for EPT purposes. The warrant underlying 
the evaluation inference is that observations of test takers' performance on the graphic-
prompt writing tasks are evaluated so that the observed scores are reflective of the test takers' 
source-based academic writing ability to use visual graphic information (graphic-prompt 
writing ability). This warrant hinges upon the following assumptions: (1) individual raters’ 
rating performance is appropriate (2) rating scales function appropriately, and (3) test scores 
spread widely depending on test takers’ graphic-prompt writing ability. Backing for these 
assumptions is derived from descriptive statistics and an MFRM analysis. 
The generalization inference makes a connection between observed scores and the 
expected scores that reflect what observed scores would be over the relevant parallel versions 
of the tasks and across raters. The generalization inference is licensed by the warrant that 






tasks and across raters. This warrant rests on two assumptions: (1) test scores are dependable, 
and (2) ratings across raters are consistent. Backing to support these assumptions is obtained 
from G-theory (G- & D-studies) and an MFRM analysis. 
The explanation inference links between the expected scores and the construct. The 
construct that the graphic-prompt writing test is intended to measure is test-takers’ ability to 
read and understand written language and a visual graph, to describe the graphic information, 
and to provide possible reasons for the phenomenon depicted in the graph in a written 
discourse on a computer. The warrant that provides a basis for this inference is that expected 
scores are attributable to the construct of source-based academic writing ability to use visual 
graphic information (graphic-prompt writing ability), required in first-year content courses at 
English-medium universities. This warrant entails three underlying assumptions: (1) writing 
processes and strategies, and linguistic knowledge required to successfully complete the 
graphic-prompt writing tasks vary with levels of test takers' graphic-prompt writing ability, in 
keeping with theoretical expectations, (2) the construct measured by the graphic-prompt 
writing test is related to the construct underlying other test-based measures of academic 
writing, and (3) scores on the graphic-prompt writing test are attributed to the construct of the 
graphic-prompt writing test. Backing for these assumptions is collected from analyses on 
writing processes and discourse features, a (disattenuated) correlation analysis, and a 









Table 2.4  Summary of the Interpretation/Use Argument for the Graphic-Prompt Writing Test: Inference, Warrant, Assumption, and 
Backing.  






Observations of performance on the 
graphic-prompt writing task are 
representative of performances in 
undergraduate content courses at  
English-medium universities, where 
source-based academic writing to use 
visual graphic information (graphic-
prompt writing) is required. 
Assessment tasks representative of source-based 
academic writing tasks performed in the TLU 
context can be identified. 
Domain analysis  
 
Critical English writing ability needed for studying 
in the TLU context can be identified. 
Domain analysis 
 
Assessment tasks that represent writing tasks 
performed in the TLU context and require source-
based academic writing ability can be simulated. 
Task simulation 
Evaluation Observations of test takers' performance 
on the graphic-prompt writing tasks are 
evaluated so that the observed scores are 
reflective of the test takers' source-based 
academic writing ability to use visual 
graphic information (graphic-prompt 
writing ability). 
Individual raters’ rating performance is 
appropriate. 
MFRM analysis 
Rating scales function appropriately. MFRM analysis 
Test scores spread widely depending on test 
takers’ graphic-prompt writing ability. 
Descriptive 
Statistics and 
MFRM analysis   









Table 2.4 (continued) 
Inference Warrant Authorizing the Inference Assumption Underlying the Warrant Backing Sought 




Observed scores are stable estimates of 
expected scores over the relevant 
parallel versions of tasks and across 
raters. 
Test scores are dependable.  G-theory (G & D 
studies)  




Expected scores are attributed to the 
construct of source-based academic 
writing ability to use visual graphic 
information (graphic-prompt writing 
ability) required in first-year content 
courses at English-speaking universities.  
 
 
Writing processes and strategies, and linguistic 
knowledge required to successfully complete the 
graphic-prompt writing tasks vary with levels of 
test takers' graphic-prompt writing ability, in 






The construct measured by the graphic-prompt 
writing test is related to the construct underlying 
other test-based measures of academic writing.  
Correlation 
analysis   
  Scores on the graphic-prompt writing test are 
attributed to the construct of the graphic-prompt 













Table 2.4 (continued) 





Construct of source-based academic 
writing ability, as measured by the 
graphic-prompt writing task, accounts 
for the quality of test takers’ source-
based writing performance to use visual 
graphic information in first-year content 
courses at English-medium universities. 
Performance on the graphic-prompt writing test is 
relevant to other criteria of source-based academic 
writing ability to use visual graphic information 




studies with other 
criterion tests  
Utilization 
 
Estimates of the quality of source-based 
(graphic-prompt) writing performance in 
first-year content courses at English-
medium universities based on the 
graphic-prompt writing test are useful 
for making placement decisions. 
The meaning of test scores of the graphic-prompt 
writing test is clearly interpretable to stakeholder 
such as EPT administrators, EPT test-takers, and 




materials and user 
information 
sessions 
 Decisions on ESL placement based on the graphic-
prompt writing test scores are fair and impartial 
for every individual test taker. 
Survey studies 









Table 2.4 (continued) 
Inference Warrant Authorizing the Inference Assumption Underlying a Warrant Backing Sought 
to Support 
Assumption 
Implication Intended consequences of uses of the 
graphic-prompt writing test for EPT 
decisions are beneficial to groups of 
stakeholders. 
Test takers benefit from the placement decisions 




ESL writing course instructors benefit from the 
placement decisions.  
Survey studies 
The graphic-prompt writing test has positive 
effects on teaching and learning of source-based 










The extrapolation inference connects the construct to the target scores. This inference 
hinges upon the warrant that the construct of source-based academic writing ability, as 
measured by the graphic-prompt writing task, accounts for the quality of test takers’ source-
based writing performance to use visual graphic information required in first-year content 
courses at English-medium universities. The underlying assumption that supports the warrant 
is that performance on the graphic-prompt writing task is relevant to other criteria of source-
based academic writing ability to use visual graphic information in the TLU domain. Backing 
for the assumption can be developed from correlation studies with other criterion tests (e.g., 
positive relationship of scores on the graphic-prompt writing test and final grades from a 
supplementary ESL writing course). 
The utilization inference links the target scores to test uses. Test uses represent the 
English placement decisions made based on scores on the graphic-prompt writing task. This 
inference rests on the warrant that estimates of the quality of source-based (graphic-prompt) 
writing performance in first-year content courses at English-medium universities based on 
the graphic-prompt writing test are useful for making placement decisions. This warrant 
contains two underlying assumptions: (1) the meaning of test scores of the graphic-prompt 
writing test is clearly interpretable to stakeholder such as EPT administrators, EPT test-
takers, and instructors of ESL supplementary composition class, and (2) decisions on ESL 
placement based on the graphic-prompt writing test scores are fair and impartial for every 
individual test taker. Backing for these assumptions can be found from score interpretation 
aid materials (distributing materials, including a rating rubric for users, not for raters), user 







well as to set cut scores), and survey studies (asking fairness and impartiality of using 
graphic-prompt writing scores to the stakeholders).  
 The implication inference links the test use to the test consequences. The implication 
inference is based on the warrant that intended consequences of using graphic-prompt writing 
tasks for EPT purposes are beneficial to groups of stakeholders. The warrant is supported by 
three assumptions: (1) test takers benefit from the placement decisions made based on the 
graphic-prompt writing test scores, (2) ESL writing course instructors benefit from the 
placement decisions, and (3) the graphic-prompt writing tasks have positive effects on 
teaching and learning of source-based academic writing in ESL composition courses. 
Backing for these assumptions can be developed from survey studies (e.g., asking benefits of 
using scores on the graphic-prompt writing test for EPT purposes to test takers and ESL 
instructors) and washback studies (examining effects of the graphic-prompt writing task 
administered for EPT on ESL writing instructions). 
Research Questions 
The main goal of this dissertation study is to make a validity argument for the 
graphic-prompt writing tasks, designed to be used for EPT purposes at English-medium 
universities, focusing on score interpretations. For this purpose, empirical evidence was 
collected to justify the three inferences: evaluation, generalization, and explanation, which 
are all relevant to the interpretations of test scores. Based on the assumptions underlying the 
interpretation argument for the graphic-prompt writing test, I formulated the following 








1. Evaluation inference: 
1.1.  Individual rater’s rating performance: Do individual raters perform their ratings 
appropriately?  
1.2. Functional appropriateness of the rating rubric:  
1.2.1. Are the difficulties of the criteria comparable to each other?  
1.2.2. Are the rating criteria homogeneous in measuring the construct?  
 1.2.3.  Is the psychometric quality of the rating scale sound? 
    1.3. Score distributions across different ability levels: Do the scores on the graphic-    
                    prompt writing test widely spread?  
2. Generalization inference:  
2.1. Score dependability:  
2.1.1. What percentage of the total score variance is attributable to the persons 
(object of measurement), tasks, raters, and interactions between the object of 
measurement and the facets? 
                     2.1.2. Does the test design with three raters and two tasks reach an acceptable 
level of test score dependability for EPT purposes (Φ = .7 or higher)?  
2.1.3. How many tasks and raters should be utilized to reach an acceptable level 
of test score dependability for EPT purposes (Φ = .7 or higher)?  
2.2. Inter-rater reliability: Are ratings consistent across raters?  
3. Explanation inference: 
3.1. Writing processes and discourse features: 
3.1.1. Writing processes: Are writing processes different depending on different 






3.1.2. Discourse features: Are discourse features different depending on 
different score levels of the graphic-prompt writing test? 
3.2. Correlation with the construct of other measures of academic writing: Is the 
construct measured by the graphic-prompt writing test related to the construct of 
the standardized English writing tests? 
3.3. Effects of construct-relevant and construct-irrelevant factors on graphic-prompt 
writing test scores: To what extent do academic writing ability (construct-relevant 
factor), and graphic familiarity as well as test mode preference (construct-
irrelevant factors) contribute to predicting scores on the graphic-prompt writing 
test?  
Chapter Summary 
This chapter formed the basis of this dissertation study by reviewing the previous 
literature. In the beginning of the chapter, I overviewed the integrated writing tasks, followed 
by the review of largely three types of empirical studies on raters’ rating performance and 
functional appropriateness of rating rubrics, test score reliability/generalizability, and 
constructs of integrated writing tasks. After examining the previous research, I explicated 
MRFM and G-theory, used as main measurement models in the current dissertation study. In 
the following part, I discussed validation including approaches to validity and validation, the 
construct of and ECD framework for the graphic-prompt writing test. Afterwards, I laid out 
the interpretation/use argument for the graphic-prompt writing task designed for EPT 
purposes, and presented the research questions derived from the assumptions, underlying the 







explanation). In the next chapter, I will illustrate the research design and data analysis used to 







CHAPTER 3.  METHODS 
In this chapter, I provide a detailed description of how the study was conducted to 
find supporting evidence for each of the assumptions underlying the three inferences, which 
are relevant to score meaning of a computer-mediated graphic-prompt writing test designed 
for EPT purposes. I structure this chapter largely in two parts: research design and data 
analysis. In the first part, I will delineate specifics about who participated in the study, what 
instruments and materials were used, and how data were collected. In the second part, I will 
explain details about how the data were analyzed to address each of the research questions; 
the research questions are presented inference by inference.  
Research Design 
  To address the research questions, I used a mixed-methods research design in 
general, and a triangulation, of particular, for data collection and analyses. A mixed-methods 
research design was deemed appropriate to investigate the proposed research questions of 
this test validation study, in that the argument-based test validation framework necessitates 
various types of evidence (Bachman, 1990) garnered through both quantitative and 
qualitative techniques. Furthermore, using the triangulation design, I intended to “validate or 
expand quantitative results with qualitative data” (Creswell & Piano Clark, 2007, p. 62). In 
other words, the primary research methods of this dissertation study were quantitative 
methods in data collection and analyses, and qualitative approach was also taken to 










I recruited a total of 118 ESL students for three semesters (Fall 2016, Spring 2017, 
and Fall 2017) at a large public university in the mid-western U.S. I used data collected from 
only the 101 students in the sample group who met one of the three criteria: (1) first-year 
undergraduate students who passed the EPT and were enrolled in a first-year composition 
course (ENGL150) (n=12), (2) first-year undergraduate students who were taking either 
ENGL 101B (n=31) or ENGL 101C (n=39), and (3) students who studied in one of the 
advanced level writing classes (Exit level, Writing Levels 4, 5 and 6) in the university’s pre-
matriculate intensive English language program, called Intensive English Orientation 
Program (IEOP), (n=19). The three groups of students were intentionally recruited because 
they were highly comparable to the EPT test taker population (for whom the graphic-prompt 
writing test was developed) in terms of academic English writing proficiency. Therefore, 
seventeen students who did not fall into the three group categories were excluded from the 
study.  
Table 3.1 displays the demographic information of the participants (gender, L1 
backgrounds, majors, and standardized English writing test scores) across the four groups. As 
shown in Table 3.1, both male and female students, who came from diverse L1 and academic 
backgrounds (majors), participated in the study.  
I obtained 85 participants’ standardized English writing test scores from the 
Registrar’s Office at the university. I received 66 writing test scores on TEOFL iBT and 19 
writing scores on IELTS. The 19 writing scores on IELTS were converted to writing scores 






Table 3.1  Demographics across the Four Groups (ENGL150, ENGL101C, ENGL101B, 
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Standardized English test score  










Note. The IEOP students (n=19) are not included in the “Major” category because IEOP is 
an English language-learning program, where students do not have specific majors. 
 
(ETS) (ETSa, 2010). The score conversion process is detailed in the RQ 3.2 section. The 
score data from the remaining 16 participants were not used, because the participants either 
had TOEFL PBT scores (n=6), which does not include a writing section, or had no 
standardized test scores (n=10). As expected, Table 3.1 shows that the average writing score 
of the ENGL150 group was higher than that of the ENGL101C group, which was in turn 
higher than that of the ENGL101B group. The average writing score of the IEOP group was 
the lowest.  
The 101 participants were 20.04 years old on average (SD = 3.56) and had lived in 
the USA for an average of 7.80 months (SD = 9.53) at the time of study participation. As 
compensation, I provided one or two proof reading services for 44 students who participated 
in the study in Fall 2016 and in Spring 2017, depending on the degree of their participation. 
That is, I provided a one-time proofreading service for the students who completed the test 
and questionnaires, while two offerings of proofreading were provided to the students who 
participated in the stimulated recall session, as well. Considering the lower participation rates 
in the first two semesters than expected, I determined to provide a $10 gift card along with a 









Three female nonnative speakers of English (including the researcher) who had  
advanced-levels of English proficiency served as raters. The raters had taught ESL/EFL 
writing courses from four to nine years and lived in the U.S. for seven to ten years. One rater 
was a Ph.D. degree holder in Applied Linguistics and Technology, another was an MA 
degree holder in TESOL/Applied Linguistics at the university, and the other was the 
researcher. It should be noted that one rater had never rated the graphic-prompt writing test 
before, while the other two raters had experience with rating the test—the two more 
experienced raters served as raters in a pilot study conducted before the current research.  
Instruments and Materials 
I used five different types of instruments/materials for data collection: a computer-
mediated graphic-prompt writing test, an analytic rating rubric, essay samples for rater 
training, writing scores on standardized English tests, and three questionnaires. The graphic-
prompt writing test and questionnaires were administered through Qualtrics, which was a 
web-based, survey-hosting service provided for those who were affiliated with the university. 
Online link to the graphic-prompt writing test and questionnaires were sent to the participants 
by email before they took the test. Each of the instruments/materials is described in detail 
below.  
Computer-mediated graphic-prompt writing test. 
 Based on the ECD for the graphic-prompt writing test (Appendix A), I designed, 
developed, and delivered the graphic-prompt writing test, which consisted of two tasks 
(Appendix B). The tasks asked test takers to compose expository writing by 






phenomenon depicted in the graph. The latter requirement differentiates the graphic-prompt 
writing test from IELTS AWT1, which demands test takers to describe given graph prompts 
without any interpretation. I added this new requirement of interpretation of a visual graph to 
reflect the test takers’ belief that interpretation was an essential part of academic writing (Yu 
et al., 2012). 
In the tasks, a simple graph was presented in conjunction with a short written prompt, 
which was intended to provide background on a topic depicted in the graph. The written 
prompt identified a communicative purpose for the tasks, as well as an expected reader. 
Topics of Task 1 (producing Essay 1) and Task 2 (yielding Essay 2) were popularity of five 
different majors at universities in the U.S., and top five countries where international students 
came from to study in the U.S., respectively. These topics were assumed to be meaningful to 
the targeted test taker population (first-year international undergraduate students studying at 
an English-medium university).  
Each of the tasks was divided into three sections: instructions, task, and completion 
message. Figure 3.1 shows the general test instructions for the designed graphic-prompt 
writing test. As illustrated in Figure 3.1, the instructions provided basic information about the 
test including test duration and rating criteria. When students clicked the button on the 
bottom right corner, they were directed to a task (yielding an essay); Figure 3.2 shows the 








Figure 3.1  Screenshot of general test instructions for the graphic-prompt writing test. 
 
 As Figure 3.2 shows, the task section was configured in five parts: the countdown 
clock, which showed the remaining test time on the top right side of the screen, a written 
prompt, a visual graph, and short instructions for the test (indicating parameters regarding 
word limit, test duration, and placement of the countdown clock), and a writing box toward 
the bottom of the screen, where test takers typed their essays. Participants were allowed to 
scroll up and down while composing their essays so they could revisit the written prompt and 
graph or check the remaining time. When students completed their essays and clicked the 
button in the bottom corner of the test screen, they were directed to a completion message 

















Figure 3.3  Screenshot of a completion message section of the graphic-prompt writing test 
(Task 1). 
 
Analytic rating rubric.  
An analytic rating rubric consisted of four criteria: Graph Description (thoroughness 
and accuracy of graph description and proper citation), Content Development (lucidness and 
concreteness of idea development), Organization (coherence and cohesiveness of writing 
with proper use of cohesive devices), and Grammar/Vocabulary (accurate use of broad range 
of grammar structure and vocabulary) (Appendix C); each of the criteria included five levels 
(1-5 with 5 being the highest level of proficiency). Originally, the rating rubric had 
Mechanics (spelling and punctuation), but this fifth category was not used in this study; in a 
pilot study, I found that Mechanics category yielded very low inter-rater reliability. The very 
low inter-rater reliability estimate of mechanics indicated that the scale did not 
produce reliable ratings, and variance within raters (intra-rater reliability) was bigger than the 






I constructed the rubric with reference to three main sources: a well-established rating 
rubric for the writing section of the EPT at the university, a rating rubric for a reading-to-
write task used in another study (Shin & Ewert, 2015), and a rating rubric for IELTS AWT1 
(IELTS, 2006).  
Sample essays for rater training. 
To train raters, I used 24 essays (12 essays per task) composed by the students who 
did not meet the one of the three conditions for participation. I selected the essays because 
they represented different levels of graphic-prompt writing ability.  
Writing scores on standardized English tests. 
As aforementioned, I collected 85 out of 101 participants’ writing scores on the 
standardized English tests (TOEFL iBT and IELTS): 66 writing test scores on TEOFL iBT, 
and 19 writing scores on IELTS. Nineteen writing scores on IELTS were converted to 
writing scores on the TOEFL iBT based on the comparison tables provided by ETS (2010a). 
When corresponding TOEFL writing scores were provided in a range and not an exact score, 
a middle score was used. For instance, a score of 6.5 in IELTS writing corresponded to 
TEOFL writing scores of 24 to 26. In such a case, I used 25 as a corresponding TOEFL 
writing score.  
The standardized writing test scores were collected for two purposes: to find 
convergent evidence by calculating a disattenuated correlation coefficient, which indicates 
the relationship between the construct of the graphic-prompt writing and that of the 
standardized English writing tests, and to examine to what extent academic writing ability (a 







writing section and ILETS AWT), contributed to the performance on the graphic-prompt 
writing test. 
Three questionnaires. 
Background, Graph Familiarity, and Test Mode Preference questionnaires were used. 
I developed the Background questionnaire to elicit information relevant to the study, such as 
participants’ gender, age, and major. I used Xi’s (2005) Graph Familiarity questionnaire 
(Appendix D) to measure the participants’ graph familiarity and to examine how the graph 
familiarity, a construct-irrelevant factor, affected their performance on the graphic-prompt 
writing test, relative to other variables such as test mode preference and academic writing 
ability. The Graph Familiarity questionnaire examined respondents’ graph familiarity in 
terms of experience using graphs, ability to read graphs, and preference for graphs. I used the 
graph familiarity questionnaire without making modifications because the questionnaire was 
considered appropriate for the purpose of this study (measuring participants’ graph 
familiarity).  
The Test Mode Preference questionnaire (Appendix E) was used to examine how test 
takers’ preference of test mode (computer-mediated vs. paper-based), another construct-
irrelevant factor, impacted their performance on the graphic-prompt writing test. Lee (2004) 
created the questionnaire to investigate effects of test takers’ perception of a computer-based 
writing (writing habits in terms of mode and writing processes depending on the mode of 
writing) and topics on their performance on a writing portion of the English Placement Test 
at the University of Illinois at Urbana-Champaign. In Lee’s (2004) study, the participants 







I adapted Lee’s (2004) questionnaire by removing two items relevant to topic effects 
and test takers’ perception of effects of test mode on the EPT results; in addition, I changed 
the tense of verb from past to present in each statement, and replaced the word “EPT” with 
“test” in the items. The rationale behind this change was that the purpose of using the 
questionnaire in my dissertation study was to discover the participants’ thoughts about a 
mode of a writing test in general, not about a particular EPT. Lastly, I changed a five-point 
scale to a six-point scale to make the response data closer to an interval scale. 
Data Collection Procedure 
 I collected four different types of data (graphic-prompt writing test essays, responses 
to three questionnaires, stimulated recalls, and ratings). In this section, I provide details about 
the data collection procedure in terms of test taker recruitment, test administration, stimulated 
recalls, rater training, and rating. 
Test taker recruitment. 
Upon receiving Institutional Review Board (IRB) approval (Appendix G), I recruited 
the ESL students by two means depending on the classes in which they were enrolled at the 
time of recruitment. Firstly, I obtained lists of EPT test takers (who passed the writing 
portion of the EPT and were taking ENGL150) from the university’s Registrar’s office, and 
sent an invitation email to the test takers. Secondly, with the permission of program 
coordinators and instructors, I visited ESL courses (ENGL 101C, ENGL101B, and advanced 
level writing courses in IEOP) and invited students to my study, briefly explaining the study 








On the day of data collection, participants came to a computer lab either individually 
or in a small group depending on their schedule. When they arrived at the lab, the 
participants first read and signed the informed consent form and took the graphic-prompt 
writing test afterwards. Task 1 and Task 2 were counter-balanced to “counteract practice 
and/or other effects of multiple task presentation (e.g., boredom, tiredness)” (O’Loughlin & 
Wigglesworth, 2003, p. 93). To be more specific, approximately half of the participants 
completed Task 1 and Task 2 consecutively, while the remaining half of the participants 
performed Task 2 followed by Task 1, in each of the four participant groups (ENGL150, 
ENGL101C, ENGL101B and advanced-level writing courses in IEOP).  
A pencil and paper were provided, so that the participants could take notes for 
planning their writing. They were given 45 minutes to complete each of the tasks (with a 
five-minute break between the tasks); it took about 35 minutes on average for participants to 
complete each of the tasks. Immediately after the test, the participants took the three online 
questionnaires in a row for a total of approximately 15 minutes as a whole.  
13 among 101 participants agreed to participate in a stimulated recall session on the 
next day; one participant was from the ENGL150 group, three participants were from the 
ENGL 101C, and five participants were from the ENGL 101B group. The remaining four 
participants were taking one of the advanced-level writing courses in IEOP. I recorded the 
computer screens using the screen-capturing software Camtasia (Version 3.0.4; TechSmith, 
2016) while the 13 participants were taking the test. The screen captures were used as 







On the next day, the 13 participants came to a quiet room one-by-one and 
individually engaged in a stimulated recall session. A stimulated recall is “a subset of 
introspective measures” that “prompt[s] the learner [participant] to recall and report thoughts 
that he or she had while performing a task or participating in the event” (Mackey & Gass, 
2005, p. 78). I selected to use the stimulated recall method over think-aloud protocols, which 
are commonly used to explore writing processes in the L2 assessment literature (e.g., 
Plakans, 2009; Yu et al., 2012), for two main reasons: to minimize undue cognitive load and 
effects of reactivity (Sasaki, 2000). It might be too challenging for ESL students, especially 
those who had limited L2 proficiency, to talk about what they were concurrently thinking 
while composing an essay (undue cognitive load), and consequently, the resulting data from 
the concurrent verbal reports might not be reliable or meaningful. In addition, authentic 
cognitive processes required of writing could be altered by think-aloud protocols (reactivity) 
in that it was not a common practice to take a writing test while talking about one’s thought 
processes (Sasaki, 2000); performing the think-aloud might actually change the writing 
processes that were the object of investigation.  
Before participating in the stimulated recall session, the participants completed a 
training session, where they became familiar with the recall procedure by practicing it using 
the first task that they completed on the previous day. After the training, they performed the 
stimulated recalls on the second task, which they had performed on the day prior. Six 
students completed the stimulated recall on Task 1, while the remaining seven participants 







During the recall session, students made comments about what they were thinking 
and doing at the moments of taking the test, while simultaneously watching the computer 
screen captures and viewing any notes they may have taken. The participants themselves led 
the sessions most of the time; however, when they stopped talking, I asked the open-ended 
questions, such as “what were you doing /thinking at this moment?” and “what were you 
thinking when you were writing this part?” In addition, I made comments such as 
“…you start typing,” and “you start to write your essay,” which helped me to demarcate the 
main phases of writing during the data analysis.  
Five participants conducted the session in English, while eight students completed the 
recalls in their L1: Chinese, Japanese, or Korean. The recall sessions lasted approximately 33 
minutes on average, ranging from 17 to 47 minutes.   
Rater training. 
Each rater received training separately. Rater 2 met the researcher (Rater 3) and 
participated in a researcher-led training twice for three hours, and Rater 1 completed the 
training by herself due to the fact that she remotely participated in the study. At the 
beginning of the face-to-face training, we read through the test prompts and the rating rubric. 
After Rater 2 was familiar with the prompts and rating rubric, we conducted practice 
ratings on the eight sample essays for each of the tasks; we independently rated each of the 
sample essays criterion-by-criterion in order to avoid potential halo effects (Shin & Ewert,  
2015), and then compared our ratings. We had discussions whenever we 
found discrepancies in the ratings in order to reach agreement.  
To establish greater rating consistency between us, we decided to rate four more 






practice rating at the second meeting where we independently rated the sample essays 
criterion-by-criterion; we compared our ratings and had discussions when the ratings were 
different, then reached agreement. For the categories that we assigned different scores, I 
made notes about how we decided the final scores. I included these notes as part of the 
training packet given to Rater 1.  
 After completing the face-to-face training sessions, I sent the training packet, which 
included the writing prompts, rating rubric, a score sheet where the final scores were 
recorded with the justification notes, 24 sample essays, and a score-marking sheet, along with 
written instructions of training procedure, to Rater 1 via email. Following the outlined 
procedures, Rater 1 completed the training by herself over three hours; Rater 2 and Rater 3 
spent the same amount of time for the face-to-face trainings. 
Rating. 
After the training sessions, I created two separate folders, which contained an 
informed consent form, 202 test essays, and an Excel spreadsheet where raters would record 
their ratings, the writing prompts, and rating rubric, on Cybox. Cybox is a free online storage 
system provided by the university. Then, I shared folders with the raters; the raters could not 
access the others’ folder, so that they did not know each other’s rating results.  
Once the raters read, signed, and sent the informed consent form to me, we started 
independently rating 202 test essays criterion-by-criterion according to the analytic rating 
rubric. I used a fully crossed design (the three raters rated the four aspects of the same 202 
test essays) to ensure stable MFRM analyses and derive better conclusions from the results 
(Myford & Wolfe, 2003). For each rater, it took approximately from 16 to 20 hours to 







I collected and analyzed both quantitative and qualitative data. The quantitative data 
included the ratings, 101 responses to the Graph Familiarity questionnaire as well as Test 
Mode Preference questionnaire, and 85 scores on standardized English writing tests. The 
qualitative data consisted of 13 stimulated recalls, and 30 test essays. 
Detailed descriptions of the data analysis are delineated below inference by inference; 
in each inference, it is explained the types of data that were used and how the data were 
analyzed to address each of the research questions. 
Evaluation Inference  
The research questions relevant to the evaluation inference were examined mainly by 
MFRM analyses on the 2,424 analytic criteria scores (202 test essays x 4 categories x 3 
raters). Thus, before explaining how I analyzed the data to address each of the research 
questions, I will explain the specific MRFM model that I used, and the preliminary steps 
(checking assumptions and global model fit) that I underwent for the analysis. I used the 




] =  Θ𝑛 −  𝛽𝑖 − 𝛿𝑙 − 𝛼 𝑗 −  𝜏𝑗𝑘, 
where 
𝑝𝑛𝑗𝑘= probability of examinee n receiving a rating of k from rater j, 
𝑝𝑛𝑗𝑘−1 = probability of examinee n receiving a rating of k-1 from rater j, 
Θ𝑛 = ability of examinee n, 
𝛽𝑖 = difficulty of criterion i, 






𝛼 𝑗 = severity of rater j, 
𝜏𝑗𝑘 = difficulty of scale category k relative to k-1 for rater j 
 
There were two reasons for using the four-facet PCM. Firstly, the model enabled me 
to investigate the effects of the four facets (test takers, raters, tasks, and rating criteria) that 
were relevant to the research questions. Moreover, unlike Multi-Faceted rating scale models, 
the Multi-Faceted PCM assumes that the structure of a rating scale can vary across raters. As 
a result, I could delve into how individual raters used each of the criteria on the rating scale. 
As a first step in conducting the MFRM analyses, I checked three assumptions of 
MFRM (local independence, unidimentionality, and certainty of response) (Ockey, 2012) and 
global model fit. First of all, I checked the assumption of local independence with regards to 
raters and test scores (observations). To check the assumption of local independence in raters 
at a group level, I used Rasch-Kappa (Eckes, 2015): 
 
                           Rasch-Kappa = (Obs % - Exp %) / (100 – Exp %), 
 
        where Obs % = observed proportion of exact agreements, 
                  Exp % = expected proportion of exact agreements 
 
If the Rasch-Kappa index is close to 0, it can be concluded that the assumption is met (Eckes, 
2015). The Rasch-Kappa index for the current study data was 0.22, which was close to 0; 
thus, I concluded that the assumption of local independence in raters at a group level was 






collected test score data; for instance, test takers were not allowed to work together, so that 
their scores were independent.  
Secondly, the assumption of unidimensionality was checked by criterion fit statistics 
(mean-square [MS] infit and outfit indices) (Eckes, 2015). It should be noted that the 
unidimensionality refers to psychometric unidimensionality not psychological 
unidimensionality in MFRM (Eckes, 2015). The psychometric unidimesionality means 
“items on a test or the criteria on an assessment instrument work together to form a single 
underlying pattern of empirical observations” (Eckes, 2015, p. 124). It was found that the 
assumption was mildly violated; the fit statistics indicated three criteria (Content 
Development, Organization, and Grammar/Vocabulary) measured one dimension, while 
Graph Description tapped onto another dimension. This result will be discussed in the 
Results and Discussion chapter. Lastly, the assumption of certainty of response (participants 
put efforts to the graphic-prompt writing test) was ensured as much as possible by providing 
compensation such as proofreading service(s) and/or monetary compensation. All in all, the 
data seemed to meet the assumptions to a reasonable extent.  
After the assumption check, I checked if the data fit the model (global model fit) by 
means of log-likelihood chi-square statistic (Eckes, 2015); I also considered standardized 
residuals (differences between observed and expected scores/ratings) in light of the fact that 
the chi-square statistic was prone to sample size effects and thus easily violated (Eckes, 
2015). According to Eckes (2015), the data can be said to have a satisfying model fit if the 
number of standardized residuals that are less than |±2| account for less than 5% of the 
observations, and the number of standardized residuals that are less than |±3| account for less 






As expected, on the one hand, the log-likelihood chi-square value was 6167.55 (df  = 
2,308, p < .001), which indicated the data did not fit the model. On the other hand, there were 
only four observations of which absolute standardized residuals were ≥ 3. The proportion of 
the standardized residuals (0.16%) to the total number of responses (n=2,424) indicated the 
data fit the model. Considering both chi-square statistics and standardized residuals, I 
concluded that the data fit the model to a reasonable extent.  
Individual rater’s rating performance. 
I examined RQ 1.1 Do individual raters perform their ratings appropriately? by 
checking if central tendency and halo effects occurred in ratings (Eckes, 2015). A central 
tendency effect is said to occur when a rater unduly assigns scores in the middle of a rating 
scale, while barely using scores at both ends of the rating scale (Eckes, 2015). According to 
Eckes (2015), this tendency poses threats to accuracy of measurement especially to high and 
low performance test taker groups; high performance test takers’ abilities are underestimated 
whereas the low performance test takers’ abilities are overestimated.  
Central tendency.  
A central tendency (centrality effect) was investigated taking into account rater fit 
statistics (MS infit and outfit). Following Eckes (2015), I assumed centrality effects occurred 
when rater MS infit and outfit were much smaller than 1, which indicates rater overfit (raters 
show less variation than a model predicts).   
Halo effects. 
I investigated if any of the raters showed a halo effect by means of rater fit statistics 
in relation to criteria difficulty and the patterns of each rater’s ratings (Myford & Wolfe, 






were much greater than 1.0 or much smaller than 1.0, depending on the 
similarities/dissimilarities of criteria difficulty.  
According to Myford and Wolfe (2004), rater fit statistics showed accruing agreement 
between the raters’ actual ratings and model-expected ratings across criteria and test takers 
that the raters rated; when criteria difficulties were similar, the model-expected ratings would 
be similar, and the raters who showed halo effects were expected to assign similar scores on 
the different criteria. Accordingly, the raters’ ratings did not show much deviation from the 
model- expected ratings, resulting in rater infit and outfit indices that were much smaller than 
1.0. In contrast, when difficulties of criteria varied, the model-expected ratings would exhibit 
much variation. Consequently, ratings of the raters who showed halo effects yielded greater 
deviation from the model-expected ratings, which resulted in the rater fit statistics that were 
much greater than 1.  
Also, a halo effect was believed to occur when the proportion of the observations 
where raters assigned identical scores across different criteria to the total number of 
observations was high (Myford & Wolfe, 2004). Thus, I counted the number of observations 
where raters assigned the same scores across the four criteria and calculated the proportion of 
the observations to the total number of observations (Myford & Wolfe, 2004) for Tasks 1 and 
2. 
Functional appropriateness of the rating rubric. 
I examined the functional appropriateness of the rating rubric in three aspects: 
comparability of criterion difficulty, dimensionality of the criteria, and effectiveness of the 






Comparability of criterion difficulty. 
I delved into RQ 1.2.1 Are the difficulties of the criteria comparable to each other? in 
two ways: examining difficulty measures of criteria (measurement logit), and calculating 
adapted Wald statistics (Eckes, 2015). Eckes (2015) adapted Wald statistics (Fischer & 
Scheiblechner, 1970), which follows approximately t distribution, to investigate if the 
difference in difficulty measures of criteria n and m (n, m = 1,…, N, n ≠ m) was statistically 
significant. The following is the formula of the adapted Wald statistic (Eckes, 2015, p.96): 








Where SEn = standard errors associated with 𝜃n,  
           SEm = standard errors associated with 𝜃m, 
           df = un + um – 2 (un = the number of ratings assigned to category n,  
                                                  um = the number of ratings assigned to category m) 
 
Dimensionality of the rating criteria. 
I examined RQ 1.2.2 Are the rating criteria homogeneous in measuring the 
construct? by criterion fit statistics--when the criteria measure the same construct, the 
criterion fit statistics are between .5 and 1.5 (Eckes, 2015).  
Effectiveness of the rating scale. 
I addressed RQ 1.2.3 Is the psychometric quality of rating scale sound? by exploring 
number of responses per category, response frequency across categories, average measures 






(Eckes, 2015). Average measure is the average of combined measures, derived from linearly 
adding estimates for all facets specified in the model (test takers’ ability estimate, difficulty 
estimates for tasks and criteria, and severity estimates of raters) in a category (Eckes, 2015).  
 According to Eckes (2015), an effective rating rubric contains more than ten 
responses per category, shows no skewedness and has no unobserved categories, and exhibits 
monotonic increase in average measures by category, as well as in threshold order. In 
addition, an effective rating rubric shows MS outfit < 2.0 as an indicator of model fit of 
rating scale and the size of threshold increase is ≥ 1.4 and < 5.0 in logits.  
Distribution of graphic-prompt writing test scores. 
RQ 1.3 Do the scores on the graphic-prompt writing test widely spread? was 
examined by three techniques. Firstly, I calculated descriptive statistics (mean, standard 
deviation, range, skewness, and kurtosis) for the composite and four analytic criteria scores 
on the graphic-prompt writing test, which showed how the scores were distributed. Secondly, 
I examined the distribution of test takers’ ability estimate measures in comparison to the 
spread of other facets (test tasks, raters, and criteria difficulty) (Eckes, 2015). Furthermore, I 
checked test taker separation statistics (homogeneity index, separation index, and reliability 
of separation index) and a random (normal) chi-square statistic, which tested if the sample 
was different from the population (Eckes, 2015).  
Generalization Inference  
The research questions relevant to the generalization inference were examined mainly 
by G-theory and MFRM analyses. I conducted G-theory analyses by using the syntax code 
(Mushquash & O’Connor, 2006) in SPSS (Version 23; IBM Corp., 2015) and MFRM in 






Test score dependability.  
I examined RQ 2.1.1 What percentage of the total score variance is attributable to 
persons, tasks, raters, and interactions between the object of measurements and the facets? 
by conducting G–studies on the 606 composite scores (101 test takers x 2 tasks x 3 raters) 
and 2,424 analytic criteria scores (101 test takers x 2 tasks x 4 categories x 3 raters). In the 
G-studies, I estimated the relative magnitude of each source of variance on both composite 
and analytic criteria scores by using a person (p)-task (t)-rater (r) (p x t x r) fully-crossed 
univariate design (test takers took both Tasks 1 and 2, and each of the three raters rated each 
of the 202 test essays). In that design, tasks and raters were random facets, because the two 
facets were considered “randomly sampled from indefinitely large universes” (Shavelson & 
Webb, 1991, p. 22).  
I decomposed the variance in the observed scores (Xptr) into variance in the seven 
components for the separate effects as the following formula shows:  
                    σ 2(Xptr) = σ𝑝
2  + σ𝑡
2 + σ𝑟
2 + σ𝑝𝑡
2  + σ𝑝𝑟
2  + σ𝑡𝑟




p = person effect 
t = task effect 
r = rater effect 
pt = person-by-task interaction effect 
pr = person-by-rater interaction effect 
tr = task-by-rater interaction effect 






I explored RQ 2.1.2. Does the test design with 3 raters and 2 tasks reach an 
acceptable level of test score dependability for EPT purposes (Φ = .7 or higher)? and RQ 
2.1.3. How many tasks and raters should be utilized to reach an acceptable level of test score 
dependability for EPT purposes (Φ = .7 or higher)? by conducting multiple D-studies. Using 
the results of the G-study, I computed the error variance and estimated dependability index 
(Φ), varying the number of tasks and raters.  
The acceptable level of reliability estimate was set at the dependability index (Φ) ≥ . 7 
for two reasons: the graphic-prompt writing test was developed to be used for English 
Placement Test purposes, which is not a high-stakes test (Carr, 2011), and “a coefficient of 
.70, for example, may be considered adequate to a researcher in the early stage of validation 
research” (Briesch et al., 2014). 
I estimated the dependability indices, not generalizability coefficients, due to the fact 
that the purpose of dependability indices matches the purposes of English Placement Tests. 
Dependability indices are used for estimating reliability for making absolute decisions—
assigning individuals into different levels (e.g., passing and failing) based on absolute cut-
scores (Shavelson & Webb, 1991). The purpose of the EPT is to assign individual test takers 
into different levels of proficiency, according to pre-specified criteria (e.g., Bachman et al., 
1995; Shin & Ewert, 2015), not to rank order relative to each other.  
Interrater reliability. 
RQ 2.2 Are ratings consistent across raters? was investigated in two methods. 
Firstly, I looked into relative effects of rater variance in the variance of composite and 
analytic scores, which were obtained from the G-studies. Secondly, I investigated rater 






on the FACETS output. I used both G-theory (G studies) and MFRM to address this 
question, because the two approaches provided complementary information about reliability 
of measurements (e.g., Bachman et al., 1995; Kim & Wilson, 2009; Kozaki, 2004; Lynch & 
McNamara, 1998; Sudweeks et al., 2004).  
Explanation Inference  
 Research questions pertinent to the explanation inference were addressed by the four 
different methods: analyses of stimulated recalls and discourse features, correlation between 
scores on the graphic prompt writing test and scores on the standardized writing measures 
(TOEFL iBT and IELTS), and a multiple regression analysis.  
Writing processes. 
To address 3.1.1 Are writing processes different depending on different score levels of 
the graphic-prompt writing test? I analyzed the 13 stimulated recall data through multiple 
steps: 1) transcription/translation, 2) development of a coding scheme, and 3) identification 
of the main writing phases (Green, 1998). Based on the analysis, I developed a working 
model for the computer-based graphic-prompt writing test and compared the writing 
processes of high-scoring and low-scoring groups.  
In the transcription/translation stage, I transcribed the stimulated recall protocols 
verbatim for those conducted in English. I also transcribed the recall protocols verbatim for 
those conducted in Korean, and then translated them into English, as Korean is my L1. I had 
the protocols that were conducted in other languages (i.e., Chinese and Japanese) transcribed 
and translated by native speakers of each of the languages. The translators were graduate 







translator, whose L1 was Chinese and who held a PhD degree in Applied Linguistics and 
Technology at the university, confirmed the quality of the Chinese translations.  
As a second step, I analyzed the transcribed/translated data by dividing them into 
small units that served as “single, specific [writing] processes” (Green, 1998, p. 75); the units 
represented different, singular writing processes. The unit of segmentation varied from 
phrases, clauses, and sentences. Then, I developed an initial coding scheme based on the 
preliminary analysis of several segmented protocol data and finalized it through the iterative 
revision process by using the remaining protocols. Using the final coding scheme (Appendix 
F), I recoded all the recall data, identified the main writing phrases, and built a working 
model for the writing process for the computer-based graphic-prompt writing test, and made 
comparisons between the high-scoring group’s and low-scoring group’s writing processes 
observed during the graphic-prompt writing test. 
Inter-coder reliability was estimated by Cohen’s kappa, because the data were 
categorical; the kappa statistic corrected the chance agreement that the simple percentage 
agreement yielded (Mackey & Gass, 2005). A second coder, who was studying in the 
Applied Linguistics and Technology doctoral program at the university, participated in two 
two-hour training sessions. In the first training session, I explained the coding scheme and we 
practiced coding together with one stimulated recall protocol. In the second training session, 
we compared the coding that we had independently conducted at home and discussed 
occurrences of disagreement. After the training sessions, the second coder independently 
coded randomly selected five out of 13 (38%) recall protocols, and it was found that the 
inter-coder reliability was .60, which lied in the acceptable range (McHugh, 2012). Due to 







 To explore 3.1.2 Are discourse features different depending on different score levels 
of the graphic-prompt writing test? I conducted discourse analyses on test essays in five 
aspects: task completion, coherence/cohesion, syntactic complexity, grammar accuracy, and 
lexical sophistication. After conducting the discourse analysis, I examined differences in the 
discourse features depending on levels of graphic-prompt writing ability. 
The highest, medium, and lowest five test takers were randomly selected from the 
101 test takers based on the estimates of proficiency measures in logits on the FACETS 
output, and the discourse analyses were conducted on their performance on Tasks 1 and 2. As 
a result, the total number of test essays used for the discourse analysis was 30 (15 test essays 
per each task). Due to the fact that the data was small, the data were analyzed descriptively. I 
adapted the coding schemes used in the previous literature (Cumming et al., 2005; 
O’Loughlin & Wigglesworth, 2003). The coding scheme employed in the current study is 
explicated below. 
Task completion. 
Task completion was measured in two aspects: essay length and accuracy of 
information. Text length was operationalized as the total number of words in an essay 
(Cumming et al., 2005; O’Loughlin & Wigglesworth, 2003); the total number of words was 
calculated by word count function in Microsoft Word (MS Word) software. Accuracy of 
information was operationalized as the number of pieces of graphic information that were 
correctly reported (O’Loughlin & Wigglesworth, 2003). Each task had six main points that 
were expected to report as part of the summary. Table 3.2 presents example sentences that 






Table 3.2  Six Main Points for Tasks 1 and 2. 
Task  Main Point 
1 a. Five most popular majors in 2011 to 2012 in USA: Business, Psychology,  
History, Health Science, and Education  
 b. Business was most popular or 367,000 bachelor’s degree in Business were given. 
 c. Psychology was least popular (among the five majors) or the number of 
bachelor’s degree in Psychology was 109,000. 
 d. History was the second most popular major or the number of bachelor’s degree 
in   History was 179,000. 
 e. Education was the third most popular major or the number of bachelor’s degree 
in Education was 178,000. 
 f. Health profession was the fourth most popular major or the number of bachelor’s 
degree in the Health profession was 163,000. 
2 a. The top five countries’ (China, India, South Korea, Saudi Arabia, and Canada)  
number of student who were studying abroad in the U.S. between 2014 to 2015 
were presented. 
 b. China had the largest number of students or China had 304,040 students who 
were studying in U.S. 
 c. Canada had the least number of students or Canada had 27,240 students. 
 d. India had the second largest number of students or India had 132,888 students. 
 e. South Korea had the third largest number of students or South Korea had 63,710 
students. 
f. Saudi Arabia had the fourth largest number of students or Saudi Arabia had 
59,945 students. 
 
As shown in Table 3.2, both synthesized and factual information points were accepted as 
correct information, considering both means of summarization was acceptable (O’Loughlin 
& Wigglesworth, 2003). The synthesized information referred to the verbal description of a 
main point without reporting numeric figures, as the following example sentence from the 
current study data shows: 
India was the country from which the second largest number of students came to  







On the other hand, the factual information conveyed a main point with a numeric figure, as 
illustrated in the following excerpt from the current study’s data:  Health profession has 
[a]round 163,000 people. 
Coherence/cohesion.  
Coherence and cohesion are interrelated but distinct concepts (O’Loughlin & 
Wigglesworth, 2003). Coherence is relevant to logical relationships (consistency) between 
sentences in terms of meaning, while cohesion relates to grammatical and/or lexical 
connections in writing (O’Loughlin & Wigglesworth, 2003). Adapting O’Loughlin and 
Wigglesworth’s (2003) scheme, I examined coherence in terms of text structure and 
organization within body paragraph(s), and cohesion with respect to the number of inter T-
unit conjunctives. 
As for the text structure, test essays were classified into five categories depending on 
how they were organized: (1) Nil, (2) Body Only, (3) Body and Conclusion, (4) Introduction 
and Body Only, and (5) Introduction, Body and Conclusion. Operational definition of each of 
the categories is provided in Table 3.3. A test essay was coded having Introduction when the 
essay started with a clear statement about a topic and/or main points of the essay, sometimes 
along with an overview of the essay structure (O’Loughlin & Wigglesworth, 2003). The 
following two excerpts are from test essays coded as having Introduction: 
The bar graph shows the different numbers of Bachelor's degree given across the five 
            different majors from 2011 to 2012 in USA. Here are some findings in detail.  








The graph shows the amount of international students who are studying in the United  
             States. 
                                                                        (Task 2, Highest-group, Participant #72)  
 
Table 3.3  Operational Definitions of Five Categories of Text Structure. 
Category Operational Definition 
Nil No paragraph-level texts appear on the test 
essays. 
Body Only Test essays consist of only body paragraph(s) 
without Introduction, nor Conclusion; texts 
which are not identified as Introduction or 
Conclusion are considered as body 
paragraph(s). 
Body and Conclusion Test essays consist of Body and Conclusion, 
without Introduction; a sentence/paragraph 
beginning with a transition signaling 
Conclusion with the expressions, such as “in 
conclusion” and “in short,” or summarizing 
main ideas of the essay are identified as 
Conclusion.  
Introduction and Body Only Test essays consisted of Introduction and 
Body without Conclusion; a 
sentence/paragraph providing information, 
such as what an essay would be about and 
how it would be organized, was deemed as 
Introduction. 
Introduction, Body and Conclusion Test essays consist of Introduction, Body and 
Conclusion. 
Note.  This table was created based on O’Loughlin and Wigglesworth (2003).  
 
On the other hand, a test essay was considered having Conclusion when the essay 
reiterated the main ideas in a final sentence or paragraph; the summary of the main ideas was 






The following two excerpts from the current study data are examples of Conclusions: 
In summary, because the U.S. has the most advanced educational system in the world, 
there are many students from other countries want to come to America and have an 
experience to studying and living. Having an experience studying in the U.S. also can 
help you a lot in your future life. 
                                                                          (Task 2, Highest-group, Participant #8)  
In conclusion, the likelihood of success and the difficuly of each major determine a 
major's popularity and the amount of student who takes that major. In my opinion, 
business is what we use every single day in our lives so it's normal for business major 
 
 
to have the highest amount of students. Business is also what we are going to use in 
the future. It won't die out. 
                                                                         (Task1, Highest-group, Participant #72)  
 
Organization within the body paragraph(s) referred to the existence of “a clear, 
logical principle” (O’Loughlin & Wigglesworth, 2003, p.105) for the organization of writing. 
Test essays were coded either 1 (no clear and logical principle exists) or 2 (clear and logical 
principle exists). Test takers showed organization principles by utilizing multiple means, 
such as sequential/temporal conjunctions (e.g., first, second, third), topic-related expressions, 
and contrastive conjunctions (e.g., on the other hand, however). The topic-related expressions 
included the majors on Task 1 (e.g., The business) and the countries on Task 2 (e.g., 






With regards to the use of inter T-unit conjunctions, I calculated the number of inter-
T unit conjunctions, which referred to the number of conjunctions connected two adjacent T-
units. Following O’Loughlin and Wigglesworth (2003), I searched the four categories of 
conjunctives (Halliday & Hasan, 1976) in the test essays. Table 3.4 provides four categories 
of conjunctions, example conjunctions, and example sentences selected from the data.  
Table 3.4  Example Sentences with Conjunctions across the Four Categories. 
Category Example Conjunctions Example Sentences 
Additive so, in addition, for instance 
(example), also, besides, 
furthermore, moreover 
• For instance, psychology [psychology] is 
such a hard subject where people have to 
put a lot of time into reading a book. 
• Moreover, we can see a continuous 
downward movement in this figure from at 
high China to the lease low Canada. 
Adversative However, in fact, but, on the 
other hand 
• However, there are only 109,000 students 
that are given the degree of psychology. 
• On the other hand, for other countries' 
students, i believe they also have that 
reason to come to America to study. 
Causal Consequently, thus, therefore • Consequently, I still firmly advocate that 
the major becomes popular because of the 
easier study process and the more chance 
of finding a job. 
• Therefore, there's not much of reason for 
them to study in United States. 
Temporal To sum up (in summary), first 
of all (first), second, third, 
finally, in conclusion 
• To sum up, it is easier for students to 
choose the major that they can study less 
and quickly find the job 
• Finally, although Canada is the closest 
country to United States compared to the 
other four countries in the statistic, it has 
the least amount of international students 
across the five countries, which is 27,240. 








Syntactic complexity was examined in several ways: the number of (both independent 
and dependent) clauses, proportions of dependent clauses and of non-finite clauses to the 
total number of clauses (O’Loughlin & Wigglesworth, 2003), and the number of clauses per 
T-unit (Cumming et al., 2005). A clause refers to a sentential unit that is comprised of “an 
overt subject and a finite verb” (O’Loughlin & Wigglesworth, 2003, p.109). The examples of 
clauses are provided below: 
Education is a perpetual topic of our times. 
The U.S. is the best choice for them if other conditions are allowed. 
The first example sentence consists of one independent clause. The second example sentence 
consists of two clauses: one independent and one dependent.  
The total number of dependent (adverbial, nominal, relative) and non-finite clauses 
were calculated and converted to the proportion to the total number of clauses in percentages. 
Table 3.5 illustrates the examples of adverbial, nominal, relative, and non-finite clauses 
found in the data. 
Table 3.5  Examples of Three Types of Dependent Clauses and Non-Finite Clause. 
Type of Dependent Clause Example 
Adverbial Also, they prefer to study locally because the tuition fee is 
much cheaper in Canada compared with United States. 
Nominal I noticed that more bachelor degree have been offer in 
business than in all the rest and the difference is really 
markedly. 
Relative A lot of people who likes science instead of social studies 
are not suitable in psychology. 







A T-unit was defined as “an independent clause with all of its dependent clauses” 
(Cumming et al., 2005, p. 9). Table 3.6 shows a few example T-units and clause(s) that 
constitute(s) the T-unites.  
Table 3.6  Examples of One T-Unit and Constituting Clauses. 
One T-Unit Constituting Clause 
Science people like to learn the concept of something more than 
reading a book. 
1 independent  
It is so important and crucial because the competitive power is 
based on the quality of the people. 
1 independent  
+ 1 dependent 
When he graduated with a bachelor degree from the college of 
business, he just went to the job fair and looked for the job he 
wanted. 




To investigate grammar accuracy, I analyzed error-free clauses and error-free T-units, 
adapting O’Loughlin and Wigglesworth’s (2003) approach. The errors relevant to both 
syntax (e.g., subject-verb agreement, verb form and tense, article usage) and lexis (e.g., 
appropriateness of words/expressions, prepositions, word orders) were considered. To count 
error-free clauses, I calculated the proportion of error-free clauses to the total number of 
clauses in the test essays. Similarly, the error-free T-unit was obtained by calculating the 
proportion of error-free T-units to the total number of T-units in test essays.  
Lexical sophistication. 
Lexical sophistication was operationalized as the average word length and type/token 
ratio; I analyzed both features following Cumming et al.’s (2005) operational definitions, 
created based on Engber (1995). The average word length was calculated by dividing the 






words were calculated by the word count function in MS Word software. Type and token 
ratio was calculated by dividing the number of different lexical words by the total number of 
words in a test essay. Lexical words referred to “open-class items: nouns, adjectives, full-
verbs” (p. 145) and adverbs (Quirk, Greenbaum, Leech, & Svartvik, 1985). 
I trained two coders, PhD students studying in the Applied Linguistics and 
Technology doctoral program at the university, for 30 minutes to one hour, with a sample 
essay and discourse analysis guidelines that I created for the coder training. After the training 
session, the first coder coded the entire set of 30 essays, and the second coder coded the half 
of the entire test essays (15 test essays: 8 Task 1 essays and 7 Task 2 essays), which I 
randomly selected for the purpose of estimating intercoder reliability. When the coders coded 
the test essays, they were blinded to the levels of the test essays. The main analysis was 
conducted on Coder 1’s coding.  
Inter-coder reliabilities for the two discourse features, text structure and organization 
within the body of the texts, were estimated by exact agreements in simple percentages, due 
to the small number of observations (n=15). However, it should be noted that the simple 
percentage did not control for agreement by chance (Mackey & Gass, 2005).  
Following Cumming et al. (2005), on the other hand, the inter-coder reliability for 
nine discourse features was estimated by Spearman’s ρ. The nine discourse features included 
the number of accurately reported main points, numbers of T-units and inter T-unit 
conjunctions, numbers of clauses, dependent clauses, and non-finite clauses, numbers of 
error-free clauses and T-units, and the number of lexical items. Despite the fact that they 
were not explicit about the rationale, Cumming et al. (2005) estimated the reliability using 






normality of distribution of the data was not ascertained. On the other hand, intercoder 
reliability for the total number of words and characters were not estimated, because both 
coders counted these two features using word count function in MS Word software, meaning 
chances for disagreement were slim.  
 As for the text structure and organization within the body of the texts, the two coders 
agreed on nine out of 15 test essays (60%), and 12 out of 15 test essays (80%). The low 
intercoder reliability estimate for text structure suggested the coding results might not be 
reliable; thus, findings regarding the text structure should be interpreted with caution. 
 Table 3.7 presents the intercoder reliability estimates for the nine discourse features. 
As shown in Table 3.7, the reliability estimates (ρs) for most of the discourse features were 
above .7, which seemed appropriate for the purpose of this research (Cumming et al., 2005). 
However, the reliability estimates for the number of inter T-unit conjunctions, and the 
number of error-free T-units were relatively low (.5 or below). Accordingly, the results of the 
discourse analysis on the number of inter T-unit conjunctions and the number of error-free T-
unit needed to be interpreted cautiously.  
Table 3.7 Intercoder Reliability Estimates for the Nine Discourse Features. 
 # of 
ARMP 
# of  
T- U 












# of  
LI 
 ρ .83 .84 .50 .97 .88 .72 .94 .43 .99 
Note.  ARMP = Accurately Reported Main Points; T-U = T-Units; ITUC = Inter T-Unit 
Conjunctions; DC = Dependent Clauses; NFC = Non-Finite Clauses; EFC = Error-Free 
Clauses; EFTU = Error-Free T-Units; LI = Lexical Items. 
 
Correlation with the construct of other measures of academic writing  
RQ 3.2 Is the construct measured by the graphic-prompt writing test related to the 






investigated by disattenuated (corrected) correlation between the graphic-prompt writing test 
scores and the writing scores on standardized English tests (TOEFL iBT and IELTS). The 
reason for using disattenuated correlation was because “to establish relations among 
construct, not the relations among imperfect empirical measures of the constructs…it is 
appropriate to use the correction for attenuation to adjust for measurement error” 
(Muchinsky, 1996, p.71). 
Both TOEFL and IELTS are well-established English tests that measure academic 
writing ability in English. The writing section of TOEFL iBT “measures test takers’ ability to 
write in an academic environment” (ETS, 2010b) and IELTS Academic, including the 
writing section, estimates “English language proficiency needed for an academic, higher 
learning environment” (IELTS, 2014). Thus, I hypothesized that the standardized writing 
tests measured similar construct that the graphic-prompt writing test measured, albeit not 
exactly the same, in that the two standardized tests measure both independent and source-
based writing abilities and report the combined scores of the two tasks (independent and 
source-based writing). As a result, the scores reflect both types of writing ability. In contrast, 
the graphic-prompt writing test measures only source-based writing ability to use visual 
graphic information. In this regard, writing scores on the TOEFL iBT and IELTS might not 
be perfect criteria from which convergent evidence for the scores on the graphic-prompt 
writing test could be found. 
Before estimating the disattenuated correlation between the graphic-prompt writing 
test scores and the scores on the standardized English writing tests, I had to address one 
thorny issue -- if the test scores (especially the graphic-prompt writing test scores) could be 






Technically speaking, the writing test scores (especially the graphic-prompt test scores) were 
ordinal data. However, the scores were obtained by a five-point rating scale, and some 
scholars have considered such scores as interval data (e.g., Allen & Seaman, 2007). 
Considering the controversy, I estimated both Spearman’s and Pearson’s correlations to 
examine if the writing scores were close enough to interval data.  
Before computing Spearman rank-order and Pearson’s correlation coefficients, I 
checked the assumptions. With regards to Spearman’s correlation, I found the two 
assumptions (two variables were measured at an ordinal scale, and the relationship between 
two test scores was linear) were met (Bachman, 2004). As for Pearson’s correlation, the two 
assumptions (linearity and normal distribution) were met; the scatterplot showed that the 
relationship between the two test scores was linear; skewness and kurtosis of each test scores 
lied in a range of |±3|, meaning that the writing test scores had a normal distribution 
(Bachman, 2004). In addition, the assumption of interval data was checked based on the 
similarity between the two types of correlation coefficients (Spearman’s and Pearson’s 
correlations).  
The correlation between the 85 writing scores on the standardized English test 
(TOEFL iBT) and 85 total composite scores on the graphic-prompt writing test was 
estimated by Spearman’s rank-order (rs) and Pearson’s correlation in SPSS (Version 23; IBM 
Corp., 2015). Total composite scores of the graphic-prompt writing test were obtained by 
summing up the averaged four criteria scores assigned by the three raters, and then averaging 
the scores of the two tasks. I found a Spearman’s rank-order coefficient (rs) was .39, p < .01 
and a Pearson’s correlation coefficient (r) was .41, p < .01. The similarity between the two 






Accordingly, the disattenuated correlation between the two writing test scores was estimated 





where rca =  disattenuated (corrected) correlation, 
                       rxy = attenuated correlation, 
           rx   = reliability of coefficient for the graphic-prompt writing test, 
           ry  =  reliability of coefficient for the TOEFL ibt writing test scores 
 
 Pearson’s correlation coefficient of .41 was plug in rxy, and g-coefficients for the 
graphic-prompt writing test scores (EρRel
2 =  .85) and the TOEFL ibt writing test scores 
(EρRel
2 = .74) (ETS, 2011) were used as reliability of coefficients for each of the writing test 
scores. According to Shavelson and Webb (1991), a generalizability coefficient is 
comparable to a reliability coefficient in classical test theory.    
Effects of construct-relevant and construct-irrelevant factors on scores on the graphic-
prompt writing test 
To address RQ 3.3 To what extent do academic writing ability (a construct-relevant 
factor), and graphic familiarity as well as test mode preference (construct-irrelevant factors) 
contribute to predicting scores on the graphic-prompt writing test?, I analyzed 85 
participants’ responses to the Graph Familiarity and Test Mode Preference questionnaires, 
academic writing ability measured by the standardized English tests (TOEFL iBT and 
IELTS), and their test scores on the graphic-prompt writing test by a multiple regression 
analysis in SPSS (Version 23; IBM Corp., 2015) and RStudio (Version 0.98.1062; RStudio 






independent variables (graph familiarity, test mode preference, and academic writing ability) 
affected one dependent variable (scores on the graphic-prompt writing test), controlling for 
the effects of other independent variables (Pedhazur, 1997).  
I took a few preparatory steps before conducting a multiple regression analysis. 
Firstly, I recoded values by reversing scoring for negatively worded items and/or excluding 
items that elicited neutral responses. In the Graph Familiarity questionnaire, I recoded 
negatively worded items (Questions 20-21 and Questions 23-24), so that bigger number 
represented greater graph familiarity across the 25 items (Yu et al., 2012). In the Test Mode 
Preference questionnaire, I recoded negatively worded items (Questions 10 and 12-13) and 
excluded items that elicited neutral responses (Questions 7-8, and 15), in which bigger 
numbers did not indicate stronger preference for a computer-mediated test mode. By these 
means, I ensured that the larger number represented a stronger preference for a computer-
mediated test mode across the 20 items. Then, I estimated the internal consistency by 
Cronbach’s alpha for both questionnaires. The Cronbach’s alpha coefficients should be over 
.70 (Dörnyei & Taguchi, 2010). Cronbach’s alpha for the 25 items on the Graph Familiarity 
questionnaire was .88, and for the 20 items on Test Mode Preference questionnaire was .84. 
The high internal consistency (reliability) of the two questionnaires indicates that the items in 
each of the questionnaires measured the same underlying construct (Goforth, 2016). As a 
result, I retained all the items on both questionnaires for further analyses.   
 Secondly, I calculated a graph familiarity score for each of the participants by 
summing up the points that they selected across 25 items (Yu et al., 2012). A high score 
indicated that a test taker had a higher level of graph familiarity, while a low score 






mode preference scores by summing up the points that the participants selected across 20 
items. The higher the scores were, the more test takers preferred a computer-based to a 
paper-based writing test.  
Next, I screened the questionnaire data by looking into a range of standardized 
residuals, means, and standard deviations. I then checked if the data met the five assumptions 
of multiple regressions: independence, linearity (by using a residual plot), homoscedasticity 
(by using residual plot and Levene’s Test), normality (by using a histogram of the residuals, 
QQ plot of the residuals, and Sapiro-Wilk test), and (multi)correlearity (by estimating 
correlation between the predictor variables).  
It was found that the data met the five assumptions of the multiple regression analysis 
reasonably well. The assumption of independent observations was met, because test takers 
were not allowed to work together or cheat while they were taking the graphic-prompt 
writing test. The assumption of linearity was slightly violated; there was one outlier whose 
standardized residual was below - 2.5 (Pedhazur, 1997) but there was no pattern in the 
residual plot, as shown in Figure 3.4. I detected the outlier, whose standardized residual was -
2.94, by inspecting the standardized residual of each observation. To remedy the mild 
violation of the assumption, I decided to exclude the outlier before conducting a multiple 







Figure 3.4  Standardized residual plot. 
 
 The assumption of homoscedasticity was also met; the standardized residual plot did 
not show any pattern and Levene’s test indicated equal variances (F = .27, p = .61). The 
assumption of normality of distribution was met as well. As illustrated in Figure 3.5, the 
histogram of the standardized residual did not show a marked skewness and a significant 
curve did not appear in the normal P-P plot. This finding was confirmed by the Shapiro-Wilk 










Figure 3.5  Histogram of the standardized residual (left) and normal P-P plot of regression 
standardized residual (right). 
 
Lastly, the assumption of multicorrelinarity was also met; as Table 3.8 shows, none of 
the independent variables has a significantly high correlation with each other. 
Table 3.8  Correlations between the Independent Variables (Standardized English Writing 
Test Scores, Graph Familiarity, and Test Mode Preference) and Dependent Variable 
(Graphic-Prompt Writing Test Scores) (n=84). 
 
After the preliminary steps, I moved onto the main analysis phase, in which I checked 
overall model utility by F-test and adjusted R2. The adjusted R2 indicates the proportion of 
the variability in the outcome variable (scores on the graphic-prompt writing test) explained 
by the model with the predictor variables (graph familiarity, test mode preference, and 
Variable    1      2 3 4 
1 Graphic-prompt 
writing test scores 
-    
2 Standardized 
English writing test 
scores 
   .48** -   
3 Graph familiarity          .14    .29** -  
 4 Test mode  
 preference 
      













academic writing ability) after accounting/adjusting for the complexity of the model. I then 
examined the statistical significance of each of individual slopes for the predictor variables, 
using t-statistics, to find useful predictors. The variables identified as useful predictors and 
regression coefficients (raw and standardized) of these predictors are discussed in the Results 
and Discussion chapter.  
Summary and Mapping of Research Questions, Data Collection, and Data Analysis 
Table 3.9 presents inferences, warrants, and assumptions in the interpretation 
argument for the graphic-prompt writing test and the corresponding research questions, data 
collection, and analysis methods.  
Chapter Summary 
This chapter centered on delineating the nuts and bolts of the methods of the current 
study, which were employed to address the research questions about the score interpretations 
on the graphic-prompt writing test. Specifically, I presented details about research design 
(participants, instruments/materials, and the data collection procedure), and procedures as 
well as techniques for data analyses. In the next chapter, I will present and discuss results of 









Table 3.9  Mapping of Inferences, Warrants, Assumptions, Research Questions, Data, and Analysis. 
Inference &  
Warrant (W) 
Assumption Research Question Data  Analysis 
Evaluation &  
W: Observations of test 
takers' performance on  
the graphic-prompt writing 
tasks are evaluated so that 
the observed scores are 
reflective of the test takers' 
source-based academic 





1.1. Do individual raters perform 
their ratings appropriately?  
2,424 analytic rating 
scores on the graphic-






1.2.1. Are the difficulties of  
the criteria comparable to each 
other?  
1.2.2. Are the rating criteria 
homogeneous in measuring  
the construct?  
1.2.3. Is the psychometric 
quality of the rating scale sound? 
2,424 analytic scores 
on the graphic-prompt 
writing test  
MFRM analysis 
Test scores spread 




1.3. Do the scores on  
the graphic-prompt writing test 
widely spread?  
 
606 composite & 
2,424 analytic scores 
on the graphic-prompt 













Table 3.9 (continued) 
Inference &  
Warrant (W) 
Assumption Research Question Data  Analysis 
Generalization &  
W: Observed scores 
(composite and analytic) 
are stable estimates of 
expected scores over  
the relevant parallel 
versions of tasks and 
across raters. 
 
Test scores are  
dependable. 
2.1.1. What percentage of  
the total score variance is 
attributable to persons, tasks, 
raters, and interactions between 
the object of measurement and 
the facets? 
606 composite scores 
on the graphic-prompt 
writing test; 2,424 
analytic scores on  
the graphic-prompt 




 2.1.2. Does the test design with  
3 raters and 2 tasks reach  
an acceptable level of test score 
dependability for EPT purposes  
(Φ = .7 or higher)?  
2.1.3. How many tasks and raters 
should be utilized to reach  
an acceptable level of test score 
dependability for EPT purposes  
(Φ = .7 or higher)?  




Inter-rater reliability is 
consistent. 
2.2. Are ratings consistent across 
raters?  
 
606 composite scores 
on the graphic-prompt 
writing test; 2,424 














Table 3.9 (continued) 
Inference &  
Warrant (W) 
Assumption Research Question Data  Analysis 
Explanation & 
W: Expected scores are 
attributed to the 
construct of source-
based academic writing 
ability to use visual 
graphic information 
(graphic-prompt writing 
ability) required in first-
year content courses at 
an English-speaking 
university. 
Writing processes and 
strategies, and 
linguistic knowledge 
required to successfully 
complete the graphic-
prompt writing tasks 
vary with levels of test 
takers' graphic-prompt 




3.1.1. Are writing processes 
different depending on different 
score levels of the graphic-
prompt writing test? 









3.1.2. Are discourse features 
different depending on different 
score levels of the graphic-
prompt writing test?  
 
30 test essays Discourse  
analysis 
 
 The construct measured 
by the graphic-prompt 
writing test is related to 
the construct measured 
by other test-based 
measures of academic 
writing.  
3.2. Is the construct measured by 
the graphic-prompt writing test 
related to the construct of the 
standardized English writing 
tests? 
85 averaged composite 
scores on the graphic-
prompt writing test; 85 















Table 3.9 (continued) 
Inference &  
Warrant (W) 
Assumption Research Question Data  Analysis 
Explanation & 
W: Expected scores are 
attributed to the 
construct of source-
based academic writing 
ability to use visual 
graphic information 
(graphic-prompt writing 
ability) required in first-
year content courses at 
an English-speaking 
university. 
Scores on the graphic-
prompt writing test are 
attributed to the 
construct of the 
graphic-prompt writing 
test. 
3.3. To what extent do academic 
writing ability (a construct-
relevant factor), and graphic 
familiarity as well as test mode 
preference (construct-irrelevant 
factors) contribute to predicting 
scores on the graphic-prompt 
writing test?  
85 composite scores on 
the graphic-prompt 
writing test; 85 writing 
scores on standardized 
English tests; 85 Graph 
Familiarity and 85 Test 
Mode Preference 













CHAPTER 4.  RESULTS AND DISCUSSION 
The purpose of this dissertation study is to investigate the level of support for three 
inferences (evaluation, generalization, and explanation) in the interpretation/use argument for 
the graphic-prompt writing test designed for English Placement Test purposes at English-
medium universities. To this end, I collected data required to investigate the three inferences 
including graphic-prompt writing test scores as well as test essays, stimulated recall 
protocols, standardized English writing test scores, and responses on the Graph Familiarity 
questionnaire and Test Mode Preference questionnaire. The data were obtained from 101 
ESL students who were studying at a large mid-western university in the U.S, and analyzed 
as delineated in the previous chapter. In this chapter, I present the results pertaining to each 
of the research questions derived from the assumptions underlying the three inferences of the 
interpretation/use argument for the graphic-prompt writing test. I discuss the findings in the 
order of the inferences: evaluation, generalization, and explanation. 
Evaluation Inference 
The evaluation inference is warranted if the observations of test takers' performance 
on the graphic-prompt writing tasks are evaluated so that the observed scores are reflective of 
the test takers' source-based academic writing ability to use visual graphic information 
(graphic-prompt writing ability). I investigated this warrant by addressing the three research 
questions relevant to individual raters’ rating performance, functional appropriateness of the 
rating rubric, and the distribution of test scores. To answer the research questions, I analyzed 
2,424 analytic ratings (101 test takers x 2 tasks x 4 rating criteria x 3 raters) on the graphic-







Before presenting the results and subsequent discussion, I will briefly explain a 
Wright (variable map), which is the FACETS output presented in Figure 4.1.  
 
Figure 4.1  Wright map of the graphic-prompt writing test.  
Notes. GD = Graph Description; CD = Content Development, OR = Organization, and  









As can be seen in Figure 4.1, the Wright map displays the four facets (test takers, 
raters, tasks, and criteria) and each rater’s use of the rating categories on the linear, equal-
interval measurement scale (logit scale). This logit scale is shown in the leftmost column. In 
the second column, estimates of the 101 test takers’ ability (measured by the graphic-prompt 
writing test) are displayed. High scorers appear at the top of the column while low scorers 
appear at the bottom of the column. The test takers’ ability estimates range from 1.90 to -
1.23. An asterisk denotes one test taker. In the third column, raters are arranged according to 
their relative severity/leniency; severe raters appear higher and lenient raters appear lower in 
the column. Raters 1 to 3 showed somewhat different levels of severity. Rater 1 showed the 
greatest severity, whereas Rater 2 showed the least severity (highest leniency). The fourth 
column presents tasks in terms of their relative difficulty; more difficult tasks appear higher 
in the column, while less difficult tasks appear lower in the column. Tasks 1 and 2 seem to 
have an almost identical level of difficulty.  
In the fifth column, the four criteria of the graphic-prompt writing test rating scale are 
arranged based on their relative difficulties; more demanding criteria appear higher in the 
column, while less demanding criteria appear lower in the column. The four criteria in 
general demonstrated different levels of difficulty, despite the fact that Graph Description 
and Content Development showed similar levels of difficulty. Graph Description and Content 
Development seem to be the most demanding, followed by Grammar/Vocabulary, while 
Organization seems least demanding. To put it differently, it was most challenging for test 
takers to receive a high score on Graph Description and Content Development, while it was 







Due to the fact that a rater-related PCM was used, FACETS generated the additional 
three columns on the right side; each of the three additional columns illustrates how each 
rater utilized the categories of the five-point rating scale. Raters used the categories of the 
rating rubric somewhat differently. For instance, compared with Raters 2 and 3, Rater 1 
tended to use Category 3 to cover a wider range of test takers’ abilities. On the other hand, 
Rater 2 covered the narrowest range of test takers’ ability in Category 3 compared with 
Raters 1 and 3. Having reviewed the Wright map, results of each of the research questions, as 
well as discussion of the results, are presented below.  
Individual raters’ rating performance 
RQ 1.1 Appropriateness of individual raters’ rating performance was examined with 
regards to central tendency and halo effects. Before presenting the results regarding the 
central tendency and halo effects, I will briefly explain Table 4.1 first. Table 4.1 presents 
severity estimates (measurement logits), errors associated with the estimates (model error), 
and fit statistics (infit and outfit) for the three raters. The logit values and fit statistics for the 
rater facet show each rater’s overall severity and self-consistency in rating (Youn, 2013). 
Larger logit values indicate higher severity. The raters are arranged from most to least severe 
in Table 4.1; the most severe rater was Rater 1 (severity = .32) and the most lenient rater was 
Rater 2 (severity = -.44). This relative difference in severity is graphically presented in the 
Wright map in Figure 4.1.  
The infit is the weighted mean-square (MS) fit statistic, which is sensitive to 
unexpected ratings in a situation, where a severity estimate of a rater and estimates of other 
facets like test takers, tasks, and criteria are aligned with each other on the measurement 






other hand, outfit is the unweighted MS fit statistic, which is sensitive to unexpected ratings 
in a situation, where a severity estimate of a rater and estimates of other facets are separated 
from afar. To put it another way, the outfit statistic gives more weight to outliers (Eckes, 
2015). Both infit and outfit statistics for Raters 1 to 3 lie within the acceptable range for both 
conservative and liberal standards. For high stakes tests, the acceptable range is .7 to 1.3, 
while the range of .5 to 1.5 is acceptable for low stakes tests (Eckes, 2015). This indicates 
that all three raters were consistent in their ratings (based on infit) and did not provide scores 
that were overly predictable (Eckes, 2015). 





Infit  Outfit  
MnSq ZStd MnSq ZStd 
1 .28 .04 .93 -1.40 .93 -1.50 
3 .06 .04 .96 -.80 .95 -1.00 
2 -.34 .04 1.09 1.90 1.10 1.90 
M .00 .04 .99 -.10 .99 -.20 
SD .26 .00 .07 1.50 .07 1.50 
Note.  RMSE: .04; Adj (True) S.D.: .26; Separation 6.58; Reliability .98; Fixed chi-square: 
138.2 (d.f. = 2; p = .00).  
 
Central tendency.  
Central tendency was investigated by raters’ MS fit indices (infit and outfit). As can 
be seen in Table 4.1, none of the three raters’ fit indices was much less than 1.0. As for the 
infit, Raters 1 and 3 had an index of .93 and .96, respectively, while Rater 2 had the index of 
1.09. Similarly, with regards to the outfit, Raters 1 and 3 had an index of .93 and .95, 
respectively, and Rater 2 had an index of 1.10. This finding indicates that central tendency 
did not appear across the three raters’ ratings – the raters did not unduly assign the middle 
scores (scores 2-4) without using the highest (score=5) and lowest score (score=1) on the 







Halo effects were investigated by rater fit statistics in relation to criteria difficulty and 
the patterns of each rater’s ratings (Myford & Wolfe, 2004). Since the rater fit statistics 
should be interpreted relative to the criteria difficulty (Myford & Wolfe, 2004), I will discuss 
the criteria difficulty presented in Table 4.2 before canvassing the rater fit statistics. 
Table 4.2 presents criterion (trait) difficulty estimates (measurement logits) along 
with associated errors and fit statistics for the four criteria on the graphic-prompt writing test 
rating scale. The logit values and fit statistics indicate relative difficulty of the criteria and the 
degree to which the four criteria tap onto the same latent variable. Higher logit values show 
the criteria difficulty is greater, while lower logit values present criteria difficulty as lesser. 
The criteria are presented from the most to least difficult in Table 4.2.   
The most difficult criterion was Graph Description (.17 logit) followed by Content 
Development (.15 logit) and Grammar/Vocabulary (.04 logit), and the easiest criterion was 
Organization (-.35 logit). In other words, the test takers had the greatest difficulty in 
achieving a high score on Graph Description, while experiencing the least difficulty in 
obtaining a high score on Organization. However, it is not clear if the differences in the 
difficulty estimates are meaningful; thus, three indices (separation, reliability, and chi-square 
statistics), presented in Table 4.2 need to be considered. 
The separation index shows the number of statistically distinct levels of criterion 
difficulty without considering extreme outliers (Linacre, 2018). The separation reliability 
index shows “how well the elements within the criterion facet are separated in order to define 







index is close to 0 when the criteria have similar levels of difficulty; in contrast, the index 
approaches 1 if the criteria have different levels of difficulty. Therefore, the separation index 
of 4.58 with the reliability of .95 indicates the four criteria had almost five different levels of 
difficulty. This finding was supported by the fixed chi-square statistics, which tested a null 
hypothesis that difficulty of the four criteria was the same. The chi-square statistic (χ2 = 84.5, 
df = 3, p = .00) rejected the null hypothesis, meaning that at least two criteria were 
significantly different in their difficulty.  







Infit  Outfit  
MnSq ZStd MnSq ZStd 
Graphic 
Description 
.17 .04 1.70 9.00 1.62 9.00 
Content 
Development 
.15 .04 .66 -7.30 .68 -6.70 
Grammar/ 
Vocabulary 
            .04 .04 .64 -7.70 .66 -7.10 
Organization -.35 .04 1.00 .00 1.02 .20 
M .00 .04 1.00 -1.50 .99    -1.20 
SD .21 .00 .43 6.80 .39 6.60 
RMSE: .04; Adj (True) S.D.: .21; Separation: 4.58; Reliability: .95; Fixed chi-square: 84.5  
(d.f. = 3; p = .00)  
 
Taking into account the fact that the criterion difficulties relatively varied, it was 
assumed that the MRFM expected ratings would show greater variability (Myford & Wolfe, 
2004). As a result, the scores assigned by the raters who showed halo effects would not be 
similar to the expected scores – the raters’ infit and outfit mean-square indices would be 
much greater than 1 (Myford & Wolfe, 2004). However, as can be seen Table 4.1, infit and 
outfit mean square indices for all three raters were close to 1, indicating that halo effects 







Lastly, I checked the patterns in each of the raters’ ratings by counting the numbers of 
cases where the raters assigned a string of the same scores, and I calculated the percent of the 
identical rating instances out of the total number of ratings for both Task 1 and Task 2 
(Myford & Wolfe, 2004). 
Table 4.3  Numbers and Percent of Identical Rating Instances for Raters across Tasks. 
 Number (Percent) 
Task 1 Task 2 
Rater 1 7 (7%) 4 (4%) 
Rater 2 1 (1%) 4 (4%) 
Rater 3 3 (3%) 0 (0%) 
 
As shown in Table 4.3, the percent of the identical rating cases was not significant in general. 
However, as with Task 1, Rater 1 had a slightly higher tendency to assign the identical scores 
compared to Raters 2 and 3. Likewise, for Task 2, Raters 1 and 2 tended to provide the same 
scores across the four criteria slightly more often than Rater 3.  
Overall, it seems that the raters did not exhibit halo effects in their ratings, 
considering the results about the rater fit statistics relative to the criterion difficulty and the 
percent of the identical ratings. This finding is not surprising in light of the fact that the raters 
rated the test essays criterion-by-criterion (Shin & Ewert, 2015), which is rarely carried out 
in operational settings. 
Functional appropriateness of the rating rubric 
The functional appropriateness of the rating rubric for the graphic-prompt writing test 
was investigated in terms of comparability of criterion difficulty, dimensionality of the 







Comparability of criterion difficulty. 
RQ 1.2.1 Comparability of criteria difficulty was investigated in view of the difficulty 
measures (measurement logit) and adapted Wald statistics (Eckes, 2015). As discussed 
previously in the Halo effects section in relation to rater fit statistics, difficulty measurements 
of the all four criteria did not seem remarkably different; differences in the measurement 
logits were less than 1 logit. Specifically, as shown in Table 4.2, Graph Description and 
Content Development were only .02 logit apart, whereas Grammar/Vocabulary was apart 
from Graph Description and Content Development by .13 logit and .11 logit, respectively. 
Likewise, the difficulty of Organization was apart from Graph Description, Content 
Development, and Grammar/Vocabulary by .52 logit, .50 logit, and .39 logit, respectively. 
However, the differences in the measurement logits do not show if the differences were 
statistically significant. To address this issue, I used the adapted Wald statistics (Eckes, 
2015).  
The adapted Wald statistics indicated that the difficulty of Graph Description and 
Content Development was not statistically significant, in that tGD, CD (1,210) = .35, n.s. 
Similarly, the difficulty of Content Development and that of Grammar/Vocabulary not 
significantly different, tCD, GV (1,210) = 1.94, n.s. On the other hand, the t statistics revealed 
that difficulties of other criteria were statistically significant: Grammar/Vocabulary and 
Organization with tGV, OR (1,210) = 6.89, p < .05, Graph Description and Organization with 
tGD, OR (1,210) = 9.19, p < .05, Content Development and Organization with tCD, OR (1,210) = 
8.84, and Graph Description and Grammar/Vocabulary with tGD, GV  (1,210) = 2.30, p < .05.  






Dimensionality of the rating criteria.  
I investigated RQ 1.2.2 Homogeneity of rating criteria in measuring the construct by 
checking the MS infit statistics of the four criteria. As shown in Table 4.2, the MS infit 
statistics of Graph Description showed misfit (1.70), which indicates that Graph Description 
criterion tapped into a substantially different construct. Contrarily, the infit mean-square 
statistics for Content Development, Grammar/Vocabulary, and Organization were .66, .64, 
and 1.00, respectively. This suggested that Content Development and Grammar/Vocabulary 
measured almost the same construct, and Organization assessed a similar construct to what 
Content Development and Grammar/Vocabulary measured. In a word, the four rating criteria 
were not homogeneous in measuring the construct. Instead, Graph Description tapped onto a 
different construct from the other three criteria assessed.  
Effectiveness of the rating scale. 
To address RQ 1.2.3 Soundness of psychometric quality of the rating scale, I 
examined the rating scale for the graphic-prompt writing test according to the following six 
aspects: (1) number of responses per category, (2) response frequency across categories, (3) 
average measures by category, (4) model fit of rating scale, (5) threshold order, and (6) size 
of threshold increase in logits (Eckes, 2015).  
Table 4.4 shows the rating scale statistics: the absolute and relative frequencies of 
observations, average measures, outfit statistic, Rasch-Andrich thresholds (thresholds), and 
















Outfit Threshold SE 
1 40 5% -.73 .90   
2 229 28% -.40 .90 -2.26 .17 
3 279 35% -.08 1.00 -.42 .08 
4 221 27% .43 .90 .38 .08 
5 39 5% .71 1.00 2.30 .17 
 
Firstly, as can be seen from the Absolute Frequency column in Table 4.4, more than 
10 observations were made in each of the five categories; even Category 5, the least 
frequently used category, had 39 observations. In addition, shown in Absolute Frequency and 
Relative Frequency columns, the response frequency showed a regular unimodal distribution; 
Category 3 was observed most frequently, followed by Categories 2 and 3, and Category 5 
was observed least, followed by Category 1. Secondly, as shown from the fourth column 
(Average Measure), the average measures advanced monotonically from Category 1 to 
Category 5, based on which it could be concluded that, “higher ratings correspond to more of 
the variable being measured” (Eckes, 2015, p. 118).  
Thirdly, the outfit statistics presented in the Outfit column showed the difference 
between the model expected and average measures; the greater the difference, the greater the 
outfit values. The category outfit of the current rating data was either .9 (for Categories 1, 2, 
and 4) or 1 (for Categories 3 and 5). This suggests the model expected measures matched the 
average measures to a greater extent. Next, as shown from the penultimate column 
(Threshold), the thresholds advanced monotonically across categories. This indicates that as 
a test taker has a higher graphic-prompt writing ability, he/she is more likely to be assigned 
to a higher category on the rating scale. This gradual advancement can be seen in Figure 4.2, 






writing test are presented. Probability of receiving a particular rating (category) is presented 
on the vertical axis and test takers’ graphic-prompt writing ability is shown on the horizontal 
axis. The thresholds refer to the points where the two adjacent probability curves of the rating 
scale categories intersect, represented in blue dotted lines. The category thresholds are 
arranged from left to right, advancing from -2.26 to 2.30 in Figure 4.2. 
 
Figure 4.2  Category probability curves for the graphic-prompt writing rating scale. 
 
 Lastly, as the penultimate column in Table 4.4 displays, the size of increase from the 
first to second category, from the second to the third category, and from the fourth to the fifth 
category lie within the recommended range (1.4 ≤ , > 5) (Linacre, 2004). However, the size 
of increase from the third to the fourth category was .08. This indicates that Categories 3 and 
4 were not as separable as was intended. This narrower increase between the thresholds of 







 For these cases, Eckes (2015) suggested either redefining or combining the two 
categories. It seems more reasonable to redefine the categories or to experiment using the 
rating scale with a larger number of raters rather than collapsing the categories, as the sample 
size of the raters was small (n=3) (Eckes, 2015). The results of the rating scale quality 
indicator analyses of the graphic-prompt writing test rating scale are summarized in Table 
4.5. All in all, the psychometric quality of the rating scale was sound to a large extent. 
Table 4.5  Summary of Graphic-Prompt Writing Test Rating Scale Quality Indicator 
Analysis. 
Indicator High Scale Quality Analysis Result 
Number of responses per category N ≥ 10 ✓ 
 
Response frequency across 
categories 
Regular  









Model fit of rating scale MSU <2.0 ✓ 
 





Size of threshold increase (logits) ≥ 1.4 and < 5 Δ 
Notes.  This table is adapted from Eckes (2015, p.117). A check mark (✓) indicates that the 
rating scale showed the specified quality, while Δ represents the rating scale did not have the 
quality on a satisfying level.  
 
Distribution of graphic-prompt writing test scores 
I explored RQ 1.3 Distribution of the graphic-prompt writing test scores in three 
means: descriptive statistics, distribution of the test takers’ ability estimates relative to the 
distribution of the other three facets (test tasks, raters, and criteria difficulty), and test taker 






distribution) for the graphic-prompt writing test scores, using the average scores from the 
three raters. Table 4.6 shows the results of the descriptive statistics for the composite and 
four analytic criteria scores on Tasks 1 and 2.  
Table 4.6  Descriptive Statistics for the Composite and Four Analytic Criteria Scores on Task 
1 and Task 2. 
 N 
 
Mode Median Mean S.D. Range 
 
Skewness Kurtosis 
Stat SE Stat SE 
Com T1 101 13.33 13.00 12.86 2.36 7.00 - 18.00 -.04 .24 -.24 .48 
T2 101 13.00 12.00 13.17 2.22 8.33 - 18.33 .25 .24 -.44 .48 
GD T1 101 4.33 3.67 3.21 1.18 1.00 - 5.00 -.34 .24 -1.19 .48 
T2 101 4.33 3.33 3.02 1.41 1.00 - 5.00 -.20 .24 -1.48 .48 
CD T1 101 3.00 3.00 2.98 .81 1.00 - 4.33 -.22 .24 -.42 .48 
T2 101 3.33 3.33 3.29 .68 1.33 - 4.67 -.18 .24 -.31 .48 
OR T1 101 3.00 3.33 3.49 .86 .67 - 5.00 -.16 .24 -.74 .48 
T2 101 3.67 3.67 3.59 .80 2.00 - 5.00 -.22 .24 -.94 .48 
G/V T1 101 3.00 3.00 3.18 .76 1.67 - 5.00 .47 .24 -.48 .48 
T2 101 3.33 3.33 3.27 .72 1.67 - 5.00 -.06 .24 -.36 .48 
Notes.  Com = Composite; GD = Graph Description; CD = Content Development; OR = 
Organization; G/V = Grammar/Vocabulary scores; T1 = Task 1; T2 = Task 2. The scores on 
Tasks 1 and 2 are the averages of the scores assigned by the three raters.  
 
The descriptive statistics show that on Task 1 and Task 2 of the graphic-prompt 
writing test both the composite scores and analytic scores widely spread across the possible 
score ranges. The composite scores ranged from 7.00 to 18.33 (the possible score range was 
4.00 to 20.00), while analytic scores range from 1.00 to 5.00 (the possible score range was 
1.00 to 5.00) on Tasks 1 and 2. In addition, the three measures of central tendency (mode, 
median, and mean) and skewness and kurtosis of the composite scores and analytic criteria 
scores indicate that not only the composite, but also four analytic scores were normally 
distributed on both tasks. Firstly, the three central tendency measures were close to one 






Description scores on both tasks. This finding indicates that, in general, the distributions of 
the scores (both composite and analytic) were quite symmetric (Bachman, 2004). 
Furthermore, the skewness and kurtosis of the composite and four analytic scores varied 
depending on tasks and analytic criteria (e.g., composite scores on Task 1 showed less 
skewedness and kurtosis than Grammar/Vocabulary scores on Task 2), but the skewness and 
kurtosis values for both types of scores on both tasks lied in the acceptable range between -2 
and +2 (George & Mallery, 2010). This finding was graphically confirmed by the histograms, 














Figure 4.3  Histograms of the composite and analytic criteria scores on Tasks 1 and 2. 
 
The finding from the descriptive statistic analysis was confirmed by the MFRM 






the spread of other facets (Eckes, 2015). The test taker ability estimates ranged from -1.23 
logits to 1.90 logits with a 3.13 logit spread. The spread of the test taker ability estimates 
(3.13) was approximately five times larger than the spread of rater severity estimates (.62), 
39 times larger than the spread of the task difficulty estimates (.08), and six times larger than 
the spread of the criteria difficulty estimates (.52). This relative spread of each facet’s 
estimates is visually illustrated in Figure 4.1. The results showed that there was large 
variability in the test takers’ graphic-prompt writing ability estimates, and the graphic-prompt 
writing test separated the test takers on the construct (their graphic-prompt writing ability) 
widely enough.  
The test taker separation indices confirmed the two findings. The fixed (all same) chi-
square statistic (χ2 = 719.3, df = 100, p < .05) rejected the null hypothesis that the test takers’ 
graphic-prompt writing abilities were equal; at least two test takers had significantly different 
graphic-prompt writing abilities. Moreover, the separation index of 2.70 with a reliability of 
.88 suggested that there were approximately three statistically distinct levels of graphic-
prompt writing ability in the 101 test takers. Moreover, the random (normal) chi-square 
statistic (χ2 = 87.8, df = 99, p = .78) accepted the null hypothesis that the test taker ability 
measures were a random sample from a normal distribution. Confirming the descriptive 
statistics, this result implies that the ability measures were normally distributed, not being 
different from the population.  
Generalizability Inference 
The generalization inference is licensed by the warrant that observed scores (both 
composite and analytic) are stable estimates of expected scores over the relevant parallel 






terms of test score dependability and interrater reliability. To find evidence for the 
assumptions, I analyzed 606 composite scores (101 test takers x 2 tasks x 3 raters) and 2,424 
analytic ratings (101 test takers x 2 tasks x 4 rating criteria x 3 raters) on the graphic-prompt 
writing test, conducting G-theory studies in SPSS (Version 23; IBM Corp., 2015) and 
MFRM in FACETS (Version 3.71.4; Linacre, 2014).  
Test score dependability 
I examined RQ 2.1 Relative effects of the persons, tasks, raters, and the interaction 
between the persons and the two facets on the observed composite and analytic scores by 
conducting G-studies; before reporting the G-study results, I will present descriptive statistics 
for the composite and analytic scores on Tasks 1 and 2 across the three raters. Table 4.7 
shows the descriptive statistics for the composite scores on the graphic-prompt writing test 
(Tasks 1 and 2). 
Table 4.7  Descriptive Statistics for the Composite Scores Tasks 1 and 2. 
 Task 1 Task 2 
Task Mean (SD) 12.87 (0.82) 11.71 (1.33) 
Rater 1 Mean (SD) 12.19 (2.59) 11.71(2.44) 
Rater 2 Mean (SD) 14.02 (2.68) 14.93(2.42) 
Rater 3 Mean (SD) 12.39 (2.50) 12.86 (2.43) 
Grand Mean  
           Rater 1 11.68 
           Rater 2 14.48 
           Rater 3 12.62 
 
Task mean refers to the average ratings of the three raters, and grand mean indicates 
the average ratings on Tasks 1 and 2 as assigned by each rater across the 101 test takers’ 






similar, despite the fact that the task mean on Task 1 being slightly higher than that on Task 
2. In addition, as shown in the third row, the three raters assigned similar ratings on Tasks 1 
and 2, in general; Rater 1 assigned slightly higher ratings on Task 1 than on Task 2, while 
Raters 2 and 3 assigned slightly higher ratings on Task 2 than on Task 1. Among the three 
raters, Rater 2 provided higher ratings than Raters 1 and 3 on both tasks. With regards to the 
grand mean, the ratings of Rater 2 were highest compared with those of Raters 1 and 3; the 
ratings of Rater 3 were higher than those of Rater 1.  
Table 4.8 displays the descriptive statistics for the analytic scores of the graphic-
prompt writing Task 1 and Task 2 across the four criteria on the rating rubric. As can be seen 
in Table 4.8, the 101 test takers yielded similar analytic scores on Tasks 1 and 2. In addition, 
all three raters tended to assign similar ratings across the four criteria on both tasks. 
However, a slight difference was observed in raters, in that Rater 2 assigned somewhat 
higher scores compared with Raters 1 and 3 across the four criteria. The same pattern was 
observed in the grand mean. 
Table 4.8  Descriptive Statistics for the Analytic Scores on Tasks 1 and 2. 
 GD CD OR GV 
 T1 T2 T1 T2 T1 T2 T1 T2 










































































Rater 1 2.84 3.02 3.10 2.99 
Rater 2 3.52 3.41 3.92 3.64 
Rater 3 2.99 2.98 3.61 3.06 
Notes. GD = Graph Description, CD = Content Development, OR = Organization, and GV = 






Having reviewed the descriptive statistics, now I am presenting the results of the G-
studies both at a composite and analytic score level. Table 4.9 shows the seven variance 
components and relative contribution of each of the variance components to the composite 
scores of the graphic-prompt writing test. The magnitude of the person (p) variance was the 
largest, explaining 48% of the composite score variance. This suggests that the test takers’ 
graphic-prompt writing ability accounted for appropriately half of the variance in the 
composite scores. Both the raters (s) and the triple interaction of persons by tasks by raters 
(ptr,e) were the second largest sources of variance, each of which accounted for 19% of the 
composite score variance. This indicates that rating severity across raters was different, and 
the effects of three-way interaction compounded with other unmodeled errors on the 
observed scores were somewhat larger when compared with the effects of other variance 
components, with an exception for the person variance. The third largest source of variance 
was the interaction between persons and tasks (pt), which explained 10% of the composite 
score variance. This finding suggests that difficulty of the two tasks was not the same across 
test takers; in other words, the tasks were more difficult to some test takers than to the other 
test takers.  
Table 4.9 G-Study Estimated Variance Components for the Composite Scores. 
Effect Variance Percentage 
Persons (p) 3.91 48 
Tasks (t)    .00* 0 
Raters (r) 1.58 19 
pt .82 10 
pr .04 0 
tr .24 3 
ptr,e 1.56 19 
Total 8.15 100 
Note. *The estimated variance component of Tasks (t) was -.05; the percentage was 
calculated after setting the negative value to zero, considering the estimate was small in 






On the other hand, the interaction between tasks and raters (tr) component explained 
3%, seemingly negligible, of the composite score variance, implying that the raters rated the 
two tasks with approximately equivalent levels of severity. Likewise, the interaction effect 
between person and rater (pr) explains 0% of the composite scores, meaning that raters’ 
severity was not different regardless of which test taker that they rated.  
Table 4.10   G-Study Estimated Variance Components for the Four Analytic Criteria Scores. 
Effect Variance 
(Percentage) 
 GD CD OR G/V 
































































Notes.  GD = Graph Description, CD = Content Development, OR = Organization, and GV 
= Grammar/Vocabulary. The estimated variance component of Tasks (t) in OR and G/V was  
-.004, and -.007 respectively; the percentages were calculated after setting the negative 
values to zero, considering both estimates were small in relative magnitude approaching zero 
(Shavelson & Webb, 1991). 
 
Table 4.10 shows seven estimated G-study variance components and their relative 
magnitude on score variance across the four analytic criteria in percentage. As can be seen in 
Table 4.10, the general trend was that the effect of the persons (p) was largest, followed by 






person-by-task interaction (pt), and the effect of the raters (r), in the descending order of size 
of the magnitudes across the four criteria scores. Compared to the four variance components, 
the effects of the tasks (t), the task-by-rater interaction (tr), and the person-by-rater 
interaction (pr) seemed quite small.  
Despite the general trend, the degree to which each of the variance components 
contributed to the observed scores varied depending on the rating criteria. The effect of 
persons (p) was largest in Graph Description (60%), medium in Organization (44%) as well 
as Grammar/Vocabulary (44%), and least in Content Development (34%). This means the 
test takers’ graphic-prompt writing ability accounted for approximately a half of the three 
criteria score variances (Graph Description, Organization, and Grammar/Vocabulary), while 
explaining about a third of the score variance in Content Development.  
The triple interaction of the persons, tasks, and raters combined with unmodeled error 
(ptr,e) accounted for 15% and 19% of score variance in Graph Description and Organization, 
respectively, while explaining 33% and 38% in Content Development and 
Grammar/Vocabulary, respectively. This finding indicates that approximately one fifth of 
score variance was attributable to the triple interaction variance component in Graph 
Description and Organization, whereas more than a third of score variance in Content 
Development and Grammar/Vocabulary was explained by the triple interaction variance 
component. 
The person-by-task (pt) variance component explained approximately one tenth to 
one fifth of the total score variance in Graph Description (16%), Content Development 
(17%), and Organization (12%), and much smaller amount of variance in 






components (except the object of measurement), the different difficulty of the two tasks 
depending on the test takers contributed to score variance on the first three rating criteria to a 
larger extent; however, the effect of the interaction had much less on score variance in 
Grammar/Vocabulary.  
The raters (r) had larger effects on Organization (15%) and Grammar/Vocabulary 
(11%) than Graph Description (6%) and Content Development (6%). This finding suggests 
that the difference in the three raters’ severity contributed less to the Graph Description and 
Content Development scores than to Organization and Grammar/Vocabulary scores. The 
effect of person-by-rater (pr) was smaller on score variances in Graph Description (3%), 
Content Development (4%), and Grammar/Vocabulary (2%) than in Organization (7%). This 
suggests that the raters tended to rate all test takers with similar levels of severity when they 
rated the Graph Description, Content Development, and Grammar/Vocabulary aspects of 
writing; however, the raters tended to apply somewhat different levels of severity depending 
on test takers when it came to Organization.  
The interaction between task and rater (tr) variance had no to negligible effects on 
score variance across the four rating criteria, explaining 0% to 3%, indicating that raters rated 
the tasks with similar levels of severity. Similarly, the tasks (t) explained 1% in Graph 
Description and 5% in Content Development. This finding implies that the effect of task 
difficulty was negligible in Graph Description, but slightly more noticeable in Content 
Development.  
 In sum, the effects of the object of measurement (test takers’ graphic-prompt writing 
ability) and other sources of variance (facets and interactions) on the composite scores and 






three variance components --the triple interaction combined with unmodeled error (ptr,e), the 
person-by-task (pt) (except Grammar/Vocabulary), and the raters (r) -- exerted much larger 
effects than the person-by-rater (pr), the task-by-rater (tr), and the tasks (t) on the observed 
scores. 
The findings of the current study both confirmed and disconfirmed what was found in 
previous studies; a few findings of the current study are discussed in relation to the previous 
findings. The largest effects of the persons (p) compared to the other variance components 
across the four rating criteria (especially in Graph Description) and in composite scores 
looked propitious, in that the largest amount of variance in observed scores was attributable 
to the object of measurement, not to the sources of construct-irrelevant variance. The 
proportions (44 - 60%) explained by the persons (p) in the composite and the three criteria 
scores (Graph Description, Organization, and Grammar/Vocabulary) exceeded what was 
found in the previous studies where the writing tests were administered for research purposes, 
like the present study. The persons (p) explained 21 - 29% of the analytic criteria score 
variances (Schoonen, 2005) and 27 - 40% of the holistic score variance in the studies on the 
integrated writing tests (Gebril, 2009, 2010). However, the persons (p) accounted for by far 
much proportion of the score variance in the operational test—the persons (p) explained 82 - 
92% of the analytic criteria score variances in the English Placement Test (Shin & Ewert, 
2015). Considering the higher magnitude of the persons (p) in the operational EPT, the 
relative effects of persons (p) in the graphic-prompt writing test need to be increased on the 
composite and four analytic criteria scores (especially Content Development) to 







 In addition, the relatively large effects of the person-by-task (pt) interaction on the 
composite and the three analytic criteria scores (Graph Description, Content Development, 
and Organization) were observed in other studies on independent and reading-to-write tasks 
(Gebril, 2009, 2010; Lee & Kantor, 2007). These findings seemed to collectively suggest that 
test takers’ performance was subject to task difficulty for both holistic and analytic scores 
(except Grammar/Vocabulary) in performance-based L2 writing assessment, regardless of 
the types of writing tasks: independent, reading-to-write, and graphic-prompt writing. Still, 
this conjunction should be verified by future studies. 
 On the other hand, the effects of the raters (r) on both composite and analytic criteria 
scores were much larger than what was found in previous research on reading-to-write 
(Gebril, 2009, 2010; Shin & Ewert, 2015) and independent writing tests (Gebril, 2009, 2010); 
the effect of raters was found to be smaller (less than 3%) in the studies (Gebril, 2009, 2010; 
Shin & Ewert, 2015). The larger effects of rater variability found in the current study might 
be due to differences in raters’ experience in rating the graphic-prompt writing test (Weigle, 
1999) and different training conditions. Rating experiences of the three raters were different, 
in that Rater 1 had never rated the graphic-prompt writing test before, while Raters 2 and 3 
had experience in rating the test because they served as raters in the pilot study (conducted 
before this dissertation research). Considering the different levels of experience, it is assumed 
that Raters 2 and 3 were more familiar with the test prompts, rating rubric, and rating process 
than Rater 1, which in turn resulted in noticeable effects of severity differences between 
raters, even after the intensive rater training.  
 At a first glance, this finding looks contradictory to what Weigle (1999) found in her 






graphic-prompt writing test were significantly reduced by the rater training. However, it 
should be recalled that the rater training condition was not the same across the three raters in 
the current study. As described in the Methods section, Raters 2 and 3 participated in face-to-
face trainings, while Rater 1 trained herself on her own using the training materials. That is, 
Raters 2 and 3 were involved in negotiations, trying to reach agreement, whenever their 
practice rating results were different. However, Rater 1 did not have such an opportunity to 
participate in negotiations. Instead, she did the practice ratings by herself and studied the 
rationale behind score decisions left by the researcher (Rater 3) whenever her ratings were 
different from the ratings upon which Raters 2 and 3 had agreed. In a word, it is not 
surprising to find differences in rater severity in light of different levels of experience in 
rating the graphic-prompt writing test and dissimilar rater training conditions.  
I examined RQ 2.1.2 Test score dependability of the test administration design with 
three raters and two tasks and RQ 2.1.3 The numbers of tasks and raters needed for Φ ≥ .7 
by conducting D-studies based on the findings of the G-studies. The test score dependability 
was estimated for both composite and analytic criteria scores. As a first step in the D-studies, 
I estimated the absolute variance (𝜎𝐴𝑏𝑠
2 ) of various test administration scenarios, including 
the current test design, where two tasks and three raters were employed.  
Table 4.11 shows the absolute error variances and dependability indices for the 
composite scores and analytic criteria scores depending on the varying numbers of tasks and 
raters. As can be seen Table 4.11, as for the current test design, the dependability index for 
the Graph Description scores (.81) was the highest, followed by that for 
Grammar/Vocabulary (.78), Composite scores (.76), and Organization scores (.72), while the 






that, in the current test design, the Graph Description scores were most dependable; 
Grammar/Vocabulary scores, Composite scores, and Organization scores were less 
dependable than the Graph Description scores; however, the Organization scores were more 
dependable than the Content Development scores--the Content Development scores were the 
least dependable. In other words, when two tasks and three raters were employed, the 
composite and analytic criteria scores (except Content Development: Φ = .63) reached the 
acceptable level of dependability for an English Placement Test, which was determined to be 
.7 on the basis of the fact that English Placement Test is a medium-stakes exam (Carr, 2011) 
and this validation study was in its early stage (Briesch et al., 2014). 
 In addition, as displayed in Table 4.11, the required numbers of test tasks needed for 
the acceptable level of dependability (Φ ≥ .7) varied depending on the score report method (a 
composite score versus analytic scores) and the analytic criteria (Graph Description, Content 
Development, Organization, and Grammar/Vocabulary). For the composite scores, it was 
estimated that either one task and four raters or two tasks and two raters would be needed; 
the Graph Description criterion required either one task and three raters or two tasks and one 
rater, whereas Content Development needed at least three tasks and three raters. This finding 
is graphically illustrated in Figure 4.4. Likewise, Organization and Grammar/Vocabulary 
needed at least three tasks and two raters, and at least two tasks and two raters are needed, 










Table 4.11  Estimated Absolute Error Variances and Dependability Indices Depending on 





COM GD CD OR G/V 
𝝈𝑨𝒃𝒔
𝟐  Φ 𝝈𝑨𝒃𝒔
𝟐  Φ 𝝈𝑨𝒃𝒔
𝟐  Φ 𝝈𝑨𝒃𝒔
𝟐  Φ 𝝈𝑨𝒃𝒔
𝟐  Φ 
1 1 4.23 .48 .84 .60 .58 .34 .59 .45 .53 .44 
1 2 2.53 .61 .59 .68 .38 .44 .36 .57 .28 .60 
1 3 1.96 .67 .50 .71 .32 .48 .28 .62 .19 .69 
1 4 1.67 .70 .46 .73 .29 .51 .25 .66 .15 .74 
2 1 2.93 .57 .52 .71 .33 .48 .41 .54 .33 .56 
2 2 1.67 .70 .34 .78 .22 .58 .24 .67 .17 .71 
2 3 1.25 .76 .28 .81 .18 .63 .18 .72 .12 .78 
2 4 1.04 .79 .56 .83 .16 .66 .15 .76 .09 .82 
3 1 2.42 .61 .41 .75 .25 .54 .35 .58 .26 .61 
3 2 1.38 .74 .26 .83 .16 .66 .20 .71 .13 .76 
3 3 1.01 .79 .21 .86 .13 .70 .15 .76 .09 .82 
3 4 .83 .83 .19 .87 .11 .73 .12 .80 .07 .86 
Notes.  COM = composite, GD = Graph Description, CD = Content Development, OR = 












Figure 4.4  Phi coefficients of the composite (top), Graph Description (left), and Content 




Figure 4.5  Phi coefficients of Organization (left) and Grammar/Vocabulary (right) scores 
depending on varying numbers of tasks and raters.  
 
Despite the fact that the specific number of tasks and raters needed for Φ ≥ .7 varied 
depending on the score report methods (composite scores vs. analytic criteria scores) and the 






number of tasks and raters changed from one to two, as can be seen in Figures 4.4 to 4.5. 
This finding is in line with the result of the previous studies (e.g., Schoonen, 2005), 
indicating that the test design with one task and one rater is not desirable for measuring test 
takers’ writing abilities reliably in performance-based L2 assessment.  
It is worth noting that the scores on Graph Description, related to the use of a source 
material (a visual graph), were most dependable in comparison to the other analytic criteria 
scores in all 12 scenarios (except the scenario with one task and four raters), as presented in 
Table 4.11. Dissimilar to this finding, Shin and Ewert (2015) reported that the scores on the 
writing-related aspects (Organization, Development, and Language Use) were more reliable 
than those on the source text use aspects (View Point Recognition and Text Engagement) in 
their study on a reading-to-write test. This discordance might be derived from the different 
nature of source materials; a visual graph was used in the current study, while written texts 
were provided as source materials in Shin and Ewert’s (2015) research. The discordant 
findings, in turn, seem to suggest that the scores of the test takers’ ability to summarize a 
simple visual graph with accuracy were more dependable than the scores about the test 
takers’ ability to incorporate two contrasting points of view in a balanced way. Nonetheless, 
this issue about test score dependability depending on types of source materials and writing 
criteria deserves further investigation.  
On the other hand, another finding that the Grammar/Vocabulary scores were more 
dependable than Content Development and Organization scores across the twelve test 
administration designs (except the one task and one rater design) lends supports to what other 
researchers found in their studies on other types of source-based writing tasks (Schoonen, 






Use (operationalized as syntactic and lexical richness and accuracy) scores were more 
dependable than scores on not only Organization (cohesiveness and coherence of writing), 
but also Content Development (operationalized as supporting the main argument with 
supporting details) across varying numbers of raters (1-6). In his study, Schoonen (2005) 
found that the analytic rating for Language Use, which corresponds to the 
Grammar/Vocabulary category of the current study, was more generalizable than the scores 
on the combined criterion of Content Development and Organization. However, it should be 
remembered that Language Use category included not only grammar and vocabulary, but 
also efficiency of the text and linguistic clarity, in Schoonen’s study. The three findings 
collectively seem to suggest that test takers’ abilities to use grammar and vocabulary were 
measured more reliably than their abilities to develop and organize content on a source-based 
writing test, regardless of the types of source materials (written texts and visual graphs). 
Interrater reliability 
RQ 2.3 Rating consistency across raters was investigated in two complementary 
means: the rater variance components in the G-studies and the rater separation indices in 
MFRM. As discussed previously, the raters (r) explained the observed score variance from 6 
to 20%, depending on score report methods (composite score reporting and analytic criteria 
score reporting) and the analytic rating criteria (Graph Description, Content Development, 
Organization, and Grammar/Vocabulary). Specifically, as shown in Tables 4.9 and 4.10, the 
effects of differences in rating severity among the raters were relatively smaller in Graph 
Description (6%) and Content Development (6%) than in composite scores (19%) and the 







To further investigate the severity of differences among the raters estimated in the G-
studies, I conducted MFRM analyses, whereby I obtained the three rater separation indices: 
the fixed (all same) chi-square statistic, separation index, and reliability of rater separation 
index.  As displayed in Table 4.1, the fixed chi-square statistic (χ2 = 203.8, df = 2, p = .00) 
rejected the null hypothesis (each rater was the same in terms of severity/leniency), meaning 
that at least two raters were significantly different in their severity. The rater separation index 
showed the number of statistically distinct levels of rater severity without considering 
extreme outliers (Linacre, 2018); thus, it should approach 1 in an ideal situation, where all 
the raters exercise the same level of severity. The separation reliability index shows “how 
well the elements within the rater facet are separated in order to define reliably the facet” 
(Eckes, 2015, p. 63) and ranges from 0 to 1. The reliability index is close to 0 when raters 
have similar levels of severity; in contrast, the index approaches 1 when the raters exercise 
different degrees of severity. Therefore, the separation index of 6.58 with a reliability of .98 
indicates the three raters were markedly heterogeneous in their severity, having nearly six to 
seven statistically distant levels of severity. Along with the relatively large effects of the 
raters (r) found in the G-studies, the rater separation indices suggest that the rater severity, 
which was a construct-irrelevant factor, exerted undesirable effects on the graphic-prompt 
writing test scores.  
Explanation Inference 
The explanation inference is based on the warrant that expected scores are attributed 
to the construct of graphic-prompt writing ability required in the first-year content courses at 
an English-medium university. The warrant entails three underlying assumptions: (1) the 






the graphic-prompt writing tasks vary with levels of test takers' graphic-prompt writing 
ability, in keeping with theoretical expectations, (2) the construct measured by the graphic-
prompt writing test is related to the construct underlying other test-based measures of 
academic writing, and (3) scores on the graphic-prompt writing test are attributed to the 
construct of the graphic-prompt writing test.  
Backing for the assumptions was sought by analyzing writing processes involved in 
the graphic-prompt writing test, conducting a discourse analysis on the test essays, examining 
the disattenuated correlation between scores on the graphic-prompt writing test and the 
scores on the standardized English writing tests, and investigating the effects of academic 
writing ability (construct-relevant factor) and of graph familiarity as well as test mode 
preference (construct-irrelevant factors) on the graphic-prompt writing test scores.  
Writing processes   
 I explored 3.1.1 Writing processes depending on different score levels on the graphic-
prompt writing test by analyzing stimulated recalls collected from a small group of test takers 
(n=13) while they were taking the graphic-prompt writing test.  
As Table 4.12 shows, the median of the test scores that the 13 test takers obtained was 
14.50 and the scores ranged from 9.50 to 17.50; the possible minimum and maximum scores 
of the test were 4 and 20, respectively. Figure 4.6 shows the distribution of the composite 
scores of the 13 students. The composite scores were calculated by averaging the closest two 
ratings assigned by the three raters.  
Table 4.12  Descriptive Statistics for Test Scores. 
n Median  Range 









Figure 4.6  Histogram of composite test scores (n=13). 
 
As a preliminary step to investigate the research question on the writing processes 
depending on score levels, I developed a working model for the computer-based graphic-
prompt writing test, shown in Figure 4.7, by conducting a qualitative analysis on the test 
takers' stimulated recalls. As illustrated in Figure 4.7, it was found that the computer-based 
graphic-prompt writing task entailed three distinctive phases -- 1) pre-writing, 2) writing, and 
3) post-writing --with various writing processes. In Figure 4.7, the main phrases are 
presented in blue-colored rectangles with two arrows in between them to indicate a 
chronological sequence of the writing phrases. The rectangle presenting the post-writing 
phase is colored in light blue, because evidence for this phase of writing processes did not 
appear in the stimulated recalls of all the test takers. The writing processes are indicated in 
bullet points, and the ones that were found across the phases are presented in the boxes with 
the elongated bi-directional arrows. The arrows cover the phases where the writing processes 






Figure 4.7  Three-phase writing process model for the computer-based graphic-prompt 
writing test. 
 
In the pre-writing phase, test takers figured out what the test required them to do by 
engaging in the reading of test instructions (e.g., evaluation criteria and test duration), 
checking the task configuration, reading the instructions below the graph (instructions on 
how to proceed when they finish composing the essay), and reflecting on the task. When 
reflecting on the task process, test takers evaluated the task in various aspects such as topic 
difficulty and familiarity. They also engaged in the reading task prompt, reading/analyzing 






takers generated and selected ideas and made plans for the structure of their writing beyond a 
paragraph level. The reading task prompt occurred across all three phases, and the 
reading/analyzing source and planning (global) occurred across the pre-writing and writing 
phases.  
In the writing phase, test takers composed expository essays by describing the graph 
and providing possible reasons for the phenomenon shown in the graph (composing). While 
composing the essays, they engaged in more processes, as well. The test takers engaged in 
planning (local), evaluating (local), revising (local & global), and reflecting on writing 
habits. In the planning (local) process, they generated ideas, made plans or rehearsed 
expressions, and made connections (orders) with the immediate clauses/sentences. In the 
evaluating (local) and revising (local) processes, the test takers appraised and revised their 
writing in terms of the content, expressions of the immediate clauses/sentences, as well as 
connections (orders) between them, at a paragraph level. In the revising (global) process, 
they engaged in making corrections to the content and the structure of writing beyond a 
paragraph level. In the reflecting on writing habits process, the test takers made comments on 
their writing habits. In addition, they engaged in evaluating (global), monitoring (checking 
time), and reacting to one’s writing/writing processes. In the evaluating (global) process, test 
takers evaluated content (soundness of ideas), structure of writing (connection 
between/ordering of paragraphs), and length of one’s writing beyond a paragraph level; this 
evaluating (global) process happened most of the time when students were reading what had 
been written. In the monitoring process, they checked the remaining time. Lastly, in the 
reacting to one’s writing/writing processes, the test takers made comments on their personal 






 In the post-writing phase, which involved checking the appropriateness of task 
completion, the three processes of evaluating (global), monitoring (checking time), and 
reacting to one’s writing/writing processes were observed. As mentioned before, it was 
observed that, unlike the pre-writing and writing phrases, which all the test takers progressed 
through, only the test taker who received the highest mark engaged in the post-writing phase.  
The working model developed in this research revealed some differences from the 
two-phase model of the process-oriented construct, discussed in the Literature Review 
chapter. In the working model of the graphic-prompt writing test, first and foremost, the 
writing processes occurred in three main stages: pre-writing, writing, and post-writing. By 
contrast, the two-phase model of the process-oriented construct consisted of only two phases: 
pre-writing and writing. Regarding this difference, one non-model-based study (Bridges, 
2010) supported the current finding in that the study found test takers engaged in the three 
main phases on the IELTS AWT1. Both previous and current findings seem to suggest that 
source-based writing tests, in general, induce two main writing phrases, but the graphic-
prompt writing test, in particular, might optionally entail the post-writing phrase. 
Another difference between the models (two-phase model vs. working model) is that 
some writing processes were included in one model, but not in the other. For instance, the 
writing processes that included checking the task configuration, reading instructions below 
the source, reflecting on writing habits, and reacting to one’s writing/writing processes were 
identified in the working model of the graphic-prompt writing test. Yet, other writing 
processes, like positioning self with the task and topic, translating, and connecting sources, 
were included only in the two-phase model of the process-oriented construct as optional 






occurred when the genre of writing was argumentative (Plakans, 2008) and when there were 
multiple sources (Yang, 2012a), respectively. However, further investigation is needed to 
explore why translating was found only in previous and not the current research.  
Despite the differences in the main phases and writing processes, the two models 
show a significant similarity. More than half of the writing processes were commonly found 
in the same phases in both models. That is, reading the test instructions, task prompt, and 
planning (global) occurred in the pre-writing stage; composing, reading the source(s), 
planning (local), evaluating (local, global), and revising (local, global) occurred in the 
writing phrase, and reading/analyzing source(s) occurred across the pre-writing and writing 
phases in both models.  
It seems that writing processes identified in both models are the same ones that the 
source-based writing tests measure, regardless of the types of sources, and the writing 
processes uniquely entailed in the graphic-prompt writing test (e.g., checking the task 
configuration and reflecting on the task) constitute the underlying construct of graphic-
prompt writing. The multiple subcomponents constituting the construct that graphic-prompt 
writing test measures are not only test takers’ ability to read and understand the written texts 
and the visual graph, but also their ability to plan, evaluate, and revise one’s writing in terms 
of content, organization, and expressions at a local and global level. In addition, the graphic-
prompt writing test taps into additional dimensions: managing the test, self-reflecting 
behaviors such as reflecting on the task, reacting to one’s writing/writing processes, and 
reflecting on one’s writing habits. 
As Table 4.13 shows, it was observed that test takers proceeded with their writing 






processes to the same extent. For instance, in the pre-writing phase, all of the test takers read 
the task prompt and source (graph) more than once, but showed engagement in other 
processes to different degrees.  
Moreover, it was observed that the test takers tended to take a non-linear, cyclical 
approach to the writing. Put differently, the test takers went back and forth between different 
types of writing processes while they were composing their essays. For instance, as the 
following excerpt shows, the test takers returned to and re-read the graph at least once to 
generate ideas for the next part in their writing, “But I found out that there's nothing more I 
could mention about. So I went back to the analysis about the country with the most and least 
number of students. I was thinking that Canada ranks the 5th in the graph.” 
The finding that the writing processes entailed in the graphic-prompt writing test 
occurred recursively supports findings from the study on the reading-to write test (Plakans, 
2008), but not the research on graphic-prompt writing (Yang, 2012a) and other types of 
source-based writing tests (i.e., reading-listening-to-write) (Barkaoui, 2015). That is, in line 
with the current study, Plakans (2008) found the composing processes involved in a reading-
to-write source-based writing test showed recursive patterns. In contrast, Yang (2012a) 
reported that source-based writing tests, including reading-to-write and graphic-prompt tests, 
did not show either strictly linear or purely recursive patterns, but rather a combination of the 
two. On the contrary, Barkaoui (2015) documented that the reading-listening-to-write test 
entailed a linear pattern. The finding of the current and previous study (Plakans, 2008) seem 
to collectively indicate that the graphic-prompt writing test measures the same underlying 









Table 4.13  Distribution of Frequency of Writing Processes across the Three Writing Phases Depending on Test Scores.  
Scores 9.50 10.50 12.00 12.25 12.50 14.50 14.75 15.00 16.00 17.50 
 Test taker ID 1 2 3 4 5 6 7 8 9 10 11 12 13 Total 
Pre-writing 
              
• Reading test instructions  1 1 1 0 1 1 0 1 1 1 1 0 1 10 
• Checking the task 
configuration  1 0 0 0 0 0 0 2 0 0 1 0 0 4 
• Reading the instructions 
below the graph  2 0 0 0 0 0 0 0 0 2 0 0 1 5 
• Reflecting on the task  3 2 1 2 1 1 2 2 1 2 1 0 0 18 
• Reading task prompt  2 2 1 2 1 1 1 2 2 1 2 3 2 22 
• Reading/analyzing 
source  3 3 1 2 1 1 1 2 1 2 1 1 1 20 
• Planning (global)  0 4 2 0 0 0 0 2 1 0 2 0 0 11 
               
Total 12 12 6 6 4 4 4 11 6 8 8 4 5 
90  
(12.59%) 









Table 4.13 (continued) 
Scores 9.50 10.50 12.00 12.25 12.50 14.50 14.75 15.00 16.00 17.50 
 Test taker ID 1 2 3 4 5 6 7 8 9 10 11 12 13 Total 
Writing 
             
 • Planning (local)  27 7 21 4 7 18 29 12 12 11 32 48 28 256 
• Evaluating (local) 17 1 7 3 2 4 7 9 0 1 15 30 1 97 
• Revising (local, global) 16 1 4 5 4 11 9 7 4 0 17 31 2 111 
• Reflecting on writing 
habit  
1 0 2 0 1 1 0 3 0 0 3 1 2 
14 
• Reading task prompt  1 0 5 0 0 1 2 0 1 1 1 1 1 14 
• Reading/analyzing 
source 
2 6 4 4 1 3 1 1 1 0 3 3 6 
35 
• Planning (global)  1 1 0 0 2 1 3 4 1 0 0 0 4 17 
• Evaluating (global)  0 0 0 1 0 0 1 0 0 0 1 3 3 9 
• Monitoring (checking 
time) 
0 1 4 0 0 0 2 1 2 0 3 5 1 
19 
• Reacting to one's 
writing/writing 
processes  
6 0 0 0 3 3 10 3 3 2 15 2 2 
49 
 
             
 
Total 
71 17 47 17 20 42 64 40 24 15 90 124 50 
621 
(86.85%) 









Table 4.13 (continued) 
Scores 9.50 10.50 12.00 12.25 12.50 14.50 14.75 15.00 16.00 17.50 
 Test taker ID 1 2 3 4 5 6 7 8 9 10 11 12 13 Total 
Post-writing 
              • Reading task prompt 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
• Evaluating (global)  0 0 0 0 0 0 0 0 0 0 0 0 1 1 
• Monitoring (checking 
time) 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
• Reacting to one's 
writing/writing 
processes (RW) 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
               
                      Total 0 0 0 0 0 0 0 0 0 0 0 0 4 
4 
(0.56%) 
Grand total 83 29 53 23 24 46 68 51 30 23 98 128 59 
715 
(100%) 








However, it is not clear why the current study and Yang’s (2012a) study did not reach the 
same conclusion, despite the fact that both studies explored the same type of source-based 
writing test: graphic-prompt writing tests. This discrepancy warrants further research.  
To examine if the writing processes of the computer-based graphic-prompt writing 
test varied depending on levels of test performance, I compared the writing processes of the 
four highest scoring test takers (high-scoring group) and four lowest scoring test takers (low-
scoring group) in terms of raw frequency and percentage of the different types of writing 
processes in which they engaged. Table 4.14 presents the score distribution of the low-
scoring and high-scoring groups. 
Table 4.14  Score Distribution of the Low-Scoring and High-Scoring Groups.  
 Lowest-Scoring Group  Highest-Scoring Group 
Test taker ID 1 2 3 4  10 11 12 13 
Score 9.50 10.50 12.00 12.00  15.00 15.00 16.00 17.50 
Median  11.25             15.50  
 
Table 4.15 shows the average amount of time spent on each of the writing phases for 
the low-scoring and high-scoring groups, where both similar and different patterns are found. 
Firstly, the total amount of time that the two groups spent for writing was not remarkably 
different; both groups spent similar amounts of time to complete the test, even though the 
high-scoring group invested slightly more time than its low-scoring counterpart. In addition, 
both groups spent the most time in the writing phrase and the least time in the pre-writing 
phase. On the other hand, the low-scoring group engaged in only the first two writing phases, 
pre-writing and writing, whereas the high-scoring group engaged in three phases. In addition, 
the low-scoring group invested slightly more time in the pre-writing phrase compared with 






Table 4.15  Average Amount of Time Spent on Each of the Writing Phases for Low-Scoring 
and High-Scoring Groups. 
Writing Phase Low-Scoring group High-Scoring group 
Pre-writing 3m 42s 1m 46s 
Writing 35m 14s 37m 45s 
Post-writing  -- 37s 
Total 38m 56s  40m 08s  
 
 In terms of the frequency distribution of writing processes across phases, as Table 
4.16 shows, the total number and mean of writing processes summed up across the three 
writing phases (grand total and grand mean) the high-scoring group engaged in were one and 
a half times larger than those of the low-scoring group. This finding is aligned with previous 
research findings (Barkaoui, 2015; Yang, 2012a) that test takers with higher scores engaged 
in more writing processes than test takers with lower scores in source-based writing tests, 
regardless of the types of sources (reading passages, reading passages along with listening 
input, and graphs). In addition, among the three writing phases, the writing processes 
occurred most in the writing phase for both groups. 
 As shown in Table 4.16, in the pre-writing phase, the low-scoring group engaged in 
more writing processes than the high-scoring group on average; each low-scoring group test 
taker engaged in the writing processes nine times, while his/her high-scoring group 
counterpart engaged in the writing processes 6.25 times. As illustrated in Figure 4.8, with 
regards to the percentage, which reflects the proportion of each of the writing processes to 
the grand total number of writing processes, the low-scoring group’s engagement in all 
writing processes was greater than its high-scoring counterpart’s, despite the difference 







Table 4.16  Frequency (Percentage) Distribution and Mean of Writing Processes across 
Three Phases for Low-Scoring vs. High-Scoring Groups.  
 




















































































































Table 4.16 (continued) 
 

























Mean 38 69.75 
Post-writing    







































Grand Mean 47 77 
Notes.  Frequency of composing was not included in this table; the test takers of both groups 
engaged in the composing process throughout the whole writing phrase; mean referred to the 
average frequency of the four test takers in each group. 
 
As Figure 4.8 displays, among the seven writing processes, the low-scoring group’s 
engagement in reflecting on the task, reading/analyzing the source, and planning (global) was 
by far greater than its high-scoring counterpart. Compared with the high-scoring group, it 
was not clear why the low-scoring group reflected on the task so much more; however, it 
seemed that the low-scoring group engaged more in reading/analyzing the source(s), 







ideas (what and how to compose their writing); this, in turn, appeared to result in the group’s 
higher engagement in planning (global).  
 
Figure 4.8  Percentages of writing processes across high- vs. low-scoring groups in the pre-
writing phase. 
 
In the writing phase, as Table 4.16 presents, the high-scoring group engaged in almost 
twice more writing processes than the low-scoring group on average; each high-scoring 
group test taker engaged in the 69.75 writing processes, while his/her high-scoring group 
counterpart engaged in 38 writing processes on average in this stage. As Figure 4.9 
illustrates, in terms of percentage, the high-scoring group engaged in almost all of the writing 
processes (except the reading task prompt as well as reading/analyzing source) to the same or 















scoring group’s engagement in planning (local), revising (local, global), evaluating (global), 
and reacting to one’s writing/writing processes were more noticeable than the low-scoring 
group’s engagement in these processes.  
 
Figure 4.9  Percentages of writing process across high- vs. low-scoring group in the writing 
phase. 
 
On the contrary, the low-scoring group showed higher engagement in the two writing 
processes: reading task prompt and reading/analyzing the source than the high-scoring group. 
In addition, it was observed that both groups engaged in the other writing processes: 
evaluating (local), reflecting on writing habits, planning (global), and monitoring (checking 
time), to a similar extent. The higher engagement of the high-scoring group in planning 
(local) is not congruent with what Barkaoui (2015) reported—the researcher found that 
higher scorers engaged less in the planning and organization process. However, the finding 


















supports the previous finding that high-scoring test takers underwent more evaluating 
processes than the low-scoring test takers on the reading-listening-to-write integrated writing 
task (Barkaoui, 2015).  
It was also found that both high-scoring and low-scoring groups engaged in online 
planning during writing by far more frequently than pre-writing planning; the high-scoring 
and low-scoring groups employed planning (local and global) 123 and 61 times, respectively, 
in the writing phase. In contrast, the high-scoring and low-scoring groups used planning 
(global) two and six times, respectively, in the pre-writing phrase. This finding was in line 
with the previous finding that “most writers did more online planning (during writing) with 
the reading-to-write task” (Plakans, 2008, p. 120). The previous and current findings together 
indicate that source-based writing tests induced more online planning without regard to the 
types of sources (reading passages and graphs).  
Lastly, as shown in Table 4.16, only the high-scoring group engaged in the post-
writing phase; the high-scoring group engaged in one writing process on average. It seems 
that the post-writing phrase was a significant feature by which the two groups of test takers 
were distinguished.   
In sum, it was found that the high-scoring group’s writing processes were different 
from the low-scoring group’s writing processes in several respects. Firstly, only the high-
scoring group engaged in the three-stage writing processes (pre-writing, writing, and post-
writing); the low-scoring group did not engage in the post-writing stage. In addition, the total 
number of writing processes, as well as the average number of writing processes, which the 
high-scoring group engaged in, exceeded those of the low-scoring group. However, the low-






processes of the pre-writing stage. Another difference was that high-scoring group’s 
engagement in planning (local), revising (local, global), evaluating (global), and reacting to 
one’s writing/writing processes in the writing phase was by far higher than the low-scoring 
group’s engagement in these processes. The differences in writing processes between the 
high- and low-scoring groups supported the assumption that the writing processes, which are 
required to successfully complete the graphic-prompt writing test, vary with levels of test 
takers' source-based academic writing ability to use visual graphic information (graphic-
prompt writing ability), which is in keeping with theoretical expectations. In this regard, the 
current study findings provide evidence to support the validity of meaning of the test scores 
on the graphic-prompt writing tasks.  
Discourse features 
 I explored 3.1.2 Differences in discourse features depending on different score levels 
of the graphic-prompt writing test by conducting a discourse analysis on 30 test essays 
(Tasks 1 and 2), written by 15 test takers; five test takers from each of the highest, medium, 
and lowest groups were randomly selected based on the MFRM analysis. As explained in the 
previous chapter, the test essays were examined in terms of task completion, 
coherence/cohesion, syntactic complexity, grammar accuracy, and lexical sophistication. The 
analysis revealed that the test takers tended to exhibit differences in task completion, 
cohesion, syntactic complexity, and grammar accuracy, but not in coherence and lexical 
sophistication.  
Task completion.  
I measured if the task completion feature discriminated test takers depending on their 






number of accurately reported main points of the graphic information. The three groups of 
test takers yielded different levels of task completion, reflecting their graphic-prompt writing 
ability.  
Table 4.17 displays the average length of essays in words for the three ability groups 
on Tasks 1 and 2. As shown in Table 4.17, both tasks differentiated the three proficiency 
groups, indicating that the length of essays was a good criterion against which the three 
ability levels were distinguished. However, the essay length was better at distinguishing the 
highest-level group from the two lower-level groups (the medium- and lowest-level) than 
differentiating the medium proficiency from the lowest proficiency group on both tasks.  
The standard deviations for the number of words across the three groups on both tasks 
look generally high, indicating that there was wide variability in the essay length in each of 
the three groups on both tasks. On Task 1, the variation for the highest-level group on Task 1 
was more noticeable than that for the remaining two groups; on Task 2, the variations for the 
medium- and lowest-level groups were much larger than the variation for the highest-level 
group.  
Table 4.17  Average Length of Essays in Words for the Three Proficiency Groups on Tasks 1  
and 2. 
 Mean (SD) 
 Task 1 Task 2 
Highest  470.20 (104.79) 461.20 (50.71) 
Medium 269.00 (64.87) 320.00 (100.03) 
Lowest 212.20 (84.54) 295.40 (113.28) 
 
Table 4.18 presents the means and standard deviations for the averaged number of 






Tasks 1 and 2. As can be seen in Table 4.18, the number of accurately reported graphic 
information varied depending on the groups on both Tasks 1 and 2, which suggests the test 
takers could be classified into three levels of proficiency based on the number of pieces of 
graphic information that they accurately reported. The highest-level group correctly reported 
the largest number of information than the medium-level group, of which the number of 
accurately reported graphic information was larger than that of the lowest-level group. The 
relatively large standard deviations for the medium-level group on Task 1 and the two lower-
level groups on Task 2 suggest that there were larger variations on the number of accurately 
reported pieces of information in these cases.  
Table 4.18  Descriptive Statistics for the Accurately Reported Pieces of Graphic Information 
across the Three Proficiency Groups on Tasks 1 and 2. 
 Mean (SD) 
 Task 1 Task 2 
Highest  5.00 (1.00) 6.00 (0.00) 
Medium 3.60 (2.30) 3.40 (2.30) 
Lowest 0.60 (0.89) 1.80 (2.49) 
Note. The accurately reported pieces of graphic information are the averaged numbers across 
the five test takers in each group. 
 
In sum, the test takers showed differences in the two measures of task completion on 
both tasks. In general, the highest-level group produced longer essays with larger number of 
correct graphic information than the two lower-level groups; the medium-level group 
composed longer writing than the lowest-level group, reporting larger amount of correct 
graphic information. 
Coherence/cohesion.  
 Differences in coherence and cohesion in the graphic-prompt writing across the three 






paragraph(s) for coherence, and inter T-unit conjunctives for cohesion. It was revealed that 
the three groups performed differently in text structure and inter-T-unit conjunctives, but not 
in organization within body paragraph(s).  
 Table 4.19 displays the number of test essays along with percentage across the five 
categories of the text structure: (1) Nil, (2) Body Only, (3) Body and Conclusion, (4) 
Introduction and Body Only, and (5) Introduction, Body, and Conclusion. As can be seen in 
Table 4.19, in both tasks, most test essays written by the lowest-level group (4/5, 80%) 
belonged to (2) Body Only; more than half of the test essays written by the medium-level 
group (3/5, 60%) belonged to (4) Introduction and Body Only, and most test essays written 
by the highest-level group (4/5, 80%) belonged to (5) Introduction, Body, and Conclusion. 
This finding suggests that text structure was a sound criterion by which the three groups of 
test takers were distinguished well. 
Table 4.19  Analysis of Text Structure across the Three Proficiency Groups on Tasks 1 and 
2. 
 Number of Test Essays (%) 
Task 1 Task 2 
(1) Nil    
                  High 0 (0%) 0 (0%) 
                  Medium 0 (0%) 0 (0%) 
                  Low 0 (0%) 0 (0%) 
(2) Body Only   
                  High 0 (0%) 1 (20%) 
                  Medium 1 (20%) 1 (20%) 
                  Low 4 (80%) 4 (80%) 






Table 4.19 (continued) 
 Number of Test Essays (%) 
Task 1 Task 2 
(3) Body and Conclusion   
                  High 1 (20%) 0 (0%) 
                  Medium 0 (0%) 0 (0%) 
                  Low 0 (0%) 0 (0%) 
(4) Introduction and Body Only   
                  High 0 (0%) 0 (0%) 
                  Medium 3 (60%) 3 (60%) 
                  Low 1 (20%) 0 (0%) 
(5) Introduction, Body and 
Conclusion 
  
                  High 4 (80%) 4 (80%) 
                  Medium 1 (20%) 1 (20%) 
                  Low 0 (0%) 1 (20%) 
 
Table 4.20 provides the number of test essays that showed the evidence of 
organizational principle versus the ones that did not exhibit organizational evidence in body 
paragraph(s). As Table 4.20 displays, all test takers presented their writing logically with 
linguistic devices on both Tasks 1 and 2 regardless of levels of graphic-prompt writing 
ability; one of the lowest-level test takers’ essay lacked this feature on Task 1 though. This 








Table 4.20  Analysis of Organization of Body Paragraph(s) across the Three Proficiency 
Groups on Tasks 1 and 2. 
 Number of Test Essays  
Task 1 Task 2 
1: No evidence of principle  
                  High 0 0 
Medium 0 0 
                  Low 0 0 
2: Evidence of principle 
                  High 5 5 
Medium 5 5 
                  Low 4 5 
 
Table 4.21 presents the average number of inter T-unit conjunctions for the three 
groups on Tasks 1 and 2. As shown in Table 4.21, the inter T-unit conjunction made 
distinctions between the three groups differently depending on tasks. On Task 1, the inter T-
unit conjunctions distinguished the three groups depending on their graphic-prompt writing 
ability. The highest-level group produced the largest number of inter T-unit conjunctions 
than the medium-level group, and the medium-level group used more inter T-unit 
conjunctions than the lowest-level group; difference between the highest- versus the two 
lower-level groups was more noticeable than the difference between the medium- versus 
lowest-level groups. On the other hand, the highest-level group produced the largest number 
of inter T-unit conjunctions than the two lower-level groups and, interestingly, the lowest-
level group used more inter T-unit conjunctions than the medium-level group on Task 2. In 
general, the inter T-unit conjunctions yielded distinctions between the highest- and the two 







Table 4.21  Average Number of Inter-T Unit Conjunctions across the Three Proficiency 
Groups on Tasks 1 and 2. 
 Inter T-Unit Conjunction 
 Task 1 Task 2 
Highest 5.6 6.4 
Medium 3.4 3.2 
Lowest 2.6 5.2 
 
 To summarize, the organization of body paragraph(s) did not yield distinctions across 
the three ability groups, suggesting that this discourse feature was not a good criterion 
whereby the test takers were distinguished based on graphic-prompt writing ability. On the 
other hand, the text structure and inter T-unit conjunctions differentiated the test takers 
according to their levels of graphic-prompt writing ability; the text structure could distinguish 
the three groups, while the inter T-unit conjunctions distinguished the highest- vs. the two 
lower-level groups.  
Syntactic complexity. 
Differences in syntactic complexity across the three ability groups were investigated 
in terms of the number of clauses, proportions of dependent clauses and non-finite clauses 
over the total number of clauses (O’Loughlin & Wigglesworth, 2003), and the number of 
clauses per T-unit (Cumming et al., 2005). It was discovered that higher-level test takers 
tended to produce more syntactically complex essays.  
Table 4.22 shows the averaged number and standard deviation of clauses, including 
both independent and dependent, produced by the three ability groups on Tasks 1 and 2. On 
both tasks, the test takers produced different number of clauses depending on their levels of 
graphic-prompt writing ability. As expected, the highest-level group produced the largest 






employed more clauses than the lowest-level group. However, the difference between the 
medium- and lowest-level groups was not as marked as the difference between the highest- 
and the two lower-level groups. This pattern appeared more prominent on Task 2 than Task 
1. The findings seem to suggest that the number of clauses was a criterion that was better at 
distinguishing the highest-level group from the medium- and lowest-level groups than 
differentiating the medium-level from the lowest-level groups. 
Table 4.22  Descriptive Statistics for Clauses across the Three Proficiency Groups on Tasks 1 
and 2. 
 Mean (SD) 
 Task 1 Task 2 
Highest  54.60 (15.85) 54.20 (17.68) 
Medium 31.80 (10.69) 39.00 (13.66) 
Lowest 25.60 (10.11) 38.20 (13.37) 
 
Table 4.23 displays the total number of clauses, the number of subordinate clauses, 
and the proportion of the subordinate clauses over the total number of clauses in percentage. 
Despite the fact that the differences in percentages were not significant, the test takers’ use of 
subordinate clauses differed across their levels of graphic-prompt writing ability on Tasks 1 
and 2. The highest-level group tended to use more subordinate clauses than the medium-level 










Table 4.23  Numbers of Clauses and Subordinate Clauses, and Percentage of Subordinate 
Clauses across the Three Proficiency Groups on Tasks 1 and 2. 










Highest  54.60 22.80 42 54.20 20.60 38 
Medium 31.80 11.00 35 39.00 13.40 34 
Lowest 25.60 8.20 32 38.20 11.00 29 
Notes.  Total clauses include the number of independent and dependent (subordinate) clauses; 
the numbers are the averaged occurrences across the five test takers in each group.  
 
Table 4.24 presents the total number of clauses, the number of non-finite clauses, and 
the proportion of the non-finite clauses over the total number of clauses in percentage. As 
shown in Table 4.24, the test takers’ use of non-finite clauses reflected their levels of 
graphic-prompt writing ability. The highest-level group used the larger number of non-finite 
clauses compared with the two lower-level groups, and the lowest-level group employed the 
least number of non-finite clauses. This pattern appeared on both tasks and is reflected in the 
percentages.  
Table 4.24  Numbers of Clauses and Non-Finite Clauses, and Percentage of Non-Finite 
Clauses across the Three Proficiency Groups on Tasks 1 and 2. 










Highest  54.60 7.20 13 54.20 9.00 17 
Middle 31.80 3.00 9 39.00 4.60 12 
Lowest 25.60 1.00 4 38.20 2.60 7 
Notes.  Total clauses include both independent and dependent (subordinate) clauses; the 








Table 4.25 presents the averaged numbers of T-units and clauses, along with the 
averaged numbers of clauses per T-unit, produced by the three different ability groups. The 
number of T-units used by the three groups varied depending on tasks. On Task 1, the 
highest- level group produced more T-units than the two lower-level groups; the medium- 
and lowest- level groups produced almost the same number of T-units. On Task 2, on the 
other hand, the highest- and lowest-level groups produced more T-units than the medium-
level group, and the difference between the highest- and lowest-level was minimal. The 
number of clauses yielded clear distinctions between the three ability groups especially on 
Task 1, reflecting their levels of graphic-prompt writing ability; the highest-level group 
produced the largest number of clauses, while the lowest-level group produced the least. The 
difference between the highest and the two lower-level groups was by far notable than the 
difference between medium- and lowest-level groups. Unlike the patterns found in T-units 
and clauses, the number of clauses per T-unit did not significantly differ across the three 
ability groups on both tasks, indicating that the number of clauses per T-unit was not a useful 
indicator of the graphic-prompt writing ability.  
Table 4.25  Average Numbers of T-Units and Clauses, and Clauses Per T-Unit across  
the Three Proficiency Groups on Tasks 1 and 2. 
 Task 1 Task 2 
 T-Unit Clause # of Clauses  
Per T-Unit 
T-Unit Clause # of Clauses  
Per T-Unit 
Highest  22.60 54.60 2.51 19.80 54.20 2.74 
Medium 13.40 31.80 2.50 15.80 39.00 2.47 
Lowest 12.20 25.60 2.13 19.20 38.20 1.99 
 
 The analysis revealed that the three indicators of syntactic complexity (the number of 






made distinctions between the test takers according to their levels of graphic-prompt ability; 
however, the number of clauses per T-unit did not yield such distinctions. The numbers and 
proportions of dependent and non-finite clauses to the total number of clauses made three-
level distinctions, while the number of clauses yielded a better distinction between the 
highest-level and the two lower-level groups—the latter discourse feature did not make 
significant distinction between the medium- and lowest-level groups.  
Grammar accuracy. 
 I investigated the differences in grammar accuracy between the three groups in terms 
of proportion of error-free clauses over the total number of clauses, and proportion of error-
free T-units over the total number of T-units in percentages on Tasks 1 and 2. It was found 
that test takers who possessed a higher level of graphic-prompt writing ability showed higher 
grammar accuracy in their writing than their lower-level counterparts.  
Table 4.26 presents the total numbers of clauses, which included the numbers of 
independent and dependent clauses, the number of error-free clauses and the percentage of 
error-free clauses in the total number of clauses. As can be seen in Table 4.26, the test takers 
showed differences in the number of error-free clauses and the proportions of the error-free 
clauses to the total number of clauses depending on their levels of graphic-prompt writing 
ability. As expected, the highest-level group used the largest number of error-free clauses, 
and the medium-level group produced more error-free clauses than the lowest-level group on 








Table 4.26  Average Numbers of Clauses and Error-Free Clauses, and Percentage of Error-
Free Clauses across the Three Proficiency Groups on Tasks 1 and 2. 











Highest  54.60 39.80 73 54.20 34.00 63 
Medium 31.80 18.00 57 39.00 19.00 49 
Lowest 25.60 9.40 37 38.20 12.00 31 
 
Table 4.27 shows the total number of T-units and error-free T-units, and the 
proportion of error-free T-units to the total number of T-units in percentages. The test takers 
performed differently in error-free T-units on both tasks. Supposedly, the highest-level group 
used the largest number of error-free T-units, and the lowest level produced the least number 
of error-free T-units. In addition, the difference between the two higher-level groups and the 
lowest-level group was more marked than the difference between the medium- and lowest-
level groups, reflected in the percentages as well. This finding appears to suggest that the 
error-free T-unit was better at distinguishing the two higher-levels from the lowest-level 
group than differentiating the highest- from medium-level groups.  
Table 4.27  Average Numbers of T-Units and Error-Free T-Units, and Percentage of Error-
Free T-Units across the Three Proficiency Groups on Tasks 1 and 2. 










Highest  22.60 10.20 45 19.80 4.80 24 
Medium 13.40 4.00 30 15.80 3.20 20 
Lowest 12.20 1.00 8 19.20 1.80 9 
Note.  The total T-unit and error-free t-unit values indicate the averaged occurrences of T-








The three groups’ performance in this discourse feature was examined by two means: 
average word length, which indicated the number of characters per word, and the proportion 
of different words to the total number of words (type/token ratio). It was found that the three 
groups did not show significant differences in these two indicators of lexical sophistication. 
Table 4.28 shows the numbers of characters and words and the word length along 
with standard deviations. As for the numbers of characters and words, the test takers showed 
differences depending on their levels of graphic-prompt writing ability on Tasks 1 and 2. As 
anticipated, the highest-level group produced the largest number of characters, and the 
medium-level group used the larger number of characters than the lowest-level group. The 
difference between the highest-level and the two lower-level groups was larger than the 
difference between the medium-and lowest-level groups. In contrast to the patterns found in 
the number of characters and words, the word lengths were similar across the three ability 
groups. This indicated that the word length did not play a useful role in differentiating the 
test takers into the three ability groups.  
Table 4.28  Numbers of Characters and Words, and Word Length across the Three 
Proficiency Groups on Tasks 1 and 2. 
 Task 1 Task 2 






























































Table 4.29 displays the numbers of lexical words and words, and type/token ratio of 
the essays written by the three groups of test takers. The test takers showed similar patterns 
in the numbers of lexical words and words on both tasks. As expected, the highest-level 
group used the largest numbers of lexical words and words; the medium-level group 
produced more lexical words and words than the lowest-level group. Nonetheless, the 
difference between the medium-and lowest-level groups was not as marked as the difference 
between the highest- and medium-level groups. On the other hand, the test takers did not 
show significant differences in type/token ratio on both tasks. This finding indicates that the 
type/token ratio was not a useful criterion by which the test takers could be differentiated into 
three ability levels. 
Table 4.29  Numbers of Lexical Words and Words, and Type/Token Ratio across the Three 
Proficiency Groups on Tasks 1 and 2. 
 Task 1 Task 2 
 # of Lexical 
Words 
(SD) 





# of Lexical 
Words 
(SD) 











































Notes.  # of words refers to the total number of words used in an essay; the numbers represent 
the averaged number of lexical and numbers of words across the five test takers in each 
group. 
 
 All in all, the findings regarding the word length and type/token ratio collectively 
suggest that the lexical sophistication did not yield distinctions across the three ability 
groups. This means the test takers could not be differentiated into the three groups based on 







  To recap, the discourse analysis conducted on the 30 essays indicated that most but 
not all of the discourse features served as useful criteria to differentiate the test takers into 
three ability levels. The discourse features, which were integral to distinguishing the test 
takers into different levels of graphic-prompt writing ability, were the following: 
• Task completion: essay length in words and the number of accurately reported 
information  
• Coherence/cohesion: text structure and the number of inter T-unit conjunctions 
• Syntactic complexity: number of clauses, and the proportion of subordinate and 
nonfinite clauses over the total number of clauses 
• Grammar accuracy: proportion of error-free clauses and error-free T-units over the 
total number of clauses and T-units, respectively  
 
         Specifically, the number of accurately reported graphic information, text structure, the 
proportions of subordinate and non-finite clauses, and the proportion error-free clauses to the 
total number of clauses tended to make three-level distinctions (highest-, medium-, and 
lowest-level groups). On the other hand, the length of essays, inter T-unit conjunctions, and 
the number of clauses made better distinctions between the highest-level vs. the two lower-
level (medium- and lowest-level) groups than between the medium- and lowest-level groups. 
In addition, the proportion of error-free T-units was better at distinguishing the two higher-
level groups from the lowest-level group than differentiating the highest- from medium-level 
group.  
 The findings provide implications for the construct of the graphic-prompt writing test 






into different ability levels in terms of task completion (essay length and accurately reported 
information), coherence/cohesion (text structure and the number of inter T-unit 
conjunctions), syntactic complexity (proportion of the subordinate and nonfinite clauses over 
the total number of clauses), and grammar accuracy (proportion of error-free clauses and 
error-free T-unit over the total number of clauses and T-units, respectively). However, the 
graphic-prompt writing test did not make distinctions in the test takers’ ability to logically 
organize information in body paragraph(s), produce syntactically complex writing in terms of 
the number of clauses per T-unit, and employ sophisticated lexical words (word length and 
type/token ratio). In other words, a higher graphic-prompt writing test score indicated a test 
taker had the ability to write well-structured longer essays, reporting accurate graphic 
information with conjunctions, and to accurately use syntactically complex structures in 
his/her writing.  
  In addition, the findings suggested that the rating rubric for the graphic-prompt 
writing test generally did a good job at specifying the discourse features that played a crucial 
role in distinguishing the graphic-prompt writing ability. Nonetheless, there is room to make 
desired improvements in the rubric. For instance, the amount of information correctly 
reported is clearly specified in the Graph Description, and the syntactic complexity, as well 
as grammar accuracy, is lucidly stated in Grammar/Vocabulary. In contrast, lexical 
sophistication is specified in Grammar/Vocabulary, specifically relevant to the board range 
of vocabulary use, despite the fact that test essays was not different in this discourse feature 
across the ability levels. This discrepancy between the finding and the specification on the 







 Lastly, the finding that the more proficient test takers, the longer test essays they will 
produce confirmed the previous findings. The findings collectively suggest that there is a 
positive relation between writing ability and text length without regard to the types of tasks 
(independent vs. source-based) (Cumming et al., 2005) or source materials (reading passages, 
listening input, and visual graphs) (Cumming et al., 2005; Gebril & Plakans, 2013; 
O’Loughlin & Wigglesworth, 2003). Cumming et al. (2005) reported the same trend in their 
study on the TOEFL iBT prototype writing tasks (independent, reading-based, and listening 
based) and Gebril and Plakans (2013) observed the same pattern in their study on the 
reading-to-write test. Similarly, O’Loughlin & Wigglesworth (2003) documented that more 
proficient test takers produced longer writing on AWT1 IELTS.  
Correlation with the construct of other measures of academic writing  
I investigated RQ 3.3 Relationship between the construct measured by the graphic-
prompt writing test and the construct measured by the standardized English writing by 
calculating distattenuated correlation. Table 4.30 displays the descriptive statistics for the 
writing scores on the standardized English test and on the graphic-prompt writing test.  
Table 4.30  Descriptive Statistics for the Standardized English Writing test and the Graphic-
Prompt Writing Test Scores. 
 N Mean SD Min Max Possible Score 
Range 
Standardized English 
writing test scores 
85 20.31 3.31 12 29 0 - 30 
Graphic-prompt 
writing test scores 
101 13.02 2.14 8 17.50 4 - 20 
Note.  16 out of 101 students who took the graphic-prompt writing test did not have scores 
on the standardized English writing tests. Thus, the total number of standardized English 








The disattenuated correlation coefficient (rcr = .51) indicates that the graphic-prompt 
writing test scores had a moderately strong positive relationship with the standardized writing 
test scores. According to Hatch and Lazaraton (1991), two measures would yield a high level 
of correlation, such as .8 or .9, when assessing the same underlying construct. On the other 
hand, the two measures that assess different aspects of the same latent trait would have a low 
correlation from .30 to .50. In this sense, the standardized English writing test and the 
graphic-prompt writing test seemed to tap into different aspects of academic writing ability. 
The moderate correlation between the two tests is not surprising in two regards. 
Firstly, the standardized writing test scores reflect both independent and source-based writing 
abilities, while the graphic-prompt writing test score represents only source-based writing 
ability to use visual graphic information. In addition, types of source-based writing ability 
measured by the two tests are distinctive. The TOEFL iBT writing (reading-listening-to-write 
task) measures test takers’ ability to read a written passage, listen to a lecture, and summarize 
the main points of the lecture related to the written passage (ETS, 2010b). IELTS AWT 1 
assesses test takers’ ability to comprehend a visual graph and to describe the graphic 
information in written discourse (Yu et al., 2012). In contrast, the graphic-prompt writing test 
measures test takers’ capability to read and understand written language and a visual graph as 
well as to describe the graphic information and provide possible reasons for the phenomenon 
depicted in the graph through written discourse. Yang’s (2010a) finding is in support of the 
result of the current study, as some test takers received a higher score on the reading-to-write 






Effects of construct-relevant and construct-irrelevant factors on scores of the graphic-
prompt writing test 
I investigated RQ 3.4. Effects of academic writing ability (a construct-relevant factor) 
and of graph familiarity as well as test mode preference (construct-irrelevant factors) on the 
graphic-prompt writing test scores by conducting a multiple regression analysis on the 
quantitative data (graphic-prompt writing test scores, standardized English writing test 
scores, Graph Familiarity questionnaire scores, and Test Mode Preference questionnaire 
scores). In the multiple regression analysis, the graphic-prompt writing test score was a 
dependent variable (DV), while the standardized English writing test scores and scores on the 
Graph Familiarity and Test More Preference questionnaires were independent variables 
(IVs).  
Table 4.31 presents the descriptive statistics for Graph Familiarity and Test Mode 
Preference questionnaire responses. The small differences between means and medians 
indicate that the distributions of Graph Familiarity scores and Test Mode Preference scores 
were slightly skewed to the right. Nevertheless, both scores overall showed a symmetric 
distribution.  
Table 4.31  Descriptive Statistics for Graph Familiarity and Test Mode Preference 
Questionnaire Responses (n = 101). 
 Mean (SD) Median Mode         Min Max 
Graph Familiarity 107.88 (15.32) 120 122 70 149 
Test Mode Preference 73.69 (14.43) 75 75 45 101 
Note.  The maximum score for the Graph Familiarity Questionnaire and Test Mode 
Preference was 150 and 120, respectively.  
 
  Table 4.32 presents the results of the multiple regression analysis. The F statistic 






or at least one independent variable was linearly related to the graphic-prompt writing test 
scores. The adjusted R2 was .21, which means 21% of the variability in the graphic-prompt 
writing test scores can be explained by the standardized English writing test scores, graph 
familiarity, and test mode preference, after adjusting for the complexity of the model. In 
general, the model seems somewhat useful for predicting the graphic-prompt writing test 
scores. 



























.16 - .42 
Graph 
familiarity 
.00 .02 -.01 -.001 -.03 - .03 
Test mode 
preference 
.02 .01 1.09 .11 -.01 - .05 
Note.  Model R2 = .24, F (3,80) = 8.26, p < .01; adjusted R2 = .21, * p < .01. 
As can be seen in Table 4.32, the t statistic of the standardized English writing test 
score (t = 4.33, p < .01) indicates that the standardized English writing test score was a 
significant predictor of the graphic-prompt writing test score when graph familiarity and test 
mode preference were held constant. In contrast, graph familiarity (t = -.01, p = .99) and test 
mode preference (t = 1.09, p = .28) were not significant predictors of the graphic-prompt 
writing test scores.  
I decided to further investigate the relationship between the graphic-prompt writing 
test scores and each of the non-significant predictors with bivariate correlations. These 






English writing test scores) could possibly mask the effects of the other less strong IVs 
(graph familiarity and test mode preference) on the DV (graphic-prompt writing test scores) 
in the multiple regression analysis and that bivariate correlations show the relation between 
two variables (each of the IVs and the DV) only, not affected by the relationship between the 
three IVs.  
Accounting for the possible controversy regarding the six-point Likert scale data (are 
the Graph Familiarity and Test Mode Preference data best treated as ordinal or interval 
data?), I estimated both Spearman’s and Pearson’s correlations after checking the 
assumptions. The data met the two assumptions of Spearman’s correlation (the IVs and DV 
were measured at an ordinal scale and each of the two IVs and DV had a linear relationship) 
and three assumptions of Pearson’s correlation (scatterplots indicated the relationships 
between each of the two IVs and DV were linear, the skewness and kurtosis values showed 
the three variables had normal distributions, and similarity between the Spearman’s rhos, and 
Pearson’s correlation coefficients suggested that the data were close to interval data) 
(Bachman, 2004).  
It was found that neither of the two IVs had a significant correlation with the DV 
regardless of correlational methods; rs and r between the graph familiarity and the DV were 
.10 (p = .39) and .15 (p = .16), respectively; likewise, rs and r between the test mode 
preference and the DV were .18 (p = .10) and .19 (p = .08), respectively. The results 
indicated that neither the graph familiarity nor test mode preference was found to be 
significant predictors of the graphic-prompt writing test scores. The lack of relationship was 
not because of the stronger effects of the standardized English writing test scores, but 






 Due to the finding that the graph familiarity and test mode preference were not 
significant predictors of the graphic-prompt writing test scores, the multiple regression model 
was trimmed to a simple regression model; the two insignificant predictors (graph familiarity 
and test mode preference) were dropped and the data were reanalyzed by a simple regression 
model. Four assumptions (independence, linearity, homoscedasticity, and normality of 
residuals) were checked prior to the simple regression analysis. As Figure 4.10 illustrates, the 
graphic-prompt writing test scores and the standardized English writing test scores had a 
moderately strong positive linear relationship, and the standardized residual plot showed no 
outlier whose standardized residual did not lie between -2.5 and +2.5. 
The assumption of homoscedasticity was met; firstly, in general, the scatterplot 
presented in Figure 4.10 displays a similar spread of observations above and below the 
regression line, and the standardized residual plot also shows a similar spread of observations 
above and below the residual line. Secondly, Levene’s test confirmed the equal variances (F 
= 1.10, p = .30).   
  








The assumption of normality of residuals was reasonably met; the histogram showed 
no marked skewness and slight curves were observed in the normal P-P plot, as shown in 
Figure 4.11. In addition, in the Shapiro-Wilk normality test, W = .99, p = .70. 
  
Figure 4.11  Histogram (left) and normal P-P plot (right) for the simple regression model. 
 
 Table 4.33 presents the results of the simple regression analysis. R = .48 indicates that 
the graphic-prompt writing test scores and standardized English writing test scores had a 
moderately strong positive correlation. R2 = .23 indicates that approximately 23% of the 
variability in the 84 test takers’ graphic-prompt writing test scores could be explained by the 
standardized English writing test scores. The p value of the t statistics was less than the alpha 
level of .01, based on which the null hypothesis (the population slope between the graphic-
prompt writing test scores and standardized English writing test scores was 0) was rejected. 
In other words, there was evidence that the population slope between the graphic-prompt 
writing test scores and standardized English writing test scores was greater than 0, meaning 
the high standardized English writing test scores were associated with high scores on the 






the constructs of the graphic-prompt writing test and of the standardized English writing 
tests.  



























.18 - .43 
Note. R = .48; R2 = .23, * p < .01. 
 
 The unstandardized coefficient indicates that for a one-point increase in the 
standardized English writing test scores, the predicted graphic-prompt writing test score 
increased by .31. The standardized coefficient suggests that one standard deviation increase 
in the standardized English writing test scores leads to a .48 standard deviation increase in 
the graphic-prompt writing test scores. The 95% confidence interval for the regression 
coefficient implies that we can be 95% certain that the population average graphic-prompt 
writing test scores increase by .18 to .43 for one-point increase in the standardized English 
writing test score. In sum, the simple linear regression calculated to predict the graphic-
prompt writing test score based on the standardized English writing test score suggests that 
test takers who achieved a higher score on the standardized English writing test tended to 
achieve a higher score on the graphic-prompt writing test.  
 To recap, the main finding of the regression analyses was that only the standardized 
English writing test scores, a construct relevant factor, were a significant predictor of the 
graphic-prompt writing test scores, while test takers’ graph familiarity and test mode 






test scores. For this reason, it can be concluded that an inference made about the score 
interpretation of the graphic-prompt writing test was valid at least to some extent.  
It is a promising finding that the graphic-prompt writing test scores were not affected 
by the graph familiarity, because, strictly speaking, graph familiarity is not part of the 
construct. As explained in the Methods chapter, the Graph Familiarity questionnaire 
measured not only test takers’ ability to read graphs, but also their experience of using graphs 
and preference for graphs. However, graph knowledge, a constituent of the construct of the 
graphic-prompt writing, includes merely the ability to read graphs, not the experience and 
preference.  
However, it seems worthy to consider other reasons, which can explain the non-
significant relationship between graph familiarity and the scores on the graphic-prompt 
writing test, as well. One possible reason that can be thought of is that the visual graphs used 
in the current study were so simple and straightforward that the test takers’ graph familiarity, 
including graph knowledge, might not exert significant effects on their graphic-prompt 
writing test scores. Another reason might be the conditions of the graphic-prompt writing 
test. Xi (2010) predicted, unlike the speaking test that lasted one to two minutes, a writing 
test would not be subject to the effects of graph familiarity, due to the fact that test takers 
undergo a longer test duration, which enables them to read and analyze the details of a graph.  
Parallel to Xi’s (2010) prediction, Yu et al. (2012) found that graph familiarity did not 
markedly affect test takers’ performance on IELTS AWT1. Along the same line, Yang 
(2016) revealed that graph familiarity did not exert significant influences on EFL health 
science and medical major undergraduate students’ performance on both types of graphic-






that participants of not only the previous two studies (Yang, 2016; Yu et al., 2012), but also 
the current dissertation study, had relatively high levels of graph familiarity. The participants 
in Yu et al.’s (2012) research showed a mean score of 143.8, which was approximately 75% 
of the total maximum possible score of 192 on the graph familiarity questionnaire. Similarly, 
the mean score of Graph Familiarity questionnaire completed by participants of the current 
study was 107.88, which corresponded to around 72% of the maximum possible score (150). 
Likewise, Yang (2016) reported that the EFL health science and medical major 
undergraduate students completed academic coursework where they engaged in graph 
comprehension and interpretation and were taught how to perform graphic-prompt writing 
tasks, all of which occurred before their participation in the study. Consequently, it was 
assumed that the level of graph familiarity that the participants held was high (Yang, 2016). 
Thus, the lack of relationship between the graph familiarity and graphic-prompt writing test 
scores observed in these studies, including the current dissertation study, might not be 
generalized to test takers who have lower levels of graph familiarity. Still, future research is 
called for investigating this issue.  
Scores on the Test Mode Preference questionnaire reflected test takers’ preference for 
a mode of writing (higher scores indicated test takers preferred computer-based to paper-
based writing), and it was found that test takers’ preference for the computer-based writing 
assessment did not affect how they performed on the graphic-prompt writing test. This 
finding seems to be aligned with the previous finding that the test takers preferred computer-
composed writing to paper-based writing, without regard to their performances on a 







takers’ preference for a writing test mode does not have significant bearings on their 
performance on L2 writing tests.  
Chapter Summary 
In this chapter, I presented the results and discussion of the research questions 
formulated to seek evidence for the three inferences: evaluation, generalization, and 
explanation. For the evaluation inference, it was found that individual raters performed their 
ratings appropriately without showing a central tendency and halo effects; the rating scale of 
the graphic-prompt writing test functioned appropriately to a large extent, and the scores of 
the graphic-prompt writing test widely spread reflecting a range of graphic-prompt writing 
ability. With regards to the generalization inference, it was revealed that variance in test 
takers’ ability contributed largest to the composite and analytic score variance compared with 
other facets and interaction variance components; dependability of the two-tasks and three-
raters test administration design was higher than .7 for both composite and analytic scores 
across the three rating criteria (Graph Description, Organization, and Grammar/Vocabulary); 
reporting composite scores rather than analytic scores would be more appropriate in light of 
the practicality; the formal reporting methods required a test design with two tasks and two 
raters, which seemed feasible for a medium-stakes test like an EPT, while the latter needed 
more. Lastly, the G-study finding that the raters had relatively large effects on observed 
scores was confirmed by MRFM analysis; the three raters exerted six significantly different 
levels of severity.  
As for the explanation inference, it was uncovered that the test takers engaged in 
different writing processes (e.g., the number of main writing phases and writing processes) 






syntactic complexity, and grammar accuracy) depending on their levels of graphic-prompt 
writing ability. In addition, the graphic-prompt writing test measured a different aspect of the 
same underlying construct assessed by the other standardized English writing test (TOEFL 
iBT and IELTS), and only test takers’ standardized English writing test score, which is a 
construct-relevant factor, was a significant predictor of the graphic-prompt writing test score, 
explaining approximately 23% of the variability in the graphic-prompt writing test scores. On 
the other hand, graph familiarity and test mode preference (construct-irrelevant factors) did 
not significantly contribute to the scores on the graphic-prompt writing test.  
In the next chapter, I will make a validity argument for the score interpretation of the 
graphic-prompt writing test using the findings, discussed in this chapter, as backing for the 
three inferences (evaluation, generalization, and explanation) of the interpretation argument 







CHAPTER 5.  CONCLUSION 
The last chapter of this dissertation study consists of six parts. In the first part, I 
present a summary of the current study. The second part is devoted to making a validity 
argument for the graphic-prompt writing test; I critically evaluate the interpretation argument 
(Kane, 2013) for the graphic-prompt writing test crafted in Chapter 2, focusing on three 
inferences (evaluation, generalization, and explanation), on the basis of the empirical 
research findings reported in Chapter 4. In the following three parts, I discuss limitations and 
implications of the current study, and provide directions for future studies. This chapter 
finishes with a conclusion.  
Summary of the Study 
The main purpose of the current dissertation study was to investigate the validity of 
test score interpretation of a computer-mediated, graphic-prompt writing tasks developed for 
EPT purposes at English-medium universities. The test was designed to measure newly 
admitted undergraduate ESL students’ source-based writing ability to use visual graphic 
information, or graphic-prompt writing ability, which is believed to be required in first-year 
content courses at a university level.  
As a first step for the test validation, I developed an interpretation and use argument 
(Kane, 2013), which laid out seven inferences, warrants, and relevant assumptions. To 
examine the meaning of the test score, the research questions were formulated from the 
assumptions underlying the evaluation, generalization, and explanation inferences. The 
research questions were addressed by a mixed-methods research design; both quantitative 
data (composite and analytic scores on the graphic-prompt writing test, responses to the 






standardized English writing test scores) and qualitative data (stimulated recalls and test 
essays) were collected from 101 ESL students, who were studying at a large public university 
in the U.S.  
The quantitative data were analyzed by several means: MFRM, G- and D-studies, 
disattanuated correlation, and multiple regression to find the evidence for the assumptions 
supporting the evaluation inference (individual raters’ rating performance, functional 
appropriateness of rating rubric, and distribution of test scores), generalization inference 
(dependability of test scores and interrater reliability), and explanation inference (relation 
between the construct underlying the graphic-prompt writing test and the construct measured 
by the standardized English writing tests, and effects of construct-relevant versus construct 
irrelevant factors on the graphic-prompt writing test scores). The qualitative data were 
analyzed to seek evidence for the assumptions underlying the explanation inference 
regarding the writing processes and discourse features depending on the levels of the 
graphic-prompt writing ability.  
A Validity Argument for the Graphic-Prompt Writing Test 
 The graphic-prompt writing test has yet to be administered to the target population 
(newly admitted first-year ESL undergraduate students at English-medium universities); thus, 
the validity argument is made focusing on design validity (Briggs, 2004). Design validity, the 
first part of the extended validity argument, is defined as “[developing] an interpretive 
argument for a test that can be justified with respect to the test’s design before it has been 
administered for its intended purpose” (Briggs, 2004, p. 172). Therefore, the current 
dissertation study sought to find evidence to justify the intended score interpretations on the 






validity argument made in this section remains to be reassessed with additional evidence 
obtained in future research, which should be conducted after the graphic-prompt writing test 
is operationalized to the targeted population of the test takers.  
As delineated in Chapter 2, the interpretation and use argument (Kane, 2013) for the 
graphic-prompt writing test consists of seven inferences: domain definition, evaluation, 
generalization, explanation, extrapolation, utilization, and consequence. Among the seven 
inferences, the current dissertation study focused on investigating evaluation, generalization, 
and explanation inferences, relevant to the interpretation of scores on the graphic-prompt 
writing test, by addressing the research questions formulated based on the assumptions 
underlying the three inferences. The validity argument for the interpretation of the graphic-
prompt writing test scores is made inference by inference by summarizing and synthesizing 
the research findings as backing for the assumptions.  
Evaluation Inference 
Figure 5.1 illustrates the evaluation inference, its warrant, three assumptions, and the 
backing for the assumptions. As demonstrated in Figure 5.1, the evaluation inference links 
observations of test takers’ performance on the graphic-prompt writing test (grounds) to 
observed scores reflective of the test takers’ graphic-prompt writing ability (intermediate 
conclusion). The evaluation inference is based on the warrant that observations of test takers' 
performance on the graphic-prompt writing tasks are evaluated so that the observed scores 
are reflective of the test takers' source-based academic writing ability to use visual graphic 
information (graphic-prompt writing ability). The warrant is based on three assumptions: (1) 
individual raters’ rating performance is appropriate; (2) rating scales function appropriately; 







Figure 5.1  Evaluation inference with its warrant, three assumptions, and backing for 
 the assumptions. 
 
The first assumption is supported by the backing that the three raters showed neither 
central tendency, nor halo effects in their ratings. The backing comes from the MFRM 
analysis: raters’ fit statistics, rater fit statistics in relation to criteria difficulty, and patterns of 
each rater’s ratings. The second assumption is supported by the backing, collected from the 
MFRM analysis, that the rating scales for the graphic-prompt writing test met five of the six 
criteria for a quality rating scale: the number of responses per category ≥10, the response 
frequency across categories was regular, the average measures by category increased 






monotonically with each category; the size of the threshold increase did not lie within the 
range: ≥ 1.4 and < 5 in logits--the extent of increase from the third to the fourth threshold 
was .08. 
The third assumption is supported by the backing that the graphic-prompt writing test 
scores spread widely depending on the test takers’ graphic-prompt writing ability in a normal 
distribution. The backing was found by descriptive statistics (range and normality of 
distribution) for the composite and analytic scores on the graphic-prompt writing test (Tasks 
1 and 2), and MFRM analysis (distribution of the test takers’ ability estimates compared with 
estimates of other facets [raters, tasks, and criteria], three test taker separation indices 
[homogeneity index, separation index, and separation reliability], and the random [normal] 
chi-square statistic).  
Generalization Inference 
Figure 5.2 displays the generalization inference, its warrant, assumption, and the 
backing for the assumption. As shown in Figure 5.2, the generalization inference connects 
the observed scores on the graphic-prompt writing test (grounds) to the intermediate 
conclusion that expected scores on the graphic-prompt writing test reflect what observed 
scores on the test will be over the relevant parallel versions of the tasks and across raters. 
This inference is based on the warrant that observed scores are stable estimates of expected 
scores over the relevant parallel versions of tasks and across raters. The warrant is originally 










Figure 5.2  Generalization inference with its warrant, assumption, and the backing for  
the assumption. 
 
The first assumption is supported by the backing, found by the G-studies, that the 
persons (p) contributed most to the composite (48%) and analytic (34 - 60%) score variance 
compared with the sources of error variance. In addition, the D-studies revealed the test score 
dependability of the test design with three raters and two tasks was ≥ .7 for both composite 
and three analytic criteria scores (Graph Description, Organization, Grammar/Vocabulary); 
also, the required numbers of test tasks and raters needed for the acceptable level of 
dependability (Φ ≥ .7) varied depending on the score report methods (composite versus 
analytic scores) and the analytic criteria. However, using the test design with two tasks and 






other hand, the second assumption is not supported, in that it was found that the raters (r) 
explained the observed score variance from 6 to 20% depending on score report methods and 
analytic criteria in the G-studies. Moreover, the rater separation indices from the MFRM 
analysis showed that the raters were markedly heterogeneous in their severity, yielding 
nearly six statistically different levels of severity. These findings indicate that the ratings 
across the three raters were not consistent, which do not support the second assumption. For 
this reason, the second assumption is not presented in Figure 5.2. 
Explanation Inference 
Figure 5.3 shows the explanation inference with its warrant, three assumptions, and 
backing for the assumptions. The explanation inference connects the expected scores on the 
graphic-prompt writing test (grounds) to the intermediate conclusion that the scores reflect 
the intended theoretical construct of the graphic-prompt writing. The inference is based on 
the warrant that expected scores are attributed to the source-based academic ability to use 
visual graphic information (graphic-prompt writing ability) required in first-year content 
courses at English-medium universities.  
The warrant is based on the three assumptions: (1) writing processes and strategies, 
and linguistic knowledge required to successfully complete the graphic-prompt writing tasks 
vary with levels of test takers' graphic-prompt writing ability, in keeping with theoretical 
expectations; (2) the construct measured by the graphic-prompt writing test is related to the 
construct underlying other test-based measures of academic writing; and (3) scores on the 







Figure 5.3  Explanation inference with its warrant, assumptions, and the backing for  
the assumptions. 
 
The first assumption is supported by the backing, obtained from the analysis on the 
stimulated recalls: 1) the test takers engaged in the writing processes similar to the writing  
processes elicited by the other types of source-based writing test (reading-to-write and 
reading-listening-to-write), and 2) the writing processes of the graphic-prompt writing test 
varied depending on the test takers’ graphic-prompt writing ability. In addition, most 
discourse features (task completion, coherence/cohesion, syntactic complexity, and grammar 
accuracy) were different depending on test takers’ levels of graphic-prompt writing ability. 






which indicated that the construct of the graphic-prompt writing test had a moderately strong 
positive relation with the construct underlying the standardized writing tests (TOEFL iBT 
and IELTS).  
Likewise, the third assumption is supported by the findings from the multiple 
regression analysis; only the test takers’ academic writing ability (a construct-relevant 
factor), reflected on TOEFL iBT writing test scores, was a significant predictor of the 
graphic-prompt writing test scores and the academic writing ability explained approximately 
23% (R2 = .23) of the variability in the 84 test takers’ graphic-prompt writing test scores. 
However, the test takers’ graph familiarity and test mode preference, which were construct-
irrelevant factors, did not have significant effects on the graphic-prompt writing test scores.  
Table 5.1 summarizes the validity argument for the score interpretations on the 
graphic-prompt writing test with the three inferences, warrants licensing the inferences, 









Table 5.1  Summary of The Validity Argument for the Graphic-Prompt Writing Test. 
Inference in  
the Interpretation 
Argument for the 
Graphic-Prompt 
Writing Test  
 
 





the Warrant  
 
 
Backing for the Assumption 
Evaluation 
(Observations of test 
takers’ performance on 
the graphic-prompt 
writing test -> observed 
scores reflective of the 
test takers' graphic-
prompt writing ability) 
 
 
Observations of test takers' 
performance on the graphic 
prompt writing tasks are 
evaluated so that the observed 
scores are reflective of the test 
takers' source-based academic 
writing ability to use visual 
graphic information (graphic 
prompt writing ability). 
1. Individual raters’ 
rating performance is 
appropriate. 
1. The MFRM analysis results (rater fit 
statistics, and rater fit statistics in relation 
to criteria difficulty) and patterns of each 
rater’s ratings indicated the three raters 
showed neither central tendency, nor halo 
effects, in their ratings. 
2. Rating scales function 
appropriately. 
2. The MFRM analysis revealed  
the rating scale for the graphic-prompt 
writing met the criteria for a quality 
rating scale (the number of responses per 
category ≥10, the response frequency 
across categories was regular, the 
average measures by category increased 
monotonically, the model fit of rating 
scale < 2.0, and the threshold order 
increased monotonically with each 
category, except the size of the threshold 
increase: ≥ 1.4 and < 5 in logits). 









Table 5.1 (continued) 
Inference in  
the Interpretation 
Argument for the 
Graphic-Prompt 
Writing Test  
 
 





the Warrant  
 
 
Backing for the Assumption 
Evaluation 
(Observations of test 
takers’ performance on 
the graphic-prompt 
writing test -> observed 
scores reflective of the 
test takers' graphic-
prompt writing ability) 
 
 
Observations of test takers' 
performance on the graphic 
prompt writing tasks are 
evaluated so that the observed 
scores are reflective of the test 
takers' source-based academic 
writing ability to use visual 
graphic information (graphic 
prompt writing ability). 
3. Test scores spread 
widely depending on test 
takers’ graphic-prompt 
writing ability. 
3. (a) Descriptive statistics (range and 
normality of distribution) for the 
composite and analytic scores on the 
graphic-prompt writing test (Tasks 1 and 
2), (b) distribution of the test takers’ 
ability estimates compared with estimates 
of other facets (raters, tasks, and criteria), 
(c) three test taker separation indices 
(homogeneity index, separation index, 
and separation reliability), and (d) 
random (normal) chi-square statistic 
indicated that the graphic-prompt writing 
test scores spread widely depending on 
the test takers’ graphic-prompt writing 
ability in a normal distribution.   









Table 5.1 (continued) 
Inference in  
the Interpretation 
Argument for  
the Graphic-Prompt 
Writing Test  
 
 





the Warrant  
 
 
Backing for the Assumption 
Generalization 
(Observed scores on 
the graphic-prompt 
writing test -> expected 
scores on the graphic-
prompt writing test 
reflect what observed 
scores on the test will 
be over the relevant 
parallel versions of 
tasks and across raters) 
 
 
Observed analytic scores are 
stable estimates of expected 
scores over the relevant parallel 
versions of tasks and across 
raters. 
 
1. Test scores are 
dependable. 
 
1. (a) The G-studies uncovered the 
persons (p) contributed most to the 
composite (48%) and analytic (34 - 60%) 
score variance, compared with the 
sources of error variance. In addition, D-
studies revealed (b) the test score 
dependability of the test design with 
three raters and two tasks was ≥ .7 for 
both composite and three analytic criteria 
scores (Graph Description, Organization, 
Grammar/Vocabulary), and (c) the 
required numbers of test tasks and raters 
needed for the acceptable level of 
dependability (Φ ≥ .7) varied depending 
on score report methods (composite 
versus analytic scores) and the analytic 
criteria. However, using the test design 
with two tasks and two raters, reporting 
composite scores seems most desirable in 
light of practicality.   









Table 5.1 (continued) 
Inference in  
the Interpretation 
Argument for the 
Graphic-Prompt 
Writing Test  
 
 





the Warrant  
 
 
Backing for the Assumption 
Explanation 
(Expected scores on the 
graphic-prompt writing 
test -> theoretical 
construct of graphic-
prompt writing ability) 
 
 
Expected scores are attributed 
to the source-based academic 
ability to use visual graphic 
information (graphic-prompt 
writing ability) required in first-
year content courses at  
English-medium universities.  
 
1. Writing processes and 
strategies, and linguistic 
knowledge required to 
successfully complete the 
graphic-prompt writing 
tasks vary with levels of 
test takers' graphic-
prompt writing ability, in 
keeping with theoretical 
expectations.  
1. (a) The stimulated recall data showed 
the test takers engaged in the writing 
processes similar to the writing processes 
elicited by the other types of source-
based writing tests (reading-to-write and 
reading-listening-to-write) and the 
writing processes of the graphic-prompt 
writing test varied depending on the test 
takers’ graphic-prompt writing ability, 
and (b) most discourse features (task 
completion, coherence/cohesion, 
syntactic complexity, and grammar 
accuracy) were different depending on 
test takers’ levels of graphic-prompt 
writing ability.  









Table 5.1 (continued) 
Inference in  
the Interpretation 
Argument for the 
Graphic-Prompt 
Writing Test  
 
 





the Warrant  
 
 
Backing for the Assumption 
Explanation 
(Expected scores on the 
graphic-prompt writing 
test -> theoretical 
construct of graphic-
prompt writing ability) 
 
 
Expected scores are attributed 
to the source-based academic 
ability to use visual graphic 
information (graphic-prompt 
writing ability) required in 
first-year content courses at  
English-medium universities.  
 
2. The construct measured 
by the graphic-prompt 
writing test is related to the 
construct underlying the 
other test-based measures 
of academic writing 
(TOEFL iBT and IELTS).  
2. The disattenuated correlation 
coefficient, rca = .51, indicated that the 
construct of the graphic-prompt writing 
test had a moderately strong positive 
relation with the construct underlying the 
standardized writing tests (TOEFL iBT 
and IELTS).     
 3. Scores on the graphic-
prompt writing test are 
attributed to the construct 
of the graphic-prompt 
writing test. 
3. A multiple regression analysis revealed 
only the test takers’ academic writing 
ability (a construct-relevant factor), 
reflected on the standardized English 
writing test scores, was a significant 
predictor of the graphic-prompt writing 
test scores; the academic writing ability 
explained approximately 23% of the 
variability in the 84 test takers’ graphic-
prompt writing test scores. However,  
the test takers’ graph familiarity and test 
mode preference (construct-irrelevant 
factors) did not have significant effects on 







In addition to the limitations mentioned in the previous chapters, this study has other 
limitations, which are worthy to note, especially regarding the research methods. The first 
two limitations relate to the use of writing scores on the standardized English tests (TOEFL 
iBT and IELTS). It was not an ideal choice to use the writing scores as an attempt to seek 
convergent evidence for the graphic-prompt writing test scores for two reasons. First of all, 
as Messick (1989) stated, convergent evidence should be obtained by examining 
relationships between scores on the test in question and scores on other tests that measure the 
same construct. However, as found in this study, the construct of the standardized writing 
tests is not identical to what the graphic-prompt writing test measures. As stated previously, 
the standardized tests measure both aspects of academic writing ability—ability to write with 
and without the use of source materials—by source-based and stand-alone prompt-based 
writing tasks, respectively. In contrast, the graphic-prompt writing test measures only source-
based writing ability. Furthermore, only convergent evidence was considered in the current 
study, despite the fact that both convergent and discriminant evidence must be sought in 
order to validate the meaning of test scores (Messick, 1989).  
The second limitation regarding the use of the standardized English writing test 
scores lies in using converted scores. Based on a research report on score linking (ETS, 
2010a), writing scores on IELTS were linked to writing scores on the TOEFL iBT, and 
corresponding TOEFL writing scores were analyzed. However, the reliability of converted 
scores might entail some issues in three respects. For score linking, the correlation between 
scores of the tests should be at least moderate (approximately between .5 to .6); however, the 






2010). In addition, three out of 19 participants’ writing scores on IELTS remained in a lower 
score range of the conversion table, where the number of reported scores was not sufficient to 
make reliable score linking (ETS, 2010a). Lastly, it was not the best practice to use a middle 
score in a score interval as accomplished in this study (e.g., a score of 6.5 in IELTS writing 
corresponded to TEOFL writing scores of 24 to 26, and was converted to 25), as middle 
scores lack accuracy in correspondence between scores.  
Another limitation concerns the rater effects. Test scores should be a reflection of the 
underlying construct intended to be measured, being free from the effects of construct-
irrelevant factors such as rating severity. Nonetheless, it was found that the three raters 
exercised significantly different levels of severity on their ratings and the differences 
constituted an unwanted source of variance. As discussed in the Results and Discussion 
section, the rater difference might be derived from the raters’ different levels of experience in 
rating the graphic-prompt writing test and/or the dissimilar training condition. The rater 
effect should have been controlled for by ensuring the raters have the same levels of rating 
experience and training the raters in the same condition  
The other limitations are relevant to the discourse analysis. Firstly, estimates for inter-
coder reliability for three discourse features (text structure, inter T-unit conjunctions, and the 
error free T-units) were low; due to the low inter-coder reliability, the results of the analysis 
on the discourse features could not be interpreted with confidence. In addition, the discourse 
features examined in the study were limited in scope, meaning a range of other discourse 
features (e.g., use of verbatim from the written prompt, and source citations), which could be 
useful indicators of graphic-prompt writing ability, remain to be investigated. Thirdly, due to 






findings may not be generalizable to the test taker population of the graphic-prompt writing 
test.  
Last but not least, it should be acknowledged that the participants might not have the 
same levels of motivation that they would have had on the graphic-prompt writing test when 
they take the test as an actual English Placement Test, as so often is the case with most 
research studies that validate non-operationalized tests (Cumming et al., 2005). The 
potentially different levels of motivation may have had undesirable effects on their 
performance on the graphic-prompt writing test to some extent. Acknowledging the issue, I, 
as a researcher, made concerted efforts to the extent possible, to increase their levels of 
motivation--I provided both academic (proofreading services) and monetary compensation 
($10) for the participants, and explained the significant bearings that the study had on not 
only the field of L2 writing assessment, but also on my academic career as a L2 writing test 
professional.  
Implications 
Despite the aforementioned limitations, findings from the current dissertation study 
provide significant implications for the score interpretations on the graphic-prompt writing 
test, test administration, and validation research. First and foremost, the findings shed light 
on the construct underlying the graphic-prompt writing test. In accordance with the 
theoretical construct of the graphic-prompt writing test defined in Chapter 2, the writing 
processes yielded by the graphic-prompt writing test suggested that the test measured test 
takers’ language knowledge (e.g., reading written instructions and prompt), graph knowledge 
(understanding a given graph), as well as strategic competence (e.g., planning, evaluating) 






written discourse). In addition, the analysis on the dimensionality of the rating criteria 
indicated that the construct measured by Graph Description was different from the one 
tapped on by the other three language-related criteria (Content Development, Organization, 
and Grammar/Vocabulary), meaning graph knowledge is a separate construct from the 
construct of language knowledge. This finding suggests the score for Graph Description 
needs to be reported separately from the scores on the three rating criteria. 
Another implication concerns the relation between the construct of the graphic-
prompt writing test and the constructs measured by other writing tests. The graphic-prompt 
writing tasks entailed both similar (e.g., reading the test instructions, planning, evaluating, 
revising) and different (e.g., number of main phases of writing, checking the task 
configuration) writing processes, which were induced by other types of source-based writing 
tasks (reading-to-write and reading-listening-to write). The similarities and dissimilarities in 
the writing processes suggested that the graphic-prompt writing task measured not only 
common, but also distinct, aspects of the academic writing ability that the other types of 
writing tasks assessed (Yang, 2012a). The disattenuated correlation coefficient (rcr = .51) for 
the graphic-prompt writing test scores and the TOEFL iBT writing scores supported the 
relationship between the constructs measured by the two writing tests. Therefore, it seems 
reasonable to use the graphic-prompt writing test as an addition to the independent and other 
types of source-based writing tasks to comprehensively measure the academic writing ability.  
The other implication is related to dependability and validity of the test score 
interpretations. Firstly, the scores on the graphic-prompt writing test are dependable, in that 
the score variance was attributed most to the test takers’ graphic-prompt writing ability (the 






report methods (composite versus analytic scores) and analytic rating criteria (Graph 
Description, Content Development, Organization, and Grammar/Vocabulary); the 
dependability of the test scores needs to be improved, though. Secondly, the scores on the 
graphic-prompt writing test were significantly affected not by construct-irrelevant factors, 
such as graph familiarity and test mode preference, but by the construct-relevant factor 
(academic writing ability). Thirdly, the graphic-prompt writing test scores reflect a range of 
test takers’ levels of graphic-prompt writing ability, as revealed by the analysis on the 
distributions of test scores. All of these findings indicate that the scores on the graphic-
prompt writing test can be interpreted as valid and reliable indicators of the targeted construct 
(graphic-prompt writing ability). 
With regards to the test administration, twelve test administration designs that yielded 
the dependability of .7 or higher (Φ ≥ .7) depending on the score report methods and the 
analytic criteria were identified. This finding is expected to guide test administrators, who 
plan to operationalize the graphic-prompt writing test for EPT purposes, to choose one best 
test administration design based on their financial situations and logistics.  
Lastly, this study is first-ever research that systematically delved into the score 
interpretation of the graphic-prompt writing test, a less commonly used type of the L2 
source-based writing task, by taking Kane (2013)’s argument-based approach; the research 
detailed the two-step procedure: proposing the interpretations of the test scores in the 
interpretation argument and justifying the intended interpretation of the test scores with 
evidence in the validity argument. In this regard, this study provides a useful example for 
language testing professionals who seek to validate score interpretations on other types of L2 






Directions for Future Studies 
The current study and its findings provide several potentially fruitful avenues for 
future research. Most of all, future research is called for to seek better backing for the 
assumptions that were not supported: the assumption about the functional appropriateness of 
the rating scales underlying the evaluation inference and the assumption about the inter-rater 
reliability underlying the generalization inference. By extension, the validity argument for 
the graphic-prompt writing test remains to be completed; backing for the assumptions 
underlying the inferences that were not examined in the current study (particularly 
extrapolation, utilization, and implication), but outlined in the interpretation /use argument 
for the graphic-prompt writing test, should be sought in future research, so that the complete 
validity argument can be made. As Chapelle et al. (2008) mentioned, “the argument for valid 
score interpretation and use is a sequential one, in which each intermediate conclusion builds 
upon the prior one” (p. 350); the remaining part of the validity argument can be completed 
based on the intermediate claims made in the current study.  
 In addition, future studies are recommended to investigate the effects of the construct 
relevant factors like graph knowledge and how the effects result in differences in the score 
interpretations. Along the same line, it is also advisable to measure graph knowledge by 
graph comprehension tests rather than self-reported questionnaires like Graph Familiarity; 
questionnaires tend to show respondents’ perceptions, which may be different from their 
actual knowledge (Barkaoui, 2014).  
 Thirdly, the rating rubric for the graphic-prompt writing test needs to be improved, 
especially in terms of size of threshold increase. The small threshold level increase from 






intended. Following Eckes’s (2015) suggestion, the two categories should be redefined and 
reassessed with a larger number of raters in future research.  
Next, it was found that differences in rater severity were statistically significant and 
contributed to the test scores to a non-trivial extent for both composite and analytic scores. 
The raters’ different levels of experience in rating the graphic-prompt writing test and the 
dissimilar training condition were speculated to be possible causes for the rater variance 
issue. Accordingly, it is imperative to tease out the effects of the two possible causes and 
investigate how each cause could be addressed to accomplish similarity in rating severity 
across raters. 
Lastly, in the present study, the relative effects of tasks (t) were smaller, compared to 
those of the other sources of error variance, for both composite and analytic criteria scores. 
The smaller task effects seemed to be derived from the fact that the two tasks were similar in 
topic (school-related) and limited in genre (expository writing). However, task difficulties 
varied depending on topics and genres, exerting effects on observed scores to varying extents 
(Bouwer, Béguin, Sanders, & van den Bergh, 2015; Schoonen, 2005, 2012). Thus, future 
studies should investigate how different topics and genres (e.g., argumentative, persuasive) 
would affect the magnitude of the tasks (t) on scores and dependability of test scores, as well 
as test administration designs (number of tasks and raters), in the context of the graphic-
prompt writing test.  
Conclusion 
I was the developer of the graphic-prompt writing test. Accordingly, my main goal of 
this validation study was to make an argument for the graphic-prompt writing test, playing an 






interpretations with evidence; I crafted the interpretation argument (Kane, 2013) for the 
graphic-prompt writing test, proposing the interpretations of the test scores. Then, I collected 
evidence that justified the proposed interpretations of the test scores with a confirmationalist 
bias (Kane, 2006). Since, only three inferences (evaluation, generalization, and explanation) 
relevant to the score interpretations were investigated in this study, the validity argument 
needs to be completed in future validation research by addressing the inferences that were not 
addressed in the present study.  
Once the design validity is completed, the test validation will move onto an appraisal 
stage, where scholars involved in the fields of applied linguistics and language testing 
will challenge “…the adequacy of the interpretive argument, or the plausibility of the 
inferences and assumptions” (Kane, 2006, p. 166). Such a challenge against the validity 
argument would not be surprising, in light of the fact that evidence is always far from being 
complete (Messick, 1989). In this sense, it should be acknowledged that this present 
dissertation study is not the end, but instead part of an unceasing process where new evidence 
is sought to better justify the proposed interpretations of the test scores.  
Chapter Summary 
In this chapter, I built a validity argument for the score interpretations of the graphic-
prompt writing test by weaving in the empirical evidence for the evaluation, generalization, 
and explanation inferences. In general, most findings seemed to support the assumptions 
underlying the three inferences to a large extent, despite the fact that a couple of assumptions 
needed stronger additional backing. As a result, the three intermediate conclusions, relevant 
to the observed scores and expected scores on the graphic-prompt writing test, and the 






argument, I canvassed a few methodological limitations that were worthy of discussion and 
highlighted implications of the current study findings for the score interpretations on the 
graphic-prompt writing test, test administration, and validation research. I then provided 
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APPEDNIX A.  EVIDENCE-CENTERED DESIGN FOR  
THE GRAPHIC-PROMPT WRITING TEST  
 
I. Domain analysis 
The domain analysis for the graphic-prompt writing test was conducted by means of 
literature review and a small-scale survey study. The literature review indicated that the 
ability to read and interpret visual graphs and to present the comprehended graphic 
information in written discourse (graphic-prompt writing) was an essential aspect of 
academic writing ability across various disciplines (e.g., Hyland, 2006; Knoch & 
Sitajalabhorn, 2013), and the survey study showed students performed graphic-
prompt writing tasks along with other types of writing tasks (independent and reading-to-
write integrated) in the first-year content courses at an English-medium university. In 
addition, it was also found that the teaching assistants of the first-year content courses and 
first-year ESL undergraduate students considered various aspects of writing (e.g., accurate 
use of simple and complex syntactic structures, proper use of a wide range of vocabulary, 
constructing and developing one’s own ideas, organization, correct citation of reference) as 
important to perform writing tasks. 
 
II.  Domain modeling (Design Pattern) 
Attribute Value(s) Assessment 
Argument 
Component 
Rationale The domain analysis showed that source-based writing tasks 
using a visual graph (graphic-prompt writing tasks) were  
performed in first-year undergraduate content courses across 
various disciplines at an English-medium university, and both 
content-course teaching assistants and the students thought 
various aspects of writing (e.g., accurate use of simple and 
complex syntactic structures, proper use of a wide range of 
vocabulary, constructing and developing one’s own ideas, 
organization, correct citation of reference) are important to 
perform writing tasks in those courses. In addition, the graphic-
prompt writing constituted a construct of academic writing 








Students’ source-based writing ability to incorporate a visual 
graph: the ability to read and interpret visual graphs, and to 





• Students’ graphic familiarity including graph reading 
experiences and reaction possibly affects writing performance  
• Computer literacy (students’ familiarity with using a keyboard 











Students’ writing performance (essays) on a graphic-prompt 









• Fully and accurately describe a given graph with a proper 
citation,  
• Fully develop the content by supporting their ideas with lucid 
explanations and concrete examples, 
• Effectively organize the essay at both sentence and paragraph 
level, using cohesive devices, 
• Show accurate and proper use of diverse grammar structures 
and broad vocabulary  
Characteristic 
features 
• One two-dimensional graphic prompt is provided along with a 
brief written prompt. The written prompt explains the topic of 
the graph and identifies purpose and audience of the writing; 
essay topic is meaningful to university-level students.  
• The graph should be neither field specific nor complicated, 
meaning that it does not require professional background 
knowledge and/or high degrees of graphic familiarity 
(extensive graph reading experience and positive reaction to 
graphs) from the students. 
• Labels of the graph are provided for both X- and Y-axis rather 
than legends. Specific numbers (numeric figures) are 
presented for each data point so that the number presented by 





• The complexity of graphic-prompts can vary in terms of the 
number of visual chunks. 
• Graphic information can be provided in various types: bar 
graphs, pie chart and line graphs. 
• Topics can vary on the condition that they are meaningful to 
university-level students and do not require any field specific 
knowledge.  
• Writing genres can vary on the condition that the genres are 
frequently required across various disciplines. 
Task 
Model 
Note. The number of visual chunks is decided based on the Gestalt principles such as 
proximity, continuity and similarity (see Xi, 2005 for more details about visual chunks). 
 
 III. The Conceptual Assessment Framework 
A. Student model: New incoming ESL undergraduate students’ English writing ability 
to incorporate visual graphic information into their essays (graph writing ability). 
The graphic-prompt writing ability consists of four aspects: ability to describe a 
visual graph thoroughly and accurately, citing the source, ability to develop 
ideas/opinions/thoughts with lucid explanation and/or concrete examples, ability to 
structure the essays logically and smoothly both at a sentence- and paragraph-level, 






range of vocabulary appropriately and accurately (refer to the construct definition of 
the graphic-prompt writing in CHAPTER 2 for further details).  
B. Evidence model: 
• Evidence rules: 1) According to the graphic-prompt rating rubric, test essays 
(work products) are evaluated in terms of the following observable variables: 
thoroughness and accuracy of graph description and source citation (Graph 
Description), development of ideas/opinions/thoughts/, providing lucidness of 
explanation and concreteness of examples (Content Development), logical and 
smooth organization of writing both at a sentence- and paragraph-level with the use 
of cohesive devices (Organization), and appropriate and accurate use of diverse 
grammar structures and vocabulary (Language Use) on a scale of 1- 5 (with 5 being 
the most highest), and 2) all raters participate in a training session before rating test 
essays. During the training session, raters review task (instructions and prompts), 
rating rubrics, and do practice rating with sample test essays.   
• Measurement model: 1) Test essays are evaluated analytically by at least two 
independent raters – raters provide a score for each of the criteria (Graph 
Description, Content Development, Organization, and Language Use) from 1 to 5, 
2) using Multi-Faceted Rasch Measurement (MFRM), students’ graph writing 
ability, rater severity, task difficulty, and rating step (criteria) difficulty are modeled 
and scores are adjusted.  
C. Task model:  
• Presentation material: Students are provided with two pieces of blank paper 
and a pencil to make a plan and/or take notes. The test is delivered on a computer, 
and consists of two parts: general test instructions (e.g., test duration, and rating 
criteria), and task screen. The task screen is largely configured in five parts: the 
countdown clock, a written prompt, a visual graph underneath the written prompt, 
and short test instructions about word limit, test duration, place of countdown clock 
and means to finish the task presented below a visual graph, and a writing box 
toward the bottom, where students type their essays. Students scroll up and down 
while they are composing their essays to revisit the written prompt and graph and/or 
check the remaining time. Toward the bottom of the task screen is the bottom to 
finish the test. 
• Task model variables: 1) A written prompt clearly presents a topic of a visual 
graph, purpose and audience of the essay, and informs students that they need to 
describe the graph and provide reasons for the phenomenon depicted in a graph, 2) 
topics should be meaningful to university-level students, 3) a graph is a simple two-
dimensional graph such as a bar graph, a line graph or a pie chart, which presents 
information relevant to a given topic described in the written prompt, 4) graphs 
should be neither too field specific nor complicated so that graph familiarity (in 
terms of experience and reaction) does not hinder students from understanding and 
interpreting, the graphs 5) only one graph is provided, 6) labels are provided for 
both X- and Y-axis rather than legends, and 7) specific numbers (numeric figures) 
are presented for each data point, so that the number presented by each data point is 
clear to the students. 
D. Assembly model: Students take two different graphic writing prompt tasks and the 






using the test results, the number of raters and tasks that are needed to reach an 
acceptable level of dependability index (.7 or higher) are estimated by conducting a 
G- and D-study. Prior to the D-study, a G-study is conducted to estimate relative 
magnitudes of sources of variance (i.e., students’ graph writing ability, raters, tasks, 
and rating rubric criteria) on observed scores.  
 
E. Presentation model: Two tasks are delivered on a computer. A test  
begins with “general test instructions (e.g., test duration, and rating criteria)” screen. 
Once students click a button on the bottom right corner on the screen, they move on 
to the task screen. The task screen is largely configured in five parts: the countdown 
clock, which shows the remaining test time on the top right side, a written prompt, a 
visual graph underneath the written prompt, and short test instructions about word 
limit, test duration, place of countdown clock and means to finish the task down 
below the graph, and a writing box toward the bottom, where students type their 
essays. Toward the bottom of the task screen is a bottom to finish the test. 
 
F. Delivery system model: The aforementioned student, evidence, task, and assembly 
and presentation models collaborate effectively to find accurate and enough evidence 
for making inferences about students’ graph writing ability. The test is delivered on a 
computer on a scheduled day in a testing place designated by a university. All the 
information related to the test is kept confidential and only the EPT administrator has 
access to the information.  
 
 
IV.  Four-process architecture for assessment delivery 
A. Activity selection process: The EPT administrator selects two different graphic- 
prompt writing tasks in test prompt bank and administers the tasks.  
B. Presentation process: Proctors provide two pieces of blank paper and a pencil, so that 
student can make a plan and/or take notes. The test is delivered on a computer 
through a web server (e.g., Qualtrics), which is assessable on any browser. Students 
access the test by link sent from the EPT administrator, and compose their essays on a 
computer. The essays are automatically saved and stored on web server where the 
EPT administer has assess. Once students finish the test, proctors collect the paper 
and pencil.  
C. Evidence identification process (Response processing): test essays are analytically 
evaluated by at least two human raters in terms of specified features of the four 
categories: Graph Description, Content Development, Organization, and Language 
Use in the r5-point scale rating rubric.  
D. Evidence accumulation process (Summary scoring): analytic scores assigned by the 
two independent raters are adjusted using MFRM (fair average). The fair average 
scores are reported to test users as operational scores. Based on the final score, 
placement decisions are made - if students need one or more additional English 









=> Task/Evidence composite library: the EPT administrator owns a place (e.g., a web server) 
where they store the database needed for activity selection process, presentation process, 





























APPENDIX C.  GRAPHIC-PROMPT WRITING TEST RATING RUBRIC 
Instructions 
1) Assign a score based on which a test taker’s writing most resembles (best fits) for each of the categories. 
2) When you rate the essay, please consider each point (aspect) of each category in a balanced way – no not prioritize one specific point over the other(s). 
 1  2  3 4  5 
Graph Description: 
How thoroughly and 
correctly  
test takers describe  
the graph & report  
the source properly 
• Test takers do not 
or describe  
the graph at all, or 
barely describe it. 
• Test takers do not 
cite the source. 
• Test takers 
describe only 
small part of  
the graph with one 





• The provided 
information might 
be incorrect. 
• Test takers may 
cite the source 




but the citation 
might be 
incorrect/improper.  
• Test takers 
describe some part 
of  the graph with 





• Some of  
the information 
may be incorrect.  
• Test takers cite  
the source (with  




but the citation 
might be 
improper/incorrect. 
• Test takers 
describe most part 
of the graph at 





• The information is 
correct most of  
the time.  
• Test takers cite  
the source (with  
a signal phrase 
introducing  
the source 
material), and  
the citation is 
correct and proper 
to a large extent.  
 
• Test takers 
describe the graph 
thoroughly with 





• The information is 
correct all  
the time. 
• Test takers cite  
the source (with  
a signal phrase 
introducing  
the source 
material), and  





How well test takers 
develop their 
ideas/opinions/ 
thoughts with lucid 
explanation and/or 
concrete examples.  
• Test takers do not 
address a given 
topic (reasons).  
• Test takers did not 
develop their 
ideas/opinions/ 
thoughts at all or 
they try to develop 
• Test takers address  
a given topic 
(reasons) to  
a limited extent 
(e.g., discussing 
reason(s) for only 
one major or one 
country) 
• Test takers 
properly address  
a given topic 
(reasons) to some 
extent (e.g., 
discussing 
reason(s) for more 
than one major or 
• Test takers well 
address a given 
topic (reasons) to  
a large extent. 
• Test takers develop 
their 
ideas/opinions/ 
thoughts with clear 
• Test takers address 
a given topic 
(reasons) very 
well. 
• Test takers fully 
develop their 
ideas/opinions/ 









(In this category, do 
not consider  
the description of  
a graph but only  
the development of 
reason(s) that 









• Test takers do not 
stay on the topic 
most of the time 
(digression). 
• Test takers develop 
their 
ideas/opinions/ 
thoughts to  






• Test takers 
sometimes do not 




• Test takers develop 
their 
ideas/opinions/ 
thoughts with clear 
explanation 
and/or relevant 
examples to some 
extent. 
• Test takers may 
show a little 





examples to  
a large extent. 
• Test takers rarely 
digress from  




• Test takers stay on  
a topic without 
any digression 
throughout  
a whole essay. 
 
Organization: 
How logically and 
smoothly test takers 
structure their essays 
at both sentence and 
paragraph levels with 
cohesive devices. 
• Test takers do not 
write more than 
one paragraph 
(e.g., a few 
sentences). 
• No thesis 
statement in  
an introductory 
paragraph.  
• Within  
a paragraph, 
sentences are not 
connected with 
each other most of  
the time (i.e., flow 
of thoughts is not 
smooth at all). 
 
• Test takers write  
an essay with at 
least one 
paragraph and  
the essay may not 




and a conclusion. 
• A thesis statement 
may not be 
included in  
an introductory 
paragraph 
• Body paragraphs 
may not start with  
a clear topic 
sentence. 
• Paragraphs are not 
connected to each 
• Test takers write  
an essay with at 
least two 
paragraphs but 
may not include 
all three parts:  
an introduction, 
body paragraphs, 
and a conclusion. 
• Introduction may 
include a thesis 
statement even if it 
is less clear. 
• Some of the body 
paragraphs start 
with a clear topic 
sentence 
• Paragraphs are 
usually properly 
connected to each 
other with  
• Test takers write  
an essay consisting 
of at least three 
paragraphs but it 
may not include 
all three parts: 
introduction, body 
paragraphs and  
a conclusion. 
• Introduction may 
include  
a somewhat clear 
thesis statement. 
• Most of the body 
paragraphs start 
with a clear topic 
sentence. 
• Paragraphs are 
connected to each 
other well most of 
the time with  
• Test takers write  
an essay consisting 
of at least three 
paragraphs and it 






a somewhat or 
clear thesis 
statement. 
• Each body 
paragraph starts 
with a clear topic 
sentence. 
• All paragraphs are 
well connected 










other due to  









smoothly to  
a limited extent. 
(i.e., flow of 
thoughts smooth to  
a limited extent).  




• Within  
a paragraph, 
sentences are well 
connected with 
each other to some 
extent with  
a proper use of 
cohesive devices. 








with each other 
well most of the 
time with  
a proper use of 
cohesive devices. 




of the times or all 
the time. 
• Within  
a paragraph, 
sentences are well 
connected to each 
other with a proper 
use of cohesive 
devices most of  






and accurately test 
takers use diverse 
grammar structures 




relative clauses, if 
clauses) 
• Test takers make 
grammatical and 
lexical mistakes 





• Test takers show 
poor use of simple 
and no/rare use of 
complex sentences 
structures.  
• Test takers rarely 




of the time; they 
rarely use 
accurate/proper 







an essay to a large 
extent.  
• Test takers show  
a good use of 
various simple 
sentences to  
a limited extent, 
but they show poor 
use of complex 
sentence 
structures. 
• Test takers usually 
use broad range of 
formal academic 






an essay to some 
extent.  
• Test takers show  
a good use of 
various simple 
sentences to some 
extent, and they 
show a good use of 
complex sentence 
structures to  
a limited extent. 
• Test takers often 
use s broad formal 
academic 
vocabulary; they 
• Test takers may 
make a few 
grammatical and 
lexical mistakes, 
which do not 
hinder the readers’ 
comprehension of 
an essay most of 
the time. 
• Test takers show  
a good use of 
various simple 
sentences to  
a large extent, and 
they show a good 
use of complex 
sentence structures 
to some extent. 
• Test takers use 
broad range of 
formal academic 
• Test takers rarely 
or never make 
grammatical and 
lexical mistakes, 
which make  
an essay easy to 
comprehend. 
• Test takers show  
a good use of both 
various simple and 
complex sentence 
structures to large 
extent. 
• Test takers use  
a broad range of 
formal academic 
vocabulary almost 



























of the time. 









APPENDIX D.  GRAPH FAMILIARITY QUESTIONNAIRE 






























APPENDIX E. TEST MODE PREFERENCE QUESTIONNAIRE  




















APPENDIX F. CODING SCHEME FOR THE STIMULATED RECALL DATAWITH 
EXAMPLE EXCERPTS 
Reading test instructions  
 
Reading task prompt  
(e.g.) Probably...When I saw that I had to write another essay, 
 
(e.g.) So now here I am reading the instructions for the essay 
2.  
Reading/analyzing source(s)  (e.g.) Yeah, I just finished the first instruction and I read the 
graph. 
Checking task configuration 
Reading instruction below source  
(e.g.) And now I have confirmed that there is a timer (time). 
Timer is here. I did not know where it was on the first 
test. Then I'll check it out, and  
(e.g.) This, I read this (instructions below the graph),  
Planning (global)  Generating and selecting ideas, and structure of writing 
beyond a paragraph level  
 (e.g.) Ummm no, it's just writing points down, it's just writing 
anything I could think like the ideas I just write it down, then 
um for the elaboration and all those I just do it in my head. 
 (e.g.) So after I read I was thinking how I can organize ideas, 
how can I start, how can I end and how can I explain it cause 
it's a little bit different you know, the information is not as the 
first one. 
Evaluating (global)  Evaluating content (soundness of ideas), structure of writing 
(connection between/ ordering of paragraphs), and length of 
one’s writing; this process happened most of the time with 
accompany to reading what have been written beyond a 
paragraph level 
 (e.g.) and I checked to see if there's anything I wanted to add 
into the essay 
 (e.g.) (Interviewer: were you checking the flow of the essay?) 
yes 
 (e.g.) However, the length of the essay was not enough,  
Revising (global)  Revising content, and structure of writing beyond a paragraph 
level 
 (e.g.) And I revised some details in my essay. 
 (e.g.)  In general, I am connecting paragraphs.  
Planning (local)  Generating ideas, planning/ rehearsing expressions, and 
connections (orders) of the immediate clauses/sentences  
 (e.g.) Ah...and I was thinking if I could have more example to 
explain why China and India have the most and the second 
most of population. 
 (e.g.) While I stopped, I was thinking about the way to express 
this in English. I was thinking about how to say "the number of 
people who successfully enrolled in college" in English. 







how to combine my example with the details I discovered from 
the graphs. So I was thinking about how to link these two 
together while I was writing.     
Evaluating (local) Evaluating content, expressions of the immediate clauses/ 
sentences, and connections (orders) between them within a 
paragraph level 
 (e.g.) For this paragraph it's very shallow, I think, because it's 
not really good point… cause I really cannot think of another 
good point to write for this essay,  
 (e.g.) And I think I would put "a" in front .... "problem" 
problem? Problem? It sounds weird. This means "it's not a 
problem" in Korean, but is it understood in the same way in 
English as well? 
 (e.g.) Also, I am seeing the previous sentence to check if these 
sentences are connected. 
Revising (local) Revising content, expressions, and connections (orders) 
between clauses/sentences within a paragraph level 
 (e.g.) That is not a good explanation, so I deleted it once and I 
tried again 
 (e.g.)  Why I kept changing here was because I wanted to use 
the word "solely," but I was not quite sure about the spelling. 
 (e.g.) how I can connect the previous part to the following 
part. So, I am writing and deleting. 
Reflecting on task 
 
Evaluating the task in terms of topic difficulty, and familiarity; 
similarity/dissimilarity of the current task to the previous task 
(Essay 1); test mode 
(e.g.) and it said it's about a popular major, it was a little 
unfamiliar to me 
Responding to one’s writing or 
writing process 
 
Personal feeling or thoughts about one’s writing or writing 
process 
e.g.) I think I wanted to stop writing. I think I wanted to stop. I 
explained SAT, and now I want to stop now, that's what I 
thought, I think. 
Monitoring (checking time) 
 
(e.g.) Here again I am checking time left. 
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