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a b s t r a c t
An energy–momentum conserving time integrator coupled with an automatic finite
element algorithm is developed to study longitudinal wave propagation in hyperelastic
layers. The Murnaghan strain energy function is used to model material nonlinearity
and full geometric nonlinearity is considered. An automatic assembly algorithm using
algorithmic differentiation is developed within a discrete Hamiltonian framework to
directly formulate the finite element matrices without recourse to an explicit derivation
of their algebraic form or the governing equations. The algorithm is illustrated with
applications to longitudinal wave propagation in a thin hyperelastic layer modeled with
a two-mode kinematic model. Solution obtained using a standard nonlinear finite element
model with Newmark time stepping is provided for comparison.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
An understanding of wave propagation in solids is crucial for many engineering applications like material
characterization, Non-Destructive Testing and Evaluation (NDTE) etc. A numerical simulation of wave propagation in solids,
especially in the presence of nonlinearities, is beset with various errors arising from the spatial and temporal discretization
of the mathematical model for wave propagation. A crucial feature of high frequency wave propagation simulations is
that the mesh has to be sufficiently refined to capture the full physics of the wave propagation, resulting in very large
computational time. An accurate prediction of the response of a structure under specified loads can be made with a full
3D finite element analysis which is very expensive even for simple models, especially when nonlinearities are present. A
good approximation to the prediction of the response of structures with special geometries like rods, beams, plates etc. can
be accomplished by choosing appropriate kinematic models that take advantage of the special geometric features of the
structure under consideration [1–5]. These higher order models reduce the 3D problem to a one dimensional equivalent
that can be efficiently tackled with the finite element method [1]. They provide a very good approximation to the actual
response as long as the geometry of the structure satisfies certain constraints and thus serve as an efficient alternative to a
full 3D analysis.
The standardmeans to study wave propagation in solids is to combine a spatial finite element discretization with a finite
difference time stepping. The commonly used time marching schemes do not conserve the energy and momentum of the
system over each time step. For problems with nonlinearities this might lead to significant errors. Numerical simulation
of wave propagation in waveguides is typically carried out using simple linear waveguide models. In the presence of
nonlinearities and/or high frequency excitation, it is also necessary to work with higher order waveguide models that give a
better prediction of the response of the structure. Different classes of time integrators that conserve energy andmomentum
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have been developed in the past [6–10]. In this work, a class of higher order Petrov–Galerkin finite element time integrators
that conserve energy andmomentum is used to study wave propagation in 1D hyperelastic waveguides. The problem is cast
in a Hamiltonian form and a variational problem is used to modify the strain energy gradient such that the first integrals
of the Hamiltonian are conserved over each time step [8]. A detailed and original presentation of the Petrov–Galerkin time
finite element approach that conserves energy and momentum across each time step can be found in [9,10].
Due to the complex nature of the material nonlinearity, the constraints imposed due to energy conservation and the
nature of the kinematic approximation for the waveguide model, a derivation of the governing equations is typically a
tedious process even with the help of efficient Computer Algebra Systems. This is primarily due to the size and complexity
of the algebraic expressions encountered in such a derivation. This being the case, the linearization of these equations which
is required as part of a finite element analysis poses further challenges and the importance of automating the derivation
and assembly of the relevant finite element matrices becomes pronounced for these problems. Automatic finite element
assembly algorithms, like [11,12], have been developed in the past for a variety of applications. A survey of these may be
found in [13]. In an earlier work, a new automatic assembly algorithm based on finite element nodal variables that directly
computes the appropriate matrices from the basic variational form of the problem is developed by the authors [14]. The
algebraic derivation of the governing equations and their linearization is circumvented and the required finite element
matrices and vectors are instead calculated numerically by the proposed algorithm. This is especially useful for applications
involving complex material laws for which an analytical formulation of the governing equations is very complicated. The
algorithm is developed for a general variational problem and can be used for both linear and nonlinear variational forms.
The advantage of using a variational framework is that the natural boundary conditions are implicitly taken care of in the
formulation [3]. The current paper extends the automatic algorithm for a class of integrators that conserve discrete energy
and momentum.
TheMurnaghan strain energy function [15] is used tomodelmaterial nonlinearity. This generalizes the idea of a quadratic
nonlinearity in the strains and has been observed in variousmaterials [15]. No assumption is made regarding themagnitude
of the strains and hence full geometric nonlinearity is considered.
The outline of the paper is as follows. First the governing equations of hyperelasticity, to the extent they are required
in this work, are presented briefly. This is followed by a discussion of a two-mode thin layer model that will be used for
illustration. A general class of energy–momentum time integrators are derived subsequently for waveguide models. The
key concepts of automatic differentiation and automatic assembly that form the core content of this work are presented
next. Finally the new automatic energy–momentum conserving algorithm is illustrated with applications to longitudinal
wave propagation in a hyperelastic thin layer.
2. Hyperelasticity
Hyperelastic materials are characterized by the existence of a strain energy function. This section summarizes the
governing equations for a hyperelastic material. The initial unstressed state of the solid body is taken as the reference
configuration B0. A Cartesian coordinate system {o, x1, x2, x3} is chosen for both the reference configuration B0 and the
current configurationBt . A Lagrangian formulation based on the reference configurationB0 is used throughout and hence
the current configurationBt does not explicitly appear in the formulation below. The solid is assumed to be homogeneous
and isotropic.
After deformation a particle initially at xi ∈ B0 is related to its current position xti ∈ Bt through the displacement
functions ui as xti = xi + ui. The deformation gradient tensor Fij is defined as
Fij = δij + ∂ui
∂xj
(1)
where δij is the Kronecker delta tensor. For use in the formulation of the finite element models, the right Cauchy–Green
tensor Cij and the Green strain Eij are defined as
Cij = FkiFkj (2)
Eij = 12 (Cij − δij) =
1
2

∂ui
∂xj
+ ∂uj
∂xj
+ ∂uk
∂xi
∂uk
∂xj

. (3)
It can be seen that for small strains the Green strain Eij reduces to the linear strain tensor.
Isotropic hyperelastic materials are characterized by the existence of a strain energy function expressed in terms of the
invariants of the strain tensor. In this work theMurnaghanmodel is used for modeling the hyperelastic behavior of the solid.
For this model,W takes the following form:
W = 1
2
(λ+ 2µ)I21 − 2µI2 +
1
3
(l+ 2m)I31 − 2mI1I2 + nI3. (4)
In (4), λ and µ are the Lamé constants, l,m and n are material constants that model the material nonlinearity and I1, I2, I3
are the invariants of the right Cauchy–Green tensor Cij.
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Fig. 1. Plane strain—thin layer.
For a hyperelastic strain energy density W expressed in terms of Cij or Eij the second Piola–Kirchoff tensor Sij can be
obtained as
Sij = ∂W
∂Eij
= 2∂W
∂Cij
. (5)
For the development of the three dimensional finite element model it is convenient to express the governing equations
using the Principle of Virtual Work and further express it as the variation of a Lagrangian. Accordingly, for a virtual
displacement field δui that satisfy theDirichlet boundary conditions, theweak or variational formof the governing equations
can be written as
ρu¨jδujdV +

SijδEijdV =

ρbjδujdV +

TjδujdA (6)
δEij = 12 (Fkiδuk,j + δuk,iFkj). (7)
In Eq. (6), all the integrals are evaluated in the reference configuration B0 and Tj represent applied surface tractions in
B0. The weak form (6) can be expressed in a more compact and useful form as the variation of a LagrangianL as
δL = 0 (8)
L = 1
2

ρu˙iu˙idV −

ρWdV +

ρbiuidV +

TiuidA. (9)
The compact representation (8) of the governing equations as the variation of the LagrangianL (9) will be the starting point
of the finite element discretization later on.
3. Thin layer model
The computational cost involved in studying wave propagation in waveguides can be significantly reduced with the
introduction of appropriate kinematic models that takes advantage of the geometry of the waveguide. A simple two mode
kinematicmodel for a thin layer are nowpresented. The layer is assumed to be infinite in one direction and finite in the other
two. Thus the Thin Layer is modeled as having a state of plane strain. In the presentation of the kinematic approximation
below the time variable is not explicitly shown for notational simplicity. All the kinematic models are expressed in the
reference configurationB0.
The thin layer is assumed to be infinite in the z direction and having a width 2d in the transverse y direction. The
longitudinal axis is along the x direction as shown in Fig. 1. Since the layer is assumed to be infinite in the z direction, the
displacementw is set to zero uniformly. Different kinematicmodels are obtained by different choices for the variation of the
displacements u and v in the xy-plane. It is further assumed that the loads are applied symmetrically along the longitudinal
axis x. Thus themidline transverse displacement of the layer is assumed to be zero. A 2-mode kinematic model that satisfies
these constraints on the deformation of the layer can be written as
u(x, y, z) = u0(x) v(x, y, z) = yv1(x) w(x, y, z) = 0. (10)
Higher order models can be formulated analogously.
It can be seen that the kinematic model (10) accounts for Poisson contraction across the depth of the layer. Since the
variation of the displacement field across the depth of the layer is expressed in terms of simple functions of the transverse
variable y, the primary function of the thin layer model is to reduce the three dimensional dependence of the displacement
field to a one-dimensional dependence along the longitudinal axis x. For sufficiently thin layers this models the physics of
the layer at a significantly lower computational cost.
In the subsequent finite element formulation an explicit derivation of the governing equations in terms of the longitudinal
and lateral modes u, v and w is avoided and the thin layer model is directly used in the variational form (8). This has
two advantages: First it automatically handles the natural boundary condition consistent with the approximate waveguide
model. Secondly this fits into the Hamiltonian framework that forms the basis of the Conserving Integrators to be developed
in the following sections.
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4. Finite element discretization
In this section the Finite Element (FE)Discretization of the variational form (8)with the thin layermodel (10) is developed.
The discretization is performed in two stages. First a spatial finite element approximation is carried out to obtain a set
of coupled ordinary differential equations in time. This discrete model is cast into a Hamiltonian framework to develop
energy andmomentum conserving integrators. The discrete Hamiltonian system is further discretized in time bymeans of a
Petrov–Galerkin finite element discretization. The key feature of the finite element discretization is an explicit replacement
of the gradient of the strain energy functionwith aDiscreteGradient so that energy andmomentumare conserved during the
timemarching procedure. Thus the final discretization is effected by a spatiotemporal finite element model with a modified
strain energy gradient that conserves discrete energy and momentum.
4.1. Spatial finite element discretization
The displacement variables ui are discretized with the standard Lagrangian shape functions along the longitudinal
direction while the variations across the cross section are handled directly in terms of the cross-section variables. The
longitudinal axis is divided into as set of ne elements with nx nodes each. The spatial discretization can be written as
u1 =
nx
I=1
NˆI(x)UˆI u2 = y
nx
I=1
NˆI(x)VˆI u3 = 0 (11)
where NˆI are the 1D Lagrangian shape functions and UˆI and VˆI are the nodal values of the displacementmodes. It can be seen
that while the variation along the longitudinal axis is modeled with shape functions, the variation along the cross-section
is treated exactly as in the approximate thin layer model.
The set of Eqs. (11) can be represented compactly as
u1
u2
u3

=
Nˆ1 0 · · · Nˆnx 00 yNˆ1 · · · 0 yNˆnx
0 0 · · · 0 0


Uˆ1
Vˆ1
...
Uˆnx
Vˆnx
 (12)
ui =
3nx
J=1
NiJUJ . (13)
In the final form of the spatial discretization (13) UI are used to represent the set of nodal variables UˆI and VˆI . An
approximation of the form (13) is used in each element along the axis of the layer. For notational brevity the global variables
are also represented as UI , the meaning being clear from the context. The discretization illustrated for the 2-mode model
can be easily extended for higher order models along similar lines.
4.2. Discrete Hamiltonian formulation
To develop energy and momentum conserving integrators the Lagrangian (8) is discretized with the finite element
approximation (13) and this discreted Lagrangian form is then transformed into its corresponding (discrete) Hamiltonian
form. The advantage of working within a Hamiltonian framework is that it is naturally suited for developing energy
conserving integrators since the first integrals of a Hamiltonian are associated with conservation of energy andmomentum.
Use of the finite element approximation (13) in the Lagrangian (9) gives the discrete LagrangianLh as
Lh =
nt
I,J=1
1
2
MIJ U˙I U˙J −

ρWdV +
nt
I=1
FIUI (14)
MIJ =
ne
e=1
3
i=1
nx
I,J=1

ρNiINiJdV (15)
FI =
ne
e=1
3
i=1

biNiIdV +

tiNiIdA

. (16)
In (14) nt = ne(nx − 1) + 1 denotes the total number of spatial nodes along the longitudinal axis,MIJ represents the mass
matrix of the spatial finite element discretization and FI denote the nodal values of the external loads. In what follows the
summation convention will be assumed even for the spatial indices (like I, J) of the FE discretization.
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To define the discrete Hamiltonian the generalized momenta PI corresponding to the displacement variables UI need to
be defined. This is defined following the standard procedure in Hamiltonian mechanics as
PI = ∂Lh
∂U˙I
. (17)
TheHamiltonian formulation is developedwith the set of variablesUI and PI . The U˙I can be recovered from the PI by inverting
(17) as follows
U˙I = M−1IJ PJ . (18)
With the definition (17) in place the discrete HamiltonianHh, which is a function of the displacement and momentum
variables UI and PI , corresponding to the discrete LagrangianLh can be defined via the Legendre Transform as
Hh = PI U˙I −Lh. (19)
It is important to note that in the Legendre Transform (19) U˙I are considered as a function of PI . Using (18) and (14) it can
be seen that the discrete HamiltonianHh defined in (19) is
Hh = 12M
−1
IJ PIPJ +

ρWdV − FIUI . (20)
Hamilton’s equations for the discrete variables UI and PI , which are equivalent to the variational form (8) with the FE
approximation (13), are easily seen to take the form
U˙I = ∂Hh
∂PI
P˙I = −∂Hh
∂UI
. (21)
In terms of the variables UI and PI Hamilton’s equations (21) can be written as
U˙I = M−1IJ PJ P˙I = −
∂
∂UI

ρWdV + FI . (22)
The nonlinear term in (22) can be easily evaluated as
∂
∂UI

ρWdV =

∂W
∂Cij
∂Cij
∂UI
dV (23)
∂Cij
∂UI
= NiI,j + NjI,i + (NkI,iNkJ,j + NkI,jNkJ,i)UJ . (24)
It is well known that in the absence of the external force FI Hamilton’s equations (22) conserve the discrete energyHh.
The conservation of momentum in the absence of external forces can also be easily established. The discrete Hamilton’s
equations (22) are the starting point for developing time integrators that conserve energy and momentum.
4.3. Temporal finite element discretization
Typical time marching of a coupled nonlinear system of Ordinary Differential Equations like (22) is carried out using
a finite difference approximation. In this work the time marching is also effected by a finite element approximation. The
primary reason for using finite elements is the ease with which the time integration schemes can be extended to achieve
higher order accuracy. A Petrov–Galerkin approximation with different time meshes for the trial and test functions is used.
The order of the test function approximation is exactly one less than that of the trial function discretization since the values
of the nodal variables at the initial time are either known or specified. This choice also ensures that the time marching can
be done up to the desired time duration with a sequence of small time steps.
For the time marching from time tn to time tn+1 a nondimensional time parameter τ defined as τ = (t − tn)/h where
h = tn+1− tn is introduced. In terms of the nondimensional time parameter τ and the time step hHamilton’s equations (22)
can be written as
dUI
dτ
= hM−1IJ PJ
dPI
dτ
= −h

ρ
∂W
∂Cij
∂Cij
∂UI
dV + hFI . (25)
The introduction of the nondimensional parameter τ is purely for the purpose of convenience in formulating the temporal
FE discretization.
For obtaining a FE discretization in time test functions U˜I and P˜I are introduced. For a standard Galerkin formulation
these test functions would be required to satisfy the Dirichlet boundary condition at τ = 0. However as a Petrov–Galerkin
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formulation will be employed the test functions need not satisfy this requirement. The weak forms of the coupled ordinary
differential equations (25) are written as 1
0
dUI
dτ
P˜Idτ = h
 1
0
M−1IJ PJ P˜Idτ (26) 1
0
dPI
dτ
U˜Idτ = −h
 1
0

ρ
∂W
∂Cij
∂Cij
∂UI
U˜IdVdτ + h
 1
0
FI U˜Idτ . (27)
A Petrov–Galerkin approximation for the time variation of (UI , PI) and (U˜I , P˜I) is now introduced as
UI = HaUaI PI = HaPaI a = 1, . . . , nτ (28)
U˜I = H˜αU˜αI P˜I = H˜α P˜αI α = 1, . . . , (nτ − 1) (29)
where Ha and H˜α are Lagrangian shape functions defined over appropriate time meshes. It should be noted that the order
of the trial function approximation nτ is exactly one more than that of the test function approximation. Accordingly two
different time grids are used to discretize the trial and test functions. The index convention that will be followed for the
temporal discretization is that lower case roman indices like a, b, c vary from 1 to nτ while greek indices like α, β, γ vary
from 1 to (nτ − 1).
Upon using the temporal approximations (28) and (29) in the weak forms (26) and (27) and noting that the nodal test
variables U˜αI and P˜
α
I are arbitrary the temporal finite element approximation is obtained as
Bαa01U
a
I = hM−1IJ BαaPaJ (30)
Bαa01P
a
I = −h
 1
0

∂W
∂Cij
∂Cij
∂UI
H˜αdVdτ + hFαI (31)
FαI =
 1
0
FI H˜αdτ (32)
Bαa00 =
 1
0
H˜αHadτ Bαa01 =
 1
0
H˜α
dHa
dτ
dτ . (33)
It has to be noted that U1I and P
1
I are either specified or known for each time step. Thus the set of Eqs. (30) and (31) represent
a set of nonlinear algebraic equations for the unknowns UαI and P
α
I . This can be solved by employing an iterative solution
procedure like the Newton–Raphson method.
Different time marching schemes are obtained by the choice of the number of nodes in each time step. However these
time marching schemes do not in general conserve energy or momentum. This is explained in the next section and a class
of time marching schemes based on these equations and which conserve energy and momentum are derived.
4.4. Energy and momentum conserving integrators
The space-time finite element approximation developed in the previous section is inadequate when it comes to
conserving energy. In this section the nonlinear algebraic system (30) and (31) are modified so that energy and momentum
are conserved. This is done by solving an isoperimetrical problem for the gradient of the strain energy function as will be
explained below. The essential idea is to replace the gradient ∂W/∂Cij in (31) with a modified discrete gradient DWij so that
the resulting system of algebraic equations conserve energy and momentum.
The discrete energy E of the thin layer waveguide model can be defined as
E = 1
2
M−1IJ PIPJ +

ρWdV . (34)
It is immediately apparent that the discrete energy E given in (34) is identical to the Hamiltonian H in the absence of
external loads. For this discrete energy to be conserved during for each time step it should hold true that
E(τ = 1)− E(τ = 0) = d
dτ
 1
0
Edτ = 0 (35)
d
dτ
 1
0
Edτ = M−1IJ
 1
0
Ha
dHb
dτ
dτ

PaI P
b
J +
 1
0

ρ
∂W
∂Cij
∂Cij
∂τ
dVdτ . (36)
Since it is well known that the Hamiltonian of an autonomousHamiltonian is an invariant the condition (35) is automatically
satisfied if the external loads are zero and the integrals are evaluated exactly. However the integrals that arise in the
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spatiotemporal FE formulation are evaluated by means of quadratures. While the quadrature rules can be chosen such that
integrals involving only the trial and test shape functions (Ha and H˜α respectively) and their derivative are evaluated exactly,
the integrals in the nonlinear term in (36) cannot in general be evaluated exactly. Employing quadratures, the first integral
in (36) evaluates exactly to the difference in kinetic energy over the time step. However for a general nonlinear strain energy
function W the integral in the second term of (36) does not in general equal the difference in potential energy across the
time step. Hence the change in energy across the time step is in general non-zero and hence discrete energy is not conserved
by the frinite element model given in (30) and (31).
The conservation of discrete energy E over each time step is enforced by replacing the discrete gradient ∂W∂Cij in (36)
with a conserving discrete gradient DWij such that 1
0

ρDWij
∂Cij
∂τ
dVdτ =

ρW (Ckl(1))dV −

ρW (Ckl(0))dV (37)
where the integral on the left hand side of (37) is evaluatedwith quadratures. For (37) to be uniformly valid over thematerial
domain the following condition needs to be satisfied 1
0
DWij
∂Cij
∂τ
dτ = W (Ckl(1))−W (Ckl(0)). (38)
It is reiterated that the integral in (38) is evaluated by means of quadratures.
The problem of finding the conserving gradient DWij can be obtained as the solution of a variational problem. The
conserving gradient DWij has to satisfy the constraint (35) while deviating as little as possible from the actual gradient
∂W/∂Cij. Thus the conserving gradient is obtained as the function that minimizes the functional
F (DWij) = 12
 1
0
DWij − ∂W∂Cij
2 dτ (39)
subject to the constraint
G(DWij) = W (Ckl(1))−W (Ckl(0))−
 1
0
DWij
∂Cij
∂τ
dτ = 0. (40)
In (39) ∥ · ∥ is a tensor norm for second order tensors. The constrained minimization problem given by (39) and (40) is the
standard isoperimetrical problem in the Calculus of Variations and can be solved easily to obtain
DWij = ∂W
∂Cij
+ κ ∂Cij
∂τ
(41)
κ = G(∂W/∂Cij)
ICC
ICC =
 1
0
∂Ckl
∂τ
∂Ckl
∂τ
dτ . (42)
It can be shown easily that this choice of the discrete gradient automatically conserves momentum [8].
The substitution of DWij in place of the discrete gradient ∂W/∂Cij in (31) gives rise to a system of nonlinear algebraic
system that conserves discrete energy over each time step and hence over the entire time interval of interest. For
convenience the modified nonlinear algebraic system that conserves energy and momentum is summarized below.
Bαa01U
a
I = hM−1IJ BαaPaJ (43)
Bαa01P
a
I = −h
 1
0

DWij
∂Cij
∂UI
H˜αdVdτ + hFαI . (44)
The automatic assembly of (43) and (44) is discussed in the next section.
5. Automatic finite element assembly algorithm
The automatic finite element algorithm that forms the crux of this work is presented with a simple variational equation
representative of a typical finite element formulation. The extension to the case of a general waveguidemodel is very briefly
discussed since it has been presented in detail in an earlier work [14]. The Galerkin approximation where both the trial
and test functions are approximated identically is assumed in all the subsequent derivations. This is not necessary and the
algorithm can be easily extended for the case when the trial and test functions belong to different function spaces.
5.1. Automatic assembly for a general variational form
The automatic finite element assembly algorithm using automatic differentiation is introduced for a general variational
form that is typically encountered in a finite element formulation. The Assembly algorithm is presented for a linear
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variational form for simplicity and the necessary changes that need to be made for a general nonlinear variational form
are subsequently discussed.
A crucial and time-intensive part of nonlinear finite element computation is the calculation of the Tangent Stiffness
Matrix. The difficulty becomes pronounced especially in higher order structural models where a large number of kinematic
modes are employed. In such cases both symbolic and numerical differentiation are inefficient. Symbolic derivatives, though
easily calculated with Computer Algebra packages, become tediously long and are even more difficult to embed in existing
finite element codes as the number of modes increases. Numerical differentiation is well known to produce errors and
is not used in practice for finite element computations. A highly efficient alternative is the use of automatic/algorithmic
differentiation [16,17] where the required derivatives are calculated exactlywith the help of dual numbers. Forward-mode
automatic differentiation [16] is used in this work to automate the calculation of all the derivatives, thus avoiding an explicit
derivation of the tangent stiffness matrix.
The Galerkin finite element method applied to a differential equation results in a variational form that serves as the
starting point for the automatic assembly algorithm. A general variational form can be written as
a(u, v) = l(v) (45)
where the semilinear 2-form a(u, v) is in general nonlinear in u and linear in v while l(v) is a linear functional. A finite
elementmodel for the general variational equation (45) is obtained by restricting u and v to finite-dimensional subspaces of
the spaces to which they belong. This is typically specified with a finite element mesh, a basis for each element of the mesh
and the nodal degrees of freedom for each element of the mesh. The nodal degrees of freedom for u and v are denoted by U
and V respectively. With the finite element approximation, the variational form (45) becomes
ae(U, V ) = le(V ) (46)
over each element e of the finite element mesh. The semilinear form ae is linear in V and in general nonlinear in U while le
is a linear functional.
For the special case when ae(U, V ) is a bilinear form, the variational equation (46) can be written as
(ae(U, V ) =)aeijUjVi = lei Vi(=le(V )) (47)
where summation over repeating indices over the appropriate range is assumed. Since the nodal values of the test function
Vi are arbitrary the set of Eqs. (47) when assembled become the set of linear algebraic equations AU = b where the matrix
A is filled with the aeijs and b is filled with the l
e
i s. Thus an automatic assembly of the finite element matrices involves the
calculation and automatic assembly of aij and li.
The algorithm describing the automatic assembly for a single element is listed in Algorithm 1. When iterated over each
element, the element matrix (aeij) and the element vector (b
e
i ) fill out the global matrices A and b and the finite element
solution to the variational problem (45) is obtained. The important point to note is that the starting point of the automatic
assembly is the variational form (46) and not the discretized equation AU = b.
Algorithm 1 Basic Linear Assembly
for i = 1 to nnd do
Ui ← 0
Vi ← 0
end for
for i = 1 to nnd do
Vi ← 1
li ← le(V )
for j = 1 to nnd do
Uj ← 1
aeij ← ae(U, V )
Uj ← 0
end for
Vi ← 0
end for
The algorithm for the nonlinear assembly is similar to the one given for linear assembly. A nonlinear finite element
analysis is typically effected through an iterative procedure. Using, for instance, theNewton–Raphsonmethod,which is used
widely and also in this work, a linearized version of the original equation is solved at each iteration. Due to this linearization
additional nodal variables are required in addition to the nodal values at the iteration preceding the current iteration. This
presents no difficulty conceptually and is easily implemented.
Corresponding to the linear FE variational form (46) a typical nonlinear variational form can be written as
(ae(U, V ) =)aei (Uj)Vi = lei Vi(=le(V )). (48)
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Fig. 2. Schematic of automatic finite element algorithm of higher order structural models.
It can be seen immediately that the key difference of (48) from the linear case is that aei is a nonlinear function of the nodal
variables Ui. The element-wise residue Rei is defined as
Rei = lei − aei (Uj). (49)
The solution of the nonlinear variational form (48) is effected through a Newton–Raphson iteration scheme, which involves
the linearization of the nonlinear term aei . For a increment1Ui to an approximate solution U¯i the linearized variational form
can be written as
∂aei
∂Uj
1UjVi = −Rei Vi (50)
where ∂aei /∂U
e
j is evaluated using automatic differentiation at U¯i.
Two key points need to be reiterated here. First, the calculation of ∂aei /∂Uj is carried out using automatic differentiation
and hence no explicit expression for the derivative is required; just the functional form of aei as a function of Ui is sufficient.
Thus the required partial derivatives are immediately and accurately without having to know their exact analytic form.
Second, the linearized equation (50) has the same form as (46) and can be assembled following the same procedure.
The difference is that it has to be repeated until the global residue becomes small enough and hence some additional book-
keeping is required for properly updating the solution at the end of each iteration. Since the assembly algorithm is identical
in principle to that for linear assembly it is not given here.
The same algorithm can be used for a higher order waveguide model if additional care is taken to integrate the cross-
section terms. Unlike the simple variational forms considered earlier, the weak forms for higher order structural models are
distinguished by the presence of the lateral coordinates in addition to a primary coordinate. To evaluate the volume integrals
in theseweak forms, use ismade of the fact that the lateral variables appear only in terms of simple chosen polynomial func-
tions and hence can be integrated exactly using Gaussian quadrature. A separate set of Gaussian quadratures are used across
the cross-section. Thus two different sets of quadratures are used, one for the primary axis and one for the lateral directions.
While the approximation along the primary coordinate is effected with a Legendre Spectral Element model, functions of the
lateral coordinates are integrated exactly by the used of appropriate quadrature rules. Thus the present method gives the
power of a full three-dimensional simulation with a one-dimensional mesh. The advantage of this procedure is that when
the of the lateral quadrature is chosen appropriately the factors that depend on the lateral coordinates like the cross section
area and the various moments are automatically evaluated without any explicit need to know their algebraic form.
To summarize, the most important features of the present algorithm are that only the weak form (like (6) for instance)
and the waveguide model (10) are required as inputs, as illustrated schematically in Fig. 2. The automatic finite element
algorithm developed above automatically produces the assembled finite element matrices A and b so that the finite element
solution U can be obtained by solving AU = b. The matrices A, b and U have different meanings in the linear and nonlinear
case and the algorithm automatically produces the appropriatematrices. In particular no explicit derivation of the governing
equations for the individual modes and the explicit satisfaction of the natural boundary conditions are required since these
are automatically integrated into the finite element assembly as elucidated.
6. Results and discussion
The automatic energy–momentum conserving finite element procedure developed in the previous sections is now
illustrated with a couple of examples. Only the lowest order corresponding to nτ = 2 in (28) is considered. This coincides
with the well knownmid-point energy conservation scheme due to Simo [6]. In all the examples provided below the values
of the material constants used are listed in Table 1. The material constants are those corresponding to Aluminum and were
taken from [15]. It is recalled that l,m, n are the Murnaghan material constants that characterize the material nonlinearity
of the structure.
A finite strip of hyperelastic thin layer of length 0.5 m and depth 0.01 m with geometry as shown in Fig. 3 is subject to
an impulsive load, as shown in Fig. 4, uniformly distributed across the depth of the layer and fixed rigidly at the other end.
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Table 1
Material constants.
λ 57 GPa l −290GPa
µ 27 GPa m −310GPa
ρ 2.727e3 kg m−3 n −260GPa
Fig. 3. Beam geometry.
Fig. 4. Gaussian pulse.
Fig. 5. Comparison of response.
A comparison of the response predicted by the energy–momentum conserving algorithm and the standard Newmark time
stepping [18] is shown in Fig. 5. A time step of 1 µs was used in both the simulations. The energy-conserving algorithm
was discretized with 20 linear spatial elements while the corresponding code with Newmark time stepping that is used as
a reference solution was discretized with 50 linear elements. It can be seen that for small loads the response predicted by
the Newmark and the energy–momentum algorithm are identical. However it was found that the computational time per
iteration was in general larger for the energy–momentum conserving scheme compared to the Newmark scheme. This is
expected considering the computation required in calculating the modified gradient. The computation time per iteration
increases with the order of the Petrov–Galerkin approximation making realistic computations inefficient. Thus for the class
of problems considered it is more advantageous to employ a Newmark time stepping with a smaller time step.
The response of a finite strip of hyperelastic thin layer of length 0.25 m and width 0.01 m fixed at one end and subject to
a tone-burst signal as shown in Fig. 6(a) at the other end, analyzed using the lowest order energy–momentum conserving
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(a) Tone-burst pulse.
(b) Tone-burst FFT.
Fig. 6. Tone-burst pulse.
scheme, is shown in Fig. 7. The length of the layer was discretizedwith 20 linear elements and the time steppingwas chosen
to be 1 µs. The frequency content of the input pulse and the nonlinear longitudinal response are shown in Figs. 6(b) and
Fig. 8 respectively. It can be seen that the nonlinearity excites the second and third harmonics in addition to the dominant
frequency of the input load. The significant presence of the second harmonic in Fig. 8 is expected from simple theoretical
considerations [19].
The examples that are provided here have simple geometric and loading conditions and are presented to illustrate the
validity of the proposed automatic energy–momentum conserving algorithm. It is observe that for relatively small loads the
difference between the conserving scheme and standard Newmark scheme is minimal. However, as the order of the energy-
conservation algorithm increases, the computational time increasesmuch faster. Thuswhile energy-conserving schemes are
more accurate, non-conserving integrators like the Newmark scheme yield faster results. Problems with more complicated
geometry will be taken up in a subsequent work.
7. Conclusion
An efficient and automatic solution procedure for the finite element assembly of higher order structural models
developed in a previous work is extended for a class of energy–momentum conserving time integrators for studying wave
analysis in hyperelastic waveguides. A Petrov–Galerkin finite element formulation in time is applied to the equations of
hyperelasticity cast in the Hamiltonian form. energy–momentum conservation is effected with the choice of a modified
discrete gradient. The most significant feature of the current work is the automation of the calculation of the nonlinear
finite element stiffnessmatrices. In particular no explicit derivation of the tangent stiffnessmatrix and the energy conserving
gradient are required since these are calculated automatically by the algorithm. The proposed algorithm is illustrated with
applications to longitudinal wave propagation in hyperelastic thin layers.
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Fig. 7. Tip velocity response.
Fig. 8. Tip velocity FFT.
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