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Abstract 
 
The genotype and the environment significantly influence the behavior and phenotype of an organism. 
Yet the mechanism by which a simple genetic change or environmental perturbation alters the state of an 
organism at the molecular level, and subsequently its phenotype, is still not completely clear. Large-scale 
omics experiments are now generating a wealth of data on these various processes. As a result, there is 
a critical need for methods that rapidly transform these high-throughput data into predictive models for 
medicine and bioengineering. These predictive models need to seamlessly integrate molecular 
components of the cell into networks and subsequently predict macroscopic phenotypic changes that 
emerge from these interacting networks. I have developed new tools and algorithms that address this 
key challenge of multi-scale network integration in order to assemble a holistic view of the cell.  
 
Metabolism and transcriptional regulation are among the most extensively studied biological processes 
and hence provide a strong starting point for reconstructing and testing new systems approaches. To 
understand the interplay between metabolism and transcriptional regulation, I developed the 
Probabilistic Regulation of Metabolism (PROM) algorithm, which integrates a genome-scale 
transcriptional regulatory network (TRN) with a biochemically detailed metabolic network to 
predict cellular growth phenotypes under different conditions (Chandrasekaran and Price, PNAS 
2010). The PROM algorithm was used to build the first genome-scale integrated metabolic–regulatory 
model for Mycobacterium tuberculosis, a critically important human pathogen. PROM was specifically 
designed to be applied to less-studied systems like M. tuberculosis by integrating various high-throughput 
data. PROM identified genes that regulate vital steps in metabolism, which could lead to the prediction of 
better drug targets for therapy. PROM also predicted the growth phenotype of E. coli in over 1800 
different genetic and environmental perturbations with efficacy comparable to a manually parsed method. 
 
Cellular networks, such as metabolic and transcriptional regulatory networks, do not operate 
independently, but work together in unison to determine cellular phenotypes. Further, the phenotype and 
architecture of one network constrains the topology of other networks. Hence, it is critical to study network 
components and interactions in the context of the entire cell. I developed the GEMINI (Gene Expression 
and Metabolism Integrated for Network Inference) algorithm to enable a systems perspective on 
regulatory network inference. GEMINI links regulatory interactions with the metabolic network to assess 
their ability to accurately predict systems-level phenotypes. GEMINI produces a regulatory network state 
that is simultaneously consistent with observed gene knockout phenotypes, gene expression data, and 
the corresponding metabolic network state. While PROM solves the forward problem of combining 
disparate networks to predict phenotype (e.g., flux and growth rates), GEMINI solves the more 
challenging inverse problem—guiding TRN inference using the metabolic network and the 
emergent phenotype measurements (Chandrasekaran and Price, submitted). Understanding how the 
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networks function together in a cell will pave the way for synthetic biology and has a wide-range of 
applications in biotechnology, drug discovery and diagnostics. Using PROM and GEMINI, I have built 
integrated network models for Yeast and E. coli, the workhorse microbes for biotechnology. Using these 
accurate in silico models, researchers can now study the outcome of knocking out or adding genes that 
affect the production of metabolites of interest like ethanol, and thus guide the design of these microbial 
genomes. 
While the process of transcriptional regulation of metabolism has been extensively studied over the last 
century, very little is known about the role of transcriptional regulation in regulating dynamic processes 
like social behavior, which are associated with multiple levels of cognitive processing. Furthermore, given 
its dynamical nature, it is not known if behavior is influenced by the kind of transcriptional regulatory 
networks known to regulate other cellular processes like development and metabolism. To address this 
challenge, I analyzed brain gene expression data of honeybees, which is a model system for studying 
social behavior. Using brain transcriptomic profiles from 853 individual honey bees exhibiting 48 distinct 
behavioral phenotypes, I found that behavior-specific changes lead to distinct and predictable 
transcriptomic states in the honeybee brain. I then developed the ASTRIX (Analyzing Subsets of 
Transcriptional Regulators Influencing eXpression) approach that uses gene expression data to 
identify regulatory interactions between transcription factors and their target genes (Chandrasekaran et 
al. PNAS 2011). I applied ASTRIX to reconstruct the first brain transcriptional network model for naturally 
occurring social behavior. The model accurately predicted the expression of genes involved in these 
social behaviors in test conditions and identified transcription factors that are central actors in regulating 
behavior in the honeybee brain. My results suggest a remarkably close relationship between the brain 
transcriptome and social behavior. 
Finally, the analysis of transcriptional regulation of metabolism and behavior has led to an interesting 
observation connecting behavior and cancer metabolism. One intriguing metabolic pattern, termed 
aerobic glycolysis, involves increased glycolysis and decreased oxidative phosphorylation even in the 
presence of an ample oxygen supply. This pattern of energy metabolism occurs widely in cancers (known 
as the “Warburg Effect”) and is often associated with high cell proliferation rates. Recently, aerobic 
glycolysis was found to occur in the human brain during learning and has been predicted to correlate with 
brain regions involved with Alzheimer’s disease. Analysis of gene and protein expression and enzyme 
activity provide evidence for aerobic glycolysis in the honeybee brain during aggressive 
behavior.  Interestingly, some of the regulators identified in the bee brain TRN using ASTRIX were also 
found to play an important role in controlling metabolism. These results suggest a strong connection 
between behavior and metabolic regulation in the honeybee brain. Further, the discovery of aerobic 
glycolysis in the aggressive bee provides the first opportunity to study its functional effects in the context 
of natural behavior and has important implications for understanding cancer and neurological diseases 
(Chandrasekaran et al. in prep).  
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Chapter 1: Introduction  
 
Transcriptional Regulation 101 
The human genome has more than 20,000 genes, while a simple bacterium like E. coli has around 
4000. However, not all of these genes are expressed under all conditions. This process of gene 
regulation is an extremely important area of research in biology today. Within the DNA there are switches 
and regulators that turn on certain genes under specific circumstances. Dysregulation of gene activity is 
implicated in a huge variety of diseases and medical disorders including cancer. Understanding how 
genes are controlled is also important for genetic engineering and synthetic biology, which enables 
reengineering of microbes for biotechnological application. 
 
Gene expression can be controlled in many ways. One of the first steps to express a gene is 
transcription. Lehninger summarizes the need for transcriptional regulation perfectly; “As in all 
biochemical processes, an efficient place for regulation is at the beginning of the pathway. Because 
synthesis of informational macromolecules is so extraordinarily expensive in terms of energy, elaborate 
mechanisms have evolved to regulate the process. “(Nelson and Cox 2008).  For example, E. coli does 
not have to turn on the genes for consuming lactose unless lactose is present in its environment. Apart 
from energetic costs, aberrant activity of certain genes might be downright lethal to an organism leading 
to diseases like cancer. Of all the various regulatory processes, those operating at the level of 
transcriptional regulation are the first studied and best-documented systems.  
 
The pioneers in studying gene regulation, Jacob and Monod discovered the first switches; these were 
regulatory proteins that bind to DNA elements upstream of other genes and control their activity. These 
regulatory proteins, termed transcription factors, connect the environment and the genome. They respond 
to different internal or external signals and switch on or off specific target genes at appropriate instances. 
In their own words, “The fundamental problem of chemical physiology and of embryology is to understand 
why tissue cells do not all express, all the time, all the potentialities inherent in their genome” (Jacob and 
Monod 1961). 
 
Parts of this chapter were adapted from Chandrasekaran, S. (2013). “Predicting Phenotype from Genotype through 
Reconstruction and Integrative Modeling of Metabolic and Regulatory Networks.” Systems and Synthetic Biology: A 
Systematic Approach, Springer (book chapter). 
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Figure 1.1: A simple transcriptional regulatory interaction circuit. Transcription Factors bind to 
specific sequences upstream of a specific target gene and activate or inhibit its activity. In the simple 
circuit shown in the figure, activating the TF based on an environmental signal leads to turning off the 
gene coding for Enzyme 3, resulting in production of metabolite F. The image on the right is a picture of a 
microarray; the microarray technology allows the measurement of the activity of thousands of genes 
(gene expression) in a cell or a tissue and provides a ‘snapshot’ of the cell’s transcriptional program.  
Information from thousands of such microarrays performed across different conditions has enabled 
several analyses and forms an integral part of this thesis.  
 
What are Transcriptional Regulatory Networks (TRNs)? 
The environment in which an organism lives is constantly changing. Cells needs to respond to these 
changes rapidly and activate a specific set of genes that are required for each condition. Some conditions 
require the activation of just one or two genes while other conditions such as those involving stress 
involve the activation of hundreds to thousands of genes. A single switch or a transcription factor is 
usually not sufficient to respond to various environmental conditions and responses. After Jacob and 
Monod discovered the first switches several other regulators were found for a host of conditions across 
different organisms.  This complex orchestration of regulators, called transcriptional regulatory networks 
(TRNs), brings about transcription activation, repression and fine-tuning of the cell’s transcriptional 
program. Figure 1.2 describes one well-studied network, represented as a directed graph or a circuit 
diagram, for the development of the sea urchin embryo done through pioneering studies in Eric 
Davidson’s lab (Davidson, Rast et al. 2002). Similar sets of regulators have been found to play a role in 
the development across different taxa including mammals and insects. Reconstructing the regulatory 
network enables one to understand the underlying molecular processes that cause phenotypic changes 
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and better predict the response of a cell to an external perturbation. Further, reconstructed regulatory 
networks enable the identification of key hub genes that drive these networks, which drives efforts in drug 
discovery and synthetic biology. 
 
 
 
Figure 1.2: Gene Regulatory Network Interactions during Sea Urchin Development. This is a 
static representation of all the known interactions between the regulatory genes that participate in the 
endomesoderm speciﬁcation up to 30 h after fertilization). In this diagram the color codes of the gene and 
its regulatory influence match; so for example Pmar1 regulates Alx1 which in turn has a regulatory 
binding site on the gene Sm50, which is co-regulated by many other genes. From (Sethi, Angerer et al. 
2009); published using the Creative Commons license  
Reconstructing Transcriptional Regulatory Networks  
The sea urchin TRN shown in Figure 1.2 was reconstructed by individually perturbing the activity of 
several dozen TFs, and analyzing the effect of these perturbations on the expression of other genes 
(Davidson, Rast et al. 2002). Similar network compendiums are available for model organisms like E. coli, 
yeast, mouse and humans by compiling information from individual experiments targeting one cell type 
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and one TF at a time (Salgado, Gama-Castro et al. 2004; Matys, Kel-Margoulis et al. 2006; Teixeira, 
Monteiro et al. 2006). To speed up this process, hundreds of high-throughput methods have been 
developed that build transcriptional regulatory networks from binding (ChiP-Seq) (Lee, Rinaldi et al. 2002; 
Harbison, Gordon et al. 2004; Amit, Garber et al. 2009; Roy, Ernst et al. 2010), gene expression data 
(Bonneau, Facciotti et al. 2007; Faith, Hayete et al. 2007; Marbach, Costello et al. 2012) or through 
integration of various data types (Bonneau, Facciotti et al. 2007; Marbach, Roy et al. 2012). See (Bansal, 
Belcastro et al. 2007; Rodionov 2007; Babu, Lang et al. 2009) for a review of these various approaches. 
Briefly, Chromatin immuno-precipitation of TFs followed by sequencing (ChIP-Seq) identifies binding sites 
of TFs in the genome. Another commonly used approach has been to use omics technologies such as 
microarrays and RNA sequencing, which provide a snapshot of the transcriptional activity of the cell 
(Bansal, Belcastro et al. 2007). Large repositories of gene expression data are currently available, such 
as GEO (Edgar, Domrachev et al. 2002), M3D (Faith, Driscoll et al. 2008) and ArrayExpress (Brazma, 
Parkinson et al. 2003), enabling the rapid construction of genome-scale models of TRNs. While ChIP-seq 
identifies direct binding events, we do not know if those binding events lead to an alteration in gene 
expression; in contrast, gene expression-based algorithms identify regulators that ‘influence’ the 
expression of target genes but lack directness like ChIP-Seq and usually require several hundred 
transcriptomic measurements.   
Most expression-based ‘reverse-engineering’ methods primarily rely on the guilt-by-association 
principle – they try to identify functional relationships between genes by searching for similar expression 
patterns across diverse experimental conditions. The underlying assumption is that genes that have 
similar pattern of expression are generally co-regulated. For identifying transcriptional regulatory 
interactions, these patterns of co-expression are observed between all the Transcription Factors (TFs) 
and non-TFs in a cell. A gene is predicted to be regulated by a given TF if they share significant similarity 
in their expression patterns. This ‘similarity’ of expression is easy to understand usually hard to measure, 
as there is so single standard approach to measure similarity. A suite of methods that use different 
metrics ranging from correlation and mutual-information to least-angle regression have been developed to 
infer similarity in expression, with each one having its own advantages and limitations. See (Bansal, 
Belcastro et al. 2007; Bonneau 2008; Marbach, Prill et al. 2010; Marbach, Costello et al. 2012) for a 
review of these inference algorithms. 
 
In chapter 4, I describe my new approach ASTRIX and how it can be used to create a predictive 
transcriptional regulatory network model. This was applied to the honeybee brain using data from 853 
individual honeybees involving 48 different states defined by behavior, genotype, and environment. 
ASTRIX accurately predicted the expression of 2176 genes involved in these behaviors with an average 
correlation of 0.87 in test conditions and identified transcription factors that are central actors in regulating 
behavior in the honeybee brain. The ability of the brain TRN inferred by ASTRIX to predict expression 
even in new phenotypes suggests a relatively complete and accurate reconstruction of the TRN 
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underlying these changes. In chapter 3, I describe the GEMINI (Gene Expression and Metabolism 
Integrated for Network Inference) approach that takes a radically different strategy to tackle this problem 
of reconstructing TRNs. GEMINI guides the reconstruction of the TRN by combining it with the metabolic 
network to accurately predict systems-level phenotypes such as the growth rate of TF knockouts strains. 
 
Transcriptional Regulation and Metabolism 
 
Metabolism is at the heart of every cellular process, from energy production to synthesizing precursors 
for processes like growth and cell division, and it is arguably the best understood process. A metabolic 
network consists of an array of enzymes that are involved in converting food into substrates for 
biosynthesis, or breakdown for energy production. Even a small bacterium like E. coli has more than 2000 
biochemical reactions (Orth, Conrad et al. 2011) that are involved in these processes. E. coli is a versatile 
microbe; through computational analysis of its metabolic capabilities, it is predicted that it can grow in 
over 40.000 different conditions (Barrett, Herring et al. 2005). Given its extraordinary metabolic 
machinery, obviously only a very small subset of its metabolism needs to be active at any given time. 
Transcriptional regulation plays a key role in activating specific subsets of metabolic genes depending on 
the environmental condition.   
 
The study of transcriptional regulation of metabolism goes back to the first discovery of transcriptional 
regulation by Jacob and Monod. As mentioned earlier, E. coli does not have to express lactose-
consuming genes unless lactose is present in the environment.  Jacob and Monod discovered a 
transcriptional regulator called lacI that performs this switching task in E. coli; lacI acts as a repressor of 
transcription. It is active in the absence of lactose and turns off the expression of lactose-metabolizing 
enzymes. On the other hand, lacI is inhibited in the presence of lactose and this in turn activates genes 
required for lactose metabolism (Jacob and Monod 1961). Several such regulatory switches that control 
metabolism have been discovered in E. coli and other model organisms.  
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Figure 1.3: Overview of metabolic network modeling using constraint-based analysis. A 
metabolic network is represented as a system of linear equations, represented in the form of a matrix (the 
stoichiometric matrix). In the figure, A, B, C and D are metabolites involved in Reactions Rxn1, Rxn2 and 
Rxn3, catalyzed by enzymes Enz1, Enz2 and Enz3. This system is underdetermined, i.e., fewer 
equations than the number of variables. Therefore, we apply several constraints (depicted by a ‘flux 
cone’) to simulate various properties of the system. The reaction occurrence is limited by three primary 
constraints: reaction substrate and enzyme availability, mass and charge conservation, and 
thermodynamics. See (Chandrasekaran 2013) for more details on the constraints. By simulating 
metabolic networks, one can predict an organism’s phenotype such as growth rate and metabolic 
adjustments under diverse environmental conditions (Becker, Feist et al. 2007). 
 
Constraint-based analysis is a commonly used approach to simulate metabolic networks (Figure 1.3). 
In combination with physico-chemical constraints such as enzyme capacity, reaction stoichiometry, and 
thermodynamics, it is possible to determine the possible configurations in the metabolic network that 
correspond to physiologically meaningful states. Over the years, a number of methodologies based on 
constraint-based analysis have been developed that enable genome-scale analysis of microbial 
metabolism for various applications, from drug discovery to metabolic engineering, and modeling of 
microbial community behavior (Chandrasekaran 2013). A major limitation of current approaches to model 
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metabolism is that they do not incorporate the effect of such transcriptional regulation. Transcriptional 
regulation plays a central role in controlling metabolism and a key challenge in obtaining accurate 
predictions from biochemical networks is the integration of the gene regulatory network with the 
corresponding metabolic network (Covert, Schilling et al. 2001; Covert, Knight et al. 2004; 
Chandrasekaran and Price 2010). The PROM algorithm discussed in chapter 2 addresses this issue and 
builds an integrated regulatory-metabolic network model.  PROM solves the forward problem of 
combining disparate networks to predict phenotype (e.g., flux and growth rates). While the GEMINI 
algorithm solves the more challenging inverse problem (Brenner 2010)—guiding TRN structure prediction 
using the metabolic network and the emergent phenotype measurements. GEMINI discerns functional 
regulatory interactions in high-throughput data by taking advantage of PROM, the growing amount of 
information in phenotype databases, and the observation by Barrett et al. (Barrett, Herring et al. 2005) 
that only a fraction of functional regulatory network states are compatible with a viable metabolic network. 
GEMINI produces a regulatory network state that is simultaneously consistent with observed gene 
knockout phenotypes, gene expression data, and the corresponding metabolic network state (chapter 3). 
 
Transcriptional Regulation and Behavior 
 
Behavior is a dynamic phenotype influenced by both genotype and the environment. Behaviors such 
as aggression involve multiple levels of cognitive processing and serve several important purposes for the 
organism such as finding and securing food and mates and defending territory.  In humans, behavior 
alterations underlie many neurological disorders. Aggressive behavior is commonly observed in 
Alzheimer’s and bipolar disorder (Haller and Kruk 2006).  Components of behavior at the biochemical 
level (involving neurotransmitters like dopamine and serotonin) and neural circuit level (involving specific 
brain regions) are well studied (Nelson and Trainor 2007). Recent innovations in genomics have also led 
to the identification of genomic variations that contribute to behavior (Geschwind and Konopka 2009; 
Konopka and Geschwind 2010).  However very little is known about the role of transcriptional regulation 
controlling behavior; given its dynamical nature, it’s not known if behavior and other neural processes are 
influenced by the kind of TRNs known to regulate other phenotypes (Carro, Lim et al. 2010; Luscombe, 
Babu et al. 2004; Basso, Margolin et al. 2005; Bonneau, Facciotti et al. 2007; Amit, Garber et al. 2009). 
 
The importance of transcriptional regulation controlling vital neural processes like learning and memory 
came through the pioneering studies of the great neuroscientist Eric Kandel (Kandel, Schwartz et al. 
2000; Kandel 2007). A key aspect of learning involves the formation of new connections or reinforcement 
of existing connections between neurons. Just like the lacI TF connecting the external signal to the 
expression of lactose metabolizing genes, Kandel and colleagues identified regulatory genes that connect 
the external signal during learning to a transcriptional change that leads to the formation of new synaptic 
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connections (Figure 1.4). Through a set of elegant experiments they identified the TF CREB as a key 
regulator involved in converting short-term memory at a synapse into long-term memory. 
 
 
 
Figure 1.4:  Events in a synapse that lead to the activation of CREB. Neuronal activation through 
synaptic input leads to a cascade of molecular events involving the activation of cyclic-AMP (a second 
messenger), followed by protein kinase A and results in the activation of the TF CREB, which leads to 
synthesis of new proteins by the cell. Thus short term changes in the environment (in this case activation 
due to another neuron) leads to long-term change in gene expression. (Figure from neurowiki2012.com; 
published using the creative commons license) 
 
In chapter 4, I explore the connection between behavior and transcriptional regulation through my 
analysis of honeybee brain transcriptomic data. I found that behavior-specific changes lead to distinct 
transcriptomic states in the brain, suggesting that transcriptional regulation plays an important role in 
shaping behavior responses. I also applied the ASTRIX algorithm to reconstruct the first brain 
transcriptional network for naturally occurring social behavior. Interestingly the TF CREB was identified as 
one of the master regulators in the brain TRN. Our ability to model a surprisingly high percentage of the 
honeybee brain transcriptome (25%) using ASTRIX, suggests that the relationship between brain gene 
expression and behavior is both stronger and more predictable than previously imagined.  
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Chapter 2: Probabilistic Integrative Modeling of Genome-scale Metabolic and 
Regulatory Networks in Escherichia coli and Mycobacterium tuberculosis 
 
Abstract 
Prediction of metabolic changes that result from genetic or environmental perturbations has several 
important applications including diagnosing metabolic disorders and discovering novel drug targets. A 
cardinal challenge in obtaining accurate predictions is the integration of transcriptional regulatory 
networks with the corresponding metabolic network. We propose a new method called Probabilistic 
Regulation of Metabolism (PROM) which achieves this synthesis and enables straightforward, 
automated and quantitative integration of high-throughput data into constraint-based modeling, making it 
an ideal tool for constructing genome-scale regulatory-metabolic network models for less-studied 
organisms. PROM's novelty lies in the introduction of probabilities to represent gene states and gene–
transcription factor interactions. Using PROM, we construct an integrated regulatory-metabolic network 
for the model organism, Escherichia coli, and demonstrate that our method based on automated 
inference is more accurate and comprehensive than the current state-of-the-art, which is based on 
manual curation of literature. After validating the approach, we used PROM to build the first genome-
scale integrated metabolic–regulatory model for Mycobacterium tuberculosis, a critically important human 
pathogen. This study incorporates data from over 1300 microarrays, 2000 transcription factor–target 
interactions regulating 3300 metabolic reactions, and 1905 knockout phenotypes for E. coli and M. 
tuberculosis. PROM can detect drug targets, identify knockout phenotypes with accuracies as high as 
95% and predict growth-rates quantitatively with correlation of 0.95. Importantly, PROM represents the 
successful integration of a top-down reconstructed, statistically inferred regulatory network with a bottom-
up reconstructed, biochemically detailed metabolic network, bridging two important classes of systems 
biology models that are rarely combined quantitatively. 
 
 
 
This chapter was published in the Proceedings of the National Academy of Sciences, USA; Chandrasekaran and Price, 
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Regulatory and Metabolic Networks Using PROM (Probabilistic Regulation of Metabolism)”, E Simeonidis, S 
Chandrasekaran, ND Price, Systems Metabolic Engineering, 103-112 (2013). 
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Introduction 
Systems biology seeks to quantitatively simulate cell behavior by studying interactions between various 
biomolecules and the properties that emerge from these interacting networks. Reconstruction, simulation, 
and validation of biological networks thus represent key activities in systems biology.  Large research 
communities have formed around each of these network classes, largely employing quite different tools 
for their analysis.  Metabolic networks are typically reconstructed and analyzed using detailed chemistry-
based methods (Price, Reed et al. 2004; Terzer, Maynard et al. 2009), while transcriptional regulatory 
networks have typically been reconstructed based on high-throughput Protein-DNA interaction data and 
statistical inference of functional relationships from genomics and transcriptomics data (Davidson, Rast et 
al. 2002; Lee, Rinaldi et al. 2002; Shen-Orr, Milo et al. 2002; Schlitt and Brazma 2007).  While both of 
these fields have garnered considerable attention, significant work remains to be done in integrating 
these two types of biological networks and the different styles of systems models that are used to 
describe them (Price and Shmulevich 2007). A seamlessly integrated metabolic-regulatory network would 
enable us to better predict how genetic mutations and transcriptional perturbations are translated into flux 
responses at the metabolic level. There have been significant successes in this endeavor (Covert, Knight 
et al. 2004; Herrgard, Lee et al. 2006), yet substantial challenges remain.  
Currently the most commonly used genome-scale analysis method that links the transcriptome of an 
organism with metabolism is Regulatory Flux Balance Analysis (RFBA) (Covert, Schilling et al. 2001; 
Covert, Knight et al. 2004). RFBA incorporates regulatory constraints into traditional constraint based 
modeling of metabolic networks (FBA). In constraint-based analysis, the functional states a network can 
choose are limited by various physico-chemical constraints (Price, Papin et al. 2003). By using matrix 
formalism to depict the metabolic network, the tools of linear programming, linear algebra, and convex 
analysis can be employed to study the network properties. In the case of RFBA, the metabolic network is 
not only restricted by mass, thermodynamic and energy constraints but also by the gene regulatory 
network that controls it. Steady-state RFBA (SRFBA) (Shlomi, Eisenberg et al. 2007) and integrated-FBA 
(iFBA) (Covert, Xiao et al. 2008) are similar methods based on Boolean logic. SR-FBA uses the same 
genome -scale integrated metabolic regulatory network as RFBA but characterizes its steady-state 
behavior, while iFBA uses differential equations to model a subset of the regulatory network. Methods 
based on stochastic models or differential equations (Kaleta, Centler et al. 2008; Lee, Gianchandani et al. 
2008) are usually restricted to modeling small systems and have not been extended thus far to the 
genome scale.  
There are several shortcomings in performing integrated modeling using RFBA and other Boolean logic 
based methods. The RFBA model simplifies the relationship between the transcriptome and the 
metabolome to a binary process, where genes and reaction fluxes can only have two states in the 
population - ON or OFF. However, perhaps the biggest impediment to performing integrative modeling 
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using RFBA across a large number of species is the absence of an automated algorithm for determining 
the Boolean rules for relating the regulator with its target. Although the manual process can be accurate 
in modeling metabolic regulation, manual reconstruction greatly limits the number of interactions that can 
be modeled, and thus very few genome scale metabolic-regulatory models existed prior to our study 
(Covert, Knight et al. 2004; Herrgard, Lee et al. 2006; Goelzer, Bekkal Brikci et al. 2008). Partly due to the 
manual nature of this process, the interaction rules are also qualitative in nature, with genes being turned 
completely on or off and cannot take intermediate values. Given the large number of interactions, it is 
extremely difficult to write Boolean rules and identify significant interactions at the genome scale. Finally 
this process also requires extensive literature search, which is why the first two metabolic-regulatory 
models were made for the extremely well studied model organisms E. coli and S. cerevisiae.  Hence there 
is a critical need for an algorithm that can build and model integrated metabolic-regulatory networks in an 
automated fashion. It is also imperative that the algorithm makes full use of high throughput data, as 
much of the data generated currently for most new organisms are high throughput in nature. 
Given these needs, we present a new method called Probabilistic Regulation of Metabolism (PROM) 
that overcomes some of the drawbacks of RFBA and other similar methods that use Boolean rules. 
PROM enables direct integration of the transcriptional and metabolic networks for modeling and 
overcomes the need for manually writing the Boolean rules by automatically quantifying the interactions 
from high throughput data – thereby greatly increasing the capacity to generate genome-scale integrated 
models. The model framework, based on constraint–based analysis, is designed to circumvent the need 
for kinetic parameters for metabolic modeling, and most importantly does not assume direct correlation 
between enzyme activity and mRNA expression. PROM is robust to noise in high throughput data and 
can be easily integrated with automated algorithms for network inference. The PROM algorithm uses 
conditional probabilities for modeling transcriptional regulation, similar to the Probabilistic Boolean 
Networks of Shmulevich et al (Shmulevich, Dougherty et al. 2002) and uses FBA (Kauffman, Prakash et 
al. 2003) for modeling metabolic networks. More broadly, PROM represents an important step that unifies 
two key systems biology approaches: biochemical reaction networks and statistical inference networks 
(Price and Shmulevich 2007). 
Model Framework - Genome Scale Integrative Modeling using PROM 
The construction of an integrated metabolic-regulatory network using PROM requires the following: 1)  
reconstructed genome scale metabolic network (Feist, Herrgard et al. 2009); 2) regulatory network 
structure, consisting of transcription factors (TF) and their targets (Bansal, Belcastro et al. 2007); 3) 
abundant gene expression data, where the transcriptome has been measured under various 
environmental and genetic perturbations; and 4) additional interactions involving enzyme regulation by 
metabolites and proteins. Table 2 summarizes the data sources and features for the models presented. 
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PROM's novelty lies in the introduction of probabilities to represent gene states and gene–transcription 
factor interactions. For example, the probability of gene A being ON when the regulating transcription 
factor B is OFF is given by P(A = 1|B = 0); similarly P(A = 1|B = 1) gives the probability of A being ON 
when B is ON. The relationship between TF and target gene is then quantified using microarray data. 
Using this interaction data, we can model the effect of perturbations to the regulatory network using 
PROM. To predict the effect of a transcription factor knockout on a gene A, which is the probability P(A = 
1|B = 0), we estimate the number of microarray samples where the target gene A is ON when the 
transcription factor B is OFF. If the data set is large enough, we can get a robust estimate of the 
probability for the interaction. So, if the probability associated with a gene being ON is 0.8, then we 
estimate that in 80% of the samples we find the gene to be ON, and 20% of the samples it is OFF or not 
expressed. To model the effect of the knockout at the genome scale, the states of all its target genes are 
determined. These probabilities are then used to constrain the fluxes through the reactions controlled by 
the target genes. For the example discussed above, the flux through the reaction regulated by gene A 
would not exceed the maximum flux possible through the reaction (Vmax) if it is ON, and would be zero 
when it's OFF. Hence on average, the maximum flux through the reaction in the population would be 
0.8×Vmax or in general, the upper bound for the flux is p× Vmax, where p is the probability of the gene being 
ON. The systemic reaction Vmax is estimated by Flux Variability Analysis (FVA) (Mahadevan and Schilling 
2003) (Supplementary text 1) on the unregulated metabolic model. To account for other factors that may 
affect enzyme activity such as translational, post-translational and metabolite interactions, we use an 
approach analogous to Shlomi et al (Shlomi, Cabili et al. 2008) and use these constraints as cues to 
determine the most likely flux through a particular enzyme. Unlike thermodynamic or environmental 
constraints that cannot be violated, the regulatory constraints are ‘soft’ constraints, so the system can 
exceed these constraints to maximize growth, but with a penalty.  Following this procedure, we arrive at 
an optimal model, which satisfies most or all of the regulatory constraints.  (Figure 2.1 and 2.2)  
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Figure 2.1: Overview of the process to integrate metabolic and regulatory networks using PROM. 
The metabolic network is represented using a stoichiometric matrix and regulatory interactions are 
represented as probabilities. The Transcription factor (TF) states are determined based on environmental 
conditions; the state of TF is then used to determine the ON/OFF state of the target genes based on 
probabilities estimated from microarray data. The probabilities are then used to constrain the fluxes 
through the metabolic network. 
 
Once the constraints are set, the optimal growth of the regulated network is determined by solving a 
linear optimization problem as in FBA (Kauffman, Prakash et al. 2003). Briefly, constraint-based analysis 
involves solving the linear optimization problem - 
max w
T
v 
subject to constraints  
S.v = 0 
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where S is the stoichiometric matrix, v is a flux vector representing a particular flux configuration, w
T
v is 
the linear objective function, and lb,ub are vectors containing the minimum and maximum fluxes through 
each reaction. PROM finds a flux distribution that satisfies the same constraints as FBA plus additional 
constraints due to the transcriptional regulation -    
min (κ.α + κ.β) 
subject to constraints  
                
      
lb’ = Vmin*P or ub’ = Vmax*P 
where lb' and ub' are constraints based on transcriptional regulation and are estimated based on the 
probabilities. Vmax and Vmin are the systemic maximum and minimum fluxes through a reaction and are 
determined using Flux Variability Analysis (FVA)(Mahadevan and Schilling 2003), α,β are positive 
constants which represent deviation from those constraints and κ represents the penalty for such 
deviations. The higher the value of κ, the greater is the constraint on the system based on transcriptional 
regulation.  For values of κ significantly greater than 1, the regulatory constraints become ‘hard’, and for 
values less than 0.1 they become less pronounced (supplementary figure 4). We have chosen a κ value 
of 1 for all our simulations as it represents a tradeoff between the two extremes. The optimization problem 
was solved using the GNU Linear Programming Kit (GLPK) solver.  
The probabilistic framework used in PROM has many other advantages to model regulation, apart from 
the fact that it can be readily learned from high throughput data. The first is the ability to cope with 
uncertainty inherently present in biological systems (Elowitz, Levine et al. 2002) - both intrinsic - at the 
level of gene expression and extrinsic - due to other components in the cell resulting in cell-cell variation 
even in isogenic populations (Spudich and Koshland 1976). Hence no two sets of biological 
measurements are identical, and by considering genes to be completely ON or OFF, we ignore these 
variations. By using a metric to quantify the interactions, we indirectly account for the presence of noise in 
the data and in the cell. 
Unlike in RFBA where the gene can only be completely ON or OFF, in PROM the gene state can take 
intermediate values. So for a gene A with multiple TFs B, C and D we could have P(A = 1|B = 1) = 0.3, 
P(A = 1|C = 1) = 0.5 and P(A = 1|D = 1) = 0.8. The use of probabilities would thus enable the model to 
differentiate between a strong regulator and a weak one, and the relative influence of each TF on the 
target can be modeled.  
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PROM’s implementation of probabilities, constraint based analysis, and ON/OFF formalism also 
precludes the need for knowing individual enzyme parameters like maximum velocity (Vmax) and kinetic 
constants. In both RFBA and PROM, the maximum flux through a reaction is determined by the topology 
of the network and no additional parameters are needed for metabolic modeling. Nonetheless, additional 
constraints can be incorporated into the model when available.  
An added advantage of the use of probabilistic ON/OFF formalism is that it does not assume that mRNA 
levels and enzyme levels are directly correlated. That is, a change in expression does not result in a 
proportional change in flux or the flux bounds. Instead, PROM considers only changes in gene expression 
that turn the activity of the enzyme ON or OFF.  If the mRNA coding for a particular protein is absent, then 
it is reasonable to assume that the protein is also not present in the cell.   Also, the model does not 
restrict the flux state to be perfectly correlated with the ON/OFF probabilities as well.  They are used only 
used as cues to determine the most likely upper bound on the system. Since they are just bounds, the 
optimal flux level could be well below the bounds and in our case, since the bounds are soft, they could to 
some extent be  higher as well. Given the limited knowledge we have on the state of various other factors 
that affect enzyme activity, using gene expression would be a powerful constraint on the system. We 
demonstrate using PROM that we can predict phenotypes qualitatively and quantitatively by applying 
regulatory constraints on the metabolic network derived from microarrays. 
 
 
Figure 2.2: Comparison between PROM (bottom) and RFBA (top). A perturbation to a TF results in 
alteration in expression of its target genes. These are then mapped onto the metabolic network. 
Depending on the gene state, the fluxes through the reactions are constrained and the optimal growth 
rate is determined using FBA. In PROM, the constraints based on gene expression are used as cues to 
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obtain the optimal flux state, whereas in RFBA, genes and fluxes can only have two states (ON/OFF). 
Further, PROM’s automated inference of interactions and probabilistic formalism enables it to create 
comprehensive models. 
Results and Discussion 
Comparison with RFBA: PROM’s automated quantification of interactions is more accurate than 
manual curation in predicting phenotypes 
We compared PROM's ability to predict the growth phenotypes of TF knock out against RFBA using data 
from (Covert, Knight et al. 2004), where they predict growth phenotypes from the ASAP (A Systematic 
Annotation Package for community analysis of genomes) database (Glasner, Liss et al. 2003). Since both 
SRFBA and RFBA models use the same Boolean network, we expect them to give the same phenotype 
results. The ASAP database has growth phenotypes of several E. coli gene knockouts under various 
conditions. From the database, we identified 15 TFs whose phenotypes were measured under 125 
different growth conditions. PROM was more accurate than RFBA in predicting these growth phenotypes. 
The predictions made by both the models were nearly identical except in the phenotypes involving the TF 
knock out – ilvY. RFBA predicted the phenotype to be lethal in all the 125 conditions where the gene ilvY 
was knocked out, PROM predicted it to be lethal in 33 cases, while in fact it was lethal in 56 cases. 
PROM's prediction was closer to the actual value than RFBA's. Overall, RFBA had an accuracy of 82.5% 
while PROM had an accuracy of 85% in predicting phenotypes (Table 2.2). The difference in accuracy 
stems from the "strict" regulatory rules in RFBA where genes can only be considered completely ON or 
OFF within the population. Because of this rigid way of determining the gene state, RFBA wrongly 
predicts some knockouts to be lethal or vice versa. PROM on the other hand is softer than RFBA, yet 
sensitive enough to identify sub-optimal and lethal knockouts. This is exemplified in the TF knockout 
discussed above where RFBA predicted the phenotype to be lethal in all the conditions while PROM more 
accurately predicted it to be lethal only in a subset of the conditions. Figure 2.3 and Supplementary 
Figure 1 contains the phenotype predictions by both RFBA and PROM on all knockouts and discusses 
other minor differences between the two models. 
PROM’s accuracy in comparison to RFBA is highly significant, given that PROM computationally 
quantified the interactions using high throughput data while the Boolean rules for RFBA were constructed 
through detailed manual curation of literature. We also compared our results using the same metabolic 
model used by (Covert, Knight et al. 2004)(ijr904) and found that PROM outperformed RFBA using the 
older model as well (supplementary figure 1). The same parameters were used for prediction of 
knockouts for both RFBA and PROM to ensure fair comparisons. The only additional interactions added 
to the E. coli PROM model were those with metabolites in the environment. These were identical to those 
reported in the Covert et al RFBA model (Covert, Knight et al. 2004), and were included because these 
interactions would play a major role when simulating the effect of various growth conditions.  
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Figure 2.3: Comparison with RFBA: Genome-scale deletion phenotype prediction in E. coli. This 
figure has the phenotype predictions by PROM in the ASAP database along with the predictions by RFBA 
for a subset of the 125 conditions used for analysis. (for a full list of predictions see the supplement of 
Chandrasekaran and Price, PNAS, 2010). As mentioned in the text, the models primarily differed in their 
prediction for the TF ilvY. RFBA and PROM also differed in their prediction for growth in glycine.  PROM 
predicted the growth rate to be slightly higher than the cut-off for lethal phenotypes in all the conditions. 
Experimentally, the glycine growth OD was also found to very close to negative control OD. This 
difference in prediction could just be an artifact of the cut-off used to determine the viability of a 
phenotype based on OD or the threshold used to determine lethal phenotypes in PROM. For all other 
mispredictions common to both RFBA and PROM, these occurred either due to an incomplete metabolic 
model or due to incorrect metabolite-gene interaction data. These are discussed in Covert et al. 
Quantitative Phenotype Prediction in E. coli  
Since PROM enables continuous restriction of flux, it can also be used to predict growth phenotypes 
quantitatively. We used quantitative growth rate data from (Covert, Knight et al. 2004), where six strains 
with knockouts of key transcriptional regulators in the oxygen response (ΔarcA, ΔappY, Δfnr, ΔoxyR, 
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ΔsoxS and the double knockout ΔarcAΔfnr) were constructed and growth rates were measured in aerobic 
and anaerobic glucose minimal medium conditions. PROM predicted the growth rates of the 14 knockout 
phenotypes accurately with a correlation coefficient of 0.95. (p-value < 1E-3; Table 2.1). This correlation 
is the same as was achieved by a second iteration of building the RFBA model (Covert, Knight et al. 
2004) that was updated specifically to improve predictive power for these sets of TF knockouts. Our 
results are hence extremely significant given the scale of the problem – we are predicting perturbations in 
the TRN and its effect on a different system - the metabolic network based on automated quantification of 
interactions using high-throughput data.  
Growth rate prediction by PROM 
Culture Actual PROM 
WT + O2 0.71 0.7382 
WT - O2 0.49 0.385 
ΔarcA + O2 0.69 0.7651 
ΔarcA - O2 0.38 0.3224 
Δfnr + O2 0.63 0.5635 
Δfnr - O2 0.41 0.2181 
Δfnr/ΔarcA + O2 0.65 0.6596 
Δfnr/ΔarcA - O2 0.3 0.204 
ΔappY + O2 0.64 0.7152 
ΔappY - O2 0.48 0.3287 
ΔoxyR + O2 0.64 0.7876 
ΔoxyR - O2 0.48 0.3287 
ΔsoxS + O2 0.72 0.7687 
ΔsoxS - O2 0.46 0.379 
 
Table 2.1: Growth rate predicted by PROM in 16 phenotype conditions. Growth rates and uptake 
rates from Covert et al 2004. PROM predicted the growth rates with a correlation coefficient of 0.95. 
PROM helps create comprehensive genome-scale cellular network models 
The critical advance of PROM is that, not only does it show equivalent or improved accuracy, but it 
utilizes high throughput data and thus can be used to construct much more comprehensive models. In 
this case, the PROM model for E. coli had 136 TFs regulating 708 metabolic genes through 1773 
interactions while the RFBA model had 104 TFs regulating 479 metabolic genes through 724 interactions. 
While it is certainly true that a larger RFBA model could be manually reconstructed now from additionally 
generated data, the PROM approach is appealing because of its derivation from high-throughput data – 
 
 
22 
allowing for the rapid reconstruction of integrated metabolic-regulatory networks for a broader range of 
organisms.  Although the regulatory data used from RegulonDB were high-confidence interactions, we 
demonstrate in the subsequent modeling of M. tuberculosis that the algorithm performs well even with 
noisy or statistically inferred interactions. 
 
Figure 2.4: Comparison between PROM and RFBA. Using PROM, integrated regulatory-metabolic 
networks for the model organism Escherichia coli was constructed and we predicted the growth 
phenotypes of 15 TF knockouts in 125 different growth conditions with 85% accuracy. Note that PROM 
based on automated inference is as accurate as the manually curated RFBA model.  
Integrative Modeling in Mycobacterium tuberculosis H37Rv using PROM 
Tuberculosis is a major cause of death in the third world (Dye 2006), yet much remains to be learned 
about this pathogen especially with respect to its regulatory and metabolic networks. PROM helps to 
expand our knowledge about this organism by integrating various high throughput data and can 
potentially determine the functions of less-studied genes and gene networks and the impact of perturbing 
those on global metabolism. We used PROM to build the first genome scale integrated metabolic-
regulatory network for M. tuberculosis. The regulatory data for M. tuberculosis was compiled by Balazsi et 
al (Balazsi, Heath et al. 2008) using gene regulatory interactions in databases such as MTbreglist 
(Jacques, Gervais et al. 2005), interactions documented in the literature, and enlarged this core network 
to include gene pairs that have orthologs with confirmed relationship in E. coli. This is the largest 
Transcriptional Regulatory network of M. tuberculosis that has been assembled to date, comprising 
approximately 20% of its genome. For estimating probabilities between regulators and metabolic genes, 
we use the gene expression data consisting of 437 whole-genome microarrays of M. tuberculosis H37Rv 
measuring the effects of 75 different drugs (Boshoff, Myers et al. 2004).  
Using this model, we demonstrate the various capabilities of the PROM algorithm. Specifically, we show 
that PROM can make accurate predictions of cellular phenotype, identify functions of less studied 
regulatory genes and discover alternate drug targets. We systematically knocked out all the TFs in M. 
tuberculosis that regulate metabolic genes and their phenotypes were predicted using PROM. We 
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compared the prediction phenotypes with the results obtained by Sassetti et al (Sassetti, Boyd et al. 
2003), Gao et al (Gao, Kripke et al. 2005) and Lamichhane et al (Lamichhane, Zignol et al. 2003). The 
Sassetti et al data set identifies genes needed for optimal growth of M. tuberculosis strain H37Rv in vitro 
using transposon site hybridization (TraSH) mutagenesis. The data by Gao et al contains a set of genes 
that are consistently expressed under different growth conditions and the Lamichhane et al data set has 
genes that were found to be inessential or dispensable for growth using random mutagenesis. There was 
less than 30% overlap between the Gao et al and Sassetti et al data suggesting that both studies were 
not comprehensive enough to identify all the essential genes. We use the term 'essential' to denote the 
genes that are needed for optimal growth, as determined by these experimental studies. Also, we did not 
include the genes that were needed for in vivo growth as the growth conditions inside the human body (in 
vivo) would be very different from the ones simulated by our model.  
Genome-scale in silico phenotype prediction in M. tuberculosis 
PROM correctly predicted the phenotypes of 23 of the 24 TF knockouts for which data was available and 
identified 5 of the 6 TFs that are required for optimal growth in the model (Supplementary Table 1). The 
gene KdpE which was mispredicted by PROM to be inessential regulates the cell’s turgor pressure and its 
knockout phenotype could not be predicted correctly by the model. Since PROM predicts phenotypes 
based on a gene’s effect on metabolism, it cannot determine correctly the phenotypes of genes with 
major non-metabolic functions. As these genes were also found to regulate some metabolic genes by 
Balazsi et al, they were included in the integrated model.  
PROM also predicted 6 other TF knockouts to be suboptimal (Table 2.2 and Supplementary Table 1). 
These genes were not found to be essential for optimal growth by Gao et al and Sassetti et al, yet, they 
were not found to be inessential by Lamichhane et al either. As all the three data sets were not 
exhaustive and had little overlap, we considered these 6 genes to be candidate essential genes. The 
orthologs of some of the genes - ArgR, lrp/AsnC, SigH were also found to be essential for growth in well 
studied organisms like E. coli and B.subtilis using the Database of Essential Genes (Zhang and Lin 
2009), which further supports our results. The overall accuracy of the model was 95%. Table 2.2 and 2.3 
summarizes the model results in M. tuberculosis. 
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Table 2.2: PROM Model for M.tuberculosis: PROM predicted growth phenotypes in M. tuberculosis with 
95% accuracy; the incorrect prediction is highlighted in orange 
Despite the lack of complete biological knowledge about M. tuberculosis, PROM was still able to predict 
the phenotypes with relatively high accuracy. For comparison, a similar study (Jamshidi and Palsson 
2007) using the metabolic model alone predicted phenotypes of metabolic gene knockouts and they 
reported an accuracy of only 55%. So, the predictive power of PROM is highly significant, although clearly 
much more knowledge about the integrated metabolic-regulatory networks in M. tuberculosis is needed to 
expand the model to achieve the comprehensiveness observed in E. coli. A reason for the higher 
accuracy of the integrated model despite using the same metabolic network used in the previous study is 
TF
Predicted 
Growth rate
Comments
dnaA 0.03
Essential
Rv0485 0.042
crp 0.03
sigD 0.05
kdpE 0.052
ideR 0.038
Rv1395 0.028
Candidate 
Essential
argR 0.047
sigC 0.024
sigH 0.05
lrpA 0.032
Rv3575c 0.026
oxyS 0.052
nadR 0.052
hspR 0.052
regX3 0.052
Rv0586 0.052
narL 0.052
sigE 0.052
furA 0.052
Non Essential
Rv1931c 0.052
furB 0.052
lexA 0.052
pknK 0.052
dosR 0.052
birA 0.052
sigF 0.052
kstR 0.052
cyp143 0.052
embR 0.052
E. coli M. tb
Metabolic
Reactions
2382 1028
Regulatory 
Interactions
1773 218
Microarrays 907 437
Total Genes in 
the model
1400 691
Accuracy % 85 97
Sensitivity % 70 83
Specificity % 91 100
0
0.2
0.4
0.6
0.8
1
0.2 0.4 0.6 0.8
Predicted Vs Actual Growth rate
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the fact that most regulators in our analysis control pathways that are well studied and the metabolic 
model had high accuracy predicting those pathways.  
 E. coli M. tb 
Metabolic Model IAF1260 iNJ661 
Metabolic 
Reactions 
2382 1028 
Regulatory data RegulonDB 
Balazsi et 
al  (20) 
Regulatory 
Interactions 
1773 218 
Microarrays 907 437 
Total Genes in the 
model 
1400 691 
Validation Data 
set 
1875 growth 
phenotypes 
30 TF 
knockout 
Accuracy % 85 95 
Sensitivity % 70 83 
Specificity % 91 100 
 
Table 2.3: Model Features and accuracy in predicting knockout phenotypes in each organism. 
Modeling prior knowledge 
 Microarrays are a powerful tool for identifying regulatory interactions, yet not all interactions can be 
inferred or quantified using them. Other techniques such as chip-chip or knock out assays can detect 
additional interactions. Since regulatory interactions used in our study were identified using a large set of 
expression arrays, chromatin immunoprecipitation (ChIP-Chip), or a combination of these and other high-
throughput methods (Salgado, Gama-Castro et al. 2004; Balazsi, Heath et al. 2008), some of the 
incorrect predictions by PROM in the genome scale phenotype prediction analysis might be attributed to 
those interactions that could not be properly quantified using the available microarray data. For this 
reason, PROM allows the user to add interactions based on prior knowledge in to the model with defined 
probabilities. For example, the M. tuberculosis model could be simulated by assigning a user-defined 
probability of 0 or 1 for all interactions in the model that were based on strong literature evidence. This 
type of addition forces the model to set the genes to be completely ON or OFF for those interactions with 
strong literature evidence and uses microarrays to determine the probability for the rest. The modified 
model was able to identify all essential genes except kdpE, and was almost as accurate as the original 
model where all interactions were estimated using microarrays (Supplementary Table 2). PROM thus 
allows users to add high confidence interactions into the model based on prior knowledge. Further, this 
approach can also be used for model refinement. We can add new interactions and check their validity 
with experiments. The discrepancies with actual data will help to further refine the model and generate 
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new hypotheses. PROM thus provides the opportunity to not only integrate data from various sources but 
also the ability to test hypotheses.  
Predicting Drug Targets using PROM 
Transcription factors interact with several genes and are major hubs in cellular networks. By targeting 
these highly connected hubs it is possible to perturb the entire cellular network and cause cell death. A 
drug that targets the gene Rv0485 would also affect its regulatory targets – glmU, glmS and nagA, which 
were all found to be essential by (Sassetti, Boyd et al. 2003). Additional targets could be those TFs 
whose knockouts were predicted to be sub-optimal like Rv3575c, Rv3291c, Rv1395 and argR. These 
genes along with those that were found to be essential could be targeted for treatment. Among the drug 
targets in the dataset identified based on essentiality in M. tuberculosis, PROM identified 5 of the 6 
candidate TF drug targets (hypergeometric test p value = 0.0004). Similarly, it detected 7 of the 10 
candidate drug targets based on essentiality in E. coli or M. tuberculosis (hypergeometric p-value - 0.01). 
Overall, out of the 11 predicted essential genes by PROM, 7 of them were drug targets, which is highly 
significant (p-value - 0.01) in comparison with the background where only 10 of the 30 genes in the model 
were drug targets. Although we already know the essentiality of some of these genes through 
experimental evidence, PROM could theoretically be used to determine candidate essential genes 
missed by these methods and also for other pathogens with comparatively little experimental data.  
PROM for Functional Annotation 
PROM can also help determine the functions of less-studied genes. Two genes  Rv0485 and Rv3575c, 
do not have significant functional annotation in the Tuberculist database (Camus, Pryor et al. 2002).  
Their functions have been inferred based on sequence alignment as transcriptional regulators. Using 
PROM, we find that the protein Rv3575c likely regulates enzymes involved in nucleotide biosynthesis and 
glycine/serine metabolism. In silico knockout of this regulator led to a 50% reduction in growth rate and to 
altered flux changes in amino acid and nucleotide metabolism. The protein Rv0485, based on the 
regulatory data, controls enzymes involved in membrane biosynthesis. It could also serve as a potential 
drug target, as most drugs target membrane biosynthesis in microbes (Walsh 2000). Perturbation to this 
protein caused a reduction in growth rate of 20%. Figure 1 in Supplementary Figure 2 displays the 
metabolic networks regulated by Rv0485 and Rv3575c. Even though we can infer the predicted function 
of these genes through in vitro binding studies, we cannot be sure if these interactions really occur in 
vivo. Further, even if we do have conclusive evidence that a TF regulates an enzyme, alteration in the 
activity or expression of that enzyme might not have a significant effect on the cell’s metabolism. The 
metabolic network is known to be robust to perturbations, and changes at the transcriptional level may not 
be translated to flux responses at the metabolic network level. For example, the regulator regX3 was 
predicted to regulate the phosphate transporter phoT. The probability quantified using microarray data for 
the phoT gene to be ON when regX3 was OFF was found to 0.53.  Yet, at the metabolic level, this did not 
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have any impact on the growth rate suggesting that there is an alternate route for phosphate to enter the 
cell and perturbing the TF does not have any significant effect on metabolism. This could not have been 
inferred if we had used only the binding data for regX3, which could have suggested that the TF has a 
significant impact on phosphate metabolism. Thus, PROM adds value by being able to discriminate 
between expression changes that are likely to matter for metabolic phenotype and those that are not. This 
also highlights the fact that the flux response predicted by PROM is not correlated with gene expression 
or the probabilities directly. 
Conclusion 
In summary, we have created a new approach for integrating transcriptional regulatory and metabolic 
networks called Probabilistic Regulation of Metabolism or PROM. In this study, we use the PROM 
algorithm first to successfully integrate the metabolic and transcriptional regulatory networks of E. coli, 
demonstrating that our method shows improved accuracy over the current state of the art, and, most 
importantly, it greatly increases the comprehensiveness of the integrated regulatory-metabolic model 
through the automated integration of high-throughput data.  The (mostly) automated reconstruction of 
integrated metabolic-regulatory networks is critically important to harnessing the exponentially increasing 
amount of genomics and transcriptomics data to form quantitative, testable models that elucidate the 
genotype to phenotype relationship.  The PROM method can be extended easily to any organism where 
significant microarray experiments have been run. As a proof of concept, we used it to construct the first 
genome scale integrated regulatory-metabolic model for the critically important human pathogen M. 
tuberculosis. We demonstrated PROM's ability to model the effect of perturbations to transcriptional 
regulators and subsequently used it to predict microbial growth phenotypes under various environmental 
conditions. PROM can also identify putative functions of less annotated genes and, importantly, help 
discover alternate drug targets for therapy.  
METHODS 
For each transcription factor–target pair, the probability of activation was calculated from RMA normalized 
microarray data. Regulatory interactions not involving metabolic genes were not included in our models, 
resulting in a final regulatory model for M. tuberculosis with 218 TF-gene interactions and an E. coli model 
with 1773 TF-gene interactions. These interactions were then screened for false positives and condition-
specific interactions using the Kolmogorov - Smirnov statistic (Young 1977)(supplementary text 1) and 
only significant interactions (p value < 0.05) were retained.  The interactions were quantified using several 
hundred gene expression arrays (904 for E. coli and 437 for M. tuberculosis) obtained from Many 
Microbes Database (Faith, Driscoll et al. 2008) and Gene Expression Omnibus (GEO) (Edgar, 
Domrachev et al. 2002).   The microarrays were chosen in such a way as to maximize the number of 
conditions under which gene expression is measured while reducing array platform induced variations, 
resulting in accurate quantification of TF-target interactions (supplementary text 1). The metabolic data is 
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represented in silico in the form of a stoichiometric matrix, where every column corresponds to a reaction 
and every row corresponds to a metabolite. The stoichiometric matrix thus contains both chemical and 
topological information. 
Flux Variability Analysis (FVA) is used to determine the range of allowable fluxes in the optimal solutions 
of a constraint-based analysis problem. Using FVA, we can determine the minimum and maximum 
possible flux through a reaction for a given optimal growth rate. The Kolmogorov–Smirnov test [12] is a 
nonparametric test for the equality of continuous, one-dimensional probability distributions that can be 
used to compare a sample with a reference probability distribution, or to compare two separate samples. 
The Kolmogorov-Smirnov test is used to check how much two of our expression profiles (described in the 
methods section) differ when compared to each other.  The null hypothesis is that the two datasets are 
from the same distribution, whereas the alternative hypothesis is that they are from different continuous 
distributions. The Kolmogorov–Smirnov test has the advantage of making no assumption about the 
distribution of data. The method is used to select only those pairs of transcription factors and targets for 
which the target’s expression changes significantly with respect to the transcription factor state. 
The purpose of using microarrays in PROM is to quantify the relationship between TFs and targets.  This 
can be done only if we study their relationship in as many conditions as possible. If we were to use 
microarrays from a particular condition alone, then we will not be able to see any change in the 
expression of TFs and targets and therefore we cannot learn or quantify their relationship. Faith et al (1) 
found that profiling gene expression in diverse environmental conditions relevant to an organism’s life 
cycle as the most efficient strategy to systematically map transcriptional regulatory networks in microbes. 
The more diverse the array data is, the more accurate is the interaction quantified. Further, PROM 
performs bottom-up integrative modeling of networks. We do not use the array information directly to set 
the bounds on the enzyme.  PROM is thus not a top-down empirical reconstruction method based on 
expression level of enzymes, but a bottom-up approach based on biologically relevant TF- enzyme 
relationship. If we were to perform a top-down reconstruction, then the ideal strategy would be to use 
microarrays from a particular condition and set the enzyme states. This would be nearly impossible 
except for a few growth conditions (like aerobic growth in glucose, MOPS media etc). All other conditions 
would have hardly one or two microarrays if available. Although some microarray experiments might have 
redundant information, it definitely adds more value to learn from as many diverse conditions as possible 
to quantify the relationships. This is the reason for chosing the large compendium of microarrays. Further, 
to avoid biases due to platform specific variations, we used arrays from the same platform.  Our E. coli 
compendium thus comprises of 900+ arrays of the same platform. The same applies for M.tuberculosis – 
all the arrays are of the same platform. 
 For determining ON/OFF states of a gene, the data was binarized with respect to a fixed low value 
threshold for all genes similar to the method by Becker and Palsson (Becker and Palsson 2008). Gene 
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expression values less than a threshold (supplementary figure 7) were considered to be OFF and the 
remaining values were set to ON. We then estimate the number of times the target state is ON or OFF for 
each TF state. For example, P(target = ON|TF = OFF) would be  
                  
       
 
where N is the number of times the event is observed. Furthermore, for cases where the probability of 
interaction cannot be estimated using microarray data, either due to unavailability of expression, or if the 
gene was ON or OFF in all the conditions, we set the probability to a default value of 1. A value of 1 
implies that the bound for the reaction would not be adjusted and the flux bound would be Vmax, the same 
as an unregulated model, whereas if the probability is set to zero, the reaction is considered to be OFF. 
Supplementary figure 4 shows the distribution of the probabilities in E. coli for target genes when their 
corresponding regulator was turned OFF. For turning a reaction OFF, the bounds for the reaction were 
set to a low value (10
-6
). TF knockouts were predicted to be lethal using the method of Shlomi et al 
(Shlomi, Berkman et al. 2005). If the respective prediction of the mutated organism's maximal growth rate 
was less than 5% of the wild type's growth rate, it was considered as lethal. Changing the threshold did 
not alter the accuracy of the model significantly, suggesting that there is a clear demarcation between 
lethal and non-lethal knockouts (Supplementary figure 3 and 5). Any knockout that resulted in a growth 
rate lower than the wild type was considered to be suboptimal (Supplementary figure 6). All simulations 
were performed in MATLAB.  
The COBRA toolbox (Becker, Feist et al. 2007) was used to load and optimize the metabolic model. The 
PROM algorithm is available for download at the author's website- 
http://price.systemsbiology.net/downloads.php. 
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Chapter 3:  Metabolic Constraint-based Refinement of Transcriptional Regulatory 
Networks 
 
 
Abstract 
   Transcriptional regulation plays a key role in controlling cellular metabolism. Genome-scale in silico 
models integrating transcriptional regulatory networks (TRNs) with metabolic networks enable the 
prediction of metabolic phenotypes from transcriptional perturbations. However, the inverse problem of 
utilizing downstream growth phenotypes to inform regulatory network reconstruction is an unmet 
challenge. Current efforts to reconstruct TRNs focus primarily on proximal data such as gene co-
expression and transcription factor (TF) binding. While such approaches enable rapid reconstruction of 
TRNs, the overwhelming combinatorics of possible networks limits identification of mechanistic regulatory 
interactions. Here, we present our approach Gene Expression and Metabolism Integrated for Network 
Inference (GEMINI) that links a compendium of candidate regulatory interactions with the metabolic 
network to predict their systems-level effect on growth phenotypes.  We then compare predictions with 
experimental phenotype data to select phenotype-consistent regulatory interactions. GEMINI outputs a 
regulatory network that is simultaneously consistent with the input genome-scale metabolic network 
model, gene expression data, and TF knockout phenotypes. GEMINI preferentially recalls gold-standard 
interactions (p-value = 10
-172
), significantly better than using gene expression alone. We applied GEMINI 
to create an integrated metabolic-regulatory network model for Saccharomyces cerevisiae involving 
25,000 regulatory interactions controlling 1597 metabolic reactions. The model quantitatively predicts TF 
knockout phenotypes in new conditions (p-value = 10
-14
) and revealed potential condition-specific 
regulatory mechanisms. Our results suggest that a metabolic constraint-based approach can be 
successfully used to help reconstruct TRNs from high-throughput data, and highlights the potential of 
using a biochemically-detailed mechanistic framework to integrate and reconcile inconsistencies across 
different data-types.  
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Introduction 
The inference of transcriptional regulatory networks (TRNs) from high-throughput data is a central 
challenge in systems biology. TRN models provide a mechanistic framework for describing interactions 
between transcription factors and their target genes. Cellular phenotypes are influenced by the differential 
activity of these networks, and reconstructing the regulatory network enables one to understand the 
underlying molecular processes that cause phenotypic changes and better predict the response of a cell 
to an external perturbation.   
Current network inference algorithms enable rapid reconstruction of TRNs by utilizing high-throughput 
data such as protein-DNA binding, DNA sequence or gene expression (Friedman et al. 2000; Harbison et 
al. 2004; Basso et al. 2005; Bansal et al. 2007; Bonneau et al. 2007; Faith et al. 2007; Rodionov 2007; 
Babu et al. 2009; Roy et al. 2010; Chandrasekaran et al. 2011; Marbach et al. 2012a; Marbach et al. 
2012b). However, the overwhelming number of possible regulatory interactions between thousands of 
genes and transcriptional regulators in a cell—combined with the complex and dynamic nature of these 
interactions—limits the success of these inference approaches (Bonneau 2008; Fendt et al. 2010; 
Marbach et al. 2012a). Recent analyses in Saccharomyces cerevisiae (baker’s yeast) have shown that 
even though there are a multitude of predicted interactions, very few have a functional effect on the 
pathway activity or the metabolic flux distributions (Hu et al. 2007; Fendt et al. 2010). Furthermore, a 
large-scale comparative study of expression-based network inference algorithms found poor performance 
in yeast (Marbach et al. 2012a). One reason for this is that a connection to a growth or metabolic 
phenotype is missing during the inference process, making it difficult to assess the plausibility of the 
predicted interactions in a systems context. Connecting TRN inference to the phenotype data can lead to 
a more seamless connection between genomic measurements and phenotype.  
We hypothesized that integrating regulatory interactions with metabolic networks would make it 
possible to more directly connect the regulatory interactions with their downstream phenotype, and thus 
allow us to use a broader range of data for network curation. Genome-scale models of metabolic 
networks have been constructed using growth phenotype data for a wide range of organisms, and these 
models accurately predict the response of the cell to environmental and genetic perturbations (Covert et 
al. 2004; Price et al. 2004; Herrgard et al. 2006; Lewis et al. 2012).  These models explicitly represent the 
mechanistic relationships between genes, proteins, and the chemical inter-conversion of metabolites 
within a biological system. The success of this integration would then allow the utilization of large-scale 
phenotypic data, which are commonly used to curate metabolic networks (Feist et al. 2009; Kumar and 
Maranas 2009; Lewis et al. 2012), to also refine regulatory interactions.  
To enable the concurrent analysis of transcriptional regulation and metabolism, we recently developed 
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the Probabilistic Regulation of Metabolism (PROM) approach for integrating biochemical networks with 
TRNs in an automated fashion (Chandrasekaran and Price 2010). We used PROM to demonstrate that 
phenotypic states can be predicted from the combined TRN and metabolic network models. PROM takes 
in a genome-scale metabolic network model, a regulatory network structure consisting of TFs and their 
targets, and gene expression data across different conditions, as inputs to predict the phenotypic 
outcome of transcriptional perturbations.  
PROM solves the forward problem of combining disparate networks to predict phenotype (e.g., flux and 
growth rates). In the work described herein, we iteratively use PROM to aid in solving the more 
challenging inverse problem (Brenner 2010)—guiding TRN structure prediction using the metabolic 
network and the emergent phenotype measurements. In doing so, our new method serves as a tool to 
refine the inferred TRN and improve the predictive power of the integrated network models.  
This new approach, Gene Expression and Metabolism Integrated for Network Inference (GEMINI), 
discerns functional regulatory interactions in high-throughput data by taking advantage of PROM, the 
growing amount of information in phenotype databases, and the observation by Barrett et al. (Barrett et 
al. 2005) that only a fraction of functional regulatory network states are compatible with a viable metabolic 
network. GEMINI produces a regulatory network state that is simultaneously consistent with observed 
gene knockout phenotypes, gene expression data, and the corresponding metabolic network state. While 
there have been approaches to model the constraints imposed by regulation and signaling networks on 
metabolism (Covert et al. 2004; Lee et al. 2008; Shlomi et al. 2008; Chandrasekaran and Price 2010) or 
to readjust manually curated regulatory rules based on metabolism (Covert et al. 2004; Barua et al. 
2010), no method thus far have utilized metabolic constraints to refine high-throughput interaction data as 
GEMINI does.  
Here we describe the GEMINI approach and then test it by building a genome-scale integrated model 
for yeast. We compare the refined network model across various high-throughput data sets, and 
demonstrate that GEMINI effectively recalls known mechanistic interactions. We then iteratively expand 
and refine the integrated model using published genome-wide chromatin immunoprecipitation, TF 
knockout gene expression and binding-site-motif data sets, and show the ability of our integrated 
metabolic and regulatory network model to predict growth phenotypes of transcription factor knockout 
strains in new conditions. We also use GEMINI to identify potential condition-specific interactions and 
post-transcriptional regulatory mechanisms in S. cerevisae. 
Results  
Overview of the GEMINI Approach for Identifying Phenotype-Consistent Interactions  
GEMINI takes in a draft regulatory network and integrates it with the corresponding metabolic network 
and gene expression data using PROM. PROM uses conditional probabilities, viz. the probability of a 
given gene being ON or OFF when the regulating transcription factor is ON or OFF, to represent gene 
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states and gene–transcription factor interactions. The ON/OFF state of the TFs is then used to determine 
the likelihood of an ON/OFF state of the target genes based on the probabilities estimated from 
microarray data. PROM then utilizes the Gene-Protein-Reaction (GPR) relationships present in the 
metabolic network models to connect the regulatory targets to the corresponding metabolic reactions. The 
GPRs take into account the presence of isozymes or multi-gene/multi-subunit complexes that may be 
involved in catalyzing each metabolic reaction. The probabilities are then used to constrain the fluxes 
through the metabolic network (detailed below), and an optimal state of the network that satisfies 
topological and transcriptional constraints is determined.   
Using this integrated metabolic-regulatory network, PROM can simulate metabolic phenotypes under 
different conditions using Flux Balance Analysis (FBA)(Orth et al. 2010). FBA identifies the optimal state 
of the metabolic network that would allow the system to achieve a particular objective, typically the 
maximization of an organism’s growth rate or biomass production. Mathematically, FBA is framed as a 
linear programming problem:  
 
maximize           (the cellular objective)   
subject to: ∑               (stoichiometric constraints) 
     
 
               (Reaction capacity, measured flux, or thermodynamic  
constraints) 
where i is the set of metabolites, j the set of reactions in the network, Sij is the stoichiometric matrix, cj 
designates the objective function (the cellular growth rate in this case) and vj is the flux through reaction j. 
PROM finds a flux distribution that satisfies these physico-chemical constraints plus additional constraints 
to account for the transcriptional regulation (Chandrasekaran and Price 2010):    
min (κ.α + κ.β) 
subject to constraints  
  ′−  ≤  ≤  ′+  
α,β ≥ 0 
lb’ = Vmin*P or ub’ = Vmax*P 
where lb' and ub' are constraints based on transcriptional regulation and are estimated based on the 
probabilities. Vmax and Vmin are the systemic maximum and minimum fluxes through a reaction and are 
determined using Flux Variability Analysis (FVA)(Mahadevan and Schilling 2003). α and β represent the 
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deviation from those constraints (determined by the algorithm for each reaction), and κ represents the 
penalty for such deviations. The higher the value of κ, the greater the transcriptional regulation constraint 
is on the system. The value of κ is determined in a data-driven manner (See Methods).  
Once the initial PROM model is built, GEMINI then performs in silico knockouts of each TF in the 
integrated model and compares the predictions with experimental observations. GEMINI identifies and 
removes interactions that do not lead to the measured growth phenotype, while retaining the phenotype-
consistent interactions. This is achieved by comparing the flux state predicted by PROM for the TF 
knockout (v1) with the closest flux state that represents the measured growth phenotype (v2). The flux 
state v2 is obtained by forcing the model to match the observed phenotype, while still attempting to satisfy 
as many of the transcriptional constraints as possible. Mathematically, we solve the same constraints as 
above with the additional constraint that the predicted growth phenotype matches the observed 
phenotype (See Methods). 
Unlike mass balance or thermodynamic constraints that cannot be violated, PROM imposes “soft” 
constraints on the system due to transcriptional regulation, thereby enabling us to force the model to 
match the measured phenotype. This procedure results in a flux solution that is geometrically closest to 
the flux state v1, based on absolute distance, while still satisfying the observed growth phenotype. We 
then compare the new flux state v2 with the original flux state v1, and prioritized reactions regulated by 
the perturbed TF based on their magnitude of change. Interactions regulating these reactions were 
removed consecutively and PROM is run on each new network to predict the growth phenotype. This 
process is repeated until the inconsistency is resolved (Figure 3.1).  
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Figure 3.1: Overview of identifying phenotype-consistent interactions using GEMINI. A. High-
throughput interaction data were mapped onto a biochemically detailed metabolic network using PROM 
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and phenotypic consequences of these interactions were predicted. The metabolic network is 
represented in silico in the form of a stoichiometric matrix, where every column corresponds to a reaction 
and every row corresponds to a metabolite. The regulatory interactions are represented as probabilities, 
which are estimated from microarray data. By using constraint-based analysis, it is possible to determine 
the possible configurations in the biochemical network that correspond to physiologically meaningful 
states; this is done by applying various physico-chemical constraints, such as reaction stoichiometry and 
thermodynamics. The interaction probabilities were then used to further constrain the fluxes through the 
metabolic network and an optimal network state that satisfied both thermodynamic and transcriptional 
constraints (shaded in red) was determined using PROM. B. Interactions that lead to inconsistencies 
between model predictions and experiments were identified and removed. This was achieved by 
comparing the flux state predicted by PROM for the TF knockout with the closest flux state that 
represented the measured growth phenotype; reactions regulated by the perturbed TF were then 
prioritized based on the magnitude of their deviation. Interactions regulating these reactions were then 
removed and PROM was run iteratively on each new network to predict the growth phenotype. C. The 
final network that matched the phenotype was evaluated based on its ability to retain known interactions, 
and predict growth phenotype outcomes in new conditions.  
Reconstructing an integrated metabolic-regulatory network model for yeast 
We demonstrate the GEMINI approach using the model organism Saccharomyces cerevisiae. Because 
of the availability of a large amount of data about regulatory interactions, a vast amount of gene 
expression and phenotype data, and the existence of a well-curated genome-scale metabolic model for 
yeast, this organism makes an ideal test case for GEMINI. Most importantly, highly accurate inference of 
regulatory interactions has been a major challenge in yeast as it is a more complex system than bacterial 
model organisms such as Escherichia coli (Schaffter et al. 2011; Marbach et al. 2012a). To apply our 
approach to yeast, we downloaded transcriptional regulatory interactions from the Yeastract database 
(Abdulrehman et al. 2011), which were compiled from various literature sources. These Yeastract 
interactions have a high-confidence subset (direct/gold-standard interactions) for which strong 
experimental evidence (supporting the interaction of the TF with the promoter of the specified target 
gene) is available (Abdulrehman et al. 2011). This gold-standard subset is commonly used as a 
benchmark for validating inference algorithms (Marbach et al. 2012a). This dataset allowed us to test our 
hypothesis that metabolic phenotype-consistency can be used as a criterion for improving the 
identification of functional regulatory interactions.  
The effectiveness of GEMINI was evaluated by measuring its ability to differentiate between the 
validated direct interactions and the remaining low-confidence interactions (putative/potential 
interactions), which were inferred using motif search algorithms (Teixeira et al. 2006). It should be noted 
that the gold-standard interactions are not necessarily perfect and may contain false-positive interactions 
(Marbach et al. 2012a); similarly, the low-confidence interactions could be either false-positives or true 
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interactions that have not been validated yet. However, on average, the gold-standard interactions have 
stronger supporting evidence from ChIP-binding or directed mutagenesis—giving them a higher 
probability of being true than the lower confidence set. According to our hypothesis, gold-standard 
interactions are more likely to be consistent with phenotype data than the potential interactions. With an 
unlabeled list of Yeastract interactions as input to GEMINI, what we aimed to test in the refined output 
network was enrichment for the gold-standard interactions over the potential interactions. 
The initial TRN, formed by compiling the Yeastract interactions, was integrated with the yeast metabolic 
network (Zomorrodi and Maranas 2010) (composed of 1597 reactions and 901 genes) and gene 
expression data (Faith et al. 2008) (consisting of 905 expression arrays in 435 conditions) using PROM 
(See Methods). 14% of all the interactions in the Yeastract database involved interactions with metabolic 
genes and the integrated model contains 31,075 interactions between 179 TFs and 863 metabolic genes.  
GEMINI Preferentially Recalls Gold-standard Interactions  
GEMINI performed in silico knockouts of each TF in the model and compared the predictions (i.e., 
lethal or viable) to data from growth viability assays in glucose minimal media (Kuepfer et al. 2005). 
Running GEMINI on this network eliminated over 9,000 phenotype-inconsistent interactions and results in 
a final network containing 22,059 phenotype-consistent regulatory interactions. In comparison to the 
original YEASTRACT network, we found the final integrated network built using GEMINI to be highly 
enriched (p-value = 10
-172
, hyper-geometric test) for validated gold-standard interactions; this result 
suggests that GEMINI preferentially removed low-confidence interactions (Figure 2).  
To determine whether a similar accuracy could have been obtained using expression data alone (i.e., 
without adding constraints based on the phenotypic outcomes predicted by the metabolic network), we 
compared our GEMINI results to a more commonly used approach for curating TRNs—sorting predicted 
interactions based on the correlated expression of the TFs and their putative target genes. Specifically, 
we measured the Mutual Information (MI) and Pearson’s correlation among all of the interactions in our 
original YEASTRACT network. To ensure comparison was not biased towards GEMINI, we tuned the size 
of the network using MI and correlation only over all possible values (over-fitting to the best outcome that 
could be achieved for MI or correlation for any cutoff). The maximum enrichment obtained by MI and 
correlation (even when overfit) was lower than that obtained using GEMINI (the lowest p-value measured 
for MI was 10
-6
 and for correlation was 10
-3
; Figure 3.2 and Supplementary Fig. 1). The high enrichment 
obtained by GEMINI strongly supports our hypothesis that additional phenotype data and integration with 
the biochemical details represented through the metabolic network can be used as an effective constraint 
to refine high-throughput interaction data.  
To gain further insight into the types of interactions recalled by the different methods, we examined 
another subset of interactions having “indirect evidence”—interactions inferred based on changes in the 
mRNA or protein expression of a target gene after perturbing its putative regulator (Abdulrehman et al. 
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2011) (Figure 3.2). MI and correlation performed significantly better at recalling indirect interactions than 
direct interactions (p-value of 10
-19
 and 10
-4
 for the best cutoffs of MI and correlation, respectively); this is 
not surprising since the indirect relationships are defined by gene expression changes. However, GEMINI 
still outperformed these methods in recalling indirect interactions (p-value of 10
-104
) for any network size 
(Figure 2c and Supplementary Fig. 2). Therefore, GEMINI seems to more effectively distinguish both 
evidence-based direct and indirect interactions from a background of lower-confidence inferred 
interactions. Furthermore, no significant difference in the distributions of the MI scores was observed 
between the interactions retained and removed by GEMINI based on the Kolmogorov-Smirnoff test, 
showing that the phenotype data and integration with the metabolic network provides significant 
independent information (Supplementary figure 3).  
These results were robust to the chosen growth conditions - glucose, galactose, glycerol and ethanol 
minimal media all led to significant enrichment of gold-standard interactions (Table 3.1). We also 
observed the same effect when we did the same analysis using a different metabolic network model 
(iMM904; See Methods), regulatory networks from different sources (binding, motif-based and 
expression-based inference; see section below) and different subsets of the Yeastract TRN 
(Supplementary figure 4).  
 
Figure 3.2: A. Refining regulatory interaction data in yeast using GEMINI. GEMINI was evaluated 
for its ability to preferentially retain the gold-standard interactions (blue edges) and the indirect 
interactions (green edges). The hyper-geometric p-values for enrichment with various data sets are 
shown. B. Running GEMINI on the network derived using Yeastract resulted in the elimination of ~9,000 
phenotype-inconsistent interactions and produced a refined integrated network model that was more 
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highly enriched for known interactions than the original network (p-value < 10
-172
, hyper-geometric test). 
Most of the interactions eliminated by GEMINI were found to have little supporting experimental evidence 
(interactions that did have strong supporting evidence were preferentially retained). C. The number of true 
interactions (direct and indirect) recalled were significantly higher than could be recalled using mutual 
information (MI) or correlation (Corr)-based approaches, which rely on gene expression alone (estimated 
from the same gene expression dataset and for networks of the same size). The number of interactions 
recalled by random sampling from the Yeastract database (DB) is also shown, as a reference.  
 
Condition Enrichment for Direct Enrichment for Indirect Final Network Size 
Glucose 10
-172
 10
-104
 22059 
Galactose 10
-96
 10
-55
 22308 
Glycerol 10
-179
 10
-100
 22134 
Ethanol 10
-144
 10
-86
 22551 
Rich/undefined 
Media 
10
-42
 10
-39
 28981 
 
Table 3.1: Effect of Growth Media on GEMINI. Using growth viability information from different 
environmental conditions (rich media and minimal media with galactose, glycerol, and ethanol as the 
carbon source, respectively) had a similar effect on the network refinement. Generally defined minimal 
media were more useful than rich media, which provided the least enrichment for gold standard 
interactions. Importantly, there was considerable overlap in the interactions retained by running GEMINI 
in each condition. 
 
Refined model is consistent with gene knockout phenotypes, gene expression data and the 
metabolic network 
The biological relevance of the interactions retained by GEMINI is also supported by the enrichment for 
biological processes relevant to the set of target genes for each regulator. As compared to regulons 
(target genes for each regulator) in the original network, regulons in the refined network were found to be 
more specific, on average, to a given metabolic pathway (p-value < 0.01; Methods). The number of 
enrichments for specific metabolic pathways increased from 165 to 184 despite the removal of over 9000 
interactions, suggesting that the phenotype-consistent regulons identified by GEMINI are associated with 
a more coherent set of molecular and metabolic functions, and most TFs tend to regulate distinct cellular 
processes as has been observed previously (Bonneau et al. 2007; Oldham et al. 2008; Chandrasekaran 
et al. 2011). Through this process of refinement, we identified new statistical associations between TF 
and specific metabolic pathways (Supplementary Table 1). More interestingly, GEMINI removed an 
association between the TFs, Msn4 and Gis1, and the TCA cycle. The availability of flux measurements 
for the knockout strains of these two TFs enabled us to validate this prediction. Comparison with C13 flux 
data (Fendt et al. 2010) showed that the knockout of these TFs did not in fact affect the flux through the 
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TCA cycle.   
Comparison with TF knockout expression data from a recent study (Hu et al. 2007) also supported the 
functional significance of the phenotype-consistent interactions. This expression set was not part of the 
microarray compendium used for running GEMINI and allowed us to assess the predictive ability of the 
phenotype-consistent interactions. For 152 transcription factors in our network, we obtained a list of 
genes that were differentially expressed genes after the TF was knocked out (FDR < 0.05; (Reimand et 
al. 2010)). We compared this list with the list of predicted target genes in the original Yeastract network 
and the refined network. We found that the targets of TFs in the refined network were more likely to be 
differentially expressed than those in the original network when their corresponding TF was knocked out 
(p-value = 10
-9
; Methods). While we had selected interactions based on their consistency with phenotype, 
their ability to match expression changes in new conditions provided additional support for GEMINI. The 
phenotype-consistent interactions also had higher TF-DNA binding affinity than the original network (p-
value = 0.01; t-test; Methods), as measured from protein binding microarray (PBM) data (Zhu et al. 2009). 
These results also provide additional evidence supporting the validity of the potential interactions that 
were predicted to be phenotype-consistent by GEMINI.  This suggests that GEMINI is effective at 
identifying functional interactions and is consistent with various heterogeneous data.  
Iterative approach for network refinement and phenotype prediction 
One interesting observation from our results is that GEMINI can differentiate interactions from different 
sources based on their effect on the predicted phenotype. We next checked to see if we can use this to 
evaluate newly inferred interactions in the context of available known interactions. We can subsequently 
reconcile inconsistencies that arise from these interactions with metabolic phenotypes. To simulate such 
a scenario, we added new interactions onto the refined Yeastract network model and refined the 
expanded network model using GEMINI.  
We chose three commonly used data types: 
i. Interactions inferred based on sequence motif search learned from ChIP (MacIsaac et al. 2006) 
(Network I);  
ii. Interactions inferred using the expression-based reverse engineering algorithm, CLR (Faith et al. 
2007) (Network II);  
iii. Validated direct and indirect interactions in the literature measured using experiments such as large-
scale TF knockout (Hu et al. 2007; Reimand et al. 2010), PBMs, and ChIP-chip (Yu and Gerstein 2006; 
Zhu et al. 2009) (Network III).  
We found that for both the motif and CLR network, we could refine the network further and significantly 
enrich once again for direct and indirect interactions (enrichment p-value compared to the original inferred 
network (direct, indirect) = (10
-44
,10
-73
) and (10
-13
,10
-31
) for motif and CLR, respectively; Table 2). A wide 
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variety of reverse engineering algorithms have been developed recently to infer potential regulatory 
interactions from sequence, gene expression data (Bonneau et al. 2007; Faith et al. 2007; Marbach et al. 
2012a) or through integration of various data types (Bonneau et al. 2007; Marbach et al. 2012b). These 
algorithms rely on correlated patterns of expression or the occurrence of a sequence motif in the 
upstream region of the target gene (Bansal et al. 2007). The enrichment for gold-standard interactions 
suggests that GEMINI could be integrated with these network inference and reverse engineering 
approaches to improve the identification of functional regulatory interactions. This result is consistent with 
the observation that an integrative network inference approach combining heterogeneous omics data 
could lead to more predictive TRN models (Marbach et al. 2012b). While inference approaches like CLR 
allow for predicting potentially new TF-gene interactions, GEMINI is a refinement algorithm and it is not an 
alternative to these de novo inference approaches, but may be used in conjunction with such approaches 
to enhance their prediction by combining orthogonal data types. Overall, this result provides additional 
validation that GEMINI works across multiple data sets from different sources. 
In contrast to the inferred interactions, very few interactions (~66) from the validated interaction data set 
(Network III) were removed by GEMINI. This interaction set is similar to the gold-standard set in the 
Yeastract database and was thus retained in the network. While these interactions were consistent with 
the simple lethal/non-lethal constraint we used in glucose minimal media, we predicted that by adding 
more constraints, we could narrow down the solution space further, and remove more phenotype-
inconsistent interactions. With this aim, we employed PROM to quantitatively predict the growth rate (as 
opposed to just lethal/non-lethal outcomes). Doing so allowed us to partition the non-lethal predictions 
into two categories: suboptimal and optimal (Methods). Using this strategy for the 118 TFs in our network 
for which experimental measurements of this kind were available for comparison (Fendt et al. 2010), we 
were able to eliminate 4874 more interactions, while still improving the enrichment for the validated 
interaction set (p-value of 10
-27
; Table 2; Figure 3.3).  
Importantly, we observed that the refined network had a greater consistency with growth phenotype 
data in new conditions than the original network. Thus, by learning only on glucose minimal medium, the 
network model had greater correlation with growth rate measurements in galactose minimal medium 
(correlation of 0.47, p-value = 10
-7
 vs. a correlation of 0.2, p-value = 0.04 for the original unrefined 
Yeastract model) and in urea minimal medium (correlation of 0.62, p-value = 10
-14
 vs. a correlation of 
0.22, p-value = 0.02; data from Fendt et al. (Fendt et al. 2010)). This is not unexpected because we were 
removing inconsistencies in one condition, which may have produced the same discrepancy in the other 
conditions as well. Nevertheless, the result suggests that GEMINI improves the overall predictive ability of 
the integrated regulatory-metabolic network model under new environmental conditions (Figure 3.3). We 
were also able to expand our integrated network model from 22,059 to 25,000 interactions through the 
addition of this validated interaction set.  
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Figure 3.3: Iterative Approach for Network Refinement and Phenotype Prediction. By using an 
iterative approach, we increased the comprehensiveness of the integrated network model by adding new 
interactions (Network III) and iteratively refining the model using GEMINI. This process enriched the 
fraction of validated interactions in the network (shown in red) and improved the predictive ability of the 
integrated network model.  
 
Data Set Enrichment for Direct Enrichment for Indirect Network Size (Initial/Final) 
I. Motif data 10
-44
 10
-73
 38105/28807 
II. Expression (CLR) 10
-13
 10
-31
 24111/21954 
III.  Validated interactions NA 29874/29808 
Validated interactions 
(Quantitative Iteration) 
10
-27
 29874/25000 
 
Table 3.2: Network sizes and the number of interactions retained after running GEMINI for each 
network type. The hyper-geometric enrichment p-value compared to the original inferred network is 
shown. Note that for Network III with validated interactions, a single p-value was obtained because we 
were unable to differentiate between direct and indirect interactions in some of the new interactions that 
were added. So a single p-value for validated interactions was obtained.   
 
Discussion 
In this study, we developed a novel way to connect regulatory interactions with phenotype data using a 
metabolic network. Currently, accurate regulatory network reconstruction is hampered by the lack of 
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methods to directly connect inferred potential interactions to observable phenotypes, like growth and 
metabolic changes, to guide the inference of these networks in a high-throughput fashion. Using GEMINI, 
we demonstrated that we can identify functional regulatory interactions and refine high-throughput 
interaction data using phenotype-consistency as a constraint. We showed that by integrating with a 
predictive metabolic network model, we can improve the quality and predictive ability of the generated 
high-througput data significantly better than using gene expression alone. 
Resolving Phenotype Inconsistencies: 
 By applying the GEMINI approach to our yeast model, we identified phenotype inconsistencies for 80 TF 
knockout predictions. The majority of the inconsistencies (85%) were of the type NGG (No Growth – 
Growth), for which the model predicts lethality (or suboptimality), while the actual phenotype was non-
lethal (or optimal). Because this scenario was the most commonly identified inconsistency type, we 
concentrated on reconciling this set alone. Also, this case is more tractable to resolve than the opposite 
case (GNG), which involves adding interactions from a very large multi-optimal solution space.  Further, a 
TF knockout may be lethal or suboptimal due to a non-metabolic reason, meaning that even an optimal 
metabolic model would not be expected to resolve all GNG inconsistencies; in contrast, if a knockout is 
non-lethal and the model predicts it to be lethal, then that implies there is an inconsistency with the 
integrated model.  
NGG inconsistencies arising due to the metabolic model were resolved using the GrowMatch algorithm 
(Kumar and Maranas 2009) on the yeast model by Zommorodi and Maranas (Zomorrodi and Maranas 
2010). To test the sensitivity of our approach to the metabolic model used, we repeated our analysis with 
an older version of the metabolic model (iMM904 (Mo et al. 2009)), which has a lower predictive accuracy 
than the Zommorodi and Maranas model. We found that even with iMM904, GEMINI was able to strongly 
enrich for direct interactions (p-value = 10
-104
), but not as strongly as when using the more predictive 
model by Zommorodi and Maranas. This suggests that as the predictive ability of the metabolic models 
improves, we should be able to refine these interactions further. In theory, a trivial solution for resolving 
NGG inconsistencies is to remove all of the interactions for the respective TF. However, interestingly, we 
resolved all 80 NGG inconsistencies without reverting to the trivial solution.  
The role of Network Size and Topology  
In the present analysis, we used the predicted growth rate as the only phenotype to constrain the 
regulatory network. If the interactions regulating biomass-related metabolic reactions were enriched for 
potential interactions, this would lead to an apparent enrichment for direct gold standard interactions on 
running GEMINI as an artifact. We tested this by evaluating the metabolic genes for which their knockout 
affected the maximum growth rate of the model. No difference was observed in the number of gold-
standard interactions regulating this set of genes versus the rest (both the sets had the same fraction 
(14%) of gold-standard interactions; Methods). A similar distribution of gold-standard interactions was 
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also found for interactions regulating dead-end reactions that do not contribute to the biomass and the 
rest of the metabolic network. Hence, there were no apparent underlying biases in the network 
architecture that led to the enrichment of gold-standard interactions.  
We predicted that the effectiveness of GEMINI would also depend on the scale of the regulatory network 
model used. GEMINI evaluates interactions in the context of other interactions in the network and so its 
effectiveness will depend on the size and degree of completeness of the entire network. To test this, we 
ran GEMINI using different fractions of the entire TRN and looked at the enrichment for gold-standard 
interactions. As expected, we found that GEMINI’s effectiveness to refine the network increased with the 
size of the input network. To control for size bias on the enrichment p-value, we also looked at the fraction 
of gold-standard interactions in the initial and final refined network and observed the same effect 
(Supplementary figure 4).  
Inferring Post-Transcriptional Regulatory Mechanisms 
Analysis of phenotype-consistent interactions inferred using GEMINI under different environmental 
conditions (Table 3.1) revealed potential post-transcriptional regulatory mechanisms. Although there was 
considerable overlap between the phenotype-consistent interactions predicted from different minimal 
media conditions, we identified 1170 interactions that were phenotype-inconsistent in only one condition, 
but were retained in all the other three conditions (Supplementary Table 2). The fraction of direct and 
indirect interactions among the 1170 interactions was quite similar to those interactions that were retained 
in all conditions. We predicted that these interactions might be true interactions that are conditionally-
inactive, and the phenotype inconsistency might have arose due to post transcriptional regulatory 
mechanisms inactivating these interactions in these conditions. While the static information from the gene 
regulatory network and gene expression predicted the interactions to be active, combining this 
information with phenotypic data resulted in identifying post-transcriptional regulatory mechanisms that 
may have turned off these interactions.   
Glucose repression is one of the most well-studied processes in yeast and we focused on a subset (408) 
of these 1170 interactions that were predicted to be inactive only in glucose minimal media, The top 3 
TFs with most interactions in this list—Rph1, Hsf1 and Adr1, were all activated during glucose starvation 
and are regulated via signaling and phosphorylation. (Hashikawa et al. 2006) (Young et al. 2003) 
(Orzechowski Westholm et al. 2012). For example, the TF Hsf1 is constitutively phosphorylated, but 
under glucose starvation, it becomes hyper-phosphorylated and adopts an activated conformation 
resulting in the transcription of target genes (Hashikawa et al. 2006). The other TFs are activated through 
similar mechanisms in the absence of glucose. This is consistent with our prediction that the interactions 
that lead to inconsistencies only in glucose media were true interactions that are conditionally-inactive in 
the presence of glucose. Thus, we can potentially infer interactions that are not transcriptionally mediated 
through this approach. The condition-specific predictions also agreed well with a list of manually curated 
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TF-environment interactions from the regulatory network model of Herrgard et al. (Herrgard et al. 2006) 
for 6 of the 7 predicted glucose-repressed TFs that were present in both the models. This strategy shows 
the utility of looking across multiple conditions to identify discrepancies in the data, which might be due to 
additional biological regulation. This also highlights the importance of incorporating signaling networks as 
they become available into these integrated network models. 
 
 
Figure 3.4: Inferring post-transcriptional regulatory mechanisms using GEMINI. We predicted that 
condition specific inconsistencies identified by GEMINI might have arisen due to post transcriptional 
regulatory mechanisms inactivating these interactions in these conditions. While the static information 
from the gene regulatory network and gene expression predicted the interactions to be active, combining 
this information with phenotypic data resulted in identifying post-transcriptional regulatory mechanisms 
that may have turned off these interactions.   
Expansion and Applicability of GEMINI to other systems: 
Given the large amount of data required to run GEMINI, we are currently restricted to a few well-studied 
systems with adequate expression, knockout phenotype and network data. However, with the 
development of automated methods for reconstructing metabolic networks (Henry et al. 2010), GEMINI 
could be used as part of a network inference pipeline to identify functional regulatory interactions that are 
inferred from omics data, and reconcile the interactions with metabolic phenotypes for a large number of 
sequenced organisms. Another limiting factor in this study was the phenotype data used for analysis. The 
use of gene deletion growth phenotype data in the current study might restrict GEMINI’s application only 
for microbes for which such a knock-out library exists and has been measured in great enough detail 
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across different conditions. This approach might not be feasible for use in higher organisms like humans 
and mice. Yet, in theory, phenotype data other than that from growth assays such as metabolite uptake or 
secretion could be used to limit the space of possible functional states of the TRN and could be applied to 
higher organisms.  
The regulatory network model used in this study, despite being genome-scale and much more 
comprehensive than the current integrated model for yeast (Herrgard et al. 2006), does not comprise the 
entire TRN. We have focused only on a subset (14%) of the TRN that regulate metabolism. Nevertheless, 
this subset of the TRN is very well studied and has important applications in metabolic engineering and 
synthetic biology. Further, the scale of the TRN is primarily limited by the size of the biochemical model 
with which it interfaces. Although we have restricted our analysis to interactions involving metabolic 
reactions in the present work, the GEMINI approach is generally applicable to other cellular network types 
(Lee et al. 2008; Karr et al. 2012), such as signaling networks, as they become available. By integrating 
other network types, one might account for additional regulatory-phenotype relationships and thus 
improve predictions even further. 
Conclusion 
Regulatory network inference is a significant challenge today as the system is underdetermined and 
often results in multiple models that could explain the same data with equal efficacy. Thus, it is important 
to incorporate diverse heterogeneous data types like expression, binding and growth phenotype to 
constrain the solution space. GEMINI exploits this principle to refine high-throughput regulatory 
interaction data and identifies interactions that are consistent with various data types. Importantly, this is 
the first such approach that ties the inference of a transcriptional regulatory network from high-throughput 
data with a biochemically detailed metabolic network.  
We believe this to be an important first step towards mechanistically refining a network model of one 
type (gene regulatory) using data from another network type (metabolic). Further, our approach highlights 
the potential of using a biochemically-detailed mechanistic framework to interpret high-throughput data 
and identify and reconcile inconsistencies across different data types. We find that the data types that are 
more consistent with each other also have greater evidence supporting their existence. While there are 
still several challenges ahead for regulatory network inference, the methods presented here lay the 
foundation for the rapid refinement of omics data using a mechanistic framework, which will advance the 
study of metabolic regulation and lead to better predictive models of the cell.  
 
Methods 
Comparison with Experimental Phenotype data 
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 Using PROM, we predicted the growth outcome of knocking out each TF in the network under a specific 
condition. By comparing our simulations with experimental growth viability data, we identified and 
reconciled inconsistent predictions. TF knockouts were predicted to be lethal if the respective maximal 
growth rate prediction of the mutated organism was less than 5% of the wild-type growth rate (Shlomi et 
al. 2005; Chandrasekaran and Price 2010). Any knockout that resulted in a growth-rate lower than 95% of 
the wild-type was considered suboptimal, as has been used previously in other analyses (Shlomi et al. 
2008; Chandrasekaran and Price 2010). These results were robust to the choice of the growth thresholds 
(Supplementary Figure 5). While we used the values commonly used in the literature, tuning these 
thresholds indicated that higher enrichments could be achieved by varying this parameter. However, we 
recommend using the default values to avoid over-fitting.  
Inferring the closest flux state to the measured phenotype 
The closest flux state that represents the measured growth phenotype (v2) was obtained by solving the 
same optimization problem for PROM with the additional constraint that the predicted model growth rate 
matches the observed growth phenotype: 
min (κ.α + κ.β) 
subject to constraints  
  ′−  ≤  ≤  ′+  
α,β ≥ 0 
Additional constraint –  
f > 0.05 x Max. Growth rate 
or 
f > 0.95 x Max. Growth rate (for suboptimal inconsistency) 
f is the predicted growth rate by the model. The solution obtained by solving this above problem gives flux 
state v2. The flux solutions in FBA have multiple possible states, while the growth rate or the objective 
function is usually unique. Since we relied only on the growth rate and the transcriptionally constrained 
reactions (part of the objective function in PROM) as the metric to refine the network, the final network 
structure was identical across different runs of GEMINI.  
The entire steps in GEMINI are described in the pseudo code below: 
 Build PROM model 
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For each TF { 
1) Run PROM for the TF knockout 
2) Find inconsistent predictions  
3) IF NGG ( No Growth – Growth) 
a.  Note the flux vector (v1)  
b. Force the model to match the measured phenotype (section above) 
c.  Note the new flux vector (v2) 
d. Sort reactions (R) regulated by the TF based on magnitude of flux change between v1 & v2 
e. Find the reaction (R) regulated by the TF whose fluxes change the most between v1 & v2 
f.  For this reaction (R) find the corresponding gene(s)  
g. The interaction between the TF and the corresponding gene(s) is removed  
h. Get a new regulatory network 
4) IF phenotype matches experiment, Output the final regulatory network 
ELSE REPEAT from 3e till it matches actual phenotype 
}   
Estimating the penalty factor κ  
The value of κ was determined in a data-driven manner by tuning across a range of values. We set κ to 
be the lowest value above which there was no increase in the number of interactions removed 
(Supplementary Figure 6). We obtained a κ value of 10 for all of our simulations based on this strategy. 
The results were robust to the value of κ chosen this way for a wide range of values (Supplementary 
Figure 7).   
Robustness to various inputs  
Both expression randomization and phenotype swapping removed the enrichment for gold-standard 
interactions (p-value = 1). We also performed bootstrapping of expression data to determine sensitivity to 
the gene expression data used. This was done by running GEMINI using random subsets comprising 
80% of the expression data. We found strong enrichment in all of the runs (p-value < 1E-90; 
Supplementary figure 8), suggesting that the data were sufficiently powered for this analysis.  
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Biases in the network architecture 
For the analysis to identify potential biases in the network architecture, we identified genes affecting 
maximal growth rate by doing a systematic single gene deletion of all the metabolic genes in the model in 
glucose minimal media.  We identified interactions that regulate this set of genes and compared it with the 
rest of the interactions in the network. We found the fraction of gold standard interactions to be the same 
in both sets of interactions. Dead end reactions were identified using the removeDeadends algorithm in 
the COBRA toolbox in MATLAB.  
Metabolic Network and Growth Conditions  
We used the reconstructed yeast metabolic network by Zommorodi and Maranas because it had the 
highest predictive ability among the available yeast models (Zomorrodi and Maranas 2010). In our 
simulations, the carbon source and oxygen uptake were constrained to 10 mmol/h/gDW and 2 
mmol/h/gDW, respectively. Ammonia, phosphate, and sulfate were assumed to be non-limiting. Trace 
amounts of essential nutrients that were present in the experimental minimal media formulation (4-
aminobenzoate, biotin, inositol, nicotinate, panthothenate, and thiamin) were also supplied in the 
simulations. Flux variability analysis for PROM was performed using the FastFVA algorithm 
(Gudmundsson and Thiele 2010). 
Gene Expression data  
Robust multi-array averaged (RMA)-normalized gene expression data consisting of 905 arrays in 435 
conditions were obtained from the Many-Microbes Microarray Database (Faith et al. 2008). This 
microarray compendium was chosen with the aim of maximizing the number of conditions under which 
gene expression is measured, while reducing array platform-induced variations (Chandrasekaran and 
Price 2010; Simeonidis et al. 2013). 
 Regulatory Network Data 
All the regulatory interaction data were obtained from the supplementary material of the respective 
publications (Reimand et al. 2010) or from the author’s website (Yu and Gerstein 2006; Zhu et al. 2009) 
and from the YEASTRACT database (Abdulrehman et al. 2011). Among these interactions, only those 
involving metabolic genes, and those that had corresponding expression data in the Many Microbes 
Database were retained.  
Growth Phenotype data 
 
 
53 
Growth phenotype data for yeast TF knockout strains grown in glucose, galactose, glycerol and ethanol 
minimal media were obtained from Kuepfer et al (Kuepfer et al. 2005). These data provided a list of 
lethal/non-lethal predictions under different conditions. Quantitative growth data were obtained from Fendt 
et al (Fendt et al. 2010) in glucose, galactose and urea minimal media. TFs with missing values in the 
Kuepfer et al. or Fendt et al. phenotype data were not refined using GEMINI. 
Estimating Biological and Functional Significance  
Metabolic pathway enrichment analysis was done by overlapping genes in each regulon with genes in 
each pathway (like TCA cycle or glutamate metabolism) as defined in the metabolic network model. The 
p-value for overlap between the regulons and pathway genes was calculated using the hyper-geometric 
test. 
In the analysis to determine the functional significance of the interactions, the differentially expressed 
genes (FDR < 0.05) were obtained from Reimand et al. (Reimand et al. 2010) based on their analysis of a 
comprehensive TF knockout experiment by Hu et al. (Hu et al. 2007).  
For the comparison with PBM data (Zhu et al. 2009), we compared the distribution of interaction ranks for 
the original and refined network. We used a t-test to test the hypothesis that the mean rank for the refined 
network was lower than the mean rank of interaction for the original network (p-value = 0.001).  
Networks for iterative refinement  
The sequence motif data were obtained from the supplement of MacIsaac et al. (MacIsaac et al. 2006). A 
TRN model was inferred using the algorithm CLR (Faith et al. 2007) with default parameters (number of 
bins = 10 and spline degree = 3), and using the expression data from the Many Microbes Database. 
Predicted interactions with z-scores greater than two (mutual information greater than two standard 
deviations above than background) were chosen in the final network.  Interactions involving metabolic 
genes were then identified and used for the analysis. For the TF knockout data described previously, the 
top 100 genes with the lowest p-value (below a FDR threshold of 0.05) were considered to be targets for 
each TF. This was done to limit the size of the TRN. Table 3.2 gives the network sizes and the number of 
interactions retained in each case.  
Statistical Analysis  
Mutual Information between interactions was measured using the algorithm ARACNE (Basso et al. 2005) 
with default parameters. The p-value for overlaps and enrichments with different interaction sets was 
calculated using the hyper-geometric test. We calculated a p-value for each comparison by summing over 
probabilities for all values of overlap >= L, the length of the overlap. The obtained p-values were rounded 
off to the closest power of 10 for clarity.   
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All the simulations and statistical analyses were performed in MATLAB. The COBRA toolbox (Becker et 
al. 2007) was used to load and optimize the metabolic model. The optimization problem was solved using 
the GNU Linear Programming Kit (GLPK) solver. The GEMINI algorithm along with a faster version of 
PROM, and the integrated metabolic-regulatory network models for yeast, are available for download at 
the author's website- http://price.systemsbiology.net/downloads.php. 
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Chapter 4: Behavior-Specific Changes in Transcriptional Modules Lead to Distinct 
and Predictable Neurogenomic States 
 
 
Abstract
Using brain transcriptomic profiles from 853 individual honey bees exhibiting 48 distinct behavioral 
phenotypes in naturalistic contexts, we report that behavior-specific neurogenomic states can be inferred 
from the coordinated action of transcription factors (TFs) and their predicted target genes. Unsupervised 
hierarchical clustering of these transcriptomic profiles showed three clusters that correspond to three 
ecologically important behavioral categories: aggression, maturation, and foraging. To explore the genetic 
influences potentially regulating these behavior-specific neurogenomic states, we reconstructed a brain 
Transcriptional Regulatory Network (TRN) model. This brain TRN quantitatively predicts gene expression 
changes of more than 2000 genes involved in behavior with high accuracy, even for behavioral 
phenotypes on which it was not trained, suggesting that there is a core set of TFs that regulate behavior-
specific gene expression in the bee brain, and other TFs more specific to particular categories. TFs 
playing key roles in the TRN include well-known regulators of neural and behavioral plasticity, e.g., Creb, 
as well as TFs better known in other biological contexts, e.g., NF-kB (immunity). Our results reveal three 
new insights concerning the relationship between genes and behavior. First, distinct behaviors are 
subserved by distinct neurogenomic states in the brain. Second, the neurogenomic states underlying 
different behaviors rely upon both shared and distinct transcriptional modules. Third, despite the 
complexity of the brain, simple linear relationships between TFs and their putative target genes are a 
surprisingly prominent feature of the networks underlying behavior. 
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Introduction 
Behavior is influenced by both heritable and environmental factors, sometimes via massive changes in 
brain transcriptomes (Robinson 2004). An emerging insight is that these changes induce shifts in 
“neurogenomic states” rather than activation of particular genes only in local neural circuits (Robinson, 
Fernald et al. 2008). This has led to the idea that distinct neurogenomic states underlie distinct behaviors 
(Robinson 2004), but it is not known how these states are defined or maintained. Further, the regulatory 
architecture of behaviorally relevant neurogenomic states has not been studied, and it is not known 
whether behavior is subserved by the kinds of transcriptional regulatory networks (TRNs) known for other 
phenotypes (Carro, Lim et al. 2010; Luscombe, Babu et al. 2004; Basso, Margolin et al. 2005; Bonneau, 
Facciotti et al. 2007). 
We applied tools and perspectives from molecular systems biology—used to study transcriptional 
regulation in the brain and elsewhere—to transcript profiles from the BeeSpace Project, which employed 
microarray analysis to study hereditary and environmental influences on brain gene expression and social 
behavior (Methods). This provided a unique aggregate dataset from a single laboratory (GER), using the 
same analytical platform, protocols, and analysis procedures (Alaux, Sinha et al. 2009). Because the 
natural behavioral repertoire of the honey bee (Apis mellifera) is perhaps the best studied of any non-
human animal (Winston 1987), we were able to analyze a rich set of naturalistic behavioral states. 
We chose 27 pairwise comparisons among the 48 distinct behavior states that directly surveyed 
transcriptome responses to a heritable or environmental factor related to one or more of three ecologically 
important behavioral categories: aggression, hive defense; maturation, from working in the hive to 
foraging for nectar and pollen; and different foraging predispositions or types of experience, e.g., scouting 
for new floral resources or forming specific spatiotemporal memories for known resources, respectively 
(Methods and Table S1). Nearly all genes were differentially expressed in at least one comparison; this 
broad survey thus captured natural variation across most of the brain transcriptome, without experimental 
genetic perturbation. Tables S1 and S2 summarize the number of bees, experiments and microarrays in 
this dataset and indicate which experiments have been published or will be described in forthcoming 
publications. Additional details of these experiments are in the Supplementary Methods.  
We used a systems approach to create, test, and interpret a network model that predicts the expression 
of a large number of genes in the bee brain given the expression values of the TFs. Our strategy 
consisted of the following steps: (i) Integrate previous measurements of brain gene expression over a 
wide range of behavior states, which consist of behavioral responses to various genetic and 
environmental perturbations. (ii) Integrate expression from various conditions and develop a predictive 
behavioral TRN model from training data that links expression of putative target genes to the expression 
values of the TFs. (iii) Evaluate the TRN model in new test conditions and also based on comparison with 
genomic data. (iv) Analyze the properties of the TRN with respect to other networks inferred for other 
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phenotypes. (v) Identify key regulators/hubs in the TRN that predict behavior and may drive behavioral 
changes. (vi) Compare various sub-networks associated with aggression, maturation, and foraging. 
Results and Discussion 
Neurogenomic States Related to Behavior  
We first used hierarchical clustering to determine whether brain transcriptomic profiles tracked behavior. 
Each comparison was designed a priori to measure transcriptome responses to a heritable or 
environmental factor related to aggression, maturation, or foraging. Hierarchical clustering recapitulated 
this pattern; we identified three distinct clusters of transcriptomic profiles, corresponding to aggression, 
maturation, and foraging. This result demonstrates a strong relationship between behavior and brain gene 
expression, as it was obtained via unsupervised clustering (Fig. 4.1A, Fig. S1). 
Clustering analysis also revealed differences between transcriptome responses to environmental or 
heritable factors (Fig. 4.1A). We found, for example, distinct sub-clusters of aggression-related 
comparisons corresponding to environmental (colony environment), or hereditary (individual genotype) 
factors. Table S2 describes each of the comparisons and the degree of gene expression differences 
between the states. 
The two results obtained with hierarchical clustering also were obtained independently with Multi-
Dimensional Scaling (MDS) (Fig. 4.1B). These findings indicate that distinct neurogenomic states underlie 
distinct behaviors, and hint at differential effects of “nature” and “nurture.” 
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Figure 4.1. Global analysis of transcriptome profile experiments of hereditary and environmental 
influences on brain gene expression and social behavior. A. Unsupervised hierarchical clustering 
groups brain transcriptional profiles generated by the comparisons listed in the left-hand column roughly 
into three major behavioral categories (P < 0.001, based on bootstrap (SI Text). Edges of the dendrogram 
are colored based on results of clustering: red: aggression; blue: maturation; green: foraging. This 
analysis also revealed differences due to the timescale over which a particular effect occurred; 
environmental factors exert effects within the lifespan while heritable factors act across generations over 
evolutionary time. Shaded boxes shows a priori classification of comparisons by behavioral categories 
and timescales based on generally accepted knowledge of bee behavior (Table S1). Some comparisons 
influence multiple categories or timescales; the primary effect of each comparison is denoted with a 
darker box, and the secondary focus is denoted with a grey box. In subsequent analyses in this paper we 
use only the primary effect for each comparison based on prior knowledge based on the literature (table 
S1). B. MDS plot of transcriptional profiles clearly separates the different behavioral categories (same 
color coding as in A) and effects of environmental (yellow) and heritable (blue) factors. Comparisons 
involving Queen Mandibular Pheromone and High vs. Low Pollen Hoarding  (Fig. 3) were not included in 
this analysis due to large numbers of missing values (full description of comparisons in Table S1; 
additional statistics in Fig. S1, SI Text). Abbreviations: AHB: African honey bee; EHB: European honey 
bee; lig: A. mellifera ligustica; mel: A.m. mellifera; typical: typical colony; SCC: single-cohort colony 
(induces accelerated maturation); Vg: vitellogenin. 
 62 
 
Brain Transcriptional Regulatory Network for Social Behavior  
To explore the mechanisms potentially regulating behavior-specific neurogenomic states, we 
reconstructed a brain Transcriptional Regulatory Network (TRN) model using ASTRIX (Analyzing Subsets 
of Transcriptional Regulators Influencing eXpression). Interactions were inferred from expression profiles 
and a list of 236 predicted bee TFs based on orthology with Drosophila melanogaster.  
The bee brain TRN quantitatively predicts gene expression changes with remarkably high accuracy, even 
for behavioral states on which it was not trained (Figure 4.2B; Tables 4.1, S2 and S11). It was able to 
model ca. 25% (2176) of the genes profiled (chosen based on strong fit in the training set, Pearson 
correlation r > 0.8), and quantitatively predicted their expression with an average correlation of 0.87 in test 
sets (Root Mean Square Deviation/RMSD = 0.35, both training and test sets). By contrast, a control 
experiment with TF expression permuted across states resulted in a 0.22 correlation, and zero genes 
predicted with > 0.8 correlation, even in the training set (Fig. S4). Stringent leave-one-state-out cross 
validation, with model prediction tested on behavior states for which it had not been trained, yielded 
similarly accurate results  (RMSDtrain = 0.33, RMSDtest = 0.32); likewise for the 10-fold-cross-validation test 
(Figure 4.2C, figs. S2, S3). The model’s success in predicting expression in new behavioral states 
suggests that there is a core set of TFs that regulate behavior-specific gene expression in the bee brain. 
This TRN includes genes with known neurobiological and behavioral significance. Many neural-related 
Gene Ontology (GO) categories like synaptic transmission and neurotransmitter uptake were 
overrepresented among the TRN genes (Table S4), indicating that features reflecting the general 
organization of the bee brain transcriptome are consistent with those of known brain processes. Genes in 
modules often shared annotated biological features: 87% (166 out of 190) modules were enriched for 
specific biological processes (based on GO or KEGG annotations; Table S5; False Discovery Rate [FDR] 
< 0.1). Genes in modules also often shared evolutionarily conserved cis-regulatory motifs in upstream 
sequences (FDR < 0.1; Table S5). Some modules also showed high similarity with previously described 
Drosophila networks (Table S5), consistent with the existence of conserved modules of co-regulated 
genes related to specific biological functions (Roy, Ernst et al. 2010). As expected, genes in the TRN 
were enriched (P < 1e-10) for those that were strongly differentially expressed between behavioral states. 
 
Total genes in the network 2176 
TFs in the data set 236 
TFs in the network 190 
Interactions in the network 6757 
Indegree 3   1 
Mean Out degree 35   50 
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Total modules 190 
Modules enriched for GO/KEGG 
categories 
166 
Modules enriched for an upstream motif 109 
Modules with enrichment for differentially 
expressed genes (DEG) 
108 
Global regulators 4 
Correlation threshold 0.8 
Correlation Ten-fold CV (train & test) 0.87 
Correlation background 0 
 
Table 4.1: General features of the genome-scale TRN model of a behaviorally related transcriptional 
regulatory network (TRN) from honey bee brain transcriptome profiles. 
Having demonstrated predictive ability and biological relevance, we analyzed the TRN to explore the 
hypothesis that behaviorally-related neurogenomic states arise, in part, from the coordinated action of 
TFs and their predicted target genes; the predicted targets were defined as those genes that share very 
high mutual information (p < 10
-6
) with a TF and have high predictive ability (r > 0.8). The top 20 most 
connected TFs (“hubs”) together were predicted to regulate 75% of the genes, and the top 3, 33% (Figs. 
S5, S6). Most of the top 20 hubs and many of their predicted targets were differentially expressed (FDR < 
0.05) across many of the 27 comparisons (Figure 4.3B and Table S6). Only four TFs and their modules 
(sets of putative target genes predicted to be regulated by a specific TF) were active across all three 
behavioral categories (“global regulators”), i.e., their predicted target genes were significantly over-
represented among differentially expressed genes across all three behavioral categories. Other TFs and 
their modules were active only for a particular behavioral state within a category (Figure 4.3C; Table S7). 
State-specific TFs were significantly more common than predicted by chance (P < 1e-10), indicating that 
they also are a robust feature of this TRN. These results provide support for our hypothesis. 
TFs playing key roles in the bee brain TRN include well-known regulators of neural and behavioral 
plasticity. Creb, an iconic regulator of neural plasticity in both invertebrates and vertebrates (McClung and 
Nestler 2008) is a top hub. Two other hubs are ftz-f1 and broad (br), which mediate responses to juvenile 
hormone (JH) (Riddiford 2008), a hormone that regulates bee maturation, brain chemistry, and brain 
structure (Robinson 2002). The TRN also prominently features TFs better known in other contexts. For 
example, dorsal (dl), one of only four global regulators, is the insect ortholog of NF-kB (Koo, Russo et al. 
2010), a well-known mediator of immune responses.  
We were able to robustly and accurately model a large percentage (ca. 25%) of the brain transcriptome 
from whole brain data. This might seem surprising, because neuron-, circuit-, and brain region-specific 
patterns of gene expression are well known (Lein, Hawrylycz et al. 2007). However, some hormones and 
neuromodulators can have widespread transcriptional effects on the brain (D.W. Pfaff 2009).  We used 
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the results of two BeeSpace experiments that profiled gene expression in specific brain regions to explore 
whether performance of the TRN might be enhanced for a more homogenous population of cells. By 
contrast, the TRN was a better predictor of gene expression for whole brain transcriptome profiles than 
for brain-region specific profiles (Fig. S10, Table S10). These results suggest that additional factors that 
functionally link multiple cell types and brain regions may drive gene expression across the brain, 
including hormones, immune/inflammatory responses, and synaptic connections between neurons. Such 
factors are represented in the TRN by prominent hub genes (ftz-f1 and br; dl and Deaf1; and Creb, 
respectively). Other modules may reflect more general cellular functions, e.g., those involving general 
“housekeeping” (Lein, Hawrylycz et al. 2007); the largest module in the bee brain TRN is regulated by 
Lag1, a TF linked to metabolism (19). These and likely other reasons made it possible for the TRN to 
capture coherent patterns of transcriptional regulation, even for averaged values of gene expression 
across the brain. 
 
Figure 4.2. Reconstruction of a genome-scale model of a behaviorally related transcriptional 
regulatory network (TRN) from honey bee brain transcriptome profiles. A. Flow chart outlining the 
ASTRIX approach: 1) input transcriptomic dataset; 2) “Skeletal” network inferred with ARACNE; high 
mutual information threshold (P < 10-6) retains only strong (putatively direct) interactions; 3) DPI (Data 
Processing Inequality) eliminates indirect interactions; 4) LARS fits a regression model for the regulation 
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of each gene by transcription factors (TFs); 5) model accuracy for each gene assessed in training and 
test sets; 6) accurately modeled genes retained in a parsimonious, quantitative model that predicts gene 
expression from TF expression. B. 190 TFs (triangles outside the sphere) are predicted to regulate 2176 
genes via 6757 interactions (Mean in-degree = 3; Mean out-degree = 35, Tables S2, S11). Red triangles 
at the top represent the predicted global regulators: br, lilli, dl & GB13780. The genes unique to each 
behavioral category (sub-network; same color coding as in Fig 1A) are highlighted along with their 
corresponding sub-network specific TFs (within each box). TFs predicted to be involved in the regulation 
of two sub-networks are labeled between the boxes. C. Plots show the accurate fit of the model (red) to 
actual expression data (blue) in training and test samples (left & right of the blue dotted line, respectively), 
for four randomly selected genes with training correlation > 0.8.  
Two intriguing dynamic properties of this TRN were detected, but their biological significance is unclear. 
First, while modules generally showed consistent gene expression across individuals within behavioral 
states (Fig. S7), some modules exhibited significant changes in relative gene expression ordering 
between states (Fig. 4.3D). This “shuffling” was greatest for modules associated with hub genes (Fig. S8) 
such as ftz-f1, Creb, and Lag1. Gene shuffling is associated with transcriptional “dysregulation” in 
diseased states (Eddy, Hood et al. 2010), but such differences have not yet been detected in network 
analysis for normal states. Second, the shuffling varied depending on behavioral timescale. Increased 
shuffling was more often associated with longer-lasting behavioral states, e.g., those related to behavioral 
maturation, rather than more dynamic states, e.g., spatiotemporal floral memories (P = 0.008; Fig. 3D, 
Table S8, Fig. S9). Longer-lasting states also showed a significant increase in the number of TFs 
predicted to regulate each gene (P = 0.002; Fig. S8). These results are reminiscent of the above-
mentioned cluster analysis timescale differences, and again hint at differences in transcriptional 
regulation over different timescales. 
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Figure 4.3. Global and behavior-specific regulators in the bee brain transcriptional regulatory 
network. A. Extent of transcriptomic change (number of differentially expressed genes, DEGs) in each of 
the 27 pair-wise comparisons between states that relate to aggression, maturation, or 
foraging. B. Patterns of differential expression (FDR < 0.05) for the top 20 hubs in the TRN. TFs (rows) 
sorted by size of predicted gene modules. Blue: upregulation; Red: down-regulation. C. TFs whose 
predicted target genes were “active” (significantly over-represented among differentially expressed 
genes) across all three behavioral categories (“global regulators”) and TFs active only for aggression, 
maturation, or foraging (full description in Table S7). Shaded boxes indicate the significance level for 
each enriched module (hypergeometric distribution). D. TF-gene modules with the most significant 
between-state changes in the relative expression of module members (P-values in legend). 
 
Figure 4.4 Factors that influence behavior over long vs. short timescales influence network states 
differently. We subdivided the 27 comparisons into three categories based on the timescales over which 
they influence behavior (Table S8): long-term differences (hereditary differences between strains and 
sub-species that accumulate over evolutionary time); medium-term differences (changes occurring over a 
few weeks, primarily due to environmentally-induced changes); and short-term differences (factors that 
influence behavior for only hours or a few days; e.g., pheromones and the imprints of spatiotemporal 
memories on foraging). We compared the effects of these timescales on four aspects of network 
dynamics and regulation: the number of differentially expressed genes in the TRN (DEGs; A), the number 
of between-state perturbations in relative gene expression within modules (‘shuffling’, B), the number of 
TFs influencing each target gene (in-degree; C); and the number of target genes regulated by each TF 
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(out-degree; D). Statistical significance for differences between timescales was determined using Kruskal-
Wallis rank-sum tests. 
Validation of the Transcriptional Regulatory Network  
Comprehensive validation of the predictions of this TRN would require manipulation of brain  expression 
of multiple TFs with RNAi across multiple behavioral states under natural conditions. This is not yet 
feasible, though RNAi treatment has been used to test the effects of single genes in individual behavioral 
contexts in the field (Nelson, Ihle et al. 2007). Instead, partial validation for some of our results was 
obtained by four comparative bioinformatics analyses. (i) Genes in the modules of 14 TFs in the bee brain 
TRN had significant overlap with the direct, physical targets of the orthologous TF in Drosophila (Roy, 
Ernst et al. 2010), (Table S5, P < 10
-15
), compared to randomized bee TRN data which had ~2 
overlapping modules (Fig. S12). (ii) The modules for 6 TFs in the bee brain TRN were enriched for the 
cis-regulatory motif recognized by their Drosophila ortholog (Table S5). (iii) The prediction of state-specific 
TF activity was supported by results from an independent chromatin immunoprecipitation (ChIP-chip) 
study, which identified 16 of the TFs in the bee brain TRN linked to foraging and maturation as direct 
targets of Ultraspiracle. Ultraspiracle has been shown to mediate maturationally-related transcriptional 
responses to JH in the honey bee (Riddiford 2008) (Ament et al., submitted) (Table S9). This result further 
supports our hypothesis that additional factors like hormones may drive global gene expression across 
the brain. (iv) This TRN linked the TF Deaf1 to bee aggression, as has been shown previously (Alaux, 
Sinha et al. 2009), and the predicted targets of Deaf1 overlapped significantly with the targets of Deaf1 in 
Drosophila. These findings suggest that many modules of the bee brain TRN involve direct physical 
interactions between TF and target genes, and highlight strong evolutionary conservation across bees 
and flies, despite ca. 300My divergence. 
Conclusion 
This bee brain TRN does not encompass all the layers of complexity inherent in brain function, which 
includes indirect and combinatorial regulation of gene expression by TFs, as well as regulation via non-
coding RNAs, epigenetic mechanisms and post-transcriptional processes. However, its ability to 
accurately model a surprisingly high percentage of the transcriptome—absent information on nonlinear 
interactions between genes, physical interactions, time course, or brain subregion localization, and using 
only a partial (ca. 30%) list of TFs (Adryan and Teichmann 2006)—suggests that the relationship between 
brain gene expression and behavior is both stronger and more predictable than previously imagined.  
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Methods 
Experimental Designs of BeeSpace experiments 
 The integrated nature of the BeeSpace Project enabled us to control and standardize aspects of field, 
laboratory, and informatics work across a large number of studies. All experiments were performed with 
bees from a single species, the western honey bee Apis mellifera. Field experiments were performed 
during the summers of 2007 and 2008, primarily at the Bee Research Facility at the University of Illinois 
(Urbana, IL). Additional fieldwork was performed at Ixtapan de al Sal, Mexico (Africanized vs. European 
honey bees (Alaux, Sinha et al. 2009)), Avignon, France (Northern vs. Southern European sub-species 
(Whitfield, Ben-Shahar et al. 2006), Arizona State University (high vs. low pollen hoarding), and East 
Tennessee State University (time training). 
Hereditary influences were studied by comparing bees from known different genotypic backgrounds, 
either different sub-species or selected lines. Bees were sampled from colonies derived from populations 
maintained as described previously (R. E. Page 1995; Whitfield, Ben-Shahar et al. 2006; Alaux, Sinha et 
al. 2009). Environmental influences were studied by minimizing genetic variation among bees; we used 
colonies each derived from a queen instrumentally inseminated by semen from a single male. To 
generate large numbers of bees with similar genotypes, most experiments used sets of colonies, each 
headed by sister queens instrumentally inseminated with semen from brother drones. We generated 
three sets of source colonies by this approach, all derived from typical North mixed European sub-species 
stock. 
Source colonies were maintained uniformly, according to standard beekeeping practices. Behavioral 
collections were made directly from these colonies, or bees were introduced into different host colonies 
according to the various experimental paradigms utilized in individual experiments. Each study was 
replicated in at least 2 independent field trials using bees from different source colonies. Bees were 
collected directly into liquid nitrogen or dry ice and stored at -80°C prior to brain dissection and gene 
expression analysis. 
Global analysis of brain gene expression and social behavior  
Unsupervised hierarchical clustering and Multi-Dimensional Scaling (MDS) were performed using 
MATLAB. Pearson’s Correlation was used as a metric to compute the distances between transcriptomic 
responses (log-transformed pvalues) in the data set and unweighted average distance (UPGMA) (Gauch 
and Whittaker 1981) was used to construct the dendrogram. To test the accuracy of the clustering, we 
used the cophenetic correlation metric (Sokal and Rohlf 1962) which measures how faithfully the tree 
represents the dissimilarities among observations. We found it to be at a very high value of 0.89, 
suggesting an accurate fit to the data. We also performed additional statistics to verify the significance of 
the result (Table S3 and Fig. S1). Both random sampling of various subsets of the transcriptome (Table 
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S3) and clustering after removing one of the phenotypes (Fig. S1) revealed that the behavior-specific 
clusters we obtained were robust. In both the above-mentioned control experiments, the aggression 
subcluster of transcriptional profiles for environmental factors sometimes grouped into a separate cluster 
of its own; nevertheless, all its members were retained in the same cluster. We also estimated the global 
P-value of the tree based on a method suggested by (Levenstien, Yang et al. 2003). Bootstrapping 
estimates (based on 1000 runs) were used to calculate P-values using the pvclust (Suzuki and 
Shimodaira 2006) package in R. These P-values were then used to calculate the global P-value, defined 
as the minimum of the P-values for the nodes. We estimated the global P-value to be less than 0.001. 
Identification of honey bee transcription factors  
Few TFs have been experimentally identified and characterized in the honey bee. We therefore focused 
on genes that are robust orthologs of TFs that have been experimentally characterized in Drosophila. We 
used a list of 256 TFs for which there was little or no change in critical residues between the bee gene 
and its Drosophila ortholog (Kim, Cunningham et al. 2010). Of these putative honey bee TFs, 236 were 
present in the brain gene expression profiles, and 190 had predicted targets in the TRN. 
Cross validation and accuracy of fit 
 The quantitative output of the TRN model enabled us to test the accuracy of the predictions in new 
conditions. All data used in this procedure were normalized before network inference to have row 
variances of 1; this normalization means that for the influence of a TF on a given target gene, we can 
uniformly interpret the magnitude of the coefficients α, β, and σ, and use their magnitudes to rank the 
individual interactions (Bonneau, Reiss et al. 2006). We quantified the accuracy of the inferred model by 
measuring the Root Mean Square Deviation (RMSD). RMSD has the same units as variance, thus 
providing an estimate for the amount of variance of the gene explained by the model. We also quantified 
the Pearson correlation between the model’s predictions and the actual expression data.  
We performed two tests to determine the TRN’s ability to predict the expression of each gene in new 
states. In 10-fold-cross-validation using random subsets of samples as test sets, using the expression 
levels of the TFs alone, our model made highly accurate gene expression predictions with a Mean 
RMSDtest = 0.35. We selected only the genes that we could predict well in the training set with a RMSD 
threshold = 0.5, and the resulting Mean RMSDtrain was 0.34. We repeated the analysis using correlation 
as a metric. Correlation also yielded the same result: the test correlation was as good as the correlation in 
the training set (0.87), suggesting a good fit to the data without overfitting. Second, we performed “leave-
one-state-out” cross-validation, in which all the bees from one of the 48 states were removed from the 
training set; this is a more stringent test in that the model is tested on a “new” behavioral state, i.e., for 
which it has not been trained. We again found an equally good accuracy in training and test set using a 
RMSD threshold of 0.5 in training for selecting genes. (RMSDtrain = 0.33, RMSDtest = 0.32; Figure 4.5).  
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Figure 4.5 Performance of the bee brain TRN in 10-fold cross validation. Histogram shows the 
distribution of Pearson correlations in test set for the expression values predicted by the TRN compared 
to actual gene expression, for the 2176 genes that were accurately predicted in the training set (training 
set, r > 0.8). 
 
Figure 4.6. Performance of the bee brain TRN in leave-one-state-out cross validation. Our algorithm 
(ARACNE+LARS) was trained using the samples from all but one state, and the samples from the 
remaining state were then used as a test set. Mean Root Mean Square Deviation (RMSD) in training sets 
(red line) and in test sets (black line) are shown, using each of the 48 behavioral states as the test 
condition. We included in each test condition those genes that were predicted with high accuracy in that 
training set (training RMSD < 0.5). 
After estimating the accuracy of fit in cross validation, we then used the entire data set and inferred the 
final network using ARACNE and LARS. We then selected genes that could be predicted with correlation 
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> 0.8 to be in the final model—exactly as we had done on each training set in the error estimation stage.  
The mean correlation of fit in the whole set was 0.87. We built the final network based on the LARS 
model for each gene. We chose the TF–target gene interactions that had a regression coefficient greater 
than 0.1. The beta values (regression coefficients) give an estimate of the amount of variance explained 
by each TF. The putative regulators with regression coefficients less than 0.1 were pruned out and the 
final network was determined, which consists of 2176 genes and 190 TFs. 
 
Estimation of background accuracy and controls for expression prediction 
 We performed three experiments to estimate the model's accuracy on control conditions. 1) We inputted 
a random data set, the same size as our data set, normalized and preprocessed in the same way, and 
then tried to infer from it a network model. This control model did not predict any interactions significant 
below the required mutual information threshold (P < 1E-6), suggesting that very few, if any, interactions 
obtained in the experimental bee brain TRN could have occurred by random chance. 2) We used the 
honey bee expression data and then randomly shuffled the expression of TFs (but not putative targets) 
across experiments. Once again, no significant interactions were predicted. Although some interactions 
had high mutual information, none of the predicted interactions had a training correlation greater than 0.8. 
The average test set correlation of this control model across all 9544 genes was only 0.22 in 10-fold-
cross-validation. These results suggest that the accurate predictions of the bee brain TRN (r > 0.8; mean 
test set correlation, r = 0.87) were specifically due to interactions between TFs and their predicted target 
genes rather than to cryptic structure in the data set or the modeling approach used. 3) We tested the 
ability of the bee brain TRN to model gene expression data in a prominent subregion of the brain, the 
mushroom bodies (Fig. S9). We again trained the model on all whole brain data, then used the mushroom 
body-specific Foraging Experience dataset (Table S1) as a test set (r = 0.36). To determine the 
significance of the model’s performance, we measured the test prediction using the mean expression of 
the TFs alone instead of using the linear model predicted by our approach; the average test set prediction 
correlation was only 0.01. 
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Chapter 5: Conclusions and Future Directions  
 
Despite recent advances in computation, new algorithms are needed to integrate data from various 
sources and assemble a holistic view of the cell. Over the course of my PhD, I have integrated 
heterogeneous omics data with biochemically-detailed models of metabolism, to create novel approaches 
that enable simulation of cellular responses to perturbations. Specifically, I have developed i) the first 
automated integration of genome-scale metabolic and regulatory networks (PROM); ii) the first predictive 
transcriptional regulatory network model for social behavior (using ASTRIX); and iii) the first approach to 
use a predictive network model (metabolism) to infer and refine another network model (regulation) 
(GEMINI). The new approaches discussed here have diverse applications for understanding microbial 
biochemistry, drug discovery and disease progression. Further, accurate prediction of network responses 
is the ultimate test of our understanding of a given system and will enable re-engineering of cellular 
circuits. 
The ASTRIX algorithm allows the reverse-engineering of regulatory network models from high-throughput 
data. ASTRIX identifies key hub genes that control cellular networks, and these network models can be 
used to quantitatively predict gene expression changes in new conditions. ASTRIX can also identify 
master regulatory genes that drive networks, which could aid synthetic biology, and facilitate the 
discovery of drug targets for diseases.  
Further, predicting the effect of transcriptional perturbation on the metabolic network using PROM can 
lead to more effective metabolic engineering of microbes and the identification of diagnostic metabolic 
biomarkers for cancer and other diseases. The PROM algorithm is an ideal tool for constructing genome-
scale regulatory–metabolic network models in an automated fashion. Furthermore, PROM can detect 
drug targets and metabolic flux changes, and predict gene knockout phenotypes and growth rates 
quantitatively. 
GEMINI accelerates the model-building process by iteratively improving the predictive ability of the 
integrated network models. GEMINI goes beyond traditional data integration approaches for network 
inference and refinement by using a predictive network model (metabolism) to refine another network 
model (regulation) – thus providing an alternate, complementary and a novel avenue to the problem of 
regulatory network inference. 
While these above-mentioned algorithms are significant first steps, considerable challenges still need to 
be addressed in order to understand metabolic regulation in higher organisms at the molecular and 
physiological scale, from genetic regulation, epigenetics, and interaction with small molecules to 
hormonal regulation. These models also need to capture a range of metabolic alterations, from those that 
occur during ephemeral behavioral changes to long-term metabolic shifts related to diet and disease. 
With recent consortium projects like ENCODE generating vast amounts of data on some of these 
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regulatory processes, we can begin to create models that incorporate these factors. Developing methods 
for automated reconstruction of predictive network models is critical for harnessing the exponentially 
increasing amount of genomics data and will have tremendous impact on biology and medicine.  
In summary, this dissertation involves three main themes: 
1. The development of new tools for reconstruction and modeling of biochemical networks 
2. Understanding transcriptional regulation of metabolism in various model organisms 
3. Applying systems approaches to social behavior to dissect the role of transcriptional regulation. 
In the subsequent sections, I will discuss two main avenues of research that holds great potential for 
advancing along these themes—regulation of cancer metabolism and the role of metabolic alterations in 
behavior.  
Behavior and Metabolism: Aerobic Glycolysis in the Aggressive Honeybee Brain* 
My dissertation on the reconstruction and modeling of metabolic and regulatory networks has provided a 
number of fundamental insights on transcriptional regulation of metabolism and behavior. Furthermore, 
my analysis has also revealed surprising new connections between behavior and cancer metabolism. 
Behaviors such as aggression have been known to lead to widespread transcriptomic changes in the 
honeybee brain (Whitfield, Cziko et al. 2003; Alaux, Sinha et al. 2009).  In Chapter 4, the meta-analysis of 
genome-scale expression changes across different behaviors showed that these behaviors lead to 
distinct transcriptomic states in the brain, suggesting that there is a strong connection between 
transcriptional regulation and behavior. The ASTRIX algorithm was then used to reconstruct the first brain 
TRN for naturally occurring social behavior. 
 
Interestingly, some of the regulators identified in the bee brain TRN generated with ASTRIX also play 
important roles in controlling metabolism. We found that the top TF regulating the TRN lag1 (also known 
as Schlank) is a regulator of lipid metabolism in Drosophila (Bauer, Voelzmann et al. 2009). Analysis of 
specific behaviors like aggression also suggests links between behavior and metabolism. Deaf1 was 
predicted to be a regulator of aggression by the TRN; its function is also conserved in Drosophila, and is 
found to regulate metabolic genes in the TRN based on our annotation.   
 
 
 
 
* Manuscript under preparation; co-authors - Clare Rittschof, Seth Ament, Nathan Price and Gene Robinson designed 
research and helped drafting the manuscript; I performed all the in silico analyses mentioned in this chapter. 
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Alaux et al previously characterized metabolic patterns of the aggressive brain using both neurogenomic 
data and enzyme activity assays of brain mitochondrial preparations (Alaux, Sinha et al.). They showed 
that heightened aggression is associated with decreased expression of genes involved in oxidative 
phosphorylation (OX). Enzyme activity assays gave similar results. These findings are surprising 
considering that aggressively aroused bees have increased whole-body metabolic demands (Harrison 
and Hall). I expanded this analysis to include all genes involved in central metabolism and found that 1) 
the previously described decreased expression of OX genes is coupled with increased expression of 
glycolysis (GLY) genes in aggressive bees, and 2) although not exclusive to aggression, aggressive 
phenotypes show this combined metabolic response robustly, forming a cluster that is significantly distinct 
from other behavioral phenotypes (P<<0.00001). This analysis suggests that there is a consistent pattern 
of metabolic regulation in the aggressive brain. This pattern is similar regardless of the context of the 
aggressive response (e.g. inherited versus environmentally induced differences in aggression).  
In a normal cell, a major portion of the glucose flux into the system gets channeled through glycolysis and 
subsequently the TCA cycle resulting in the production of ATP through oxidative phosphorylation with 
concordant consumption of oxygen. Higher energy demand leads to higher glucose consumption and this 
forms the basis of imaging technologies like PET scan, which track oxygen/glucose consumption and 
highlights regions that are active during specific processes in the brain. However during aerobic 
glycolysis, a major portion of the flux gets diverted away from the TCA cycle in conditions where oxygen 
availability is not limiting. This leads to a much less energy-efficient route for producing ATP (2 
ATP/glucose) than oxidative phosphorylation (36 ATP/glucose) (Phelps and Barrio 2010). Nevertheless, 
aerobic glycolysis has been predicted to more rapidly provide ATP and substrates for biosynthetic 
pathways (Vander Heiden, Cantley et al. 2009; Lunt and Vander Heiden 2011).  
The shift in brain metabolism associated with aggression suggests that behavioral phenotype affects 
brain energy flux or vice versa. Because energy availability and neural signaling are coupled (Potter, 
O'Riordan et al. ; Smith, Riby et al.), aggression-related metabolic changes have implications for 
behavioral plasticity. Intriguingly, increased GLY and decreased OX in the presence of an ample oxygen 
supply (we do not know if the honey bee brain becomes oxygen-limited during aggression) is one of the 
most commonly observed hallmarks of cancer physiology. Termed aerobic glycolysis (the Warburg Effect 
(Warburg 1956) in cancer), this pattern of central carbon metabolism is often associated with high cell 
proliferation rates (Gruning, Rinnerthaler et al.), and is known from a wide range of cancer cell types 
(Smolkova, Plecita-Hlavata et al. 2011). However, aerobic glycolysis is also observed in the healthy brain, 
and may have important, as of yet unknown, implications for neuronal function (Vaishnavi, Vlassenko et 
al. 2010). Brain regions exhibiting aerobic glycolysis have been predicted to correlate with brain regions 
involved with Alzheimer’s disease (Vlassenko, Vaishnavi et al. 2010). In other biological contexts, such as 
cancer cells and frog retina (Fiske and Vander Heiden 2012), rapidly proliferating cells presumably utilize 
the fast glycolytic pathway for biosynthesis (and perhaps secondarily for ATP production) (Herling, Konig 
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et al. 2011; Fiske and Vander Heiden 2012). However, cell proliferation is not a relevant goal in the bee 
brain or the human brain because there is no adult neurogenesis (Fahrbach, Strande et al.). Thus this 
metabolic shift in the aggressive brain has unknown functional implications, perhaps stemming from a 
tradeoff between a fast burst of energy through glycolysis and energy efficiency through the oxidative 
phosphorylation pathway. In addition, we do not know if aerobic glycolysis in the honeybee occurs due to 
the same reason as in the human brain. Since the end products of glycolysis are not used for 
proliferation, it would be interesting to trace the carbon flux and identify other functions for this process. 
Constraint-based models might enable us to study this process in more detail and would also allow us to 
test other hypotheses that could lead to this effect such as spatial and volumetric constraints in the 
synapse (Shlomi, Benyamini et al. 2011).  
In summary, the metabolic state of the aggressive brain provides a unique connection between a discrete 
behavior and aerobic glycolysis. The discovery of aerobic glycolysis in the aggressive bee provides the 
first opportunity to study its functional effects in the context of natural behavior and has important 
implications for understanding cancer and neurological diseases. 
 
Cancer Metabolism and Regulation 
The complexity of cancers is a bottleneck preventing comprehensive understanding of their underlying 
mechanisms, and in turn, the development of effective therapies. Cancer develops through the 
dysregulation of multiple biological interactions and events, both at the molecular level between genes 
and proteins, and at the physiological level between functionally diverse cells and tissues (Hanahan and 
Weinberg 2000; Parsons, Jones et al. 2008). For most cases, no single genetic change (mutation or copy 
number variation) has been found to be sufficient to cause transformation (Carro, Lim et al. 2010); 
instead, mounting evidence suggests a highly complex origin, involving the combined effects of multiple 
low-penetrance mutations (Fletcher and Houlston 2010). Beyond genetic mutations, transformed cells 
can exhibit changes in expression of hundreds to thousands of genes and proteins (Edelman, Eddy et al. 
2010). With multiple and varied changes occurring at different cellular scales, a systems approach is 
needed to understand cancer progression.  The only way to examine and comprehend the changes in the 
entire tumor genome, transcriptome, proteome and other -omics data types is through mathematical and 
computational systems biology approaches. By studying cancer at the network level rather than individual 
genes, we can better integrate diverse changes in cancer.  
 
Recent research using a systems approach has shown that TRNs play a major role in transformation of 
epithelial cells (Carro, Lim et al. 2010). Moreover, it is already well known that cancer cells exhibit an 
aberrant metabolic network (Cairns, Harris et al. 2011). Altered metabolism in cancer may arise not only 
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from perturbations to metabolic genes, but also due to transcriptional regulators that control metabolism 
(Cairns, Harris et al. 2011). A network-based approach that integrates the multiple changes associated 
with cancer—on both metabolic and regulatory levels—would lead to better understanding of its origin 
and progression. The development of PROM allows for the automated and quantitative integration of 
transcriptomic and regulatory data with metabolic networks. Once we have our integrated metabolic-
regulatory network for a specific cancer we can test the ability of the model to simulate growth 
phenotypes under different environmental conditions.  We can then iteratively improve the model to 
ensure its ability to accurately simulate the organism’s natural behavior using GEMINI. Such an 
integrated network model will highlight the metabolic changes that occur in the bulk tumor. 
Modeling the human metabolic network is even more challenging than modeling microbial networks for a 
number of reasons (Ma, Sorokin et al. 2007). In contrast to the microbial objective of maximizing growth, 
human cells exhibit complex and poorly defined cellular objectives, in terms of both the metabolites 
required for growth and those synthesized by the cell. Humans are a multicellular, multi-tissue organism 
with complex networks of interactions between individual agents at each of these scales. Furthermore, 
the functions of the cells, tissues and organs are well differentiated and the metabolites are transferred 
within the body through the blood circulation system. While our models have shown great accuracy 
observed to date for simple organisms, we have not yet demonstrated their success in human systems, 
where regulatory complexity is much greater—the complexity of regulation in humans encompasses not 
only the effect of transcription factors, but also the effect of non-coding RNAs, epigenetic effects, post-
translational modifications, and alternative splicing. Recent studies from the Shlomi and Ruppin labs 
(Shlomi, Cabili et al. 2008; Shlomi, Cabili et al. 2009; Jerby, Shlomi et al. 2010; Frezza, Zheng et al. 
2011) and also our lab (Wang, Eddy et al. 2012), have taken the first steps in this direction by developing 
tissue-specific models of metabolism and predicting candidate biomarkers and drug targets in humans. A 
mapping between regulatory perturbations and the resulting metabolic changes in specific cancers will aid 
in the identification of candidate diagnostic markers and drug targets. In combination with these models, 
the new algorithms that I have developed thus far will help to greatly advance our current knowledge and 
understanding of molecular carcinogenesis.  
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