In this paper, existence of a strong global solution for all finite time is derived for the Kirchhoff's model of parabolic type. Based on exponential weight function, some new regularity results which reflect the exponential decay property are obtained for the exact solution. For the related dynamics, existence of a global attractor is shown to hold for the problem, when the nonhomogeneous forcing function is either independent of time or in L ∞ (L 2 ). With finite element Galerkin method applied in spatial direction keeping time variable continuous, a semidiscrete scheme is analyzed and it is, further, established that the semi-discrete system has a global discrete attractor. Optimal error estimates in L ∞ (H 1 0 )-norm are derived which are valid uniformly in time. Further, based on a Backward Euler method, a completely discrete scheme is developed and error estimates are derived. It is further observed that in case f = 0 or f = O(e −γ0t ) with γ 0 > 0, the discrete solutions and also error estimates decay exponentially. Finally, some numerical experiments are discussed which confirm our theoretical findings.
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Inroduction.
In this article, we consider the following nonlocal nonlinear boundary value problem of Kirchhoff's model of parabolic type: Find u = u(x, t), x ∈ Ω and t > 0 which satisfies
in Ω × (0, ∞), (1.1) u(x, t) = 0 on ∂Ω × (0, ∞), (1.2) u(x, 0) = u 0 in Ω, (1.3) where Ω is a convex polygonal or polyhedral domain in R d (d = 2 or 3) with boundary ∂Ω, f = f (x, t) and u 0 are given functions in their respective domain of definitions. Here, u t = ∂u ∂t and . L 2 (Ω) the L 2 -norm. Such problem arises in the model describing the evolution of a population density subjected to a diffusion rate proportional to (1 + ∇u(t) 2 ) with the forcing function f representing the rate of supply. For details of the physical application and its complete mathematical modelling of such type of problems, we refer to [3] and [1] . More general nonlinear parabolic equations with nonlocal terms is of the form
where a is a nonlinear nonlocal form in u, which includes the problem (1.1) are considered in the literature, see [5] , [9] , [4] and [2] . In these articles, the focus is on proving well-posedness and on the study of asymptotic behavior of solutions of the nonlocal problem (1.4)-(1.3) under various conditions on the nonlinearity. In recent years, numerical approximation to the stationary problem of (1.1)-(1.3) has been studied in [6] using C 0 -conforming finite element method and optimal error estimates in H 1 are derived. However, there is hardly any result on the numerical approximations to (1.1)- (1.3) . When the forcing function f is either independent of time or is in L ∞ (L 2 ), it plays a crucial role in the dynamics of this problem, therefore, in this paper, global existence of a unique strong solution to the problem (1.1)-(1.3) for all t ∈ [0, T ] with any finite positive T > 0 is proved using Bubnov Galerkin method and compactness arguments. New regularity results using exponential weight function are also established. As a consequence, this problem admits the existence of a global attractor both in L 2 and H 1 0 -spaces. When C 0 -conforming finite element method is applied to approximate the solution of (1.1) keeping time variable continuous, a semidiscrete scheme is derived and it is shown that the discrete problem has a discrete global attractor. Further, optimal priori error estimates in L ∞ (H 1 )-norm are established which are even valid uniformly in time. Then based on backward Euler method, a discrete scheme is analyzed and it is, further, shown that the discrete problem has a solution using a variant of Brouwer fixed point argument. Moreover, optimal error estimates are derived. When either f = 0 or f = O(e −γ0t ) with some γ 0 > 0, exponential decay property for the exact as well as the discrete solution and for error estimates is shown to hold. Finally some numerical experiments are conducted which confirm our theoretical results.
The main contributions of this article are to
• derive regularity results using exponential weight functions and establish global existence of a unique strong solution to problem (1.1)-(1.3).
• prove optimal error estimates of the semidiscrete Galerkin approximation, which are valid uniformly in time and with right kind of regularity for the problem with convex polygonal or polyhedral domains.
• show the existence of a global attractor in both continuous and semidiscrete cases.
• prove exponential decay property for the exact solution, discrete solution and even for the error when the forcing function is either zero or of decaying exponentially in time.
• provide error analysis for the completely discrete scheme which is based on backward Euler method without using discrete Gronwall's inequality.
The rest of the article is organized as follows. Section 2 is devoted to the global existence and uniqueness of strong solution and new a priori bounds for the solutions of (1.1)-(1.3) are derived. Section 3 deals with error estimates for the semidiscrete solutions. Section 4, focuses on the existence and uniqueness of the discrete solution and error estimates. Finally, in section 5 some numerical results are discussed to confirm theoretical results.
Global Existence, Uniqueness and Regularity Results
This section deals with weak formulation, existence of unique global solution and some regularity results. Denote by H m (Ω) as the standard Sobolev spaces with norm
The weak formulation related to the problem (1.
A priori bounds
This subsection focuses on a priori bounds for the problem (2.1) which are valid uniformly in time using exponential weight functions in time.
where β = (1 − 2α λ 1 ) > 0, and λ 1 > 0 is the minimum eigenvalue of the Dirichlet eigenvalue problem for the Laplace operator.
Proof. Set v = e 2αt u in (2.1) and obtain
Apply Poincare's inequality : 
Since α can be chosen so that 0 < α < λ 1 2 and β = (1 − 2α λ 1 ) > 0. Then, it follows that
and this concludes the rest of the proof.
, then rewrite using Poincare's inequality
Following the part of Lemma 2.1, it now follows that
. Then for 0 < α < λ 1 2 , there holds:
Proof. Forming L 2 -inner product between (1.1) and −e 2αt ∆u yields
Using Poincare's inequality, it follows using integration with respect to time that
Multiplying by e −2αt and with β = (1 − 2α λ 1 ) > 0, it completes the rest of the proof.
Proof. Set v = u t in (2.1) and obtain
and hence,
Multiplying by 2e 2αt and then, rewrite it as
Thus, on integration with respect time from 0 to t and then, multiplying the resulting inequality by e −2αt to obtain
Using Lemma 2.1, we note that
Thus, we arrive at
This concludes the rest of the proof.
Proof. Differentiating of (2.1) with respect to time yields
Multiplying (2.6) by 2e 2αt , α > 0 and using Poincare's inequality it follows that
Integrating with respect to time from 0 to t and multiplying the resulting inequality by e −2αt to obtain
This completes the rest of the proof.
. Then, there holds:
Proof. Substitute v = −∆u in the Weak formulation (2.1) to obtain
Using Young's inequality, we bound
Therefore, we arrive at
From Lemma 2.4 applying the bound of u t we obtain bound for ∆u . This completes the proof.
Since Ω is a convex polygonal bounded domain, hence u 2 H 2 ≤ C R ∆u 2 . Now from Lemmas 2.4-2.5, it follows that
Proof. Differentiating of (2.1) with respect to time yields 
. Then, the following result holds
On multiplying (2.16) by e 2αt , α > 0 and rewriting it as
Now using Young's inequality for the first two terms in the right hand side and rewriting it as
The term inside the bracket of the third term in the right hand side is bounded by Lemmas 2.2, 2.5 and 2.6. Therefore the third term in the right hand side is bounded by the lemma 2.4. Altogether, we obtain
Remark 2.2.
Hence, we derive exponential decay property.
, then for α 0 = min(α, γ 0 ); the solution decays exponentially with order O(e −α0t ).
, we obtain regularity results proved in Lemmas 2.1-2.7 are valid uniformly in time for α = 0.
Existence and Uniqueness of strong solution
Before, proving existence and uniqueness of a strong solution, we first prove the following monotonicty property for our subsequent use. 
Proof. Note that
Therefore,
. Then for any finite T > 0, the problem (1.1)-(1.3) admits a unique global strong solution u for t ∈ (0, T ] satisfying
Proof. For a proof of existence, one can apply Bubnov-Galerkin method and compactness arguments of Lions in a standard way, see also [9] . For uniqueness, we prove it by contradiction. Assume contrary, then there exist two distinct solutions u 1 and u 2 of the problem (1.1) satisfying
With w = u 1 − u 2 , w now satisfies
Using monotonicity property given in Lemma 2.8, we observe that
Since w(0) = 0, it follows that w = 0 which leads to a contradiction. Hence, the solution is unique. This completes the rest of the proof.
As a consequence of Lemmas 2.1 and 2.2, we obtain the following results: From (2.3), we note that the ball
To provide a quick sketch of its proof, note that for any R > 0 with u 0 ∈ B R (0),
. Now taking log both sides, it follows
Similarly from (2.4) in Lemma 2.2, it follows that for any R > 0 and
. Therefore, B ρ1 (0) is an absorbing set in H 
Semidiscrete Galerkin Method
This section deals with semidiscrete Galerkin approximation keeping time variable continuous and proves optimal error estimates. Given a regular triangulation T h of Ω, let h K = diam(K) for all K ∈ T h and h = max
Under an additional assumption that the family of triangulation T h is quasi-uniform, the following inverse inequality holds
Now the semidiscrete approximation u h (t) of(2.1) is to find u h (t) ∈ V h for t > 0 such that
with u h (0) = u 0h ∈ V h to be defined later.
Proof. Since V h is finite dimensional, (3.1) leads to a a system of nonlinear ODE's. An appeal to the Picard's theorem yields the existence of a unique solution u h (t) locally, that is, there exists t = t * > 0 such that (3.1) has a unique solution u h (t) for t ∈ (0, t * ). For global existence, we use continuation argument provided u h (t) is bounded for all t > 0. Now choose χ = u h in (3.1) to obtain as in Lemma 2.1 with 0 < α < 
where β = (1 − 2α λ 1 ) > 0. Note u 0h an approximation of u 0 in V h and u 0h can be made bounded by u 0 . The result on global existence of a unique solution u h (t) of (3.1) now follows for all t > 0. This completes the rest of the proof.
As a consequence, the following result holds as in the continuous case.
Proposition 3.1. There exists a bounded absorbing set
Thus, as in continuous case, the following theorem holds.
Theorem 3.2. The equation (3.1) has a global attractor A h which attracts bounded set in V h .
A priori bounds
We now introduce discrete Laplacian
2 , there holds:
Proof. Proof is similar to the proof of Lemma 2.2.
. Then there holds:
Proof. Proof is similar to the proof of the Lemma 2.3.
where τ (t) = min(t, 1).
Proof. Differentiating of (3.1) with respect to time yields
Set τ (t) = min(t, 1) and multiplying (3.5) by 2τ e 2αt ,α > 0 and using Poincare's inequality it follows that
Integrating with respect to time from 0 to t and multiplying the resulting inequality by e −2αt to obtain τ (t) u ht (t)
2 + e Now using Lemma 3.2 the second term in the right hand side is bounded and hence, this completes the rest of the proof.
, and f t ∈ L 2 (H −1 ). Then, there holds:
Proof. Substitute v = −∆ h u h in the weak formulation (3.1) to obtain
and using Young's inequality, and (3.3),we now bound
Therefore, multiplying by the resulting inequality by τ it follows that
From Lemma 3.3 applying the bound of τ u t 2 , we obtain bound for ∆ h u h . This completes the rest of the proof.
A priori Error estimates
This subsection focuses on error estimates of the semidiscrete Galerkin approximation.
Let u h (t) ∈ V h be the Ritz-projection of u(t) ∈ H 1 0 (Ω) defined by
For each t > 0, u h (t) ∈ V h is welldefined for a given u(t). With η = u − u h , the following error estimates hold: For a proof, refer to Thomee [8] . Now split u − u h = (u − u h ) − (u h − u h ) := η − θ Since estimates of η are known, it is enough to estimate θ. Using (2.1), (3.1) and (3.8), we arrive at an equation in θ as
Proof. Set χ = θ in (3.10) and use also the monotonicity property to obtain 1 2
Here
With a choice u h0 = u h (0),θ(0) = 0. But with u h0 = P h u 0 or u h0 = I h u 0 , where P h and I h , respectively, are L 2 -projection and interpolant onto V h , then
Then using regularity result in Lemma 2.2 we arrive at
An application of Lemma 2.2, 2.4 yields the final result. This completes the rest of the proof.
Since, the estimate ∇η ≤ Ch u 2 is known, it is enough to prove the estimate of ∇θ.
Proof. Setting χ = θ t in (3.10), it follows that
Now multiplying by e 2αt , α > 0 and applying Ritz projection the equation (3.13) can be written as
Now rewrite it as
A use of the Ritz projection shows
For the third term on the left-hand side of (3.14), rewrite it as
Substitute (3.15),(3.16),(3.17) in (3.14) to obtain e 2αt θ t 2 + 1 2
Now multiplying the above inequality by τ with Young's inequality yields
An integration of (3.20) with respect to time from 0 to t shows using ∇ u h ≤ ∇u (from Ritz projection) and multiplying the resulting inequality by e −2αt that
Consequently, 
From Lemmas 2.2, 2.4-2.5, the first term on right hand side is bounded by
For bounding the second term on right hand side, apply the previous theorem 3.3 to obtain a bound as
By applying Lemma 2.2, 2.5, 3.1, 3.3, 3.4, the above term is bounded. Consequently, the third term in the right hand side is bounded by
Altogether, we arrive at
An application of triangle inequality with the estimate of ∇η from (3.9) and the estimate ∇θ from Theorem 3.4 yields the following main result of this section.
Remark 3.1. (i) Note that from the theorem 3.5, the estimates are valid uniformly in time.
(ii) When f = 0, or f, f t = O(e −γ0t ), the following exponential decay property for the error estimates holds:
where K 1 depends on ∇u 0 2 , and γ = α, in case f = 0 and γ = min(α, γ 0 ) for f = O(e −γ0t ).
Backward Euler Method
This section is devoted to a completely discrete scheme which is based on a backward Euler method. Let {t n } N n=0 be a uniform partition of [0,T], and t n = nk, with time step k > 0. For
Now the backward Euler method applied to (3.1) determines a sequence of functions {U
n } n≥1 ∈ V h as solution of
Now we derive a priori bounds for the solution{U n } n≥1 .
Lemma 4.1. The discrete solution U N , N ≥ 1 of (4.1) satisfies
Proof. Set ϕ h = U n in (4.1) and obtain
Note that
Sum it up from n = 1 to N to obtain
Since (4.4) is true for N = N * , therefore,
Consequently,
and hence ∇U n 2 is bounded.
Existence and uniqueness of discrete solution
Theorem 4.1. (Brouwer's fixed point theorem) [7] . Let H be a finite dimensional Hilbert space with inner product (.,.) and . . Let g : H → H be a continuous function. If there exist R > 0 such that (g(z), z) > 0 ∀z with z = R, then there exists z * ∈ H such that z ≤ R and g(z * ) = 0.
Theorem 4.2. Given U n−1 , the discrete problem (4.1) has a unique solution U n , n ≥ 1.
Define a norm on V h as (4.8)
then F is continuous by sequential criterion. Now substituting ϕ h = v in (4.7) to obtain
Choosing R in such a way that |||v||| = R with R − k( f n + U n−1 ) > 0 and hence,
A use of theorem 4.1 would provide us the existence of {U n } n≥1 . Now to prove uniqueness, set
, where U n 1 and U n 2 are the solutions of (4.1). Then,
Using monotonicity property in Lemma 2.8 we observe
and hence
Taking summation from n = 1 to N to obtain
Since W 0 = 0, it follows that W N = 0 which leads to a contradiction. Hence, the solution is unique. This completes the rest of the proof.
Error Analysis for Backward Euler Method
In this subsection, we discuss error estimates for fully discrete finite element method. Now spllit the error e n = u(
is the solution of (4.1) and u(t n ) is the soution of (2.1), and η n = η(t n ) is defined in (3.8). Using (2.1) at t = t n and (4.1), the equation in θ n becomes for all
where
independent of h and k such that
Proof. Multiplying (4.12) by e αtn and putting ϕ h = e αtn θ n = θ n , we obtain
Now by monotonicity property given in Lemma 2.8
Therefore, using (4.16)-(4.17) and Ritz-projection, we obtain from (4.15)
Now, using Poincare's inequality and Young's inequality, we estimate the first, second and third terms in the right hand side of (4.18) as follows
, and
Therefore, using (4.19)-(4.23) in (4.18) and multiplying by 2e −αk the resulting inequality, we arrive at
Therefore, multiplying (4.24) by k, and summing over n = 1 to N , we arrive at
Therefore, the second term on the right hand side of (4.25) can be bounded by
By the Taylor series expansion of u around t n in the interval (t n−1 , t n ), we obtain
and the third term on the right hand of (4.25) side is now bounded by
For the last term on the right hand side of (4.25) bound is
Therefore, from (4.25) we arrive at
Multiply (4.31) by e −2αt N to obtain
By using Lemma 2.4 and 2.7, the second and third term in the right hand side of (4.32) are bounded respectively. Therefore
Since from (3.9) ∇η n ≤ Ch u(t n ) H 2 , is known,to in order to, estimate of ∇u(t n ) − U n , it is enough to estimate ∇θ n .
Theorem 4.4. Assume that 0 < α < λ 1 2 and choose k 0 > 0 be such that for 0 < k ≤ k 0 , (4.13)
is true. Then, there exists a positive constant C = C(α, K) such that
where β = e −αk − 2 kλ 1 (1 − e −αk ) > 0, and K depends on ∇u 0 .
Proof. Multiply the equation (4.12) by e αtn and then putting ϕ h =∂ t θ n , we obtain
Using (4.16) in (4.35), we find that
For the second term on the left hand side of (4.36), use Ritz projection to rewrite it as
The fourth term on the right hand side of (4.36), can be bounded using Ritz projection as
Therefore, using (4.37)-(4.39) in (4.36) and then multiplying the resulting inequality by e −αk , we obtain 
On multiplying (4.41) by ke −2αt N and summing over n = 1 to N , using (4.26), (4.28) and the estimate ∇η we arrive at 
Since at each time level, we need to solve the system of nonlinear equation, below, we discuss modified backward Euler method which gives rise to a system of linear equations at each time step.
Modified Backward Euler Method
For n ≥ 1 and given U n−1 , the fully discrete linear scheme based on backward Euler method is to seek U n ∈ V h as a solution of
At each time level using a priori bound of U n , this system of linear equation has a unique solution. Now for the error analysis, split the error e n = u(
Theorem 4.5. Assume that 0 < α < λ 1 2 and choose k 0 > 0 such that for 0 < k ≤ k 0 (4.13) is true. Then, there exists a positive constant C = C(λ 1 , K 1 ) independent of h and k such that
Proof. Multiplying (4.45) by e αtn and putting ϕ h = e αtn θ n = θ n , we obtain (e
The second term on the left hand side can be written as
The third term on the right hand side is bounded by
Now, continuing as before in Theorm 4.3 we arrive at
Mutiply (4.51) by k, and summing over n = 1 to N , we arrive at + e αtn (1 + ∇U n−1 2 )∇U n − (1 + ∇ u(t n−1 ) 2 )∇ u(t n ), ∇∂ t θ n = (e αk − 1) k ( θ n ,∂ t θ n ) + e αtn (∂ t η n ,∂ t θ n ) + e αtn (u t (t n ) −∂ t u(t n ),∂ t θ n ) + e 2αtn (1 + ∇u(t n ) 2 )∇u(t n ) − (1 + ∇ u(t n−1 ) 2 )∇ u(t n ), ∇∂ t θ n . (4.54)
The second term on the left hand side of (4.54), can be bounde by e αtn (1 + ∇U n−1 2 )∇U n −(1 + ∇ u(t n−1 ) 2 )∇ u(t n ), ∇∂ t θ n = (1 + ∇U n−1 2 )(∇ θ n , ∇∂ t θ n )
− e αtn ( ∇U n−1 2 − ∇ u(t n−1 ) 2 )∆u(t n ),∂ t θ n . (4.55)
The fourth term on the right hand side is bounded by e αtn (1 + ∇u(t n ) 2 )∇u(t n )−(1 + ∇ u(t n ) 2 )∇ u(t n ), ∇∂ t θ n = −e αtn ( ∇u(t n ) 2 − ∇ u(t n ) 2 )∆u(t n ),∂ t θ n − e αtn ( ∇ u(t n ) 2 − ∇ u(t n−1 ) 2 )∆u(t n ),∂ t θ n ≤ Che αtn ∇u(t n ) ∆u(t n ) 2 ∂ t θ n + e αtn ( ∇u(t n ) + ∇u(t n−1 ) )( ∇ u(t n ) − ∇ u(t n−1 ) ) ∆u(t n ) ∂ t θ n . + e −2αk e 2αtn ∂ t η n 2 + e −2αk e 2αtn u t (t n ) −∂ t u(t n )
2 + e −2αk ( ∇U n−1 2 + ∇u(t n−1 ) 2 ) ∆u(t n ) 2 ∇θ n−1 2 + h 2 e −2αk e 2αtn ∇u(t n ) 2 ∆u(t n )
4
+ e −2αk e 2αtn ( ∇u(t n ) 2 + ∇u(t n−1 ) 2 ) ( ∇ u(t n ) − ∇ u(t n−1 ) ) ∆u(t n ) . (4.57)
The rest of the proof is same as in Theorem 4.4 which also uses the estimate in Theorem 4.5. This completes the rest of the proof.
Numerical Experiment
In this section, we discuss fully discrete finite element formulation of (1.1)-(1.3) using modified backward Euler method. Now time variable is discritized by replacing the time derivative by difference quotient. Let k be the time step and U n be the approximation of u(t) in V h at t = t n = nk. We now apply modified backward Euler approximation to (3.1).
Example 5.1. Here, we choose the right hand side function f in such a way so that the exact solution is u = x(1 − x)y(1 − y)e −t in Ω = (0, 1) × (0, 1) and time t = [0, 1], which satisfy the Dirichlet boundary condition. In Table 1 , the convergence rates are given for t = 1. Observe that ∇u n − ∇U n is of order one Figure 1 : exponential decay of solution as predicted by the theory. It is also observed numerically that the convergence rate for L 2 -error is of order 2, but we still do not have a theory to back this claim.
Since f = O(e −t ), it is further observed in Fig 1 that discrete solution U L ∞ (H 1 ) decays exponentially as predicted by the theory.
Example 5.2. Here, we choose the right hand side function f in such a way so that the exact solution is u = tsin(πx)sin(πy) in Ω = (0, 1)×(0, 1) and time t = [0, 1], which satisfy the Dirichlet boundary condition. In Table 2 , the convergence rates are given for t = 1. Observe that ∇u n − ∇U n is of order one as predicted by the theory. 
