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SUMMARY 
This thesis develops a procedure that may be used to estimate the 
objective function value of the optimal solution to an optimization 
problem. The only requirement for the procedure to be applicable is 
that it be practical to obtain feasible solutions to the optimization 
problem. 
The approach consists of investigating the distribution of 
feasible solution to the problem and using statistical procedures to 
estimate a bound on the range of feasible solutions. This bound is 
then taken as an estimate of the optimal solution to the problem. 
The procedure is developed for and applied to the redistricting 
problem as formulated by Weaver and Hess ( 4 ) . A generalized algorithm 
is presented in Appendix I. 
One item of particular interest in this thesis is the use of a 
heretofore largely neglected method of parameter estimation—that of 
estimating the parameters of the population distribution which charac­
terize a set of data by minimizing the test statistic of the chi-square 
goodness-of-fit test. 
Listings of the computer programs used for this research are 





Decision problems arise in many fields. Typically, such problems 
require that decision variables satisfy certain constraints which are 
imposed by the problem situation. Depending on the constraint set, 
there may be several feasible choices for the decision variables. As a 
result, the decision-maker must seek the best set of decision variables 
which satisfy the constraints. The term "best" is relative and implies 
that the decision-maker has a criterion by which to determine the "good­
ness" of a solution to the problem. 
ical relationships between the decision variables, then the problem may 
be formulated as follows: 
If the criterion and the constraints can be expressed in analyt-
Maximize (Minimize) 
over all x 
f(X) 
Subject to (1.1) 
Where: 
X is an N-dimensional vector of decision variables. 
f(X) is a criterion function expressing a measure of effective­
ness of the solution, and 
g.(X) is a M-dimensional constraint set imposed on the problem. 
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Problems such as ( 1 . 1 ) belong to the general class of constrained 
optimization problems. Because these problems occur frequently, a 
great deal of work has been done on methods for their solution. 
Unfortunately, however, efficient and practical techniques are avail­
able only for problems which can be analytically structured to meet 
some rather stringent conditions. A review and discussion of these 
may be found in Reference 1 . 
In realistic situations, the decision-maker must find a solution 
to a problem even though the analytical formulation does not satisfy 
the necessary conditions for solution by one of the available techniques. 
Under such circumstances, it is generally more practical to find a solu­
tion that satisfies the constraints of the problem (a feasible solution) 
than to seek the solution which optimizes the criterion and satisfies 
the constraints simultaneously (the optimal solution). 
Whenever it is not practical to find the optimal solution to a 
problem and the decision-maker must be satisfied with finding a feasible 
solution to the problem, the question then arises as to how good this 
feasible solution is with respect to the optimal. In many situations, 
an answer which is arbitrarily close to the optimum may be accepted as 
satisfactory. However, before a decision can be made as to when a 
feasible solution is arbitrarily close to the optimum, the optimum 
itself must be known or estimated. 
Objective and Purpose 
The objective of this thesis is to develop a procedure whereby 
a lower bound on the value of the criterion function of an optimization 
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problem may be found. The purpose is to provide a standard against 
which feasible solutions to the problem may be evaluated in terms of 
their proximity to the estimated lower bound. 
Background to the Problem 
The research was motivated by a situation encountered by the 
author during his association with a group of individuals interested 
in the application of quantitative techniques to the problem of non­
partisan redistricting. This group developed an integer programming 
model as a statement of the redistricting problem. In essence, the 
model represented a location-allocation problem,the solution of which 
would give the optimal location of Legislative District centers and 
allocation of population units to these centers. 
The measure of effectiveness of the integer programming model 
is the sum of the squared distances from each population unit center to 
the center of the Legislative District center to which it is assigned 
times the population of the particular population unit. This measure 
of effectiveness was used because, by minimizing it, the resulting 
geometrical shape of the Legislative Districts would tend to be compact. 
The constraints to the integer programming formulation specified the 
number of Legislative Districts to be formed and required that the 
Legislative Districts have approximately equal populations. 
The integer programming formulation appeared to be a very good 
model of the redistricting problem. Unfortunately, the dimensionality 
of the problem was such that it was impractical to find the solution. 
As a result, efforts were directed toward solving an earlier formulation 
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of the problem. This formulation differs from the original in that 
single voters are allocated to a set of specified Legislative District 
centers. This earlier formulation of the problem falls into the cate­
gory of allocation problems and can be solved by well-known linear 
programming algorithms. 
The measure of effectiveness of the allocation model is the sum 
of the squared distances from the center of each population unit times 
the number of voters of that particular population unit assigned to the 
Legislative District. The constraint set to this model specifies that 
the resulting Legislative Districts have population equality. 
At this point, it is worthwhile to note that the solution to the 
allocation problem satisfies the constraints to the location-allocation 
problem. Therefore, the solutions obtained from the allocation problem 
are feasible solutions to the location-allocation problem. The problem 
which remains is that of finding the "best" solution to the 
location-allocation problem from these feasible solutions. 
Motivation for Research 
The motivation to work on this particular topic stemmed from the 
apparent lack of published work on estimating, by some rational means, 
the optimal objective function value to an optimization problem given 
that it was not practical to solve it. 
The particular application which was considered was the estima­
tion of the objective function value to the optimal solution of the 
location-allocation problem. This was relevant because redistricting 
plans obtained by the allocation problem could not be compared to any 
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standard in order to determine their "goodness" with respect to the 
best redistricting plan that could be obtained. As a consequence, the 
procedure followed at that time to obtain redistricting plans was to 
solve the allocation problem with different sets of Legislative District 
centers until a particular plan was selected by some arbitrary criteria 
of "goodness". 
With an estimate of the objective function value to the optimal 
solution of the location-allocation problem, an absolute standard of 
"goodness" for the solution of the allocation problem would be avail­
able , eliminating the need of evaluating these solutions with respect 
to arbitrary criteria. 
Approach 
The set of feasible solutions to the location-allocation problem 
is a subset of the set of solutions to the allocation problem. It was 
decided, therefore, to investigate the distribution of solutions to the 
allocation problem and to use statistical procedures to estimate a bound 
on the optimal solution to the location-allocation problem. This was 
accomplished by taking sets of random Legislative District locations and 
solving the allocation problem for each. 
The results obtained were classified and a histogram constructed. 
From the shape of the histogram, it was hypothesized that a Weibull 
distribution might characterize the population distribution of feasible 
solutions. Before a statistical test was made on this hypothesis, the 
parameters of the particular Weibull distribution characterizing the 
population distribution of feasible solutions were estimated by 
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minimizing the chi-square test statistic for goodness-of-fit. 
With the distribution parameters so estimated, the chi-square 
goodness-of-fit test was used to test the hypothesis that the popula­
tion distribution was as specified. If the test resulted in failure 
to reject the hypothesis, then the assumption was made that, in fact, 
the population distribution was Weibull. 
An estimate of the lower bound on the objective function of the 
allocation problem was obtained by minimizing the location parameter, 
denoted by y, subject to the constraint that the original conclusion 
that the population distribution was Weibull was not rejected. This 
value of the location parameter, denoted by y was taken to be a lower 





The Weaver and Hess Algorithm 
The specific problem considered in this thesis was originally 
stated by Weaver and Hess. This chapter is a development of their 
published work 
Redistricting deals with the problem of establishing boundary 
lines in a geographical area for the purpose of dividing the area into 
a set of Legislative Districts, or L.D.'s. Each district is then 
entitled to political representation in the local government. 
In 1962 the U. S. Supreme Court ruled that federal courts must 
decide constitutional challenges to state legislative representation 
at the suit of qualified voters who claimed that present reapportion­
ment did not offer them equal opportunities for representation (6). As 
a result of this ruling, a series of court cases, known as the reappor­
tionment cases resulted in the following requirements to be 
established for legislative districts: 
1. Each legislative district should have substantial population 
equality. 
2. All legislative districts should be contiguous. 
Even though no specific meaning was given to the terms 
"substantial population equality" and "contiguous," they have been 
interpreted as follows: Substantial population equality implies the 
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average population per district plus or minus some fraction of this 
amount. Contiguous means that each district should be a single parcel 
of land bordering with at least one other district. 
Any geographical area may be subdivided into a set of smaller 
areas, each having associated with it a certain population. Weaver and 
Hess approached the problem of redistricting by taking such a subdivision 
of the area to be redistricted and denoting each subdivision by a point. 
Each point had associated with it the coordinates of the center of the 
subdivision and its corresponding population. Legislative Districts 
were then composed by selecting sets of points so that each set repre­
sented one Legislative District. The actual subdivision used by Weaver 
and Hess were Enumeration Districts, henceforth referred to as E.D.'s. 
An E.D. is a population unit used by the U. S. Census Bureau. 
To determine a criterion by which to select the E.D.'s that were 
to compose each L.D., the main consideration was given to the require­
ment of contiguity. To facilitate later work, the concept of Compact 
Legislative Districts was used to express contiguity. Compactness is 
meant to imply that the geometric shape of the resulting Legislative 
District is regular. (For example, the most regular or compact 
geometric shape is a circle.) Therefore, it was conjectured that a 
compact Legislative District would also be contiguous. To obtain a 
quantitative measure of compactness, Weaver and Hess used the relation 
2 . . . 
d.. P.. The d.. represents the distance between the point representing 
ID : ID 
the jth E.D. and the population center of the ith L.D. P.. represents 
the population of the jth E.D. 
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If the assignment of E.D.'s to L.D.'s is made so as to minimize 
the measure of compactness, the resulting assignment will tend to 
cluster the E.D.'s assigned to a particular L.D. around the population 
center of that L.D. The resulting L.D. can then be expected to be 
compact, although this will not always be the case. 
The location of the population centers of the L.D.'s were deter­
mined by considering each point representing an E.D. as a possible 
candidate. The points finally chosen were those that minimized the 
total measure of compactness. 
To account for the requirement of substantial population equality 
between legislative districts, a constraint was placed on the minimiza­
tion of the total measure of compactness stating that the population of 
each district should be plus or minus some fraction of the average 
overall legislative districts . 
To summarize what has been said thus far, Weaver and Hess formu­
lated the redistricting problem so that the solution to it would yield 
the best possible location of legislative district centers and alloca­
tion of enumeration districts to these centers such that the total 
measure of compactness was minimized. Expressed quantitatively, this 
formulation is: 
n n 






7 P.x.. s (P. )/k(l+a)x.. i = l,n 
D ID - D 11 
n 
)" P.x.. > (P. )/k(l-a)x. . i = l,n 
D ID = D ii 
n 
y x.. = k 
i=i 1 1 
I x = 1 j = l,n i=l ID 
x.. = x.. ^ x. . = { i = l,n; j = l,n 
ID ID ID 1 
i - index of the ith L.D. 
j - index of the jth E.D. 
k - number of L.D.'s to be formed. 
a - allowable population deviation between L.D.'s expressed as 
a fraction of the average population between L.D.'s. 
n - number of E.D.'s composing area to be redistricted. 
d „ - linear distance from the jth E.D. to the population center 
of the ith L.D. 
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x.. - zero-one decision variable. It takes on a value of one 
ID 
if the jth E.D. is assigned to the ith L.D., and zero 
otherwise. 
The first two constraint sets indicate that the sum of the popu­
lations of the E.D.'s assigned to the ith L.D. should be within the 
allowable population deviation from the average. 
The third constraint specifies the number of L.D.'s that are to 
be formed. The fourth constraint set specifies that each E.D. may only 
be assigned to one L.D. The fifth constraint set specifies the nature 
of the decision variables. 
Since, as indicated in Chapter I, this problem is computationally 
impractical to solve, Weaver and Hess developed another formulation of 
the problem, the solution of which would yield redistricting plans that 
satisfied the constraint of substantial population equality and that 
were compact. In other words , a procedure was developed that yielded 
feasible, but not necessarily optimal, redistricting plans. 
The approach taken to develop a formulation of the problem, the 
solution of which yielded feasible redistricting plans differed from 
the original problem in two ways. Instead of considering the alloca­
tion of the complete population of an E.D. to one L.D., it considers 
the allocation of individual members of the E.D. population to L.D.'s. 
Also, instead of determining the optimal location of L.D. population 
centers together with the optimal allocation of population to these, 
it must be given a set of L.D. population centers to which it then 
optimally allocates the population of the area to be redistricted. 
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The mathematical formulation of this problem is: 
k n 2 
Minimize f(Y) = Y Y d. . v.. 
i=l ]=1 
Subject to: £ y.. = (£ P.)/k i = l,k 
j=l 1 ] k ] 
k 
T y.. = P. j = l,n 
i=l J 
y^. = 0 i = l,k; j = l,n 
where 
i - index of population units, 
j - index of Legislative Districts, 
k - number of Legislative Districts to be formed, 
n - number of population units that compose the area to be 
redistricted. 
y „ - number of voters from the ith population unit assigned 
to the jth Legislative District. 
P. - population of the jth Legislative District. 
Note that the format of this formulation corresponds to a trans­
portation problem. 
The decision variable of the feasible solution problem is the 
quantity Y^j• This represents the number of voters from the jth E.D. 
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assigned to the ith L.D. Even though this decision variable may make 
the total measure of compactness smaller than if the total population 
of an E.D. had been assigned to one L.D., the consequences that this 
may bring about are undesirable. This can be explained by the fact 
that the redistricting of geographical entities is not static. 
Generally, periodic redistricting of these entities will be necessary 
to account for the effects of population trends and changes on the "one 
man one vote" requirement. As a result, new Legislative District 
boundaries will have to be established and defined after each redis­
tricting. Without a predetermined system, such as defining various 
Enumeration Districts as being the boundaries of Legislative Districts, 
the implementation of the redistricting plans may be extremely difficult. 
The constraints to the feasible solution problem specify that 
each Legislative District should have the same population. Since the 
requirements set up by the Supreme Court are not this stringent, Weaver 
and Hess formulated a hueristic procedure which attempts to better the 
solution obtained by the feasible solution problem. The basic idea of 
the procedure is to take all the E.D.'s that do not have all their popu­
lation assigned to one L.D. and assign all the population of that E.D. 
to the L.D. which, in the solution to the feasible solution problem, 
had the most population of the E.D. assigned to it. Once this was done, 
the population center of the altered L.D. was recomputed and the feasible 
solution problem was solved again with the new population centers as 
data. This process was continued until either a specified number of 
attempts had been made or the same solution was obtained twice in a row. 
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In spite of the hueristic procedure, there is no guarantee that 
the solutions obtained from the feasible solution problem will be 
optimal. It is possible that by chance the population centers that are 
given as data to this problem are the same as those that would be given 
by solution to the original problem. In that case the redistricting 
plan resulting from the feasible solution problem would be the optimal 
redistricting plan. Nevertheless, even if this was to occur, there is 
no way of knowing this. Therefore, it still would be useful to have an 
estimate of the lower bound on the solution values of the feasible solu­
tion problem. This is precisely the purpose of this thesis. 
Other 
No published work on the subject of optimal value estimation was 
found. References consulted in conjunction with the various statis­
tical and optimization techniques used are listed in the Bibliography. 
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CHAPTER III 
METHOD OF PROCEDURE 
This chapter describes the actual details of the procedure used 
to estimate a lower bound to the optimal objective function value of 
the integer-programming formulation of the redistricting problem. The 
actual data used was obtained from a test problem used by Weaver and 
Hess (4). The problem was to form five Legislative Districts from a 
geographical area subdivided into 65 Enumeration Districts. 
Obtaining Feasible Solutions 
As indicated in Chapter I, a lower bound to the original problem 
was to be estimated from the population distribution of the results to 
the feasible solution problem. To estimate this distribution a random 
sample of 50 solutions to the latter was obtained. This was accomplished 
by reasoning that if 5 0 sets of Legislative District population centers 
selected at random were used as data to this problem, the corresponding 
solutions would also be random. 
To select Legislative District population centers at random, each 
Enumeration District was identified by an integer number between one and 
65. Fifty sets of five different random integers were selected. In 
each of these 50 sets, the five random integers were taken to represent 
Enumeration Districts. The geographical location of the population 
centers of these were used as the locations of the Legislative District 
population centers. 
16 
For each of the 5 0 sets of random population centers so obtained, 
the feasible solution problem was solved. 
To determine what population distribution could characterize the 
results listed in Table 1, a histogram of this data, exhibited in Figure 
1, was constructed. 
Table 1. Results of Feasible Solution Problem for 5 0 Sets of 
Legislative District Centers Selected at Random 
Class 
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Figure 1. Histogram of Results of Feasible Solution Problem for 
50 Sets of Legislative Districts Selected at Random 
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Fitting a Distribution 
The shape of the histogram indicated that a Weibull distribution 
could be fitted to the data. To check the validity of this assumption 
the data were plotted on Weibull paper. The results, exhibited in 
Figure 2, indicated that the assumption was valid. 
The parameters of the Weibull distribution fitting the data 
were estimated so as to minimize the chi-square test statistic, given 
by: 
k (O.-nE.) 2 
2 r l l 
X 0 " > n nE. i=l I 
where: 
CL - actual frequency in ith class interval. 
nE^ - expected frequency in ith class interval, 
k - number of class intervals. 
Although the above-mentioned method of parameter estimation has, 
to my knowledge, not had wide usage, Fisher (3) has shown that, for 
large samples, the properties of such estimates are the same as the 
properties of maximum likelihood estimates. 
In addition to the desirable properties of maximum likelihood 
estimates obtained by the use of the described estimator, the estimator 
itself will yield parameters that tend to make the observed and expected 
frequencies for each class interval the same. This can be seen by 
2 
observing that the numerator of Xq 1 S equivalent to the criterion used 
to estimate parameters by the method of least squares. This tendency 
Figure 2 . Results of Feasible Solut ion Problem Plotted on Weibull Paper 
Note that by shifting this curve over by approximately one unit the resulting plot 
is nearly linear. This implies that there is reason to believe that the data are 
Weibull distributed. For a complete discussion see Reference ( 2 ) . 
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of the estimator is very desirable because, theoretically, the chi-
square goodness of fit test statistic only has a chi-square distribu­
tion when the observed and expected frequencies for each class interval 
are not significantly different. 
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The procedure used to minimize Xq w a s a directed search method 
based on the pattern search developed by Hooke and Jeeves (5). Before 
the minimization was effectuated, the problem was restated as follows: 
2 k {0 i - n[F(x i)-F(x i_ 1)]}-
Minimize X Q = £ 
i=l n[F(xi)-F(x._1)] 
Subject to: x_̂  - y _ 0 i = l,k 
where: 
F(x.) = / 'i 3(x-y) 
1-1 
exp(-(x-y) /a)dx = 1 - exp( (x.-y)P/a) 
x^ - upper limit of the ith class interval. 
0^ - observed frequency in ith class interval, 
k - number of class intervals, 
k 
N - 7 0. . 
i=l 1 
a - scale parameter of Weibull Distribution. 
3 - shape parameter of Weibull Distribution, 
y - location parameter of Weibull Distribution 
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The results of this minimization are given in Table 2. 
Table 2. Results of Minimizing x 
Parameters of Weibull Distribution that Minimize x Q Are: 
a = 1.117734 3 = 0.836328 y = 1.008789 
Objective Function Value is 16.0319101 
Class Interval Observed Frequency Expected Frequency 
1 4 .0000000 3 .4900647 
2 9 .0000000 9 .4307220 
3 11 .0000000 6 .5597308 
4 5 .0000000 5 .0639477 
5 4 .0000000 4 .0536679 
6 5 .0000000 3 .3110452 
7 3 .0000000 2 .7406773 
8 1 .0000000 2 .2905230 
9 1 .0000000 1 .9285419 
10 0 .0000000 1 .6334396 
11 2 .0000000 1 .3903018 
12 0 .0000000 1 .1882803 
13 1 .0000000 1 .0192556 
14 1 .0000000 0 .8770149 
15 0 .0000000 0 .7567191 
16 0 .0000000 0 .6545450 
17 1 .0000000 0 .5674352 
18 2 .0000000 0 .4929205 
19 0 .0000000 0 .4289892 
20 0 .0000000 0 .3739902 
21 0 .0000000 0 .3265600 
22 0 .0000000 0 .2855654 
Goodness of Fit Test 
To test whether it was possible to claim that the data came from 
a population that could be characterized by a Weibull Distribution, the 
chi-square goodness of fit test was used. The results are exhibited in 
Table 3. 
22 
Table 3. Chi-square Goodness of Fit Test 
Null hypothesis: Empirical data comes from a population distri­
bution that can be characterized by a Weibull 
distribution with parameters as follows: 
a = 1.117734 
Alternate hypothesis: 
Level of significance, 
Nature of experiment: 
Test statistic: 
Degrees of freedom: 
3 = 0.836328 
Y = 1.008789 
Empirical data does not come from a population 
that can be characterized by the above specified 
Weibull d istribut ion. 
a = 0.05 
Random sampling. 
k (O.-nE.) 2 
X 0 = I \ * 1 = 16.0319101. 
i=l 
V = k - c - l = 18. 
c is the number of parameters that were 
estimated from the data. 
Critical value: 
Conclusion: 
X = 28.9. 
a,v 
2 2 . Since Y < Y there is no reason to reiect A0 Aa,v 
the null hypothesis. 
The conclusion from the results of the test indicated that there 
was no reason to reject the null hypothesis. Although, theoretically, 
this does not allow us to claim that the data is actually Weibull 
distributed, the consideration that the null hypothesis would only be 
rejected at a level of significance below 5 0 per cent supports, at least 
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intuitively, the assumption that the data was actually Weibull dis­
tributed . 
Lower Bound Estimation 
Figure 3 shows a plot of the expected frequencies of the fitted 
distribution superimposed on the original histogram. The location 
parameter of the fitted distribution indicates where the expected fre­
quencies become greater than zero. The units of the location parameter 
will be the same as the units of the values of the optimal solutions to 
the feasible solution algorithm. 
A lower bound on the values of the objective function of the 
feasible solution problem may be defined as the lowest value that the 
location parameter y of a Weibull distribution may assume before the 
hypothesis that the data is Weibull distributed must be rejected. If 
A 
we denote this value of y as y , then the above may be restated as: 
y = minimum {minimum f(a,3,y)} 
a,3 
* 2 Subject to: minimum f(a,3,y ) ̂  X ct, v 
a,3 
where 
f(a,3,y) - chi-square test statistic as a function of the 
parameters a, 3, y. 
ft 
f(a,3,y ) - Chi-square test statistic as a function of the 
A 
parameters a and 3»y is constant. 
2 X - critical value of chi-square goodness of fit test. a,v 
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 IS 
Class Interval Number 
Figure 3. Plot of Actual versus the Expected Frequencies Obtained by 
Estimating the Parameters of the Weibull Distribution 
by Minimizing x^ 
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The above formulation simply states that y is the location 
parameter of the most extreme Weibull distribution which could fit the 
data as determined by the chi-square goodness of fit test. By most 
extreme it is meant that y is the lowest point on the class interval 
axis from which a Weibull distribution could characterize the population 
distribution from which the empirical data was obtained. 
Since the above interpretation of y implies that the expected 
frequency of obtaining values of the objective function of the feasible 
solution algorithm below y is zero, y represents a lower bound on the 
objective function values of the feasible solution algorithm. 
The procedure used to find y is shown in Flowchart form in 
Figure 4. The initial values of a, 3, and y should be those estimated 
by minimization of the chi-square test statistic. After each reduction 
of y, the parameters a and 3 should be re-estimated by finding f (a,3). 
This quantity is the objective function value obtained by solving 
the following problem: 
k {0 i - n[F(X i)-F(X._ 1)]} 2 
Minimize f(a,3) = J 
i = l n[F(X. )-F(X. .)] l l-l 
Subject to: X_̂  - y £ 0 i = l,k 
where: 
f(a,3) - chi-square test statistic as a function of the 
parameters a and 3• 
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Figure 4. Flowchart of Procedure Followed to Find y 
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Y - constant. 
Other terms - as previously defined. 
The conditional block in the flow diagram represents the chi-
square goodness of fit test made to determine whether the hypothesis 
that the population distribution of the data could be considered Weibull 
with the given parameters. The degrees of freedom for this test, v, are 
now k-c because the parameter Y is constant and is not estimated from 
the empirical data. 
As soon as the chi-square goodness of fit test results in the 
rejection of the null hypothesis, the procedure is terminated and Y is 
the last value of Y fo r which the null hypothesis was not rejected. 
The above procedure applied to the test problem yielded a value 
of Y equal to 0 . 5 1 . This result was obtained by using a level of sig­
nificance of 5 per cent for the chi-square goodness of fit tests. 
28 
CHAPTER IV 
CONCLUSIONS AND RECOMMENDATIONS 
In the previous chapter a procedure was presented which allowed 
the estimation of a lower bound to the objective function value of the 
redistricting problem. The procedure itself consisted of gathering 
information about the values of the objective function for various 
initial Legislative District centers and, from this, inferring what the 
lowest possible objective function value could be. For the particular 
problem examined, the result appears to be a good estimate of the lower 
bound, although at this time it is impossible to speculate whether this 
is a conservative or liberal estimate of the actual solution value. 
In addition to the estimation procedure, the minimum chi-square 
method of parameter estimation appears to hold promise as a fast and 
efficient estimator. In particular, this method seems to be useful in 
cases where the maximum likelihood estimates of a distribution are 
difficult to obtain, but where the properties of such estimates are 
desirable. 
Discussion of the Choice of the Level of Significance 
The actual value of y obtained by the procedure described in 
the previous chapter dependent on the choice of the level of significance 
A 
used in the chi-square goodness of fit tests . This is so because y will 
always be the value of the location parameter which makes the value of 
the chi-square test statistic equal to the critical value of the test. 
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Since the critical value is dependent on the level of significance 
ft 
used, so is y . 
Table 4 exhibits the values of y obtained for various choices 
of the level of significance. 
Table 4. Values of y as a Function of the Level of 
Significance Used in the Chi-square 
Goodness of Fit Tests 





The interpretation of the relationship between the level of sig­
nificance used in the chi-square goodness of fit test and the corre-
A 
sponding value of y is not clear. My interpretation is based on the 
assumption made earlier that the null hypothesis is true if the results 
of the goodness of fit test failed to reject it. If the null hypothesis 
is true, then the level of significance indicates the probability of 
2 
making a Type I error. A Type I error will be made in this case if Xq 
2 is greater than x because then we have rejected a true hypothesis. o ^a,v 
2 . 
Since the relationship between y and Xq 1 S such that, as y decreases 2 * . 2 X n increases, y will be the value of y that makes the quantity x n equal 
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"to x a v« But, if the null hypothesis is true, then Xq n a s a chi-square 
distribution with v degrees of freedom and the probability that there is 
2 2 a value of y which makes x~ greater than x is a. Therefore, one pos-0 a,v r 
sible manner in which the level of significance of the chi-squared good-
ness of fit tests and the corresponding obtained value of y m a Y be 
related is that a is related to the probability that there is a lower 
value of the estimate of the lower bound than y . 
I would recommend that further research be directed to establish­
ing the exact relationship between the various levels of significance 
and the corresponding values of y . 
Discussion of Data Classification 
All the results presented thus far were based on the data being 
classified into 22 class intervals. Since this was a rather arbitrary 
selection, the procedure was applied to various classifications of 
data. Table 5 shows the results obtained. 
An analysis of variance was made on these results and the con­
clusions were that there was a significant difference between the lower 
bounds obtained for various classifications of the data. 
Since there seem to be no good quantitative criteria by which to 
determine into how many class intervals data should be classified, and 
since, in this case, the results would have been statistically different, 
I would recommend that further research be directed to establishing 
criteria for data classification. 
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Table 5. Levels of Significance and Lower Bounds 
for Various Number of Class Intervals 
Number of 
Class 
Intervals .25 .10 .05 .01 
10 .36 - - -
13 .94 .84 .77 .61 
16 .88 .78 .71 .53 
19 .95 • .85 .78 .62 
22 .80 .65 .54 .27 
25 .88 .76 .67 .48 
28 .91 .76 .66 .41 





ALGORITHM FOR ESTIMATING THE OPTIMAL 
OBJECTIVE FUNCTION VALUE OF AN OPTIMIZATION PROBLEM 
Consider the problem: 
Minimize f(X) 
Subject to: g^(X) ^ 0 j = l,m 
where: 
X - L dimensional vector of decision variables. 
f(X) - objective function 
g_.(X) - m dimensional constraint set 
If the problem is of such nature that it is not practical to 
find the optimal solution, but if it is practical to obtain and evalu­
ate f(X) for any feasible vector of decision variables X, then an 
estimate of the optimal value of the objective function may be obtained 
by the following procedure: 
1„ Select Z sets of L random numbers. Let each set represent 
a vector of decision variables, denoted by X. 
2. Check each vector obtained in Step One for feasibility. If 
it is feasible, compute f(X), otherwise discard the vector. 
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3. Classify the value of f(X) into K intervals and construct a 
Histogram. 
4. Select a probability density function p[f(X)] to character­
ize the population distribution of the values of f(X). This density 
function should have a lower bound in the form of a location parameter 
5. Denote the location parameter of p[f(X)] by y and the 
remaining parameters by 9^. 
6. Estimate the values of y and 6̂  by minimizing the quantity: 
X, 
k (O.-nE.) 2 l v i i 
. . NE. 
1 = 1 l 
where: 
CL - observed frequency of values of f(X) in the ith class 
interval. 
E. - probability that C. < f(X) < C. 
I R J I - - l+l 
C^ - upper limit of ith class interval, 
k 
n - y 0 . 
i=l 1 
k - number of class intervals. 
7. Perform the chi-square goodness of fit test as follows: 
Null hypothesis: Population distribution of f(X) may be characterized 
by p[f(X)] with the parameters estimated in Step 6. 
Alternate hypothesis: Population distribution of f(X) may not be 
characterized by p[f(X)] with the parameters estimated in Step 6: 
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Degrees of freedom: 
ft 2 Y = minimize {minimum x~ (6.)} 
Q 0 l 
where: 
2 
Xq (0^) - the chi-square test statistics as a function of the 
parameters 0^. 
y - location parameter of p[f(X)]. 
9. If the conclusion to Step 7 was to reject the null hypothesis, 
then a different function p[f(X)] must be considered to represent the 
population distribution of f(X). With the new p[f(X)] the procedure 
should be started at Step 5 again. 
V = K - C - 1 
where: 
V - degrees of freedom. 
K - number of class intervals. 
C - number of parameters of p[f(X)]. 
2 2 Conclusions: If Y n ^ X then fail to reject the null hypothesis. 0 _ a,v 
Otherwise reject the null hypothesis. 
8. If the conclusion of Step 7 fails to reject the null 
hypothesis, then an estimate of the objective function value to the 
optimization problem is given by y » where: 
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This ale orithm is exhibited in Flowchart form in Figure 5. 
Figure 5. Flowchart of Algorithm to Estimate 
the Optimal Objective Function Value 






The following is the listing of the computer program used to: 
1. Classify data obtained from the solutions to the allocation 
problem. 
2. Find the parameters of the Weibull Distribution fitting the 
data by minimizing the chi-square test statistic for goodness of fit. 
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G E O R G I A T E C H H E C C B - 5 5 0 0 A L G O L C O M P I L E R 
B E G I N 
T U E S D A Y , 6 / 1 3 / 6 7 * 1 1 0 6 A M . 
0 0 0 0 
F I L E I N C R D S (2 ,10) ) 
F I L E OUT P R T C 0(2,15)' 
F I L E OUT WW* 0(2*10)1 
I N T E G E R 0 , I , N I N T E R , K , N J 
R E A L S U M , A V r , , D I F F , S S * V A R , S O R O O T , S S U M , D I F F S , R A N G E , S P H I J 
R E A L D E L » R H f ) » D E L T A » s P S l » T H E T A | 
R E A L KEEP1,KEEP2»KEEP3«KEEP«J 
R E A L A R R A Y T •Z ,M10»FREO(0«100 ] ,PH I ,PS I (0110] i 
R E A L A R R A Y x » Y [ O U O O ) J 
L I S T R » W D A T A ( T t I ) ) l 
F O R M A T F 0 R M 1 ( I 2 ) J 
F O R M A T F0RM2(Rfl « 0)J 
F O R M A T F D R M 3 ( X i O , " T H E F I R S T MOMENT I S " > X 3> F 10, 2» / ) J 
F O R M A T F 0 R M 4 ( X i 0 » " T H E S E C O N D M O M E N T IS"»X3,E20,11»/)} 
F O R M A T F0RM5(Xi0»"THE S T A N D A R D D E V I A T I O N I S " » X 3» F10 . 2» / ) J 
F O R M A T F 0 R M 6 ( / / / » X 1 0 » " S 0 R T E D V A L U E S " ) J 
F O R M A T F0RM7(///»Xl0,"INPUT V A L U E S " ) I 
F O R M A T F O R M f K X l O , " T O T A L I S E Q U A L T 0 » , X 3 » F 1 5 . 2 , / ) i 
P R O C E D U R E T I E M P n J 
B E G I N 
R E A L A R R A Y T[0$?J; 
F O R M A T F M T K / / / , " P R O C E S S O R T I M E « " « F 9 . 2 » / » " I 0 T I M E » " » F 9 . 2 , / , 




l * R l T E ( P R T C , r M T l , T ( 0 ] , T ( 1 1 . T C 2 ) ) J 
ENO OF T l E M P O J 
P R O C E D U R E S n H T J 
B E G I N 
I N T E G E R I K , K ) 
R E A L M A X J 
F O R M A T F 0 R M 9 ( / / . X 1 0 * " T H E R A N G E OF T H I S D A T A I S " » X 3 , F 1 0 . 2 , / / / > t 
FOR I K . . 1 S T E P 1 U N T I L 0 DO 
B E G I N 
S T A R T OF 2 
0 0 0 0 
0 0 0 3 
0 0 0 7 
0 0 1 0 
0 0 1 0 
0 0 1 0 
0 0 1 0 
ooio 
0 0 1 5 
0 0 1 7 
0 0 2 3 
S T A R T OF S E G M E N T * * * * * * * * * * 3 
3 I S 4 L O N G , N E X T S E G 2 
0 0 2 3 
S T A R T or S E G M E N T * * * * * * * * * * 4 
4 I S 4 L O N G , N E X T S E G 2 
0 0 2 3 
S T A R T OF 5 
5 I S 11 L O N G , N E X T S E G 2 
0 0 2 3 
S T A R T OF S E G M E N T * * * * * * * * * * 6 
6 I S 11 L O N G , N E X T S E G 2 
0 0 2 3 
S T A R T OF S E G M E N T * * * * * * * * * * 7 
7 I S 12 L O N G , N E X T S E G 2 
0 0 2 3 
S T A R T OF S E G M E N T * * * * * * * * * * 8 
8 I S 10 L O N G , N E X T S E G 2 
0 0 2 3 
S T A R T OF S E G M E N T * * * * * * * * * * 9 
9 I S 9 L O N G , N E X T S E G ? 
0 0 2 3 
S T A R T OF S E G M E N T * * * * * * * * * * 10 
10 I S 10 L O N G , N E X T S E G ? 
0 0 2 3 
0 0 2 3 
0 0 2 3 
S T A R T OF S E G M E N T * * * * * * * * * * 11 
0 0 0 1 
S T A R T OF S E G M E N T * * * * * * * * * * 12 
0 0 0 1 
12 I S 2 1 L O N G , N E X T S E G 11 
0 0 0 1 
0 0 0 4 
0 0 0 6 
0 0 0 8 
0 0 2 1 
11 I S 2 5 L O N G , N E X T S E G 2 
0 0 2 3 
0 0 2 3 
0 0 2 3 
S T A R T OF S E G M E N T * * * * * * * * * * 13 
0 0 0 0 
0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 1 4 
14 Is 16 L O N G , N E X T S E G 13 
0 0 0 0 
0 0 0 1 
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M A X * T t 1 l l 0 0 0 1 
K * l > 0 0 0 2 
FOR 1 *1 S T E P 1 U N T I L 0 DO 0 0 0 2 
B E G I N 0 0 0 4 
IF T C I l > M A X T H E N B E G I N 0 0 0 4 
MAX + T U J J 0 0 0 5 
K * i ; 0 0 0 6 
E N D * 0 0 0 7 
E N D ! 0 0 0 7 
Z t I K J * T t K ] J 0 0 0 9 
T t K J * 0 l 0 0 1 1 
E N O l 0 0 1 2 
W R I T E C P R T C F 0 R M 6 ) J 0 0 1 4 
FOR 1*1 S T E P 1 U N T I L (1 00 0 0 1 7 
B E G I N 0019 
W R I T E ( P K T C , F O R M ? , Z [ I 1 ) J 0019 
E N D ! 0 0 2 7 
R A N G E * ? ! 1 ] - Z r O ] > 0 0 2 9 
H R I T E C P N T C , F 0 R M 9 , R A N G E ) J 0031 
T I E M P D J 0 0 3 9 
E N D DF S O K T t 0 0 3 9 
13 IS 42 L U N G . N E X T S E G 2 
P R O C E O u K E H I S T O G I 0 0 2 3 
B E G I N 0 0 2 3 
R E A L INL0NG#SSSUM> 0 0 2 3 START DF S E G M E N T * * * * * * * * * * 15 
R E A L A R R A Y POI NT10 I 100J, vALUR£0«100,0«100J,RLFREO10•100], 0000 
C U F R E Q[0« 1 0 0 I J 0 0 0 5 
I N T E G E R M # J # L L I 0 0 0 7 
I N T E G E R A R R A Y M M t O l l O O U 0 0 0 7 LABEL r O S T j 0 0 0 9 
F O R M A T F 0 R M 1 0 ( X * 5 # " H I S T 0 G R A M 0 A T A " » / / ) J 0 0 0 9 
S T A R T OF S E G M E N T * * * * * * * * * * 16 
16 IS 9 L O N G , N E X T S E G 15 
F O R M A T F 0 R M l i < X 1 0 > F 1 0.2# " - " » F 1 0 . 2 » X 2 0»I5# X l l»F7 . 4 » X 7>F8 . 4 ) J 0 0 0 9 
S T A R T or S E G M E N T * * * * * * * * * * 17 
17 IS 13 L O N G , N E X T S E G 15 
F O R M A T F 0 R M l ? ( X 3 5 # F 1 1.2,//)> 0 0 0 9 START OF S E G M E N T * * * * * * * * * * 18 
18 IS 7 L O N G . N E X T S E G 15 
F O R M A T F 0 R M 1 3 < X 1 2 * " C L A S S R O U N D A RIE S " # X7* " C LAS S M E M f l E R S " , 0 0 0 9 
S T A R T OF S E G M E N T * * * * * * * * * * 19 
X 3 , " F R F « U E N C Y " , X 7 » " R E L . F R E 0 , " , X 5 » " C U M . R E L . F R E Q . " » / / > * 0 0 0 9 
19 IS 23 L O N G * N E X T S E G 15 
F O R M A T F M T 1 4 < X 9 > F 1 0 . 2 * X 3 > F 1 0 , 2 , / > J 0 0 0 9 START OF S E G M E N T * * * * * * * * * * 20 
2 0 I S B L O N G * N E X T S E G 15 
F O R M A T FMT15(///»X16»»SUMMARY"#//»XI0»"MIUP0INTS"» 0 0 0 9 
S T A R T OF S E G M E N T * * * * * * * * * * 2 1 
X 3 , » F R E 8 U E N C Y " » / ) J 0 0 0 9 
2 1 IS IB L O N G » N E X T SEG 15 
F O R M A T F M T U ( F 1 2 . 6» , ,#"»F12 , 6 , " , " > J 0 0 0 9 
S T A R T OF S E G M E N T * * * * * * * * * * 22 
22 IS T L O N G , N E X T S E G 15 
F O R M A T FMT17C"0000000000000000000000000000000000000000000000000")/ 0 0 0 9 
S T A R T OF S E G M E N T * * * * * * * * * * ?3 
2 3 IS 12 L O N G , N E X T S E G 15 
F O R M A T FMT1B(13,",")! 0 0 0 9 
S T A R T OF S E G M E N T * * * * * * * * * * 24 
2 4 IS 5 L O N G * N E X T S E G 15 
I N L 0 N G * H A N G E / N I N T E R > 0 0 0 9 
P D I N T t o U Z C O ] ! 0 0 1 0 
F O R 1 * 1 S T E P 1 U N T I L N I N T E R DO 
B E G I N 
P O I N T t I J . P O I N T t I - 1 1 M N L O N G t 
M I D f I ] « . P 0 I N T [ M - I N L 0 N G / 2 J 
M I D t I ] « . M I O t I ] / l O O O O O O I 
E N D i 
S S S U M « - o * 
F O R J * i S T E P 1 U N T I L N I N T E R DU 
B E G I N 
I F J»NINTER T H E N B E G I N 
M«-OJ 
FOR I*fl S T E P - 1 U N T I L 1 DO 
B E G I N 
I F Z t M S P O l N T t J J AND Z 1 1 ] > P O I N T [ J - 1 ) THEN 
B E G I N 
V A L U H t J » M l « - Z ( I )» 
E N O J 
E N D I 
GO TO c O S T J 
E N O J 
FOR I * n S T E P - ! U N T I L 1 DO 
B E G I N 
I F Z t l 1 < P 0 I N T C J ] ANO Z C I J ^ P O I N T C J - 1 J T H E N 
8 E G T N 
V A L O R t j » M ] * Z [ I J I 
E N O J 
E N D J 
C O S T J M M l J H M ) 
F R E O C J 1 * M M t J 1 J 
RLFREorJ]*Mrtrji/oi 
S S S U M * S S S U M * R L F R E O [ J ] J 
c u F R E a r J ] * S S S U M ) 
E N D I 
W R I T E C p H T C . F O R M l O ) J 
W R I T E C p K T C , F 0 R M l 3 ) J 
FOR J * - S T E P 1 U N T I L N I N T E R 0^ 
B E G I N 
W R I T E C P K T C . F O R M I 1 , P O I N T t J - n , P 0 I N T [ J ] » F R E « t J ] . R L F R E 0 t J 1 # 
C U F R E O t J ] ) J 
L L * M M C J J J 
FOR 1 * 1 S T E P 1 U N T I L L L DO 
B E G I N 
H R I T E ( p H T C , F 0 R M l 2 » V A L U R t J , I ] ) J 
E N D J 
E N O J 
H R I T E C P R T C C P A G E l ) J 
H R I T E { P R T C , F M T l 5 > l 
W R l T E C w « S # F M T l 7 ) J 
W R I T E ( g « S # F M T 1 8 » N I N T E R ) J 
FOR 1 * 1 S T E P 1 U N T I L NINTER DO 
B E G I N 
MRIT£(PKTC,FMTIA»MID[M»RLFREOtII)J 
M R I T E ( w H S » F M T l 6 » M I O t n . R L F R E 0 C l ] > J 
E N D J 
T I E M P O J 
W R I T E(PKTC [ P A G E J > J 
E N D OF H I S T n G J 
P R O C E D U R E D E T A I L ' 
15 I S 
0 0 1 1 
0 0 1 3 
0 0 1 3 
0 0 1 5 
0 0 1 8 
0 0 2 0 
0 0 2 2 
0 0 2 3 
0 0 2 5 
0 0 2 5 
0 0 2 6 
0 0 2 7 
0 0 2 6 
0 0 2 8 
0 0 3 1 
0 0 3 1 
0 0 3 3 
0 0 3 5 
0 0 3 5 
0 0 3 7 
0 0 3 8 
0 0 3 8 
0 0 3 8 
0 0 1 0 
0 0 4 0 
0 0 4 3 
0 0 4 3 
0 0 4 5 
0 0 4 7 
0 0 4 7 
0 0 4 9 
0 0 5 1 
0 0 5 2 
0 0 5 4 
0 0 5 6 
0 0 5 7 
0 0 5 9 
0 0 6 2 
0 0 6 5 
0 0 6 7 
0 0 6 7 
0 0 7 7 
0 0 8 1 
0 0 8 2 
0 0 8 3 
0 0 8 3 
0 0 9 1 
0 0 9 3 
0 0 9 5 
0 0 9 8 
0 1 0 1 
0 1 0 4 
0 1 1 2 
0 1 1 3 
0 1 1 3 
0 1 2 2 
0 1 3 2 
0 1 3 4 
0 1 3 5 
0 1 3 7 
144 L O N G , N E X T S E G 
0 0 2 3 
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BEGIN 
R E A L A,B»G»sUM»ADD»gUANJ 
REAL ARRAY F X t O U O O ] J FORMAT FMTKX30,"WEIBULL EVALUAT OR I N CONJUNCTION KITH SEARCH" 
" TFCHNIQUES"»/»x"0»,,PARAMETERS AREI A»"»Fl2,6»X2»"B»"» 
F12.6, X2,"G«",F12.6,//,xlO,"INTE«VAL"*X«,"OBSERVED"* 
X4,"EXPECTEn"»X4»"CHl-SQR."»X4,"CUMM C M I - S O R , " # • / ) ! 
FORMAT FMT2{XB» I12»4F12,7)I 
L A B E L L B L J 
M R l T E ( p K T C t P A G E J ) l 
A * P H I t l ) J 
B « - P H I t ? J J 
G * P H I t l ) J 
H R I T E ( P H T C , F M T i # A » B » G ) J 
S U M * O I 
TOR 1 * 1 S T E P 1 U N T I L N DO 
B E G I N 
F X [ I ] * 1 . n - E X P ( - ( X t I ] - G ) * B / A ) > 
A D D * F X f I 3 " F X t I » l J ' 
A D D * U x » O D J 
I F A D O a O T H E N B E G I N 
O U A N * 0 | 
GO TO L B L ^ 
E N O l 
L B L l 
Q U A N * ( v C I ] - A D D ) * 2 / A O D I 
S U M * S U M * Q U A N J 
WRIT£(PKTC,FMT?,I*YtI)>*DD*OUAN*SUM); 
E N D I 
T I E M P O J 
E N D OF D E T A T L j 
R E A L P R O C F D U R F E V A L U A T E ( P H I * X » Y » N . K ) J 
V A L U E P H I * X , Y , N , K > 
R E A L A R R A Y PHT»X*Y[OI> 
I N T E G E R K , N J 
B E G I N 
R E A L A R R A Y F X [ O l l O O ] J 
R E A L S U M * A D D ' Q U A N J 
I N T E G E R I J 
L A B E L T H E E , T H 0 U * L * L > 
F X t O U f l l 
0 * 5 U 
I F P H I r 2 ] S O THEN GO TO THOUJ 
S U M * O I 
I F P H I f 3 ] > 2 T H E N GO TO T H O U J 
F O R 1 * 1 S T E P 1 U N T I L N DO 
B E G I N 
a u A N * x r n - P H i t 3 ) J 
I F Q U A N < 0 T H E N 
B E G I N 
THOU I 
E V A L U A T E * 1 0 O O 0 0 > 
GO TO T H E E J 
E N D 
E L S E 
0 0 2 3 
0 0 2 3 
S T A R T OF S E G M E N T * * * * * * * * * * 
0 0 0 0 
0 0 0 1 
S T A R T OF S E G M E N T * * * * * * * * * * 
0 0 0 1 
0 0 0 1 
0 0 0 1 
26 I S 4 5 L O N G , N E X T S E G 
0 0 0 1 
S T A R T OF S E G M E N T * * * * * * * * * * 
27 I S 6 L O N G * N E X T S E G 
0 0 0 1 
0 0 0 1 
0 0 0 4 
0 0 0 5 
0 0 0 6 
0 0 0 7 
0 0 1 8 
0 0 1 9 
0 0 2 0 
0 0 2 0 
0 0 2 5 
0 0 2 8 
0 0 2 9 
0 0 3 0 
0 0 3 1 
0 0 3 3 
0 0 3 3 
0 0 3 3 
0 0 3 5 
0 0 3 6 
0 0 5 0 
0 0 5 2 
0 0 5 3 
2 5 I S 5 6 L O N G * N E X T S E G 
0 0 2 3 
0 0 2 3 
0 0 2 3 
0 0 2 3 
0 0 2 3 
0 0 2 3 
S T A R T OF S E G M E N T * * * * * * * * * * 
0 0 0 1 
0 0 0 1 
0 0 0 1 
0 0 0 1 
0 0 0 3 
0 0 0 3 
0 0 0 5 
0 0 0 6 
0 0 0 7 
0 0 0 9 
0 0 0 9 
0 0 1 0 
0 0 1 1 
0 0 1 2 
0 0 1 2 
0 0 1 2 
0 0 1 5 








I F P H I r l ) » 0 T H E N GO TO T H O U ) 
F X H ! • ! . 0 - E X P < - C X l I J - P H I C 3 ] > * P H i r 2 ] / P H I . 1 1 ) 1 
A O D * F X r H - F X t I - n » 
A D D * D * A O D ) 
I F A D O B O T H E N GO TO L B U 
S U M * S U M * ( Y t I ) - A r > D ) * 2 / A D D ) 
E N D ) 
E V A L U A T E * S U M ) 
T H E E 1 
E N D OF E V A L U A T E * 
P R O C E D U R E E ) 
B E G I N 
F O R 1 * 1 S T E P 1 U N T I L K OO 
B E G I N 
P H i m * P H l [ I l * D E L » 
S P H I * E V A L U A T E C P H I * X # Y » N , K ) I 
I F S P H T < S S T H E N S S * S P H I E L S E 
B E G I N 
P H l C n * P H I t n - 2 " D E L » 
S P H l * E v A L U A T E ( P H I , X » Y , N , K ) ) 
I F S P H T < S S T H E N S S * S P H I E L S E p H I f I J * P H I C I ) + D E L ) 
E N D I 
E N D ; 
E N D OF E ) 
P R O C E D U R E I N P U T ) 
B E G I N 
F O R M A T F M T 1 ( X 5 * 1 3 , / / ) ) 
F O R M A T F M T 2 C X 5 » 2 F 1 5 , 6 ) ) 
F O R M A T F M T 3 f / / » X 5 , I A , 3 F 1 5 , 7 , / / ) ) 
F O R M A T F M T 5 ( X 5 * F 1 5 . 7 ) ) 
N * N I N T f R ) 
F O R 1 * 1 S T E P 1 U N T I L N DO 
B E G I N 
X C I ) * M l O t I ] ) 
Y [ I ) * f R t O 1 1 1 1 
E N D ) 
W R I T E ( p H T C , F M T l , N ) ) 
F O R 1 *1 S T E P 1 U N T I L N DO 
B E G I N 
H R I T E ( P H T C , F M T 2 , X C I ) , Y t M ) ) 
E N D ) 
W R I T E C P H T C , F M T 3 » K » D E L » R H 0 , D E L T A ) ) 
FOR 1 * 1 S T E P 1 U N T I L K OO 
B E G I N 
H R ! T E ( P H T C , F M T 5 » P S I t I ] ) ) 
E N D ) 
T I E M P D ) 
E N D OF I N P U T ) 
P R O C E D U R E O P T I M I Z E ) 
B E G I N 
0 0 1 5 
0 0 1 7 
0 0 2 3 
0 0 2 5 
0 0 2 7 
0 0 2 8 
0 0 3 1 
0 0 3 2 
0 0 3 4 
0 0 3 5 
0 0 3 5 
2 8 I S 41 L O N G , N E X T S E G 2 
0 0 2 3 
0 0 2 3 
0 0 2 3 
0 0 2 5 
0 0 2 5 
0 0 2 7 
0 0 3 0 
0 0 3 2 
0 0 3 3 
0 0 3 5 
0 0 3 9 
0 0 4 4 
0 0 4 4 
0 0 4 6 
0 0 4 6 
0 0 4 6 
0 0 4 6 
S T A R T OF S E G M E N T * * * * * * * * * * 2 9 
S T A R T OF S E G M E N T * * * * * * * * * * 30 
30 I S 7 L O N G , N E X T S E G 29 
0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 3 I 
3 1 I S 5 L O N G . N E X T S E G 2 9 
0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 32 
3 2 I S 10 L O N G , N E X T S E G 2 9 
0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 33 
3 3 I S 5 L O N G , N E X T S E G 29 
0 0 0 0 
0 0 0 0 
0 0 0 2 
0 0 0 2 
0 0 0 3 
0 0 0 5 
0 0 0 7 
0 0 1 5 
0 0 1 6 
0 0 1 6 
0 0 2 5 
0 0 2 7 
0 0 3 9 
0 0 4 0 
0 0 4 0 
0 0 4 8 
0 0 5 0 
0 0 5 1 
2 9 I S 5 2 L O N G , N E X T S E G 2 
0 0 4 6 
0 0 4 6 
C O M M E N T T H I s P R O G R A M D O E S AN O P T I M U M S E A R C H BY THE H O O K E AND J E E V E S 0046 
P A T T E R N SEAPCH P R O C E D U R E " W R I T T E N BY W W S W A R T - S P R I N G 1 9 6 7 J 0016 
I N T E G E R N O . T ' 0 0 4 6 
S T A R T OF S E G M E N T * * * * * * * * * * 34 
L A B E L S T A H T,0NE,TW0J 0 0 0 0 
F O R M A T F M T l ( 3 F l 2.6,/)> * 0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 35 
3 5 I S 5 L O N G * N E X T S E G 34 
F O R M A T F M T 4 ( / / ) J 0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 36 
36 I S 5 L O N G * N E X T S E G 34 
F O R M A T F M T 6 f / / / » X 3 0 , " P A T T E R N S E A R C H F O R I E 7 8 7 - H R l T T E N BY WW S W A R T " ) 0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 37 
I 0 0 0 0 
37 I S 1 5 L O N G * N E X T S E G 34 
F O R M A T F M T 7 f X 1 0 » " B A S E P O I N T N U M B E R " * 1 4 * X 3 * " S T E P S I Z E " » F l 2 . 7 * / / ) I 0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 36 
38 I S 14 L O N G * NEXT S E G 34 
F O R M A T F M T S f X I 5 , " A » " » F 1 2 . 7 , " B « " , F l 2 . 7 , " G « " * F 1 2 . 7 , X 5 » " F < A » B » G )•", 0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 39 
F l 2 , 7 , / ) > 0 0 0 0 
39 I S 15 L O N G * N E X T S E G 34 
F O R M A T F M T 9 f V » X 1 0 » " E X P L 0 R A T 0 R Y M O V E R E S U L T S " » / * X 1 5 * " A « " » F 1 2 . 7 * 0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 4O 
" B « " * F l ? , 7 * " G « " * F l 2 . 7 , X 5 * " F ( A * B , G ) « " , F l 2 . 7 ) i 0 0 0 0 
40 I S 21 L O N G * N E X T S E G .34 
F O R M A T F M T 1 O < / / » " A F T F R " » I 4 » " B A S E P O I N T E X P L O R A T I O N S WE H A V E A T " » 0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 41 
" L E A S T A L O C A L O P T I M U M L O C A T E D A T I n > / > X 5 , " A « " , F 1 2 . 7 , 0 0 0 0 
" B « " » F l 2 , 7 » " " G « " , F 1 2 . 7 » " « l T H M I N I M U M V A L U E DF F ( A » B , G > % 0 0 0 0 
" « " # F 1 2 . 7 ) J 0 0 0 0 
4 1 I S 34 L O N G * N E X T S E G 34 
F O R M A T F M T 1 2 ( 3 ( F 1 2 . 7 » " , " ) ) > 0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 42 
4 2 I S 7 L O N G * N E X T S E G 34 
I N P U T * 0 0 0 0 
NO«-OJ 0 0 0 0 
W R I T E C p R T C t P A G E ) ) * 0001 
H R I T E < P « T C , F M T l , P S I t n , P S H 2 ) » P S I t 3 ) ) J 0 0 0 4 
W R I T E t P N T C F M T f t ) ) 0 0 1 5 
M R I T E ( P R T C , F M T 4 ) > 0 0 1 8 
S T A R T | S P S I « - E V A L U A T E < P S I » X » Y,N»K)J 0021 
O N F I S S * S P S I J 0 0 2 5 
C O M M E N T E S T A B L I S H B A S E P O I N T ) 0 0 2 6 
F O R 1*1 S T E P 1 U N T I L K DO 0 0 2 6 
B E G I N 0 0 2 8 
P H I t I ) * P S I t I J i 0 0 2 8 
E N D ! 0 0 2 9 
W R I T E ( P R T C , F M T l , P H I t n # P H I t 2 ] » P H I t 3 j ) l 00 31 
N 0 * N 0 + 1 > 0 0 4 3 
M R I T E ( P H T C » F M T 7 » N 0 » D E L ) » 0044 
W R I T E ( p K T C , F M T 8 » P H I t 1 ] » P H I [ 2 ] » P H I t 3 l » S S > J 0 0 5 4 
C O M M E N T M A K F E X P L O R A T O R Y M O V E S ' 0 0 6 7 
E J 0 0 6 7 
W R I T E < p R T C , F M T 9 » p H I t J ] » P H I t 2 ] » P H I t 3 1 » S S ) J 0 0 6 7 
C O M M E N T A R E E X P L O R A T O R Y M O V E S S U C C E S S F U L ! 0080 
IF S S < S P S I T H E N 0 0 8 0 
B E G I N 0 0 8 1 
C O M M E N T I F S U C C E S S F U L M A K E P A T T E R N M O V E ! OO81 
T W O l F O R 1*1 S T E P 1 U N T I L K DO 0 0 8 1 
B E G I N , 0 0 8 3 
T H E T A 4 - p S l t I J> 0 0 8 3 
P S I C I 1 4 - P H I C I ] l 
P H l U H 2 x P H I t I ) - T H E T A ) 
END) 
C O M M E N T E N D UF P A T T E R N M O V E » N E W P O I N T P H I I s T H E NEK 8 A s E P O I N T ) 
S P S I * S S ) SS*SPHt«-EVALUAtE(PHI # X » Y , N # K ) ) 
C O M M E N T M A K p E X P L O R A T O R Y M O V E S ) NO*NO+t) 
W R I T E C P H T C , F M T 9 » P H I C 1 I # P H I C 2 J » P H I C 3 J » S S ) ) 
E ) 
C O M M E N T I f S U C C E S S F U L M A K E NEW P A T T E R N M O V E , O T H E R " I S E Go TO 1 AND 
T R Y NEW E X P L O R A T O R Y M O V E S ) IF SS<SPSI T H E M GO TD TWO ELSE GO TO O N E ) END ELSE 
C O M M E N T I F E X P L O R A T O R Y M D V E S H E R E NOT S U C C E S S F U L R E O U C E STEP S I Z E 
U N T I L T H E S E A R E < T H A N D E L T A ) 
I F DEL> D E L T A T H E N 
B E G I N 
DEL*RHf)*OEL) 
GO TO n N E ) END) 
W R l T E ( w N S » F M T l ? » P H i m » P H i r 2 J # P H l C 3 J ) ) 
W R I T E C P H T C , F M T l O . N O » P H i m # P H l t 2 J » P H I C 3 ] # S S ) ) 
T I E M P O ) 
D E T A I L ) 
END O F O P T I M I Z E ) 
W R I T E t p H T C t NO 1 ) ) 
R E A D ( C R D S # F D R M l # 0 ) ) READ(CqDS»FORM«,NINTER)) 
R E A D ( C R O S » / . K » D E L » R H O , O E L T A ) ) 
F O R 1*1 S T E P 1 U N T I L K DO 
B E G I N 
E N D ) 
B E G I N 
E N O ) 
B E G I N 
E N D ) 
R E A D ( C R D S » / # P S l t n ) ) 
FOR 1 *1 S T E P 1 U N T I L 0 DO 
i 
R E A D ( C P D S > F 0 R M ? , R A W 0 A T A ) ) 
C L O S E t c R D S , R E L E A S E ) ) 
S U M * 0 ) 
FOR 1 * 1 S T E P 1 U N T I L 0 DO 
I 




SSUM*0) FOR 1 * 1 STEP 1 UNTIL 0 DO 
J 
D I F F * T r I l-AVG) OIFFS*olFF*2i SSUM4.SSUM + 0IFFS) 
V A R * S S l l M/(0 - l ) ) SQR0OT»S0RT(VAR)) WRITE(pRTC,FORMfl»SUM)) WRITECpKTC>F0RM3*AyG)) WRITE(pRTC,F0RM4.VAR)) WRITECrRTC.FORMS.SQROOT)) WRITE{P«TC,F0RM7)) FOR 1 * 1 STEP 1 UNTIL 0 DO 
0 0 8 4 
0 0 8 5 
0 0 8 8 
0 0 9 0 
0 0 9 0 
0 0 9 1 
0 0 9 5 
0 0 9 5 
0 0 9 6 
0 1 0 9 
0 1 0 9 
0 1 0 9 
0 1 0 9 
0 1 1 1 
O i l ! 
0111 
0 1 1 1 
o n : 
0 1 1 2 
0 1 1 3 
0 1 1 4 
0 1 1 5 
0 1 1 5 
0 1 2 6 
0 1 4 0 
0 1 4 0 
0 1 4 1 
34 I S 144 L O N G , N E X T S E G 
0 0 4 6 
0 0 4 9 
0 0 5 / 
0 0 6 5 
0 0 / 7 
0 0 7 9 
0 0 7 9 
0 0 8 7 
0 0 9 0 
0 0 9 1 
0 0 9 1 
0 0 9 4 
0 0 9 7 
0 0 9 8 
0 0 9 9 
0 1 0 1 
0 1 0 1 
0 1 0 2 
0 1 0 4 
0 1 0 6 
0 1 0 6 
0 1 0 8 
0 1 0 8 
0 1 0 9 
0 1 1 0 
0 1 1 2 
0 1 1 4 
0 1 1 6 
0 1 1 7 
0 1 2 5 
0 1 3 3 
0 1 4 1 
0 1 4 9 
0 1 5 2 
BEGIN 0 1 5 3 
0 1 5 3 
0 1 5 6 
0 1 5 8 
0 1 5 9 
0 1 6 0 
0161 
0 1 6 2 
0 1 6 2 
0 1 6 4 
0 1 6 4 
0 1 6 4 
0 1 6 5 
0 1 6 7 
0 1 6 8 
0 1 6 9 
0 1 6 9 
0 1 7 0 
0 1 7 2 




K E E P l « - P S l t l J | 
* E E P 2 « - P S I ( 2 ] J 
K E E P 3 « - p S l t 3 ] J 
K E E P 4 « - n E L J 
FOR NInTeR«-NIMtER STEP 3 UNTIL 31 DO 
BEG IN 
H I S T O G i 
P S I C I U K E E P I ) 
P S I C 2 U K E E P 2 ) 
P S I C 3 H K E E P 3 J 





E N D . 
2 IS 178 LONG* NEXT SEG 
EXP IS SEGMENT NUMBER 0043'PRT ADDRESS IS 0136 
LN IS SEGMENT NUMBER 0044,PRT ADDRESS IS 0135 
SQRT IS SEGMENT NUMBER 00«5,PRT ADDRESS IS 0202 
OUTPUT(W) IS SEGMENT NUM8f« 0046#PRT ADDRESS IS 0105 
BLOCK CONTROL IS SEGMENT NUMBER 0047#PRT ADDRESS IS 0005 
INPUTCW) IS SEGMENT NUMBER 0048,PRT ADDRESS IS 0176 
X TO THE I IS SEGMENT NUMrER 0049,PRT ADDRESS IS 0137 
ALGOL WRITE IS SEGMENT NUMBER 0050,PRT ADDRESS IS 0014 
ALGOL READ IS SEGMENT NUMBER 0051»PRT ADDRESS IS 0015 
ALGOL SELECT IS SEGMENT NUMBER 0052»PRT ADDRESS IS 0016 
NUMBER OF ERRORS DETECTED • 0, COMPILATION TIME = 59 SECONDS « 
PRT SIZE » 1351 TOTAL SEGMENT StZe • U59 WORDS; DIS« SIZE * 73 SEGS; NO. PGM, SEGS * 53 








The following is a listing of the 
program used to do the operations shown in 
Figure 4. 
4 8 
G E O R G I A T E C H K E c C S - 5 5 0 0 A L G O L C O M P I L E R 
B E G I N 
F R I D A Y , 6 / 1 6 / 6 7 * 1 1 1 2 2 A M . 
C O M M E N T T H I S P R O G R A M D O E S AN O P T I M U M S E A R C H BY T H E H O U K F A N D J E E V E S 
P A T T E R N S E A R C H P R o C f O U R E - W R I T T E N 9 r « N S W A R T - S P K T N G 1 9 6 7 ' 
F I L F I N C H D s C 2 » 1 0 ) J 
F I L E OUT * W * 0 t 2 » l 0 ) J 
F I L E OUT P R N l 6 ( 2 * l 5 ) i 
I N T F G E R N U , T * K » N > 
R E A L O E L # S P H l » S S . R H O » O E L T A , S P S T » T H E T A , U » K E t P ; 
R E A L A R R A Y y » Y [ 0 » 1 0 0 1 » P H I » P S 1 1 0 1 1 0 ) » T 1 0 1 ? ) J 
R E A L A R R A Y s T 0 R [ 0 l l o 3 » 
L A R p L S T A R T , U N E , T W O , F I N A L . I T E R J 
F O R M A T r M T l ( X 5 , l 3 , / / ) i 
F O R M A T F M T ? ( X 5 # 2 F l S . 6 ) J 
F O R M A T F M T 3 ( / / # X 5 , U , 3 F l 5 . 7 # / / ) > 
F O R M A T F M T 4 f / / ) J 
F O R M A T F M T 5 ( X 5 , F 1 5 . 7 ) J 
F O R M A T F M T 6 ( / / / , X 3 0 , " P A T T E R N S E A R C H F O R I E 7 8 7 " W R I T T E N BY WW S W A R T " ) i 
F O R M A T F M T 7 ( X l 0 , " B A s E P O I N T N U M B E R " , I 4 ' X 3 , " S T E H S W E " . F 1 2 . 7 * / / ) i 
F O R M A T F M T 8 ( X i 5 , " A « " » F 1 2 . 7 , " B « " » F l 2 , 7 » " G « " * F l 2 . 7 , X 5 » " F < A » 8 » G ) « " » 
F 1 2 . 7 , / ) I 
F O R M A T F M T 9 ( / , X i O , " E X P L O R A T O R Y M O v E R E S U L T S " . / » X 1 !>, " A » " , F 12 . 7# 
" 9 » " , F l ? . 7 , " G « " , F 1 2 , 7 , X 5 » " F ( A # t * » G ) « " , F l 2 . 7 ) j 
F U R M A T F M T 1 0 C X S , " A » " , F 1 2 . 7 , X 3 , " B « " , F 1 2 . 7 , X 3 , " C « " , F 1 2 . 7 , 
X 5 , " M I N F < A , H # C 1 » " , F 1 2 , 7 ) J 
F O R M A T F M T l i ( 4 ( F l 2 . 7 * " # " ) ) J 
P R O C E D U R E T I E M P n J 
B E G I N 
R E A L A R R A Y T t O l p J J 
F O R M A T F « t " P R O C E S S O R T I M E * " » F 9 . 6 * / » " I 0 T I M E « " » F 9 . 6»t, 
" T O T A L T I M E » " , F 1 2 . 6 , / / / ) ' 
T [ 0 ) * T I M E ( 2 ) J 
T I 1 ] « - T I M E ( 3 ) > 
T C 2 l * T [ 0 1 + T r l ] J 
1 0 0 0 0 1 0 0 0 0 0 0 
S T A R T OF S E G M E N T * * * * * * * * * * 
1 0 0 0 0 2 0 0 0 0 0 0 
1 0 0 0 0 3 0 0 0 0 0 0 
1 0 0 0 0 4 0 0 0 0 0 0 
1 0 0 0 0 5 0 0 0 0 0 3 
1 0 0 0 0 6 0 0 0 0 0 7 
1 0 0 0 0 7 0 0 0 0 1 0 
1 0 0 0 0 8 0 0 0 0 1 0 
1 0 0 0 0 9 0 0 0 0 1 0 
1 0 0 0 1 0 0 0 0 0 1 6 
1 0 0 0 1 1 0 0 0 0 1 8 
1 0 0 0 1 2 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * 3 
3 I S 7 L O N G , N E X T S E G 2 
1 0 0 0 1 3 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * 4 
4 I S 5 L O N G , N E X T S E G 2 
1 0 0 0 1 4 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * 5 
5 I S 10 L O N G , N E X T S E G ? 
1 0 0 0 1 5 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * 6 
6 I S 5 L O N G , N E X T S E G 2 
1 0 0 0 1 6 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * 7 
7 I S 5 L O N G , N E X T S E G 2 
1 0 0 0 1 7 0 0 0 0 l 8 
S T A R T OF S E G M E N T * * * * * * * * * * 8 
1 0 0 0 1 8 0 0 0 0 1 8 
8 I S 15 L O N G , N E X T S E G 2 
1 0 0 0 1 9 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * 9 
9 I S 1 1 L O N G , N E X T S E G 2 
1 0 0 0 2 0 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * 10 
1 0 0 0 2 1 0 0 0 0 1 8 
10 I S 15 L O N G * N E X T S E G 2 
1 0 0 0 2 2 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * l l 
1 0 0 0 2 3 0 0 0 0 1 8 
11 I S 2 1 L O N G * N E X T S E G 2 
1 0 0 0 2 4 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * 12 
1 0 0 0 2 5 0 0 0 0 1 8 
12 I S 17 L O N G * N E X T S E G 2 
1 0 0 0 2 6 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * 13 
13 I S 7 L O N G * N E X T S E G 2 
1 0 0 0 2 7 0 0 0 0 1 8 
1 0 0 0 2 8 0 0 0 0 1 8 
1 0 0 0 2 9 0 0 0 0 1 8 
S T A R T OF S E G M E N T * * * * * * * * * * 14 
1 0 0 0 3 0 0 0 0 0 0 1 
S T A R T OF S E G M E N T * * * * * * * * * * 15 
1 0 0 0 3 1 0 0 0 0 0 1 
15 I S 2 1 L O N G * N E X T S E G 1« 
1 0 0 0 3 2 0 0 0 0 0 1 
1 0 0 0 3 3 0 0 0 0 0 3 
1 0 0 0 3 4 0 0 0 0 0 5 
h9 
T T ( ) J * T r O ] / 6 0 , l 1 0 0 0 3 5 0 0 0 0 0 7 
T [ l U T r l ] / 6 0 , J 1 0 0 0 3 6 0 0 0 0 0 9 
T T ? l * T r 2 ] / 6 0 , ; 1 0 0 0 3 7 0 0 0 0 1 1 
H R l T E ( P R N T » r M T l # T r O ] » T C L ) # T [ 2 ] ) ) 1 0 0 0 3 8 0 0 0 0 1 3 
ENO OF T I E M P O ) 1 0 0 0 3 9 0 0 0 0 2 6 
14 I S 30 L O N G , N E X T S E G 
P R O C E D U R E I N P I J T J 1 0 0 0 4 0 0 0 0 0 1 6 
B E G I N 1 0 0 0 4 1 0 0 0 0 1 8 
R E A D C C R U S » / » N . O ) J 1 0 0 0 4 2 0 0 0 0 1 8 
FOR 1 * 1 S T E P 1 U N T I L N O O 1 0 0 0 4 3 0 0 0 0 2 8 
8 E G I N 1 0 0 0 4 4 0 0 0 0 3 0 
R E A D C C R O S . / » X [ l 1 . Y t n > J 1 0 0 0 4 5 0 0 0 0 3 0 
Y [ T ] * Y R I ] X D ) 1 0 0 0 4 6 0 0 0 0 3 9 
E N D * 1 0 0 0 4 7 0 0 0 0 4 ) 
R E A O ( C « ? t > S » / » K » D E L ' R H O » D E L T A ) ; 1 0 0 0 4 B O O 0 0 4 4 
FOR 1 * 1 S T E P 1 U N T I L K D O 1 0 0 0 4 9 0 0 0 0 5 5 
B E G I N 1 0 0 0 5 0 0 0 0 0 5 7 
R E A D ( C f » U S » / » P S l r I J )l 
1 0 0 0 5 1 0 0 0 0 5 7 
E N O J 1 0 0 0 5 2 0 0 0 0 6 5 
W R I T E ( P K N T , F M T I , N > ; 1 0 0 0 5 3 0 0 0 0 6 8 
FOR 1 * 1 S T E P 1 U N T I L N D O 1 0 0 0 5 4 0 0 0 0 7 5 
B E G I N 1 0 0 0 5 5 0 0 0 0 7 6 
W R I T t ( O K N T , F M T ? , X T I ] , Y [ I ] ) J 1 0 0 0 5 6 0 0 0 0 7 6 
E N D 1 1 0 0 0 5 7 0 0 0 0 8 5 
W R I T E ( P H N T , F M T 3 > K > D E L , R H O > D E L T A ) ; 1 0 0 0 5 8 0 0 0 0 8 7 
FOR 1 * 1 S T E P 1 U N T I L K D O 1 0 0 0 5 9 0 0 0 0 9 9 
B E G I N 1 0 0 0 6 0 0 0 0 1 0 0 
W R l T E C p H N T , F M T 5 » P S L T N ) J 1 0 0 0 6 1 0 0 0 1 0 0 
E N D J 1 0 0 0 6 2 0 0 0 1 0 8 
T I E M P O J 1 0 0 0 6 3 0 0 0 1 1 0 
W R I T E C p H N T f P A G E l ) ' 1 0 0 0 6 4 0 0 0 1 1 1 
E N D OF I N P U T * 1 0 0 0 6 5 0 0 0 1 1 3 
R E A L P R D C E O U R F E V A L U A T E ( P H I , X • Y , N , K ) t 
1 0 0 0 6 6 0 0 0 1 1 4 
V A L U E P H I » X . Y , N , K J 1 0 0 0 6 7 0 0 0 1 1 4 
R E A L A R R A Y P H T ' X . Y C O l J 1 0 0 0 6 8 0 0 0 1 1 4 
I N T E G E R K . N J 1 0 0 0 6 9 0 0 0 1 1 4 
B E G I N 1 0 0 0 7 0 0 0 0 1 1 4 
R E A L A R R A Y r X [ O H O O ] J 0 1 1 4 
S T A R T OF S E G M E N T ********** 
R E A L S U M * A O n » OUAN J 1 0 0 0 7 2 0 0 0 0 0 1 
I N T E G E R I > 1 0 0 0 7 3 0 0 0 0 0 1 
L A B F L T H t E . I H O U J 1 0 0 0 7 4 0 0 0 0 0 1 
I F P H I r l l S O T H E N G O TO T H O U J 1 0 0 0 7 5 0 0 O O O l 
I F P H T r 2 ] S 0 T H F N G O TO T H O U ' 1 0 0 0 7 6 0 0 0 0 0 3 
S U M * O J 1 0 0 0 7 7 0 0 0 0 0 4 
FOR 1 * 1 S T E P 1 U N T I L N OO 1 0 0 0 7 8 0 0 0 0 0 5 
B E G J N 1 0 0 0 7 9 0 0 0 0 0 7 
Q U A N * X r U - P H I t 3 ] J 1 0 0 0 8 0 0 0 0 0 0 7 
I F t l U A N < 0 T H F N 1 0 0 0 8 1 0 0 0 0 0 8 
B E G I M 1 0 0 0 8 2 0 0 0 0 0 9 
THOUJ 1 0 0 0 8 3 0 0 0 0 1 0 
E V A L U A T t * 1 0 0 0 0 0 J 1 0 0 0 8 4 0 0 0 0 1 0 
G O T O T H E E J 1 0 0 0 8 5 0 0 0 0 1 0 
E N D 1 0 0 0 8 6 0 0 0 0 1 3 
E L S E 1 0 0 0 8 7 0 0 0 0 1 3 
F X [ 1 1 * 1 . 0 " E X P f - ( X C I J - P H I t 31 ) * P H I [ 2 ) / P H U 1 J ) ; 1 0 0 0 8 8 0 0 0 0 1 3 
A O D * M r I ] - F X [ 1 - 1 ] \ 1 0 0 0 8 9 0 0 0 0 2 0 
A D D * A D n x O J 1 0 0 0 9 0 0 0 0 0 2 ? 
S U M * S U M + ( Y [ I ] - A O D ) * 2 / » D D J 1 0 0 0 9 1 0 0 0 0 2 3 
E N O J 1 0 0 0 9 2 0 0 0 0 2 6 
E V A L U A T t * S U M j 1 0 0 0 9 3 0 0 0 0 2 8 
T H E E J 1 0 0 0 9 4 0 0 0 0 2 9 
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E N D DF E V A L U A T E J 1 0 0 0 9 5 0 0 0030 
16 I S 36 L O N G . N E X T 
P R O C E D U R E E J 1 0 0 0 9 6 0 0 0 1 1 4 
B E G I N 1 0 0 0 9 7 0 0 0 1 1 4 
F O R 1 *1 S T E P 1 U N T I L 2 DO 1 0 0 0 9 8 0 0 0 1 1 4 
B E G I N 10009900 0 1 1 5 
P H I r i ] * ^ H I t i I + D F L J 1 0 0 1 0 0 0 0 0 1 1 5 
S P H I * E V A L U A T E ( P H I » X » Y » N » K ) J 1 0 0 1 0 1 0 0 0 1 1 7 
I F S P H T < S S T H E N S S * S P H I E L S E 1 0 0 1 0 2 0 0 0 1 2 0 
B E G I N 1 0 0 1 0 3 0 0 0 1 2 2 
P H I [ U f P H I ( I 1 - ? x D E L ' 1 0 0 1 0 4 0 0 0 1 2 3 
S P H I * E V A L U A T E ( P H I » X . Y » N , K ) J 1 0 0 1 0 5 0 0 0 1 2 5 
I F S P H T < S S THF_ N S S « - S P H I EL5E P H I [ I I • P H I C I J + O E L ' 10010600 0 1 2 9 
E N O j 1 0 0 1 0 7 0 0 0 1 3 4 
E N D J looioaoo 0 1 3 4 
E N O OF E J 1 0 0 1 0 9 0 0 0 1 3 6 
W R I T E ( P « N T [ N 0 I ) J 1 0 0 1 1 0 0 0 0 1 3 6 
I N P U T ' 1 0 0 1 1 1 0 0 0 1 3 9 
C L O S t ( r « D S , R E L F A S E ) J 1 0 0 1 1 2 0 0 0 1 4 0 
K E F P 4 - 0 F L J 1 0 0 1 1 3 0 0 0 1 4 2 
S T O R C l l * P S I t l l J 1 0 0 1 1 4 0 0 01 42 
S T 0 R C 2 T - P S I t ? I J 1 0 0 1 1 5 0 0 0 1 4 4 
I T E R l I F P S I r J ] < 0 T H E N GO TO F I N A L ' 1 0 0 1 1 6 0 0 0145 
P S I t l U S T O R I I )J 1 0 0 1 1 7 0 0 0 1 4 7 
P S I I 2 1 . . S T 0 R C 2 ] J 1 0 0 1 1 8 0 0 0 1 4 9 
0 E L « - * E F H J 1 0 0 1 1 9 0 0 0 1 5 0 
N O f O J 1 0 0 1 2 0 0 0 0 1 5 1 
S T A R T i S P S l * E t f A L U A T E ( P S I » X » Y # N # K ) ' 1 0 0 1 2 1 0 0 0 1 5 2 
0 N E « S S 4 - S P S T J 1 0 0 1 2 2 0 0 0 1 5 5 
C O M M E N T E S T A B L I S H B A S E P O I N T J 1 0 0 1 2 3 0 0 0 1 5 6 
FOR 1*1 S T E P 1 U N T I L K 00 1 0 0 1 2 4 0 0 0 1 5 6 
B E G I N 1 0 0 1 2 5 0 0 0 1 5 8 
P H I r i J * P S I r 11 J 1 0 0 1 2 6 0 0 0 1 5 8 
E N D ) 1 0 0 1 2 7 0 0 0 1 5 9 
N04-N0+1 ' 1 0 0 1 2 8 0 0 0 1 6 1 
C O M M E N T M A K F E X P L O R A T O R Y M O V E S ' 1 0 0 1 2 9 0 0 0 1 6 3 
E ' 1 0 0 1 3 0 0 0 0 1 6 3 
C O M M E N T A R E t X P L D R A i O K Y M D V E S S U C C E S S F U L ' 1 0 0 1 3 1 0 0 0 1 6 3 
I F S S < S P S I T H E N 1 0 0 1 3 2 0 0 0 1 6 3 
B E G I N 1 0 0 1 3 3 0 0 0 1 6 4 
C O M M E N T I F S U C C E S S F U L M A K E P A T T E R N M O V E ' 1 0 0 1 3 4 0 0 0 1 6 4 
T M O l F O R 1 * 1 S T E P 1 U N T I L 2 DO 1 0 0 1 3 5 0 0 0 1 6 4 
B E G I N 1 0 0 1 3 6 0 0 0 1 6 6 
T H E T A 4 - P S H I JJ 1 0 0 1 3 7 0 0 0 1 6 6 
P S I I I w P H i m » 1 0 0 1 3 8 0 0 0 1 6 7 
PHlCn4.2xPHltI]-THETAJ 1 0 0 1 3 9 0 0 0 1 6 8 
E N O J 1 0 0 1 4 0 0 0 0 1 7 1 
C O M M E N T E N D UF P A T T E R N M O V E » N E W P O I N T P H I I S THE NEW B A S E P O I N T J 1 0 0 1 4 1 0 0 0 1 7 3 
S P S I « - S S ' 1 0 0 1 4 2 0 0 0 1 7 3 
S S * S P H i * E V A L U A T E ( P H I » X » Y , N » K ) ' 1 0 0 1 4 3 0 0 0 1 7 4 
C O M M E N T MAKr E X P L O R A T O H Y M O V E S J 1 0 0 1 4 4 0 0 0 1 7 8 
N0«-ND + 1' 1 0 0 1 4 5 0 0 0 1 7 8 
E ' 1 0 0 1 4 6 0 0 0 1 7 9 
C O M M E N T I F S U C C E S S F U L M A K E NEW P A T T E R N M O V t » O T H E R W I S E Go TO 1 AND 1 0 0 1 4 7 0 0 0 1 8 0 
T R Y NEW E X P L O R A T O R Y M O V E S ' 1 0 0 1 4 8 0 0 0 1 8 0 
I F S S < S P S I T H E N G O m T W O E L S E G O T O O N E ' 1 0 0 1 4 9 0 0 0 1 8 0 
E N D 1 0 0 1 5 0 0 0 0 1 8 1 
E L S E 1 0 0 1 - 5 1 0 0 0 1 8 1 
C O M M E N T I F F X P L O R A T o R Y M O V E S W E R E NOT S U C C E S S F U L R E D U C E S T E P S I Z E 1 0 0 1 5 2 0 0 0 1 8 1 
U N T I L T H E S E A R F < T H A N D E L TAJ 1 0 0 1 5 3 0 0 0 1 8 1 
I F D E L > D E L T A T H E N 1 0 0 1 5 4 0 0 0 1 8 1 






GO TU nNE* 
WRITE(prtNT.FMTlO.PHH 1 ].PHIt2].PHl C33»SS)> 
WRITt(wWS»FMTl l.PHH 1] .PHH2]»PHI[ 3] «bS); 
PSH3HKSI[3]-.01I 











2 IS 219 LONG* NEXT SEG 
EXP IS SEGMENT NUMBER 00l7»PRT ADDRESS IS 0107 
LN IS SEGMENT NUMBER 0018,KRT ADDRESS IS 0106 
OUTPUT(W) IS SEGMENT NUMBFK 0019*PRT ADDRESS IS 007? 
BLOCK CONTRUL IS SEGMENT NUMBER Oo20»PRT ADDRESS IS 0005 
INPUT(W) IS SEGMENT NUMBER 00?1,PRT ADDRESS IS 0075 
X TO THE I IS SEGMENT NUMpLR 00?2,PRT ADDRESS IS OHO 
ALGOL WRITE IS SEGMENT nUMBfR Oo23»PRT ADDRESS IS 0014 
ALGOL HEAD IS SEGMENT NUMBER Oo24»PRT ADDRESS IS 0015 
ALGOL SELECT IS SEGMENT NUMBER 0Q?5»PRT ADDRESS IS 0016 
NUMBER OF tRHORS DETECTED = 0, COMPILATION TIME = 16 SECONDS• 
PRT SIZE « 76; TOTAL SEGMENT S U E * 498 WORDS* DISK Si ZE. = 33 SEGSJ "JO. PGM, SEGS * 26 
ESTIMATED CORE STORAGE RE^UiREMpNT = 4787 WORDS, 
1 IS 
26 IS 
2 LONG* NEXT SEG 
69 LUNG* NEXT SEG 
The following is a listing of a computer 
program used to plot the Weibull density function 
for any given set of parameter values. 
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GEORGIA TECH RECC B-5500 ALi iOL COMPILER S A T U R D A Y , 6 / 1 7 / 6 7 , 1«36 A M . 
B E G I N 10000100 0000 
START OF SEGMENT * * * * * * * * * * 
COMMENT PROGRAM TO PLOT A GRAPH UF U N E OR TWO F U N C T I O N S ON 10000200 0000 
THE SAMF C O O R D I N A T E SYSTEM I F BOTH F U N C T I O N S ARE O E F I N E O 10000300 0000 
FOR A CLOSED I N T E R V A L FROM 0 TO 11. THE A B S C I S S A SCALE I S FROM 10000400 0000 
0 TO 11 AND THE ORDINATE SCALE I S FROM 1.5 T O " 1 . 5 " 10000500 0000 
I F ONLY ONE F U N C T I U N I S TO BE PLOTTED THEN SET THE SECOND 10000600 0000 
F U N C T I O N EOl lAI . TO 2 . 0 COFF THE G R A P H ) . 10000700 0000 
PLACE F U N C T I O N S BETWEEN COMMENTS J 10000800 0000 
O E F I N F FUNCTIONTOHEGRAPHED = ( 10000900 0000 
COMMENT 1 S T F U N C T I O N SHOULD APPEAR AFTER T H I S CARD > 10001000 0000 
B B X ( X - G ) * ( H 8 - l ) / A A x E X P ( - ( X - G ) * R B / A A ) 10001 100 0000 
COMMENT 1 S T F U N C T I O N SHOULD APPEAR BEFORE T H I S CARD J 10001200 n o o o 
)* ! 10001300 0000 
D E F I N E SECFUNC = C 10001400 0000 
COMMENT 2ND F U N r H O N SHOULO APPEAR AFTER T H I S CARD * 10001500 0000 
2 10001600 o o o o 
COMMENT 2ND F U N C T I O N SHOULD APPEAR BEFORE T H I S CARD J 10001700 0000 
)# ; 10001800 0000 
I N T E G E R K , L ; 10001900 0000 
I N T E G E R M, I » A» C , E » GRAPH, V A R l A R L E , M U L T I P L I E R ' J , COUNT ; 10002000 o o o o 
I N T E G F R XX ) 10002100 0000 
I N T E G E R ARRAY K K r 0 l 9 0 0 ] J 10002200 o o o o 
I N T E G E R ARRAY Y Y C 0 t 2 ] ; 10002300 0001 
REAL N , X , P , R J 10002400 0003 
HEAL M I N I 10002500 0 0 0 3 
HEAL ARRAY R R f O l 7 0 0 ) « 10002600 0003 
REAL ARRAY R [ 0 : ? 3 1 , Y [ 0 » R J ; 
HEAL ARRAY K E F P E R O F x , k E E P E R O F Y V A R I A B L E , K E E P E R O F y G R A R H [ 0 1 7 0 0 ] ; 
10002700 0005 
10002800 0 0 0 8 
ALPHA ARRAY P O I NT I 0 » 1 1 5 T > 10002900 0011 
F I L E I N CRD 4 ( 2 . 1 0 ) ; 10003000 0012 
LABEL F N D F I l . E , O N E , A N F A N G J 10003100 0 0 1 6 
REAL ARRAY PHTr0t3»0:100] ; 
10003200 0 0 1 6 
HEAL BR * a a , g , s s ; 10003300 001 8 
I N T E G E R j j » n n ; 10003400 0018 
FORMAT F M T 1 ( / ' " T H E ABOVE GRAPH HAS THE FOLLOWING P A R A M E T E R S ' " . 10003500 0018 
START OF SEGMENT * * * * * * * * * * 
/ . X s » " A = " » F 1 2 , 7 . / , X 5 , " B « = " » F l ? . 7 , / » X 5 , " C a " » F1 2 . 7 , / , X5 » " F ( A , P,, C ) = " , 10003600 0018 
F l ? . 7 ) > 10003700 0018 
3 I S 29 L O N G , NEXT SET, 
F I L E OUT MCGOUT 4 ( 2 , 1 5 ) I 10003800 0018 
LABEL J U M P » J i i M P U 10003900 0021 
L I S T M C G O K F H R c * 0 STEP 1 U N T I L 11 00 R t C l ) J 10004000 0021 
L I S T M C G 0 2 ( N , F O R E * 0 STEP 1 U N T I L 110 0 0 P O I N T t E I ) ; 1 0 0 0 4 1 0 0 0031 
L I S T 
MCG03(FOR E * 0 STEP 1 U N T I L 110 00 P 0 I N T C E 1 ) I 
10004200 0041 
FORMAT M C G 0 4 ( F 5 . 2 , 1 1 1 ( A l ) ) » 10004300 0 0 5 0 
START UF SEGMENT * * * * * * * * * * 
4 I S 7 L O N G , NEXT SEG 
FORMAT M C G 0 5 ( X 5 , l l l ( A l ) > ; 10004400 0050 
START OF SEGMENT * * * * * * * * * * 
5 I S 7 L O N G , NEXT S E ^ 
FORMAT M C G 0 6 ( F 7 . 1 , 1 1 ( F 1 0 . 1 ) ) J 10004500 0 0 5 0 
START OF SEGMENT * * * * * * * * * * 
6 I S 7 L O N G , NEXT SEG 
FORMAT 
MCG07f "X = » , F 8 , 5 , " Y [ V A R I ABLE ] = " , F 1 0 . 5 » " Y [GRAPH ] e " » F 9 . 5 ) i 
10004600 0050 
START OF SEGMENT * ********* 
7 I S 12 L O N G , NEXT SEO 
FORMAT M C G 0 9 ( 3 ( / ) , " T O T A L P O I N T S PLOTTED » " , I 3 ) J 10004700 0050 
START OF SEGMENT * * * * * * * * * * 
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$ I S 1 1 L O N G , NFXT 
W R I T E f M C G O U T t N O l ) ; 1 0 0 0 4 8 0 0 0 0 5 0 
JJ«-OJ 1 0 0 0 4 9 0 0 0 0 5 3 
ONEI JJ«-JJ + W 1 0 0 0 5 0 0 0 0 0 5 4 
R F . A D C C R r W . P H H l . J J ] , P H ! t ? , J J ] , P H I C 3 . J J 1 . S S ) ( E N D F I L E 1 ; 1 0 0 0 5 1 0 0 0 0 5 5 
GO TO O N E ' 1 0 0 0 5 2 0 0 0 0 7 0 
E N D F T I . E J N N 4 - J J - 1 I 1 0 0 0 5 3 0 0 0 0 7 1 
C L O s E C C R O , R E L E A S E ) ! 1 0 0 0 5 4 0 0 0 0 7 3 
JJ«-1 J 1 0 0 0 5 5 0 0 0 0 7 5 
A N F A N G J A A 4 . R H l r i . J J j ; 1 0 0 0 5 6 0 0 0 0 7 5 
a B « - P H i r ? # JJJ j 1 0 0 0 5 7 0 0 0 0 7 7 
G « - P H I C 3 , J J ] J 1 0 0 0 5 6 0 0 0 0 7 9 
B «• 0 i 1 0 0 0 5 9 0 0 0 0 8 1 
F O R A «• 0 S T E P 1 U N T I L t t OO 1 0 0 0 6 0 0 0 0 0 S 2 
R E G I N R [ A ] 4- R 1 1 0 0 0 6 1 0 0 0 0 8 3 
R R x l O 1 1 0 0 0 6 2 0 0 0 0 8 4 
B •• R + 5 i 1 0 0 0 6 3 0 0 0 0 8 5 
B *• B/10 ; 1 0 0 0 6 4 0 0 0 0 8 6 
E N O J 1 0 0 0 6 5 0 0 0 0 8 8 
M U L T I P L I E R 4- 12 J 1 0 0 0 6 6 0 0 0 0 9 0 
V A R I A B L E *• 1 1 1 0 0 0 6 7 0 0 0 0 9 1 
C O U N T 4- - 1 ; 1 0 0 0 6 6 0 0 0 0 9 1 
F O R Y Y C G R A P H U 6 0 S T E P - 1 U N T I L - 1 DO 1 0 0 0 6 9 0 0 0 0 9 2 
B E G I N I «• 0 t 1 0 0 0 7 0 0 0 0 1 0 0 
Y [ G R A P H I 4- Y Y T G R A P H l / M O O * 1 0 0 0 7 1 0 0 0 1 0 1 
F O R X X « - 0 S T E P 5 U N T T L 5 5 0 0 0 1 0 0 0 7 2 0 0 0 1 0 3 
B E G I N 1 0 0 0 7 3 0 0 0105 
X X X / 1 0 0 J 1 0 0 0 7 4 0 0 0 1 0 5 
I F X < G T H E N 1 0 0 0 7 5 0 0 0 1 0 6 
B E G I N 1 0 0 0 7 6 0 0 0 1 0 7 
Y t V A R I A R L E H O ; 1 0 0 0 7 7 0 0 0 1 0 7 
GO TO J U M P » 1 0 0 0 7 8 0 0 01 0 8 
END; 1 0 0 0 7 9 0 0 0 1 0 9 
Y t V A R I A B L E ] 4- F U N C T I O N T O B E G R A P H E D * 1 0 0 0 8 0 0 0 0 1 0 9 
J U M P t K F E P E R O F Y V A R I A B L E t C O U N T + l ] • Y t V A R I A B L E 1 s 1 0 0 0 8 1 0 0 0 1 1 8 
I F A R S ( Y t G R A P H l - Y I V A R I A B L E ) ) S 0 . 0 0 5 T H E N 1 0 0 0 8 2 0 0 0121 
Y T V A R T A B L f . 1 «• Y t G R A P H ] ; 1 0 0 0 8 3 0 0 0 1 2 3 
I F Y C G R A P H 1 » Y C V A R I A H L E ) T H E N P t l l N T t l l " 1 0 0 0 8 4 0 0 0 1 2 5 
I F Y t G r t A P H J e Y C V A R l A B L E l T H E N 1 0 0 0 8 5 0 0 0 1 2 8 
B E G I N 1 0 0 0 8 6 0 0 Of 29 
C O U N T 4- COIJNT + 1 1 1 0 0 0 8 7 0 0 0 1 2 9 
K E E P E R OF X [ C O U N T 1 «• X J 1 0 0 0 8 8 0 0 0 1 3 1 
K E E P F R O F Y G R A P H t C O U N T 1 «• Y ( G R A P H ] \ 1 0 0 0 8 9 0 0 01 32 
E N O } 1 0 0 0 9 0 0 0 0 1 3 3 
I F Y T G R A P H 1 * YC V A R I A B L E 1 T H E N 1 0 0 0 9 1 0 0 0 1 3 3 
B E G I N 1 0 0 0 9 2 0 0 01 35 
I F Y t G R A ^ H l ' O T H E N P Q I N T [ I } • 1 1 0 0 0 9 3 0 0 0 1 3 5 
I F Y t G R A " H 1 * 0 T H E N P O I N T C I ) • « « * 1 0 0 0 9 4 0 0 0 1 3 6 
E N O J 1 0 0 0 9 5 0 0 0141 
I 4- 1 + 1 t 1 0 0 0 9 6 0 0 0 1 4 1 
E N O t 1 0 0 0 9 7 0 0 0 1 4 2 
I F Y ( G R A P H 1 « 0 T H E N 1 0 0 0 9 8 0 0 0 1 4 4 
F O R M f O S T E P 10 U N T I L 1 1 0 DO 1 0 0 0 9 9 0 0 0 1 4 5 
I F P O l N T t M ] - " - " T H E N P O I N T C M ] 4- " + " 10010000 0] 4 8 
I F Y t G R A P H ] # 0 T H E N I F P O I N T C O ] " " " T H E N P O l N T t O ) «• " 1 " * 1 0 0 1 0 ] 0 0 0 1 5 3 
N 4- ( 5 X M I I L T I P L I E R ) J 1 0 0 1 0 2 0 0 0 1 5 7 
N 4- N / 1 0 0 t 10010300 0 1 5 8 
I F Y f G R A P H 1«N T H E N 10010400 0 1 5 9 
B E G I N 10010500 0 1 6 0 
I F P 0 I N T t 0 ] a " l " T H E N P O T N T C O J «• J 1 0 0 t 0 6 0 0 0161 
W R I T E ( M C G 0 U T t N 0 l » M C G 0 4 # M C G 0 ? ) 1 1 0 0 1 0 7 0 0 0 1 6 4 
M U L T I P L I E R «• M U L T I P L l F R - t * l O O l O f l O O 0 1 6 7 
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ENO ; 1 0 f ) l 0 9 0 0 0 1 6 8 
I F Y [ r,RAPH]*N T H E N 1 0 0 1 1 0 0 0 0 1 6 8 
B E G I N 1 0 0 1 1 1 0 0 0 1 6 9 
I F Y C G R A P H ] = - 0 . 0 1 T H E N HRI T E < M C G O U T » M C G 0 6 . M C G 0 1 ) » 1 0 0 1 1 2 0 0 0 1 7 0 
I F Y f G R A P H ] * - O . 0 l T H E N HHITEC MCG n UTtNO )»MCG05»M C G O 3 ) J 1 0 0 1 1 3 0 0 0 1 7 5 
END ; 1 0 0 1 1 4 0 0 0 1 8 0 
I «• 0 t 1 0 0 1 1 5 0 0 0 1 8 0 
V A R I A B L E «• V A R I A R L E + 1 / 1 0 0 1 1 6 0 0 0 1 8 0 
I F V A R I A B L E = ? T H E N 1 0 0 1 1 7 0 0 0 1 8 2 
B E G I N 1 0 0 1 1 8 0 0 0 1 8 2 
FOR XX«-l STEP 5 UNTIL 5 5 0 OD 1 0 0 1 1 0 0 0 0 1 8 3 
B E G I ̂  1 0 0 1 2 0 0 0 0 1 8 5 
X «• X X / I O O I 1 0 0 1 2 1 O 0 0 1 8 5 
Y t V A R I A B L U «• S E C F U N C ; 1 0 0 1 2 2 0 0 0 1 8 6 
J U M P 1 I K E E P E R O F Y V A R I A B L E t C O ( J N T + l ] «• Yf V A R I A B L E 1 t 1 0 0 1 2 3 0 0 0 1 8 7 
I F A B S ( Y t i i R A P H l - Y [ V A R I A B L E ] ) < 0 . 0 0 5 T H E N 1 0 0 1 2 4 0 0 0 1 9 0 
Yt VARIABLE) «• YCGHAPH1 i 1 0 0 1 2 5 0 0 Ol 92 
TF Y t G R A P H ] = Y t V A R l A B L E ) T H E N 1 0 0 1 ? 6 0 0 01 94 
BEGIN 1 0 0 1 2 7 0 0 0 1 9 5 
TF P O I N T t l l * THFN P D I N T t I ] «• » » " J 1 0 0 1 ? f l 0 0 0 1 9 5 
I F P O I N T t l l = " * " T H E N P D I N T C I l «• "X" \ 1 0 0 l ? 9 0 0 01 9 8 
CUUUT «• CtlUNT + 1 J 1 0 0 1 3 0 0 0 0 2 0 1 
K E E ^ F R O F x r C O U N T ) «• X ) 1 0 0 1 3 1 0 0 0 2 0 ? 
K E E P E R O F Y G R A P H r C O U N T ] «• YtGRAPH] J 1 0 0 1 3 2 0 0 0 ? 0 3 
ENO i 1 0 0 1 3 3 0 0 0 2 0 5 
I F Y r G R A P H ) ? * Y t V A R I A R L E J T H E N 1 0 0 1 3 4 0 0 0 2 0 5 
P O I N T t I ) « • " " ; 1 0 0 1 3 5 0 0 0 2 0 6 
I «• 1 + 1 J t O O l 3 6 0 0 0 2 0 8 
FNn ; 1 0 0 1 3 7 0 0 0 ? 0 9 
V A R I A B L E «• 1 ; 1 0 0 1 3 8 0 0 0 2 1 1 
I F Y T G R A P H ] * - 0 . 0 1 T H E N W R I T E < M C G O U T , M C G 0 5 » M C G 0 3 ) J 1 0 0 1 3 9 0 0 021 2 
E N D ) 1 0 0 1 4 0 0 0 0 2 1 7 
E N O J 1 0 0 1 4 1 0 0 0 2 1 7 
W R I T E f M C G n U T C P A G E l ) J 1 0 0 1 4 2 0 0 0 ? ? 0 
FOR U O S T E P 1 U N T I L C O U N T 0 0 1 0 0 1 4 3 0 0 0 ? ? 2 
B E G I N 1 0 0 1 4 4 0 0 0 2 2 4 
MiN«.KFEPEROFxr n; 1 0 0 1 4 5 0 0 0 2 2 4 
K«- l ; 1 0 0 1 4 6 0 0 0 2 2 5 
FOR J«-0 STEP t U N T I L C O U N T DO 1 0 0 1 " 7 0 0 0 2 2 5 
BEGIN 1 0 0 1 4 8 0 0 0 2 2 7 
IF K E E P E R O F X C J ] < M I N T H E N 1 0 0 1 4 9 0 0 0 2 2 7 
B E G I N 1 0 0 1 5 0 0 0 0 2 2 8 
M I N « - K E E P E R U F X r J i ; 1 0 0 1 5 1 0 0 0 2 2 8 
K«-J; 1 0 0 1 5 2 0 0 0 2 2 9 
END; 1 0 0 1 5 3 0 0 0 2 3 0 
E N D * 1 0 0 1 5 4 0 0 0 2 3 0 
KK t I U K J 1 0 0 1 5 5 0 0 0 2 3 ? 
RRtK]«-KFEPEROFXtK]» 1 0 0 1 5 6 0 0 0 2 3 3 
K E E P E R 0 F X t K ] « - l 0 0 0 0 0 0 J 1 0 0 1 5 7 0 0 0 2 3 5 
END; 1 0 0 1 5 8 0 0 0 ? 3 6 
FOR K«-0 S T E P 1 U N T I L COUNT 00 1 0 0 1 5 9 0 0 0 2 3 8 
B E G I N 1 0 0 1 6 0 0 0 0 7 4 1 
KEEPEROFxrK]«-RRtKi; 1 0 0 1 6 1 0 0 0 2 4 1 
E N D , 1 0 0 1 6 2 0 0 0 2 4 2 
FOR J«-0 S T E P 1 U N T I L C O U N T DO 1 0 0 1 6 3 0 0 0 ? 4 4 
B E G I N 1 0 0 1 6 4 0 0 0 2 4 6 
L * K K t J 3 T 1 0 0 1 6 5 0 0 0 2 4 6 
W R I T E ( M C G O U T » M C G 0 7 , K E E P E R O F X t L ] * K E E P E R 0 F Y V A R I A B L E t L ] # 1 0 0 1 6 6 0 0 0 2 4 7 
K E E P E R O F Y G R A P H t L D J 1 0 0 1 6 7 0 0 0 ? 5 3 
END; 1 0 0 1 6 8 0 0 0 2 5 8 
W R l T E f M C G O U T t P A G E I ) J 1 0 0 1 A 9 0 0 0 2 6 0 





IF JJ <NN THFN Gn TO A N F A N G 
END, 
EXP IS SEGMENT NUMBER 0009, PRT ADDRESS IS 0111 
LN IS SEGMENT NUMBER GOIO'PRT ADDRESS IS OllO 
UUTPUTCW) IS SEGMENT NUMBER 0011,PRT ADDRESS IS 0103 
dLUCK CONTROL IS SEGMENT NUMBER 00t?>PRT ADDRESS IS 0005 
INPUT(W) IS SEGMFNT NUMBER 0013»PRT ADDRESS IS 0107 
X TO THE I IS SEGMENT NUMBER 0014,PRT ADDRESS IS 0112 
GO TO SOLVER IS SEGMENT NUMrER 00l5*PRT ADDRESS IS 0l06 
ALGOL WRITE IS SEGMENT NUMBER 00l6,PRT ADDRESS IS 0014 
ALGOL REAU IS SEGMENT NUMBER 00l7,PRT ADDRESS IS 0015 
ALGOL SELECT IS SEGMENT NUMBER 00l8,PRT ADDRESS IS 0016 
NUMBER OF ERRORS DETECTED = 0, COMPILATIUN TIME = 21 SECONDS. 
PRT SIZE = 78; TOTAL SEGMENT SIZE = 437 WORDS, DISK SIZE = 26 SEGSJ NO. 
ESTIMATED CURE STORAGE REQUIREMENT = M66 WORDS, 













? IS 293 LONG. NEXT SEG 
1 IS 
19 IS 
? LONG, NEXT SEG 
69 LONG* NEXT SEG 
57 
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