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A novel method for calculating resonances in three-body Coulombic systems is proposed. The
Faddeev-Merkuriev integral equations are solved by applying the Coulomb-Sturmian separable ex-
pansion method. The e−e+e− S-state resonances up to n = 5 threshold are calculated.
I. INTRODUCTION
For three-body systems the Faddeev equations are the
fundamental equations. Three-body bound states cor-
respond to the solutions of the homogeneous Faddeev
equations at real energies, and resonances, as is usual in
quantum mechanics, are related to complex-energy solu-
tions.
The Faddeev equations were derived for short-range
interactions. However, if we simply plug-in a Coulomb-
like potential they become singular. A formally exact
approach was proposed by Noble [1]. His formulation
was designed for solving the nuclear three-body Coulomb
problem, where all Coulomb interactions were repul-
sive. The interactions were split into short-range and
long-range Coulomb-like parts and the long-range parts
were formally included in the ”free” Green’s operator.
Merkuriev extended the idea of Noble by performing the
splitting in the three-body configuration space [2]. This
was a crucial development since it made possible to treat
attractive Coulomb interactions on an equal footing with
repulsive ones.
Recently we have presented a method for treating
the three-body Coulomb scattering problem by solv-
ing Faddeev-Merkuriev integral equations using the
Coulomb-Sturmian separable expansion technique [3].
We solved the inhomogeneous Faddeev-Merkuriev inte-
gral equations for real energies. Previously, for calculat-
ing resonances in three-body systems with short-range
plus repulsive Coulomb interactions, we solved homo-
geneous Faddeev-Noble integral equations by using the
Coulomb-Sturmian separable expansion technique [4]. In
this paper by combining the concepts of Refs. [3] and [4]
we solve the homogeneous Faddeev-Merkuriev integral
equations for complex energies. This way we can han-
dle all kind of Coulomb-like potentials in resonant-state
calculations, not only repulsive but also attractive ones.
In section II we present the homogeneous Faddeev-
Merkuriev integral equations, outlined for systems where
two particles out of the three are identical. Many sys-
tems, like e−e+e− and H−, fall into this category. Then,
in section III, we present the solution method adapted to
the case where all charges have the same absolute value.
In section IV we present our calculations for the L = 0
resonances of the e−e+e− system up to the n = 5 thresh-
old and compare them with the results of complex scaling
calculations [5].
II. FADDEEV-MERKURIEV INTEGRAL
EQUATIONS
The Hamiltonian of a three-body Coulombic system
reads
H = H0 + vC1 + v
C
2 + v
C
3 , (1)
where H0 is the three-body kinetic energy operator and
vCα denotes the Coulomb-like interaction in the subsys-
tem α. We use throughout the usual configuration-space
Jacobi coordinates xα and yα. Thus v
C
α only depends on
xα (v
C
α = v
C
α (xα)). The Hamiltonian (1) is defined in the
three-body Hilbert space. The two-body potential oper-
ators are formally embedded in the three-body Hilbert
space
vC = vC(x)1y , (2)
where 1y is a unit operator in the two-body Hilbert space
associated with the y coordinate. We also use the nota-
tion X = {xα, yα} ∈ R
6.
The role of Coulomb potentials in Hamiltonian (1) are
twofold. Their long-distance parts modify the asymptotic
motion, while their short-range parts strongly correlate
the two-body subsystems. Merkuriev introduced a sepa-
ration of the three-body configuration space into different
asymptotic regions. The two-body asymptotic region Ωα
is defined as a part of the three-body configuration space
where the conditions
|xα| < x
0
α(1 + |yα|/y
0
α)
1/ν , (3)
with x0α, y
0
α > 0 and ν > 2, are satisfied. Merkuriev
proposed to split the Coulomb interaction in the three-
body configuration space into short-range and long-range
terms
vCα = v
(s)
α + v
(l)
α , (4)
1
where the superscripts s and l indicates the short- and
long-range attributes, respectively. The splitting is car-
ried out with the help of a splitting function ζα which
possesses the property
ζα(xα, yα)
Xα→∞−−−−−→
{
1, Xα ∈ Ωα
0 otherwise.
(5)
In practice, in the configuration-space differential equa-
tion approaches, usually the functional form
ζ(x, y) = 2/
{
1 + exp
[
(x/x0)ν/(1 + y/y0)
]}
, (6)
was used.
The long-range Hamiltonian is defined as
H(l) = H0 + v
(l)
1 + v
(l)
2 + v
(l)
3 , (7)
and its resolvent operator is
G(l)(z) = (z −H(l))−1, (8)
where z is the complex energy-parameter. Then, the
three-body Hamiltonian takes the form
H = H(l) + v
(s)
1 + v
(s)
2 + v
(s)
3 , (9)
which formally looks like a three-body Hamiltonian with
short-range potentials. Therefore the Faddeev method is
applicable.
In the Faddeev procedure we split the wave function
into three components
|Ψ〉 = |ψ1〉+ |ψ2〉+ |ψ3〉, (10)
where the components are defined by
|ψα〉 = G
(l)(z)v(s)α |Ψ〉. (11)
In case of bound and resonant states the wave-function
components satisfy the homogeneous Faddeev-Merkuriev
integral equations
|ψ1〉 = G
(l)
1 (z)v
(s)
1 [|ψ2〉+ |ψ3〉] (12)
|ψ2〉 = G
(l)
2 (z)v
(s)
2 [|ψ1〉+ |ψ3〉] (13)
|ψ3〉 = G
(l)
3 (z)v
(s)
3 [|ψ1〉+ |ψ2〉] (14)
at real and complex energies, respectively. Here G
(l)
α is
the resolvent of the channel long-ranged Hamiltonian
H(l)α = H
(l) + v(s)α , (15)
G
(l)
α (z) = (z −H
(l)
α )−1. Merkuriev has proved that Eqs.
(12-14) possess compact kernels, and this property re-
mains valid also for complex energies z = E−iΓ/2, Γ > 0.
In atomic three-particle systems the sign of the charge
of two particles are always identical. Let us denote them
by 1 and 2, and the non-identical one by 3. In this case
vC3 is a repulsive Coulomb potential which does not sup-
port two-body bound states. Therefore the entire vC3 can
be considered as long-range potential. The long-range
Hamiltonian is modified as
H(l) = H0 + v
(l)
1 + v
(l)
2 + v
C
3 . (16)
Then, the three-body Hamiltonian takes the form
H = H(l) + v
(s)
1 + v
(s)
2 , (17)
i.e. the Hamiltonian of the system appears formally as a
three-body Hamiltonian with two short-range potentials.
Therefore the Faddeev procedure, in this case, gives a set
of two-component Faddeev-Merkuriev integral equations
|ψ1〉 = G
(l)
1 v
(s)
1 |ψ2〉 (18)
|ψ2〉 = G
(l)
2 v
(s)
2 |ψ1〉. (19)
Further simplification can be achieved if the particles 1
and 2 are identical. Then, the Faddeev components |ψ1〉
and |ψ2〉, in their own natural Jacobi coordinates, have
the same functional form
〈x1y1|ψ1〉 = 〈x2y2|ψ2〉 = 〈xy|ψ〉. (20)
Therefore we can determine |ψ〉 from the first equation
only
|ψ〉 = G
(l)
1 v
(s)
1 pP|ψ〉, (21)
where P is the operator for the permutation of indexes
1 and 2 and p = ±1 are eigenvalues of P . We note that
although this integral equation has only one component
yet gives full account on asymptotic and symmetry prop-
erties of the system.
III. SOLUTION METHOD
We solve these integral equations by using the
Coulomb–Sturmian separable expansion approach [6].
The Coulomb-Sturmian (CS) functions are defined by
〈r|nl〉 =
[
n!
(n+ 2l + 1)!
]1/2
(2br)l+1 exp(−br)L2l+1n (2br),
(22)
with n and l being the radial and orbital angular mo-
mentum quantum numbers, respectively, and b is the
size parameter of the basis. The CS functions {|nl〉}
form a biorthonormal discrete basis in the radial two-
body Hilbert space; the biorthogonal partner defined by
〈r|n˜l〉 = 〈r|nl〉/r. Since the three-body Hilbert space is a
direct product of two-body Hilbert spaces an appropriate
basis can be defined as the angular momentum coupled
direct product of the two-body bases
|nνlλ〉α = |nl〉α ⊗ |νλ〉α, (n, ν = 0, 1, 2, . . . ), (23)
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where |nl〉α and |νλ〉α are associated with the coordinates
xα and yα, respectively. With this basis the complete-
ness relation takes the form (with angular momentum
summation implicitly included)
1 = lim
N→∞
N∑
n,ν=0
|n˜νlλ〉α α〈nνlλ| = lim
N→∞
1
N
α . (24)
Note that in the three-body Hilbert space, three equiv-
alent bases belonging to fragmentation 1, 2 and 3 are
possible.
We make the following approximation on the set of
Faddeev-Merkuriev integral equations
|ψ1〉 = G
(l)
1 (z)1
N
1 v
(s)
1 [1
N
2 |ψ2〉+ 1
N
3 |ψ3〉] (25)
|ψ2〉 = G
(l)
2 (z)1
N
2 v
(s)
2 [1
N
1 |ψ1〉+ 1
N
3 |ψ3〉] (26)
|ψ3〉 = G
(l)
3 (z)1
N
3 v
(s)
3 [1
N
1 |ψ1〉+ 1
N
2 |ψ2〉], (27)
i.e. the short-range potential v
(s)
α in the three-body
Hilbert space is taken to have a separable form, viz.
v(s)α = lim
N→∞
1
N
α v
(s)
α 1
N
β
≈ 1Nα v
(s)
α 1
N
β =
N∑
n,ν,n′,ν′=0
|n˜νlλ〉α v
(s)
αβ β〈
˜n′ν′l′λ′|, (28)
where v
(s)
αβ = α〈nνlλ|v
(s)
α |n′ν′l′λ′〉β . In Eq. (28) the ket
and bra states are defined for different fragmentation,
depending on the environment of the potential operators
in the equations. The validity of this approximation re-
lies on the square integrable property of the terms like
v
(s)
α |ψβ〉, which is guaranteed due to the short range na-
ture of v
(s)
α .
For solving Eq. (21) we proceed in a similar way,
|ψ〉 = G
(l)
1 1
N
1 v
(s)
1 pP1
N
1 |ψ〉, (29)
i.e. the operator v
(s)
1 pP in the three-body Hilbert space
is approximated by a separable form, viz.
v
(s)
1 pP = lim
N→∞
1
N
1 v
(s)
1 pP1
N
1
≈ 1N1 v
(s)
1 pP1
N
1
≈
N∑
n,ν,n′,ν′=0
|n˜νlλ〉1 v
(s)
1 1〈
˜n′ν′l′λ′|, (30)
where v
(s)
1 = 1〈nνlλ|v
(s)
1 pP|n
′ν′l′λ′〉1. Utilizing the
properties of the exchange operator P these matrix
elements can be written in the form v
(s)
1 = p ×
1〈nνlλ|v
(s)
1 |n
′ν′l′λ′〉2.
With this approximation, the solution of Eq. (21) turns
into solution of matrix equations for the component vec-
tor ψ
1
= 1〈n˜νlλ|ψ1〉
{[G
(l)
1 (z)]
−1 − v
(s)
1 }ψ1 = 0, (31)
where G
(l)
1 = 1〈n˜νlλ|G
(l)
1 |
˜n′ν′l′λ′〉1. A unique solution
exists if and only if
det{[G
(l)
1 (z)]
−1 − v
(s)
1 } = 0. (32)
Unfortunately G
(l)
1 is not known. It is related to the
Hamiltonian H
(l)
1 , which itself is a complicated three-
body Coulomb Hamiltonian. In the three-potential for-
malism [3] G
(l)
1 is linked to simpler quantities via solution
of a Lippmann-Schwinger equation,
(G
(l)
1 )
−1 = (G˜1)
−1 − U1, (33)
where
G˜1nνlλ,n′ν′l′λ′ = 1〈n˜νlλ|G˜1|
˜n′ν′l′λ′〉1 (34)
and
U1nνlλ,n′ν′l′λ′ = 1〈nνlλ|U1|n
′ν′l′λ′〉1. (35)
In our special case, where the sum of the charges of par-
ticles 2 and 3 is zero, the operator G˜1 is the resolvent
operator of the Hamiltonian
H˜1 = H
0 + vC1 , (36)
and the polarization potential U1 is given by
U1 = v
(l)
2 + v
C
3 . (37)
The most crucial point in this procedure is the cal-
culation of the matrix elements G˜1, since the potential
matrix elements v
(s)
1 and U1 can always be evaluated nu-
merically by making use of the transformation of Jacobi
coordinates [7]. The Green’s operator G˜α is a resolvent of
the sum of two commuting Hamiltonians, H˜1 = hx1+hy1 ,
where hx1 = h
0
x1 + v
C
1 (x1) and hy1 = h
0
y1 , which act in
different two-body Hilbert spaces. Thus, according to
the convolution theorem the three-body Green’s oper-
ator G˜α equates to a convolution integral of two-body
Green’s operators, i.e.
G˜1(z) =
1
2pii
∮
C
dz′ gx1(z − z
′) gy1(z
′), (38)
where gx1(z) = (z − hx1)
−1 and gy1(z) = (z − hy1)
−1.
The contour C should be taken counterclockwise around
the continuous spectrum of hy1 such a way that gx1 is
analytic on the domain encircled by C.
To examine the structure of the integrand let us shift
the spectrum of gx1 by taking z = E+ iε with positive ε.
By doing so, the two spectra become well separated and
the spectrum of gy1 can be encircled. Next the contour
C is deformed analytically in such a way that the upper
part descends to the unphysical Riemann sheet of gy1 ,
while the lower part of C can be detoured away from the
cut [see Fig. 3]. The contour still encircles the branch
3
cut singularity of gy1 , but in the ε → 0 limit it now
avoids the singularities of gx1 . Moreover, by continuing
to negative values of ε, in order that we can calculate
resonances, the branch cut and pole singularities of gx1
move onto the second Riemann sheet of gy1 and, at the
same time, the branch cut of gy1 moves onto the second
Riemann sheet of gx1 . Thus, the mathematical condi-
tions for the contour integral representation of G˜1(z) in
Eq. (38) can be fulfilled also for complex energies with
negative imaginary part. In this respect there is only a
gradual difference between the bound- and resonant-state
calculations. Now, the matrix elements G˜α can be cast
in the form
G˜1(z) =
1
2pii
∮
C
dz′ g
x1
(z − z′) g
y1
(z′), (39)
where the corresponding CS matrix elements of the two-
body Green’s operators in the integrand are known an-
alytically for all complex energies (see [3] and references
therein), and thus the convolution integral can be per-
formed also in practice.
IV. RESONANT STATES IN POSITRONIUM
IONS
We calculate resonant states in positronium ion with
L = 0 total angular momentum. The positronium ion,
Ps− or e−e+e−, is a three-body Coulomb system that
consists of two electrons and one positron. We calculate
its resonances by solving Eq. (21). We took x0 = 18a0,
y0 = 50a0 and ν = 2.1 as the parameters of the splitting
function, respectively.
Before presenting our final results we demonstrate the
convergence properties of this method. In Table (I) we
show the convergence of a resonant state energy with
respect to angular momentum channels and number of
Coulomb-Sturmian basis states N in the expansion. This
table shows the accuracy and stability of our calculations.
Table (II) contains the final results. For the low-lying
resonances we used CS parameter b = 0.25a−10 , and for
the high-lying states we took b = 0.15a−10 . We compare
our calculation with the result of complex scaling calcu-
lations Ref. [5]. We can report perfect agreements for the
position of the resonances, but, in most of the cases, we
got much smaller values for the width.
V. CONCLUSIONS
In this article we have presented a new method for
calculating resonances in three-body Coulombic systems.
Our approach is based on the solution of the homoge-
neous Faddeev-Merkuriev integral equations for complex
energies. For this, being an integral equation approach,
no boundary conditions are needed. We solve the in-
tegral equations by using the Coulomb-Sturmian sepa-
rable expansion technique. The method works equally
well for three-body systems with repulsive and attractive
Coulomb interactions.
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FIG. 1. Potential v(s), the short-range part of a −1/x at-
tractive Coulomb potential.
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FIG. 2. Potential v(l), the long-range part of a −1/x at-
tractive Coulomb potential.
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FIG. 3. Analytic structure of gx1(z − z
′) gy1(z
′) as a func-
tion of z′ with z = E + iε, E > 0, ε > 0. The contour C
encircles the continuous spectrum of hy1 . A part of it, which
goes on the unphysical Riemann-sheet of gy1 , is drawn by
broken line.
N −Er Γ
lmax = 4
20 0.058667351 0.000000133
21 0.058675722 0.000000129
22 0.058681080 0.000000127
23 0.058684499 0.000000127
24 0.058686676 0.000000127
25 0.058688060 0.000000126
lmax = 5
20 0.058702010 0.000000174
21 0.058710039 0.000000170
22 0.058715165 0.000000167
23 0.058718426 0.000000167
24 0.058720497 0.000000167
25 0.058721810 0.000000167
lmax = 6
20 0.058714400 0.000000184
21 0.058727373 0.000000180
22 0.058727373 0.000000177
23 0.058730584 0.000000177
24 0.058732621 0.000000177
25 0.058733912 0.000000177
lmax = 7
20 0.058717927 0.000000188
21 0.058725821 0.000000183
22 0.058730852 0.000000181
23 0.058734051 0.000000180
24 0.058736079 0.000000180
25 0.058737364 0.000000180
lmax = 8
20 0.058718914 0.000000190
21 0.058726801 0.000000186
22 0.058731828 0.000000183
23 0.058735023 0.000000182
24 0.058737049 0.000000183
25 0.058738333 0.000000182
lmax = 9
20 0.058719236 0.000000192
21 0.058727121 0.000000187
22 0.058732146 0.000000185
23 0.058735340 0.000000184
24 0.058737366 0.000000184
25 0.058738649 0.000000184
lmax = 10
20 0.058719374 0.000000193
21 0.058727258 0.000000189
22 0.058732283 0.000000186
23 0.058735477 0.000000185
24 0.058737503 0.000000185
25 0.058738786 0.000000185
TABLE I. Convergence of 3Se 3s4s (L = 0) positronium
resonance state, b=0.25.
5
State Ref. [5] This work
1Se −Er Γ −Er Γ
2s2s 0.1520608 0.000086 0.1519 0.000043
2s3s 0.12730 0.00002 0.1273 0.0000085
3s3s 0.070683 0.00015 0.0707 0.00007
3s4s 0.05969 0.00011 0.05968 0.000053
4s4s 0.04045 0.00024 0.040428 0.00013
4p4p 0.0350 0.0003 0.03502 0.00013
4s5s 0.03463 0.00034 0.03462 0.000159
5s5s 0.0258 0.00045 0.02606 0.00010
5p5p 0.02343 0.00014 0.0234 0.00004
3Se −Er Γ −Er Γ
2s3s 0.12706 0.00001 0.127 0.000000003
3s4s 0.05873 0.00002 0.05874 0.0000002
4s5s 0.03415 0.00002 0.03420 0.0000007
TABLE II. Doubly excited L = 0 resonances of Ps−. The
energies and widths are expressed in Rydbergs.
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