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Chapter 1
Introduction
Abstract
By making use of lasers and magnetic fields it is possible to trap ultracold
atomic gases and very accurately control their collisional properties. In this
chapter we introduce the various gases of ultracold atoms in optical lattices
that we consider in this thesis. A common feature of these gases is that they all
undergo, at zero temperature, a phase transition, a so-called quantum phase
transition, that is driven by the competition of two distinct quantum states of
matter.
1.1 Overview
Since the creation in 1995 of the first Bose-Einstein condensate in a trapped dilute
gas of alkali atoms [1, 2, 3], the field of ultracold atomic gases represents one of the
most exciting and active fields of physics research. The experimental realization
of this novel state of matter has been made possible by trapping the atoms in a
magnetic field minimum and lowering the temperature into the nanokelvin regime.
It led in 2001 to the Nobel Prize in Physics for E. Cornell, C. Wieman, and
W. Ketterle. Because of the technological progress made in the trapping and
cooling of cold atomic gases we now have quantum degenerate Bose and Fermi
[4] gases at our disposal. In particular, the motion of the trapped atoms can be
controlled in magnetic and optical traps allowing, for example, the realization of
quantum gases with different dimensionalities [5, 6, 7]. In addition, it is possible
to trap the ultracold gases in a periodic potential formed by standing waves of
laser light, a so-called optical lattice [8]. It is well known that for bosons in an
optical lattice there is a quantum phase transition between a superfluid and an
insulating state as a function of the lattice depth [9]. In a landmark experiment
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this transition has been observed by Greiner et al. [10]. Atomic gases in an optical
lattice are very manipulable, because different lattice geometries can be realized
and many different species and isotopes are available. Because the properties of the
trapped gases are very well understood, optical lattices act as general quantum
simulators of lattice models and they allow for new insights into, for instance,
the physics of high-temperature superconductors. Besides of being interesting to
the condensed-matter physics community there are also direct applications in the
fields of quantum optics and quantum-information processing [11]. For example,
by creating optical lattices that depend on the internal state of the atom a coherent
spin-dependent transport of neutral atoms in optical lattices has been realized [12].
With such spin-dependent lattices one can possibly bring atoms on different sites
of the lattice into contact in a controlled way to realize fundamental quantum
gates [13] and large-scale entanglement [14, 15].
Another new experimental technique which has caused much excitement in
recent years, is the use of so-called Feshbach resonances to tune the interatomic
interactions [16, 17]. In a Feshbach-resonant atomic collision two atoms collide
and virtually form a long-lived molecule with a different spin configuration than
the incoming two atoms, which ultimately decays again into two atoms. The scat-
tering properties of the colliding atoms depend on the energy difference of the
molecular state with respect to the threshold of the two-atom continuum. This
energy difference is known as the detuning and can be changed with a magnetic
field. After the first observation of Feshbach resonances in a dilute Bose-Einstein
condensate of 23Na atoms [18], a multitude of applications have been realized,
including, the collapse of a Bose-Einstein condensate with attractive interactions
[19, 20, 21], the observation of bright soliton trains in a Bose-Einstein conden-
sate [22], coherent atom-molecule oscillations [23], and the creation of ultracold
molecules from bosonic atoms [24, 25, 26] and a molecular Bose-Einstein conden-
sate from a Fermi gas [27, 28, 29, 30, 31, 32]. Combining the optical lattice and
Feshbach resonances is very exciting because it gives us even more control over
the system parameters. It is also very timely to study such systems because the
first experimental investigations have just been carried out [33].
1.2 Quantum phase transitions
Classical phase transitions, such as the freezing of water as one lowers the tem-
perature, are driven by thermal fluctuations. On the contrary a quantum phase
transition is a transition that occurs strictly at zero temperature between two
different states of matter and is therefore solely driven by quantum fluctuations.
The archetypal example from the field of condensed-matter physics is the quan-
tum phase transition from an Ising ferromagnet to a paramagnet that occurs as
a function of the external magnetic field that is transverse to the easy axis of the
ferromagnet [34]. In the following we introduce the different systems from the field
4
Introduction
of ultracold atoms that we have studied in this thesis and illustrate the important
ideas and concepts that we need later on.
1.2.1 Ideal Bose gas
As a first example of a quantum phase transition we consider the ideal Bose gas
in three dimensions. To clarify this point we consider the ideal Bose gas with a
total number of particles N given by
N =
∑
k
N(k) ≡
∑
k
1
eβ(k−µ) − 1 , (1.1)
where N(k) gives the average number of particles in the single-particle state |k〉
with momentum k and energy k = 2k2/2m, µ is the chemical potential, and
β = 1/kBT is the inverse thermal energy. Positive values of the chemical potential
are forbidden because that would lead to an infinite number of particles and as a
result that part of the phase diagram is excluded. In Fig. 1.1 we show the phase
diagram of the ideal Bose gas as a function of temperature and chemical potential.
If we cool the ideal Bose gas, keeping the number of particles fixed, the chemical
potential increases. The chemical potential increases until it reaches zero at the
critical temperature Tc. If we cool the gas even further, the chemical potential re-
mains zero but more and more atoms will occupy the lowest-energy state, according
to N0 = N
(
1− (T/Tc)3/2
)
. At zero temperature the gas is exactly in the quantum
critical point. Note that when the chemical potential and the temperature sat-
isfy β|µ|  1 we can approximate the Bose-Einstein distribution function with a
Maxwell-Boltzmann distribution function. In the case of the Maxwell-Boltzmann
distribution function the chemical potential satisfies µ = kBT log (nλ3T ), where
n = N/V is the density, V is the volume, and λT = (2π2/mkBT )1/2 is the
thermal de Broglie wavelength. For completeness we have also added the case
of fermionic atoms for which the chemical potential increases until it reaches the
Fermi energy F = (2/2m)(6π2n)2/3 at zero temperature.
In reality, the atoms interact with each other. To find the phase diagram for
the weakly-interacting Bose gas at the low temperatures of interest we consider
the second-quantized Hamiltonian
H =
∫
dx ψ†a(x)
(
−
2∇2
2m
− µ
)
ψa(x) +
V0
2
∫
dx ψ†a(x)ψ
†
a(x)ψa(x)ψa(x) . (1.2)
Here the field operators ψ†a(x) and ψa(x) create and annihilate an atom at position
x, respectively. Moreover, V0 > 0 is the strength of the atom-atom interaction
that is assumed to be repulsive. The phase transition from the normal phase to a
Bose-Einstein condensed phase is described by the order parameter 〈ψa(x)〉, where
the brackets 〈. . .〉 are a shorthand notation for the averaging of the observable of
interest using the grand-canonical ensemble. It is impossible to exactly solve this
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Figure 1.1: Illustration of the quantum phase transition in the ideal Bose gas.
The solid lines show the behaviour of the chemical potential for a fixed particle
number of a gas that satisfies Bose-Einstein (BE), Fermi-Dirac (FD), or Maxwell-
Boltzmann (MB) statistics. The dashed line shows the same but for a smaller
number of particles. The diagonal line shows the location of the crossover between
the classical and quantum regimes.
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Figure 1.2: Illustration of the quantum phase transition in the weakly-interacting
Bose gas. The solid line for positive values of the chemical potential distinguishes
between the normal state and the superfluid state. The dashed diagonal line
for negative chemical potential shows the crossover between the classical and the
quantum regimes.
problem and we have to resort to an approximate theory. The usual way to proceed
is to write the annihilation operator for the atoms as ψa(x) =
√
n0 + δψa(x) [35],
with n0 = N0/V the condensate density, and neglect the terms that are third and
fourth order in the fluctuations δψa(x). The expression for the chemical potential
that follows from the one-loop Popov theory [36, 37] for partially Bose-Einstein
condensed gases is given by
µ = n0V0 +
V0
V
∑
k
[
2k + n0V0 − 2ωk
2ωk
+
2k + n0V0
ωk
N(ωk)
]
. (1.3)
Here ωk = (2k + 2n0V0k)
1/2 is the Bogoliubov dispersion relation, and N(x) =
1/(eβx − 1) is the Bose-Einstein distribution function. The first term on the
right-hand side of Eq. (1.3) physically expresses the fact that to add an atom
to the condensate we first of all have to add the average interaction energy that
the atom has with all the other Bose-Einstein condensed atoms. The other two
terms express the fact that the condensate is depleted by quantum and thermal
fluctuations, respectively, and the atom has also a twice as large average interaction
with this part of the gas.
If we increase the temperature, starting from a fully Bose-Einstein condensed
state we find a phase transition to the normal state when n0(Tc) = 0 and conse-
quently µ ≈ 2(V0/V )
∑
kN(k) = 2V0n. In Fig. 1.2 we show the phase diagram
for the weakly-interacting Bose gas. Taking the limit of V0 ↓ 0, we then also recover
7
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Figure 1.3: Illustration of the superfluid - Mott-insulator quantum phase transition
of ultracold bosons in an optical lattice.
the somewhat pathological phase diagram of the ideal Bose gas shown already in
Fig. 1.1. In that case the superfluid area of the phase diagram collapses into the
single line µ = 0.
1.2.2 Superfluid - Mott insulator transition
A second example of a quantum phase transition is the so-called superfluid-Mott
insulator transition of bosons in an optical lattice. The two competing ground
states in this case are a superfluid phase with a well-defined macroscopic phase and
a Mott insulator where each lattice site has the same integer occupation number.
To understand this qualitatively we show in Fig. 1.3 a one-dimensional optical
lattice. Consider an atom localized on a lattice site. In order to minimize its
kinetic energy the atom wants to become delocalized. It can do so by tunneling to
a neighbouring site and gain a hopping energy t. The energy penalty for tunneling
to an occupied site, however, is the interaction energy U , which we assume to be
positive.
For a sufficiently deep optical lattice the hopping and interaction energies for
atoms in the lowest band are to a very good approximation calculated by making a
harmonic potential approximation of the optical lattice potential. This introduces
the energy ω, which is the level splitting of the harmonic potential, and we show
in the following chapter how the optical lattice potential determines ω. We then
also show that the hopping energy and the interaction energy in this so-called
8
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tight-binding limit are given by [78]
t =
ω
2
[
1−
(
2
π
)2](
λ
4l
)2
e−(λ/4l)
2
, (1.4)
and
U =
2ω√
2π
(a
l
)
. (1.5)
Here λ is the wavelength of the light used to create the optical lattice, a is the
s-wave scattering length and l =
√
/mω is the harmonic oscillator length. From
this we see that both the hopping strength and the interaction energy depend on
the depth of the optical lattice potential.
If the optical lattice is switched on adiabatically the ratio U/t is small and the
ground state remains in first instance a superfluid. This implies that the wave
function of the system exhibits long-range phase coherence, i.e., the atoms are
completely delocalized. On the other hand, if the interaction energy U is large
compared to the hopping energy t, the total energy is minimized by having an
equal number of particles on each site and the fluctuations in the atom number on
each site are strongly reduced. The ground state thus formed is the Mott insulator
and it is fundamentally different from the superfluid phase. The reduction of the
fluctuations in the atom number on each site leads to an increase in the fluctuations
of the phase of the atoms.
This distinction in phase coherence between the two phases has been observed
in the experiment by Greiner et al. [10]. In that experiment a Bose-Einstein
condensate of 87Rb atoms was loaded into an optical lattice for various lattice
depths. The phase coherence of the system after applying the optical lattice
was demonstrated by removing the optical lattice and allowing the atoms to ex-
pand freely and interfere with each other. The absorption images taken after
the expansion show a dramatic change in the interference pattern as the lattice
depth is increased. Theoretically, the above-mentioned system is described by
the Hamiltonian we presented in Eq. (1.2) with an additional external potential
V0(x) =
∑
j Vj0 cos
2 (2πxj/λ), that represents the optical lattice where Vj0 is the
lattice depth along the j axis and λ is the wavelength of the laser. For the low
temperatures of interest, and if the lattice is sufficiently deep, we show later that
the Hamiltonian takes the form of the Bose-Hubbard Hamiltonian that describes
bosons hopping on a lattice with an on-site interaction term. Although strictly
speaking the Mott-insulator state only exists at zero temperature, in reality the
experiments are always performed at a nonzero temperature. Therefore we want
to know what the nature is of the phase diagram near the quantum-critical point
as a function of temperature and interaction strength. This is the topic of Chapter
3.
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1.2.3 Ising transition
Our third example of a quantum phase transition involves a so-called Ising transi-
tion. This transition takes place in an atomic Bose gas near a Feshbach resonance
at zero temperature [73, 74]. We leave the details of the physics of the Feshbach
resonance for a later chapter. For now it suffices to say that the relevant physics
near resonance is described by atoms that are coupled to molecules via an interac-
tion energy that is proportional to
∫
dx
[
ψ†m(x)ψa(x)ψa(x) + ψ
†
a(x)ψ
†
a(x)ψm(x)
]
,
where ψa(x) and ψm(x) annihilate an atom and a molecule at position x, respec-
tively. This coupling term implies that if the atoms are Bose-Einstein condensed,
we necessarily also have a molecular Bose-Einstein condensate. However, if we
have a molecular Bose-Einstein condensate then there does not need to be an
atomic condensate. The reason for this is that the symmetry of the phase with
only a molecular condensate is different from the phase with both an atomic and
a molecular condensate. To see how this comes about we note that without the
interaction the gas is invariant under the phase transformations ψa(x)→ eiθψa(x)
and ψm(x) → eiθ′ψm(x). The interaction energy requires however that θ′ = 2θ
and physically the additional factor of two expresses the fact that the molecule
consists of two atoms. If the gas only consists of a molecular condensate there is
still an Ising-like residual symmetry left, i.e., if we let ψa(x)→ −ψa(x) the system
remains unchanged. We have illustrated this in Fig. 1.4, where we represent the
coupled phases of the atom-molecule system by two sprockets and a chain.
Another and more technical way to see this is to consider the microscopic
atom-molecule theory given by the following Hamiltonian,
H =
∫
dx ψ†a(x)
{
−
2∇2
2m
− µ
}
ψa(x)
+
∫
dx ψ†m(x)
{
−
2∇2
4m
+ δ − 2µ
}
ψm(x)
+g
∫
dx
[
ψ†m(x)ψa(x)ψa(x) + ψ
†
a(x)ψ
†
a(x)ψm(x)
]
. (1.6)
Here the field operators ψ†a (x) and ψa(x) create and annihilate an atom at position
x, respectively. The field operators ψ†m(x) and ψm(x) create and annihilate a
molecule at position x, respectively. The strength of the atom-molecule coupling
is determined by g. As we will explain in a later chapter the atoms and molecules
have different spin configurations and the energy difference between the closed-
channel molecules and the two-atom open channel is known as the detuning δ.
As a side remark we note that after integrating out the molecules in the above
Hamiltonian, we obtain the Hamiltonian of Eq. (1.2) with for long wavelengths the
effective interaction V0 = −2g2/δ between the atoms. We now make an important
observation: Suppose that we have Bose-Einstein condensation of the atoms and
correspondingly 〈ψa(x)〉 = √na 
= 0. Substituting this into the Hamiltonian in
10
Introduction
MOLECULEATOM
Figure 1.4: Illustration of the quantum Ising transition in a Bose gas near a
Feshbach resonance. Fixing the phase of the molecules fixes the phase of the
individual atoms only up to a sign. There is therefore a residual Z2 symmetry
that can spontaneously be broken.
Eq. (1.6) leads to the following energy for the molecules,
Hm =
∫
dx ψ†m(x)
{
−
2∇2
4m
− 2µ
}
ψm(x) + g na
∫
dx
[
ψ†m(x) + ψm(x)
]
. (1.7)
Minimizing this energy with respect to the molecular field ψm(x) shows that the
expectation value of the molecular condensate is also nonzero because of the pres-
ence of the linear terms. On the other hand, assume that the order parameter
〈ψm(x)〉 has a nonzero expectation value. Substituting explicitly this expectation
value into the original Hamiltonian results to second order in the fluctuations in
a quadratic action for the atoms. As a result this implies that a Bose-Einstein
condensate of molecules does not necessarily imply a Bose-Einstein condensate of
atoms.
1.2.4 Bose-Fermi mixture
Until now we have only mentioned bosonic systems. If we also allow for a fermionic
species to be present, a novel kind of quantum phase transition can be shown to
exist. To show this we consider a mixture of bosonic and fermionic atoms with
equal densities and suppose the system is near an interspecies Feshbach resonance
between the bosonic and fermionic atoms. Recently, such interspecies Feshbach
resonances have indeed been observed [38, 39]. The molecule in this case consists
of a boson and a fermion and is effectively a fermion. If the bound-state energy
lies far below the two-atom energy, i.e., for large negative detunings, then the
ground state is a filled Fermi sea of molecules. For large positive detuning the
ground state is a filled Fermi sea of atoms and a Bose-Einstein condensate of
atoms with a broken U(1) symmetry. The quantum phase transition is therefore
of the XY kind in this case and the phase diagram is very similar to Fig. 1.2
11
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if we replace the chemical potential µ by the detuning δ. An interesting aspect
of this resonantly-interacting mixture is that it is possible to reversibly destroy a
Bose-Einstein condensate of atoms by associating the bosonic atoms into fermionic
molecules. Moreover, in the Bose-Einstein condensed phase there is a macroscopic
quantum coherence between the fermionic atoms and molecules.
1.3 Outlook
The outline of the thesis is as follows. In Chapter 2 we show how the potential
energy of an atom changes in a light field. If this potential energy, which de-
pends on the intensity of the light field, changes as a function of position, the
atoms experience a force. This force can be used to trap atoms and it is also
possible to provide them with a periodic potential. In this way perfect solid-state
crystals can be realized. The theoretical description of these systems is given by
the Bose-Hubbard model. In Chapter 3 we analyse the physical properties of the
Bose-Hubbard model by means of the so-called slave-boson method. In detail
we quantify the phase diagram of the Bose-Hubbard model at nonzero tempera-
tures. Chapters 4 and 5 are the introductory chapters for the remaining part of
the thesis. In Chapter 4 we introduce the physics of Feshbach resonances that
are presently used to tune the interatomic interactions. In Chapter 5 we derive
from first principles the effective Hamiltonian for a dilute atomic gas in an opti-
cal lattice near a Feshbach resonance. As an application we apply the theory in
Chapter 6 to the Bose gas near a Feshbach resonance. In the following Chapter
we consider a Bose-Fermi mixture at low filling fractions of the optical lattice and
near a Feshbach resonance. Finally, in Chapter 8 we consider Feshbach molecules
in a one-dimensional Fermi gas.
12
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Optical Lattices
Abstract
In this chapter we give details of the atomic physics that underlies the Bose-
Hubbard model used to describe ultracold atoms in optical lattices. We show
how the AC-Stark effect is responsible for the presence of the optical lattice
[43, 44, 40] and discuss briefly how various crystal structures can be realized.
As mentioned, the Bose-Hubbard model describes ultracold atoms in optical
lattices and we end the chapter with a derivation of this model.
2.1 Polarization
Before we discuss the coupling between atoms and light in the next section, we
first consider the interference pattern of crossed beams of laser light. For a single
plane wave traveling in the positive z-direction, the electric field is given by,
E(x, t) = E0ˆ cos (kz − ωt), (2.1)
where ˆ is the unit polarization vector perpendicular to the z-axis, E0 is the
amplitude of the light field, k = 2π/λ, and ω = ck with c the speed of light. In the
following section we show how the coupling between the light field and the dipole
moment of the atoms leads to a potential for the atoms. By using standing waves
created by two counter-propagating laser beams we obtain a periodic potential
for the atoms which is known as an optical lattice. The simplest example of
such an optical lattice is a single standing wave of linear polarized light directed
perpendicular to the z axis with a magnitude described by
E(z, t) = E0 cos (kz)
(
e−iωt + e+iωt
)
. (2.2)
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Using the above we can create a three-dimensional optical lattice potential by
superimposing three pairs of counter-propagating running-wave laser beams.
The situation becomes more complicated when the polarization of the laser
beams are different. In this case the polarization has a gradient, and multilevel
atoms in different ground states couple differently to the light. In particular, the
orientation of the dipole moment of the atoms with respect to the polarization of
the light determines the coupling and for atoms in different ground states this is
in general different. Making use of this it is possible to create state-dependent
optical lattices
2.2 Interaction of atoms with electromagnetic ra-
diation
When an atom is placed into two counterpropagating laser beams, the time-
dependent electric field E(x, t) = ˆ E(x) cos (ωt) with polarization vector ˆ and
driving frequency ω induces an atomic dipole moment p. The amplitude of the
dipole moment p is related to the amplitude of the electric field by p = αE, where
the constant of proportionality α is called the polarizability. The electric-field in-
duced dipole interacts with the electric field and as a result the atomic energy levels
are shifted. It is this effect that is used to trap atoms. The dipole moment p is
the quantum-mechanical expectation value of the electric dipole-moment operator
d, where
d = −e
∑
j
rj (2.3)
and the rj are the position operators for the electrons relative to the atomic
nucleus. The interaction between the atom and the electric field is given by
H ′ = −d ·E. (2.4)
For the alkali atoms only the valence electron matters and the dipole operator
simplifies to a single term. The most interesting cases for the polarization of
the light field are the linearly polarized light and circularly polarized light. For
these polarizations it is convenient to rewrite the interaction H ′ by introducing
the spherical unit vectors ˆm where,
ˆ0 = ˆz ,
ˆ±1 = ∓(ˆx ± iˆy)/
√
2. (2.5)
Here ˆ0 corresponds to linearly polarized light and ˆ±1 corresponds to circularly
polarized light. Similarly, we can represent the position operators for the electrons
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in Eq. (2.3) in terms of the spherical components r±1,0 [44], with
r0 = r
(
4π
3
)1/2
Y1,0(θ, φ),
r±1 = r
(
4π
3
)1/2
Y1,±1(θ, φ). (2.6)
Here the Yl,m(θ, φ) are the well-known spherical harmonic functions, and θ and
φ are the axial and azimuthal angles of the vector r. With these spherical unit
vectors we can write the interaction H ′ for a particular polarization m = ±1, 0 as
H ′ = −e E(x) cos (ωt)r
√
4π
3
Y ∗1,m(θ, φ)ˆm. (2.7)
Because the ground state |g〉 of the alkali atoms has no permanent dipole moment,
it follows that the first-order correction to the ground-state energy is zero. Another
way to see this is to consider the matrix elecment
E(1)g = 〈g|H ′|g〉. (2.8)
Because the ground-state wave function has a definite parity and the dipole op-
erator has odd parity this contribution must vanish. Therefore, the first nonzero
contribution to the energy is of second order and it is given by
E(2)g (x) =
1
4
∑
e=g
|〈e|d · ˆ|g〉|2
(
1
Ee − Eg − ω +
1
Ee − Eg + ω
)
(E(x))2,
(2.9)
where |g〉 denotes the ground state and the sum is over all excited states |e〉.
The first term between brackets corresponds to stimulated absorbtion of a pho-
ton, whereas the second term describes the stimulated emision of a photon from
the excited state. Throughout we have assumed that the excited states have an
infinitely long lifetime. This assumption is not correct since the excited states
can decay by the sponteneous emmision of photons. If the lifetime of the excited
state is 1/Γe we have to add −iΓe/2 to the energy Ee of the excited state. The
resulting energy corrections are then complex valued. The real part of the energy
determines the shift of the atomic levels in the light field and the imaginary part
determines the effective lifetime of the ground state. Traditionally the difference
between the laser frequency and the frequency of the atomic transition is called
the detuning δ = ω − (Ee − Eg)/ and the so-called Rabi frequency Ω is defined
by Ω(x) = E(x)〈e|d · ˆ|g〉.
For the simplest case of a two-level system the light shift Vg including the
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lifetime −iΓe/2 of the excited state is given by,
Vg(x) = Re
[ |〈e|d · ˆ|g〉|2
4
(
1
Ee − iΓe/2− Eg − ω
+
1
Ee − iΓe/2− Eg + ω
)
(E(x))2
]
=
|Ω(x)|2
4
Re
[(
1
Ee − iΓe/2− Eg − ω +
1
Ee − iΓe/2− Eg + ω
)]
=
|Ω(x)|2 · δ
4(δ)2 + 2Γ2e
+
|Ω(x)|2 (Ee − Eg + ω)
4 (Ee − Eg + ω)2 + 2Γ2e
. (2.10)
If the detuning is relatively small the second term on the right-hand side of the
above equation can be neglected, because then ω is by far the largest energy scale
in the problem and the light shift takes the simple form
Vg(x) =
( |Ω(x)|
Γe
)2
δ
1 + 4 (δ/Γe)
2 .
This corresponds to the so-called rotating-wave approximation. It is straightfor-
ward to generalize the above and take into account the contributions of other
atomic transitions. From Eq. (2.10) we see that if the detuning is negative, i.e.,
if the light is red detuned with respect to the atomic transition, the light shift
is negative and atoms are attracted to the light. Correspondingly the potential
minima coincide with the intensity maxima. In the other case the light is blue
detuned with respect to the atomic transition and the potential minima corre-
spond to the minima of the intensity. Note that the excited state experiences the
opposite shift. We find the effective photon absorption rate Γeff(x) of the atoms in
the optical lattice by calculating the imaginary part of the term between brackets
in Eq. (2.10), i.e.,
Γeff(x) =
|Ω(x)|2
4
Im
[(
1
Ee − iΓe/2− Eg − ω +
1
Ee − iΓe/2− Eg + ω
)]
=
1
2
[
|Ω(x)|2Γe
4(δ)2 + 2Γ2e
+
|Ω(x)|2Γe
4 (Ee − Eg + ω)2 + 2Γ2e
]
. (2.11)
For detunings that are large with respect to the natural linewidth Γe, but small
compared to ω of course, the effective absorption rate is given by Γeff(x) =
Γe
(|Ω(x)|2/8δ2).
As a second and more complicated example we calculate now the optical poten-
tial experienced by a 87Rb atom in the limit where the detuning of the laser light
is such that the hyperfine structure splitting is unresolved but the fine structure is
resolved. As a brief reminder, we recall that the ground states of the alkali atoms
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have a closed shell with one valence electron. All electrons occupy closed shells
except the valence electron, which is in an s-orbital. The state of the atom is
determined by its orbital angular momentum and its spin angular momentum and
is denoted by |2S+1LJ〉, where S is the total spin angular momentum, L the total
orbital angular momentum and J the total angular momentum for all electrons.
The spin-orbit coupling ∝ L · S of the orbital angular momentum and the spin
angular momentum leads to a splitting of the states, i.e., the so-called fine struc-
ture splitting of the atom. A further splitting of the states occurs when we include
the interaction ∝ I · J of the nuclear spin with the total angular momentum. The
angular momenta of the nucleus and electrons couple to form the total angular
momentum F = I + J. The resulting level splitting is known as the hyperfine
structure.
If we neglect the small coupling to the nuclear spin and take only into account
the much larger spin-orbit coupling of the electrons. The laser field couples the
ground-state configuration with total electronic angular momentum J = 1/2 to
the two excited L = 1 states, which have J = 1/2 and J = 3/2 respectively. The
relevant states can be written in the basis spanned by the vectors |αJMJ〉, where
J is the total electronic angular momentum, MJ is the projection and α labels
all other quantum numbers. The transition matrix elements 〈e|d · ˆ|g〉 consist of
a radial contribution, which is the same for all states, and an angular part which
determines the relative strengths of atomic transitions. For the above-mentioned
transitions associated with the so-called D1 and D2 lines we therefore have to
calculate the following matrix elements 〈J ′MJ′ |z|JMJ〉. Here J ′ = 1/2 for the D1
line and J ′ = 3/2 for the D2 line. As we have seen in Eq. (2.7) the light couples
to the angular momentum component L and not to the spin. Therefore, we first
perform a change of basis and expand the states in terms of angular momentum
and spin wave functions explicitly as
|JMJ〉 =
∑
LMLSMS
〈LMLSMS|JMJ〉|LML〉 ⊗ |SMS〉. (2.12)
Here the 〈LMLSMS|JMJ〉 are the Clebsch-Gordan coefficients. Next we explicitly
give the Clebsch-Gordan coefficients for the case of MJ = 1/2. For the ground
state we have,
|1/2, 1/2〉 = |0, 0〉 ⊗ |1/2, 1/2〉, (2.13)
and for the excited states we have,
|1/2, 1/2〉 = 1√
3
|1, 0〉 ⊗ |1/2, 1/2〉 −
√
2
3
|1, 1〉 ⊗ |1/2,−1/2〉,
|3/2, 1/2〉 =
√
2
3
|1, 0〉 ⊗ |1/2, 1/2〉+ 1√
3
|1, 1〉 ⊗ |1/2,−1/2〉. (2.14)
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From this we see that the contribution to the light shift coming from the D2
line is twice as strong as that of the D1 line. Summarizing the above, we find that
the shift of the ground-state is given by,
Vg(x) =
(|Ω(x)|)2
12
Re
[
2
−δD2 − iΓD2/2
+
2
ED2 − Eg + ω − iΓD2/2
+
1
−δD1 − iΓD1/2
+
1
ED1 − Eg + ω + iΓD1/2
]
.
(2.15)
Here δD1,2 = ω− (ED1,2 −Eg)/ are the detunings of the D1 and D2 lines, respec-
tively. For large enough detunings we cannot resolve the fine structure anymore
and the two lines add up and we recover Eq. (2.10). In general the atom under-
goes cycles of absorption and sponteneous emision and the force on the atom is an
average of the force in the ground state and in the excited state. In the interesting
case of low saturation or low laser intensity the atom is mostly in the ground state
and the light-shifted ground state is the relevant potential for the atoms. With
a spatially inhomogeneous intensity one can create a periodic potential for the
atoms. Such a periodic potential is known as an optical lattice. For a deep optical
lattice we can make a harmonic approximation at the potential minimum. This
defines the on-site trapping frequency ω of the atoms through Vg(x) = mω2x2/2.
Note that this ω should not be confused with the one in Eq. (2.9) that appears in
the definition of the detuning and represents the laser frequency.
2.3 Band structure
The wave function of a free atom is a plane wave eik·x and has an energy dispersion
relation k = 2k2/2m. Neutral atoms in a periodic optical-lattice potential are
described by Bloch wave functions, just like electrons in a solid-state crystal. The
wave function in this case can be written as a product of a plane wave and a func-
tion un,k(x) that is periodic with the lattice period, i.e., ψn,k(x) = eik·xun,k(x).
This result is the well-known Bloch theorem [45, 46]. Accordingly, the dispersion
relation is no longer quadratic with the lattice momentum but develops gaps at
specific locations determined by the lattice structure. Equivalently, the energy of
an atom can be specified by a band index n and a momentum that takes on values
within the first Brillouin zone. As a concrete example, for the one-dimensional lat-
tice with lattice constant λ/2 the dispersion looks like the free-particle dispersion
for small momenta. When the momentum approaches the boundary of the first
Brillouin zone at k = ±2π/λ, with λ the wavelength of the laser light, the dis-
persion starts to deviate from the quadratic result. If the momentum is increased
past the boundary of the first Brillouin zone the dispersion has a discontinuity and
the jump in energy is the band gap.
18
Optical Lattices
Consider now an atom in a deep optical lattice centered at a lattice site xi. In
the tight-binding limit we approximate the Hamiltonian near a lattice site with
an on-site Hamiltonian and use the associated wave functions φn(x−xi) of single
atoms located at the lattice site. These wave functions can be used to create a
new function ψn,k(x) that satisfies Bloch’s theorem,
ψn,k(x) =
∑
i
eik·xiφn(x− xi). (2.16)
Even though the above function satisfies Bloch’s theorem it is not the exact so-
lution to the Schro¨dinger equation. However, it can be shown that there exist
so-called Wannier functions wn(x−xi) for each band such that the wave function
of Eq. (2.16), with φn replaced by wn, gives the exact Bloch wave function for each
band [45, 46]. The Wannier functions are orthogonal for different bands n as well
as for different sites i. For sufficiently deep optical lattices the Wannier functions
are of course well approximated by the tight-binding orbitals. This approximation
is used throughout this thesis.
2.4 The Bose-Hubbard model
By using standing waves of laser light we can thus create a periodic potential for
atoms. A system of bosonic atoms in such a potential can be modeled by the
following Hamiltonian.
H =
∫
d3x ψ†a(x)
(
−
2∇2
2m
+ V0(x)
)
ψa(x)
+
1
2
∫
d3x d3x′ ψ†a(x)ψ
†
a(x
′)V (x− x′)ψa(x′)ψa(x) ,
(2.17)
where the field operators ψ†a(x) and ψa(x) create and annihilate an atom at position
x, respectively. The interaction potential between the atoms is given by V (x−x′)
and the periodic potential is given by V0(x) =
∑
j Vj0 cos
2 (2πxj/λ), where λ is
the wavelength of the laser light. Using the Wannier functions introduced above
we have that
ψ†a(x) =
∑
n,i
a†n,iw
∗
n(x− xi), and ψa(x) =
∑
n,i
an,iwn(x− xi). (2.18)
Here the operators a†n,i and an,i create and annihilate an atom in the n-th trap
state of site i, respectively. Note that the quantum number n in general denotes a
vector, for example in the tight-binding limit the Wannier functions of the optical
lattice are replaced by harmonic oscillator states on each site that, in cartesian
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coordinates, depend on the three quantum numbers nx, ny and nz. At sufficiently
low temperatures and if the interaction energy is sufficiently small, the atoms will
be in the lowest n = 0 state of the lattice. Taking only this contribution into
account gives the following lattice Hamiltonian,
H =
∑
ij
a†iaj
∫
dx w∗0(x− xi)
(
−
2∇2
2m
+ V0(x) − µ
)
w0(x− xj)
+
1
2
∑
iji′j′
a†ia
†
i′ajaj′
×
∫
dxdx′ w∗0(x− xi)w∗0(x′ − xi′ )V (x− x′)w0(x′ − xj)w0(x − xj′),
(2.19)
where we have suppressed the band index 0 in the creation and annihilation oper-
ators. We can now write the above Hamiltonian in the form of the Bose-Hubbard
model
H = −t
∑
〈i,j〉
a†iaj +
∑
i
(i − µ)Nˆi + 12U
∑
i
Nˆi(Nˆi − 1). (2.20)
Here Nˆi = a
†
iai is the number operator and we have introduced the on-site energy,
i =
∫
dx w∗0(x− xi)
{
−
2∇2
2m
+ V0(x)
}
w0(x− xi), (2.21)
and the tunneling amplitude,
tij = −
∫
dx w∗0(x − xi)
{
−
2∇2
2m
+ V0(x)
}
w0(x − xj) (2.22)
for the nearest-neighbouring sites 〈i, j〉. In the tight-binding limit the Wannier
function of the lowest band in the above equation is given by a Gaussian wave
function. Explicitly substituting this into the above expression leads to the ex-
pression for the hopping-strength that we gave in Eq. (1.4). If we make the usual
pseudo-potential approximation and replace the interatomic potential by a point
interaction with the appropriate strength, i.e.,
V (x− x′) = 4πa
2
m
δ(x − x′), (2.23)
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we find for the interaction term
Hint =
1
2
∑
iji′j′
a†ia
†
i′ajaj′
×
∫
dxdx′ w∗0(x− xi)w∗0(x′ − xi′)V (x− x′)w0(x′ − xi)w0(x− xj′ )
≈ 1
2
∑
i
a†ia
†
iaiai
4πa2
m
∫
dx |w0(x− xi)|4
≡ U
2
∑
i
a†ia
†
iaiai . (2.24)
As before, in the tight-binding limit the Wannier function is replaced by a Gaus-
sian wave function and the interaction energy U is given by Eq. (1.5). It should
be noted that in the above derivation of the interaction energy, we have made
the approximation that the atoms are in the lowest band. It is, however, possible
to exactly solve the problem of two atoms in a harmonic potential with a point
interaction [47, 48]. We then find that for the realistic values of the background in-
teraction strenghts a that we consider in this thesis the above expression coincides
in a very good approximation with the exact solution [48].
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Ultracold atoms in optical
lattices
Abstract
Bosonic atoms trapped in an optical lattice at very low temperatures, can
be modeled by the Bose-Hubbard model. In this paper, we propose a slave-
boson approach for dealing with the Bose-Hubbard model, which enables us to
analytically describe the physics of this model at nonzero temperatures. With
our approach the phase diagram for this model at nonzero temperatures can
be quantified.
This chapter has been published as “Ultracold atoms in optical lattices”, D.B.M.
Dickerscheid, D. van Oosten, P.J.H. Denteneer, and H.T.C. Stoof, Phys. Rev. A
68, 043623 (2003).
3.1 Introduction
The physics of the Bose-Hubbard model was the subject of intensive study for
some years after the seminal paper by Fisher et al., which focused on the behavior
of bosons in a disordered environment [9]. More recently it has been realized that
the Bose-Hubbard model can also be applied to bosons trapped in so-called opti-
cal lattices [81], and mean-field theories [49, 78, 50] and exact diagonalization [51]
have been succesfully applied to these systems in one, two and three dimensional
systems. The experiments performed by Greiner et al. [10] have confirmed the
theoretically predicted quantum phase transition, i.e., a phase transition induced
by quantum fluctuations, between a superfluid and a Mott-insulating phase. A
review of the work carried out in this field has been given by Zwerger [52]. Strictly
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“MI”
NORMAL
U
SF
T
Uc
Figure 3.1: Qualitative phase diagram for a fixed and integer filling fraction in
terms of the temperature T and the dimensionless coupling constant U = U/zt,
with superfluid (SF), normal and Mott insulating phases (MI). Only at T = 0 a
true Mott insulator exists.
speaking the above mentioned quantum phase transition occurs only at zero tem-
perature [34]. At nonzero temperatures there is a ‘classical’ phase transition, i.e.,
a phase transition induced by thermal fluctuations, between a superfluid phase
and a normal phase and there is only a crossover between the normal phase and
a Mott insulator. It is important to mention here that a Mott insulator is by def-
inition incompressible. In principle there exists, therefore, no Mott insulator for
any nonzero temperature where we always have a nonvanishing compressibillity.
Nevertheless, there is a region in the phase diagram where the compressibillity is
very close to zero and it is therefore justified to call this region for all practical
purposes a Mott insulator [50]. Qualitatively this phase diagram is sketched in Fig.
3.1 for a fixed density. This figure shows how at a sufficiently small but nonzero
temperature we start with a superfluid for small positive on-site interaction U ,
we encounter a phase transition to a normal phase as the interaction strength in-
creases, and ultimately crossover to a Mott insulator for even higher values of the
interaction strength. We can also incorporate this nonzero temperature behaviour
into the phase diagram in Fig. 3.2. This figure shows how at zero temperature
we only have a superfluid and a Mott insulator phase, but as the temperature is
increased a normal phase appears in between these two phases.
The aim of this paper is to extend the mean-field approach for the Bose-
Hubbard model to include nonzero temperature effects and make the qualitative
phase diagrams in Figs. 3.1 and 3.2 more quantitative. To do that we make use
of auxiliary particles that are known as slave bosons [53]. The idea behind this is
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U
µ
T 
= 0 SF/N
T = 0 SF/MI
T 
= 0 N/MI
Figure 3.2: Qualitative phase diagram in terms of the chemical potential µ = µ/zt
and the dimensionless coupling constant U = U/zt. The solid lines indicate real
phase transitions between superfluid, normal and Mott insulating phases. The
dashed line corresponds to a crossover between a normal and a Mott insulating
phase.
that if we consider a single lattice site, the occupation number on that site can be
any integer. With each different occupation number we identify a new particle.
Although this means that we introduce a lot of different new particles, the advan-
tage of this procedure is that it allows us to transform the on-site repulsion into
an energy contribution that is quadratic in terms of the new particles. Because
we want to be able to uniquely label each different state of the system, the new
particles cannot independently be present at each lattice site. That is why we
have to introduce a constraint. Using this we derive within a functional-integral
formalism an effective action for the superfluid order parameter which depends
on the temperature. The equivalence with previous work at zero temperature is
demonstrated.
The outline of the paper is as follows. In Sec. 3.2 we introduce the slave-boson
formalism and derive an effective action for the superfluid order parameter. In
Sec. 3.3 we present the zero- and nonzero-temperature mean-field results. The
remainder of the paper is devoted to the effect that the creation of quasiparticle-
quasihole pairs have on the system.
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3.2 Slave-boson theory for the Bose-Hubbard
model
In this section we formalize the above introduced idea of the slave bosons. We
rewrite the Bose-Hubbard model in terms of these slave bosons within a path-
integral formulation and derive an effective action for the superfluid order param-
eter, which then describes all the physics of our Bose gas in the optical lattice.
The slave-boson technique was introduced by Kotliar and Ruckenstein [53], who
used it to deal with the fermionic Hubbard model. A functional integral approach
to the problem of hard-core bosons hopping on a lattice has been previously put
forward by Ziegler [54] and Fre´sard [55]. Let us first shed some light on this slave-
boson formalism. We consider a single site of our lattice. If the creation and
anihilation operators for the bosons are denoted by aˆ†i and aˆi respectively, we can
form the number operator Nˆi = aˆ
†
i aˆi , which counts the number of bosons at the
site i. In the slave-boson formalism, for any occupation number a pair of bosonic
creation and annihilation operators is introduced that create and annihilate the
state with precisely that given integer number of particles. The original occupation
number states |ni〉 are now decomposed as |n0i , n1i , . . .〉, where nαi is the eigenvalue
of the number operator nˆαi ≡ (aˆαi )†aˆαi formed by the pair of creation (aˆαi )† and
annihilation aˆαi operators that create and annihilate bosons of type α at the site i.
As it stands, this decomposition is certainly not unique. For example, the original
state | 2〉 could be written as | 0, 0, 1, 0, . . .〉 or as | 0, 2, 0, . . .〉. Our Hilbert space
thus greatly increases. To make sure that every occupation occurs only once we
have to introduce an additional constraint, namely
∑
α
nˆαj = 1 (3.1)
for every site j. This constraint thus makes sure that there is always just one
slave boson per site. Because in the positive U Bose-Hubbard model bosons on
the same site repel each other, high on-site occupation numbers are disfavored.
It is therefore conceivable that a good approximation of the physics of the Bose-
Hubbard model is obtained by allowing a relatively small maximum number, e.g.
two or three or four, of bosons per site.
As is well known, the Hamiltonian of the Bose-Hubbard model reads,
Hˆ = −
∑
〈i,j〉
aˆ†i tij aˆj − µ
∑
i
aˆ†i aˆi +
U
2
∑
i
aˆ†i aˆ
†
i aˆi aˆi . (3.2)
Here 〈i, j〉 denotes the sum over nearest neighbours, tij are the hopping parameters,
and µ is the chemical potential. Using our slave-boson operators we now rewrite
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Eq. (3.2) into the form
Hˆ = −
∑
〈i,j〉
∑
α,β
√
α + 1
√
β + 1(aˆα+1i )
†aˆαi tij aˆ
β+1
j (aˆ
β
j )
† − µ
∑
i
∑
α
αnˆαi
+
U
2
∑
i
∑
α
α(α − 1)nˆαi , (3.3)
with the additional constraint given in Eq. (3.1). We see that the quartic term in
the original Bose-Hubbard Hamiltonian has been replaced by one that is quadratic
in the slave-boson creation and annihilation operators, which is the most important
motivation for the introduction of slave bosons.
Now that we have introduced the slave-boson method and derived its repre-
sentation of the Bose-Hubbard model, we want to turn the Hamiltonian into an
action for the imaginary time evolution. Using the standard recipe [56, 57] we find
S[(aα)∗, aα, λ] =
∫ β
0
dτ
⎧⎨
⎩
∑
i
∑
αβ
(aαi )
∗Mαβaβi − i
∑
i
λi(τ)
(∑
α
nαi − 1
)
−
∑
〈i,j〉
∑
α,β
√
α + 1
√
β + 1(aα+1i )
∗aαi tija
β+1
j (a
β
j )
∗
⎫⎬
⎭ , (3.4)
where M is a diagonal matrix that has as the αth diagonal entry the term ∂/∂τ−
αµ+α(α− 1)U/2, and β = 1/kBT is the inverse thermal energy. The real-valued
constraint field λ enters the action through,
∏
i
δ(
∑
α
nαi − 1) =
∫
d[λ] exp
[
i

∫
β
0
∑
i
λi(τ)
(∑
α
nαi − 1
)
dτ
]
. (3.5)
Although we have simplified the interaction term, the hopping term has become
more complicated. By performing a Hubbard-Stratonovich transformation on the
above action we can, however, decouple the hopping term in a similar manner
as in Ref. [78]. This introduces a field Φ into the action which, as we will see,
may be identified with the superfluid order parameter. The Hubbard-Stratonovich
transformation basically consists of adding a complete square to the action, i.e.,
adding∫ β
0
dτ
∑
i,j
(
Φ∗i −
∑
α
√
α+ 1(aα+1i )
∗aαi
)
tij
(
Φj −
∑
α
√
α + 1aα+1j (a
α
j )
∗
)
.
Since a complete square can be added to the action without changing the physics
we see that this procedure allows us to decouple the hopping term. We also per-
form a Fourier transform on all fields by means of
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aαi (τ) = (1/
√
Nsβ)
∑
k,n a
α
k,ne
i(k·xi−ωnτ). If we also carry out the remaining in-
tegrals and sums we find
S[Φ∗,Φ, (aα)∗, aα, λ] =
∑
k,n
k|Φk,n|2 +
∑
k,n
(aαk,n)
∗Mαβ(iωn)a
β
k,n
−i 1√
Nsβ
∑
k,q
∑
n,n′
λq,n′(aαk,n)
∗aαk+q,n+n′ + iNsβλ
−
∑
k,k′,n,n′
k′√
Nsβ
{(∑
α
√
α + 1(aα+1k+k′,n+n′)
∗aαk,n
)
Φk′,n′
+ Φ∗k′,n′
(∑
α
√
α + 1aα+1k+k′,n+n′(a
α
k,n)
∗
)}
,
(3.6)
where the matrix M(iωn) is related to the matrix M in Eq. (3.4) through a Fourier
transform. Furthermore, λ = (λ0,0/
√
Nsβ), k = 2t
∑d
j=1 cos (kja), where a is
the lattice constant of the square lattice with Ns lattice sites. For completeness
we point out that the integration measure has become
∫
d[(aα)∗]d[aα] =
∫ ∏
k,n
d[(aαk,n)
∗]d[aαk,n]
1
β
. (3.7)
In principle Eq. (3.6) is still an exact rewriting of the Bose-Hubbard model. As
a first approximation we soften the constraint by replacing the general constraint
field λi(τ) with a time and position independent field λ. By neglecting the position
dependence we enforce the constraint only on the sum of all lattice sites. Doing
this we are only left with the λ0,0 contribution in Eq. (3.6), which can then be
added to the matrix M . The path-integral over the constraint field reduces to an
ordinary integral. So we have,
S[Φ∗,Φ, (aα)∗, aα, λ] = S0 + SI (3.8a)
where,
S0 = iNsβλ +
∑
α,β
∑
k,n
{
k|Φk,n|2 + (aαk,n)∗ Mαβ(iωn) aβk,n
}
≡ SSB0 +
∑
k,n
k|Φk,n|2, (3.8b)
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The matrix Mαβ(iωn) = δαβ(−iωn − iλ− αµ + α(α− 1)U/2), and
SI = −
∑
k,k′,n,n′
k′√
Nsβ
{(∑
α
√
α + 1(aα+1k+k′,n+n′)
∗aαk,n
)
Φk′,n′
+ Φ∗k′,n′
(∑
α
√
α+ 1aα+1k+k′,n+n′(a
α
k,n)
∗
)}
.
(3.8c)
The crucial idea of Landau theory is that near a critical point the quantity of
most interest is the order parameter. In our theory the superfluid field Φ plays
the role of the order parameter. Only Φ0,0 can have a nonvanishing expectation
value in our case and, therefore, we can write the free energy as an expansion in
powers of Φ0,0,
F (Φ0,0) = a0(α,U, µ) + a2(α,U, µ)|Φ0,0|2 +O(|Φ0,0|4), (3.9)
and minimize it as a function of the superfluid order parameter Φ0,0. We thus find
that 〈Φ0,0〉 = 0 when a2(α,U, µ) > 0 and that 〈Φ0,0〉 
= 0 when a2(α,U, µ) < 0.
This means that a2(α,U, µ) = 0 signals the boundary between the superfluid and
the insulator phases at zero temperature and the boundary between the superfluid
and the normal phases at nonzero temperature. Therefore we are going to calculate
the effective action of our theory up to second order in Φ. The zeroth-order term
in the expansion of the action in powers of the order parameter gives us the zeroth-
order contribution Ω0 to the thermodynamic potential Ω. We have,
e−βΩ0 ≡
∫ ∏
α
⎛
⎝∏
k,n
d[(aαk,n)
∗]d[aαk,n]
1
β
⎞
⎠ e−SSB0 /. (3.10)
From this it follows that,
−βΩ0 = −iNsβλ +Ns
∑
α
log
(
1− e−βMαα(0)
)
, (3.11)
and Mαα(0) = (−iλ − αµ + α(α − 1)U/2). Next we must calculate 〈S2I 〉 where
〈· · · 〉 denotes averaging with respect to S0, i.e.,
〈A〉 = 1
e−βΩ0
∫ ∏
α
⎛
⎝∏
k,n
d[(aαk,n)
∗]d[aαk,n]
1
β
⎞
⎠A[(aα)∗, aα]e−SSB0 /. (3.12)
Once we have this contribution, we automatically also find the dispersion relations
for the quasiparticles in our system as we will see shortly. For small Φ we are
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allowed to expand the exponent in the integrand of the functional integral for the
partition function as
e−S/ = e−(S0+SI)/ ≈ e−S0/(1− SI/+ 12(SI/)
2). (3.13)
It can be shown that the expectation value of SI vanishes. The second order
contribution is found to be,
〈S2I 〉 = 2
∑
k,k′,n,n′
2k
|Φk|2
Nsβ
∑
α
(α + 1)〈(aα+1k+k′,n+n′)∗aα+1k+k′,n+n′〉〈(aαk,n)∗aαk,n〉.
(3.14)
One of the sums over the Matsubara frequencies ωn can be performed and the
sum over k′ produces an overal factor Ns. We thus find
〈S2I 〉 =
∑
k,n
2k
|Φk|2
β
∑
α
(α + 1)
nα − nα+1
−iωn − µ + αU , (3.15)
where we have defined the occupation numbers nα ≡ 〈(aαi )∗aαi 〉 that equal
nα =
1
exp
{
β
(−iλ− αµ + 12α(α− 1)U)}− 1 . (3.16)
Having performed the integrals over the slave-boson fields to second order, we can
exponentiate the result to obtain the effective action for the order parameter
Seff [Φ∗,Φ] =
⎛
⎝βΩ0 − ∑
k,n
Φ∗k,nG
−1(k, iωn)Φk,n
⎞
⎠ , (3.17)
where we have defined the Green’s function
−G−1(k, iωn) =
(
k − 2k
∑
α
(α + 1)
nα − nα+1
−iωn − µ + αU
)
. (3.18)
This result is one of the key results of this paper, which is correct in the limit of
small Φk,n. If we want to make the connection with the Landau theory again, we
can identify the a2(α,U, µ) in Eq. (3.9) with G−1(0, 0)/β. In Sec. 3.3 we analyse
this further.
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3.2.1 Mott insulator
In the Mott insulator where n0 ≡ |〈Φ0,0〉|2 = 0, the thermodynamic potential is
now easily calculated by integrating out the superfluid field. In detail
Z ≡ e−βΩ =
∫
dλd[Φ∗]d[Φ]e−S
eff/
=
∫
dλ exp {−βΩ0
−
∑
k,n
log
[
β
(
k − 2k
∑
α
(α + 1)
nα − nα+1
−iωn − µ + αU
)]⎫⎬
⎭ .
(3.19)
At this point we perform a saddle point approximation for the constraint field λ.
This implies that we only take into account that value of λ that maximizes the
canonical partition function. If we now thus minimize the free energy with respect
to the chemical potential and the constraint field, we get two equations that need
to be solved. The first is ∂Ω/∂λ = 0 and reads,
Ns
(
1−
∑
α
nα
)
− i
β
∑
k,n
G(k, iωn)
∂G−1(k, iωn)
∂λ
= 0. (3.20a)
In a mean-field approximation the last term is neglected, and this equation tells
us that the sum of the average slave-boson occupation numbers must be equal to
one. This reflects the constraint of one slave boson per site. The second equation
follows from −∂Ω/∂µ = N and gives
Ns
∑
α
αnα +
1
β
∑
k,n
G(k, iωn)
∂G−1(k, iωn)
∂µ
= N. (3.20b)
This equation shows how the particle density can be seen as the sum of terms αnα
and a correction coming from the propagator of the superfluid order parameter.
The latter is again neglected in the mean-field approximation.
3.2.2 Superfluid phase
In the superfluid phase the order parameter |Φ0,0|2 has a nonzero expectation
value. We find this expectation value by calculating the minimum of the classical
part of the action, i.e., −G−1(0, 0)|Φ0,0|2 + a4|Φ0,0|4. This minimum becomes
nonzero when −G−1(0, 0) becomes negative, and is then equal to
|〈Φ0,0〉|2 = G
−1(0, 0)
2a4
≡ n0 (3.21)
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In appendix 3.6 we calculate the coefficient a4 of the fourth order term |Φ0,0|4.
We approximate the prefactor to the fourth order term, which in general de-
pends on momenta and Matsubara frequencies, with the zero-momentum and
zero-frequency value of a4 so that the approximate action to fourth order becomes,
S = βΩ0 − 
∑
k,n
Φ∗k,nG
−1(k, iωn)Φk,n
+a4
∑
k,k′,k′′
∑
n,n′,n′′
Φ∗k,nΦ
∗
k′,n′Φk′′,n′′Φk+k′−k′′,n+n′−n′′ (3.22)
We now write the order parameter as the sum of its expectation value plus fluctua-
tions, i.e., Φ0,0 → √n0 ·
√
Nsβ +Φ0,0 and a similar expression for Φ∗0,0. If we put
this into the action and only keep the terms up to second order, the contribution
of the fourth-order term is given by
a4n0
∑
k,n
(
Φk,nΦ−k,−n + 4Φ∗k,nΦk,n +Φ
∗
k,nΦ
∗
−k,−n
)
.
There is also a contribution −G−1(0, 0)n0 from the second-order term. To sum-
marize, in the superfluid phase we can write the action Eq. (3.22) to second order
as
SSF = βΩ0 − G−1(0, 0)n0
−
2
∑
k,n
(
Φ∗k,n Φ−k,−n
)
G−1(k, iωn)
(
Φk,n
Φ∗−k,−n
)
(3.23)
with
−G−1(k, iωn) =
(−G−1(k, iωn) + 4a4n0 2a4n0
2a4n0 −G−1(−k,−iωn) + 4a4n0
)
.
(3.24)
Integrating out the field Φk,n we find the Bogoliubov expression for the thermo-
dynamic potential in the superfluid phase,
Z ≡ e−βΩ =
∫
dλd[Φ∗]d[Φ]e−S
SF/
=
∫
dλ exp
{−βΩ0 + n0G−1(0, 0)− Tr[log (−βG−1)]}
(3.25)
3.3 Mean-field theory
In this section, we apply the theory we have developed in the previous section.
First, using the Landau procedure, we reproduce the mean-field zero-temperature
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phase diagram. We then study the phase diagram at nonzero temperatures. To
do so we calculate the compressibillity of our system as a function of temperature,
showing how for fixed on-site repulsion U the Mott insulating region gets smaller.
By also looking at the condensate density as a function of temperature, we get
a quantitative picture of what happens at fixed on-site repulsion U . The nice
feature is that all our expressions are analytic. Next, we consider our system
at zero temperature again and we study at the mean-field level the behaviour of
the compressibillity as we go from the superfluid phase to the Mott insulating
phase. What we find is consistent with the general idea that the quantum phase
transition between the Mott insulator and the superfluid phases belongs to different
universality classes depending on how you walk through the phase diagram (cf.
Ref. [34]). We then obtain an analytic expression for the critical temperature of
the superfluid-normal phase transition in the approximation of three slave bosons,
i.e., up to doubly-occupied sites. Numerically we extend this study to include a
fourth slave boson and find only slight changes to Tc. From the propagator of the
superfluid field we extract the dispersion relations of the quasiparticle-quasihole
pairs and their temperature dependence.
3.3.1 Zero-temperature phase-diagram
From the zeros of G−1(0, 0) in Eq. (3.18), we obtain the mean-field phase diagram
in the (µ,U) plane. For a Mott insulating state with integer filling factor α′ we
have nα = δα,α′ . When this is substituted into the equation G−1(0, 0) = 0 we can
find the U(µ) curve that solves that equation and thus determines the size of this
Mott insulating state. For given filling factor α′ we also define Uc as the minimal
U that solves the equation. Within the Mott insulating phase we have a zero
compressibility κ ≡ ∂n/∂µ, where n = n(µ,U) is the total density as determined
from the thermodynamic potential. Straightforward calculation gives that we are
in a Mott insulating phase whenever µ¯ lies between µ¯α
′
− and µ¯
α′
+ where,
µ¯α
′
± =
1
2
(
U¯(2α′ − 1)− 1)± 1
2
√
U¯2 − 2U¯(2α′ + 1) + 1. (3.26)
Here we have introduced the dimensionless chemical potential µ¯ ≡ µ/zt and on-
site repulsion strength U¯ ≡ U/zt. When µ¯ does not lie between any µ¯α′− and µ¯α
′
+
the ‘superfluid’ density |〈Φ0,0〉|2 will no longer be zero and the Mott insulating
phase has disappeared. We have drawn the zero temperature phase diagram in
Fig. 3.3. Our slave-boson approach reproduces here the results of previous mean-
field studies [9, 49, 78]. For nonzero temperatures the equation G−1(0, 0) = 0
no longer describes a quantum phase transition between a superfluid and a Mott
insulator but it describes a thermal phase transition between a superfluid and a
normal phase. We will look into this in more detail in Sec. 3.3.6.
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Figure 3.3: Phase diagram of the Bose-Hubbard Hamiltonian as obtained from
the mean-field zero-temperature limit in the slave-boson formalism. It shows the
superfluid (SF) phase and the Mott insulator regions with different integer filling
factors here denoted by α′. The vertical axis shows the dimensionless chemical
potential µ¯ = µ/zt and the horizontal axis shows the dimensionless interaction
strength U¯ = U/zt.
3.3.2 Compressibillity
To see what happens to the Mott insulator as we move away from zero temperature
we must look at the compressibillity as a function of temperature. Numerically
we have solved Eq. (3.20), which gives us the occupation numbers of the slave
bosons as depicted in Fig. 3.4. With that we can determine the total density
in the phase where the order parameter is zero. It is clear that within a mean-
field approximation the compressibillity at zero temperature is exactly zero. In
Fig. 3.4 we have plotted the total density as a function of temperature. As
the temperature is raised we find that the compressibillity, which is the slope of
the curve, for a given value of U¯ becomes nonzero for all values of µ¯. Although
the slope can be exponentially small, this shows that there is no longer a Mott
insulator present. Because we are dealing with a crossover there is not a unique
way to define the transition from a normal to a Mott insulator phase. There are
various ways to determine the crossover line. For instance we can define it by
requiring that ∆(T )/kBT is of order one, where ∆(T ) is defined as the difference
of the quasiparticle and quasihole dispersions at k = 0. Another possibility is to
define it by requiring that the incommensurability is equal to a certain small value.
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Figure 3.4: Numerical solution of the slave-boson occupation numbers n0, n1 and
n2 is shown in Figs. (a)-(c) as a function of µ¯ for various temperatures and for fixed
U/zt = 10. Figure (d) shows the total density n. As a function of temperature the
compressibillity increases. In the figures the solid line corresponds to ztβ = 2, the
dashed line corresponds to ztβ = 3, the dashed-dotted line corresponds to ztβ = 4
and the dotted line corresponds to ztβ = 10.
35
Chapter 3
            
    
    
    
    
    
    
       
 
   
  
  
  
  

 

 
 
 
 

Figure 3.5: Superfluid density |Φ0,0|2 as a function of µ¯ for various temperatures
and for U/zt = 10. The superfluid density as well as the region of superfluid phase
diminish as a function of increasing temperature. The vanishing of |Φ0,0|2 at µ¯ = 0
and µ¯ = 10 is an artefact of our approximation (see text). In the figure the dotted
line corresponds to ztβ = 10, the dashed line corresponds to ztβ = 3 and the solid
line corresponds to ztβ = 2.
3.3.3 Superfluid density
In a mean-field approximation the superfluid density is extracted from the action
by finding the |〈Φ0,0〉|2 that minimizes the fourth-order action in Eq. (3.22),
|〈Φ0,0〉|2 = G
−1(0, 0)
2a4
, (3.27)
whenever µ is not between µα
′
− and µ
α′
+ , and zero otherwise. We have plotted this
expectation value in Fig. 3.5 for α′ = 1. In this figure we see how the superfluid
density grows as a function of µ moving away from the Mott insulator phase.
Our expansion of the Landau free energy is only valid around the edge of the Mott
lobes and therefore breaks down when we go too far away from the Mott insulator.
This can be seen in the figure as the decrease of the superfluid density when µ
approaches 0 and/or U . It can also be seen from the propagator of the superfluid
field, which has poles when µ = αU . For µ not too far away from the insulating
phase the figure quantitatively agrees with the ones calculated by other authors
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[78].
3.3.4 Bogoliubov dispersion relation
We now demonstrate that the dispersion ωk is linear in k in the superfluid phase
and that the spectrum is gapless. In the superfluid phase we can expand around the
expectation value n0 = G−1(0, 0)/2a4 of the order parameter. Up to quadratic-
order this gives,
S = βΩ0 − 
∑
k,n
Φ∗k,nG
−1(k, iωn)Φk,n
+a4n0
∑
k,n
(
Φk,nΦ−k,−n + 4Φ∗k,nΦk,n +Φ
∗
k,nΦ
∗
−k,−n
)
. (3.28)
From this we find the dispersion-relation ωk in the superfluid in the usual way.
We perform an analytic continuation G−1(k, iωn)→ G−1(k, ωk) and find
ωk = 
√
(G−1(k, ωk)/2−G−1(0, 0))2 − (G−1(0, 0)/2)2. (3.29)
Note that (k, ωk) = (0, 0) is a solution. Expanding around this solution in k now
gives,
ωk = a
G−1(0, 0)√
2
|k|, (3.30)
where a is again the lattice constant.
3.3.5 Near the edges of the Mott lobe
If we substitute the vacuum expectation value of the order parameter back into our
effective action, we see that the zeroth-order contribution to the thermodynamic
potential in the superfluid phase in mean-field approximation is given by,
βΩ = βΩ0 −
(
G−1(0, 0)
)2
2a4
. (3.31)
From this the particle density can be obtained by making use of the thermody-
namic identity N = −∂Ω/∂µ. We can calculate this at T = 0 and take the limit
µ → µα′± to show that the derivative of the density with respect to µ, i.e, ∂n/∂µ
shows a kink for all U 
= Uc. This means that only if we walk through the tip of the
Mott lobes there is not a kink in the compressibility. In fact it’s not hard to see why
this is true. At zero temperature the roots of −G−1(0, 0) are by definition µα′± .
This means that we can write −G−1(0, 0) = C(µ − µα′− )(µ − µα
′
+ ). The propor-
tionality constant can be shown to be equal to C = 0/((α′U −µ)((α′−1)U −µ)).
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This then shows that the thermodynamic potential is,
βΩ = βΩ0 +
C2
4
(
µ− µα′−
)2 (
µ− µα′+
)2
a4
. (3.32)
Remembering that the density is the derivative of the thermodynamic potential
we see that the second derivative of the thermodynamic potential with respect to
µ can show a nonzero value upon approaching the Mott lobe. Since in the Mott
isolator the density is constant and equal to α′ we have shown the existence of a
kink in the slope of the density for all paths not going through the tip of the Mott
lobe. This causes the difference in the universality class of the quantum phase
transition.
3.3.6 The superfluid-normal phase transition
In this subsection, we show that it is possible to obtain an analytical expression for
the critical temperature Tc of the transition between superfluid and normal phases
as a function of U , for values of U below the critical U of the zero-temperature
superfluid-Mott insulator transition. The analytical result is obtained if we include
occupations up to two per site, i.e., three slave bosons or occupation numbers
n0, n1, n2. Along similar lines Tc can be found numerically if more slave bosons
are included. We have carried out this procedure for the case of adding a fourth
boson (triple occupancy) and find only modest quantitative changes.
If we restrict the system to occupancies 0, 1 and 2, and fix the total density
n ≡ N/Ns at 1, the occupation numbers n0, n1 and n2 should obey the following
relations if we neglect fluctuation corrections (cf. Eq. (3.20)):
n0 + n1 + n2 = 1, (3.33)
and
n1 + 2n2 = 1. (3.34)
The nα are furthermore given by Eq. (3.16), enabling us to eliminate λ and express
n0 and n2 in terms of n1. We obtain
n0 =
n1
(n1 + 1) exp(βµ)− n1 , (3.35)
and
n2 =
n1
(n1 + 1) exp(β(U − µ))− n1 . (3.36)
The constraints in Eqs. (3.33) and (3.34) immediately lead to n0 = n2, so that,
according to Eqs. (3.35) and (3.36), we must have µ = U/2. We notice that at
this level of approximation, we obtain a slight discrepancy with the result from
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Sec. 3.3.1 that at zero temperature the critical value of U¯ of the superfluid-Mott
insulator transition, which is the limiting U¯ for the superfluid-normal transition
that is addressed here, is according to Eq. (3.26) with α′ = 1 determined by
µ¯ = (U¯ − 1)/2 [58].
As argued above the criticality condition for the superfluid-normal transition
is obtained by putting G−1(0, 0) = 0. Restricting the sum in the right-hand side
of Eq. (3.18) to α = 0 and α = 1, we obtain [59]
1 =
2
µ¯− U¯
(
n2 − n1)+ 1
µ¯
(
n1 − n0) . (3.37)
Since the relation between µ and U is fixed by Eqs. (3.33) and (3.34), and n0 and
n2 can be expressed in n1 as n0 = n2 = (1 − n1)/2, the criticality condition Eq.
(3.37) results in a remarkably simple relation between n1 and U¯ at Tc, namely
n1 = (U¯ + 3)/9. Using this in Eq. (3.35) leads to the following analytic formula
for T¯c ≡ Tc/zt for the superfluid-normal transition:
kBT¯c =
U¯
2
ln−1
[
(U¯ − 24)(U¯ + 3)
(U¯ − 6)(U¯ + 12)
]
. (3.38)
It is straightforward to generalize this procedure to arbitrary integer density α′
while allowing occupation numbers nα
′−1, nα
′
, nα
′+1 only. The result is
kBT¯
α′
c =
U¯
2
ln−1
[
(U¯ − 8(2α′ + 1))(U¯ + (2α′ + 1))
(U¯ − 2(2α′ + 1))(U¯ + 4(2α′ + 1))
]
. (3.39)
The critical temperature Tc for integer filling factor n ≡ N/Ns = 1, i.e., Eq.
(3.38), is plotted in Fig. 3.6. The overall qualitative behavior is as one would
expect (cf. Fig. 3.1). A few finer details appear to be less satisfactory. For
instance, Tc vanishes for U¯ = 6, whereas we would expect this to coincide with
the mean-field result for U¯c for the superfluid-Mott insulator transition for the
first Mott lobe, i.e., U¯c = 5.83 obtained from Eq. (3.26) with α′ = 1. We note
that the discrepancy is not large and is even smaller for the higher Mott lobes.
Indeed U¯(Tc → 0) = 2(2α′+1) versus U¯c = (2α′+1)+
√
(2α′ + 1)2 − 1. Another
feature is the maximum in the T¯c(U) curve (cf. Fig. 3.1 and [49]). Both features
mentioned are caused by the fact that the two conditions Eqs. (3.33) and (3.34)
are strictly enforced, whereas they become less appropriate for small U . The exact
solution [60] for four slave bosons on a four site lattice for small U¯ shows that a
better result may be obtained if a fourth boson occupation number n3 is included
in our approach. The set of equations to be solved then becomes, again for n = 1,
n0 + n1 + n2 + n3 = 1 (3.40)
n1 + 2n2 + 3n3 = 1 (3.41)
3
µ¯− 2U¯
(
n3 − n2)+ 2
µ¯− U¯
(
n2 − n1)+ 1
µ¯
(
n1 − n0) = 1 . (3.42)
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Figure 3.6: Critical temperature Tc of the superfluid-normal phase transition as
a function of the interaction strength U = U/zt. The solid line is an analytic
expression obtained in the approximation where we only take into account three
slave bosons. The plusses correspond to a numerical solution for the case of four
slave bosons.
Again n0, n2, and n3 can easily be expressed in terms of n1, but no exact solution
appears to be possible in this case. However, we have managed to find solutions
numerically. The results for Tc are depicted in Fig. 3.6 and show fairly little
quantitative change compared to the analytical result Eq. (3.38). In particular,
T¯c still vanishes for U¯ ≈ 6, and the maximum is still there, although shifted to
a lower U¯ ≈ 1.8 compared to U¯ = 2.15 for Eq. (3.38). It is satisfactory to find
that for the higher values of U¯ , n1 starts to increase rapidly towards 1, signalling
the approach of the Mott-insulator phase, whereas n3 is almost negligible (< 1%)
already for U¯ ≈ 3, supporting a description in terms of 3 slave bosons only [61].
3.3.7 Quasiparticle-quasihole dispersion relations
Consider now the propagator G−1(k, ω), given by
−G−1(k, ω) =
(
k − 2k
∑
α
(α + 1)
nα − nα+1
−ω − µ+ αU
)
. (3.43)
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Figure 3.7: The dispersion relations for k = 0 in the case where we take into
account higher filling factors at nonzero temperature. On the vertical axis is
(ω + µ)/zt and on the horizontal axis is U¯ . Here we have taken into account all
the terms with α = 0, 1, 2 at a temperature of ztβ = 10.
At zero temperature and for a given integer filling factor α′, we have in a mean-
field approximation that nα = δα,α′ and we retrieve the previously found result
for the quasiparticle-quasihole dispersions [78]. In this case the real solutions of
ω follow from a quadratic equation G−1(k, ωn) = 0. At nonzero temperature the
occupation numbers in general are all nonzero and there will be more than just
two solutions for ω. In the set of solutions there are still two solutions that corre-
spond to the original single quasiparticle and quasihole dispersions. The physical
interpretation of the other solutions is that they correspond to the excitation of
a higher number of quasiparticles and quasiholes. In Fig. 3.7. we show the three
low-lying excitation energies for k = 0 at a temperature of ztβ = 10. To obtain
an analytic expression for the single quasiparticle-quasihole dispersion we only
take into account the two terms in the sum in Eq.(3.18) which have numerators
nα
′−1−nα′ and nα′ −nα′+1. These correspond to processes where the occupation
of a site changes between α′ − 1, α′ and α′ + 1. We find
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Figure 3.8: Dispersion relations ω + µ as a function of U/zt for k = 0 for zero
and nonzero temperatures. The inner lobe corresponds to zero temperature. The
outer lobe correponds to a temperature of ztβ = 3. Here we have only taken into
account the first three terms in the right-hand side of Eq. (3.18), i.e., in the sum
we only include the terms with α = 0 and α = 1.
ωqp,qhk = −µ+
U
2
+
1
2
k(α′nα
′−1 − nα′ + (α′ + 1)nα′+1)
±1
2
(
U2 + 2(α′nα
′−1 − (1 + 2α′)nα′ + (1 + α′)nα′+1)Uk
+(αnα
′−1 + nα
′ − (1 + α′)nα′+1)22k.
)1/2
(3.44)
In Fig. 3.8 we have plotted these dispersions at k = 0 as a function of U . Com-
parison with Fig. 3.7 shows that Eq. (3.44) gives an appropriate description of
the single quasiparticle-quasihole dispersions. As can be seen from Fig. 3.8 the
tip of the lobe moves to smaller U as a function of increasing temperature. This
can be understood because that point now describes the superfluid-normal phase
transition (cf. Figs. 3.1, 3.6). In Fig. 3.9 we show how the superfluid-normal
boundary in the µ¯ − U¯ plane evolves for nonzero temperatures. If we define the
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Figure 3.9: The µ¯-U¯ phase diagram for zero and nonzero temperatures. The inner
lobe corresponds to the zero-temperature case. The outer lobe corresponds to a
temperature of ztβ = 2
gap as the difference between the two solutions at k = 0, we find that the gap
grows bigger as the temperature increases. As we have seen in Sec. 3.3.2 it is
incorrect, however, to conclude from this that the region of the Mott insulating
phase in the µ-U phase diagram grows as temperature increases. As mentioned
previously, strictly speaking there is no Mott insulator away from zero tempera-
ture and at nonzero temperatures there is only a crossover between a phase which
has a very small compressibillity and the normal phase.
3.4 Fluctuations
In this section we make a first step towards the study of fluctuation effects and
derive an identity between the atomic Green’s function and the superfluid Green’s
function in Eq. (3.18). This we then use to calculate the atomic particle density.
In appendix 3.7 we show that the easiest way to calculate the density is by making
use of currents that couple to the atomic fields. We start with the action of the
Bose-Hubbard model
S[a∗, a] =
∫
β
0
dτ
⎡
⎣∑
i
a∗i
(

∂
∂τ
− µ
)
ai −
∑
ij
tija
∗
i aj +
U
2
∑
i
a∗i a
∗
i ai ai
⎤
⎦ .
(3.45)
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We are interested in calculating the 〈a∗i ai〉 correlation function. Therefore we add
currents J∗, J that couple to the a∗ and a fields as
Z[J∗, J ] =
∫
d[a∗]d[a] exp
⎧⎨
⎩−S0/+ 1
∫ β
0
dτ
∑
ij
a∗i tijaj
+
∫ β
0
dτ
∑
i
[J∗i ai + a
∗
i Ji]
}
. (3.46)
Here S0 = S0[a∗, a] denotes the action for tij = 0. The most important step in
the remainder of the calculation is to a perform again a Hubbard-Stratonovich
transformation by adding a complete square to the action. The latter can be
written as,∫
dτ
∑
i,j
(
a∗i − Φ∗i + t−1ij′ J∗j′
)
tij
(
aj − Φj + t−1jj′′Jj′′
)
, (3.47)
where the sums over j′ and j′′ are left implicit for simplicity. Straightforward
algebra yields
Z[J∗, J ] =
∫
d[Φ∗]d[Φ] exp
⎧⎨
⎩
∑
k,n
(−Φ∗k,nG−1(k, iωn)Φk,n
+J∗k,nΦk,n + Jk,nΦ
∗
k,n −

k
J∗k,nJk,n
)}
. (3.48)
Differentiating twice with respect to the currents gives then the relation
1
Z[0, 0]
δ2
δJ∗k,nδJk,n
Z[J∗, J ]
∣∣∣∣∣
J∗,J=0
= 〈a∗k,nak,n〉 = 〈Φ∗k,nΦk,n〉 −

k
. (3.49)
This is very useful indeed since the correlator 〈Φ∗k,nΦk,n〉 = −G(k, iωn). At zero
temperature the retarded Green’s function can be written as
−1

G(k, ω) =
Zk
−ω + qpk
+
1− Zk
−ω + qhk
+
1
k
, (3.50a)
where the wavefunction renormalization factor is
Zk =
U(1 + 2α′)− k +
√
U2 − 2Uk(1 + 2α′) + 2k
2
√
U2 − 2Uk(1 + 2α′) + 2k
, (3.50b)
and
qp,qhk = −µ+
U
2
(2α′ − 1)− k
2
± 1
2
√
2k − (4α′ + 2)Uk + U2. (3.50c)
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Note that Zk is always positive and in the limit where U → ∞ we have that
Zk → (1 + α′). The quasiparticle dispersion qpk is always greater than or equal
to zero and qhk is always smaller than or equal to zero. Because of this only
the quasiholes give a contribution to the total density at zero temperature. The
density can be calculated from,
n =
1
Nsβ
∑
k,n
〈a∗k,nak,n〉 =
1
Nsβ
∑
k,n
{
−G(k, ωn)− 
k
}
β→∞=
1
Ns
∑
k
(Zk − 1) U→∞= α′. (3.51)
If we expand the square-root denominator of Z for small k we see that it behaves
as 1/k, therefore in two and three dimensions we expect the integration over k
to converge. In Fig. 3.10 we have plotted the density for α′ = 1 as given by the
equation above. We see that the density quickly converges to one, but near the tip
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Figure 3.10: Total density n at T = 0 as a function of interaction strength U =
U/zt for the first Mott lobe in two (dashed line) and three dimensions (solid line)
when including fluctuations. The density approaches a finite value different from
one, when approaching Uc.
of the Mott lobe in all dimensions it deviates significantly from one. This result
is somewhat unexpected [34] and may be due to the break-down of the Gaussian
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approximation near the quantum phase transition. A more detailed study of the
fluctuations is beyond the scope of the present paper and is therefore left to future
work.
3.5 Conclusions
In summary, we have applied the slave-boson formalism to the Bose-Hubbard
model, which enabled us to analytically describe the physics of this model at
nonzero temperatures. We have reproduced the known zero-temperature results
and we have computed the critical temperature for the superfluid-normal phase
transition. The crossover from a Mott insulator to a normal phase has also been
quantified. We have shown how thermal fluctuations introduce additional disper-
sion modes associated with paired quasiparticles-quasiholes propagating through
the system. We have also considered density fluctuations induced by the creation
of quasiparticle-quasihole pairs. These fluctuations do not average out to zero in
the Gaussian approximation.
3.6 Higher-order terms
If we also want to calculate quantities like the superfluid density, we have to
calculate the effective action up to fourth order. One way to do this is by going to
higher order in the interaction part. Here we follow a slightly different strategy.
Because we are only interested in the mean-field theory, it suffices to just consider
Φ0,0 terms. The effective action for Φ0,0 is found from
Z =
∫
d[Φ∗0,0]d[Φ0,0]
β
∫ ∏
α,k,n
d[(aα)∗k,n]d[a
α
k,n]
β
exp
(
−1

S
)
, (3.52)
where from Eq. (3.6) we have
S = iNsβλ + 0|Φ0,0|2 +
∑
αβ
∑
k,n
(aαk,n)
∗Mαβaβk,n. (3.53)
Note, however, that now the matrix M is only blockdiagonal and it contains
off-diagonal terms proportional to Φ0,0. When we take the determinant of that
matrix, you get automatically all powers in Φ0,0. This can be made more explicit
by looking at the block-structure of the matrix which is
M =
⎛
⎜⎜⎝
B0
B2
B4
. . .
⎞
⎟⎟⎠ , (3.54a)
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where
Bα =
(
χα
√
α+1√
Nsβ
0Φ0,0√
α+1√
Nsβ
0Φ∗0,0 χα+1
)
, (3.54b)
with χα = −iωn − iλ − αµ + α(α − 1)U/2. The slave bosons can be integrated
out with the result
Z =
∫
d[Φ∗0,0]d[Φ0,0]
β
exp
{
−1

(
iNsβλ + 0|Φ0,0|2
)}
exp
⎧⎨
⎩−
∑
k,n
ln [detβM ]
⎫⎬
⎭.
(3.55)
The determinant can be calculated up to fourth order in Φ0,0 as
det βM =
(∏
α
βχα
)(
1 +
∑
α
20
Nsβ
|Φ0,0|2 (α + 1)
χαχα+1
+
∑
α
∑
|α−β|≥2
40
(Nsβ)4
|Φ0,0|4 (α + 1)(β + 1)
χαχα+1χβχβ+1
⎞
⎠ . (3.56)
For small Φ0,0 we can expand the logarithm in Eq. (3.55) by using the Taylor
expansion
ln
{
1− αx2 + γx4} = −αx2 + 1
4
(−2α2 + 4γ)x4 +O(x5).
Combining the latter equation with Eq. (3.55), we also recover that the second-
order term in the effective action for Φ0,0 is given by⎛
⎝0 − ∑
k,n
∑
α
20
Nsβ
(α + 1)
χαχα+1
⎞
⎠ |Φ0,0|2 =
(
0 + 20
nα − nα+1
−µ+ αU
)
|Φ0,0|2
= −G−1(0, 0)|Φ0,0|2. (3.57)
We determine the effective action to fourth order in the case of the first four
slave bosons. Using the above we can readily verify that
−Seff/ = −1

⎛
⎝0|Φ0,0|2 + iNsβλ− 3∑
j=0
lnβχj
− ln
(
1− ( 0
Nβ
)2
(
3
χ3χ2
+
2
χ2χ1
+
1
χ1χ0
)
|Φ0,0|2
+(
0
Nsβ
)4
3
χ0χ1χ2χ3
|Φ0,0|4
))
.
(3.58)
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From this we find that a4 in the case of four slave bosons is given by
a4 =

4
(
0√
Nsβ
)4∑
k,n
⎛
⎝−2
(
3∑
α=0
(α + 1)
χαχα+1
)2
+
12
χ0χ1χ2χ3
⎞
⎠ , (3.59)
or explicitly,
a4 = −
(
0
2N2s β
){
9
(2U¯ − µ¯)2
(
3n3(1− n3) + 2n2(1− n2))
+
18
(2U¯ − µ¯)3
(
n3 − n2)+ 4
(U¯ − µ¯)2
(
2n2(1 − n2) + n1(1− n1))
+
8
(U¯ − µ¯)3
(
n2 − n1)+ 1
(µ¯)2
(
n0(1− n0) + n1(1 − n1))
+
2
µ¯3
(
n0 − n1)+ 4
(U¯ − 2µ¯)µ¯2n
0 − 4
(U¯ − 2µ¯)(U¯ − µ¯)2n
2
+
4
(U¯ − µ¯)µ¯n
1(1 − n1)− 4U¯
(U¯ − µ¯)2µ¯2n
1 − 12
(3U¯ − 2µ¯)(2U¯ − µ¯)2n
3
− 12
(2U¯2 − 3U¯ µ¯+ µ¯2)2n
2(1− n2)− 12U¯
(2U¯2 − 3U¯ µ¯ + µ¯2)2n
2
+
12
(3U¯ − 2µ¯)(U¯ − µ¯)2n
1
}
.
(3.60)
Note that in the zero-temperature limit for the first Mott lobe, when the slave-
boson occupation numbers are proportional to a Kronecker delta, this result coin-
cides exactly with the one previously derived in standard perturbation theory (cf.
Ref. [78] ).
3.7 Density calculations
In this section we demonstrate for the noninteracting case the equivalence of
the calculation of the total particle density through the thermodynamic relation
N = −∂Ω/∂µ and through the use of source currents that couple to the atomic
fields. We consider a system of noninteracting bosons described by creation and
annihilation fields a∗i (τ) and ai(τ) on a lattice. First we calculate the generating
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functional Z[J∗, J ] for this system,
Z[J∗, J ] =
∫
d[a∗]d[a] exp
⎧⎨
⎩−1S0[a∗, a] + 1
∫
dτ
∑
ij
a∗i tijaj
+
∫
dτ
∑
i
(J∗i ai + a
∗
i Ji)
}
. (3.61)
In this equation S0 is the on-site action, which in frequency-momentum represen-
tation typically looks like
S0[a∗, a] =
∑
k,n
a∗k,n (−iωn − µ) ak,n. (3.62)
The hopping term is decoupled by means of a Hubbard-Stratonovich transforma-
tion, i.e., we add the following complete square to the action,
∑
ij
⎛
⎝a∗i − Φ∗i + ∑
j′
t−1ij′ J
∗
j′
⎞
⎠ tij
⎛
⎝aj − Φj + ∑
j′′
t−1ij′′Jj′′
⎞
⎠ .
The atomic fields a∗, a can now be integrated out. Going through the straight-
forward algebra one arrives at the following expression for the generating func-
tional,
Z[J∗, J ] =
∫
d[Φ∗]d[Φ] exp
⎧⎨
⎩
∑
k,n
Φ∗k,nG
−1(k, iωn)Φk,n
+J∗k,nΦk,n + Jk,nΦ
∗
k,n − 
Jk,nJ
∗
k,n
k
}
, (3.63)
where −G−1(k, iωn) = k − 2k (−iωn − µ)−1. The total density may be cal-
culated from this expression by first calculating the correlator 〈a∗k,nak,n〉 through
functional differentiation with respect to the source-currents J , and then to sum
over all momenta and Matsubara frequencies. We have for the first step
〈a∗k,nak,n〉 =
1
Z[0, 0]
δ2
δJ∗k,nδJk,n
Z[J∗, J ]
∣∣∣∣∣
J∗,J=0
=

−iωn − µ− k . (3.64)
We see that there is a pole here at iωn = −k − µ. The density now can be
calculated from n = (1/Nsβ)
∑
k,n〈a∗k,nak,n〉. This is the expected result.
On the other hand, we can also calculate the density from the thermodynamic
potential Ω, by using the relation N = −∂Ω/∂µ where N is the total number of
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particles. Doing that for this case we use that
Ω =
1
β
∑
k,n
{
ln [β(−iωn − µ)] + ln
[−βG−1(k, iωn)]} (3.65)
and obtain
n = − 1
Ns
∂Ω
∂µ
=
1
Nsβ
∑
k,n
{

−iωn − µ +

−iωn − µ− k ·
k
−iωn − µ
}
.
(3.66)
When doing the sum over Matsubara frequencies the pole at iωn = −µ in the
first term in the right-hand side is canceled by the second term and only the other
pole at iωn = −k − µ gives a contribution. This shows the equivalence of both
methods.
3.8 Density calculations revisited 1
In the previous section we showed the equivalence in the noninteracting case of
calculating the density from the thermodynamic potential and by tracing over
the Green’s function of the system. For the interacting case this equivalence is
not obvious if the self-energy depends on the chemical potential. In that case
differentiating the thermodynamic potential with respect to the chemical potential
gives an additional term that is absent if we directly take the Green’s function
to calculate the density. The correct way to calculate the density is to use the
thermodynamic potential. To calculate the thermodynamic potential we make
use of the Green’s function G(k, iωn) in Eq. (3.50a). We note that the Green’s
function of the atoms Ga(k, iωn) is related to G(k, iωn) according to Eq. (3.49)
and can also be written as
Ga(k, iωn) =
−
−iωn − k − µ+ Σ(k, iωn) , (3.67)
where the selfenergy is given by
Σ(k, iωn) = 2αU +
α(α + 1)U2
−iωn − µ− U . (3.68)
In more detail we have for the thermodynamic potential (cf. Eq.(3.17)),
Ω = Ω0 +
1
β
Tr
[
log
(−βG−1)] . (3.69)
1This section was not included in the original paper and was added during the writing of this
thesis.
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C
C’
Figure 3.11: The contours used to perform the summation over the Matsubara
frequencies. The black dots represent the Matsubara frequencies and the other
poles of the integrant are depicted with the unfilled dot.
Note that in the above expression for the thermodynamic potential we have omited
the contribution from the Hubbard-Stratonovich transformation, which is due to
the fact that the path-integral over the Hubbard-Stratonovich fields that we used
to obtain Eq. (3.17) is not equal to one. However, this term does not depend on the
chemical potential and in this section we are interested in the density expression
which follows from the thermodynamic potential by differentiating with respect to
the chemical potential. Therefore, we are allowed to omit this term.
We differentiate the thermodynamic potential in Eq. (3.69) with respect to the
chemical potential to find the density. Using the expression for Ω0 from Eq. (3.10)
we see that differentiating this term with respect to the chemical potential gives
α, where α is the number of particles per site in the Mott lobe that we consider.
Due to the contribution of the second term we obtain in total
n = −∂Ω
∂µ
= −∂Ω0
∂µ
− 1
β
∂
∂µ
Tr
[
log
(−βG−1)]
= α− 1
β
∑
k,n
G(k, iωn)
∂G−1(k, iωn)
∂µ
. (3.70)
To calculate the sum over the Matsubara frequencies in the above trace we are
going to rewrite it as a complex integral [57]. This is achieved by making use of the
function N(z) = β/(eβz−1), which has poles at the even Matsubara frequencies
z = iωn, where ωn = 2nπ/β. The residue of the pole at z = iωn of the function
N(z)G(k, z)/β can be shown to be equal to G(k, iωn) and as a result the sum
over Matsubara frequencies in Eq. (3.70) is equal to the complex integral along
the closed contour C that encloses the imaginary axis, this is also shown in Fig.
3.11.
From Eq. (3.50a) we find that the poles of G(z) are located at the quasiparticle
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qpk and quasihole 
qh
k dispersion, respectively. Using Eq. (3.43) we find that the
derivative term ∂G−1(z)/∂µ has two second-order poles located at z = (αU−µ)/
and z = ((α − 1)U − µ)/, respectively. Explicitely we thus have,
∑
n
G(k, iωn)
∂G−1(k, iωn)
∂µ
=
∑
n
2k
(
Zk
−iωn + qpk
+
1− Zk
−iωn + qhk
+
1
k
)
×
(
− α + 1
(−iωn − µ + αU)2 +
α
(−iωn − µ + (α− 1)U)2
)
=
2k
2
1
2πi
∮
C
dz N(z)
(
Zk
−z + qpk /
+
1− Zk
−z + qhk /
+
1
k/
)
×
(
− α + 1
(−z − (µ− αU)/)2 +
α
(−z − (µ− (α− 1)U)/)2
)
. (3.71)
For the Mott-insulator state with filling fraction α we have that µ lies between
µα±, as given in Eq. (3.26). As a result this means that for the poles that come
from the derivative term we have that µ > (α−1)U and µ < αU . Next we want to
know how the quasiparticle and quasihole poles depend on the chemical potential
within the Mott lobe. It is convenient to define the particle-hole gap
∆k =
√
U2 − 2Uk(2α + 1) + 2k. (3.72)
From this it follows that µα+ − µα− = ∆0. For µα− < µ < µα+ we can write µ =
µα− + δµ, where 0 < δµ < ∆0. We find for the quasiparticle pole that,
qpk (µ
α
− + δµ) = −δµ+ 1/2− k/2 +
∆k
2
+
∆0
2
≥ 0. (3.73)
A similar expression can be obtained for the quasihole pole,
qhk (µ
α
− + δµ) = −δµ+ 1/2− k/2−
∆k
2
+
∆0
2
≤ 0. (3.74)
Therefore, at T = 0, only the quasihole pole is important and we find for the
residue of that pole
(1− Zk)2k
2
(
− α + 1
(−z − (µ− αU)/)2 +
α
(−z − (µ− (α − 1)U)/)2
)
z=qh/
= +1.
(3.75)
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The residue of the pole that is located at z = −(µ− αU)/ is given by,
−(α + 1)2k
2
d
dz
[
N(z)
(
Zk
−z + qpk /
+
1− Zk
−z + qhk /
+
1
k/
)]
z=−(µ−αU)/
= −1.
(3.76)
Adding the two gives zero and as a result we have proven that the density in the
Mott-insulator is, as expected, exactly given by the integer α. This resolves the
problem mentioned at the end of section 3.4.
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Feshbach resonances
Abstract
In this chapter we introduce the Feshbach resonances that are used to tune the
interatomic interactions. Due to the low temperatures of the ultracold gases,
their effective interactions are completely determined by a single parameter,
the s-wave scattering length. The observed resonances in the collision of two-
atoms are a result of the exchange interaction that allows the incoming atoms
to form a bound state with a different spin configuration. The incoming atoms
are said to be in the open channel and the bound state is said to be in the
closed channel. Because of the difference in magnetic moments between the
atoms in the open and closed channel their Zeeman energies change differently
in a magnetic field and as a result the s-wave scattering length, and hence the
magnitude and sign of the interatomic interactions, can be tuned to essentially
any desired value.
4.1 Single-channel scattering
Before we treat Feshbach resonances in ultracold gases, we first describe the single-
channel scattering problem for two indistinguishable colliding atoms. The motion
of two atoms that interact via the potential V (r) separates into the center-of-
mass motion and the relative motion. The wave function of the relative part is
determined by the time-independent Schro¨dinger equation[
−
2∇2
m
+ V (r)
]
ψ(r) = [H0 + V (r)]ψ(r) = Eψ(r). (4.1)
The positive energy solutions of the above equation describe atom-atom scattering
and for elastic scattering we should have that E equals twice the kinetic energy
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k = 2k2/2m of a single atom. Formally, we can express the solutions |ψ(+)〉 to
the scattering problem in Eq. (4.1) in terms of the eigenstates |φ〉 of the problem
with V = 0 as
|ψ(+)〉 = |φ〉+ 1
E −H0 + iV |ψ
(+)〉, (4.2)
where  ↓ 0. Consider now the limit where the interatomic separation is large and
the potential V has vanished, then the solutions are plane waves. In more detail,
the solution to Eq. (4.1) at distances that are much larger than the range of the
interaction can be written as the sum of an incoming plane wave with relative
momentum k and and an outgoing spherical wave [65],
ψ(+)(r) =
1
(2π)3/2
(
exp (ik · r) + f(k′,k)e
+ikr
r
)
, (4.3)
where k′ = krˆ. The function f(k′,k) is known as the scattering amplitude and it
is given by
f(k′,k) = − 1
4π
(2π)3
m
2
〈k′|V |ψ(+)〉. (4.4)
For spherically symmetric potentials the interatomic potential depends only on
the distance between the atoms and as a result the scattering amplitude depends
only on the angle θ between k′ and k and the magnitude k. For scattering by
spherically symmetric potentials we can decompose the scattering states into states
with definite angular momentum and this leads to the method of partial waves.
Specifically we have,
f(k′,k) =
∞∑
l=0
fl(k)Pl(cos θ), (4.5)
where Pl(x) are the Legendre polynomials. To see the physical meaning of the
partial-wave amplitudes fl(k) we note that even if the atoms do not scatter the
plane-wave solutions of the scattering problem can conveniently be written as the
sum of an incoming and outgoing spherical waves as
eik·r =
∑
l
(2l + 1)Pl(cos θ)
(
eikr − e−i(kr−lπ)
2ikr
)
. (4.6)
With the expansion in Eq. (4.5) we can show that the scattering process changes
the coefficient of the outgoing wave according to eikr/r → (1 + 2ikfl(k))eikr/r.
Moreover, because of flux conservation we can show that the magnitude of this
coefficient has to be one [65] and we conclude that at large distances the change in
the wave function due to the collision is to change in every partial wave the phase
of the outgoing wave. This phase shift is called 2δl and for ultracold atoms we
usually only consider s-wave scattering with l = 0. For low energy and momenta
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we define the s-wave scattering length a by
a = − lim
k↓0
δ0(k)
k
. (4.7)
It is convenient to also introduce the so-called T matrix, that satisfies T |φ〉 =
V |ψ(+)〉. In the low-energy limit we can solve for the T matrix in Eq. (4.4) and
we find,
lim
k↓0
f0(k) = −a = − 14π (2π)
3 m
2
〈0|T |0〉. (4.8)
In reality ultracold atoms interact through a short-ranged potential V (x− x′). It
turns out that for a system of two atoms we can account for all two-body processes
by replacing the potential V (q) =
∫
dxV (x)e−iq·x by (2π)3 times the T matrix
and only use first-order perturbation theory to avoid double counting [66]. This
means that the interactions between the atoms can be represented by the point
interaction
V (x− x′) = 4πa
2
m
δ(x − x′). (4.9)
This justifies the use of this pseudopotential in Chapter 2.
4.2 Multi-channel scattering
In the previous section we saw that the collision proces in the absence of the
coupling to other channels is determined by the s-wave scattering length. For
reasons that become clear in a moment, we denote this scattering length now
by abg, which is known as the background scattering length. In this section we
explain that near a Feshbach resonance there are resonant corrections to this
result because of the coupling to another channel, leading to a magnetic-field
dependend total scattering length a(B). To understand the physical origin of
this correction we have to use some concepts from atomic physics. Because most
experiments are performed with alkali atoms we use these atoms to illustrate the
main ideas. The ground-state electronic structure of alkali atoms is such that all
electronic shells are filled and there is a single valence electron in the highest-
occupied shell. The atoms have a nuclear spin I that couples to the electronic
spin by means of the hyperfine interaction. For the alkali atoms the electrons
have zero orbital angular momentum and the coupling arises solely because of the
magnetic field produced by the electron spin S. This means that there are two
values for the total spin F = I+S, with F = I±1/2. In the absence of an external
magnetic field the levels are split because of the hyperfine interaction Hhf = αhfI·S
where αhf is the hyperfine coupling strength and I and S are the operators for the
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nuclear spin and the electronic spin, respectively. Moreover, in the presence of an
external magnetic field the energies are split further because of the interaction of
the magnetic moments of the electron and the nucleus with the magnetic field. If
we take the magnetic field to be along the z axis this Zeeman interaction is given
by Hz = 2µBBSz−gI(µN/)BIz , where µB is the Bohr magneton, µN the nuclear
magneton and gI the nuclear g factor [44].
When two atoms collide the effective interaction potential is determined by
the state of the valence electrons of the colliding atoms [63]. In Fig. 4.1 we
schematically show the relevant physics for the description of a Feshbach resonance.
Initially the atoms are far apart and their spin configuration is such that they see
the interaction potential of the “open” channel. The exchange coupling flips the
spins of one of the colliding atoms and in this different spin state or “closed”
channel the colliding atoms see a different interaction potential [76]. Because of
the different spin arrangement the continuum level of the closed channel is shifted
due to the Zeeman effect by an energy ∆µB, where B is the magnetic field and
∆µ the difference in magnetic moments. The closed-channel potential in general
has bound-states and we consider the case that there is one bound-state with
energy Em close to the open-channel continuum. The energy difference between
the bound-state in the closed channel and the energy of the two-atom continuum
is known as the detuning δ. On resonance, the binding energy of the molecules
equals the difference of the continuum levels ∆µB. Therefore, near resonance, we
have that δ = ∆µB−Em ≡ ∆µ(B−B0), where B0 determines the position of the
resonance.
In the multi-channel scattering problem the scattering state |ψ(+)〉 is now a sum
of contributions in the open |ψopen〉 and closed |ψclosed〉 channels. By introducing
projection operators PO and PC for the open and closed subspaces, respectively,
we can derive from the Schro¨dinger equation explicit coupled equations for the
state vectors |ψopen〉 and |ψclosed〉 [67]. We have
POH(PO + PC)|ψ〉 = EPO|ψ〉
PCH(PO + PC)|ψ〉 = EPC |ψ〉.
(4.10)
Formally, we can solve the equation for the closed channel and obtain the equation
for the open-channel wave function as[
E − POHPO − Vam (E − PCHPC + i)−1 Vam
]
|ψopen〉 = 0. (4.11)
Here we have defined the atom-molecule coupling Vam = POHPC = PCHPO.
Without the coupling to the molecular channel, i.e., Vam = 0, the above equation
reduces to Eq. (4.1). The physics of the Feshbach resonance is described by the
coupling term in Eq. (4.11) and as before we can calculate the T matrix for the
multi-channel problem. In general there are a lot of bound states in the subspace
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Figure 4.1: Illustration of the Feshbach resonance in a two-channel system. The
two potential curves show the open and closed channel potential curves as a func-
tion of the interatomic separation.
that contains the closed channels. However, the experimentally most relevant case
is when only a single bound-state with wave function |ψm〉 and energy Em lies close
to the energy E of the atoms in the open channel. In this limit, we ultimately
obtain that [76, 41],
4πa2/m = 4πabg2/m− |〈ψm|Vam|ψopen〉|
2
δ
. (4.12)
Note that the energy difference in the denominator of the above equation is simply
the detuning δ. Moreover, we define
g =
{
〈ψm|Vam|ψopen〉/
√
2 Bosons
〈ψm|Vam|ψopen〉 Fermions,Bose− Fermi mixtures
. (4.13)
The additional factor of 1/
√
2 for bosons in the above definition of g can diagramat-
ically be understood because for identical bosons there are direct and exchange
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contributions and we obtain an additional factor of two when we calculate the
one-loop self-energy of the molecules.
Experimentally, the scattering length a is characterized by the width ∆B and
the location B0 of the resonance,
a(B) = abg
(
1− ∆B
B −B0
)
. (4.14)
Here the first term describes the background interactions between the atoms and
the second term is due to the coupling to the bound-state level in the closed
channel. Moreover, the effective interactions between the atoms are still described
by the T matrix, but now the scattering length is given by Eq. (4.14). Close
to resonance the dominant contribution to the scattering length in Eq. (4.14)
comes from the second term. If we neglect the background contribution to the
scattering length and multiplying both the numerator and denominator with the
difference in magnetic moments ∆µ, we find using Eq. (4.12) and Eq. (4.13) that
the atom-molecule strength g obeys
g =
{

√
2πabg∆µ∆B/m Bosons

√
4πabg∆µ∆B/m Fermions, Bose-Fermi Mixtures.
(4.15)
4.3 A simple model
To illustrate the above we consider two colliding atoms with a coupling to a molec-
ular state. The Hamiltonian for the coupled atom-molecule system is given by
H = Ha +Hm + Vam(r1 − r2). (4.16)
Here the atomic part is described by
Ha = −
2∇21
2m
− 
2∇22
2m
, (4.17)
with Vam the atom-molecule coupling. The coupled system can be separated into
center-of-mass and relative contributions and the time-independent Schro¨dinger
equation for the relative coordinate of the coupled atom-molecule system is given
by (
H0 Vam
Vam δ
)( |ψa〉
|ψm〉
)
= E
( |ψa〉
|ψm〉
)
. (4.18)
Here H0 = −2∇2r/m is the Hamiltonian for the relative coordinate system of the
two atoms, |ψa〉 is the associated wave function, and δB the bare energy offset of
the molecule with respect to the two-atom continuum. From the above equation
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we obtain the following equation for the eigenenergy of the coupled atom-molecule
system
E − δB = 〈ψm|Vam 1
E −H0Vam|ψm〉. (4.19)
The eigenstates |φk〉 of H0 are plane waves with energies Ek = 2k2/m. Using
these states Eq. (4.19) can be rewritten as
E − δB =
∫
d3k
(2π)3
|〈ψm|Vˆam|φk〉|2
E − 2k2/m . (4.20)
In the absence of the atom-molecule coupling the binding energy of the molecules
is simply equal to the bare detuning. Due to the coupling the molecular binding
energy is modified and the right-hand-side of Eq. (4.20) can be interpreted as the
self-energy Σ(E) of the molecules. The spatial extent of the molecular wave func-
tion is small and the matrix elements in Eq. (4.20) can therefore be approximated
by the usual pseudopotential,
〈r|Vˆam|φm〉 =
{√
2gδ(r) Bosons
gδ(r) Fermions, Bose-Fermi mixtures
. (4.21)
Here g is the atom-molecule coupling as given by Eq. (4.15).
Using this we evaluate the expression for the self-energy in the bosonic case
and obtain,
Σ(E) =
∫
d3k
(2π)3
|〈ψm|Vˆam|φk〉|2
E − 2k2/m
= lim
r↓0
4g2
(2π)2
∫
dk k2
φ∗k(0)φk(r)
E − 2k2/m
= −im
3/2g2
3(2π)
√
E + lim
r↓0
2g2
∫
dk
(2π)3
m eik·r
2k2
. (4.22)
The divergent term in the self-energy in the above equation is energy independent
and comes about because we have used an approximate delta-function potential
instead of the actual interatomic potential. This term can be written as,
lim
r↓0
2g2
∫
dk
(2π)3
m eik·r
2k2
= lim
r↓0
4πg2m
(2π)32
∫
dk
∫
dθ sin θ eikr cos θ
= lim
r↓0
mg2
π22r
∫
dk
sin (kr)
k
= lim
r↓0
mg2
2π2r
. (4.23)
To deal with this divergence we have to use the renormalized detuning instead of
the bare detuning. The former is defined as δ = δB − limr↓0 mg2/2π2r, where
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δ = ∆µ(B − B0) is determined by the experimental value of the magnetic field
B0 at resonance and ∆µ is the difference in magnetic moments. For the case of
fermions or a Bose-Fermi mixture the above expression for the self-energy is a
factor of two smaller and in those cases the renormalized detuning is defined by
δ = δB − limr↓0 mg2/4π2r.
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Effective atom-molecule
theory
Abstract
In this chapter we give a rigorous derivation of the effective action that de-
scribes ultracold atoms in an optical lattice near a Feshbach resonance. The
effective theory takes the form of a generalized Hubbard model and in the fol-
lowing chapters we apply this theory to a Bose gas and a Bose-Fermi mixture
near a Feshbach resonance.
5.1 Introduction
The reason for deriving an effective Hamiltonian for a resonantly-interacting atomic
gas in an optical lattice is that in this manner we can make sure that a simple
mean-field theory for the many-body physics of the gas automatically incorporates
the relevant two-body physics exactly. As a result we start our derivation by con-
sidering first the Feshbach problem for two atoms on a single site. For a deep
optical lattice a single site can be well approximated by a harmonic microtrap
and the two-body Feshbach problem can then be solved exactly. This leads to the
introduction of dressed molecular states on a site.
However, we are not primarily interested in the on-site two-body problem and
actually want to describe the many-body physics of an atomic gas in an optical
lattice. This implies that we must also allow for hopping, or tunneling, of the
dressed molecular states from a site to a neighboring site. Since also single atoms
can hop in this manner the effective theory becomes a theory describing a dilute
gas of dressed molecules and atoms. It is now most important to realize that, in
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contrast to the single-site problem, the interaction between the dressed molecules
and the atoms is not equal to zero at long wavelengths. This follows, of course, from
the mathematical derivation of the effective Hamiltonian as given below, but this
can physically also be understood in the following two ways. First, if the dressed
molecular energy band lies far above the atomic energy band the molecules can
be integrated out, i.e., adiabatically eliminated, and we must obtain a Hubbard
model for the atomic gas. It is precisely the dressed atom-molecule interaction
that is needed to obtain the correct resonant interaction between the atoms in
this Hubbard model. Second, the dressed atom-molecule interaction is needed to
correctly describe important mean-field effects of an atomic and/or a molecular
condensate, such as the Ramsey fringes or Josephson oscillations that have been
observed without an optical lattice by Donley et al. [23]. It should be noted that
the mean-field effects of an atomic condensate also occur in a many-body state
that contains only empty sites or sites with precisely one atom or precisely one
dressed molecule.
Applying our effective Hamiltonian to a particular problem has to be done
with care, since it already incorporates the relevant two-body physics exactly. In
general, if we apply a mean-field theory for the many-body physics to the effective
Hamiltonian, we have to make sure that the mean-field theory does not incorporate
the two-body physics again. Put differently, to derive the effective Hamiltonian we
have already summed an infinite number of Feynman diagrams and we must take
care that the desired mean-field theory does not sum these Feynman diagrams
again. Two well-known examples where such a double counting in principle occurs
are the Hartree-Fock-Bogoliubov theory for a Bose-Einstein condensed atomic Bose
gas [69] and the Bardeen-Cooper-Schrieffer (BCS) theory for an atomic Fermi gas
[70]. For the same reason exact Monte-Carlo simulations of atomic gases must
make use of a nonlocal two-particle potential V (r) that is constructed such that it
reproduces exactly the scattering length a of the microscopic interatomic potential,
instead of using the local interaction (4πa2/m)δ(r) of the effective Hamiltonian
[71].
Another, essentially equivalent but perhaps physically more appealing, way
to look at the effective Hamiltonians used for ultracold atomic gases is from a
renormalization group theory point of view. From this point of view the effective
Hamiltonian is obtained by integrating out all high-energy (two-body) physics
and can thus only be used to describe the low-energy (many-body) physics. In
particular, this shows explicitly that the effective Hamiltonian can be used to
account for the presence of a Bose-Einstein condensate in the gas, because this
affects only the single-particle states with low energies. In the case of an atomic gas
with a Feshbach resonance the microscopic theory can, also in an optical lattice,
be formulated in terms of an interacting theory of atoms and molecules. Under
the above mentioned renormalization procedure, both the molecules and the atom-
molecule interaction get renormalized and consequently the effective theory takes
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the form of an interacting theory of dressed molecules and atoms [76].
As mentioned previously, in the following chapters we consider an atomic Bose
gas (Chapter 6) and an atomic Bose-Fermi mixture (Chapter 7) at low filling frac-
tions of the optical lattice and near a Feshbach resonance. In particular, we have
determined the critical point of the Ising and XY quantum phase transitions that
respectively occur in these cases. To obtain the critical point of the Ising transition
we can conveniently work in the phase in which the Bose gas contains a molecular
condensate. For the XY transition we can even work in the normal state of the
Bose-Fermi mixture. In both cases we are allowed to apply the relevant mean-
field theory to our effective Hamiltonian, since possible double-counting problems
are negligible for the low filling fractions of interest to us. Moreover, the effects
of double-counting, which physically become important when many-body effects
change the on-site wave function of the dressed molecules, can be systematically
removed by including fluctuations around our mean-field theory.
5.2 Effective action
In a nutshell, the quantity of interest in a quantum-field theory is the generating
functional Z of all the Green’s functions. This functional determines all the possi-
ble correlation functions of the system. Specifically, let us consider the field theory
for an atom-molecule gas that is described by the action S[ψ∗a , ψa , ψ
∗
m, ψm], with
ψa and ψm being the atomic and molecular fields, respectively. The generating
functional in imaginary time is defined by
Z[J∗a , Ja , J
∗
m, Jm]
=
∫
d[ψ∗a ] d[ψa ] d[ψ
∗
m] d[ψm] exp
{
−1

S[ψ∗a , ψa , ψ
∗
m, ψm] + SJ
}
, (5.1)
where the source currents couple to the fields according to,
SJ =
∫
dτ
∫
dx [ψ∗a(x, τ)Ja(x, τ) + ψ
∗
m(x, τ)Jm(x, τ)
+J∗a (x, τ)ψa (x, τ) + J
∗
m(x, τ)ψm(x, τ)] .
(5.2)
By taking functional derivatives of Z with respect to the currents we can calculate
all the correlation functions of the theory. Instead of working with Z we usually
prefer to work with the generating functional W of all the connected Green’s
functions, which is related to Z through Z = exp {W}. The functional derivatives
of W with respect to the currents are the expectation values of the fields, i.e.,
δW
δJa
= 〈ψ∗a〉 ≡ φ∗a
δW
δJm
= 〈ψ∗m〉 ≡ φ∗m. (5.3)
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Similar equations hold for the expectation values of the conjugated fields ψa and
ψm. Instead of using W , which only depends on the current sources, it is possible
to define a functional Γ that depends explicitly on the fields φa and φm, and which
is related to W by means of a Legendre transformation, i.e.,
Γ[φ∗a, φa, φ
∗
m, φm] = −W [J∗a , Ja , J∗m, Jm]
+
∫
dτ
∫
dx [φ∗a(x, τ)Ja(x, τ) + φ
∗
m(x, τ)Jm(x, τ)
+J∗a (x, τ)φa(x, τ) + J
∗
m(x, τ)φm(x, τ)] . (5.4)
The reason for doing this is that Γ is related to the exact effective action of the
system, through Seff = −Γ. Technically, Γ is the generating functional of all
one-particle irreducible vertex functions. In our case, the exact effective action for
the atom-molecule theory can be written as
Seff [φ∗a, φa, φ
∗
m, φm] = Tr
[−φ∗aG−1a φa − φ∗mG−1m φm
+g (φ∗mφaφa + φ
∗
aφ
∗
aφm) + . . .] ,
(5.5)
where Ga,m are the exact propagators of the atoms and molecules, respectively, and
g is the exact three-point vertex. The dots denotes all possible other one-particle
irreducible vertices, which turn out to be less relevant for our purposes.
5.3 Dressed molecules
Starting from the microscopic atom-molecule theory in an optical lattice we de-
rive in this section the effective quantum field theory that contains the two-atom
physics exactly. Without loss of generality we consider first bosonic atoms and we
have in first instance for the total action
S = Sa + Sm + Sam, (5.6)
where we have for the atoms
Sa =
∫
β
0
dτ
∫
dx ψ∗a(x, τ)
(
∂τ − 
2∇2
2m
− µ + V0(x)
)
ψa(x, τ)
+
1
2
∫
β
0
dτ
∫
dx
4πabg2
m
ψ∗a(x, τ)ψ
∗
a (x, τ)ψa(x, τ)ψa(x, τ) . (5.7)
and V0(x) is the external potential. In the following we are primarily interested
in the effects of the resonant interactions between the atoms and molecules and as
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a result we do not consider the effect of the background scattering on the atoms.
The bare-molecular contribution to the action is given by
Sm =
∫
β
0
dτ
∫
dx ψ∗m(x, τ)
(
∂τ − 
2∇2
4m
+ δB − 2µ+ V0(x)
)
ψm(x, τ) .
(5.8)
The atom-molecule coupling that describes the formation of a molecule from
two atoms and vice versa, is given by
Sam =
∫ β
0
dτ
∫
dx
∫
dx′ g↑↓(x − x′) {ψ∗m((x+ x′)/2, τ)ψa(x′, τ) ψa(x, τ)
+ψ∗a(x
′, τ)ψ∗a(x, τ)ψm((x+ x
′)/2, τ)} .
(5.9)
Here the atom-molecule coupling is given by g↑↓(x) = V↑↓(x)χm(x)/
√
2, where the
properly normalized and symmetrized wave function χm obeys the Schro¨dinger
equation in the closed channel. Next we want to include the effect of the resonant
interactions on the molecules. We have,
Sa + Sam =
1
2
∫
β
0
dτdτ ′
∫
dxdx′ (ψ∗a(x, τ) ψa(x, τ)) − G−1a
(
ψa(x′, τ ′)
ψ∗a(x
′, τ ′)
)
,
(5.10)
where the 2× 2 (Nambu space) matrix Green’s function obeys
G−1a = G
−1
a,0 −Σ = G−1a,0 (1−Ga,0Σ) , (5.11)
with
G−1a,0 =
[
G−1a (x, τ ;x
′, τ ′) 0
0 G−1a (x
′, τ ′;x, τ)
]
. (5.12)
The self-energy matrix is given by,
Σ =
[
0 g(x− x′)ψ∗m((x+ x′)/2, τ)
g∗(x− x′)ψm((x+ x′)/2, τ) 0
]
δ(τ − τ ′).
(5.13)
With the above atom-molecule action we can calculate the grand-canonical
partition function as a path integral
Z =
∫
d[ψ∗a ]d[ψa ]d[ψ
∗
m]d[ψm] exp
{
−1

S[ψ∗a , ψa , ψ
∗
m, ψm]
}
. (5.14)
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After integrating out the atoms the contribution to the molecular self-energy com-
ing from the resonant interactions is given by
−1
2
Tr [Ga,0ΣGa,0Σ] . (5.15)
This term expresses that the molecule can break up into two atoms and recom-
bine again. The space-time representation is not the most convenient one for our
purposes, because the Green’s functions are not diagonal in that representation.
The zeroth-order Green’s function for the atoms satisfies{
∂τ − 
2∇2
2m
+ V0(x) − µ
}
Ga,0(x, τ ;x′, τ ′) = −δ(τ − τ ′)δ(x− x′). (5.16)
Because this Green’s function only depend on the difference between τ and τ ′, we
can rewrite the above equation by performing a Fourier transform to Matsubara
frequencies. We then find{
−iωn − 
2∇2
2m
+ V0(x)− µ
}
Ga,0(x;x′, iωn) = −δ(x− x′). (5.17)
To proceed further we note that the solutions to the Schro¨dinger equation for a
particle in a periodic potential are the Bloch wave functions. Specifically we have[
−
2∇2
2m
+ V0(x)
]
χak(x) = kχ
a
k(x). (5.18)
Here the wave functions satisfy χak(x) = e
ik·xuk(x) and the functions uk(x) are
invariant under translation by a multiple times the lattice spacing. The lattice
momentum k is extended and runs from negative to positive infinity. These wave
functions form a complete set and it is convenient to make a Fourier transform of
the Green’s function with respect to these functions. This gives
Ga,0(x,x′, iωn) =
∑
k,k′
Ga,0(k,k′, iωn)χak(x)χ
a∗
k′ (x
′). (5.19)
Substituting this into Eq. (5.17) and representing the Dirac delta function in terms
of the Bloch wave functions we obtain,{
−iωn − 
2∇2
2m
+ V0(x)− µ
}∑
k,k′
Ga,0(k,k′, iωn)χak(x)χ
a∗
k′ (x
′) =
∑
k,k′
{−iωn + k − µ}Ga,0(k,k′, iωn)χak(x)χa∗k′ (x′)
= −
∑
k,k′
χak(x)χ
a∗
k′ (x
′)δk,k′ .
(5.20)
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From this we immediately see that
Ga,0(k,k′, iωn) =
−δk,k′
−iωn + k − µ ≡ Ga,0(k, iωn)δk,k
′. (5.21)
The Green’s function in Eq. (5.16) can thus be written as
Ga,0(x, τ ;x′, τ ′) =
1
β
∑
k,n
Ga,0(k, iωn)χak(x)χ
a∗
k (x
′)e−iωn(τ−τ
′). (5.22)
As before we use the Wannier functions introduced in Sec. 2.3, which implies
ψ†m(x, τ) =
1√
β
∑
n
∑
p,i
b†p,i(iωn)w
∗
p(x− xi)eiωnτ ,
ψm(x, τ) =
1√
β
∑
n
∑
p,i
bp,i(iωn)wp(x− xi)e−iωnτ . (5.23)
Here the operators b†n,i and bn,i create and annihilate a molecule in the n-th trap
state of site i, respectively. Using this we find that the molecular part of the action
in Eq. (5.8) is given by
Sm =
∫
β
0
dτ
∫
dx ψ∗m(x, τ)
(
∂τ − 
2∇2
4m
+ δB − 2µ+ V0(x)
)
ψm(x, τ)
=
∑
n
∑
i,j
∑
p,q
b∗p,i(iωn)bq,j(iωn)
×
∫
dx w∗p(x − xi)
(
−iωn − 
2∇2
4m
+ V0(x) + δB − 2µ
)
wq(x− xj).
(5.24)
From this we can read off the hopping term tm and the on-site energy m. As we
will show later on the important case is when the molecules are in the lowest band.
Specifically we then find for the hopping
tm = −
∫
dx w∗0(x − xi)
[
−
2∇2
4m
+ V0(x)
]
w0(x− xj), (5.25)
where i and j are nearest-neighbouring sites. The on-site energy m is given by
m =
∫
dx w∗0(x− xi)
[
−
2∇2
4m
+ V0(x)
]
w0(x − xi). (5.26)
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Figure 5.1: Diagramatic representation of the second-order term in Eq. (5.28).
The action in Eq. (5.24) can therefore be written as a lattice action
Sm =
∑
n
⎧⎨
⎩−tm
∑
〈i,j〉
b∗i (iωn)bj (iωn)
+
∑
i
(−iωn + m + δB − 2µ) b∗i (iωn)bi (iωn)
}
,
(5.27)
where 〈i, j〉 denotes the sum over nearest neighbours, and m = 3ω/2 in the
tight-binding limit.
Next we consider the second-order contribution of Eq. (5.15) that introduces
a self-energy for the molecules. We introduce center-of-mass R = (x′ + x′′)/2,
R′ = (x + x′′′)/2 and relative r = x′ − x′′, r′ = x′′′ − x coordinates. For the
second-order term in Eq. (5.15) we thus obtain
Tr [Ga,0ΣGa,0Σ] =
∫ β
0
dτ dτ ′
∫
dR dR′ dr dr′ g(r)g(r′)ψ∗m(R, τ)ψm(R
′, τ ′)
×Ga,0(R′ + r′/2, τ ;R+ r/2, τ ′)Ga,0(R′ − r′/2, τ ;R− r/2, τ ′).
(5.28)
Diagramatically we have represented this term in Fig. 5.1. In the above expression
we substitute the Wannier representation of the molecular fields and take the
pseudopotential approximation g(r) = gδ(r) to find
Tr [Ga,0ΣGa,0Σ] = g2
1
β
∑
n,n′
∑
p,i
∑
q,j
∫
β
0
dτ dτ ′
∫
dR dR′ b∗p,i(iωn)bq,j(iωn′)
×eiωnτe−iωn′τ ′w∗p(R− xi)wq(R′ − xj)Ga,0(R′, τ ;R, τ ′)Ga,0(R′, τ ;R, τ ′).
(5.29)
Taking also the Fourier transform of the Green’s functions, i.e., using Eq. (5.22),
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we obtain
Tr [Ga,0ΣGa,0Σ] = g2
1
(β)3
∑
n,n′
∑
m,m′
∑
p,i
∑
q,j
∫ β
0
dτ dτ ′
∫
dR dR′
×b∗p,i(iωn)bq,j(iωn′)eiωnτe−iωn′τ
′
e−i(ωm+ωm′ )(τ−τ
′)w∗p(R− xi)wq(R′ − xj)
×
⎡
⎣∑
k,k′
Ga,0(k, iωm)Ga,0(k′, iωm′)χak(R)χ
a∗
k (R
′)χak′(R)χ
a∗
k′ (R
′)
⎤
⎦ .
(5.30)
The integrals over the imaginary time variables τ and τ ′ can now be performed
and these give that ωn = ωn′ = ωm + ωm′ . We recall from section 2.3 that
the single-particle wave functions that appear in the above equation are given by
χak(R) =
∑
i e
ik·xiwan(R − xi). In the tight-binding limit the Wannier functions
are replaced by the tight-binding functions,
wn(R− xi) ≈ φn(R− xi). (5.31)
Here φn(R) = φn,	,m(R, θ, φ) are the eigenstates of the atoms in the three-dimensional
isotropic harmonic oscillator potential. In spherical coordinates they are given by
φan(R) = φ
a
n,	,m(R) =
√
2/l3
(
n+ + 1/2
n
)−1/2 1√
(+ 1/2)!
×e−R2/2l2L(1/2+	)n ((R/l)2) (R/l)	 Y	m(θ, φ).
(5.32)
Here L(1/2+l)n (R) are the well-known generalized Laguerre polynomials, Y	,m(θ, φ)
are again the spherical harmonic functions, and l =
√
/mω is the harmonic
oscillator length. In the extreme tight-binding limit the energies k = n =
(2n +  + 3/2)ω in Eq. (5.21) only depend on the radial and angular momen-
tum quantum numbers n and l, respectively [44]. Explicitly, the states with zero
angular momentum are given by
φan,0,0(R) =
1
l3/2π3/4
e−R
2/2l2L(1/2)n ((R/l)
2)/
√
L
(1/2)
n (0). (5.33)
Note that for wave functions on different lattice sites the overlap is negligible.
Therefore, we must have that R − xi and R − xj are on the same site and we
assume that this is the case. As a result we can omit the xi coordinate and simply
write R and R′.
Next, we evaluate the sum over Matsubara frequencies, keeping the external
frequency ωm+ωm′ ≡ ωn of the molecules fixed. The product of Green’s functions
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can be rewritten as
Ga,0(n, iωm)Ga,0(n′, iωm′) = − Ga,0(n, iωm) +Ga,0(n
′, iωm′)
−i(ωm + ωm′) + n + n′ − 2µ. (5.34)
We perform the sum and take the two-body limit, which amounts to taking the
resulting occupation numbers equal to zero. We find
Tr [Ga,0ΣGa,0Σ] = g2
1
β
∑
i
∑
p,q
∑
n,n′
∑
n
∫
dR dR′ b∗p,i(iωn)bq,i(iωn)
×φ
m∗
p (R)φ
m
q (R
′)φan(R)φ
a∗
n (R
′)φan′(R)φ
a∗
n′ (R
′)
−iωn + n + n′ − 2µ .
(5.35)
For the systems of interest to us the molecules occupy only the lowest band, i.e.,
we take the band indices p and q of the molecular fields in the last expression
equal to zero. In the following we then need the tight-binding function φm0 of the
molecules, which is given by φm0 (R) =
(
2/πl2
)3/4
e−(R/l)
2
.
To proceed, we evaluate the integrals over the center-of-mass coordinates R
and R′, respectively. We have
∫
dRφm∗0 (R)φ
a
n(R)φ
a
n′(R) = 2
(
2/πl2
)3/4
×
∫
dR dθ dφ R2+	+	
′
sin θ e−2R
2
Y	m(θ, φ)Y	′m′(θ, φ)
×L
(1/2+	)
n (R2)√
( + 1/2)!
L
(1/2+	′)
n′ (R
2)√
(′ + 1/2)!
(
n+ + 1/2
n
)−1/2(
n′ + ′ + 1/2
n′
)−1/2
.
(5.36)
In the right-hand side of the above equation the integral variable R is made dimen-
sionless using the length l. The above integral looks formidable but the angular
integrations can be directly evaluated using the orthonormality relations for the
spherical harmonics. To evaluate the remaining integral over R we make use of
the following relation [72]
∫
dX e−2X
2
X2+2	L(1/2+	)n (X
2)L(1/2+	)n′ (X
2)
=
1
2
∫
dy e−2yy1/2+	L(1/2+	)n (y)L
(1/2+	)
n′ (y) =
Γ(n+ n′ + + 3/2)
2n!n′!
1
2n+n′+	+3/2
.
(5.37)
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Using this we find that Eq. (5.36) can be written as
∫
dRφm∗0 (R)φ
a
n(R)φ
a
n′(R) = δm,−m′δ	,	′
(
2/πl2
)3/4 Γ(n + n′ + + 3/2)
2n!n′!
× 1
2n+n′+	+3/2
1
(+ 1/2)!
(
n+ + 1/2
n
)−1/2(
n′ + ′ + 1/2
n′
)−1/2
.
(5.38)
The next step is now to evaluate the sums over the quantum numbers of the
square of the above integral. Note that the energy denominator in Eq. (5.35) is
determined by the sum of the two energies n,	 + n′,	. We then partially evaluate
the resulting sum over the quantum numbers n and n′ by summing out all the
contributions that have the same energy q ≡ q,0 = n+n′,2	 − 3ω/2. Finally we
then still have to perform the sum over q. Carrying out the partial sum gives
∑
n,n′
[∫
dRφm∗0 (R)φ
a
n(R)φ
a
n′(R)
]2
=
∑
q
1
2
√
2
φa∗q (0)φ
a
q(0), (5.39)
where φaq(R) ≡ φaq,0,0(R). The problem of two atoms in a three-dimensional
harmonic oscillator can be separated into relative and center-of-mass problems.
The wavefunctions with zero angular momentum for the relative coordinates are
given by
φn(r) =
1
l3/2(2π)3/4
e−r
2/4l2L(1/2)n ((r
2/2l2))/
√
L
(1/2)
n (0). (5.40)
In terms of these wavefunctions we have
∑
n,n′
[∫
dRφm∗0 (R)φ
a
n(R)φ
a
n′(R)
]2
=
∑
q
φ∗q(0)φq(0). (5.41)
For the second order contribution to the self-energy we now obtain
Tr [Ga,0ΣGa,0Σ] =
g2√
2πl3
1
β
∑
i,n
b∗0,i(iωn)b0,i(iωn)
×
∑
q
φ∗q(0)φq(0)
−iωn + q + 3ω/2− 2µ.
(5.42)
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Figure 5.2: The function E −G(E) as a function of the energy E.
We show in the next chapter that the resulting sum can be evaluated to give,
after renormalisation of the bare detuning δB to the detuning δ, the following
self-energy for the molecules,
Σ(iωn) = g2
G(iωn − 3ω/2 + 2µ)√
2πl3ω
, (5.43)
where G(z) is the ratio of two gamma functions
G(z) = Γ(−z/2ω + 3/4)/Γ(−z/2ω+ 1/4), (5.44)
and ω is the angular frequency of the optical lattice sites. The propagator is
therefore given by
D−1(iωn) = (−iωn + 3ω/2− 2µ+ δ + Σ(iωn)) /. (5.45)
We perform an analytic continuation iωn → E + i and the zeros of the above
equation correspond now to the poles of the Green’s function, which in turn cor-
respond to the physical modes of the system. In Fig. 5.2 we have plotted the
function E−G(E). To study the modes we calculate the spectral weight function,
which is given by
ρ(E) = − 1
π
Im
[
D(+)(E)
]
, (5.46)
where D(+)(E) is the retarded Green’s function of the system, i.e., D(+)(E) =
D(E + i). In the two-body limit the chemical potential is zero and because the
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self-energy is real the spectral weight function now becomes a set of delta functions
with strength Zσ located at the solutions σ of the equation
3ω/2 + δ = σ − g2
[
G(σ − 3ω/2)√
2πl3ω
]
. (5.47)
Therefore, we can replace the bare molecular field b by the dressed fields bσ with
energy σ. The coupling term between the bare atoms and bare molecules then
has to be replaced by a coupling term between the bare atoms and the dressed
molecules.
We now have all ingredients needed for the effective atom-molecule theory. The
Hamiltonian representation of the effective action is then given by
H = −ta
∑
〈i,j〉
a†iaj − tm
∑
σ
∑
〈i,j〉
b†i,σbj,σ
+
∑
σ
∑
i
(σ − 2µ) b†i,σbi,σ +
∑
i
(a − µ)a†iai
+
Ubg
2
∑
i
a†ia
†
iaiai + g
′∑
σ
∑
i
√
Zσ
(
b†i,σaiai + a
†
ia
†
ibi,σ
)
.
(5.48)
Here ta and tm are the tunneling amplitudes for the atoms and the molecules,
respectively, and they are given by Eq. (2.22 ) and Eq. (5.25), respectively. Note
that the similar looking Wannier functions in both expressions for the hopping
energy refer to the Wannier functions of the atoms when we consider atoms and
the Wannier function of the molecules when we consider molecules. The sum over
〈i, j〉 denotes a sum over nearest neighbours and the operators a†i , ai correspond
to the creation and annihilation operators of a single atom at site i respectively.
The operators b†i,σ, bi,σ correspond to the creation and annihilation operators of
the dressed molecules at site i, respectively. Also a = 3ω/2 is the on-site energy
of a single atom. The background interaction energy Ubg is determined by Eq.
(2.24) and the effective atom-molecule coupling in the optical lattice is given by
g′ = g
∫
dx [φm∗0 (x)φ
a
0(x)φ
a
0(x)] = g
[∫
dx|φa0(x)|4
]1/2
, (5.49)
where g is the atom-molecule coupling in the absence of the optical lattice. Note
that (g′)2 is proportional to
∫
dx|φa0(x)|4 in exactly the same way as the back-
ground interaction term Ubg.
In summary, we have derived the effective atom-molecule theory in the tight-
binding limit by calculating the generating functional Γ[φ∗a, φa, φ∗m, φm] of all one-
particle irreducible vertex functions in the approximation where we have summed
over all two-body processes for the molecules. In this manner we have made sure
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Figure 5.3: Illustration of the quantum Ising transition in a Bose gas near a
Feshbach resonance.
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Figure 5.4: Illustration of the quantum Ising transition in a Bose gas near a
Feshbach resonance.
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that a simple mean-field theory for the many-body physics of the gas automatically
incorporates the relevant two-body physics exactly. In the next chapter we derive
the same result by considering first the Feshbach problem for two atoms on a single
site. For a deep optical lattice a single site can be well approximated by a harmonic
microtrap and the two-body Feshbach problem can then be solved exactly. This
then leads to the introduction of the same dressed molecules. When we apply
our theory to the Bose gas near a Feshbach resonance we obtain a picture for
the quantum Ising transition that is sketched in Figs. 5.3 and 5.4. For negative
detuning (Fig. 5.3 top picture) we have a Bose-Einstein condensate of dressed
molecules which has a large amplitude in the bare-molecular channel. If we cross
the quantum phase transition (Fig. 5.3 bottom picture) we also have an atomic
Bose-Einstein condensate and the amplitude of the dressed molecules in the bare-
molecular state becomes smaller. For even larger detunings (Fig. 5.4 top picture)
the fraction of Bose-Einstein condensed atoms becomes larger and the remaining
dressed molecules have a large amplitude in the open state (Fig. 5.4 bottom
picture).
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Feshbach resonances in an
optical lattice
Abstract
We present the theory for ultracold atomic gases in an optical lattice near
a Feshbach resonance. In the single-band approximation the theory describes
atoms and molecules which can both tunnel through the lattice. Moreover,
an avoided crossing between the two-atom and the molecular states occurs
at every site. We determine the microscopic parameters of the generalized
Hubbard model that describes this physics, using the experimentally known
parameters of the Feshbach resonance in the absence of the optical lattice.
As an application we also calculate the zero-temperature phase diagram of an
atomic Bose gas in an optical lattice.
This chapter has been published as “Feshbach resonances in an optical lattice”,
D.B.M. Dickerscheid, U. Al Khawaja, D.van Oosten, and H.T.C. Stoof, Phys. Rev.
A 71, 043604 (2005).
6.1 Introduction.
In the last few years there has been much excitement in the field of ultracold
atomic gases. To a large extent this is due to two new experimental developments.
The first is the use of so-called Feshbach resonances in the collision of two atoms,
and the second is the use of an optical lattice. Both developments have led to an
unprecedented controle over the physically relevant parameters of the atomic gas
that can be used to explore new strongly-correlated regions of its phase diagram.
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In this paper we propose to combine these two developments and study an atomic
gas in an optical lattice near a Feshbach resonance.
A more specific motivation for studying Feshbach resonances in an optical lat-
tice is that recently it has been shown that in an atomic Bose gas near a Feshbach
resonance a quantum phase transition occurs between a phase with only a molecu-
lar condensate (MC) and a phase with both an atomic and a molecular condensate
(AC+MC) [73, 74]. The experimental observation of this quantum Ising transition
is, however, complicated by the fact that in a harmonic trap the fast vibrational re-
laxation of Feshbach molecules consisting of two bosonic atoms appears to prevent
the creation of a molecular condensate in that case [75]. In an optical lattice with a
low filling fraction molecule-molecule and atom-molecule collisions can essentially
be neglected and we expect this problem to be much less severe.
Having this particular application in mind, we from now on focus on atomic
Bose gases. However, our results can be immediately generalized to the case of
a two-component Fermi gas or even an atomic Bose-Fermi mixture in an optical
lattice. Moreover, we consider only such low filling fractions that it is justified to
neglect the possibility of having three or more atoms per lattice site. The reason
for this restriction is that in this case we have at most two atoms per site and the
effect of the resonant interactions between the atoms can be incorporated into the
theory exactly. The latter was shown previously to be very important for arriving
at a quantitatively accurate description of a harmonically trapped atomic gas near
a Feshbach resonance [76]. How this can be achieved also in an optical lattice is
discussed next.
6.2 Generalized Hubbard model.
We consider the experimentally most interesting case of a deep optical lattice in
which the on-site potential is, for low energies, well approximated by an isotropic
harmonic potential with energy splitting ω and the tunneling energy ta for atoms
between sites obeys ta  ω. For two atoms on a single site the two-channel
Feshbach problem in the relative coordinate, after splitting off the center-of-mass
motion, is then given by the Schro¨dinger equation
(
H0 + Vaa Vam
Vam δB
)( |ψa〉
|ψm〉
)
= E
( |ψa〉
|ψm〉
)
. (6.1)
Here the noninteracting atomic Hamiltonian is H0 = −2∇2r/m+ mω2r2/4. The
bare detuning is denoted by δB, r is the relative coordinate between the atoms and
m is the atomic mass. The nonresonant or background atom-atom interaction is
Vaa and the atom-molecule coupling is denoted by Vam. In first instance only the
relative part is relevant, since only this part is affected by the interactions between
the atoms. The center-of-mass part determines the tunneling. From Eq. (6.1) we
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obtain the following equation for the molecules
〈ψm|Vam 1
E −H0 − Vaa Vam|ψm〉 = E − δB, (6.2)
where |ψm〉 is the bare molecular wavefunction. Note that in the above we have
implicitly taken the extent of this wavefunction to be so small that its energy is
not affected by the optical lattice, which is well justified in practice. Because
for most atoms we also have that |Vaa|  ω, we can neglect in the atomic
propagator Vaa compared to H0. Moreover, the eigenstates |φn〉 of H0 with en-
ergy En = (2n + 3/2)ω that are relevant for an s-wave Feshbach resonance,
can be written in terms of the generalized Laguerre polynomials as 〈r|φn〉 =
e−r
2/4l2L
1/2
n (r2/2l2)/(2πl2)3/4[L
1/2
n (0)]1/2. Here l =
√
/mω is the harmonic os-
cillator length. Using these states Eq. (6.2) can be rewritten as
∑
n
|〈ψm|Vam|φn〉|2
E − En = E − δB. (6.3)
Using also the usual pseudopotential approximation, we have that 〈r|Vam|ψm〉 =√
2gδ(r), where the atom-molecule coupling g = 
√
2πabg∆B∆µ/m depends on
the background scattering length abg, the width of the resonance ∆B, and the
difference in magnetic moments ∆µ of the relevant Feshbach resonance [76]. From
this we then find that the energy of the molecules obeys
E − δB = 2g2
∑
m
φ∗m(0)φm(0)
E − Em
= g2
[
G(E)√
2πl3ω
− lim
r→0
m
2π2r
]
. (6.4)
The function G(E) is the ratio of two gamma functions G(E) = Γ(−E/2ω +
3/4)/Γ(−E/2ω+ 1/4). The divergence in Eq. (6.4), which was first obtained by
Busch et al. in the context of a single-channel problem [47], can be dealt with by
using the following renormalisation procedure. The right-hand side of Eq. (6.4) can
be interpreted as the selfenergy of the molecules Σm(E). The divergence in the
selfenergy is energy-independent and is related to an ultraviolet divergence that
comes about because we have used pseudopotentials. To deal with this divergence
we have to use the renormalized detuning instead of the bare detuning. The former
is defined as δ = δB − limr↓0 mg2/2π2r, where δ = ∆µ(B − B0) is determined
by the experimental value of the magnetic field B0 at resonance. Note that, as
expected, the required subtraction is exactly equal to the one needed in the absence
of the optical lattice. In the latter case we have to subtract 2g2
∫
dk m/2k2(2π)3
[76, 77], which can be interpreted as δ = δB − limr↓0 2g2
∫
dk eik·rm/2k2(2π)3.
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Figure 6.1: The relative energy levels of the atom-molecule system as a function
of the detuning δ. This figure was calculated for g2/
√
2πl3(ω)2 = 0.1
In this manner we obtain the relative energy levels of the dressed molecules as a
function of the experimental detuning that is shown in Fig. 6.1.
From this figure we see that for very negative detuning the molecular state lies
below the ground-state of the on-site microtrap and the bound-state energy is well
approximated by the detuning. As it approaches the ground-state level of the trap
there is an avoided crossing and as a result the lowest trap state is shifted upward.
If the avoided crossings between the molecular level and subsequent trap states
do not strongly overlap, the system can be well described by considering only the
lowest trap state. The overlap between the avoided crossings is determined by the
strength of the atom-molecule coupling and can be neglected if g2/
√
2πl3(ω)2 
1. In this paper we restrict ourselves to a single-band approximation, although the
generalization to the multi-band situation is straightforward. This means that we
only take into account the wavefunctions of the molecular state and the ground
state of the on-site microtrap. In that case only two energy levels are of importance
when there are two atoms on a lattice site. We denote these levels by ↑ and ↓
and their behaviour as a function of detuning is shown in Fig. 6.2.
The effective atom-molecule coupling in the optical lattice is given by g′ =
g(
∫
dx|ψ0(x)|4)1/2 = g/(2πl2)3/4, where ψ0(x) is the Wannier function in the
lowest band of the optical lattice. The effective atom-atom interaction is now
given by Ueff = Ubg−2(g′)2/(δ−3ω/2), where the background on-site interaction
strength Ubg =
(
4πabg2/m
) ∫
dx|ψ0(x)|4 =
√
2/πω (abg/l). It is interesting to
note that in order for the single-band approximation to be valid we do not need
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to have that Ueff  ω because the on-site two-atom problem has been solved
exactly. In Fig. 6.2 we also show a close-up of the avoided crossing and the
wavefunction renormalisation factors Zσ that give the amplitude of the closed
channel part of the molecules in the state |ψσ〉. Explicitely, we thus have in the
single-band approximation that
|ψ↑〉 =
√
Z↑|ψm〉 −
√
1− Z↑|ψ0ψ0〉
|ψ↓〉 =
√
Z↓|ψm〉+
√
1− Z↓|ψ0ψ0〉. (6.5)
The probability Zσ is determined by the selfenergy of the molecules through the
relation Zσ = 1/(1− ∂Σm(E)/∂E) [74]. Note that in Fig. 6.2 the probability Z↑
already shows the effect of the avoided crossing at a detuning of about 3ω. As
long as the single-band approximation is valid this will, however, not affect any
of the results because the two-atom state that is involved in this avoided crossing
will not be populated.
Combining the above we thus find a generalized Hubbard Hamiltonian that is
given by
H = −ta
∑
〈i,j〉
a†iaj − tm
∑
σ
∑
〈i,j〉
b†i,σbj,σ
+
∑
σ
∑
i
(σ − 2µ) b†i,σbi,σ +
∑
i
(a − µ)a†iai
+
Ubg
2
∑
i
a†ia
†
iaiai + g
′∑
σ
∑
i
√
Zσ
(
b†i,σaiai + a
†
ia
†
ibi,σ
)
. (6.6)
Here ta and tm are the tunneling amplitudes for the atoms and the molecules,
respectively, and 〈i, j〉 denotes a sum over nearest neighbours. The operators a†i ,
ai correspond to the creation and annihilation operators of a single atom at site i
respectively. The operators b†i,σ, bi,σ correspond to the creation and annihilation
operators of the dressed molecules at site i respectively. Also a = 3ω/2 is the
on-site energy of a single atom. In the tight-binding limit the hopping amplitudes
can be conveniently expressed in terms of the lattice parameters as [78]
ta,m =
ω
2
[
1−
(
2
π
)2](
λ
4la,m
)2
e−(λ/4la,m)
2
. (6.7)
Here λ is the wavelength of the light used to create the optical lattice and lm
√
2 =
la = l. Note that, as expected, we have that tm ∝ t2a/ω  ta. Note also that
our harmonic approximation to the on-site potential in principle slightly under-
estimates the hopping parameter. A more accurate determination of these pa-
rameters would involve the calculation of the appropriate Wannier functions. The
chemical potential µ is added because we perform our next calculations in the
grand-canonical ensemble.
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Figure 6.2: Details of the physical content of our theory. We show the avoided
crossing between the molecular level and the lowest two-atom trap state. The
inset shows the probability Zσ as a function of the detuning δ. This figure was
calculated for g2/
√
2πl3(ω)2 = 0.1 Note that the center of mass contribution to
the energy has been taken into account here.
6.3 Phase diagram.
To find the mean-field phase diagram of a Bose gas in an optical lattice, we consider
at sufficiently negative detuning the phase with only a Bose-Einstein condensate
of molecules and perform a quadratic expansion of the Hamiltonian in the fluctu-
ations of the molecular annihilation operator bk,σ around the nonzero expectation
value 〈bk,σ〉 = √nmcδk,0δσ,↓. The effective Hamiltonian is then diagonalized by
a Bogoliubov transformation and from the result we determine the equation of
state of the gas as a function of the detuning δ and the temperature T ≡ 1/kBβ.
For the equation of state for the total filling fraction we find (cf. Ref. [74])
n = na + 2
∑
σ n
σ
m with the molecular filling fractions obeying
n↓m = nmc +
1
Ns
∑
k =0
1
eβωk,↓ − 1 ,
n↑m =
1
Ns
∑
k
1
eβωk,↑ − 1 , (6.8)
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and the atomic filling fraction
na =
1
Ns
∑
k
{
2ak − m
2ωk
1
eβωk − 1
+
2ak − m − 2ωk
4ωk
}
. (6.9)
Moreover, we have that Ns is the total number of sites in the lattice, ak =
−2ta
∑3
j=1 cos (kjλ/2) + a, 
m
k,σ = −2tm
∑3
j=1 cos (kjλ/2) + σ, and ωk,σ =
mk,σ + m is the molecular dispersion. Likewise we find that ωk = [(
a
k − m/2)2−
4g′2Z↓nmc]1/2 is the atomic Bogoliubov dispersion with m = ↓ − ztm equal to
twice the chemical potential and z is the number of nearest neighbours.
The critical temperature for the Bose-Einstein condensation of the molecules
follows from the condition nmc = 0. The location of the Ising quantum phase
transitions follows from the zero-momentum instability in the atomic Bogoliubov
dispersion when the detuning m = −4g′
√
Z↓
√
nmc + 2a − 2zta. In Fig. 6.3a
we show the results for this condition as a function of the total filling fraction
and detuning. Note that in the limit of vanishing density the quantum critical
point is determined by the ideal gas condition for Bose-Einstein condensation, i.e.,
µ = m/2 = a − zta. From this condition it follows that for low enough filling
fractions the location of the quantum phase transition shifts to higher detuning
with increasing strength of the atom-molecule coupling. On the other hand at
large negative detuning a larger value of the atom-molecule coupling implies a
larger quantum depletion and hence a smaller molecular condensate fraction. This
effect shifts the Ising transition to lower detuning.
For completeness we would like to point out that at n = 1 the phase diagram
can also contain a Mott-insulator phase [80]. This phase can occur at sufficiently
large positive detuning such that Ueff/zta ≥ 3 + 2
√
2 [78, 79]. In contrast to the
quantum Ising transition, this transition has already been observed experimentally
by Greiner et al. [10] after the theoretical prediction by Jaksch et al. [81]. Its
existence does not rely on the presence of the Feshbach resonance and we, therefore,
have not included it in the phase diagram in Fig. 6.3. It is important to realize that
this Mott insulator can only exist for repulsive interactions between the atoms,
which requires Ubg to be positive.
6.4 Conclusions and discussion.
In summary, we have shown how to determine the microscopic parameters of the
generalized Hubbard model in Eq.(6.6) that describes the physics of resonantly-
interacting atoms in an optical lattice, using the experimentally known parameters
of the Feshbach resonance in the absence of the optical lattice. As an application
85
Chapter 6
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.6  0.8  1  1.2
n
δ/−hω
MC
AC + MC
(a)
 0
 0.2
 0.4
 0.6
-5 -4 -3 -2 -1  0  1
n
m
c
/n
δ/−hω
(b)
Figure 6.3: Zero temperature phase diagram as a function of the filling fraction
per site and the detuning δ in units of ω. The different curves that separate the
MC and the AC+MC phases correspond to values of g′/ω = 0.10 (full curve) and
g′/ω = 0.12 (dashed curve) respectively. In both cases we have taken ω to be
104 rad/s.
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we also calculated the zero-temperature phase diagram of an atomic Bose gas in
an optical lattice in the single-band approximation. By using an optical lattice
one can suppress three-body recombination processes that lead to a fast decay of
the molecular condensate.
For the single-band approximation to be valid the atom-molecule coupling con-
stant g has to be small enough such that the avoided crossings between subsequent
bands do not overlap with each other. In some cases, however, this coupling con-
stant can be too large for realistic conditions and the single-band approximation
will not hold anymore. In those cases we have to include higher-lying two-atom
states. To avoid this complication the atom-molecule coupling g can be made
smaller by using a more narrow Feshbach resonance or by using two-photon Ra-
man transitions to convert atoms into molecules [82]. Inclusion of higher-lying
two-atom states is, however, easily achieved in our theory by adding more atomic
and molecular states into the generalized Hubbard model. In principle, we have
to add several dressed molecular states |ψσ〉 for each additional atomic band that
is required for a sufficiently accurate description of the atomic gas in the optical
lattice. More precisely, for M atomic bands we need to include M2 + 1 dressed
molecular states into the theory.
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Quantum phases in a
resonantly-interacting
Bose-Fermi mixture
Abstract
We consider a resonantly-interacting Bose-Fermi mixture of 40K and 87Rb
atoms in an optical lattice. We show that by using a red-detuned optical lattice
the mixture can be accurately described by a generalized Hubbard model for
40K and 87Rb atoms, and 40K-87Rb molecules. The microscopic parameters
of this model are fully determined by the details of the optical lattice and the
interspecies Feshbach resonance in the absence of the lattice. We predict a
quantum phase transition to occur in this system already at low atomic filling
fraction, and present the phase diagram as a function of the temperature and
the applied magnetic field.
This chapter has been published as “Quantum phases in a resonantly-interacting
Bose-Fermi mixture”, D. B. M. Dickerscheid, D. van Oosten, E. J. Tillema, and
H. T. C. Stoof, Phys. Rev. Lett. 94, 230404 (2005).
7.1 Introduction.
In the last few years experiments have shown that it is possible to realize a quan-
tum degenerate gas of fermionic atoms [4]. Combining such a degenerate Fermi gas
with a Bose-Einstein condensate of atoms, it is also possible to obtain a quantum
degenerate Bose-Fermi mixture [83], thus creating a dilute analog of the liquid
89
Chapter 7
3He-4He mixture. The recent observation of interspecies Feshbach resonances in
a Bose-Fermi mixture [38, 39] opens up even richer physics, as this couples the
fermionic and bosonic atoms to a third species, namely the fermionic heteronu-
clear molecules. An interesting aspect of the resonantly-interacting mixture that
we address in much more detail in the following, is the possibility to reversibly de-
stroy a Bose-Einstein condensate of atoms, by associating the bosonic atoms into
fermionic molecules and thus creating a degenerate Fermi gas of dipolar particles.
Moreover, the Bose-Einstein condensed phase is very interesting by itself because
it contains a macroscopic quantum coherence between the fermionic atoms and
molecules. However, in experiments with magnetic or optical traps the molecules
quickly decay due to inelastic atom-molecule and molecule-molecule collisions [75].
By loading the degenerate Bose-Fermi mixture into an optical lattice with a total
filling factor less then unity, these collisions can be prevented and the lifetime of
the molecules is expected to be dramatically enhanced.
Bose-Fermi mixtures in an optical lattice, but in the absence of an interspecies
Feshbach resonance, have been the subject of active theoretical investigation lately.
In particular, domain boundaries due to a trapping potential [84], lattice symme-
try breaking [85], the existence of quantum phases that involve the pairing of
fermions with bosons [86], and also unconventional fermion pairing [87, 88] have
been predicted. It is the main objective of this Letter to generalize these studies to
the case of a resonantly-interacting Bose-Fermi mixture. Although our theoretical
methods are very general, we consider as a concrete example a mixture of fermionic
40K atoms and the bosonic 87Rb atoms, as this system is now becoming available
experimentally [89, 90]. A gas consisting of these two atoms is especially promis-
ing as their wavelength is relatively close and readily accessible using Ti:Sapphire
lasers. Furthermore, the mass of 40K is much larger than the mass of the other
experimentally available fermionic atom 6Li, which makes it much easier to trap
this species in an optical lattice.
In order to analyze the properties of a resonantly-interacting Bose-Fermi mix-
ture most easily, it is convenient to assume that all the species in the optical
lattice, i.e., the fermionic atoms, the bosonic atoms, and the fermionic molecules,
experience the same on-site trapping frequency. Because the potassium atoms are
lighter than the rubidium atoms, the potential for the former should thus be less
deep than that for the latter. Moreover, as is shown in the inset of Fig. 7.1, both
the D1 and D2 lines of potassium are blue compared to the D1 and D2 lines of
rubidium. As a result equal on-site trapping frequencies can only be achieved in an
optical lattice that is red detuned with respect to all these four transitions. Mak-
ing use of the fact that the hyperfine structure of the atoms is no longer resolved
for the detunings used in optical lattice experiments [40], we have calculated the
ratio of the two on-site trapping frequencies as a function of the wavelength of the
lattice laser. As can be seen from Fig. 7.1, using a wavelength of 806 nm, ensures
that the trapping frequencies for both atomic species are the same. In princi-
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ple the polarizability of the molecule is not known. However, recent experiments
have shown that for homonuclear molecules, the resulting trap frequency for the
molecules is almost the same as that of the atoms [82]. In the following, we make
the reasonable assumption that this also holds for the vibrationally highly excited
heteronuclear 40K-87Rb molecules of interest to us.
For the particular detuning given above, the on-site trapping frequency is re-
lated to the Rabi frequency Ω of the lattice laser by ω ≡ ωF = ωB = 2.1 · 10−5 Ω.
Having to use a red-detuned optical lattice has the disadvantage that the atoms
are trapped in the light and not in the dark, which in principle results in a larger
decay due to spontaneous emission. We have therefore also calculated this emis-
sion rate and find that Γ/Ω2 = 1.9 · 10−21 s for the optimal wavelength. The
lifetime is always longer than one second for Rabi frequencies less than 4 GHz
(8π · 109 rad/s) and spontaneous emission can then be safely neglected.
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Figure 7.1: Ratio of the on-site trap frequencies of the boson 87Rb and the fermion
40K, as a function of the lattice laser wavelength. The inset shows the fine-structure
levels of the two atomic species.
7.2 Generalized Hubbard model.
We now consider the many-body aspects of the Bose-Fermi mixture near a Fes-
hbach resonance. We consider a mixture of 40K and 87Rb that is loaded into a
three-dimensional and cubic optical lattice that is sufficiently deep, so that we are
allowed to use a tight-binding approximation for the band structure of the single-
particle states. Experimentally this requires the Rabi frequency of the lattice laser
to be larger than about 1 GHz. For the reasons mentioned above, we consider only
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low filling fractions, which limits the maximum number of atoms on a single site.
As a result, we can neglect atom-molecule and molecule-molecule interactions.
Furthermore, for low filling fractions there is also no problem of phase separation
of the atomic Bose-Fermi mixture [91] and it is justified to neglect possible Mott
physics in the mixture [80, 92].
Under these conditions we have recently derived the theory for resonantly-
interacting ultracold atomic gases in an optical lattice [93]. Within this theory
the two-body Feshbach problem at a single site is solved exactly, which physically
leads to a dressing of the molecules and to various avoided crossings in the on-site
energy levels of two atoms σ(B) as the magnetic field B is swept through the
Feshbach resonance. After having solved the on-site problem, the various hopping
parameters can be calculated in the tight-binding approximation. In this manner
the microscopic parameters of the generalized Hubbard model that describes the
Bose-Fermi mixture near the Feshbach resonance are completely determined by the
details of the optical lattice potential and the experimentally known parameters
of the Feshbach resonance in the absence of the optical lattice. Ultimately, the
mixture is described by the following effective Hamiltonian,
H = −tF
∑
〈i,j〉
c†i cj − tB
∑
〈i,j〉
a†iaj − tm
∑
σ
∑
〈i,j〉
b†i,σbj,σ
+
∑
i
(a − µF) c†i ci +
∑
i
(a − µB) a†iai
+
∑
σ
∑
i
(σ − µF − µB) b†i,σbi,σ +
UBB
2
∑
i
a†ia
†
iaiai
+UBFbg
∑
i
a†i c
†
iciai + g
′∑
σ
∑
i
√
Zσ
(
b†i,σciai + a
†
ic
†
i bi,σ
)
.
(7.1)
Here tF, tB and tm are the tunneling or hopping amplitudes for the fermionic
atoms, the bosonic atoms, and the fermionic molecules, respectively. The symbol
〈i, j〉 denotes a sum over nearest neighbors. The operators c†i , ci and a†i , ai
correspond to the creation and annihilation operators of a single fermionic and
bosonic atom at site i, respectively. The operators b†i,σ, and bi,σ correspond to
the creation and annihilation operators of the various dressed molecules at site i
that are enumerated by the index σ. Also a = 3ω/2 is the on-site energy of a
single atom. The on-site interaction between two bosons is given by UBB, and UBFbg
denotes the on-site background interaction between the bosons and the fermions.
In the tight-binding limit the hopping amplitudes are for our purposes sufficiently
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accurately determined in terms of the lattice parameters by [78]
tν =
ω
2
(
1−
(
2
π
)2)(
λ
4lν
)2
e−(λ/4lν)
2
. (7.2)
Here ν distinguishes the different species in the mixture, i.e., ν = F for the
fermionic atoms, ν = B for the bosonic atoms, and ν = m for the molecules. More-
over, λ is the wavelength of the light used to create the optical lattice, and the har-
monic oscillator lengths obey lν =
√
/mνω, where mF, mB, and mm = mF +mB
are the masses of the fermions, bosons, and molecules, respectively. Note that
because of the higher mass of the molecules and the desired validity of the tight-
binding approximation, we have in general that tm  tF,B  ω. We have also
introduced a chemical potential for each atomic species, since it is experimentally
possible to control both the filling fraction of the fermions as well as the bosons
in the mixture.
Sufficiently close to resonance we can always neglect the on-site interactions
UBB and UBFbg compared to the resonant atom-molecule interaction. The strength
of the atom-molecule coupling in the lattice is given by g′ = g/(π(l2B + l
2
F))
3/4,
where g = 
√
4πabg∆µ∆B/mr is the bare atom-molecule coupling without the
lattice and mr = mFmB/(mF + mB) is the reduced mass. For the 40K-87Rb
mixture with potassium in the hyperfine state |9/2,−9/2〉 and rubidium in the
hyperfine state |1, 1〉 there occurs a Feshbach resonance at B0 = 510 Gauss for
which the parameters that determine g are given by the background scattering
length abg = 150 a0 and the width of the resonance ∆B = 1 Gauss [38, 94].
The difference in magnetic moments ∆µ is equal to 29/22 Bohr magneton in that
case. In Fig. 7.2 we show a close-up of the avoided crossing and the wavefunction
renormalisation factors Zσ that give the probability for the dressed molecules
to be in the bare molecular state of this Feshbach resonance. The probability
Zσ is determined by the self-energy of the molecules Σm(E) = (g2/πl3rω) ·
Γ(−E/2ω + 3/4)/Γ(−E/2ω + 1/4), with Γ(z) the gamma function, through
the relation Zσ = 1/(1 − ∂Σm(E)/∂E) [93]. Note that in Fig. 7.2 the sum
of the probabilities Z↓ + Z↑ does not add up to one. This means that for this
relatively broad interspecies Feshbach resonance a single-band approximation is
not valid to determine the dressed molecular wavefunctions. However, a single-
band approximation in terms of dressed molecules is always possible for the low
filling fractions of interest to us, because the higher-lying on-site dressed molecular
states will not be populated as we show now.
7.3 Phase diagram.
With the above formalism we next determine the phase diagram for the 40K and
87Rb mixture. For simplicity we consider only equal densities for both atomic
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Figure 7.2: Details of the physical content of our theory. We show the avoided
crossing between the bare molecular level and the lowest two-atom trap state,
which results in two dressed molecular states denoted by | ↓〉 and | ↑〉. The inset
shows the probability Zσ as a function of the magnetic field. This figure was
calculated for the 40K - 87Rb mixture with λ = 806 nm and Ω/2π = 1 GHz.
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species, although the generalization is immediate. We mentioned already that
we consider a deep optical lattice for which the hopping strengths of the atoms
are small with respect to the level splitting in the on-site microtrap realized by
the optical lattice. The hopping strength of the molecules can be completely
neglected in this limit and consequently the band-structure for the molecules is
essentially flat. At zero temperature the energy ↓ of the lowest molecular state
can, depending on the magnetic field, be either smaller or larger than the sum of
the lowest atomic energy levels. As a result, the ground state is either a Fermi sea of
40K - 87Rb molecules, or a Fermi sea of 40K atoms and a Bose-Einstein condensate
of 87Rb atoms. Because of the different symmetries of these ground states there
exists a quantum phase transition between these two states that breaks a U(1)
symmetry and is in the same universality class as the XY model with dynamical
exponent z = 2. In the following, we calculate the phase diagram as a function of
total filling fraction and temperature by performing a mean-field analysis of the
normal state of the Hamiltonian in Eq. (7.1).
For the equation of state for the total filling fraction we find always that
n = nF + nB + 2
∑
σ nm,σ. In the normal state no condensate exists and the
molecular and atomic filling fractions obey nm,σ = (1/Ns)
∑
k(e
βωk,σ + 1)−1,
and nF,B = (1/Ns)
∑
k(e
βωk,F,B ± 1)−1, where ωk,σ = k,σ − (µF + µB) is
the molecular dispersion. The dispersion relations for the fermionic and bosonic
atoms are given by ωk,F = k,F − µF and ωk,B = k,B − µB, respectively. Here
k,F,B = −2tF,B
∑3
j=1 cos (kjλ/2) + a for the atoms and k,σ = σ for the molecules.
The number of sites on the lattice is Ns. We have seen that at zero temperature
there is a quantum phase transition between a phase where the 87Rb atoms are
Bose-Einstein condensed and a phase with only a Fermi sea of molecules. The
quantum critical point is determined by the ideal gas condition for Bose-Einstein
condensation, i.e., ↓ = 2a − 6(tB + tF). In the approximation that we can ne-
glect the hopping of the molecules, their band structure is flat and the quantum
critical point is independent of the filling fraction of the molecules. Including the
molecular band structure would lead to a critical magnetic field that slowly shifts
to lower magnetic fields as the density increases. At nonzero temperatures we can
also determine the critical temperature as a function of the detuning and the total
filling fraction from the equation of state. The critical surface in Fig. 7.3 shows
how at constant total atomic filling fraction the critical temperature depends on
the magnetic field. For large enough magnetic fields there are no molecules and
the critical temperature is determined for low densities by the critical temperature
of an ideal gas, which is proportional to n2/3. Note that the critical temperature
always obeys Tc  ω/kB, which a posteriori shows that a single-band approxi-
mation for the dressed molecules is indeed consistent.
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Figure 7.3: Critical surface of the 40K and 87Rb mixture as a function of the total
filling fraction, magnetic field and temperature. This figure was calculated for the
40K - 87Rb mixture with λ = 806 nm and Ω/2π = 1 GHz.
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7.4 Conclusions and Discussion.
In summary we have shown that by using a red-detuned optical lattice with a
wavelength of 806 nm the Bose-Fermi mixture of 40K and 87Rb atoms can be ac-
curately described by a generalized Hubbard model. Moreover, we have shown that
the model contains a quantum phase transition associated with the Bose-Einstein
condensation of rubidium. To facilitate the quantitative analysis we have consid-
ered the case of equal trapping frequencies for both atomic species. However, the
quantum phase transition exists independently of this assumption. Interestingly,
the presence of a Bose-Einstein condensate induces also a macroscopic coherence
between the fermionic atoms and molecules, because of the specific form of the
atom-molecule coupling near a Feshbach resonance. What is especially interesting
is that such a coherence cannot be obtained by solely making use of lasers in this
case because it involves a quantum coherence between two different species. It
would, therefore, be very exciting to observe Rabi oscillations between fermionic
atoms and molecules by an appropriate manipulation of the atomic Bose-Einstein
condensate density.
Using the known atomic physics of the Feshbach resonance to determine the
parameters in the generalized Hubbard Hamiltonian we have calculated the phase
diagram for low filling fractions as a function of the applied magnetic field and
temperature. Our analysis of the quantum phases of a resonantly-interacting Bose-
Fermi mixture has been based on mean-field theory. In particular, this implies
that we have not considered the attractive finite-range interaction between the
fermionic atoms that can be mediated by density fluctuations in the Bose-Einstein
condensate [95, 96]. In principle this mechanism can lead to a BCS pairing between
the fermionic atoms. However, for the spin-polarized mixture discussed here this
pairing must take place in a p-wave channel, which is expected to have a very
small critical temperature at small filling fractions. We, therefore, do not consider
this interesting possibility in detail here and leave that to future investigations.
97
Chapter 7
98
Chapter 8
Feshbach molecules in a
one-dimensional Fermi gas
Abstract
We consider the binding energy and the wave function of Feshbach molecules
confined in a one-dimensional matter waveguide. We compare the binding
energy with the experiment of Moritz et al. [97] and find excellent agreement
for the full magnetic field range explored experimentally.
This chapter has been published as “Feshbach molecules in a one-dimensional
Fermi gas”, D. B. M. Dickerscheid and H. T. C. Stoof, Phys. Rev. A 72, 053625
(2005).
8.1 Introduction
In a beautiful experiment Moritz et al. recently reported the observation of two-
particle bound states of 40K confined in a one-dimensional matter waveguide
[97]. In the experiment an array of equivalent one-dimensional quantum systems
is realized by trapping a mixture of two hyperfine states of 40K atoms in a two-
dimensional optical lattice. The atoms are trapped at the intensity maxima and
the radial confinement is only a fraction of the lattice period. At a given value
of the magnetic field the binding energy EB of the bound states is probed by
radio-frequency spectroscopy.
Although Moritz et al. realized its limitations, the description of the experi-
ment makes use of a single-channel model of radially confined atoms interacting
with a pseudopotential [47, 98]. Within this model the bound-state energy EB is
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related to the s-wave scattering length a of the atoms by
a
a⊥
= −
√
2
ζ(1/2, 1/2− EB/2ω⊥) , (8.1)
where a⊥ =
√
/mω⊥, m is the atomic mass, and ω⊥ is the radial trapping
frequency. To vary the scattering length, however, the experiment makes use of a
Feshbach resonance at a magnetic field of B0 = 202.1 Gauss. For such a Feshbach
resonance a two-channel approach is physically more realistic.
For the Feshbach problem the molecular binding energy EB always satisfies
the equation [76],
EB − δ(B) = Σ(EB). (8.2)
Here the detuning δ(B) = ∆µ(B−B0) varies as a function of the magnetic field and
depends on the difference in magnetic moments ∆µ between the open and closed
channels in the Feshbach problem. The resonance is located at the magnetic field
strength B0. For the homogeneous Fermi gas the molecular self-energy is given by
[76]
Σ(E) = −
(
g2m3/2
4π3
)
i
√
E
1− i|abg|
√
mE/2
, (8.3)
which leads to corrections to the single-channel result −2/ma2.
Here g = 
√
4πabg∆B∆µ/m is the atom-molecule coupling, ∆B is the width of
the Feshbach resonance, ∆µ is the difference in magnetic moments, and abg is
the background scattering length. In Fig. 8.1 we show for this three-dimensional
case the molecular binding energy for both the single and two-channel approaches,
respectively. Whereas the single-channel results deviate significantly from the
experimental data, there is an excellent agreement with the two-channel theory. It
is therefore a priori not clear that in the one-dimensional case the single-channel
theory as given by Eq. (8.1) is sufficiently accurate for the full range of magnetic
fields explored by the experiment. In the following we derive the self-energy for
the confined case and make a comparison with the experimental data.
8.2 Theory
Two atoms in a waveguide near a Feshbach resonance are described by the following
Hamiltonian,
H = Ha +Hm + Vam. (8.4)
Here Ha represents the atomic contribution, Hm describes the bare molecules, and
Vam is the atom-molecule coupling. Explicitly we have for the atoms,
Ha =
∑
i=1,2
{
Ki +
mω2⊥
2
(x2i + y
2
i )
}
+ Vaaδ(r), (8.5)
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with Ki = −2∇2i /2m the kinetic energy of atom i, Vaa the strength of the nonres-
onant atom-atom interaction, and r the relative coordinate of the two atoms. The
atoms are coupled to a molecular channel with a coupling Vam. We show in Fig.
8.2 that near the resonance we have that Vaa  Vam, which allows us to neglect the
nonresonant atom-atom interaction in that case. Note that outside the magnetic
field range considered in Figs. 8.1 and 8.2 there are in principle corrections to
the molecular binding energy coming from the background atom-atom scattering.
For two atoms in the waveguide the two-channel Feshbach problem in the relative
coordinate, after splitting off the center-of-mass motion, is then given by,(
H0 Vam
Vam δB
)( |ψa〉
|ψm〉
)
= E
( |ψa〉
|ψm〉
)
. (8.6)
Here the atomic Hamiltonian is H0 = −2∇2r/m+mω2⊥r2⊥/4, where ∇2r = ∂2⊥+∂2z
and r⊥ is the radial component of r. Only the relative part is relevant here, since
only this part contains the interaction between the atoms. The bare detuning is
denoted by δB. The eigenstates |ψn,kz 〉 of H0 that are relevant for an s-wave Fesh-
bach resonance are a product state of a two-dimensional harmonic oscillator wave
Figure 8.1: Binding energies for 1D and 3D molecules as a function of the magnetic
field. The solid lines correspond to the single-channel result. The dashed lines are
calculated within the two-channel theory.
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Figure 8.2: The ratio of the resonant part of the s-wave scattering length and the
background scattering length abg.
function in the radial direction and a plane wave along the axial direction. The
associated energies are given by En,kz = (2n+ 1)ω⊥ + 2k2z/m. The eigenstates
of the two-dimensional harmonic oscillator that are relevant for s-wave scattering
can be written as ψn(r⊥, φ) =
(
2πa2⊥
)−1/2
e−r
2
⊥/4a
2
⊥ L
(0)
n (r2⊥/2a
2
⊥), where L
(0)
n (x)
is the generalized Laguerre polynomial and ω⊥ = 2/ma2⊥. From Eq. (8.6) we
obtain the following equation determining the binding energy of the molecules:
〈ψm|Vam 1
E −H0 Vam|ψm〉 = E − δB. (8.7)
Using the above mentioned eigenstates of H0, Eq. (8.7) can be written as
∞∑
n=0
∫
dkz
2π
|〈ψm|Vam|ψn,kz 〉|2
E − En,kz
= E − δB. (8.8)
Using also the usual pseudopotential approximation for the atom-molecule cou-
pling, we have that 〈r|Vam|ψm〉 = gδ(r). Substituting this and performing the kz
integration we obtain
E − δB = lim
r⊥↓0
−g2m√
2(4πa⊥2)
×
∞∑
n=0
e−r
2
⊥/4a
2
⊥ L
(0)
n (r2⊥/2a
2
⊥)√
n + 1/2− E/2ω⊥
. (8.9)
The inverse square root 1/
√
n + 1/2− E/2ω⊥ in the summand can be repre-
sented by the integral (2/
√
π)
∫∞
0
dt e−(n+1/2−E/2ω⊥) t
2
. To evaluate the sum
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over n we substitute the above integral representation. The dependence on n of
the summand appears now in the exponent and in the degree of the Laguerre
polynomial. As a result the sum can be directly evaluated by making use of the
generating functions of the Laguerre polynomials,
∞∑
n=0
L(0)n (x) z
n = (1− z)−1 exp
(
xz
z − 1
)
. (8.10)
In our case we have z = e−t
2
. Using this result and making the transformation
y = t2 we arrive at
E − δB = lim
r⊥↓0
−g2m√
2π(4πa⊥2)
∫ ∞
0
exp
(
r2⊥
2a2⊥
e−y
e−y − 1
)
× exp {−(1/2− E/2ω⊥) y}√
y (1− e−y) dy (8.11)
For small values of y the integrand in the above equation behaves as y−3/2e−r
2/2y.
Note that we have
1√
π
∫ ∞
0
dy y−3/2e−r
2/2y =
√
2/r. (8.12)
We add and subtract this integral from Eq. (8.11) and in doing so we explicitely
split off the 1/r divergence from the sum. The divergence in the self-energy is
energy independent and is related to the ultraviolet divergence that comes about
because we have used pseudopotentials. To deal with this divergence we have to
use the renormalized detuning instead of the bare detuning. The former is defined
as δ = δB − limr↓0 mg2/4π2r, where δ = ∆µ(B − B0) is determined by the
experimental value of the magnetic field B0 at resonance and the magnetic moment
difference ∆µ = 16/9 Bohr magneton for the 40K atoms of interest. Note that, as
expected, the required subtraction is exactly equal to the one needed in the absence
of the optical lattice. In the latter case we have to subtract g2
∫
dk m/2k2(2π)3
[76, 77], which can be interpreted as δ = δB − limr↓0 g2
∫
dk eik·rm/2k2(2π)3.
Using the renormalized detuning we find that the binding energy of the dressed
molecules satisfies the desired equation
EB − δ(B) = Σ(EB), (8.13)
where the molecular self-energy for the harmonically confined one-dimensional
system is given by
Σ(E) = − mg
2
√
2 (4πa⊥2)
ζ(1/2, 1/2− E/2ω⊥). (8.14)
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8.3 Results and discussion
Using the self-energy for the confined gas we can now solve for the binding energy
in Eq. (8.13). The result is also shown in Fig. 8.1. We find an improved description
of the experiment, although the differences with the single-channel prediction are
small near resonance and only become large for larger detunings. This presents
one way in which to experimentally probe these differences. Alternatively, it is also
possible to directly measure the bare molecule fraction Z of the dressed molecules
[32], which is always equal to zero in the single-channel model. To be concrete we
have for the dressed molecular wave function
|ψdressed〉 =
√
Z|ψclosed〉+
√
1− Z|ψopen〉, (8.15)
where |ψclosed〉 is the wave function of the bare molecules and |ψopen〉 denotes the
wave function of the atom pair in the open channel of the Feshbach resonance.
With this application in mind we have plotted in Fig. 8.3 also the probability Z,
which is determined from the above self-energy by Z = 1/(1− ∂Σ(EB)/∂EB).
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Figure 8.3: The bare molecule fraction Z as a function of the magnetic field.
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Abstract
In dit hoofdstuk wordt een samenvatting in het Nederlands gegeven van de
inhoud van dit proefschrift. Centraal in dit proefschrift staan ultrakoude atom-
aire gassen die gevangen zijn in een zogenaamd optisch rooster. Deze systemen
blijken zeer flexibel en een ideale speeldoos te zijn om experimenteel sterk-
gecorreleerde systemen uit de vaste-stof-fysica en gecondenseerde-materie na
te bootsen. Door naast het optisch rooster ook nog gebruik te maken van
een magneetveld is het mogelijk om ook de interacties tussen de atomen in te
stellen en nog meer controle over het systeem te krijgen.
Koude gassen
Dit proefschrift richt zich op het deelgebied van de natuurkunde dat zich bezig
houdt met de bestudering van ultrakoude atomaire gassen. Door een enorme tech-
nologische progressie in de laatste tien jaar is het nu mogelijk om deze gassen
te vangen met behulp van magneetvelden en lasers en af te koelen tot tempera-
turen die zeer dicht bij het absolute nulpunt liggen. Specifiek hebben deze gassen
dichtheden van zo’n 1012 − 1014 deeltjes per kubieke centimeter bij temperaturen
van enkele nano-Kelvins. De indrukwekkende controle die men in het laborato-
rium heeft, maakt dat we precies de onderliggende microscopische details van deze
systemen kennen en hierdoor is een preciese quantitative analyse mogelijk. Voor
de theoretische beschrijving van deze systemen volstaat de Newtoniaanse mechan-
ica niet meer en moeten we gebruik maken van de quantum mechanica. Zo blijkt
dat bij de lage temperaturen die we beschouwen de deeltjes zich op twee funda-
menteel verschillende wijzen gedragen, en beschreven worden door o´f de Fermi-
Dirac statistiek o´f de Bose-Einstein statistiek. De bosonische atomen die aan de
laatsgenoemde statistiek voldoen kunnen bij voldoende lage temperaturen collec-
tief de laagste e´e´n-deeltjes energietoestand bezetten. De realisatie in 1995 van deze
reeds lang voorspelde nieuwe toestand der materie leidde tot een stormvloed aan
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experimenteel en theoretisch onderzoek in dit vakgebied.
Optische roosters en Feshbach resonanties
Een belangrijke nieuwe ontwikkeling op het gebied van de ultrakoude atomaire
gassen is de bestudering van de eigenschappen van een dergelijk gas in een op-
tisch rooster, dat wil zeggen in een periodieke potentiaal die veroorzaakt wordt
door het interferentiepatroon van een aantal laserbundels. Een reden voor deze
belangstelling is dat op deze wijze de effecten van de interatomaire interacties in
het gas enorm versterkt kunnen worden. De hoge mate van controleerbaarheid
van de optische roosters maakt dat deze systemen bijzonder geschikt zijn als sim-
ulatie systemen voor roostermodellen, welke van fundamenteel belang zijn bin-
nen de vaste-stof en gecondenseerde-materie fysica. Een van de centrale thema’s
in deze vakgebieden is de bestudering van zogenaamde quantumfaseovergangen.
Een quantumfaseovergang vindt plaats bij het absolute nulpunt van temperatuur
tussen twee verschillende toestanden van materie en wordt gedreven door de vari-
atie van een externe parameter.
In het bijzonder is twee jaar geleden experimenteel aangetoond dat in een op-
tisch rooster een zogenaamde quantumfaseovergang van een Bose-Einstein-conden-
saat naar een Mott-isolator tot stand gebracht kan worden. Diep in de Mott-
isolator-toestand heeft het gas precies e´e´n atoom op elke roosterpositie, wat deze
toestand bij uitstek geschikt maakt voor toepassingen op het gebied van quan-
tumcomputatie en quantuminformatieverwerking. In dit proefschrift hebben we de
hierboven genoemde quantumfaseovergang bestudeerd en met onze theorie hebben
we het fasediagram als functie van temperatuur en de interactiesterkte kunnen
bepalen.
Een tweede experimentele techniek die voor veel opschudding heeft gezorgd
binnen het vakgebied is het gebruik van zogenaamde Feshbach resonanties. Een
dergelijke resonantie treed op wanneer twee atomen tijdens een botsing voor enige
tijd een molecuul vormen. Het cruciale punt van een Feshbach-resonantie is echter
dat dit molecuul een magnetisch moment heeft dat niet gelijk is aan twee keer het
magnetisch moment van het atoom. Ten gevolge van het Zeeman-effect kan dus
met behulp van een extern magneetveld het energieverschil tussen het molecuul
en de twee atomen be¨ınvloed worden, en daarmee ook rechtstreeks de interac-
ties tussen de atomen. Het combineren van zowel het optische rooster als het
gebruik van Feshbach resonanties is zeer wenselijk want het zorgt voor nog meer
vrijheidsgraden waar we gebruik van kunnen maken. In dit proefschrift leiden we
de theorie voor Feshbach resonanties in optische roosters af en passen dit toe op
een Bose gas in de buurt van een Feshbach resonantie. In het bijzonder hebben
we laten zien dat in een Bose-Einstein-condensaat in een optisch rooster ook een
nieuwe quantumfaseovergang tussen twee superfluide fasen kan optreden. In meer
detail betreft dat laatste een atomair Bose-Einstein-condensaat in de buurt van
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een Feshbach-resonantie.
Is dit energieverschil voldoende negatief dan bestaat het gas uit een Bose-
Einstein-condensaat van moleculen. Maken we het energieverschil minder negatief
dan treedt op een gegeven moment een quantumfaseovergang op naar een fase
bestaande uit een Bose-Einstein-condensaat van moleculen en een Bose-Einstein-
condensaat van atomen. Atomaire Bose gassen bieden hierdoor de mogelijkheid
om in detail allerlei theoretische voorspellingen voor de statische en dynamische
eigenschappen van deze zogenaamde quantum-Ising-overgang te confronteren met
experiment, hetgeen in gecondenseerde-materie-systemen nog niet eerder gelukt
is. Een andere toepassing van onze theorie betreft een mengsel van bosonische
en fermionische atomen met een Feshbach resonantie. Ook hier kan een nieuwe
quantumfaseovergang optreden. Het bijzondere hier is dat het mogelijk is om op
een omkeerbare manier een Bose-Einstein condensaat van atomen te vernietigen
door deze met behulp van de fermionische atomen om te zetten in fermionische
moleculen.
Hoewel bovengenoemde systemen nog niet zijn gerealiseerd is men er inmiddels
al wel in geslaagd om Feshbach resonanties en optische roosters te combineren. In
de groep van T. Esslinger is men erin geslaagd om in een twee-dimensionaal optisch
rooster met behulp van Feshbach resonanties moleculen van fermionische atomen
te creeren. Met behulp van onze theorie hebben we ook een quantitatieve analyse
van dit systeem gegeven.
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