In the present paper we derive the asymptotic expansion formula for the trapezoidal approximation of the fractional integral. We use the expansion formula to obtain approximations for the fractional integral of order α, 1 + α, 2 + α, 3 + α and 4 + α. The approximations are applied for computing the numerical solutions of the fractional relaxation-oscillation equation.
Introduction
Fractional differential equations is a growing field of mathematics with applications in economics, physics, etc. The main approach to computing numerical solutions of fractional differential equations uses an approximation for the fractional derivative or the fractional integral. In the present paper we derive approximations for the fractional integral and we apply the approximations for computing the numerical solution of the fractional relaxation-oscillation equation.
The fractional integral of order α > 0 on the interval [0, x] is defined as
α−1 y(t)dt.
The Caputo and Riemann-Liouville derivatives of order n + α, where n is a positive integer and 0 < α < 1 are defined as 
When the (n + 1)-st derivative of the function y is bounded, the Caputo derivative of order n + α at the point x = 0 is equal to zero y (n+α) (0) = 0. The fractional integral and the Riemann-Liouville derivative of the power function satisfy The fractional integral and the fractional derivative are defined as integrals which have a singularity at the endpoint. The analytical and the numerical solutions of fractional differential equations involve special functions. The Gamma function is defined for x > 0 as
The logarithmic derivative of the gamma function is called digamma function.
. where γ ≈ 0.577 is the Euler-Mascheroni constant
The polylogarithm function is defined as
and satisfies
The function Li α (e z ) has expansion
Let x = nh, where n is a positive integer. Denote by T n [y] the trapezoidal sum of the function y(t) on the interval [0, x].
From the Euler-MacLaurin formula [18, 19] 
where B k are the Bernoulli numbers 1, ±1/2, 1/6, 0, −1/30, 0, · · · . The error term of the Euler-MacLaurin formula has coefficient
and B n (x) is the Bernoulli polynomial
The coefficient R 2m (h) satisfies lim h→0 R 2m (h) = 0. The Bernoulli numbers B n with an odd index are equal to zero. The Bernoulli numbers with an even index are expressed with the values of the Riemann zeta function
The Bernoulli numbers are called first Bernoulli numbers when B 1 = −1/2 and Bernoulli numbers of the second kind if B 1 = 1/2. The generating function of the first Bernoulli numbers satisfies
Denote by J α y(x) and K α y(x) the fractional integrals
The fractional integrals J α y(x) and K α y(x) are related to I α y(x) as
In previous work [10] we derived the fourth-order expansion of the trapezoidal approximation for the fractional integral J α y(x)
In section 2 we use (5) to obtain the fourth-order expansion (7) of the trapezoidal approximation for the fractional integral K α y(x). In section 3 we use the Fourier transform method to derive the asymptotic expansion formula for the left Riemann sums of the fractional integral K α y(x)
The left Riemann sums approximate the fractional integral with accuracy O (h α ). When the solution of the fractional relaxation-oscillation equation (28) satisfies y(0) = y ′ (0) = 0 it is equivalent to the fractional integral equation (42). In section 4 we discuss the convergence of the numerical solution of equation (42). In sections 5 we derive approximations (44),(46),(48) and (50) for the fractional integral I α y(x) of orders 1 + α, 2 + α, 3 + α, 4 + α and we apply the approximations for computing the numerical solution of the fractional integral equation (42).
Fourth Order Approximation of the Fractional Integral
In this section we use approximation (5) for the fractional integral J α y(x) and the formula for the asymptotic expansion of the sum of powers (6) to derive the formula for the fourth order expansion of the trapezoidal approximation for the fractional integral K α y(x).
Denote
The definite integral of the function y(t) = (x−t) α−1 is equal to the fractional integral K α of the constant function 1.
We consider T n [(x − t) α−1 ] as the trapezoidal approximation for the function y(t) = (x − t) α−1 because the function y(x) = 0 when α > 1 and y(x) is undefined when 0 < α < 1.
Proof. From the formula for the sum of powers (6) n−1
In Theorem 2 and Corollary 3 we derive the fourth-order expansion of the trapezoidal approximation for the fractional integral.
Theorem 2. Let y(t) be a polynomial. Then
Proof. Let y(t) be a polynomial of degree m.
Denote by q(t) the polynomial
The coefficients p 0 , p 1 , p 2 and p 3 are expressed with the values of the functions y(x) and q(x) and their derivatives as
The fractional integrals K α y(x) and J α q(x) satisfy
From the formula for the fourth-order approximation (5) of the fractional integral J α q(x).
The functions y(t) and q(t) satisfy
Then
By differentiating (10)
From (10) :
From Lemma 1
From (12) and (13) 
The formula for the fourth-order expansion (7) of the trapezoidal approximation for the fractional integral K α y(x) follows from (8), (11) and (14) .
From the Stone-Weierstrass Theorem, every continuous and differentiable function and its derivatives are uniform limits of polynomials.
Corollary 3. The statement of Theorem 2 holds for all functions
The proof of Corollary 3 is similar to the proof of Theorem 8 in [9] . (7) for the fractional integral K α y(x) for y(t) = e t , α = 0.5, x = 2 (left) and y(t) = ln(t + 3), α = 0.25, x = 1 (right). In this section we use the Fourier transform method to derive the asymptotic Euler-MacLaurin formula (16) and the expansion formula for the trapezoidal approximation of the fractional integral (25) . The exponential Fourier transform is defined as
is the characteristic function of the interval [0, ∞). The n-th derivative of the function y has Fourier transform F [y (n) (x)](ω) = (−iω) nŷ . The Fourier transform has the translation and the convolution properties
The Caputo derivatives and the fractional integral are defined as the convolution of the power function and the derivatives of the function y.
The Fourier transform (generating function) method is used by Tadjeran et. al. [27] , Ding and Li [11] , Tian et. al. [28] for constructing approximations for the fractional derivative related to the Grünwald formula approximation.
Euler-MacLaurin Formula
By letting m → ∞ in the Euler-MacLaurin formula (3) we obtain the series expansion of the trapezoidal approximation for the definite integral.
The approximation S n [y] for the definite integral has generating function
where B m are the second Bernoulli numbers (B 1 = 1/2). By applying Fourier transform to S n [y] and letting n → ∞ we obtain
From (17)
Denote by
the left and right endpoint sums of the expansion formula of the approximation S n [y] for the definite integral. The right endpoint sum is the expansion formula for the functions whose derivatives are equal to zero at the left limit y (k) (0) = 0, k = 0, 1, · · · . The left endpoint sum corresponds to the functions whose derivatives vanish at the right limit of the definite integral
The Fourier transform method yields the right endpoint asymptotic sum. By applying inverse Fourier transform to (18) we obtain
The asymptotic formula for the left endpoint is determined from the sub-
The left endpoint asymptotic sum of the function y(t) is equal to the right endpoint sum of the function z(t).
By combining (19) and (20)
The Euler-MacLaurin formula (16) is obtained from (19) , (20) and the relation between the approximations S n [y] and T n [y] for the definite integral.
The partial sums of the Euler-MacLaurin formula are used to derive highorder approximations for the definite integral.
Trapezoidal Approximation of the Fractional Integral
We apply the Fourier transform method to derive the asymptotic expansion formula (25) for the trapezoidal approximation of the fractional integral. Let
The generating function of S n [y] is
From (2)
By applying Fourier transform to S n [y] and letting n → ∞ we obtain
By applying inverse Fourier transform we obtain the asymptotic sum for the right endpoint of the approximation S n [y] for the fractional integral K α y(x).
The asymptotic formula for the left endpoint t = 0 is obtained from the Euler-MacLaurin formula for the function z(t) = (x − t) α−1 y(t).
The function (
From the Leibnitz differentiation formula
By combining (21) and (23) we obtain
The term corresponding to k = 0 in the second sum is y(0)x α−1 h/2. Let T n [y] be the trapezoidal approximation for the fractional integral I α y(x)
The trapezoidal approximation T n [y] and the left Riemann sum S n [y] for the fractional integral K α y(x) satisfy
From (24) we obtain the expansion formula for the trapezoidal approximation for the fractional integral I α y(x)
In section 2 we derived the fourth-order approximation (7) for the fractional integral K α y(x). From (25) we obtain the sixth-order approximation
Numerical Solution of the Relaxation-Oscillation Equation
When 0 < α < 1 the Caputo derivative is defined as the convolution of the first derivative and the power function x −α /Γ(1 − α).
When 1 < α < 2 the Caputo derivative of the function y(x) is defined as
The Laplace transform of the derivatives of the Mittag-Leffler functions satisfies [25] .
The ordinary fractional differential equation
is called fractional relaxation equation when 0 < α < 1 and fractional oscillation equation when 1 < α < 2. The analytical and numerical solutions solutions of the fractional relaxation-oscillation equation are discussed in [6, 8, 9, 14, 21, 25] . The exact solution of the fractional relaxation equation with initial condition y(0) = y 0 is determined with the Laplace transform method
The fractional oscillation equation has exact solution
where y(0) = y 0 , y
Numerical Solution of Order α
In section 2 we derived the fourth-order approximation (7) of the fractional integral. When 0 < α < 2 and the function y satisfies y(0) = y ′ (0) = 0, the left Riemann sum is an approximation of the fractional integral of order α.
Now we compute the numerical solution of the relaxation-oscillation equation
on the interval [0, 1], with the additional assumption that the solution satisfies y(0) = y ′ (0) = 0. From (1) the composition of the fractional integral and the Caputo derivative satisfies
By applying fractional integration of order α to equation (28) we obtain
Denote F (x) = I α f (x).
The numerical solutions of fractional integro-differential equations are discussed by Diethelm and Ford [7] , Eslahchi et. al. [12] , Mokhtary [23] . Let h = 1/n, where n is a positive integer. By approximating the fractional integral at the point x = x m = mh with (27) we obtain
Let u m be an approximation for the exact solution y m = y(x m ) of equations (28) and (29) . The numbers u m are computed with
In Theorem 6 and Theorem 11 we prove that numerical solution (31) converges to the exact solution of equation (29) with accuracy O (h α ).
Example: The fractional relaxation-oscillation equation
has the solution y(x) = x p . The equation is transformed to the fractional integral equation
The numerical results for the maximum error and order of numerical solution (31) for equation (32) are given in Table 2 and Table 3 . 
Stability and Convergence
Let e m = y m −u m be the error of numerical solution (31) at the point x = x m . From (30) and (31) the error e m satisfies
where a m h α is the error of approximation (27) at the point x = x m . When the solution of the fractional-relaxation equation (28) and the corresponding integral equation (29) is a bounded function the sequence of numbers a m is bounded. Let A be a positive constant, such that |a m | < A.
Claim 5. Let 0 < α < 2 and m be a positive integer. Then
Proof. The function x α−1 is increasing when 1 < α < 2 and decreasing for 0 < α < 1. Then
Theorem 6. Let 1 < α < 2. Then the error of numerical solution (31) for equation (29) satisfies
Proof. Induction on m. When m = 1
Suppose that (33) holds for k = 1, · · · , m − 1. From the triangle inequality
From the induction assumption and Claim 5
The functions 2 x and Γ(1 + x) are increasing for x ∈ [1, 2]. The gamma function satisfies Γ(1 + x) < 1 when 0 < x < 1. The function l(x) has first derivative
From the expansion formula for the digamma function
The zeta function is decreasing for x > 1. Then
The functions l(x) and g(x) = e l(x) are increasing on the interval [0, 1].
Claim 8. Let 0 < α < 1 and m < n be positive integers. Then
Proof. The function x α−1 is decreasing. Then
From Claim 7, the number C 0 is positive.
Suppose that (34) holds for k = 1, · · · , m − 1.
The number C 2 is greater than Max{C 0 , C 1 }.
Proof.
Theorem 11. Let 0 < α < 1 and M ≤ m ≤ n. Then
Proof. Induction on m. Suppose that (35) holds for k = M, · · · , m − 1.
From the induction assumption and Corollary 10
From Claim 5 and Claim 8
α is attained at x = M. Hence
Higher-Order Numerical Solutions of the Fractional RelaxationOscillation Equation
In this section we derive approximations for the fractional integral I α y(x) of order 1 + α, 2 + α, 3 + α and 4 + α when the function y satisfies the condition
Denote by Equation I, equation (32) with p = 4.
The solution y(x) = x 4 of Equation 1 satisfies (36). The Miller-Ross sequential derivative is defined as
Claim 12. Let y be a sufficiently differentiable function and 0 < α < 1.
The fractional relaxation equation
has the solution y(x) = e x . Now we determine the values of the derivatives y ′ (0), y ′′ (0), y ′′′ (0) of the solution of equation (37). By applying fractional differentiation of order 1 − α we obtain
By setting x = 0 we obtain y
From Claim 12,
Similarly, by differentiating (39)
By setting x = 0 in (39) and (40) we obtain y ′′ (0) = y ′′′ (0) = 1. Let
The function z(x) satisfies z(0) = z ′ (0) = 0 for m = 0, 1, 2 and condition (36) when m = 3.
The function z(x) is a solution of the fractional relaxation equation
By applying fractional integration of order α we obtain
Denote by Equation 2 [m] the integral equation The fractional Taylor polynomials of degree m of the function y at the point x = 0 are defined as
The fractional Taylor polynomials approximate the value of the solution of the fractional relaxation-oscillation equation
, when h is a small positive number. The fractional relaxation equation
has the solution y(x) = E α (−x a ) + Γ(1 + 2α)x 3α E α,1+3α (−x a ). The first derivative of the solution is undefined at x = 0. We determine the MillerRoss derivatives of the solution at x = 0.
By applying fractional differentiation of order α to equation (41) we obtain
We can show by induction that
The solution of equation (41) has fractional Taylor polynomials
When m > ⌈3/α⌉ the function z(x) satisfies condition (36).
By applying fractional integration of order α we obtain 
when the function y satisfies (36). Let x = x n = nh and y n = y(x n ).
By approximating the fractional integral with (44) we obtain the numerical solution of equation (42) 
In Figure 1 and Figure 2 we compare numerical solutions (31) and ( Table 4 and Table 5 . 
Numerical solution of order 2 + α
By approximating the derivative y ′ n in approximation (43) using a first-order backward difference approximation
we obtain an approximation (46) for the fractional integral of order 2 + α. 
The numerical solution of equation (47) which uses approximation (46) for the fractional integral is computed with u 0 = 0 and Table 6 and Table 7 .
Numerical solution of order 3 + α
By substituting the derivatives y ′ n and y ′′ n in (43) using the approximations
, we obtain an approximation (48) for the fractional integral with order 3 + α. Table 7 : Maximum error and order of numerical solution (47) for α = 1.3, α = 1.5 and α = 1.7. Tables 8 and 9 . Table 9 : Maximum error and order of numerical solution (49) for α = 1.35, α = 1.5 and α = 1.65. [9] with α = 0.6 are given in Table 10 . Table 10 : Maximum error and order of numerical solution (51) for α = 0.4, α = 0.5 and α = 0.6. 
