We introduce an adaptive algorithm to estimate the uncertain parameter of a stochastic optimization problem. The procedure estimates the one-step-ahead means, variances and covariances of a random process in a distribution-free and multidimensional framework when these means, variances and covariances are slowly varying on a given past interval. The quality of the approximate problem obtained when employing our estimation of the uncertain parameter is controlled in function of the number of components of the process and of the length of the largest past interval where the means, variances and covariances slowly vary. The procedure is finally applied to a portfolio selection model.
Introduction
We consider stochastic optimization problems where the underlying stochastic process r t ∈ R n (n ≥ 2) is generated by the model:
r t = ρ t + ζ t , with Er t = ρ t and Eζ t ζ ⊤ t = Q t , t = 1, . . . , N, (1.1) where ζ t are independent random vectors in R n with zero mean and N is the number of available observations. The constants ρ t and Q t respectively represent the mean and covariance matrix at time step t. If svec(Q) is the symmetric vectorization of the symmetric matrix Q, we focus on stochastic optimization problems that can be expressed as:
where the unknown parameter θ = (ρ ⊤ N +1 , svec(Q N +1 ) ⊤ ) ⊤ belonging to a given set Θ ⊂ R M is made of the one-step-ahead mean ρ N +1 and the components of the one-stepahead covariance matrix Q N +1 . The parameter dimension is thus M = n + n(n+1) 2
. In problem (1.2), the set X is bounded and closed and the objective function f 0 belongs to a class of functions introduced in the next section. The value of the parameter θ is not known and problem P(θ) is the optimization problem providing the optimal decision x * .
There are different approaches to deal with uncertainty in stochastic optimization problem (1.2). A possible approach is the worst case robust optimization methodology (see [BTN99] for instance). We propose instead to provide an estimateθ (from now on realizations of random vectors are in bold), for which the problem P(θ) approximates reasonably well problem P(θ), with controlled accuracy. The estimation of the parameter θ is made on the basis of the N independent observations r t , t = 1, . . . , N. We consider two special cases: the stationary case, where the functions ρ t and Q t are not time varying and the case in which these functions are slowly varying (in the sense of [MS04a] ) on a given past interval. The problem of measuring the quality of approximate stochastic optimization problems appears for instance in [Sha89] , [Sha93] , [Sha94] , [Pfl03] . The originality of our approach is both the non-asymptotic study and the statistical framework (weakly stationary process). This paper is organized as follows. In Section 2, we define the accuracy of the approximate problem and bound this accuracy from above using θ − θ ∞ . The estimation of θ and the quality of this estimation are discussed in details in Section 3. This work can be seen as a generalization of [MS04a] , where an adaptive estimation of a slowly varying volatility is made within a one-dimensional and parametric framework. Here, we consider instead the multidimensional and distribution-free setting as well as the estimation of slowly varying means, variances and covariances. In Section 4, we then give the accuracy of the approximate problem P(θ). In this section, we also specialize our results for a subclass of stochastic optimization problems of the form:P
where κ is a fixed positive parameter. When the income linked with decision x is a linear random function of x given by r ⊤ N +1 x, the problemP(θ) amounts to minimizing a trade-off between the mean cost E[−r ⊤ N +1 x] = −ρ ⊤ N +1 x and its standard deviation σ(r Our contribution is to determine estimations of the parameters ρ N +1 and Q N +1 which allow us to solve problem P(θ) with a good accuracy. As mentioned in Section 2, we intend to define estimationsρ N +1 (associated to the estimatorρ N +1 ) andQ N +1 (associated to the estimatorQ N +1 ), of respectively ρ N +1 and Q N +1 such that ρ N +1 − ρ N +1 ∞ and Q N +1 − Q N +1 ∞ are small with high probability. In the particular case where the mean ρ t = ρ and the covariance matrix Q t = Q are not time varying, the estimationsρ N +1 andQ N +1 use as many past available data as possible. Let us fix a positive parameter λ, and let K 0 (N ) and [·] K , for K > 0, be the constant and the truncation operator defined by
otherwise.
(3.1)
Given the N observations r t , t = 1, . . . , N , we choose forρ N +1 andQ N +1 the empirical mean and covariance matrix of a process α t derived from the process r t :
where for i = 1, . . . , n, t = 1, . . . , N , α t (i) = [r t (i)] K0(N ) .
Notice that for technical reasons, we do not use the empirical estimations directly (the accuracy of the approximate problem is more tightly controlled with our estimations and under less restrictive hypotheses). However, the results of this paper can be extended to the case where the empirical estimations of the mean and of the covariance matrix are used (see [Gui05] ). Estimations (3.2) are all the closer to the empirical estimations as the number N of data used to compute them grows.
In the more general case where the parameters ρ t and Q t slowly vary on a given past interval (this notion of slowly varying functions is defined more precisely in the next subsection), there is a need for an adaptive procedure. In this case, using the terminology of [MS04a] , we call interval of local time homogeneity (ILTH) an interval where ρ t and Q t slowly vary. The adaptive procedure determines an estimationÎ of the best interval for parameter estimation i.e., of the largest ILTH. This question is addressed in Section 3.3. Once the intervalÎ is found, the estimationsρ N +1 andQ N +1 of ρ N +1 and Q N +1 are given byρÎ andQÎ where for any nonempty interval I we defineρ I andQ I by:
where for i = 1, . . . , n, and t ∈ I, α I t (i) = [r t (i)] K0(|I|) with K 0 (·) defined in (3.1) and λ a positive parameter (of the adaptive algorithm).
Hypotheses on the means, variances and covariances
Under local time homogeneity, we suppose that there exists a past interval of right endpoint N + 1 such that the means, variances and covariances slowly vary or are almost constant in this interval. The adaptive procedure we describe in the next subsection aims at finding the largest interval satisfying this assumption. For a given past interval of right endpoint N + 1, we should thus be able to decide, from a theoretical point of view, whether we can consider that the means, the variances and covariances slowly vary on this interval or not. If ρ t and Q t slowly vary on the interval I = [N + 1 − m, N + 1], where m ∈ N * , then the quantities:
should be small. Similarly, we expect ∆ ρ J and ∆ Q J to be small for all subintervals J of the interval I. In particular, if I(I) is a finite set of testing subintervals of the interval I (the choice of I(I) is discussed later) then ∆ ρ J and ∆ Q J should be small for every interval J ∈ I(I). To take into account the variance of the estimators, we then define for every interval I:
Let us fix a small and non-negative constant D. If we set I + (I) = I(I) ∪ I, we say that ρ t and Q t are slowly varying on the interval I if:
(3.4)
Let now I be a family of candidate intervals. We suppose that (3.4) holds on the smallest candidate interval I. Notice that from a practical point of view, if no interval I satisfies the above relations (3.4), then the adaptive algorithm returns a minimal interval. The tests of homogeneity are thus in fact only made for intervals of length greater than the length of this minimal interval.
The ideal interval I of local time homogeneity that the oracle we build in Section 3.3 aims at approximating is then the largest interval (among the family of candidate intervals) such that (3.4) holds:
where D is a fixed and non-negative constant. Our definition of ideal interval of local time homogeneity differs from that of [MS04b] . In [MS04b] , condition (3.4) has to be satisfied only for J = I. However, suppose that a sufficiently large interval I is such that Q t = Q for all t in I and ρ t is varying a lot only on the left of the interval. Using the definition of [MS04b] of an interval of local time homogeneity, we would probably accept I as an interval of local time homogeneity whereas our definition would probably conclude the contrary, which makes more sense in this case.
Adaptive method
We suppose that the mean ρ t of the process r t and the covariance matrix Q t are slowly varying on an ILTH to determine. Under this hypothesis, there are intervals
, such that the mean ρ t does not vary much on I ρ and Q t does not vary much on I Q . From a theoretical point of view, there can be a change point in the mean; the variances and covariances being constant. However, in this case, we should take the change in the mean into account in the estimation of the covariance matrix and the estimation of I Q would be more difficult. We will thus look for the largest intervalÎ (an estimation of I) such that the means, variances and covariances slowly vary onÎ which amounts to finding an estimation of the intersection of I ρ and I Q . An alternative method consists in first determining an estimationÎ ρ of I ρ and to further determine an estimationÎ Q of the largest interval contained in I ρ such that Q t is slowly varying on this interval. We give the theoretical accuracy of the estimators obtained using one interval of homogeneity. The proofs can be directly adapted to show the accuracy of the resulting estimatorsρÎ ρ andQÎ Q when two intervals of homogeneitŷ I ρ andÎ Q are determined. To illustrate, we give the accuracy of the estimation of the mean byρÎ ρ when separate intervals of homogeneity are determined to estimate, on the one hand, the mean and on the other hand, the variances and covariances. We use an adaptive algorithm which is described in the next subsection to determine an estimation I of I. The key question will be to decide, from a practical point of view, whether on a given interval, ρ t and Q t are slowly varying or not.
Algorithm description
The choice of the adaptive interval of time homogeneity is done as follows. Let I be a family of ordered candidate intervals and for every I ∈ I, let I(I) be a family of testing subintervals. Notice that we suppose that N + 1 belongs to the ILTH. This justifies the estimation of ρ N +1 and Q N +1 by empirical estimations of the mean and of the covariance matrix using the data of the ILTH. However, as we do not have observations for time step N + 1, the candidate intervals are of the form [N + 1 − m, N ], where m ∈ N * (the return r N +1 is in the ILTH but is not used for estimation as it is not available). We suppose we have a rule which allows us to know if we can consider that on a given candidate interval I, the means, variances and covariances slowly vary on I or not (this question is addressed next). The selected interval of time homogeneityÎ is such that for all I ∈ I satisfying I ⊆Î, I is accepted as ILTH and the smallest interval I ∈ I such thatÎ I is rejected. Now we should be able to decide, from a practical point of view, if on a given interval I, the mean ρ t and the covariance matrix Q t are slowly varying or not. If on I = [N + 1 − m, N ], ρ t does not "vary much", then the mean value of ρ t on I is close to the mean value of ρ t on every subinterval J ∈ I(I). But the mean value of ρ t on I is close to the mean value of r t on I which is close to the mean value of α I t on I for |I| large enough. Thus, if ρ t does not "vary much" on I, then for every subinterval J ∈ I(I), ρ J is close toρ I whereρ I is defined in (3.3). Similarly, if Q t is nearly constant on I, then for every subinterval J ∈ I(I),Q J is close toQ I . In fact, deciding whether a given interval I is of time homogeneity or not boils down to doing a test. For instance, in the particular case of piecewise constant functions ρ t and Q t , we have to do the test:
We then need the following theorem which quantifies the proximity between two estimationsρ I andρ J of the mean orQ I andQ J of the covariance matrix done on embedded intervals I ∈ I and J ∈ I(I).
Theorem 3.2 Let r t satisfy Assumptions 2.3 and 3.1, let I be a nonempty interval of local time homogeneity (which means that (3.4) holds) and let J ∈ I(I) with |J| > 0. Letρ I andQ I be the estimators associated to the estimations in (3.3). Then for every λ > 0 such that ln n(n + 1) + λ ln |I| ≤ |I| and ln n(n + 1) + λ ln |J| ≤ |J|, we have:
where f (|I|, λ) = ln n(n+1)+λ ln |I| |I|
, and k Q and k ′ Q are constants given in the appendix.
Remark 3.3
Conditions ln n(n + 1) + λ ln |I| ≤ |I| and ln n(n + 1) + λ ln |J| ≤ |J| in Theorem 3.2 above can be suppressed. In this case, we get more complicated expressions of γ ρ and γ Q . This more general case is studied in the appendix.
In virtue of Theorem 3.2, we will accept I as an interval of homogeneity if for every subinterval J ∈ I(I) :
where λ is the positive parameter involved in the definition of K 0 , and reject I otherwise. Thus, if I is indeed an interval of local time homogeneity then the probability that (3.8) holds (where we replaced in (3.8) the estimations by the estimators) can be controlled with an appropriate choice of λ. Notice that when the length of I and J grows, then the right hand sides of (3.6) and (3.7) rapidly go to 0, as expected. We now discuss the choice of the sets I, I(I) and of the parameter λ.
Choice of the sets I, I(I) and of the parameter λ
The simplest way to choose the sets I and I(I) is described in [MS04a] and [MS04b] . We briefly recall this choice. Let m 0 be the length of the smallest candidate interval (with the hypotheses of Subsection 3.2, the last m 0 time steps thus automatically belong to the ILTH). We choose a grid G = {t k = m 0 k, k ∈ N * } where m 0 ∈ N * is the grid step.
Let N + 1 = k * m 0 > 2m 0 , be a point where we want to carry out the adaptive algorithm to determine estimations of ρ N +1 and Q N +1 . The set I is defined as follows:
In [MS04b] , for every I k = [t k , t k * [∈ I, the set I(I k ) of testing subintervals of interval I k is then the set of all smaller intervals whose endpoints belong to G and with either the same left endpoint or the same right endpoint as I k :
In [MS04a] , only the subintervals of interval I k with the same right endpoint are considered. When N + 1 is not a point from the grid, we can use a dynamic grid adapted to the time N +1 of estimation and the intervals of the set I are of the kind [N +1−m 0 k, N +1[ where k ∈ N * . If we decide to determine two intervals of homogeneityÎ ρ andÎ Q , to estimate respectively the mean and the covariance matrix, the length m 0 (ρ) of the smallest testing subinterval chosen to findÎ ρ and the length m 0 (Q) of the smallest testing subinterval chosen to findÎ Q , are not necessarily the same. These values depend on the variance of the components on I ρ and I Q . We need less data to obtain a good estimation of the mean. However, to determine an estimation of I Q , we should take greater values for m 0 (Q), say at least n where n is the number of components (if the number of data is less than the number of components, the empirical covariance matrix is not invertible). This means that we will have a very rough estimate of I Q if the step m 0 (Q) is large. The same will hold for I ρ if the step m 0 (ρ) is large. We thus now intend to introduce a few modifications of the implementation choices proposed in [MS04b] (that we have just mentioned) to increase the algorithm performance or speed. In what follows, we drop the dependence of m 0 on ρ and Q (all further remarks on m 0 will be valid for m 0 (ρ) and m 0 (Q)).
• First, we can introduce more flexibility in the choice of the set I. Indeed, the length difference of two successive intervals in I is not necessarily m 0 , where m 0 is the length of the smallest testing subinterval. Let the smallest interval from I be made of the last m 0 observations. Now, if I = [t ℓ , N + 1[ is an interval from I, the successor of I in I can be obtained adding k data instead of m 0 thus yielding the interval [t ℓ − k, N + 1[ where k ∈ N * and k < m 0 . Even values of k as small as one (the successor of an interval from I has the length of its father plus one) can yield spectacular improvements (see [Gui05] ). This simple modification of the set I allows us to find the optimal intervals of homogeneity with a higher probability.
• We can also modify the testing subintervals without changing much the performance of the algorithm while improving its rapidity. At a given iteration of the algorithm, if we have accepted an interval I = [t ℓ , N + 1[ as an interval of homogeneity, the data from the next interval I ′ = [t ℓ − k, N + 1[ the most prone to be before the break point (if there is one) in I ′ is the k left data. That's why a simple modification of the testing subintervals consists in only taking one subinterval
If an interval is of homogeneity then this procedure will accept it with a higher probability than the adaptive algorithm as it is presented in [MS04b] . Indeed, the test done to know if this interval is accepted is one of the tests done by the adaptive algorithm used in [MS04b] . Now if there is a break point in I ′ , as the previous interval I was accepted, the break point certainly lies on the left of the interval. Thus, the m 0 data lying on the left of interval I ′ is the m 0 data most prone to provide estimations far from those obtained using the data of the whole interval I ′ (this implementation choice is called choice (a)). Also, instead of checking the difference between the estimations on 
From a practical point of view and using the above notation, I ′ is accepted as an ILTH for the mean using implementation choice (a) (resp. (b) or (c))
. Thus, at each iteration of the algorithm, we only have to perform one test, in which we are confident if m 0 is not too small.
We can show (see [Gui05] ), both from a theoretical and practical point of view, the close behavior of these variants of the adaptive algorithm. Finally, we can calibrate λ using different techniques. We can for instance determine λ such that the type I error is controlled in a change point model. Parameter λ can also be chosen using Monte Carlo simulations.
Quality of the estimation
The key question we address now is to determine the quality of the approximation of ρ N +1 and Q N +1 by our adaptive estimatorsρÎ andQÎ . Recall that the ideal interval I is the interval which checks:
where D is a fixed and small constant.
We first give the quality of the estimationθ
⊤ that would be used if the ideal interval of local time homogeneity was known.
Theorem 3.4
If λ > 0 is such that ln n(n + 1) + λ ln |I| ≤ |I|, then there is a constant k(D) (given in the appendix) depending affinely on D, such that
(3.10)
The following theorem gives the accuracy of the adaptive estimates. , svec(QÎ ) ⊤ ) ⊤ , we get:
(3.11)
Notice that the estimation is all the closer to the estimated parameter as D and σ are small and as the length of I is large. Also, the number of terms on the right hand side of the inequality above in Theorem 3.5 depends on the choice of the candidate intervals and on the choice of the subintervals. This theorem shows in fact that the quality of the adaptive estimators is close to the quality of the estimatorsρ I andQ I that would be used if the ideal interval I was known in advance. The adaptive algorithm can be viewed as an oracle which, receiving as input a collection of observations r t , t = 1, . . . , N, of a process satisfying Assumption 3.1, gives estimations of ρ N +1 and Q N +1 that are close to the true (unknown) values. In order to determine two intervals of homogeneityÎ ρ and I Q for the mean and the covariance matrix respectively, we can adapt the definition of the optimal intervals of homogeneity. The optimal interval of time homogeneity I ρ for ρ checks:
and the optimal interval of time homogeneity I Q for Q:
An adaptive estimationÎ ρ of I ρ can then be determined using the same acceptance rule concerning the mean as for the determination ofÎ. Following the proof of Theorem 3.5, we can then get the accuracy ofρÎ
where the constant k(D) = 7 + 3 √ 2 + 12 2 ln 2 D. A similar result can be obtained for the accuracy of the estimation of Q N +1 byQÎ Q using the data of the intervalÎ Q . Notice that the condition ln n(n + 1) + λ ln m 0 ≤ m 0 in the above Theorem 3.5 can be suppressed but this leads to more complicated left hand sides. However, this condition is not too restrictive. For instance for n = 40, if we take m 0 = n, then we can take values of λ as large as 8.84. If we choose λ = 1 and m 0 = n, then it suffices for r t to have more than six components (n ≥ 6) to get ln n(n + 1) + λ ln m 0 ≤ m 0 . Notice that, following the proof of Theorem 3.5, we can give the accuracy of the adaptive estimators obtained using the different implementations of the adaptive algorithm described in Section 3.3.2.
Theorem 3.6 Let
be the optimal homogeneity interval for the mean, let λ > 0 satisfy ln n(n + 1) + λ ln m 0 ≤ m 0 and let 
)). For these different implementation choices, we have:
A similar result can be given on the accuracy ofQÎ Q .
Accuracy of the approximate problem 4.1 The stationary case
We first consider the case of constant means, variances and covariances. We suppose that N returns r i , i = 1, . . . , N, satisfying Assumption 3.1 are available to compute the empirical estimationsρ N +1 andQ N +1 of the mean and the covariance matrix of the process α t defined in Subsection 3.1.
Definition 4.1 For any n×n real symmetric matrix
Theorem 4.2 Let the process r t satisfy (1.1) with constant mean ρ t = ρ and covariance matrix Q t = Q and let Assumption 3.1 hold. Let λ > 0 and let (ρ N +1 ,Q N +1 ) be the estimations of (ρ N +1 , Q N +1 ) given in (3.2). If ln n(n + 1) + λ ln N ≤ N , then there is a constant k (given in the appendix) and a set S ⊆ Ω of probability at least 1 − 3 N λ such that for any ω ∈ S, the accuracy of problem P(θ) is bounded as follows:
Theorem 4.3 Let the process r t satisfy (1.1) with constant mean ρ t = ρ and covariance matrix Q t = Q and let Assumption 3.1 hold. Let λ > 0 and let (ρ N +1 ,Q N +1 ) be the estimations of (ρ N +1 , Q N +1 ) given in (3.2). If ln n(n + 1) + λ ln N ≤ N , then there are constants k 1 and k 2 (given in the appendix) and a set S ⊆ Ω of probability at least 1 − 3 N λ such that for any ω ∈ S the accuracy of problemP(θ) is bounded as follows:
The accuracy of the approximate problem can also be bounded without the condition ln n(n + 1) + λ ln N ≤ N . In the general case, we get more complicated bounds (see the appendix).
Slowly varying parameters
In the case of slowly varying parameters, the accuracy of the approximate problem is roughly obtained by replacing, in the results given in the stationary case, the number of observations N with the length |I| of the ideal interval of local time homogeneity. Indeed, ρÎ andQÎ are close toρ I andQ I (see Theorems 3.4 and 3.5). and a set S ⊆ Ω of probability at least 1 − 
Theorem 4.4 Let
It is interesting to notice that the upper bound we obtain on the accuracy of the problem weakly increases with problem dimension. Thus, if I is sufficiently long, we can build an approximate problem of good quality even when the number n of components is very large. For problem (V) (see the application we consider in the next section), we can bound from above max x∈X x 1 (appearing in (4.2), (4.3), (4.5) and (4.6)) by x − 1 , where x − is the portfolio before reallocation.
Numerical simulations: application in finance

Presentation of the application
We introduce in this subsection a portfolio selection model belonging to the classP(θ) for which we build an approximate problem as explained before using both simulated and real data. Let H be the investment horizon, N + 1 the date of the investment, and let s t =(s t (1),. . . ,s t (n)) be an observed asset process in discrete time, t = 1, . . . , N + 1, where n is the number of risky assets, whose prices at time t are collected in the vector s t ∈ R n . We define the corresponding H time steps return r H t at time t by r H t = st+H st , t = 1, . . . , N +1−H, where the division should be understood componentwise: r
Notice that though we are at time N + 1, the data r H t , t = N + 2 − H, . . . , N + 1, is not available. However, the returns we are interested in are the returns r H N+1 (i), i = 1, . . . , n, over the investment period. We suppose that there is a past interval with right endpoint N + 1 such that the parameters ρ t and Q t slowly vary on this interval. We also suppose that this interval is of a length greater than H+k where k is the minimal number of data needed for estimation. Finally, to enter the framework specified in this article, we suppose the returns r t are independent. We thus first simulate independent returns. However, in practice, the assumption of independence of the returns is not true (though it is a simplification commonly made) but we also test our procedure using real data to measure in practice the behavior of our methodology when applied to this portfolio selection model.
We fix an investment horizon H=1 and denote from now on by r t the returns at time t. In addition to the n risky assets, we have a risk-free asset and we take into account the transaction costs. We consider a single investment period and have to decide the amount of money to invest in the different assets over this investment period. The quantities referring to the risk-free asset are indexed by n+1. In this setting, a simplified portfolio selection problem ( [DI93] ) is as follows. Let x i be the amount of asset i in the portfolio at the beginning of the period. The flow balance equations for the x i are then given by:
for the risky assets, i = 1, . . . , n,
(1 + ν i ) z i for the risk-free asset, once we have defined
: the initial value of i-th asset before the rebalancing of the portfolio; • y i : the amount of risky asset i we sell at the beginning of the period, µ i being the corresponding transaction cost (with 0 < µ i < 1);
• z i : the amount of risky asset i we buy at the beginning of the period, with the corresponding transaction cost ν i (with 0 < ν i < 1).
In what follows, a portfolio is thus a vector x = (x 1 , . . . , x n ) ⊤ of n amounts invested in the different risky assets plus risk-free asset x n+1 and r N+1 =(r N+1 (1), . . . , r N+1 (n)) ⊤ is the vector of risky asset returns over the investment period. Note that the risk-free asset return r(n + 1) is known. The goal is then naturally to maximize the final total value of the portfolio given by x ⊤ r N+1 + r(n + 1)x n+1 .
Case of complete information. If we knew the returns r N+1 , we could solve the following linear program:
We denote by X(µ, ν, x − ) the set of admissible portfolios defined by the above flow balance equations and the positivity constraints on x, x n+1 , y and z.
The problem of data uncertainty. In fact, the data which are known the moment we choose the portfolio are the transaction costs µ and ν and the return r(n + 1) of the riskfree asset. In order to solve the previous allocation problem, we could use a realization of the returns over the investment period and plug these values into ALLOC. At first glance, this approach fails in ensuring a given target income with high probability. This means that we have to take into account the risk of our investment.
We use the Value-at-Risk technique, which is a modelling tool to make a decision in an uncertain environment. In the Value-at-Risk model, an investment is considered risky if its return has little chance of exceeding a certain reasonable value, fixed in advance. More precisely, given the distribution of the returns, if we fix a confidence level 0 < ε < 1 2 , the maximal return that can be reached with probability greater than or equal to 1 − ε, for an admissible portfolio (x 1 , . . . , x n+1 ), is the Value-at-Risk of level ε, V ε (x 1 , . . . , x n+1 ), of this portfolio:
A VaR asset allocation problem then amounts to solving:
If the distribution of the risky asset returns r N +1 is Gaussian with given mean
where Φ is the CDF of the Gaussian density. Using the exact version of Chebyshev bound (see [BP05] , [Smi95] ), we can show that if the returns are not Gaussian, an upper bound on the optimal value of (5.1) is given solving
where now κ(ε) = 1−ε ε . Thus, in every case, the problem of maximizing the Valueat-Risk over all admissible portfolios reduces to (5.2), which is a problem of the form P(θ), where κ(ε) is a risk factor depending on the assumptions for the distribution of the returns:
We now intend to test the accuracy of the approximate problem (V) using the adaptive estimations of problem (V) parameters. We use both simulated and real data for the returns r t , t = 1, . . . , N, available the day N + 1 of the investment. The efficiency of the adaptive algorithm itself (introduced in Section 3) is tested in [Gui05] (to detect break points in a change point model).
For more flexibility, we use the empirical adaptive estimators of the mean and of the covariance matrix. The empirical adaptive estimators are defined in [Gui05] and are obtained using the adaptive algorithm and replacing α I t by r t in (3.3) (which leads to more standard definitions forρ I andQ I ). In this manner, we can show (see [Gui05] ) that the adaptive algorithm now depends on two positive parameters λ and µ. We then use the following acceptance rules for a given interval I. We accept the interval I as an interval of local time homogeneity if for all J ∈ I(I),
where (λ, µ, k 1 , k 2 ) are positive constants. The parameter σ is estimated from the data. From a theoretical point of view, we can still bound from above the accuracy of the approximate problem which uses the empirical adaptive estimations (see [Gui05] ). We did not choose to present this approach as it leads to more complicated and less precise upper bounds which are obtained under more restrictive conditions on the process r t . However, the definition of the approximate problem as a function of the adaptive estimators, the dependence of the upper bounds on the quality of the approximate problem as a function of n and |I|, and the tools used to show the results are the same (see [Gui05] ).
To reduce the computational cost, we use the choice of testing subintervals denoted by choice (b) in Theorem 3.6. The intervals of the set I are of the form
Finally, the optimization problems are solved using Matlab and the Mosek optimization library.
Simulated data
In this section we are interested in the accuracy of the approximate VaR problem (V) in the particular case where the model for the returns is a change point model. The day of the investment, N = T 1 + T 2 independent observations of the returns are available where the first T 1 data is drawn from the Gaussian density N (ρ 1 , Q 1 ) and the last T 2 observations from the Gaussian density N (ρ 2 , Q 2 ). Assumption 3.1 is thus satisfied. We then assume that the mean return and the covariance matrix between the returns over the investment period are respectively ρ 2 and Q 2 . We thus know the optimal portfolio x * that would be obtained solving the VaR problem (V) with the values ρ 2 and Q 2 of the parameters. To use meaningful values of ρ 1 and Q 1 we choose ρ 1 = ρ and Q 1 = Q where ρ and Q are the empirical mean and covariance matrix obtained using the available 3 month returns of the assets of the Dow Jones we have (see the next subsection) on January 2, 1995. The matrix Q is thus an n × n matrix with n = 30. We consider a change point model with a change in the mean only: ρ 2 = 1.25ρ 1 and Q 2 = Q 1 . We consider 200 realizations of such a change point time series and for each realization, we compute the portfolios obtained solving (V) using the empirical estimations of the parameters with different estimation horizons:
• a fixed estimation horizon using the last T 2 observations (method denoted by "Last"); a fixed estimation horizon using the first T 1 observations (method denoted by "First"); a fixed estimation horizon using all the data (method denoted by "Emp"); • the estimation horizon provided by the adaptive algorithm (method denoted by "Adap").
The risk-free rate chosen is the American federal bank loan rate the day of the investment (January 2, 1995). We choose κ(ε) = 0.25 and T 1 = T 2 with T 1 = 50, T 1 = 100 or T 1 = 200. We also test the procedure for different values of the number n of assets: n = 30, 100, 500 and n = 1000. When n = 30, we have just described how ρ and Q are computed. When n = 100, we choose ρ = [ρ and Q 2 , is the block diagonal matrix
When n > 100, we choose ρ=0.98 +
0.22
i−1 n−1 , i = 1, . . . , n, and Q =diag(0.25ρ 2 ) (not to get an ill-conditioned matrix Q in high dimension). The parameters λ and µ of the adaptive algorithm are fixed: λ = µ = 1. For fixed T 1 and T 2 , the parameters k 1 and k 2 are those (among a grid of values for k 1 and k 2 ) providing the smallest type II error while providing a type I error of at most 5% for a stationary model with ρ 2 = ρ 1 = 1.25ρ and Q 2 = Q 1 = Q. More precisely, we simulate 200 samples of size T 1 + T 2 drawn from the Gaussian density N (1.25ρ, Q). For each sample, a type I error is made when the whole interval of length T 1 + T 2 is not accepted as an interval of homogeneity. The same procedure is conducted with a change point model where ρ 2 = 1.25ρ 1 and Q 2 = Q 1 . In this case, a type II error is made when the length of the adaptive interval is greater than T 2 . The grids of values chosen for k 1 and k 2 are the same:[0.05;0.1;0.2;0.3;0.4;0.5;1]. We then compute the 90 th percentile of the accuracy. The results are given in Table 5 .1 above.
We then conduct the same experiment with a stationary time series: ρ 2 = ρ 1 = ρ and Q 2 = Q 1 = Q. The results are given in Table 5 .2 which follows. The accuracy of the approximate problem is satisfying, close to the accuracy obtained using the true interval of homogeneity and much better than the accuracy obtained using all the data in the case of a change point time series. Table 5 .2 Comparison of the 90 th percentile of the accuracy (defined in Section 2) of the approximate problem (V) using different estimation procedures for the parameters. Stationary time series for the returns.
Simulations with real data
Our objective is now to compare the evolution of portfolios obtained with Value-at-Risk model (V) rebalancing the portfolio for different dates and using different methods of calibration of the problem parameters. We are interested in the portfolio return and in the volatility of the portfolio return over the investment period. The different calibrations tested are the empirical estimations (using all the available data the day of the investment and computing the empirical estimations), the empirical estimations using a fixed given estimation horizon and the empirical adaptive estimations. The performances of the portfolios are also compared with a portfolio tracking the Dow Jones and with a riskfree investment (investing everything in the risk-free asset). We consider the 30 assets of the Dow Jones. We have the prices of these assets from January 2, 1992 to June 30, 2004. Notice that these prices are corrected and take into account the splits and capital growth. We invest $1000 (this money is initially held in the risk-free asset) on January 2, 1995. We choose an investment horizon H. Different values of H are tested: H = 90 days of open stock markets (approximately 4 months and a half), H = 60 and H = 20. The portfolio is then regularly rebalanced every H days of open stock market, using model (V). The risk-free rate used for an investment is the H-day American federal bank loan rate the day of the investment. The transaction costs amount to 0.5%. Different policies of choice of parameters of the adaptive algorithm will provide different estimation horizons. We now explain how the parameters of the adaptive algorithm are chosen.
A posteriori choice of parameters
The parameters of the adaptive algorithm are first determined a posteriori to show the influence of the estimation horizon on the performance of the portfolios. We determine one homogeneity intervalÎ, the intersection ofÎ ρ andÎ Q . A grid of values is chosen for the parameters k 1 , k 2 and m 0 . The values of λ and µ are fixed to 0.5 to reduce the computational costs. We envisage all possible combinations of the values of the parameters k 1 , k 2 and m 0 and choose the combination giving the maximal return over the investment period. Notice that the same parameters are used at each rebalancing. A dynamic choice of parameters could still improve the results. The results are summarized in Table 5 .3. In this table (and in what follows) R Ad is the return of the portfolio obtained with the adaptive method over the whole investment period and R Emp is the return of the portfolio obtained with the empirical method over the same period. Knowing the evolution of the portfolio wealth over the investment period, we can compute the sample of H-day returns of the portfolio. The empirical mean of this sample (the H-day mean return) is R ′ Ad (if the adaptive method is used) or R ′ Emp (if the empirical method is used) and its empirical standard deviation (which measures the volatility of the portfolio return) is σ Ad for the adaptive method and σ Emp for the empirical method. We see that we can always find values of the parameters which provide a portfolio having a return larger than the "empirical portfolio" over the investment period. It seems that the shorter the investment horizon, the more interesting the adaptive algorithm. This would mean that the shorter the H, the more the means and variances of the returns vary (in particular for H = 20 where the use of the empirical estimations gives a portfolio performing less well than a risk-free asset based investment). This method of choice of parameters is called Best Adap in what follows.
A priori choices of parameters
From a practical point of view, we have to determine a policy of choice of parameters using only the available information the day of the investment. We use the same grid of admissible values for the parameters of the adaptive algorithm as for the a posteriori determination of parameters. Parameters are chosen in a way to optimize a certain error criterion. We use three different dynamical techniques (the values of the parameters can change from one rebalancing to another) to solve this problem. We can first find the values of the parameters giving the smallest Mean Absolute Forecast Error (MAFE). Ifρ(t) is the forecasted adaptive mean for time step t, then using the observations (r 1 , . . . , r t−H ) available at time step t, the MAFE computed at time step t is:
where t 0 > 0 is a parameter. For our simulations, the dates chosen are the last t 0 = 5 dates for which the returns of the assets are known. Notice that if we decide to find two different intervalsÎ ρ andÎ Q , this method provides a calibration of k 1 and λ. This method will be tested if we only determine one interval of homogeneity. In this case, the values of k 2 and µ also influence the estimation of the interval of homogeneity and consequently influence the estimation of the mean. We call this method Adap 1. A second way of calibrating the parameters of the adaptive algorithm consists of simulating different investments in the past. We choose 5 different investment dates preceding the day of the rebalancing (for which we want to calibrate the parameters) and such that the prices of the assets are known for H days following these different dates. This allows us to compute the optimal portfolios for every value of parameters and to see the real evolution of the different portfolios. We then choose the values of parameters giving the maximal mean return over all testing dates (method Adap 2) or the maximal Sharpe ratio which is defined as the H-day mean return divided by the H-day standard deviation (method denoted by Adap 3). We call "Fix" the method using a fixed estimation horizon (different fixed estimation horizons are considered: 50, 100, 150, 200, 250 and 300 and the one providing the best return over the investment period is chosen). Emp stands for the method using all the available data to compute the empirical estimations of the parameters. Two investment periods are chosen: the first one goes from January 2, 1995 to the beginning of May 2000; the second one goes from January 2, 1995 to June 30 2004. We first report in Tables 5.4 and 5.5 below, for the first investment period (from January 2, 1995 to the beginning of May 2000), the global return R H for each method, the mean return R Not all the adaptive methods allow one to obtain either a better global return or a better Sharpe ratio over the investment period. Nevertheless, for every investment horizon H, there is always an adaptive method yielding a global return larger than the global return of method "Emp". In particular, method "Adap 3" beats method "Emp" for H = 90 and for H = 20 where the global return is more than doubled. We now plot, in Figure 5 .1 which follows, the evolution of the portfolios using the different investment methods and the two investment periods. Only the adaptive method (Adap 1, Adap 2 or Adap 3) providing the maximal return is shown in this figure.
Concluding remarks
We generalized the work of [MS04a] to find the interval of local time homogeneity in a distribution-free and multidimensional context. We have then shown, using this procedure, how to treat the uncertainty in a class of stochastic optimization problems. The quality of the approximate problem we define to solve the stochastic optimization problem is theoretically controlled. The procedure has been tested on a portfolio selection model on both simulated and real data. In particular, on real data, one of the methods of calibration of the parameters of our adaptive algorithm has been shown to be competitive.
It remains to see how the adaptive estimations could be used to treat a broader class of stochastic optimization problems where the uncertainty is also in the constraints.
Appendix
Proof of Proposition 2.1: For every x ∈ X, for every θ = (ρ
⊤ ; the objective function f 0 of problemP(θ) checks:
we are done and else for any β > 0 and x = 0 : 
2
Proof of Proposition 2.2: Since f 0 (x,θ) ≤ f 0 (x * ,θ), we have:
Before showing the theorems of this paper, we need the three following Lemmas 6.1, 6.3 and 6.4. The two last ones provide, for a process satisfying Assumption 3.1, new nonasymptotic bounds on the quality of the estimators of the mean and of the covariance matrix given in Section 3.1 (Lemma 6.4) and on the quality of two other close estimators (Lemma 6.3). For short, we will sometimes write K 0 instead of K 0 (N ).
Lemma 6.1 Let X t , t = 1, . . . , N, be N independent observations of a zero mean random vector in R n with n ≥ 2. If in addition, we have for every t : E X t 2 ∞ ≤ σ 2 , then: 
satisfies for every x, h ∈ R n , the relation:
where f :
Proof of Lemma 6.2: Let us fix x, h ∈ R n . We distinguish four cases for the pair First notice that since q is even,
In the first three cases, we can write x as x = −kh, with k = 0 in the first case, k = 1 in the second case, and k < 1 in the third case. In these three cases, we thus have
Plugging (6.4) into (6.3) gives (6.2) in the first three cases.
In the fourth case, since W is continuously differentiable on [x, x + h] and twice continuously differentiable on ]x, x + h[, using Taylor formula, we have for some z = x + αh, with 0 < α < 1,
, with
. Observing that q > 2, and using (6.5) and
Hölder's inequality, we then have
We conclude bounding q from above by 4 ln n ln 2 , for n ≥ 2. 2
Let us now show (6.1). For k = 0, . . . , N − 1, we have, using Lemma 6.2:
Hence, taking expectation, and since the random vectors X t are independent and centered:
We then have: 
with α t = r t 1( r t ∞ ≤ K 0 ). Then there exist constants m 1 = 
, (6.7)
10)
Proof of Lemma 6.3: Note first that for k = 1, . . . , n and t = 1, . . . , N :
and thus |Eρ N +1 (k) − ρ(k)| is bounded from above by
. This shows (6.7). Now if δ 1 = ln 2n + λ ln N , we show that:
and thus (6.8) will follow with m 1 = 7 3 + √ 2. We can bound from above P(
which itself is bounded from above by
(6.12)
Further, notice that
, for all fixed k, the random variables X i k , i = 1, . . . , N, are independent with zero mean and such that
Thus, when using the Bernstein inequality for (6.12), we get (6.8):
We have, for all 1 ≤ j, k ≤ n, and t = 1, . . . , N :
and (6.9) follows. We now introduce δ 2 = ln n(n + 1) + λ ln N and show that:
which will prove (6.10). Reasoning as above and, for short, writing η ′′ 2 for η ′′ 2 (N, λ), we have
i , for every (j, k), the random variables (X j,k i ) i are independent, with zero mean, and satisfy
We then conclude the proof of (6.10) using Bernstein inequality. Further, since:
N , we have:
Since 
where for i = 1, . . . , n, α 
The condition ln(n(n + 1)) + λ ln N ≤ N in the above Lemmas 6.3 and 6.4 can be suppressed but this leads to more complicated left hand sides.
Proof of Lemma 6.4: If we notice that |α t (i)| ≤ |r t (i)|, we see, (following the proof of Lemma 6.3), that (6.7), (6.8), (6.10) and (6.11) remain valid for Lemma 6.4 provided that constants m 2 and m 3 are updated. For instance for k = 1, . . . , n, and t = 1, . . . , N,
, and (6.7) follows. Let us now bound EQ b N +1 − Q ∞ from above. Let us fix j, k in 1, . . . , n, and t in 1, . . . , N. First, note that (6.13) holds. Let us then denote by k + (resp. k − ) the quantity 1(|r 1 (k)| > K 0 ) (resp. 1(|r 1 (k)| ≤ K 0 )) and by j + (resp. j − ) the quantity 1(|r 1 (j)| > K 0 ) (resp. 1(|r 1 (j)| ≤ K 0 )). Further, we have
independent with zero mean and E ζ t
4 . Using Lemma 6.1, we get (6.18). Now,
Reasoning as in the proof of (6.7), we then have
∞ and it follows that
(6.20)
We then use (6.16), (6.19) and (6.20) to prove (6.17). 2
Proof of Theorem 3.2: Let r t satisfy Assumption 3.1. We have: 
We can then easily adapt the proof of (6.8) to show that for every nonempty interval I and λ > 0:
where K 0 (|I|) = σ |I| ln n(n+1)+λ ln |I| , where m 1 = 7 3 + √ 2. Since ln n(n + 1) + λ ln |I| ≤ |I| and ln n(n + 1) + λ ln |J| ≤ |J|, we then use (6.21), (6.22) and (6.23) with η 1 (|I|, λ) = (
to obtain (3.6). We now need the following lemma to prove (3.7). Lemma 6.6 If I is a nonempty interval of local time homogeneity, then for all λ > 0, Proof of Lemma 6.6: Note first that:
We now have to bound from above:
We have, for all 1 ≤ j, k ≤ n:
We then use (6.26), (6.23) and follow the proof of (6.10) to conclude. Using Cauchy-Schwartz inequality, Lemma 6.5 and since I is of local time homogeneity we get:
≤ kQDσ 2 ( ln n(n + 1) + λ ln |J| |J| + ln n(n + 1) + λ ln |I| |I| ). (6.28)
We conclude using (6.27), (6.28) and Remark 6.7. 
(6.29) We then observe that
Then using Cauchy Schwartz inequality, the definition of I and Lemma 6.5:
Dσ ln n |I| .
(6.31)
Using (6.30), (6.31) and (6.23) with η 1 (|I|, λ) = ( Since we easily check that the probability P( θÎ − θ ∞ ≥ k(D) max(σ, σ 2 ) ln n(n + 1) + λ ln |I| |I| ) is bounded from above by the probability of the union of the two events (6.33) and (6.34), and since every testing subinterval J satisfies |J| ≥ m 0 , this will prove the theorem.
Let us thus now prove that the union of the events (6.33) and (6.34) implies the event (6.35). Let us suppose that for all I in I such that I ⊆ I and J ∈ I + (I), ρ J − ρ J ∞ ≤ η 1 (|J|, λ) and Q J −Q J ∞ ≤ η(|J|, λ). We intend to prove that ρÎ − ρ N +1 ∞ ≤ 3η 1 (|I|, λ) + 8 ).
So for all I ∈ I such that I ⊆ I, I is accepted and I is accepted so I ⊆Î. This implies ρ I −ρÎ ∞ ≤ η 1 (|I|, λ) + η 1 (|Î|, λ) + 4 2 ln 2 Dσ ln n |I| + ln n |Î| ≤ 2η 1 (|I|, λ) + 8 2 ln 2 Dσ ln n |I| , since η 1 (|I|, λ) is a decreasing function of |I|. Now Proof of Theorems 4.2 -4.5: In the stationary case, let λ > 0 be such that ln n(n + 1) + λ ln N ≤ N and in the case of slowly varying parameters let λ be the parameter of the adaptive algorithm such that ln n(n + 1) + λ ln m 0 ≤ m 0 . In the stationary case (resp. in the case of slowly varying parameters), on the basis of Lemma 6.4 (resp. following the proof of Theorem 3.5) we can find a random set S of probability at least 3 |J| λ ) and functions η ρ and η Q depending on λ, σ, n and N (resp. λ, σ, n and |I|) such that if ω ∈ S: ρ N +1 − ρ N +1 ∞ ≤ η ρ and Q N +1 − Q N +1 ∞ ≤ η Q . More precisely, in the stationary case we have η ρ = ( x ∈ X, x ⊤ Q N +1 x ≥ β(Q N +1 ) x 1 and
This implies on S: sup
, what implies the estimation in (4.3) and (4.6). Notice that for (4.2) and (4.3), we have k 1 = 14 3 + 2 √ 2 and k 2 = 
