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Swarm robot systems, in which many robots cooperate to perform one task, have attracted a
great of attention in recent years. In controlling these systems, the trade-off between the global
optimality and the scalability is a major challenge. In the present paper, we focus on the mean
field game (MFG) as a possible control method for swarm robot systems. The MFG is a framework
to deduce a macroscopic model for describing robot density profiles from the microscopic robot
dynamics. For a coverage control problem aiming at uniformly distributing robots over space, we
extend the original MFG in order to present two methods for optimally controlling swarm robots: the
model predictive mean field game (MP-MFG) and the best reply strategy (BRS). Importantly, the
MP-MFG converges to the BRS in the limit of prediction time going to zero, which is also confirmed
by our numerical experiments. In addition, we show numerically that the optimal input is obtained
in both the MP-MFG and the BRS, and widening the prediction time of the MP-MFG improves the
control performance.
I. INTRODUCTION
Swarm robot systems, which are developed to perform given tasks using a number of robots, are expected to have
strong environmental adaptability and high fault tolerance compared with systems consisting of a single robot. The
development of small and inexpensive robots has opened up the possibility of practical application of such systems [1–3].
One of the main challenges to controlling swarms is to overcome the trade-off relationship between global optimality
and scalability [4]. More specifically, in order to obtain the optimal control input for each robot, the states of all other
robots have to be taken into consideration, and therefore the computational time for this task increases dramatically
as the number of robots increases. On the other hand, if each robot uses only the local information in order to reduce
the computational time, then ensuring the global optimality becomes difficult. Such a trade-off between optimality
and scalability is commonly known as a problem inherent to general large-scale systems, including swarm robot
systems [5–7].
The mean field game (MFG) is a relatively new framework by which to deduce a macroscopic model for describing
the density of the agents taking into account the microscopic dynamics of each agent [8]. More specifically, the MFG
approximates N -dimensional optimal control problems as a one-dimensional problem, where N is the number of agents
constituting the swarm. Two key assumptions are made in order to realize the problem reduction: homogeneity and
unlimitedness. Homogeneity means that the dynamics and evaluation functions are common to all of the agents,
and unlimitedness indicates that the number of agents is infinitely large, i.e., N → ∞, which are fairly reasonable
assumptions in many large-scale systems. As shown below, the assumptions are properly exploited in deriving
the macroscopic model such that the optimal input is obtained with a much shorter computational time than the
N -dimensional problem, while taking into account the influence of the agents nearby via a distribution function. The
MFG is hence a possible approach to meet the challenges in controlling swarm robot systems.
In the present study, we extend the original MFG and propose two methods, namely, the model predictive mean field
game (MP-MFG) and the best reply strategy (BRS). A specific task to which the proposed methods are applied, that is,
the optimal coverage control problem, is considered. In this problem, each agent seeks the optimal inputs, which make
the entire group distributed uniformly throughout the space while keeping the agent’s energy consumption as small
as possible. This task is fundamental in swarm robot control and has a wide range of applications, such as optimal
placement of sensor networks and efficient rescue of human life in the event of a disaster [9]. Various methods have
been proposed to solve this coverage control problem, but guaranteeing optimality is still a difficult problem when the
number of robots is very large [10–12]. The main contributions of this research are summarized as follows:
• The MP-MFG is presented, in which the agent solves the MFG with a fixed prediction time at each time, for the
optimal coverage of the swarm robots.
• The BRS is formulated, in which the agent determines the input without prediction at each time.
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FIG. 1. Schematic diagram describing the links between N -players optimal control problem, mean field game, model predictive
mean field game, and best reply strategy.
• The proof of the theorem stating that the MP-MFG is consistent with the BRS in the limit of infinitesimal
prediction time.
• The numerical results for the MP-MFG and BRS are provided, showing that the performance of the MP-MFG
improves with increasing prediction time and that the solution of the MP-MFG approaches that of the BRS as
the prediction time vanishes.
An overview of the MFG, the MP-MFG, and the BRS is given in Fig. 1.
II. RELATED RESEARCH
Coverage control, in which robots are controlled to spread throughout the space, is known as a basic task for
swarm robot systems, together with the consensus control collecting robots in one place [13]. A common approach for
coverage control problems is to divide the space into small regions called Voronoi regions, and each robot moves to
the center of gravity of its Voronoi region [10–12]. This method guarantees local optimality in the sense that each
robot moves in the direction in which its evaluation function is reduced. However, as the number of robots increases, a
long computational time is required in order to obtain the Voronoi region and its center of gravity. An alternative
approach is to stochastically select the direction of movement based on the information that each robot has locally
observed [14, 15]. This method allows a low computational cost, but the global optimality is sacrificed. In contrast,
the methods discussed herein guarantee a fixed calculation time, regardless of the number of robots, and ensure the
global optimality, i.e., that each robot reduces its evaluation function.
The MFG is a concept that was proposed rather recently by Lions and Lasry in 2007 [8, 16]. Up to now, various
types of agent groups have been modeled with the MFG, such as vehicles on the road [17–20], pedestrians [21–23],
robots [24, 25], and players in stock trading [26]. In these examples, the optimal input design and the behavior of the
entire group have been analyzed. In the present study, we propose a method using the MFG approach for swarm robots
control, similar to Refs. [24, 25]. The difference from previous studies is in the method of generating and applying
the optimal input. While originally the optimal input at a fixed time t ∈ [0, T ] is calculated beforehand, we herein
adopt the model predictive strategy, in which the input is generated by observing the group information at each time
t ∈ [0, T ] and solving the MFG in time window τ ∈ [t, t+ T ]. As a result, the feedforward controller of the previous
studies is replaced by a feedback controller, which enables reducing the influence of disturbance and modeling errors.
The best reply strategy was formulated by Degond in 2014 [27]. Here, in addition to the assumptions of homogeneity
and unlimitedness, reactivity, where the input at each time is determined from the information at that time, is assumed.
Unlike the MFG, the predicted information is not reflected in the input, resulting that the generated input is myopic,
and so the control performance is sacrificed. On the other hand, a benefit lies in the computational load, because
only the initial value problem of one partial differential equation (PDE) needs to be solved, whereas in the MFG, two
PDEs, one with the initial condition and the other with the condition at the final time, must be solved. Thus far, the
BRS has only been applied to a few examples, such as pedestrian groups [28]. In addition, few studies have analyzed
the performance of the BRS, besides the discussion in the equilibrium state [29]. The present application of the BRS
3to a practical example of a swarm robot system and the numerical analysis of its time evolution are new. In addition,
this is the first time to analyze the relation between the MFG and the BRS in time-dependent situations.
III. PROBLEM FORMULATION
Consider N mobile robots in Rn space, where n ∈ {1, 2, 3}. The position of the i-th robot at time t (∈ R+) is
denoted as xi(t) (∈ Rn), and its dynamics are represented as the Ito-type stochastic differential equation:
dxi(t) = (f(xi(t)) + ui(t)) dt+ σdwi(t), t ∈ [0, T ], (1)
xi(0) = x
0
i , (2)
where the first term on the right-hand side represents the dynamics of the robot. The function f : Rn → Rn is a given
Lipschitz continuous function, and the variable ui(t) ∈ U is the input of the robot i at time t, where U ⊆ Rn is the set
of the inputs. The second term on the right-hand side is a noise term representing the individual difference of the
robot. Here, wi(t) (∈ Rn) are independent variables following the standard Wiener process, and E{wi(t)} = 0 and
E{wi(t)wi(t)>} = tIn hold, where In is an n-dimensional identity matrix. Moreover, σ ∈ Rn×n is a given constant
matrix representing the magnitude of noise.
We define an evaluation function by which to assess the i-th robot input ui(t) from time 0 to T (∈ R+) as follows:
Ji({ui(t)}t∈[0,T ]) =
E
{∫ T
0
[
1
2
ui(t)
>ui(t) + h (xi(t), xi−(t))
]
dt
}
,
(3)
where the first term in the integrand is for keeping the input small, and the second term is for evaluating the entirety
of the robots’ situation. Moreover, xi−(t) is a vector in which the position of all the robots except robot i are arranged:
xi− := [x
>
1 , . . . , x
>
i−1, x
>
i+1, . . . , x
>
N ]
>.
In general, it is impossible to find an input that minimizes Eq. (3) for every robot i = 1, . . . , N . This is because
Eq. (3) includes multiple robot variables, and the input to minimize the evaluation function of a certain robot i
may cause the evaluation function of the robot j to deteriorate. Therefore, we change the argument of Eq. (3) to
Ji({ui(t), ui−(t)}t∈[0,T ])) and attempt to find an input that satisfies the following inequality for any ui ∈ U :
Ji({u∗i (t), u∗i−(t)}t∈[0,T ]) ≤ Ji({ui(t), u∗i−(t)}t∈[0,T ]). (4)
This set of inputs u∗i (i = 1, . . . , N) is referred to as a Nash equilibrium. In order to find a Nash equilibrium, it is
necessary to solve an optimal control problem in which Eq. (1) and Eq. (3) are coupled. Solving this problem becomes
significantly more difficult as the number of robots N increases.
IV. DERIVATION OF THE MEAN FIELD GAME
This section derives a MFG, which is a method for approximating a Nash equilibrium. We start by formulating
the Hamilton-Jacobi-Bellman equation describing the time evolution of the minimum of the cost function and the
Fokker-Planck equation describing the time evolution of the density distribution of the robots. Then, the MFG is
derived by coupling these two equations.
A. Hamilton-Jacobi-Bellman equation
In the evaluation function of Eq. (3), suppose that the second term of the integrand is written using the density
function as follows:
h (xi, xi−(t)) = h¯(xi(t), ρi−(xi(t), t)), (5)
where the function ρi− is the empirical density function defined as
ρi−(x, t) :=
1
N − 1
∑
j 6=i
δ(x− xj(t)). (6)
4The aforementioned computational difficulty appears to have been solved in Eq. (5) because the term xi− for the other
robots has disappeared. This is incorrect, of course, because ρi−(x, t) actually depends on xi− . However, as will be
described later, ρi−(x, t) is approximated by another equation as a function ρ(x, t) and so is now considered to be a
known function.
When the density function ρ(x, t) is known, the solution of the optimal control problem is known to follow a partial
differential equation called the Hamilton-Jacobi-Bellman equation (HJB equation). We define a function called the
value function, which is the minimum value of the evaluation function (3) in time interval [t, T ]:
V (xi, t) :=
min
ui([t,T ])
E
{∫ T
t
[
1
2
ui(t)
>ui(t) + h¯(xi(t), ρ(xi(t), t))
]
dt
}
.
(7)
Then, the HJB equation for Eq. (1) is defined as follows [30]:
−∂tV (x, t) = h¯(x, ρ(x, t)) + ∂xV (x, t)>f(x)
− 1
2
∂xV (x, t)
>∂xV (x, t)
+
1
2
Tr
(
σσ>∂xxV (x, t)
)
,
(8)
V (x, T ) = 0, (9)
where ∂xV (x, t) and ∂xxV (x, t) represent the Jacobian and Hessian, respectively.
The HJB equation is backwardly solvable using the terminal condition (9): If the value function V (x, t) at a certain
time is known as a function of state, and its derivatives ∂xV (x, t) and ∂xxV (x, t) are also calculated, V (x, t) can be
calculated in the inverse time direction using discrete time approximation of Eq. (8). Once the solution V (x, t) is given,
the optimal input is obtained as u(x, t) = −∂xV (x, t).
B. Fokker-Planck equation
When deriving the HJB equation, the density function ρ(x, t) was given as a known function. However, the actual
population density is determined by each robot moving according to the optimal input. The time evolution of this
density distribution is called the Fokker-Planck equation (FP equation).
Assume that each robot input ui(t) is given as a known function u(x, t) of the position and time. In addition, the
probability density function of all robots at the initial time is equally defined as ρ0(x) in the limit of N → ∞ in
Eq. (6). Then, the FP equation representing the time evolution of the robots’ density distribution ρ(x, t) is written as
follows[31]:
∂tρ(x, t) = −
n∑
j=1
∂j
(
(f(x) + u(x, t))j ρ(x, t)
)
+
1
2
Tr
(
σσ>∂xxρ(x, t)
)
,
(10)
ρ(x, 0) = ρ0(x). (11)
The FP equation is forwardly solvable using the initial condition (11): If the density function ρ(x, t) at a certain
time is known as a function of state and its derivatives are also calculated, then ρ(x, t) can be calculated in the forward
time direction using discrete time approximation of Eq. (10).
C. Mean Field Game
The HJB equation is used to obtain an optimal input based on the assumption that the density distribution of the
robot is known at an arbitrary time. On the other hand, the FP equation is used to determine the time evolution of
the density distribution assuming that the optimal input is known at an arbitrary time. A system that combines both
5Algorithm 1: Numerical Solution of Mean Field Game
Input: V0(x, t), ρ0(x, t): Initial values of the mean field game (12)–(15)
Output: V (x, t), ρ(x, t): Solution of the mean field game (12)–(15)
V (x, t)← V0(x, t), ρ(x, t)← ρ0(x, t)
z ← +∞
while z >  do
Vold(x, t)← V (x, t), ρold(x, t)← ρ(x, t)
Update V (x, t) by backwardly solving Eq. (8) with fixed ρ(x, t)
Update ρ(x, t) by forwardly solving Eq. (10) with fixed V (x, t)
z ← ‖V − Vold‖+ ‖ρ− ρold‖
end
equation is called a mean field game (MFG):
−∂tV (x, t) = h¯(x, ρ(x, t)) + ∂xV (x, t)>f(x)
− 1
2
∂xV (x, t)
>∂xV (x, t)
+
1
2
Tr
(
σσ>∂xxV (x, t)
)
,
(12)
∂tρ(x, t) = −
n∑
j=1
∂j
(
(f(x)− ∂xV (x, t))j ρ(x, t)
)
+
1
2
Tr
(
σσ>∂xxρ(x, t)
)
,
(13)
V (x, T ) = 0, (14)
ρ(x, 0) = ρ0(x). (15)
The HJB equation is solved in the inverse time direction from the terminal condition, and the FP equation is solved in
the forward time direction from the initial condition. Accordingly, the MFG is a forward-backward-type equation,
including both the initial condition and the terminal condition. Among the several possible methods for solving such
an equation, the simplest solution is to repeatedly perform two steps of 1) solving the forward equation while the
backward variables are fixed and 2) solving the backward equation while the forward variables are fixed. This method
is shown in Algorithm 1.
What is obtained as a result of solving the MFG is an optimal input of the robot swarm and a density function of
the robot swarm under the input. Since the MFG involves approximations in its derivation process, the resulting input
does not exactly achieve the Nash equilibrium (4). However, the solution of the MFG is known to give an appropriate
approximation of the Nash equilibrium which is called -Nash; when using the solution of the MFG u(x, t) as the
control input of N players u∗i (t) = u(xi(t), t) , there exists a sequence {N} satisfying N ↘ 0 as N →∞ such that for
all i = 1, . . . , N and for all {ui(t)}t∈[0,T ],
Ji({u∗i (t), u∗i−(t)}t∈[0,T ]) ≤ Ji({ui(t), u∗i−(t)}t∈[0,T ]) + N , (16)
which shows the convergence to the Nash equilibrium [32–35].
V. PROPOSED METHODS
This section derives a method using the MP-MFG, by extending the MFG as a feedback control method. We also
derive the BRS, which is realized as the limit of reducing the prediction time in the MP-MFG.
A. Model Predictive Mean Field Games
The MFG is a framework for calculating the feedforward optimal input of a robot swarm at a fixed time interval
from t = 0 to t = T . Considering the use of the MFG for real robot control, modeling errors and disturbances may
cause errors between the predicted time evolution of the population and the actual time evolution. In order to prevent
such errors, it is desirable to perform feedback control in which a control input is sequentially generated based on the
6Algorithm 2: Numerical Solution of Model Predictive Mean Field Game
Input: T ∈ R+: Prediction time for MP-MFG (18)–(23); ∆t (≤ T ): Time step for numerically solving MP-MFG; ρ0(x):
Initial density function for MP-MFG
Output: ρ(x, t), u(x, t): Solution of MP-MFG (18)–(23)
t← 0
ρ(x, t)← ρ0(x)
ρˆ(x, t, t)← ρ(x, t)
while t < T do
Obtain u(x, t) (= ∂xVˆ (x, t, t)) by solving Eq. (18)–(21) with Algorithm 1, using ρˆ(x, t, t)
Calculate ρ(x, t+ ∆t) by numerically solving Eq. (22).
t← t+ ∆t
ρˆ(x, t, t)← ρ(x, t)
end
observed information of the entire group. To achieve this, we propose a model predictive mean field game (MP-MFG),
in which at each time t ∈ [0, T ], robots repeatedly solve the MFG of the time interval [t, t+ T ], where T ∈ R+ denotes
a fixed prediction time. By using the model predictive strategy, the density function observed at each time can be used
as an initial condition of the MFG, so that the effects of modeling errors and disturbances are expected to be reduced.
More specifically, in the MP-MFG, instead of the evaluation function of Eq. (3), the following function is minimized:
Ji({ui(t)}t∈[t,t+T ]) =
E
{∫ t+T
t
[
1
2
ui(τ)
>ui(τ) + h¯ (xi(τ), ρi−(xi(τ), τ))
]
dτ
}
.
(17)
Then, at each time t ∈ [0, T ], the following MFG in the time window τ ∈ [t, t+ T ] is solved:
−∂τ Vˆ (x, t, τ) = h¯(x, ρˆ(x, t, τ)) + ∂xVˆ (x, t, τ)>f(x)
− 1
2
∂xVˆ (x, t, τ)
>∂xVˆ (x, t, τ)
+
1
2
Tr
(
σσ>∂xxVˆ (x, t, τ)
)
,
(18)
∂τ ρˆ(x, t, τ) =
−
n∑
j=1
∂j
((
f(x)− ∂xVˆ (x, t, τ)
)
j
ρˆ(x, t, τ)
)
+
1
2
Tr
(
σσ>∂xxρˆ(x, t, τ)
)
,
(19)
Vˆ (x, t, τ = t+ T ) = 0, (20)
ρˆ(x, t, τ = t) = ρ(x, t), (21)
where ρˆ(x, t, τ) represents the density distribution of the agents, predicted in the time window τ ∈ [t, t + T ], and
Vˆ (x, t, τ) is the value function used in the MP-MFG. As shown in Eq. (21), the observed density distribution ρ(x, t)
is used as the initial condition of the predicted distribution ρˆ(x, t, t). Each agent solves Eqs. (18)–(21) at each time
t ∈ [0, T ], and moves according to the optimal input u(x, t) = −∂xVˆ (x, t, τ = t). This is represented as the FP
equation:
∂tρ(x, t) = −
n∑
j=1
∂j
((
f(x)− ∂xVˆ (x, t, t)
)
j
ρ(x, t)
)
+
1
2
Tr
(
σσ>∂xxρ(x, t)
)
,
(22)
ρ(x, 0) = ρ0(x, t). (23)
A summary of the MP-MFG as an algorithm is shown in Algorithm 2.
7B. Best Reply Strategy
Assume that the function h¯(x, ρ(x, t)) in the evaluation function of the MP-MFG (17) is written using the function
h˜ : Rn × R+ → R and prediction time T as
h¯(x, ρ(x, t)) =
1
T h˜(x, ρ(x, t)). (24)
Then, the best reply strategy (BRS) is obtained by setting inputs as
u(x, t) = −∂xh˜(x, ρ(x, t)), (25)
and the density dynamics as
∂tρ(x, t) = −
n∑
j=1
∂j
((
f(x)− ∂xh˜(x, ρ(x, t))
)
j
ρ(x, t)
)
+
1
2
Tr
(
σσ>∂xxρ(x, t)
)
,
(26)
ρ(x, 0) = ρ0(x, t). (27)
In the MP-MFG, it is necessary to solve two forward-backward partial differential equations, i.e., Eqs. (18) through
(21), at each time, whereas in the case of the BRS, it is only necessary to solve the initial value problem of one partial
differential equation, given by Eqs. (26) and (27). This has the advantage of reducing the calculation time.
As shown in the following theorem, the BRS is obtained as a limit of reducing the prediction time T of the MP-MFG.
Theorem 1. Assume that the evaluation function of Eq. (17) is given by
Ji({ui(t)}t∈[t,t+T ]) =
E
{∫ t+T
t
[
1
2
ui(τ)
>ui(τ) +
1
T h˜ (xi(τ), ρi−(xi(τ), τ))
]
dτ
}
,
(28)
and that the solution of the corresponding MP-MFG, Eqs. (18) through (23), is given by smooth functions ρT (x, t)
and uT (x, t) (= −∂xVˆ (x, t, t)). In addition, assume that the solution of the BRS, Eqs. (25) through (27), is given by
bounded functions ρ˜(x, t) and u˜(x, t). Then, for any (x, t) ∈ Rn × [0, T ],
lim
T→+0
ρT (x, t) = ρ˜(x, t), (29)
lim
T→+0
uT (x, t) = u˜(x, t), (30)
hold.
Proof. The HJB equation of MP-MFG corresponding to the evaluation function (28) is calculated as
−∂τ Vˆ (x, t, τ) = 1T h˜(x, ρˆ(x, t, τ)) + ∂xVˆ (x, t, τ)
>f(x)
− 1
2
∂xVˆ (x, t, τ)
>∂xVˆ (x, t, τ)
+
1
2
Tr
(
σσ>∂xxVˆ (x, t, τ)
)
.
(31)
Let τ = t hold. Then by using finite difference approximation with the time interval of the same time as prediction
time T , we obtain
− Vˆ (x, t, t+ T )− Vˆ (x, t, t)T
=
1
T h˜(x, ρˆ(x, t, t)) + ∂xVˆ (x, t, t)
>f(x)
− 1
2
∂xVˆ (x, t, t)
>∂xVˆ (x, t, t)
+
1
2
Tr
(
σσ>∂xxVˆ (x, t, t)
)
+O(T ).
(32)
8Multiplying both sides by T yields
−Vˆ (x, t, t+ T ) + Vˆ (x, t, t)
= h˜(x, ρˆ(x, t, t)) + T {c(x, t) +O(T )} ,
(33)
where c(x, t) is a function that is not related to T . Since the terminal condition of Eq. (20) holds, and the function
c(x, t) is bounded because of the smoothness assumption of uT (x, t), we obtain
lim
T→+0
Vˆ (x, t, t) = h˜(x, ρˆ(x, t, t)), (34)
= h˜(x, ρ(x, t)) (35)
from which the optimal input of the MP-MFG is represented as
uT (x, t) = −∂xVˆ (x, t, t)
→ −∂xh˜(x, ρ(x, t)), as T → +0.
(36)
This corresponds to the input of the BRS (25). Then, the FP equation of the MP-MFG (Eq. (19)) and the FP equation
of the BRS (Eq. (26)) are equal, and Eq. (29) is also confirmed to hold.
VI. NUMERICAL EXAMPLES
In this section, we numerically calculate the MP-MFG formulated in Sec. V and evaluate the performance of the
solution for various prediction times. We also perform numerical calculations for the BRS, in order to confirm the
validity of Theorem 1.
We consider the optimal coverage control of robots moving in one-dimension space Ω := [0, 1] with a periodic
boundary condition. The dynamics of each robot are defined as follows:
dxi(t) = ui(t)dt+ σdwi(t), t ∈ [0, T ] (37)
where xi(t) ∈ Ω is the position of the robot, ui(t) ∈ [−1, 1] is the input of the robot, and σ ∈ R is the gain of the
noise. Each robot attempts to scatter throughout the space while minimizing its energy consumption. To achieve this
purpose, we design the evaluation function of the MP-MFG as
Ji({ui(t)}t∈[t,t+T ]) =
E
{∫ t+T
t
[
1
2
ui(τ)
2 +
1
T ln(ρi−(x, τ))
]
dτ
}
.
(38)
The second term of the integrand is multiplied by 1/T in order to confirm the correspondence between the MP-MFG
and the BRS, as stated in Theorem 1. In all numerical calculations, a Gaussian function having a peak at x = 0.5 was
used as the initial density distribution ρ0(x):
ρ0(x) =
1√
0.02pi
exp
{
− (x− 0.5)
2
0.02
}
. (39)
The noise gain of the dynamics is set as σ2 = 0.05. Then, the Equations for input generation in the MP-MFG is
written as:
−∂τ Vˆ (x, t, τ) = 1T ln(ρˆ(x, t, τ))
− 1
2
∂xVˆ (x, t, τ)
>∂xVˆ (x, t, τ)
+
σ2
2
∂xxVˆ (x, t, τ),
(40)
∂τ ρˆ(x, t, τ) = ∂x
(
∂xVˆ (x, t, τ)ρˆ(x, t, τ)
)
+
σ2
2
∂xxρˆ(x, t, τ),
(41)
Vˆ (x, t, t+ T ) = 0, (42)
ρˆ(x, t, t) = ρ(x, t), (43)
9(a) (b) (c)
FIG. 2. Time evolution of the density function ρ(x, t) obtained by solving Eqs. (18) through (23) for various prediction times T .
(a) T = 0.01, (b) T = 0.1, (c) T = 1.0.
(a) (b) (c)
FIG. 3. Time evolution of the optimal input function u(x, t) obtained by solving Eqs. (18) through (23) for various prediction
times T . (a) T = 0.01, (b) T = 0.1, (c) T = 1.0.
and the dynamics of the density distribution is written as
∂tρ(x, t) = ∂x
(
∂xVˆ (x, t, t)ρ(x, t)
)
+
σ2
2
∂xxρ(x, t), (44)
The results of calculating the MP-MFG (Eqs. (40) through (44)) using Algorithm 2 are shown in Figs. 2 and 3. The
horizontal axis of each figure represents the domain of each function Ω = [0, 1], and the vertical axis represents the
time t ∈ [0, 1]. We compare the solutions for three prediction times: T ∈ {0.01, 0.1, 1.0}. First, Fig. 2 is a plot of the
density function. For all prediction times, the robots are dispersed over time, and the dispersion speed becomes faster
as the prediction time becomes smaller. This is because the second term of the integrand of the evaluation function
(Eq. (38)) has order O(T −1), resulting in the small prediction times leading to the excessive input generation. Next,
Fig. 3 is a plot of the input function. In all calculations, the peak of the robots’ distribution is suppressed as the robot
located at x > 0.5 moves to the right and the robot located at x < 0.5 moves to the left. When the predicted time is
short, particularly in the transient state, each robot is moving at u = ±1.0, which is the maximum (or minimum value)
speed. This means that the energy consumption of each robot increases as the prediction time decreases.
In order to quantitatively confirm the above observations, we set and calculate the evaluation function for assessing
the entirety of the robots’ situation as follows:
J¯(t) :=
∫
Ω
[
1
2
u(x, t)2 + ln(ρ(x, t))
]
ρ(x, t)dx. (45)
We plot J¯(t) for various prediction times in Fig. 4. For all prediction times, the value of the evaluation function
decreases as time elapses. This is a result of reducing the second term of the evaluation function, which is related to
the density of the robots, by moving the robots in the direction opposite to the distribution peak. In addition, as the
prediction time increases, the value of the evaluation function (Eq. (38)) decreases, particularly in a transient state.
This is because an excessively large input is applied when the prediction time is short, so that the first term related to
the input of robots in the evaluation function becomes large. In the stationary state, the peak of the distribution is
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FIG. 4. Time evolution of the evaluation function (Eq. (45)) for various prediction times T .
(a) (b)
FIG. 5. Time evolution of the density function ρ(x, t) and input function u(x, t) obtained by solving Eqs. (25), (26), and (27).
(a) Density function ρ(x, t), (b) Input function u(x, t).
sufficiently suppressed, so that the values of the evaluation functions are approximately the same for all the prediction
times.
Next, a numerical calculation is performed on the system of Eq. (37) with the BRS (Eqs. (25) through (27)). The
input in the BRS, corresponding to the evaluation function of Eq. (38), is calculated as follows:
u(x, t) = − 1
ρ(x, t)
∂xρ(x, t). (46)
The FP equation under this input is written as the following diffusion equation:
∂tρ(x, t) =
σ2 + 2
2
∂xxρ(x, t). (47)
Figure 5 shows the BRS calculated from these equations, where Fig. 5(a) is the time evolution of the density function
and Fig. 5(b) is the time evolution of the input function. As in the case of the MP-MFG, the peak is reduced with
time by each robot moving in the direction opposite to the distribution peak. In addition, comparing Fig. 5 with
Figs. 2 and 3, the density and input obtained by the BRS appear to be close to those obtained by the MP-MFG with
the short prediction time. In order to confirm this, we calculate the norm of the difference between the functions
obtained in the MP-MFG (ρT (x, t) and uT (x, t)) and the functions obtained in the BRS (ρ˜(x, t) and u˜(x, t)):
D(ρT , ρ˜, uT , u˜) := ‖ρT − ρ˜‖+ ‖uT − u˜‖, (48)
and plot the norm in Fig. 6. In the MP-MFG, the shorter the prediction time is, the closer the solution is to the
solutions given by the BRS. Thus, the statement of Theorem 1 is numerically confirmed.
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FIG. 6. Distance between the solutions of the model predictive mean field game and the best reply strategy for various prediction
times T .
VII. CONCLUSION
In the present paper, we proposed methods for solving the optimal coverage control problem of swarm robot systems
using the MP-MFG and the BRS. Numerical calculations show that the performance of the MP-MFG improves as the
prediction time increases (see Fig. 4), and the MP-MFG and the BRS asymptotically coincide in the limit where the
prediction time goes to 0 (see Fig. 6). While the original MFG is a feedforward controller, the proposed MP-MFG is a
feedback controller that uses the information of the entire group at each time. Therefore, the MP-MFG is considered
to be strong against modeling errors and disturbances. The next step in this research is to confirm such robustness
against such modeling errors and disturbances. The proposed method is widely applicable not only to swarm robot
systems but also to many systems that possess homogeneity and unlimitedness, and extending the scope of application
of the proposed method is among the subjects for future study.
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