1 The Lyapunov exponents and density of states of one-dimensional continuous wave equations with diagonal delta-correlated disorder, are analytically and numerically calculated.
The Lyapunov exponents and density of states of one-dimensional continuous wave equations with diagonal delta-correlated disorder, are analytically and numerically calculated.
Using a non-perturbative method, we determine the exact expressions of Lyapunov exponents and density of states for 1D random mass wave equation, Schrodinger equation and Magnon modes of spin glass. It is shown that the density of the state and Lyapunov exponent of these models can be written in terms of the probability density function of the logarithmic derivative of wave functions. The positivity of the derived Lyapunov exponents ensures that all of the states of the disordered models are localized in one-dimension with short range correlation. It is shown that Lyapunov exponents, i.e. γ, of harmonic Magnon modes of one-dimensional spin glass has anomalous scaling behavior at low frequencies and it scales with frequency as γ ∼ Ω The answer to question of whether waves in a given material are localized or are in an extended state depends strongly on the material's spatial dimensionality d and the state of its heterogeneity 1 . In one-dimensional (1D) materials, it was conjecture that, even weak disorder, irrespective of the energy or frequency, localizes the wave function 2 and confirmed by the so called scaling theory of localization 3 . Nowadays there are rigorous proofs of exponential localization in one-dimensional diagonal disordered systems 4 . It is shown 5 that a powerful theorem due to Furstenberg 6 , concerning the limit of products of noncommuting random variables can be applied for predicting a positive Lyapunov exponent for this models, which in turns proves the localization of all states. By localization we mean the wave function ψ(r) decays exponentially at large distances r from the domain's center, ψ(r) ∼ exp{−γ(ω)r}, where γ is the Lyapunov exponent. In the case of disordered Schrodinger equation, the scaling theory of localization predicts that, for d ≤ 2, all electronic states are localized for any degree of disorder, but a transition to extended states occurs for d > 2, depending on the strength of the disorder. The transition between the two states -the metalto-insulator transition -is characterized by Lyapunov exponent behave as,
where σ c is the critical value of the disorder intensity. Both the scaling theory and the field-theoretic formulation of the electron localization problem by [8] predict that the lower critical dimension for the localization problem is, d c = 2. Over the years, extensive numerical simulations have also been carried out to confirm such predictions; see, for example, [9] for a review.
An important implication of the wave characteristics of electrons is that, the localization phenomenon may also occur in propagation of classical waves in disordered media. However, unlike the problem of electron localization in strongly heterogeneous materials which has proven to be very difficult to study [10] , classical waves [11] , such as elastic wave or Magnon modes, do not interact with one another and, therefore, their propagation in such highly heterogeneous media provides an ideal model for studying the localization phenomenon.
One of the important quantity which enables us to determine whether a state is exponentially localized or not is Lyapunov exponent (LE) and its sign. and either approaches to a constant or diverges at high frequencies 20 . Here in contrast we obtain same behavior at low frequencies but different one at high frequencies. We show that the localization length is decreasing at high frequencies in a scaling form l ∼ ω i.e. localization is stronger at higher frequencies. We discuss that the difference at high frequencies is due to presence of nonzero correlation length in the types of disorders which are used in 20 . We have used a disorder with zero correlation length (white noise in space), which has not microscopic characteristic length scale. Using a non-perturbative method, we determine the exact expressions of Lyapunov exponents and density of states for random 
II. DENSITY OF STATES OF RANDOM MASS WAVE EQUATION
Let us start with the random mass wave equation, which its temporal Fourier transformation has the following form:
which describes propagation of wave with frequency ω, in a medium with random density m(x) =m+c(x). Herem is mean density and c(x) is Gaussian uncorrelated random function
The log-derivative of ψ i.e. f (x) = ψ ′ (x)/ψ(x) satisfies the following equation:
where
with property: Γ(x, x) = − 1 2 ω 2 , which easily can be found via differentiating of equation (1) with respect to c(y). Eq. (1), is a Langevin equation, which its drift and diffusion coefficients are
, satisfies the following Fokker-Planck equation 18 :
where P (ξ, x)dξ is the probability of finding f (x) between ξ and ξ + dξ. The PDF of f which can be express as 
here, p(ξ) = lim x→∞ P (ξ, x). Equation (2) is the Airy equation and can be integrated as
We will use this solution directly to calculate Lyapunov exponent in the next section.
Density of states is related to the generalized probability density function P(ξ, x), which is
Therefore to evaluate the density of state ρ(ω 2 ), we need calculate P(ξ, x) and determine the sign of ∂f /∂ω 2 . Let us first determine the sign of ∂f /∂ω 2 . From equation (1) one finds:
Using this transformation: ∂f /∂ω 2 = g(x)exp(−2
x 0 dyf (y)), one can obtain
Which obviously has negative sign if σ/m ≪ 1 ( which is just positivity condition of mass).
Therefore we find:
Using the equation (1), one can show that the generelized PDF, P(ξ, x) satisfies the following differential equation,
where P (ξ, x) is the PDF of f (x). According to Eq. (4), P(ξ, x) behaves as xρ(ω 2 ) for large
x, hence the left hand side of Eq. (5) tends to ρ(ω 2 ) as x → ∞, and is independent from ξ.
Take the limit x → ∞ and multiply p(−ξ) both sides of equation (5) and then integrating over ξ, we get:
where p(ξ) is given by equation (3) . There is an unknown parameter in equation (3), i.e. p 0 , which one can determine it from the equation (2). Differentiating equation (2) with respect to ω 2 one finds:
Multiply equation (6) by p(−ξ) and integrate with respect to ξ and using equation (2), we
, where N (ω 2 ) is integrated or cumulative density of states. The cumulative DOS, N (ω 2 ) can be determined via normalization condition of equation (3) and it can be shown that it has the following exact closed form:
x .
In the limit σ → 0 it behaves as: N (ω 2 ) = 2 π √m ω 2 , where this is expected result for non-random density (m(x) =m).
III. LYAPUNOV EXPONENTS OF RANDOM MASS WAVE EQUATION AND DISCORDED SCHRODINGER EQUATION
Noting the fact that the function f is the spatial derivative of the logarithm of wave function i.e. f = ∂ ln(ψ)/∂x, one can easily obtain the Lyapunov exponent as:
where, the averaging is taken over the homogeneous probability density function ( the probability density function at infinity), i.e. equation (3). So we have
Substituting p(ξ) from Eq. (3), it can be shown that LE has the following exact expression:
In the low frequency limit (ω → 0), I ± has the following expansion:
which means that in limit of ω → 0, the Lyapunov exponent behaves as:
which is the perturbative result of 5 . In the limit ω → ∞ a suitable expansion gives the following form for Lyapunov exponent
This means that the localization length scales as l ∼ ω −4/3 with frequency at high frequency limit. We can use same method to calculate the Lyapunov exponent for disordered
Schrodinger equation with Hamiltonian ( see also 15, 16 for the map between the disordered Schrodinger equation and random mass wave equation):
, where the potential V (x) is a zero mean, Gaussian random white noise in space, i.e.: V (x) and V (x)V (x ′ ) = δ(x − x ′ ). Its LE can can be found HJT formula in terms of DOS 14 .
However, using the method introduced in the previous section we find the following exact expression for Lyapunov exponent for Schrodinger equation:
Here E is the energy. In the limit (E → ∞) integrals can be expanded as:
and one finds γ ∼ 1/4E, in high energy limit, i.e. E → ∞.
IV. LYAPUNOV EXPONENT OF THE HARMONIC MAGNON MODES OF 1D HEISENBERG-MATTIS SPIN GLASSES
One of the most intensive attempts to understand disordered systems has been the study of spin glasses. Spin glasses are disordered magnetic systems. Similar to the atoms in a glass are frozen in random positions (unlike those in a crystal, which are ordered in a regular periodic array), the tiny magnets associated with the atoms in a spin glass are stuck in random orientations (In a bar magnet, in contrast, the atomic magnetic moments are all lined up). In the spin glasses there are competition between feromagnetic and antiferromagnetic interaction which, due to quenched disorder, exhibit a continuous "freezing" transition to a phase with zero net magnetization. It is believed that the spin glasses has only localized eigenvectors 21 . The localized state nature of spin glass enables us to explain some of experimental facts about the spin glasses. More developments of these ideas leads to a description of spin glass transition in terms of transition to an extended state at the mobility edge 22 .
Although, there is some differences in symmetries of field theoretical description of these problems but it is believed that there is a deep relation between qualitative features of spin glasses and the localization problem.
There is an important feature in dynamic properties of spin glasses which we will consider here and discuss its relation to the model we studied in the section (II). Low energy excitations (spin waves), describes the dynamics of spin glasses, which have anomalous dispersion relation,
Here Ω is the magnon frequency, and k is the inverse characteristic length of the spin fluctuation 23 . Equation (10) is in contrast with the ferromagnetic and antiferromagnetic systems which have parabolic and linear dispersion relations respectively. Such an anomalous behavior has also observed in the LE and DOS of this model at low frequencies 24 .
We consider the Heisenberg hamiltonian for one-dimensional spin chain with nearest-neighbor couplings.
The bonds are randomly taken from a binary distribution function with P (J ij ) = 1/2δ(J ij − J) + 1/2δ(J ij + J) and the coupling J is a constant ( here we will set it to unity). The hamiltonian can be written in terms of transverse operators S ± (= S x ± iS y ) as;
This hamiltonian leads to the following Heisenberg equation of motion for transverse component:
i ∂S
Using the relations [S (13), we find the following equation of motion:
or i ∂S
Now assuming to have small spin wave amplitude (i.e. S x , S y ≪ S), we can replace (15) with a linear equation. This model is known as Heisenberg-Mattis spin glass. This means that S z i ≈ ζ i S, where S is the length of spin vectors and ζ i equates ±1. Using the identities
Here we used the time dependence of µ i (t) = µ i exp(−iΩt). Eq. (17) is analogous to the discrete wave equation (??) with zero average mass and ω 2 ≡ Ω is the magnon frequency. Due to the mapping between two models, the method is applicable to the spin glass, which means that we can determine its Lyapunov Exponent, non-perturbatively.
Equation (8) in the limit (m → 0), leads to the following Lyapunov exponent,
The equation (17), gives the anomalous exponent 
V. NUMERICAL SIMULATION
In this section we compare our exact predictions for the LE against numerical results obtained by the TM method. We compare the dependence of the LE on the frequency ω and the variance σ 2 of the disorder, computed using both the analytical results and numerical simulations. Another motivation for carrying the numerical computations is to see whether there is any difference between the LE and DOS of the continuous models studied above, and their discrete versions studied by the numerical simulations. That is, whether discretization introduces anyspurious effect into the model.
We begin with the discretizing Eq. (6) which, for the wave component ψ(x, ω) at site i of the 1D system, yields
where ψ i is the value of the function at node i of the discrete 1D system. Equation (32) is then written in the TM form as
with initial normalized vector,
To ensure the stability of the numerical method, after multiplying the transfer matrices M times, we checked the length of the resulting vector, normalized it again, and then continued with the new vector. [26] [27] [28] [29] The LE is then expressed in terms of vector lengthes d α , obtained after N normalization of v. That is,
Moreover, the error in estimating γ is given by,
where the brackets indicate averaging over the sequence of {d α }. According to the Oseledec theorem, [26] [27] [28] [29] [30] γ is a self-averaged quantity, and the error of its estimates approaches zero as In Fig. 3 we plot the LE at larger frequencies. The results indicate that, in the longwavelength (small-frequency) limit, the small scale cutoff is irrelevant, and two models (continuous and discrete) yield the same results. For large frequencies, however, the spectrum of continuous model, Eq. (4), and that of the discrete model, Eq. (32), differ significantly, due to the presence of a high frequency cutoff in the discrete model. Figure 4 compares the exact DOS of an ordered 1D lattice with the results of the numerical simulations. The numerical results for the discrete model are for a single realization of a system of size 10 6 . We used the forced oscillator method(FOM), 31 which is an efficient method for computing the eigenvalues and eigenvectors of large matrices, and in particular for calculating the DOS without direct diagoalization. The exact DOS of the ordered chain diverges at zero frequency, and also at a cutoff frequency ω c . Then, by adding randomness by, for example, an average densitym = 10 and standard deviation σ = 1, the singularity at the upper band edge is rounded and a band tail appears which leads a maximum at the cutoff frequency ω c . Figure 5 compares the computed DOS for the continuous and discrete models. Similar to the LE, the two ρ(ω 2 ) agree at low frequencies (long times), but differ at intermediate and large frequencies (short and intermediate times). The numerical results for the discrete model are for a single realization of a system of size 10 6 which obtained by FOM.
As Fig. 5 indicates, the DOS of the discrete model has a maximum, while that of the continuous model decreases monotonically. The differences between the two systems are expected: the agreement between the two ρ(ω 2 ) should be in a limited range of the spectrum, not in the entire spectrum, because the DOS of the two models should be similar for frequencies that correspond to long times. That is, at times when the waves have sampled a large part of the lattice and the wavelengths are much larger than the lattice spacing a of the discrete model. Therefore, near ω = 0 (long times) the two models have similar DOS (and the LE) but, as the cutoff frequency ω c is approached, they begin to differ and, in particular, the discrete model behaves completely different than the continuous system.
If the lattice spacing a is shrunk toward zero, the cutoff frequency shifts to larger values (shorter times) and the range of frequencies over which the two models agree is enlarged. This is also shown in Fig. 5 for two values of the lattice spacing a. Note that, changing the lattice constant a in the discrete model entails changing the disorder strength σ. According to the correlation function, Eq. (5), the discrete and continuous disorder strength σ are related through,
VI. SUMMARY Exact expressions were derived for the Lyapunov exponent (the inverse of the localiza- 
