Symptom severity affects disease transmission both by impacting contact rates, as well as by influencing the probability of transmission given contact. This involves a trade-off between these two factors, as increased symptom severity will tend to decrease contact rates, but increase the probability of transmission given contact (as pathogen shedding rates increase with symptom severity). This paper explores this trade-off between contact and transmission given contact, using a simple compartmental susceptibleinfected-recovered type model. Under mild assumptions on how contact and transmission probability vary with symptom severity, we give sufficient, biologically intuitive criteria for when the basic reproduction number varies nonmonotonically with symptom severity. Multiple critical points are possible. We give a complete characterization of the region in parameter space where multiple critical points are located in the special case where contact rate decreases exponentially with symptom severity. We consider a multi-strain version of the model with complete cross-immunity and no super-infection. In this model, we prove that the strain with highest basic reproduction number drives the other strains to extinction. This has both evolutionary and epidemiological implications, including the possibility of an intervention paradoxically resulting in increased infection prevalence.
Introduction
Many pathogens exhibit a wide range of symptom severity following infection, ranging from asymptomatic to severe. How does this variation affect disease dynamics? Symptom severity is often correlated with pathogen loads and shedding rates [2, 13, 15, 19, 22, 25, 30, 31] and thus to the probability of disease transmission given contact with a susceptible individual. On the other hand, disease symptoms will also influence contact rates of infected individuals, for example due to illness affecting an individual's ability to attend school, go to work, travel, or have sexual encounters. There is thus a trade-off between transmissibility and contact, similar to the classic trade-off between transmission and host mortality in the study of pathogen virulence evolution [2, 6, 7, 14, 15, 20] . Understanding this trade-off has both evolutionary and epidemiological implications, for example regarding strain competition and pathogen virulence, and for evaluating control strategies such as vaccination and chemotherapy.
The purpose of this paper is to examine these questions using a simple mathematical model, with the following basic assumptions: (i) infection can result in a range of symptoms, from mild to severe; (ii) the probability of transmission given contact is a monotone increasing function of symptom severity; (iii) contact rate is a monotone decreasing function with respect to symptom severity. To biologically motivate these assumptions, note that variation in symptoms is observed across taxa and disease transmission routes. Specific examples include El Tor cholera, with 75% asymptomatic, 23% mild or moderate, and 2% severe infection [19] ; pertussis, where age and immunization status influence symptom severity [21] ; influenza, where neuraminidase inhibitors can reduce symptom severity and duration [23] ; herpes simplex virus (HSV), with frequent subclinical viral shedding [31] , and many more. For (ii), pathogen shedding rates are often correlated with symptoms, both in magnitude (e.g. 10 3 vibrios per gram of stool for asymptomatic cholera patients [25] , versus 10 7 − 10 8 vibrios per gram of stool for severely symptomatic individuals [19] ) and frequency (e.g. symptomatic individuals with HSV experienced more frequent shedding than asymptomatic individuals [31] ). Shedding rates relate to transmission probabilities through dose-response curves, which are typically monotone functions of dose [18] . Specifics on how variation in shedding rates vary with symptom severity, and how this translates into corresponding variation in transmission probability, will depend upon the shape of the dose-response curve for the pathogen in question. For example, asymptomatic transmission of norovirus is believed widespread, due to comparable shedding rates of asymptomatic and symptomatic individuals, together with a very low infectious dose [26] . Regarding (iii), certain types of contact clearly decrease with symptom severity, for example illness-induced absences from school or the workplace. Recent empirical studies examining how illness affects contact patterns include Chen et al [9] and van Kerckhove et al [34] .
The model we consider is a simple extension of the classical susceptibleinfected-recovered (SIR) ordinary differential equation model. The infected compartment is divided into two compartments, corresponding to infected individuals with mild (I m ) or severe (I s ) disease symptoms. This model has been considered by others, for example by Brauer et al [5] and Vivas-Barber et al [36] in the context of influenza dynamics. What is new here is our consideration of the trade-off between contact and transmissibility in this setting. Specifically, we use this model to examine under what conditions this trade-off selects for intermediate levels of pathogen virulence, and what are the corresponding evolutionary and epidemiological implications. In particular, we find conditions for which R 0 exhibits local maxima at intermediate symptom severity, and prove a competitive exclusion principle showing that for this model the pathogen strain with highest basic reproduction number will drive the other strains to extinction.
The remainder of this paper is organized as follows. Section 2 presents the basic model together with analysis of the equations, including computation of R 0 and proving global stability for the system. In section 3, we explore the effects of the trade-off between contact and transmissibility on R 0 in detail. In particular, we give conditions for when R 0 varies non-monotonically with symptom severity, and discuss the number of critical points that can arise. Section 4 extends the model to include multiple pathogen strains. We prove that the highest R 0 strain will drive the other strains to extinction. We also present an adaptive dynamics treatment of virulence evolution, together with simulations of evolutionary dynamics. The paper concludes with a discussion in section 5.
Model
We consider a simple extension of the basic susceptible-infected-recovered (SIR) framework by differentiating between mild (I m ) and severe (I s ) infection. A fraction f of infected individuals experience mild symptoms and enter the I m compartment following infection, with the remaining fraction 1 − f entering the I s class. Individuals experiencing mild versus severe symptoms have potentially different infectious periods (1/γ m and 1/γ s , respectively), and transmission parameters β m , β s . A flow diagram of the model is given 3 in Figure 1 . This model has been introduced previously in the literature, for example by Vivas-Barber et al [36] . What is novel here is consideration of how symptom severity affects the transmission parameters β m , β s , through the trade-off between contact and transmission given contact. The dynamics comply with the following equations:
. Here we assume the population has a constant birth rate and natural death rate d. Because the equations of S, I m , I s are independent of the variable R, we only focus on them and ignore the dynamics of R. We further assume the total population size N is constant, let N = S + I m + I s + R = 1 after scaling. Thus all variables are fractions of the population. We consider the initial condition (S, I m , I s )(0) ∈ Ω, where
The solutions of (1) with initial condition in Ω are positive and bounded, i.e., the system is well defined.
To understand how the contact-transmission trade-off affects the parameters β m , β s in (1), we will use the probability p of transmission given contact as a surrogate for symptom severity, allowing expression of β as a function of p. Then the force of infection term is c(p)pI, where the contact rate c(p) depends upon the probability of transmission. The transmission parameters β can thus be written as the product of two factors, the contact rate c, times the probability p of transmission given contact with a susceptible individual.
To incorporate the trade-off between contact and transmission given contact, we assume that p is a monotone increasing function of symptom severity, and c is monotone decreasing with symptom severity. Let p denote the transmission probability for individuals in I s , and let σp denote the transmission probability for individuals in I m , where 0 ≤ σ ≤ 1. The resulting transmission parameters for the mild and severe symptom classes are then:
The trade-off between transmissibility and contact affects the transmission parameters β m , β s (cf. (2)). To understand the corresponding effect on the dynamics of system (1), we will focus on how the trade-off affects the basic reproduction number R 0 . In fact we will see that R 0 determines both the long term dynamics of system (1) (Theorem 1), as well as the outcome of multi-strain competition (Theorem 2). We first establish some preliminary facts about system (1) . Let E 0 = (1, 0, 0) denote the disease-free equilibrium (DFE). Using the next generation matrix approach to compute R 0 [11, 33] gives:
where R 01 and R 00 are the basic reproduction numbers corresponding to f = 1 and f = 0, respectively. Hence R 0 is a linear combination of R 01 and R 00 . When R 0 > 1, there exists an endemic equilibrium (EE) E * = (S * , I * m , I * s ) with
From the following theorem we know that the global behavior of (1) is determined by the basic reproduction number R 0 .
The dynamics of (1) with initial condition in Ω is one of the following scenarios:
(a) If R 0 ≤ 1, then the disease free equilibrium E 0 is globally stable.
(b) If R 0 > 1, then the endemic equilibrium E * is globally stable.
Proof. We first study the case that f ∈ (0, 1). For (a), consider the Lyapunov function
where µ, ν > 0 are constants to be determined later. Thuṡ
In the set
the maximal invariant set of M is {E 0 }. Hence, by LaSalle's invariance principle, E 0 is globally stable when R 0 ≤ 1. To prove (b), note that R 0 > 1 implies the existence of E * and, by [33] , instability of E 0 . Consider the Lyapunov function
where µ, ν > 0 are constants to be determined later. From the equations of (1) at equilibrium state E * , we have thaṫ
Hence we obtaiṅ
Denote the sum of the last two lines of equation (10) by Φ. We choose 
Trade-offs and the basic reproduction number R 0
In this section we consider how the contact-transmissibility trade-off affects system (1) through the transmission parameters β m and β s , which correspondingly affect R 0 (cf. (3)). Throughout this section we assume that β(p) = c(p)p, with the contact rate c(p) satisfying c (p) ≤ 0 (i.e. contact rate is a monotone decreasing function of p), where denotes the derivative. In the special case where c (p) ≡ 0, the contact rate is independent of p and R 0 is a monotone increasing function of p. We exclude this case in the remainder of the section.
From the formula of basic reproduction number (3) and the transmission parameters (2), we regard R 0 as a function of p, with derivative
Note that, from (2), we have R 0 (0) =
For larger values of p we have to consider all the terms of equation (3). Because R 0 is a linear combination of two special cases f = 0 (severe infections only) and f = 1 (mild infections only; cf. (3)), we consider them separately.
For
Similarly, for f = 1, R 0 (p) = R 01 (p), we have that
This gives sufficient criteria for R 0 to be increasing (decreasing) for f ∈ (0, 1):
Together with the fact that R 0 (0) > 0, the criteria in (16) for R 0 (p) < 0 thus correspond to R 0 being non-monotone. These criteria have intuitive biological interpretations: first, that contact rate be sufficiently sensitive to symptom severity (|c (p)| > c(p)/p), and second, that mildly symptomatic individuals be sufficiently infectious (σ > c(σp)/p|c (σp)|).
Determining the shape of R 0 (p) when (16) does not hold is more difficult. We focus on the simple case where β(p) satisfies the following assumptions: (A1) there exists a unique p * such that β(p) first increases to maximum β(p * ) then decays; (A2) there exists at most a single inflection point on (p * , ∞). Let p * * denote the inflection point (if it exists). We assume that β(p) is concave down on (p * , p * * ) and concave up on (p * * , ∞). Note that these assumptions ensure that β(p) has only one local maximum.
Let q = σp. From (2), β m (p) = β s (q) has a unique critical point q * = p * (the graph of β m (p) matches that of β s (p) after scaling the domain by 1/σ). From equation (16), we know that
) and satisfy
The number of critical points of R 0 (p) are determined by the relationship between , the function dR + keeps the same property as in the previous case, but dR − first increases to a maximum at point p * * then decays. From the graph below, we can see there are at most three intersection points of dR + and dR − .
Whether β(p) satisfies assumptions (A1) and (A2) depends upon the shape of c(p). A sufficient condition for (A1) and (A2) to hold is for the twice differentiable c(p) to have c (p) < 0 on (0, 1). The critical point of 
That is, p * is the intersection of y = p and y = −c(p)/c (p) which is infinity at points p satisfying c (p) = 0.
If c (p) < 0, we have d dp
and there is a unique p * that satisfies (18) . From the fact
we know that β(p) is concave down for all p and there is a unique critical point of R 0 (p). The case where c(p) is not always concave down is more complicated. In the absence of empirical data on the form of c(p), for simplicity we focus on the special case where contact rates decay exponentially with p:
where a is the baseline contact rate in the absence of infection, and λ the decay rate determining how rapidly contact rates decrease with symptom severity. Note that c (p) > 0 in this case. For (19) , β s (p) first increases to the maximum β s (1/λ) and then decreases, and here p
(b) σ < 3 − 2 √ 2, and either y > y − (σ) or y < y + (σ) where y =
The functions y ± (σ) are defined by
where
When σ < 3 − 2 √ 2 and y + (σ) < y < y − (σ), then there are three critical points of R 0 (p).
Proof. Any critical pointp of R 0 satisfies (17) and lies in the interval (
), where β s (p) is decreasing and β m (p) is increasing in p. From (17), we obtain that
and ln( ) by
Then the critical points of R 0 satisfyp =x/λ, wherex are the intersections of H 1 (x) and H 2 (x). Note that H 1 is a straight line. Direct computation gives
Thus H 2 is concave down on (1,
), and concave up on (
, and H 2 (
Setting
or
If σ > 3 − 2 √ 2, then there is no real x ± satisfying H 2 (x) = H 1 (x). Thus there is only one intersection point of H 1 (x) and H 2 (x).
If σ ≤ 3 − 2 √ 2, then we have 0 < x − ≤ x + . Hence there are at most three intersection points, with the number depending on the sign of (H 1 (x ± )− H 2 (x ± )). Let y ± (σ) denote the values for y where H 1 (x ± ) = H 2 (x ± ). This gives y ± σe
with the last equality following from equation (25) . For any fixed parameter y, the function H 1 (x) = H 1 (x; y) is linear in x with slope independent of y. From (27) and H 1 (x ± ; y ± ) = H 2 (x ± ), we have
and y − > y + . When y ∈ (y + , y − ), which means H 1 (x − ) < H 2 (x − ) and H 1 (x + ) > H 2 (x + ), there are three intersection points of H 1 and H 2 . Hence there is only one intersection point when y ∈ [y + , y − ].
Lemma 1 thus describes how the (y, σ)-parameter plane is divided into regions with one versus three critical points of R 0 (p), with the dividing boundaries corresponding to two critical points. Provided that λ > 1, the locations of the dividing boundaries do not depend upon the specific value of λ, nor upon the value of the baseline contact rate a. These regions are illustrated in Figure 3 .
Note that multiple critical points require intermediate values of y (specifically, y + (σ) < y < y − (σ)). This is a biologically intuitive result, as y can be expressed as the ratio of a measure of infectivity of the mild (f /(γ m +d)) and severe ((1 − f )/(γ s + d)) compartments. For intermediate values of this ratio, the contribution of both the mild and severe compartments to infection is significant, and we have local maxima of R 0 at high and low values of p. Of course, p is a probability, and thus we are only interested in critical points corresponding to p in (0, 1). An example where R 0 (p) has three critical 
Competitive exclusion and strain selection

Competitive exclusion
To consider the evolutionary implications of the trade-off between contact and transmissibility, consider a multi-strain version of system (1). Strains may differ in their symptom severity (and thus in their transmission coefficients β i ), as well as in their recovery rates, and proportion of mild and severe infections. Correspondingly, the strains may possess different reproduction numbers R i 0 . Additionally, we assume that susceptible hosts can only be infected by a single strain (i.e. no super-infection), and that recovery following infection by any strain confers infection-derived immunity to all other strains. These assumptions are the same as those made by Bremermann and Thieme [6] , in their investigations of how the trade-off between transmissibility and disease-induced mortality affects pathogen virulence evolution. One of Bremermann and Thieme's main findings is that under these assumptions, the pathogen strain with highest basic reproduction number drives the other strains to extinction. In this section, we similarly show competitive exclusion by the highest R 0 strain for the multi-strain version of (1). Recovery rate of the ith strain severe infection The multi-strain model equations are given in system (29): 
where the subscripts i = 1, 2, ..., n denote the pathogen strain. Variables and parameters for the multi-strain model are summarized in Table 1 The basic reproduction number for strain i is
When R i 0 ≤ 1 for all i, the disease-free equilibrium E 0 is globally stable and all pathogen strains go to extinction by adapting the similar Lyapunov function in (5) . When R i 0 > 1 for some strain i, there exists an exclusion equilibrium E i where strain i persists and all other strains are absent:
and I m j = I s j = 0 for j = i.
15
In considering whether coexistence is possible for system (29), we restrict attention to the generic case where all strains have distinct R i 0 from one another. Note also that if R i 0 ≤ 1 for some i, by adapting the same Lyapunov function in (5), we know that strain i will go to extinction. We thus only consider the case where R i 0 > 1 for all strains. Theorem 2 shows that in this situation, coexistence in system (29) does not occur. 
Proof. We first consider that case where f i ∈ (0, 1) for all i. Let 
. Finally, for the cases f i = 0 and f i = 1 for some i, we choose µ i = 0, ν i = 1 and µ i = 1, ν i = 0, respectively.
Adaptive dynamics
Theorem 2 states that strain competition will result in competitive exclusion by the highest R 0 strain. This 'ecological' result has evolutionary implications, suggesting selection for R 0 maximization in system (29) . In this section we study R 0 selection using adaptive dynamics, a set of theoretical tools developed in the last twenty five years ([37] section 2.1) to examine "evolutionary changes in the values of traits of representative individuals" [24] . In particular, adaptive dynamics provides a set of tools to link the ecological and evolutionary timescales to look at evolutionary outcomes [10] . Here we examine adaptive dynamics in the setting where R 0 has more than one local maxima as a function of the probability of transmission p.
We focus in this section on selection on the transmission probability p, where contact rate c(p) is linked to p through the contact-transmissibility trade-off. Let p 1 denote the transmission probability of the resident strain, and p 2 the transmission probability of a mutant strain. Whether the mutant is able to successfully invade the population depends upon the invasion exponent, representing the fitness of the mutant in the environment established by the resident [10] . Let r p 1 (p 2 ) denote the invasion exponent of a mutant strain with trait p 2 , amongst a resident population with trait p 1 . Here we take the invasion exponent to be
where S(p 1 ) is the number of susceptible individuals at the endemic equilibrium consisting of the resident strain only. Thus R 0 (p 2 )S(p 1 ) is the reproduction number of the mutant strain in the environment established by the resident, and the invasion exponent is positive when the reproduction number is larger than one. Equation (35) can equivalently be derived as a weighted per capita growth rate of the infected compartments:
As S(
Differentiating (37) with respect to p 2 gives the selection gradient:
The sign of the selection gradient determines whether nearby mutants can invade, with evolution in the direction of the selection gradient [16] . Singular strategies correspond to points where the selection gradient vanishes. Letp denote a singular strategy. From (38),p satisfies R 0 (p) = 0, and thus singular strategies correspond to critical points of R 0 (p). Following the classification of singular strategies given in Diekmann [10] , let
An evolutionarily stable strategy (ESS) corresponds to a strategy that is non-invasible when it is the resident, and a convergence stable strategy is one that attracts nearby strategies. A repeller is a singular strategy from which nearby strategies diverge. A continuously stable strategy (CSS) is a convergence ESS. As described in Diekmann [10] , a singular strategy is a (local) ESS if b(p) < 0, is a convergence stable strategy if a(p) > b(p), and is a repeller when a(p) < b(p).
Singular strategies correspond here to critical points of R 0 (p), with the type of singular strategy determined by the concavity. In particular, local maxima of R 0 (p) have b(p) < 0, and thus correspond to a local ESS. Local maxima additionally correspond to a(p) > 0, so a(p) > 0 > b(p) and local maxima correspond to CSS as well. Local minima have a(p) < 0 < b(p), and thus correspond to repellers.
In cases where R 0 has a unique critical point for p in (0, 1) (for example, for c(p) concave down, or for exponential c(p) under conditions (a) or (b) of Lemma 1), the critical point corresponds to an ESS. Indeed, Theorem 2 implies that this is a global ESS. In this situation, the model predicts evolution towards intermediate virulence, as a consequence of the transmissibilitycontact trade-off.
The more interesting setting is when R 0 has multiple critical points. For example, three critical points exist when neither conditions (a) nor (b) of Lemma 1 are met. Letp a1 <p r <p a2 denote these critical points, wherē p a1 ,p a2 correspond to local maxima andp r is a local minimum. An example is shown in Figure 4 , where R 0 has a global maximum atp a2 . Bothp a1 and p a2 are CSS, and thus introduction of mutant strains close to either of these points will lead to convergence to the corresponding local maximum. This is an example of evolutionary bistability, where two continuously stable strategies are separated by a repeller [4] . In particular, this includes convergence of nearby traits top a1 , which maximizes R 0 locally but not globally. On the other hand, Theorem 2 says that in direct competition,p a2 will drivep a1 to extinction, suggesting that evolution should eventually drive p to the global maximump a2 . However, strategiesp a1 andp a2 may be widely separated in the evolutionary landscape, and a large change in p may be required to escape the basin of attraction of the local maximump a1 . Such large mutations may be exceedingly rare. Evolutionary trajectories may thus appear to converge to a local but not global maximum of R 0 . Figure 5a shows a pairwise invasibility plot, with resident trait p 1 on the x-axis and mutant trait p 2 on the y-axis. Shaded regions denote locations where the invasion exponent is positive, and white regions where the invasion exponent is negative. The boundaries where the invasion exponent is zero are shown in solid black lines, and intersections of these boundary lines with the p 2 = p 1 line correspond to singular strategies [16] . Three singular strategies exist in Figure 5a , corresponding top a1 = 0.1234 (local but not global maximum of R 0 ),p r = 0.2231 (local minimum of R 0 ), andp a2 = 0.7098 (global maximum of R 0 ). Note the white region above the singular strategȳ p, corresponding to p 1 =p being a local ESS. To successfully invadep, a non-local mutant trait outside of this white region is required. Generating such a non-local mutant may be a rare event, depending upon the mutation rate and genetic variability in the population. Figure 5b shows two sample trajectories of the resident trait value over time, using simulations starting from an initial trait value of p = 0.224, close to the repellerp r . Following the algorithm of Best and Hoyle [3] , mutant traits are generated at random by drawing from a normal distribution centered at the resident trait value. Competition is simulated by numerically computing solution trajectories for model (29) with n = 2 for a long time span, with initial conditions corresponding to a small mutant population (I m (0) = I s (0) = 0.0001). At the end of the time span, strains with less than one infected individual are set to zero, the remaining strains are set as residents for the next iteration, and the process repeats. From Figure 5b , we observe that whether trajectories eventually converge top a1 orp a2 depends upon initial fluctuations from the starting point. Additionally, the trajectory shown in Figure 5b converging top a1 remains nearp a1 for the remainder of the simulation, despite this being only a local maximum for R 0 .
Discussion
The impact of illness on contact patterns presents a twist on the classical problem of pathogen virulence evolution. The simple model presented here shows that the inherent trade-off between contact and transmissibility can lead to selection for intermediate levels of virulence, analogous to the classical trade-off between mortality and transmissibility that has been extensively studied [2, 6, 7, 13, 14, 15, 20] . Our main mathematical result is that the model exhibits eventual competitive exclusion by the highest R 0 strain. We give criteria for when R 0 is maximized at intermediate virulence levels, as measured in terms of symptom severity. Indeed, this paper shows that the transmissibility-contact trade-off can result in multiple local maxima for R 0 for a model with heterogeneity in disease severity. While the strain with highest R 0 will eventually drive the other strains to extinction in the model, transients may be long, with prolonged coexistence between strains. The model presented here is intentionally simple, for example neglecting spatial heterogeneity, differential host susceptibility, and host-pathogen coevolution. Investigating evolutionary and epidemiological outcomes of the contact-transmissibility trade-off in these settings is an important area for future work.
In addition to its evolutionary implications, the trade-off between contact and transmissibility has epidemiological consequences as well. For example, is it possible for an intervention to paradoxically increase R 0 ? Specific considerations include treatments that decrease symptom severity, such as antivirals for influenza [23] , and vaccines that can affect the frequency of mild (e.g. asymptomatic) infection [1, 8, 17, 27, 28, 29, 35] . Whether this will be a practical concern for a specific disease of interest will depend upon the details of the disease and setting in question. For example, dose response relationships, relative pathogen shedding rates, and the spectrum of symptom severity will all impact the shape of R 0 , and how the reproduction number changes with intervention. These epidemiological features will affect inter-vention efficacy, and bear consideration when designing and implementing control efforts.
To illustrate, consider an intervention whose effect is solely to lessen symptom severity (increases f ). Differentiating R 0 with respect to f gives
Lessening symptom severity through intervention thus decreases the basic reproduction number when R 00 > R 01 , e.g. when severely symptomatic individuals dominate disease transmission. On the other hand, decreasing symptom severity will correspondingly increase contact rates. If this increase in contact rate outweighs the decrease in transmission probability, R 0 will increase under intervention. This is particularly a concern for diseases with low infectious dose, and disease with high shedding rates for asymptomatic individuals. This may correspondingly lead to dramatically different evolutionary trajectories for R 0 on longer time scales. To illustrate, consider the dotted curve in Figure 6a , showing R 0 in the absence of intervention. Here f = 0.65, there are three critical points for the R 0 curve, and the system lies near the local (but not global) maximum at p = 0.1234 (Figure 6b trajectory for generation times greater than 150). Now suppose that an intervention occurs at generation time 150, changing f to 0.72. This changes the R 0 curve to a unimodal shape with a single global maximum at p = 0.7111, to which the system converges on an evolutionary time scale (Figure 6b ). In fact this change persists even after intervention is lifted at generation 350, as the trait now converges to p=0.7098 (the global maximum for the f = 0.65 curve). Thus a small change in f may lead to a large change in the trait value, due to a qualitative change of the shape of the R 0 curve. In fact this example illustrates that a temporary intervention may result in a lasting increase in R 0 , due to the contact-transmissibility tradeoff.
One aspect this study highlights is the crucial need for empirical data on how illness affects contact patterns. The strength of the trade-off depends crucially upon how contact rates vary with symptom severity. Currently there is little empirical information describing this relationship, for example concerning the shape of how contact rates varies with symptom severity, or even measurement of relative contact rates for severely symptomatic to asymptomatic individuals. Recent efforts have recognized the importance of how disease status affects contact patterns [12] , and empirical efforts are starting to take place aiming to measure these relationships [9, 34] . These data will be invaluable for understanding how trade-offs between transmissibility and contact affect disease dynamics on both epidemiological and evolutionary time scales.
