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Abstract
It is natural to consider continuous dependence of the n-th eigen-
value on d-dimensional (d ≥ 2) Sturm-Liouville problems after the
results on 1-dimensional case by Kong, Wu and Zettl [14]. In this pa-
per, we find all the boundary conditions such that the n-th eigenvalue
is not continuous, and give complete characterization of asymptotic
behavior of the n-th eigenvalue. This renders a precise description
of the jump phenomena of the n-th eigenvalue near such a boundary
condition. Furthermore, we divide the space of boundary conditions
into 2d + 1 layers and show that the n-th eigenvalue is continuously
dependent on Sturm-Liouville equations and on boundary conditions
when restricted into each layer. In addition, we prove that the ana-
lytic and geometric multiplicities of an eigenvalue are equal. Finally,
we obtain derivative formula and positive direction of eigenvalues with
respect to boundary conditions.
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1 Introduction
In this paper, we consider the d-dimensional Sturm-Liouville equation
−(Py′)′ +Qy = λWy, on [a, b], (1.1)
where d ≥ 2, λ is the spectral parameter, and P,Q and W satisfy the follow-
ing assumptions:
Hypothesis 1:
(i) P,Q and W are d× d-matrix symmetric real-valued functions on [a, b],
(ii) P (t) ≥ µ1 and W (t) ≥ µ2 a.e. on t ∈ [a, b] for some µ1, µ2 > 0,
(iii) P,Q,W ∈ L∞([a, b],Rd×d).
The self-adjoint boundary condition is given by
(A | B)Y (a, b) = 0, (1.2)
where Y (a, b) = (−y(a)T , y(b)T , (Py′)(a)T , (Py′)(b)T )T , A and B are 2d× 2d
complex matrices such that
rank(A | B) = 2d, AB∗ = BA∗, (1.3)
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A∗ is the complex conjugate transpose of A. The spectrum of the Sturm-
Liouville problem is bounded from below and consists of discrete eigenvalues,
which are ordered in the following non-decreasing sequence
λ1 ≤ λ2 ≤ λ3 ≤ · · · ≤ λn ≤ · · · ,
with λn → ∞ as n → ∞, counting repeatedly according to their analytic
multiplicities.
When studying the perturbation of eigenvalues of Sturm-Liouville prob-
lem (1.1)–(1.2), the n-th eigenvalue changes as coefficients in the equation
(1.1) or the boundary condition (1.2) are subjected to perturbations. The in-
dices (i.e. n) of eigenvalues may change drastically in a continuous eigenvalue
branch due to the high dimension, and the eigenvalues with the same index
may jump from one to another branch in a complex way. The jump phe-
nomena of the n-th eigenvalue in high dimension are more interesting from
geometric aspects and more complicated than 1-dimensional Sturm-Liouville
problems. Moreover, in computing eigenvalues, their indices are in general
unknown and still need to be determined due to the importance of the first
few eigenvalues in physical models. The high dimension, however, leads oscil-
lation theory of 1-dimensional Sturm-Liouville problems to becoming invalid
and thus makes a difficult task in numerical calculation. So the question
“what the singular (discontinuity) set of the n-th eigenvalue is in high di-
mensional case” not only has strong motivation from physics and numerical
analysis, but also is theoretical challenging. Indeed, after the previous work
in 1-dimensional case [14], it has been an open problem for several years. We
shall solve it in this paper and give complete characterization of asymptotic
behavior of the n-th eigenvalue.
This question is completely answered for 1-dimensional Sturm-Liouville
problems. The first breakthrough is due to Rellich [23]. In 1950, he gave
an example for the following 1-dimensional Sturm-Liouville problem at the
ICM [24]:
−u′′ = λu, on [0, 1],
with the boundary condition u(0) = 0, κu′(1) = u(1), where κ ∈ R. Though
the n-th eigenvalue is continuous near κ = 0 from the left direction for each
n ≥ 1, it is discontinuous from the right direction, and has the following
asymptotic behavior:
lim
κ→0+
λ1(κ) = −∞, lim
κ→0+
λn(κ) = λn−1(0), n ≥ 2.
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See also Figure 1 in P. 292 of [13]. In 1997, Everitt et al. in [7] investigated
1-dimensional Sturm-Liouville equation (1.1) with separated boundary con-
dition cosαy(a) − sinα(py′)(a) = 0, cos βy(b) − sin β(py′)(b) = 0. By using
Pru¨fer transformation to (1.1), they obtained that the n-th eigenvalue λn is
continuous on α × β ∈ [0, pi) × (0, pi] for each n ≥ 1, and moreover, for any
fixed α ∈ [0, pi),
lim
β→0+
λ1(α, β) = −∞, lim
β→0+
λn(α, β) = λn−1(α, pi), n ≥ 2,
and for any fixed β ∈ (0, pi],
lim
α→pi−
λ1(α, β) = −∞, lim
α→pi−
λn(α, β) = λn−1(0, β), n ≥ 2.
Kong et al. in [14] regarded the n-th eigenvalue as a function on the space
of Sturm-Liouville equations and that of boundary conditions, respectively.
They showed that the n-th eigenvalue is continuously dependent on the co-
efficients in (1.1) for each n ≥ 1. By using the above results in [7] and
some inequalities among eigenvalues of 1-dimensional Sturm-Liouville prob-
lems obtained in [6], they found the singular set of the n-th eigenvalue in
the space of complex (resp. real) boundary conditions. They also gave all
the asymptotic behavior of the n-th eigenvalue near each singular boundary
condition. See Theorems 3.39 and 3.76 in [14]. Other discussions of the n-th
eigenvalue can be found in [3, 5, 18, 28, 30].
It is worthy to mention that the analytic, algebraic and geometric mul-
tiplicities of an eigenvalue are shown to be equal for 1-dimensional Sturm-
Liouville problems [6, 15, 16, 27] and some extensions [8, 9, 11, 12, 22, 25].
In particular, Kong et al. showed the equivalence of analytic and geometric
multiplicities even if P changes sign in 1-dimensional case [16]. Naimark
proved analytic and algebraic multiplicities of an eigenvalue coincide for a
class of high-order differential operators [22]. When studying the discon-
tinuity of the n-th eigenvalue, it is always listed according to the analytic
multiplicity. From the perspective of application, however, people pay more
attention to how many eigenvalue branches jump (tend to infinity) in the
sense of geometric multiplicity. So it is necessary to clarify the relationships
of these multiplicities of an eigenvalue for high dimensional Sturm-Liouville
problems. Motivated by Naimark [22], we shall rigorously prove that the
three multiplicities of an eigenvalue are the same in high dimensional case
even if P is non-positive.
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In this paper, we shall give the set of all the complex (or real) boundary
conditions such that the n-th eigenvalue is not continuous in high dimensional
case. We call it to be the singular set ΣC (or ΣR) in the space of complex (or
real) boundary conditions and call any element in ΣC (or ΣR) to be a singular
boundary condition. We mainly discuss the complex boundary conditions in
this paper, and the real ones can be treated in a similar way. When there is
truly difference in the discussion, we shall give remarks on providing a feasible
way for the real ones. Our inspiration is from the symplectic geometry,
especially the structure of Lagrangian-Grassmann manifold [1, 2]. Indeed,
we shall prove that in high dimensional case, the singular set, denoted by
ΣC, consists of all the boundary conditions A = [A | B] such that
n0(B) > 0, (1.4)
where n0(B) denotes the geometric multiplicity of zero eigenvalue of B.
An accompanying difficulty is how to give and prove asymptotic behav-
ior of the n-th eigenvalue near a singular boundary condition. The strategy
based on the Pru¨fer transformation does not work for separated boundary
conditions due to the coupling of the Sturm-Liouville equations. The inequal-
ities argument used in [14] also becomes invalid owing to the complexity of
the boundary conditions, for example, the appearance of mixing boundary
conditions [26]. Moreover, the directions, from which the boundary condi-
tions tend to a more singular one, are diversified in high dimensional case.
All these make the problem nontrivial. Our first task is also to study the
topology of the space of boundary conditions. However, instead of using sep-
arated, coupled and mixed boundary conditions, we choose the coordinate
charts of the Lagrangian-Grassmann manifold introduced by Arnold [1, 2] to
describe the space of boundary conditions. We divide ΣC into 2d layers such
that for any [A | B] in the k-th layer ΣCk ,
n0(B) = k, (1.5)
where 1 ≤ k ≤ 2d. Define ΣC0 to be the complementary set of ΣC in the space
of boundary conditions. We then prove that the n-th eigenvalue is contin-
uously dependent on the Sturm-Liouville equations and on the boundary
conditions when restricted into ΣCk for each n ≥ 1, where 0 ≤ k ≤ 2d. In the
proof of asymptotic behavior, besides using the above results and the locally
uniform property of eigenvalues (Lemma 3.2), our technique is to construct
various paths in different parts of the k-th layer in the space of boundary
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conditions. The asymptotic behavior of the n-th eigenvalue is proved for the
following targets via a step-by-step procedure:
1. A non-coupled Sturm-Liouville equation and a separated boundary con-
dition in a path connected component of ΣCk , see Lemmas 7.3 and 7.4.
2. The non-coupled Sturm-Liouville equation and any boundary condition
in the path connected component of ΣCk , see Lemma 7.5.
3. Any fixed Sturm-Liouville equation and any boundary condition in the
path connected component of ΣCk , see Lemma 7.6.
Our complete characterization of asymptotic behavior of the n-th eigenvalue
near A ∈ ΣCk (or (ω,A)) is given in Theorems 7.1 and 7.2, where 1 ≤ k ≤ 2d.
The essential characterization is that there exists a neighborhood U of A in
the whole space of boundary conditions such that U = ∪0≤i≤kU i, and for
each 0 ≤ i ≤ k, U i 6= ∅ and
lim
U i3B→A
λn(B) = −∞, 1 ≤ n ≤ i, (1.6)
lim
U i3B→A
λn(B) = λn−i(A), n > i. (1.7)
In order to make the results explicitly, we clarify what U i is in Corollary 7.1.
In a forthcoming paper, we shall show that [−Ψλ | Φλ] defined in (3.3)–
(3.4) tends to [I2d | 02d] as λ → −∞ for a more general Sturm-Liouville
system. Based on this result and the theory of Maslov index, we shall give
a new proof of the discontinuity of the n-th eigenvalue. Furthermore, we
determine the range of the n-th eigenvalue not only on the whole space of
boundary conditions but also on the k-th layer ΣCk (or Σ
R
k ), where 0 ≤ k ≤ 2d.
The rest of this paper is organized as follows. In Section 2, topology on
space of Sturm-Liouville equations, and that on space of complex boundary
conditions are presented. Basic properties of eigenvalues are given in Section
3 and further analysis on 1-dimensional results is provided in Section 4. In
Section 5, it is proved that the analytic, algebraic and geometric multiplicities
of an eigenvalue are equal. Section 6 is devoted to proving that the n-
th eigenvalue is continuous on the space of Sturm-Liouville equaitons, and
on each layer in the space of boundary conditions. Singularity of the n-
th eigenvalue is completely characterized in Section 7. In the last section,
derivative formula of eigenvalues with respect to the boundary conditions
and comparison of eigenvalues are obtained.
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2 Space of Sturm-Liouville problems
In this section, we introduce the topology on space of Sturm-Liouville equa-
tions, and that on space of complex boundary conditions, respectively.
The space of Sturm-Liouville equations is
Ω := {(P,Q,W ) : P,Q and W satisfy Hypothesis 1}
with product topology induced by L∞([a, b],Rd×d). Following [14], we use
bold faced (lower case) Greek letters, such as ω, to stand for elements in Ω.
Two linear algebraic systems
(A | B)Y (a, b) = 0, (C | D)Y (a, b) = 0,
represent the same complex boundary condition if and only if there exists a
matrix T ∈ GL(2d,C) such that
(C | D) = (TA | TB),
where GL(2d,C) := {2d × 2d complex matrix T : det T 6= 0}. Since each
boundary condition (1.2) considered in this paper is self-adjoint, it must
satisfy (1.3). So it is natural to take the quotient space
BC := GL(2d,C)\L2d,4d(C),
equipped with the quotient topology, as the space of complex boundary condi-
tions, where L2d,4d(C) := {2d × 4d complex matrix (A | B) : rank(A | B) =
2d, AB∗ = BA∗}. The topology on L2d,4d(C) here is induced by that of
C8d2 . The boundary condition represented by (1.2) is denoted by [A |B] :=
{(TA | TB) : T ∈ GL(2d,C)}. Bold faced capital Latin letters, such as A,
are also used for boundary conditions. See also [15] in 1-dimensional case.
BC coincides with the complex Lagrangian-Grassmann manifold Λ(2d) [2].
Motivated by Arnold [1, 2], we shall give the canonical atlas of local coor-
dinate systems on BC in our framework. Let ei = (0, · · · , 0, 1, 0, · · · , 0)
T
1×2d
i
for any 1 ≤ i ≤ 2d, S be a 2d × 2d matrix whose entries and columns are
denoted by slj, 1 ≤ l, j ≤ 2d, and sj = (s1j, · · · , s2dj)T , respectively. Set K
be a subset of {1, 2, · · · , 2d} with ](K) to be the number of elements in K.
Define
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OCK =
{
A = [A | B] =[(a1, a2, · · · , a2d) | (b1, b2, · · · , b2d)] : (2.1)
ai =
{
−ei if i ∈ K,
si if i ∈ {1, 2, · · · , 2d}\K,
bi =
{
si if i ∈ K,
ei if i ∈ {1, 2, · · · , 2d}\K,
for any 2d× 2d Hermitian matrix S = (s1, s2, · · · , s2d)
}
for any K ⊂ {1, 2, · · · , 2d}. Below S is written as S(A) when it is necessary
to indicate its dependence on A. The following result gives the topology and
geometric structure on BC.
Theorem 2.1.
BC =
⋃
K⊂{1,2,··· ,2d}
OCK .
Moreover, BC is a connected and compact real-analytic manifold of dimension
4d2.
Remark 2.1. Similar result is true for BR with C replaced by R except that
the dimension of BR is d(2d+ 1) as a real-analytic manifold.
Proof. Firstly, we show that ⋃
K⊂{1,2,··· ,2d}
OCK ⊂ BC. (2.2)
For anyK ⊂ {1, · · · , 2d}, choose [A | B] = [(a1, · · · , a2d) | (b1, · · · , b2d)] ⊂
OCK , where
aj = (a1j, · · · , a2dj)T , bj = (b1j, · · · , b2dj)T , j = 1, · · · , 2d.
Define
δi,K :=
{
1, i ∈ K,
0, i /∈ K.
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For any 1 ≤ i, k ≤ 2d, by (2.1) we have
(AB∗)ik =
2d∑
j=1
aij b¯kj (2.3)
=
∑
j∈K
aij b¯kj +
∑
j /∈K
aij b¯kj
=
∑
j∈K
−δij s¯kj +
∑
j /∈K
sijδkj
= −δi,K s¯ki + (1− δk,K)sik,
(BA∗)ik =
2d∑
j=1
bij a¯kj (2.4)
=
∑
j∈K
bij a¯kj +
∑
j /∈K
bij a¯kj
=
∑
j∈K
−sijδkj +
∑
j /∈K
δij s¯kj
= −δk,Ksik + (1− δi,K)s¯ki.
Since S = S∗, we have AB∗ = BA∗. Then (2.2) follows.
Conversely, let
[A | B] = [(a1, · · · , a2d) | (b1, · · · , b2d)] ∈ BC
and m0 := rankA. Suppose rank (ak1 , · · · , akm0 ) = m0. Denote K :={k1, · · · , km0} and {1, 2, · · · , 2d} \K := {km0+1, · · · , k2d}.
Claim: (ak1 , · · · , akm0 , bkm0+1 , · · · , bk2d) is non-degenerate.
Firstly, we can choose T ∈ GL(2d,C) such that
T (A | B) =
(
A1 B1
0 B2
)
∈ L2d,4d(C), A1, B1 ∈Mm0×2d, B2 ∈M(2d−m0)×2d,
where Mm0×2d denotes the set of all m0 × 2d complex matrices. Let
A1 := (a1,1, · · · , a1,2d), B2 := (b2,1, · · · , b2,2d),
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where a1,l = (a1,1l, · · · , a1,m0l)T and b2,l = (b2,1l, · · · , b2,(2d−m0)l)T , 1 ≤ l ≤ 2d.
Since [A | B] ∈ BC, direct computation shows that(
A1
0
)(
B∗1 B
∗
2
)
=
(
B1
B2
)(
A∗1 0
)
⇔ A1B∗1 symmetric and A1B∗2 = 0.
Let
E := (E1 | E2) = (a1,k1 , · · · , a1,km0 | a1,km0+1 , · · · , a1,k2d),
F := (F1 | F2) = (b2,k1 , · · · , b2,km0 | b2,km0+1 , · · · , b2,k2d).
Note that rankE1 = rankE = rankA1 = m0 and rankF = rankB2 = 2d−m0.
Since A1B
∗
2 = 0, we have EF
∗ = E1F ∗1 +E2F
∗
2 = 0. Direct calculation gives
(F2 − F1E−11 E2)F ∗2 = F2F ∗2 − F1E−11 E2F ∗2 = F2F ∗2 + F1E−11 E1F ∗1 = FF ∗,
which yields
2d−m0 ≥ rankF ∗2 ≥ rankFF ∗ = rankF = 2d−m0.
Then rankF2 = 2d−m0. Thus
(ak1 · · · , akm0 , bkm0+1 , · · · , b2d) = T−1
(
E1 ∗
0 F2
)
is non-degenerate and this claim holds.
Let
T1 := (−ak1 , · · · ,−akm0 , bkm0+1 , · · · , bk2d).
Then
(T−11 A | T−11 B) = (a′1, · · · , a′2d, b′1, · · · , b′2d),
where a′ki = −ei, i = 1, · · · ,m0, b′kj = ej, j = m0 + 1, · · · , 2d. Let S =
(s1, · · · , s2d) = (sik) ∈M2d×2d and
sl =
{
a′l, l /∈ K,
b′l, l ∈ K.
Since AB∗ = BA∗, by the calculation in (2.3)–(2.4), we have sik = s¯ki. Thus
[A | B] ⊂ OCK . Other assertions are direct consequences of properties of
Lagrangian-Grassmann manifold [1, 2]. This completes the proof.
The product space Ω×BC is the space of Sturm-Liouville problems, and
(ω,A) is used to stand for an element in Ω× BC.
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3 Basic properties of eigenvalues
Firstly, we introduce the following weighted space:
L2W ([a, b],Cd) = {y :
∫ b
a
y(t)∗W (t)y(t)dt < +∞},
with the inner product 〈y, z〉W =
∫ b
a
z(t)∗W (t)y(t)dt.
Let (ω,A) ∈ Ω × BC with ω = (P,Q,W ) and A = [A | B]. Then the
corresponding Sturm-Liouville operator
T(ω,A)y = W
−1(−(Py′)′ +Qy) (3.1)
is self-adjoint with the domain
DA = {y ∈ L2W ([a, b],Cd) :y, Py′ ∈ AC([a, b],Cd), (3.2)
T(ω,A)y ∈ L2W ([a, b],Cd), y satisfies (1.2)}.
For any λ ∈ C, let φ1,λ, · · · , φ2d,λ be the fundamental solutions to (1.1)
determined by the initial conditions(
φ1,λ(a) · · · φ2d,λ(a)
Pφ′1,λ(a) · · · Pφ′2d,λ(a)
)
= I2d.
Denote
Φλ :=
(−φ1,λ(a) · · · −φ2d,λ(a)
φ1,λ(b) · · · φ2d,λ(b)
)
, (3.3)
Ψλ :=
(
Pφ′1,λ(a) · · · Pφ′2d,λ(a)
Pφ′1,λ(b) · · · Pφ′2d,λ(b)
)
. (3.4)
Then Φλ and Ψλ are entire 2d× 2d-matrix valued functions of λ.
Lemma 3.1. The spectrum of the d-dimensional Sturm-Liouville problem
(ω,A) consists of isolated eigenvalues, which are all real and bounded from
below. Moreover, λ ∈ R is an eigenvalue of (ω,A) if and only of λ is a zero
of
Γ(ω,A)(λ) := det(AΦλ +BΨλ). (3.5)
Proof. The proof is similar to that of Lemma 4.5 in [29].
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Definition 3.1. Let λ be an eigenvalue of (ω,A). The order of λ as a zero of
Γ(ω,A) is called its analytic multiplicity. The number of linearly independent
eigenfunctions for λ is called its geometric multiplicity. The dimension of the
space Eλ = {y ∈ L2W ([a, b],Cd) : (T(ω,A) − λ)ky = 0 for some integer k ≥ 1}
is called its algebraic multiplicity.
We show in Theorem 5.1 that the three multiplicities of an eigenvalue are
equal. Thus we shall not distinguish them. The following result is locally
continuous dependence of eigenvalues on Sturm-Liouville problems, which
can be proved by Rouche´’s Theorem [4]. See [14, 31] in 1-dimensional case.
Lemma 3.2. Let r1 < r2 be two real numbers such that neither of them is
an eigenvalue of a given Sturm-Liouville problem (ω,A), and n ≥ 0 be the
number of eigenvalues of (ω,A) in the interval (r1, r2). Then there exists a
neighborhood U of (ω,A) in Ω×BC such that each (σ,B) ∈ U has exactly n
eigenvalues in (r1, r2), and neither r1 nor r2 is an eigenvalue of (σ,B).
Proof. Let R := {z ∈ C : |z − (r1 + r2)/2| < (r2 − r1)/2} and η :=
min
λ∈∂R
|Γ(ω,A)(λ)|, where ∂R denotes the boundary of R. Then η > 0 by
Lemma 3.1. By the compactness of ∂R and the uniform continuity of Γ(ω,A)
on (ω,A) and λ, there exists a neighborhood U of (ω,A) in Ω × BC such
that |Γ(σ,B)(λ)− Γ(ω,A)(λ)| < η for all λ ∈ ∂R and for all (σ,B) ∈ U , which
also implies that |Γ(σ,B)(λ)| ≥ |Γ(ω,A)(λ)| − |Γ(σ,B)(λ)− Γ(ω,A)(λ)| > 0. Thus
neither r1 nor r2 is an eigenvalue of (σ,B) ∈ U . Since Γ(σ,B) − Γ(ω,A) and
Γ(ω,A) are both entire functions of λ, Γ(σ,B) and Γ(ω,A) have the same number
of zeros in R, counting order, by Rouche’s Theorem. The proof is complete
by the fact of the reality of eigenvalues.
The next result is a direct consequence of Lemma 3.2.
Lemma 3.3. Let λ∗ be an eigenvalue with multiplicity m of (ω,A), and
r1 < r2 be two real numbers such that λ∗ ∈ (r1, r2) is the only eigenvalue
of (ω,A) in the interval [r1, r2]. Then there exist a connected neighborhood
U of (ω,A) in Ω × BC and continuous functions Λ1, · · · ,Λm defined on U
such that r1 < Λ1(σ,B) ≤ · · · ≤ Λm(σ,B) < r2 for each (σ,B) ∈ U , where
Λ1(σ,B), · · · ,Λm(σ,B) are eigenvalues of (σ,B).
These functions in Lemma 3.3 are locally called continuous eigenvalue
branches. When m = 1, Λ1 is called the continuous simple eigenvalue branch.
Then we shall make a continuous choice of eigenfunctions for the eigenvalues
along a continuous simple eigenvalue branch.
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Lemma 3.4. Let λ∗ be a simple eigenvalue of (ω,A), u0 be a given eigen-
function for λ∗, and Λ be a continuous simple eigenvalue branch defined on
a neighborhood U of (ω,A) in Ω×BC through λ∗. Then there exists a neigh-
borhood U1 ⊂ U of (ω,A) such that for any (σ,B) ∈ U1, there is an eigen-
function uΛ(σ,B) for Λ(σ,B) satisfying that uΛ(ω,A) = u0, and uΛ(·) and pu′Λ(·)
are continuous on U1 in the sense that for any (σ,B) ∈ U1, uΛ(τ ,C) → uΛ(σ,B)
and pu′Λ(τ ,C) → pu′Λ(σ,B) as U1 3 (τ ,C)→ (σ,B) both uniformly on [a, b].
Proof. The proof is similar as that of Theorem 3.1 in [17].
When ω (or A) is fixed, we can get corresponding results on a neighbor-
hood of A (or ω) as those in Lemmas 3.2–3.4. Then we turn to present the
continuity principle for the n-th eigenvalue.
Lemma 3.5. Let O be a subset of Ω×BC. If λ1 is bounded from below on O,
then the restriction of the n-th eigenvalue to O is continuous for each n ≥ 1.
Lemma 3.6. If O is a subset of Ω × BC, (ω,A) /∈ O is an accumulation
point of O,
lim
O3(σ,B)→(ω,A)
λn(σ,B) = −∞
for any n = 1, · · · ,m, where m ≥ 0, and λm+1 is bounded from below on O,
then
lim
O3(σ,B)→(ω,A)
λn(σ,B) = λn−m(ω,A)
for any n ≥ m+ 1.
By using Lemma 3.2, the proofs of Lemmas 3.5–3.6 are similar to those
of Theorems 1.40–1.41 in [14], respectively.
4 Analysis on 1-dimensional results
In this section, we reform the singular boundary conditions in the frame (2.1)
and refine the results of Theorems 3.39 and 3.76 in [14].
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The explicit coordinate systems (2.1) in 1-dimensional case are as follows:
OC∅ =
{[
s11 s12 1 0
s¯12 s22 0 1
]
: s11, s22 ∈ R, s12 ∈ C
}
, (4.1)
OC{1} =
{[ −1 s12 s11 0
0 s22 s¯12 1
]
: s11, s22 ∈ R, s12 ∈ C
}
,
OC{2} =
{[
s11 0 1 s12
s¯12 −1 0 s22
]
: s11, s22 ∈ R, s12 ∈ C
}
,
OC{1,2} =
{[ −1 0 s11 s12
0 −1 s¯12 s22
]
: s11, s22 ∈ R, s12 ∈ C
}
.
In order to refine the above results ,we need the following notation, which
will be used for any d ≥ 1 in the sequel. For a nonempty subset K =
{n1, · · · , nm0} ⊂ {1, · · · , 2d} and for any A ∈ OCK , let
SK(A) =

sn1n1 sn1n2 · · · sn1nm0
s¯n1n2 sn2n2 · · · sn2nm0
...
...
...
s¯n1nm0 s¯n2nm0 · · · snm0nm0
 . (4.2)
In 1-dimensional case, S{i}(A) = (sii), i = 1, 2, and S{1,2}(A) =
(
s11 s12
s¯12 s22
)
.
Let n−(SK(A)), n0(SK(A)) and n+(SK(A)) denote the total multiplic-
ity of negative, zero and positive eigenvalues of SK(A), respectively. For a
nonempty subset K ⊂ {1, · · · , 2d}, define
J
(n0,n+,n−)
OCK
(4.3)
:={A ∈ OCK |n0(SK(A)) = n0, n+(SK(A)) = n+, n−(SK(A)) = n−}
for three nonnegative integers n0, n+ and n− satisfying n0 +n+ +n− = ](K).
Then we get the following refinement from Theorem 3.76 in [14]. One key fact
in the following proposition is that n+(SK(B)) − n+(SK(A)) is the number
of eigenvalues which tend to −∞ as B→ A.
Proposition 4.1. (i) The restriction of λn to Σ
C
k is continuous for each
n ≥ 1, where k = 0, 1, 2.
(ii) Consider the restriction of λn to OCK for each n ≥ 1, where K ⊂ {1, 2}.
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(iia) The restriction of λn to OC∅ is continuous.
(iib) Let K be nonempty, 0 ≤ n0 < n01 ≤ ](K), n+ ≥ n+1 and n− ≥ n−1 .
Then for any A ∈ J (n01,n+1 ,n−1 )OCK , we have
lim
J
(n0,n+,n−)
OC
K
3B→A
λn(B) = −∞, n ≤ n+ − n+1 ,
lim
J
(n0,n+,n−)
OC
K
3B→A
λn(B) = λn−(n+−n+1 )(A), n > n
+ − n+1 .
Remark 4.1. Inspired of [19, 20, 21], we provide an intuitional representa-
tion of sets in the space of real boundary conditions, which is also helpful to
understand the global concept of singular boundary conditions. Let
OR12,++ =
{
A ∈ OR{1,2} : s11 > 0, s12 ∈ R, s11s22 > |s12|2
}
,
OR12,−− =
{
A ∈ OR{1,2} : s11 < 0, s12 ∈ R, s11s22 > |s12|2
}
,
OR12,+− =
{
A ∈ OR{1,2} : s12 ∈ R, s11s22 < |s12|2
}
,
OR12,+0 =
{
A ∈ OR{1,2} : s11 + s22 > 0, s12 ∈ R, s11s22 = |s12|2
}
,
OR12,−0 =
{
A ∈ OR{1,2} : s11 + s22 < 0, s12 ∈ R, s11s22 = |s12|2
}
.
Consider an element A = [−I | S] in the coordinate chart (OR{1,2}, φ12),
where φ12 : (A→ S :=
(
s11 s12
s12 s22
)
). Firstly we define a map
rep12 = ∆˜
−1 ◦ φ−112 : {S|s11, s12, s22 ∈ R} → (D1 × S1)/f,
S 7→ [(r, z, θ)],
where
[(r, z, θ)] ∈ (D1 × S1)/f ={(r, z, θ)|(r − 2)2 + z2 < 1}∪
{{(r, z, θ), (r, z, θ + pi)}|(r − 2)2 + z2 = 1},
the map ∆˜ : (D1 × S1)/f → Lag(2,R) ' BR is a homeomorphism defined in
the proof of Theorem 1 in [19].
Under the map rep12, we obtain rep12(0) = (2, 0, 0) and rep12(− tan θ2I2) =
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Figure 1: The intuitional representation of OR12,++,OR12,+−,OR12,−−,OR12,+0,OR12,−0.
(2, 0, θ) with θ ∈ R/2piZ. Furthermore,
φ−112 (− tan
θ
2
I2) is

in OR12,−−, if θ ∈ (0, pi),
Dirichlet boundary condition, if θ = 0,
in OR12,++, if θ ∈ (−pi, 0),
converging to Neumann boundary condition,
if θ → ±pi.
In Figure 1, the inner torus with two shrinking points denotes two sin-
gular cycles, i.e. the part with x ≤ 0 (orx ≥ 0) is the set of elements
which have common subspace with Neumann (or Dirichlet) boundary con-
dition (rep12(−2, 0, 0)) (or rep12(2, 0, 0)). Note that inner torus lies on the
outside torus if x = 0.
Since the left part (x ≤ 0) of the inner torus is not in the range of rep12, by
the path connectedness of OR12,++,OR12,+−,OR12,−−,OR12,+0 and OR12,−0 we have
Region I denotes OR12,++, i.e. the inside of the inner torus under Y -axis. The
curve rep12(− tan θ2 I2), θ ∈ (−pi, 0) is in Region I.
Region II denotes OR12,−−, i.e. the inside of the inner torus upper Y -axis.
The curve rep12(− tan θ2 I2), θ ∈ (0, pi) is in Region II.
Region III denotes OR12,+−, i.e. the outside of the inner torus in (D1×S1)/f .
Region IV denotes OR12,+0 and OR12,−0. More precisely, the parts of the inner
torus with X > 0, Y < 0 and with X, Y > 0 denote OR12,+0 and OR12,−0,
respectively.
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5 Equality of multiplicities of an eigenvalue
In this section, we show the equivalence of the analytic, algebraic and geo-
metric multiplicities of an eigenvalue.
Theorem 5.1. The analytic, algebraic and geometric multiplicities of an
eigenvalue of (ω,A) ∈ Ω× BC are equal.
Proof. Fix λ∗ be an eigenvalue of (ω,A) with ω = (P,Q,W ) and A = [A |B].
Since T(ω,A) is self-adjoint, the algebraic and geometric multiplicities of λ∗
coincide. We shall show that the analytic and geometric ones are the same.
By p and κ denote the geometric and analytic multiplicities of λ∗, respec-
tively. Let ϕi, 1 ≤ i ≤ p, be the linearly independent eigenfunctions of λ∗.
Choose ϕi, p + 1 ≤ i ≤ 2d be the solutions of (1.1) with λ = λ∗ such that
ϕi, 1 ≤ i ≤ 2d, are linearly independent. Let yi(·, λ) be the solutions of (1.1)
with λ ∈ C such that yi(a, λ) = ϕi(a), Py′i(a, λ) = Pϕ′i(a), 1 ≤ i ≤ 2d. Then
yi(·, λ∗) = ϕi and yi has the Taylor expansion
yi(x, λ) =
∞∑
j=0
ϕ
(j)
i (x)(λ− λ∗)j
with ϕ
(0)
i = ϕi, 1 ≤ i ≤ 2d. Let Φ˜λ =
(
y1 · · · y2d
Py′1 · · · Py′2d
)
. By (3.5), we have
Γ(ω,A)(λ)
= det(A˜+ B˜Φ˜λ(b)Φ˜
−1
λ (a)) = det(A˜Φ˜λ(a) + B˜Φ˜λ(b)) det(Φ˜
−1
λ (a)), (5.1)
where
(A˜ , B˜) = (A , B)

−Id 0 0 0
0 0 Id 0
0 Id 0 0
0 0 0 Id
 .
Note that
A˜
(
ϕi(a)
Pϕ′i(a)
)
+ B˜
(
ϕi(b)
Pϕ′i(b)
)
= 0, 1 ≤ i ≤ p,
which yields that the i-th column of Γ(ω,A)(λ) must contain the factor (λ−λ∗).
So
Γ(ω,A)(λ) = (λ− λ∗)pΓ˜(ω,A)(λ).
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It suffices to show that Γ˜(ω,A)(λ∗) 6= 0. Let
Φˆ =
(
ϕ
(1)
1 · · · ϕ(1)p ϕp+1 · · · ϕ2d
Pϕ
(1)′
1 · · · Pϕ(1)
′
p Pϕ′p+1 · · · Pϕ′2d
)
.
Then
Γ˜(ω,A)(λ∗) = det(A˜Φˆ(a) + B˜Φˆ(b)) det(Φ˜−1λ∗ (a)). (5.2)
Suppose Γ˜(ω,A)(λ∗) = 0. By χ1, · · · , χ2d denote the columns of A˜Φˆ(a) +
B˜Φˆ(b). Then
2d∑
i=1
ciχi = 0 (5.3)
for c1, · · · , c2d ∈ C to be not all vanished. We divide the discussion into two
cases below.
Case 1. c1 = · · · = cp = 0.
Let ψ =
2d∑
i=p+1
ciϕi. Then ψ is a nontrivial solution of (1.1) since ϕp+1, · · · ,
ϕ2d are linearly independent solutions of (1.1) with λ = λ∗. By (5.3), we get
A˜
(
ψ(a)
Pψ′(a)
)
+ B˜
(
ψ(b)
Pψ′(b)
)
= 0,
which implies that ψ is an eigenfunction for λ∗. Thus ψ =
p∑
i=1
diϕi =
2d∑
i=p+1
ciϕi
with d1, · · · , dp to be not all zero, which is a contradiction since ϕ1, · · · , ϕ2d
are linearly independent.
Case 2. c1, · · · , cp are not all vanished.
Let
y˜ =
p∑
i=1
ciyi +
2d∑
i=p+1
ci(λ− λ∗)yi.
Then y˜ is a nontrivial solution of
−(P y˜′)′ +Qy˜ = λWy˜.
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It is obvious that y˜(·, λ∗) satisfies the boundary condition A. Differentiating
the above equation by λ, we get
−(P (∂y˜
∂λ
)′)′ +Q
∂y˜
∂λ
= Wy˜ + λW
∂y˜
∂λ
. (5.4)
Let λ = λ∗. Then
∂y˜
∂λ
|λ=λ∗ is nontrivial since otherwise, by (5.4) y˜(·, λ∗) = 0,
which is a contradiction. Clearly, ∂y˜
∂λ
|λ=λ∗ ∈ L2W ([a, b],Cd). If in addition
∂y˜
∂λ
|λ=λ∗ satisfies the boundary condition A, we have
(T(ω,A) − λ∗)∂y˜
∂λ
|λ=λ∗ = y˜(·, λ∗). (5.5)
Now we show that ∂y˜
∂λ
|λ=λ∗ satisfies A. Let ψ˜ =
p∑
i=1
ciϕ
(1)
i +
2d∑
i=p+1
ciϕi. It
follows from (5.3) that
A˜
(
ψ˜(a)
Pψ˜′(a)
)
+ B˜
(
ψ˜(b)
Pψ˜′(b)
)
= 0. (5.6)
Note that ∂yi
∂λ
|λ=λ∗ = ϕ(1)i , 1 ≤ i ≤ p, and yi(·, λ∗) = ϕi, p < i ≤ 2d. Thus
∂y˜
∂λ
|λ=λ∗ =
p∑
i=1
ciϕ
(1)
i +
2d∑
i=p+1
ciϕi = ψ˜.
(5.6) implies that ∂y˜
∂λ
|λ=λ∗ satisfies A. By (5.5), ∂y˜∂λ |λ=λ∗ is a generalized eigen-
function of λ∗, which contradicts the fact that the geometric and algebraic
multiplicities of λ∗ are equal.
Therefore, Γ˜(ω,A)(λ∗) 6= 0 in any case and κ = p. This completes the
proof.
Remark 5.1. Here our proof is independent of the condition that P is posi-
tive. Thus Theorem 5.1 also holds true when P is invertible and non-positive
a.e. on [a, b].
6 Continuity of the n-th eigenvalue
In this section, we prove that the n-th eigenvalue is continuously dependent
on the Sturm-Liouville equations and boundary conditions when restricted
into the k-th layer, where 0 ≤ k ≤ 2d.
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Theorem 6.1. The n-th eigenvalue is continuous on Ω×ΣCk for each n ≥ 1,
where 0 ≤ k ≤ 2d.
Proof. Let (ω1,A1) ∈ Ω × ΣCk , where ω1 = (P1, Q1,W1). By Lemma 3.5, it
suffices to show that there exists a neighborhood U1 of (ω1,A1) in Ω × ΣCk
such that the first eigenvalue λ1 is bounded from below on U1. It is equivalent
to show that there exists µ ∈ R such that
〈T(ω,A)y, y〉W ≥ µ‖y‖2W , ∀ y ∈ DA,
uniformly for (ω,A) ∈ U1, where T(ω,A) and DA are defined in (3.1) and
(3.2).
Firstly, let U1 be chosen sufficiently small that for any (ω,A) ∈ U1 with
ω = (P,Q,W ), there exist δ1, µ1 > 0 satisfying ‖ω −ω1‖L∞×L∞×L∞ < δ1 and
P (t) ≥ µ1, W (t) ≥ µ1, a.e. on t ∈ [a, b]. (6.1)
Direct computations show that for any (ω,A) ∈ U1 with ω = (P,Q,W ) and
any y ∈ DA,
〈T(ω,A)y, y〉W =
∫ b
a
(−(Py′)′ +Qy, y)ddt (6.2)
=
∫ b
a
(Py′, y′)d + (Qy, y)ddt−
((
Py′(a)
Py′(b)
)
,
(−y(a)
y(b)
))
2d
,
where (·, ·)d is the usual inner product in Cd.
Let A = [A | B] ∈ ΣCk . Choose T0 ∈ GL(2d,C) such that
T0(A | B) =
(
A1 B1
A2 B2
)
,
where A1, B1 ∈M(2d−k)×2d, A2, B2 ∈Mk×2d and rankB1 = rankB = 2d− k.
Then exists the unique E ∈Mk×(2d−k) such that B2 = EB1, and E is locally
continuously dependent on B. Direct computation shows that(
I2d−k 0
−E Ik
)(
A1 B1
A2 B2
)
=
(
A1 B1
A2 − EA1 0
)
.
Applying the QR decomposition (see Theorem 2.1.14 in [10]) on B1 and
A2 − EA1, we get
B1 = L1D1, A2 − EA1 = L2C2,
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where L1 ∈ GL(2d − k,C) and L2 ∈ GL(k,C) are lower triangular positive
matrices, and D1 ∈ M(2d−k)×2d and C2 ∈ Mk×2d satisfy D1D∗1 = I2d−k,
C2C
∗
2 = Ik. Let C1 = L
−1
1 A1. Note that Li, Ci and D1, i = 1, 2, are uniquely
determined and locally continuously dependent on A. Thus we denote them
by Li(A), Ci(A) and D1(A). Direct calculation gives(
L(A)−11 0
0 L(A)−12
)(
A1 B1
A2 − EA1 0
)
=
(
C1(A) D1(A)
C2(A) 0
)
.
Since
(
C1(A)
C2(A)
)(
D1(A)
∗ 0
)
=
(
D1(A)
0
)(
C1(A)
∗ C2(A)∗
)
, we have
C2(A)D1(A)
∗ = 0 and C1(A)D1(A)∗ = D1(A)C1(A)∗.
ThusE1(A)E1(A)
∗ = I2d, which implies that E1(A) is unitary, whereE1(A) :=(
C2(A)
D1(A)
)
. It follows from the boundary condition that
C1(A)
(−y(a)
y(b)
)
+D1(A)
(
Py′(a)
Py′(b)
)
= 0, C2(A)
(−y(a)
y(b)
)
= 0.
Then ((
Py′(a)
Py′(b)
)
,
(−y(a)
y(b)
))
2d
(6.3)
=
(
E1(A)
(
Py′(a)
Py′(b)
)
, E1(A)
(−y(a)
y(b)
))
2d
=
(
D1(A)
(
Py′(a)
Py′(b)
)
, D1(A)
(−y(a)
y(b)
))
2d
=
(
−C1(A)
(−y(a)
y(b)
)
, D1(A)
(−y(a)
y(b)
))
2d
≤c‖C1(A)‖M(2d−k)×2d‖D1(A)‖M(2d−k)×2d(|y(a)|2d + |y(b)|2d)
≤c‖C1(A)‖M(2d−k)×2d‖D1(A)‖M(2d−k)×2d‖y‖2C0 ,
where ‖C‖M(2d−k)×2d = maxij{|cij|} and ‖y‖C0 = maxt∈[a,b]{|y(t)|d}. Here
and in the sequel, c denotes a generic positive constant and c(α) denotes
such a constant depending only on α. We now interpolate ‖y‖C0 between
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the norms ‖y‖L2 and ‖y′‖L2 . Choose ε1 > 0 sufficiently small and c(ε1) > 0
sufficiently large such that
c‖C1(A1)‖M(2d−k)×2d‖D1(A1)‖M(2d−k)×2dε1 < µ1 (6.4)
and
‖y‖2C0 ≤ ε1‖y′‖2L2 + c(ε1)‖y‖2L2 . (6.5)
It follows from (6.4) and the locally continuity of C1(A) and D1(A) on A
that U1 can be shrunk such that for any (ω,A) ∈ U1,
c‖C1(A)‖M(2d−k)×2d‖D1(A)‖M(2d−k)×2dε1 < µ1. (6.6)
By (6.1)–(6.3), (6.5)–(6.6) and noting that ‖ · ‖L2 is equivalent to ‖ · ‖L2W , we
have
〈T(ω,A)y, y〉W
≥µ1‖y′‖2L2 − (‖Q1‖L∞ + δ1)‖y‖2L2 − c‖C1(A)‖M(2d−k)×2d‖D1(A)‖M(2d−k)×2d ·
ε1‖y′‖2L2 − c‖C1(A)‖M(2d−k)×2d‖D1(A)‖M(2d−k)×2dc(ε1)‖y‖2L2
≥µ‖y‖2L2W
for some µ ∈ R and for all (ω,A) ∈ U1. The proof is complete.
7 Singularity of the n-th eigenvalue
In this section, we determine the singular set in the space of boundary con-
ditions for d-dimensional Sturm-Liouville problems, and give complete char-
acterization of asymptotic behavior of the n-th eigenvalue near any fixed
singular boundary condition.
Theorem 7.1. Consider the restriction of λn to OCK for each n ≥ 1, where
K ⊂ {1, · · · , 2d}.
(i) The restriction of λn to OC∅ is continuous.
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(ii) Let K be nonempty, 0 ≤ n0 < n00 ≤ ](K), n+ ≥ n+0 and n− ≥ n−0 .
Then for any A ∈ J (n00,n+0 ,n−0 )OCK , we have
lim
J
(n0,n+,n−)
OC
K
3B→A
λn(B) = −∞, n ≤ n+ − n+0 ,
lim
J
(n0,n+,n−)
OC
K
3B→A
λn(B) = λn−(n+−n+0 )(A), n > n
+ − n+0 ,
where J
(n0,n+,n−)
OCK
is defined in (4.3).
Consequently, ΣC = {A = [A | B] : n0(B) > 0}.
Proof. (i) holds due to Theorem 6.1 and the fact OC∅ ⊂ ΣC0 . We shall give the
proof of Theorem 7.1 (ii) step by step via the following results in Lemmas
7.3, 7.4, 7.5 and 7.6.
By Theorems 6.1 and 7.1, we give the explicit description of U i in (1.6)
and (1.7):
Corollary 7.1. For each A ∈ J (n00,n+0 ,n−0 )OCK and 0 ≤ i ≤ n
0
0, there exists a
neighborhood U of A in OCK such that
U i =
⋃
n+−n+0 =i,n0≤n00,n−≥n−0
J
(n0,n+,n−)
OCK
∩ U,
where U i satisfies (1.6) and (1.7).
Let K ⊂ {1, · · · , 2d} be a nonempty subset below. For each 0 ≤ n0 ≤
](K),
OCK ∩ ΣCn0
{
6= ∅ if 0 ≤ n0 ≤ ](K),
= ∅ if ](K) < n0 ≤ 2d,
and furthermore, n0(SK(A)) = n
0 for any A ∈ OCK∩ΣCn0 . OCK∩ΣCn0 possesses
precisely ](K)− n0 + 1 components as follows:
J
(n0,n+,n−)
OCK
, 0 ≤ n+ ≤ ](K)− n0, n− = ](K)− n0 − n+. (7.1)
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Next, we show that every J
(n0,n+,n−)
OCK
is a path connected component. In
the following discussion, by a path γ to connect x0 and x1 in a topological
space X, we mean a continuous function γ : [0, 1]→ X such that γ(0) = x0
and γ(1) = x1.
Lemma 7.1. J
(n0,n+,n−)
OCK
is path connected for each 0 ≤ n0 ≤ ](K) and
0 ≤ n+ ≤ ](K)− n0.
Proof. Fix any given Aj ∈ J (n
0,n+,n−)
OCK
, j = 1, 2, and denote
Aj = [Aj | Bj] =[(a(j)1 , a(j)2 , · · · , a(j)2d ) | (b(j)1 , b(j)2 , · · · , b(j)2d )],
where
a
(j)
i =
{
−ei if i ∈ K,
s
(j)
i if i ∈ {1, 2, · · · , 2d}\K,
b
(j)
i =
{
s
(j)
i if i ∈ K,
ei if i ∈ {1, 2, · · · , 2d}\K,
for two different 2d × 2d Hermitian matrices S(j) = (s(j)1 , · · · , s(j)2d ), s(j)i =
(s
(j)
1i , · · · , s(j)2di)T . Let m0 := ](K) and SK(Aj) be defined as that in (4.2).
Then there exist matrices R(j) ∈ GL(m0,C), j = 1, 2, such that
SK(Aj) = R
(j)∗JˆR(j), Jˆ :=
0n0 In+
−In−
 . (7.2)
Choose a path of m0 × m0 matrices: γ to connect R(1) and R(2) such that
γ(τ) ∈ GL(m0,C), τ ∈ [0, 1]. Then γ0(τ) := γ(τ)∗Jˆγ(τ) with entries
(γ0(τ))ij, 1 ≤ i, j ≤ m0, is a path to connect SK(A1) and SK(A2) such
that n0(γ0(τ)) = n
0 and n±(γ0(τ)) = n±, τ ∈ [0, 1]. Define a Hermitian
2d×2d matrix S(τ) = (s(τ)1 , · · · , s(τ)2d ), τ ∈ [0, 1], where s(τ)i = (s(τ)1i , · · · , s(τ)2di)T
with entries
s
(τ)
li :=
{
(1− τ)s(1)li + τs(2)li if i /∈ K or l /∈ K,
(γ0(τ))li if l, i ∈ K.
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Thus we can construct a path ξ in J
(n0,n+,n−)
OCK
to connect A1 and A2:
ξ(τ) = [A(τ) | B(τ)] =[(a(τ)1 , a(τ)2 , · · · , a(τ)2d ) | (b(τ)1 , b(τ)2 , · · · , b(τ)2d )],
where
a
(τ)
i =
{
−ei if i ∈ K,
s
(τ)
i if i ∈ {1, 2, · · · , 2d}\K,
b
(τ)
i =
{
s
(τ)
i if i ∈ K,
ei if i ∈ {1, 2, · · · , 2d}\K.
This finishes the proof.
Remark 7.1. The only difference in the proof of Lemma 7.1 for real boundary
conditions is that R(j) should be chosen such that detR(j) > 0, j = 1, 2. This
can be easily done, since otherwise, we can replace R(j) by(−1
Im0−1
)
R(j).
Lemma 7.2. Let 0 ≤ n00 ≤ ](K) and 0 ≤ n+0 ≤ ](K) − n00. Then for any
A ∈ J (n00,n+0 ,n−0 )OCK , there exists ε1 > 0 such that for any 0 < ε < ε1,
Uε :={B ∈ OCK : ‖S(B)− S(A)‖M2d×2d < ε}
=
⋃
n0≤n00,n+≥n+0 ,n−≥n−0
Uε ∩ J (n
0,n+,n−)
OCK
, (7.3)
and Uε∩J (n
0,n+,n−)
OCK
is path connected for any n0 ≤ n00, n+ ≥ n+0 and n− ≥ n−0 .
Proof. Let A = [A | B] be given in (2.1). Then there exists a m0 × m0
unitary matrix N such that
SK(A) = N
∗
(
0n00
M
)
N, M =

µ1
. . .
µn+0
ν1
. . .
νn−0

, (7.4)
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where m0 = ](K) and ν1 ≤ · · · ≤ νn−0 < 0 < µ1 ≤ · · · ≤ µn+0 . (7.3)
is straightforward from the small perturbation of SK(A) in (7.4). Fix any
Bi ∈ Uε ∩ J (n
0,n+,n−)
OCK
, i = 1, 2. Their entries are given by a similar way as
(2.1). Then the connection from slj(B1) to slj(B2) is trivial if l /∈ K or
j /∈ K. So it suffices to construct a path connecting SK(B1) and SK(B2).
To do so, we only need to show that
E := {E : ‖E − E0‖Mm0×m0 < ε0, E = E∗, n±(E) = n±}
is path connected for ε0 > 0 sufficiently small, where E0 :=
(
0n00
M
)
.
Let E =
(
E11 E
∗
12
E12 M + E22
)
∈ E and define Fτ =
(
1 0
−τ(M + E22)−1E12 1
)
,
where Eii = E
∗
ii, i = 1, 2, and τ ∈ [0, 1]. Then γ(τ) = F ∗τ EFτ is a path in E
from E to
(
F 0
0 M + E22
)
, where F = E11−E∗12(M +E22)−1E12. Similarly,
for another E˜ =
(
E˜11 E˜
∗
12
E˜12 M + E˜22
)
∈ E , one can construct a path γ˜ in E
to connect E˜ to
(
F˜ 0
0 M + E˜22
)
. Now, we connect
(
F 0
0 M + E22
)
and(
F˜ 0
0 M + E˜22
)
in E . M + (1 − τ)E22 + τE˜22 is a path from M + E22 to
M + E˜22. The rest is to connect F and F˜ . Note that n
±(F ) = n±(F˜ ) =
n±−n±0 . Thus there exists a path γ1 to connect F and F˜ by a similar strategy
used in (7.2) such that n±(γ1(τ)) = n± − n±0 for each τ ∈ [0, 1]. However,
‖γ1(τ)‖ maybe larger than ε0, where ‖ · ‖ := ‖ · ‖M
n00×n00
for convenience.
Thus we need to shrink the path γ1 as follows. Assume that ‖F˜‖ > ‖F‖,
otherwise the construction is similar. Connect F and ‖F‖‖F˜‖ F˜ by
‖F‖
‖γ1(τ)‖γ1(τ),
and then connect ‖F‖‖F˜‖ F˜ and F˜ by
(1−τ)‖F‖+τ‖F˜‖
‖F˜‖ F˜ , τ ∈ [0, 1]. This completes
the proof.
In the following discussion, we always assume that 0 < n00 ≤ ](K), 0 ≤
n+0 ≤ ](K)− n00, n0 < n00, n+ ≥ n+0 and n− ≥ n−0 .
Set K = {k1, · · · , km0} and define
A˜0 := [A(n00,n
+
0 )
| B(n00,n+0 )] =[−I2d | (b1, b2, · · · , b2d)] ∈ J
(n00,n
+
0 ,n
−
0 )
OCK
, (7.5)
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where
bl =

0 if l ∈ {k1, · · · , kn00},
el if l ∈ {kn00+1, · · · , kn00+n+0 } ∪ ({1, · · · , 2d}\K),
−el if l ∈ {kn00+n+0 +1, · · · , km0}.
Consider
P0 :=
p11 . . .
pdd
 , (7.6)
Q0 and W0 are defined similarly as (7.6), where pii, qii, wii ∈ L∞([a, b],R),
and pii, wii > 0 a.e. on [a, b] for each 1 ≤ i ≤ d. We get the following result
from 1-dimensional Sturm-Liouville problems:
Lemma 7.3. Consider the Sturm-Liouville equation ω0 = (P0, Q0,W0) de-
fined in (7.6). Then for A˜0 ∈ J (n
0
0,n
+
0 ,n
−
0 )
OCK
defined in (7.5), there exists a path
A˜s ∈ J (n
0,n+,n−)
OCK
, s ∈ (0, 1] such that A˜s → A˜0 as s→ 0+, and
lim
s→0+
λn(A˜s) = −∞, n ≤ n+ − n+0 , (7.7)
lim
s→0+
λn(A˜s) = λn−(n+−n+0 )(A˜0), n > n
+ − n+0 . (7.8)
Proof. A˜s ∈ J (n
0,n+,n−)
OCK
, s ∈ (0, 1], can be directly constructed by setting
A˜s =[−I2d | (b1(s), b2(s), · · · , b2d(s))] ∈ J (n
0,n+,n−)
OCK
,
where
bl(s) =

0 if l ∈ {k1, · · · , kn0},
sel if l ∈ {kn0+1, · · · , kn0+n+−n+0 },
−sel if l ∈ {kn0+n+−n+0 +1, · · · , kn00},
el if l ∈ {kn00+1, · · · , kn00+n+0 } ∪ ({1, · · · , 2d}\K),
−el if l ∈ {kn00+n+0 +1, · · · , km0},
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and bl(s) := (b1l(s), · · · , b2dl(s))T . Since the Sturm-Liouville equation ω0 and
A˜s are equivalent to d one-dimensional Sturm-Liouville equations
−(pjjy′j)′ + qjjyj = λwjjyj, on [a, b],
with boundary conditions
yj(a) + bjj(s)(pjjy
′
j)(a) = 0, −yj(b) + bd+j d+j(s)(pjjy′j)(b) = 0,
where 1 ≤ j ≤ d. Then (7.7) and (7.8) hold by Proposition 4.1.
Next, we consider other paths in J
(n00,n
+
0 ,n
−
0 )
OCK
, which tend to A˜0 given in
(7.5).
Lemma 7.4. Let ω0 = (P0, Q0,W0) be given in (7.6). Then for A˜0 ∈
J
(n00,n
+
0 ,n
−
0 )
OCK
defined in (7.5) and for any path As ∈ J (n
0,n+,n−)
OCK
, s ∈ (0, 1]
such that As → A˜0 as s→ 0+, we have
lim
s→0+
λn(As) = −∞, n ≤ n+ − n+0 , (7.9)
lim
s→0+
λn(As) = λn−(n+−n+0 )(A˜0), n > n
+ − n+0 . (7.10)
Proof. If n+ − n+0 = 0, then it suffices to show that λ1 is bounded from
below on {As : s ∈ (0, 1]} by Lemma 3.5. Suppose otherwise, there exists a
sequence {sn}∞n=1 such that sn → 0+ as n→∞ and
lim
n→∞
λ1(Asn) = −∞. (7.11)
Let r1 < r2 such that λ1(A˜0) with multiplicity m0 is the only eigenvalue of
(ω0, A˜0) in (r1, r2) and neither r1 nor r2 is an eigenvalue of (ω0, A˜0). By
Lemma 3.2, there exists a neighborhood U0 of A˜0 in OCK such that for each
A ∈ U0, (ω0,A) has exactly m0 eigenvalues in (r1, r2) and neither r1 nor r2
is an eigenvalue of (ω0,A). Choose n1 ∈ N such that
Asn1 ∈ U0 and λ1(Asn1 ) < r1 (7.12)
by (7.11). Lemma 7.3 tells us there exists s′ ∈ (0, 1] such that
A˜s′ ∈ U0, and λ1(A˜s′) > r1. (7.13)
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Note that Asn1 , A˜s′ ∈ U0 ∩ J
(n0,n+,n−)
OCK
, which can be chosen such that it is
path connected by Lemma 7.2. Then we choose a path γ0 in U0 ∩ J (n
0,n+,n−)
OCK
to connect Asn1 and A˜s′ . By Theorem 6.1, λ1 is continuous on γ0. Then
there exists τ0 ∈ (0, 1) such that λ1(γ0(τ0)) = r1 by (7.12)–(7.13). However,
r1 is not an eigenvalue of (ω0,A) for any A ∈ U0. This is a contradiction.
Let n+ − n+0 > 0. For any 1 ≤ i ≤ n+ − n+0 , assume that
lim
s→0+
λj(As) = −∞, 1 ≤ j ≤ i− 1, (7.14)
we show that
lim
s→0+
λi(As) = −∞. (7.15)
Suppose otherwise, there exists a sequence {s(i)n }∞n=1 ⊂ (0, 1] such that s(i)n →
0+ as n→∞, and λi is bounded from below on {As(i)n }∞n=1. Then limn→∞λi(As(i)n )
= λ1(A˜0) by Lemma 3.5 for i = 1 and by Lemma 3.6 for i > 1. Again
from Lemma 7.3, lim
s→0+
λi(A˜s) = −∞. Thus we can choose A˜s′1 ,As(i)n1 ∈
U0 ∩ J (n
0,n+,n−)
OCK
such that λi(A˜s′1) < r1 < λi(As(i)n1
) for some s′1 ∈ (0, 1] and
some n1 ∈ N. Then the choice of r1 contradicts that λi(U0 ∩ J (n
0,n+,n−)
OCK
) :=
{λi(A) : A ∈ U0 ∩ J (n
0,n+,n−)
OCK
} is connected by Theorem 6.1 and Lemma 7.2.
To prove (7.10), it is sufficient to show that λn+−n+0 +1 is bounded from
below on U0 ∩ J (n
0,n+,n−)
OCK
by Lemma 3.6. Suppose otherwise, there exists
s′2 ∈ (0, 1] such that As′2 ∈ U0 ∩ J
(n0,n+,n−)
OCK
and λn+−n+0 +1(As′2) < r1. By
Lemma 7.3, there exists s′3 ∈ (0, 1] such that A˜s′3 ∈ U0 ∩ J
(n0,n+,n−)
OCK
and
λn+−n+0 +1(A˜s′3) > r1. Connect As′2 and A˜s′3 by a path γ1 in U0 ∩ J
(n0,n+,n−)
OCK
.
Thus there exists τ1 ∈ (0, 1) such that λn+−n+0 +1(γ1(τ1)) = r1. However, r1 is
not an eigenvalue for any boundary condition in U0 ∩ J (n
0,n+,n−)
OCK
, which is a
contradiction.
From Lemma 7.4, we have shown asymptotic behavior of the n-th eigen-
value near A˜0 from all the directions in OCK . Next, we consider other bound-
ary conditions in J
(n00,n
+
0 ,n
−
0 )
OCK
.
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Lemma 7.5. Let ω0 = (P0, Q0,W0) be given in (7.6). Then for any B0 ∈
J
(n00,n
+
0 ,n
−
0 )
OCK
and for any path Bs ∈ J (n
0,n+,n−)
OCK
, s ∈ (0, 1] such that Bs → B0
as s→ 0+, we have
lim
s→0+
λn(Bs) = −∞, n ≤ n+ − n+0 , (7.16)
lim
s→0+
λn(Bs) = λn−(n+−n+0 )(B0), n > n
+ − n+0 . (7.17)
Proof. By Lemma 7.1, there exists a path γ˜ in J
(n00,n
+
0 ,n
−
0 )
OCK
to connect B0 and
A˜0, which is given in (7.5). λ1 is continuous on γ˜ by Theorem 6.1. Fix any
r1 < minλ1(γ˜). If n
+ − n+0 = 0, it suffices to show that λ1 is bounded from
below on {Bs : s ∈ (0, 1]} by Lemma 3.5. Suppose otherwise, there exists a
sequence {sn}∞n=1 such that sn → 0+ as n→∞ and
lim
n→∞
λ1(Bsn) = −∞. (7.18)
For any given As in Lemma 7.4,
lim
s→0+
λ1(As) = λ1(A˜0). (7.19)
Choose r2,τ > r1 such that λ1(γ˜(τ)) with multiplicity m1,τ is the only eigen-
value in (r1, r2,τ ) and r2,τ is not an eigenvalue of (ω0, γ˜(τ)) for each τ ∈ [0, 1].
Then by Lemma 3.2, for any given τ ∈ [0, 1], there exists a neighborhood Uτ
of γ˜(τ) in OCK such that for each A ∈ Uτ , (ω0,A) has exactly m1,τ eigenvalues
in (r1, r2,τ ) and neither r1 nor r2,τ is its eigenvalue. Set U := ∪τ∈[0,1]Uτ . Then
r1 is not an eigenvalue of (ω0,A) for any A ∈ U . Since γ˜ is compact, it is
easy to see that Uε0 := {B ∈ OCK : ‖S(B)− S(A˜)‖M2d×2d < ε0, A˜ ∈ γ˜} ⊂ U
for some ε0 > 0. It follows from (7.18)–(7.19) that there exist n1 ∈ N and
s˜ ∈ (0, 1] such that Bsn1 ,As˜ ∈ Uε0 ∩ J
(n0,n+,n−)
OCK
and
λ1(Bsn1 ) < r1 < λ1(As˜). (7.20)
We can construct a path γ˜0 in Uε0 ∩ J (n
0,n+,n−)
OCK
to connect Bsn1 and As˜ as
follows. Define sij(γ˜1(τ)) := sij(γ˜(τ)) when i /∈ K or j /∈ K, τ ∈ [0, 1]. Let
m0 = ](K). Denote SK(γ˜(τ)) = M
∗
τ SK(A˜0)Mτ to be the path to connect
SK(B0) and SK(A˜0) such that Mτ ∈ GL(m0,C), τ ∈ [0, 1]. Then define
SK(γ˜1(τ)) := M
∗
τ SK(As˜)Mτ . Note that As˜ can be chosen sufficiently close
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to A˜0 such that γ˜1 ⊂ Uε0 ∩ J (n
0,n+,n−)
OCK
. Following Lemma 7.2, connect γ˜1(0)
and Bsn1 by γ˜2 in Uε0 ∩J
(n0,n+,n−)
OCK
. Combining γ˜i, i = 1, 2, we get the desired
path γ˜0. λ1(γ˜0) is connected by Theorem 6.1. Thus (7.20) contradicts that
r1 is not an eigenvalue for any boundary condition in γ˜0.
If n+ − n+0 > 0, for any 1 ≤ i ≤ n+ − n+0 , assume that lim
s→0+
λj(Bs) =
−∞, 1 ≤ j ≤ i− 1, we show that
lim
s→0+
λi(Bs) = −∞. (7.21)
Suppose otherwise, there exists a sequence {sˆ(i)n }∞n=1 such that sˆ(i)n → 0+ as
n → ∞ and λi is bounded from below on {Bsˆ(i)n }∞n=1. Then limn→∞λi(Bsˆ(i)n ) =
λ1(B0) by Lemmas 3.5 and 3.6. Note that lim
s→0+
λi(As) = −∞, where As is
given in Lemma 7.4. Thus we can choose B
sˆ
(i)
n1
,Asˆ′1 ∈ Uε0 ∩ J
(n0,n+,n−)
OCK
such
that
λi(Asˆ′1) < r1 < λi(Bsˆ(i)n1
) (7.22)
for some n1 ∈ N and some sˆ′1 ∈ (0, 1]. Similar as above, there exists a path γ˜3
in Uε0 ∩J (n
0,n+,n−)
OCK
to connect Bsˆn1 and Asˆ′1 . λi(γ˜3) is connected by Theorem
6.1. Then the choice of r1 contradicts (7.22).
Suppose (7.17) is not true. Then we can find Bsˆ2 ,As˜2 ∈ Uε0 ∩ J (n
0,n+,n−)
OCK
such that λn+−n+0 +1(As˜2) > r1 > λn+−n+0 +1(Bsˆ2). By constructing γ˜4 in
Uε0 ∩ J (n
0,n+,n−)
OCK
to connect Bsˆ2 and As˜2 , one can get a contradiction as
above. This completes the proof.
Now, for any ω = (P,Q,W ) ∈ Ω, we give asymptotic behavior of the n-th
eigenvalue near any boundary condition in J
(n00,n
+
0 ,n
−
0 )
OCK
, n00 ≥ 1, from all the
directions in OCK .
Lemma 7.6. Let ω = (P,Q,W ) ∈ Ω. Then for any C0 ∈ J (n
0
0,n
+
0 ,n
−
0 )
OCK
and for
any path Cs ∈ J (n
0,n+,n−)
OCK
, s ∈ (0, 1] such that Cs → C0 as s→ 0+, we have
lim
s→0+
λn(Cs) = −∞, n ≤ n+ − n+0 , (7.23)
lim
s→0+
λn(Cs) = λn−(n+−n+0 )(C0), n > n
+ − n+0 . (7.24)
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Proof. Let
ζ(τ) := (τP0 + (1− τ)P, τQ0 + (1− τ)Q, τW0 + (1− τ)W ), τ ∈ [0, 1],
where (P0, Q0,W0) is given in (7.6). Then it is easy to verify that ζ(τ) ∈
Ω, τ ∈ [0, 1]. ζ × C0 means {(ζ(τ),C0) : τ ∈ [0, 1]} and choose rˆ1 <
min{λ1(ζ ×C0)}.
Let rˆ2,τ > rˆ1 such that λ1(ζ(τ),C0) with multiplicity mˆ1,τ is the only
eigenvalue in (rˆ1, rˆ2,τ ) and rˆ2,τ is not an eigenvalue of (ζ(τ),C0) for each
τ ∈ [0, 1]. Then by Lemma 3.2, there exists a neighborhood Uˆτ of (ζ(τ),C0),
τ ∈ [0, 1], in Ω×OCK such that each (σ,C) ∈ Uˆτ has exactly mˆ1,τ eigenvalues
in (rˆ1, rˆ2,τ ) and neither rˆ1 nor rˆ2,τ is its eigenvalue. Set Uˆ := ∪τ∈[0,1]Uˆτ . Then
rˆ1 is not an eigenvalue of (σ,C) ∈ Uˆ . By the compactness of ζ, there exists
a neighborhood UC0 of C0 in OCK such that (ζ(τ), UC0) ⊂ Uˆ for all τ ∈ [0, 1].
If n+−n+0 = 0, then by Lemma 7.5, for any Bs, s ∈ (0, 1], such that Bs →
C0 as s→ 0+, λ1 is continuous on {(ω0,Bs) : s ∈ (0, 1]} ∪ {(ω0,C0)}. Thus
there exists s0 ∈ (0, 1] such that Bs0 ∈ UC0 ∩ J (n
0,n+,n−)
OCK
and λ1(ω0,Bs0) >
rˆ1. Suppose there exists s1 ∈ (0, 1] such that Cs1 ∈ UC0 ∩ J (n
0,n+,n−)
OCK
and
λ1(ω,Cs1) < rˆ1. In (Ω× J (n
0,n+,n−)
OCK
) ∩ Uˆ , via constructing a path to connect
(ω0,Bs0) and (ω0,Cs1) by Lemma 7.2 then a path to connect (ω0,Cs1) and
(ω,Cs1) through ζ, we get a path γˆ to connect (ω0,Bs0) and (ω,Cs1). λ1(γˆ)
is connected by Theorem 6.1. This contradicts λ1(ω,Cs1) < rˆ1 < λ1(ω0,Bs0)
and rˆ1 is not an eigenvalue of (σ,C) ∈ γˆ ⊂ Uˆ .
Let n+ − n+0 > 0. Then for any 1 ≤ i ≤ n+ − n+0 , assuming that we
have shown that lim
s→0+
λj(ω,Cs) = −∞, 1 ≤ j ≤ i − 1, we now show that
lim
s→0+
λi(ω,Cs) = −∞. If it is not true, there exists {sn}∞n=1 such that λi is
bounded from below on {(ω,Csn)}∞n=1 and thus lim
n→∞
λi(ω,Csn) = λ1(ω,C0)
by Lemmas 3.5 and 3.6. This, together with Lemma 7.5, implies that there
exists s2 ∈ (0, 1] and n1 ∈ N such that Bs2 ,Csn1 ∈ UC0 ∩ J
(n0,n+,n−)
OCK
and
λi(ω0,Bs2) < rˆ1 < λi(ω,Csn1 ), (7.25)
where Bs ∈ J (n
0,n+,n−)
OCK
, s ∈ (0, 1] is any path such that Bs → C0 as s→ 0+.
We can construct a path γˆ1 in (Ω × J (n
0,n+,n−)
OCK
) ∩ Uˆ to connect (ω0,Bs2)
and (ω,Csn1 ) as above. λi(γˆ1) is connected by Theorem 6.1. Thus (7.25)
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contradicts that rˆ1 is not an eigenvalue for any (σ,C) ∈ γˆ1. This completes
the proof of (7.23).
(7.24) can be shown similarly as above and the proof is complete.
To conclude this section, we combine the Sturm-Liouville equations and
boundary conditions to get the following asymptotic behavior of the n-th
eigenvalue:
Theorem 7.2. For any (ω,A) ∈ Ω×J (n00,n+0 ,n−0 )OCK and for any path (ωs,As) ∈
Ω× J (n0,n+,n−)OCK , s ∈ (0, 1] such that (ωs,As)→ (ω,A) as s→ 0
+, we have
lim
s→0+
λn(ωs,As) = −∞, n ≤ n+ − n+0 , (7.26)
lim
s→0+
λn(ωs,As) = λn−(n+−n+0 )(ω,A), n > n
+ − n+0 . (7.27)
Proof. The proof is also by a contradiction argument as that used in the
proof of Lemmas 7.4, 7.5 and 7.6. So we just sketch the proof here. It
follows from Lemma 7.6 that for the path (ω,As), we have the asymptotic
behavior (7.26)–(7.27) with ωs replaced by ω. Thus, to get the contradiction,
it suffices to construct a path in (Ω×J (n0,n+,n−)OCK )∩U to connect (ω,As1) and
(ωs2 ,As2) for some s1, s2 ∈ (0, 1], where U is a sufficiently small neighborhood
of (ω,A) in Ω×OCK . This can be obtained due to Lemma 7.2.
8 Derivative formulas and comparison of eigen-
values
In this section, we give derivative formula of a continuous simple eigenvalue
branch with respect to boundary conditions. Then we obtain some inequali-
ties of eigenvalues.
Theorem 8.1. Fix ω ∈ Ω. Let λ∗(A) be a simple eigenvalue for A, y be a
normalized eigenfunction for λ∗(A), and Λ be a continuous simple eigenvalue
branch defined on a neighborhood of A in OCK through λ∗ for some K ⊂
{1, · · · , 2d}. Then Λ is differentiable at A and its Frechet derivative formula
is given by
dΛ
∣∣
A
(H) = u∗Hu (8.1)
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for any 2d× 2d Hermitian matrix H, where u = (u1, · · · , u2d)T is given by
ui =
{
ρi, i ∈ {1, · · · , 2d} \K,
ηi, i ∈ K,
and (ρ1, · · · , ρ2d, η1, · · · , η2d) := (−y(a)T , y(b)T , (Py′(a))T , (Py′(b))T ).
Proof. Let A := [A(S) | B(S)] and B := [A(S + H) | B(S + H)] ∈ OCK ,
which correspond to Hermitian matrices S and S + H, respectively. Then
there exists an eigenfunction y˜ = yΛ(B) for Λ(B) such that P y˜
′ → Py′ as
B→ A in the sense of Lemma 3.4.
Note that y˜ and y satisfy
−(P y˜′)′ +Qy˜ = λ(B)Wy˜, −(Py′)′ +Qy = λ(A)Wy.
Thus
(λ(B)− λ(A))
∫ b
a
(Wy˜, y)ddt =
((
0 −I2d
I2d 0
)
Y˜ (a, b), Y (a, b)
)
4d
.
Denote
Y := Y (a, b), X :=
(
u
v
)
,
where v := (v1, · · · , v2d)T is given by
vi =
{
ηi, i ∈ {1, · · · , 2d} \K,
−ρi, i ∈ K.
Y˜ , X˜, u˜, v˜ can be defined similarly. Then for A and B, we have
[A(S) | B(S)]Y =[S | I2d]X
=[S | I2d]
(
u
v
)
=Su+ v = 0,
[A(S +H) | B(S +H)]Y˜ =[S +H | I2d]X˜
=[S +H | I2d]
(
u˜
v˜
)
=(S +H)u˜+ v˜ = 0.
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It follows that
(λ(B)− λ(A))
∫ b
a
(Wy˜, y)ddt =Y
∗
(
0 −I2d
I2d 0
)
Y˜
=
2d∑
i=1
(η¯iρ˜i − ρ¯iη˜i)
=
∑
i∈K
(−u¯iv˜i + v¯iu˜i) +
∑
i/∈K
(v¯iu˜i − u¯iv˜i)
=
2d∑
i=1
(v¯iu˜i − u¯iv˜i)
=X∗
(
0 −I2d
I2d 0
)
X˜
=(u∗, v∗)
(
0 −I2d
I2d 0
)(
u˜
v˜
)
=(u∗,−u∗S)
(
0 −I2d
I2d 0
)(
u˜
−(S +H)u˜
)
=u∗Hu˜.
Letting H → 0, we get (8.1).
The positive direction of continuous eigenvalue branches is given in the
following result, which is a direct consequence of Theorems 5.1 and 8.1.
Corollary 8.1. Fix ω ∈ Ω. Let λ∗(A) be an eigenvalue for A and Λ be
a continuous eigenvalue branch defined on a neighborhood U of A in OCK
through λ∗. Then
Λ(A) ≤ Λ(B)
if B ∈ U and S(B)− S(A) is non-negative.
Remark 8.1. Theorem 8.1 (it is required that λn(A) is simple) and Corollary
8.1 also hold true when λn is continuous on a neighborhood U of A in OCK.
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