Inversion of a triangular matrix can be accomplished in several ways. The standard methods are characterised by the loop ordering, whether matrix-vector multiplication, solution of a triangular system, or a rank-1 update is done inside the outer loop, and whether the method is blocked or unblocked. The numerical stability properties of these methods are investigated. It is shown that unblocked methods satisfy pleasing bounds on the left or right residual. However, for one of the block methods it is necessary to convert a matrix multiplication into the solution of a multiple right-hand side triangular system in order to have an acceptable residual bound. The inversion of a full matrix given a factorization PA = LU is also considered, including the special cases of symmetric inde nite and symmetric positive de nite matrices. Three popular methods are shown to possess satisfactory residual bounds, subject to a certain requirement on the implementation, and an attractive new method is described. This work was motivated by the question of what inversion methods should be used in LAPACK.
Nevertheless, there are some applications that genuinely require computation of a matrix inverse|see 1, sec. 7.5], 14, p. 342 ] and 4, 10] for example. LAPACK 3] , like LINPACK before it, will include routines for matrix inversion. LAPACK will support inversion of triangular matrices and of general, symmetric inde nite, and symmetric positive de nite matrices via an LU (or related) factorization. Each of these matrix inversions can be done in several ways. For example, in triangular matrix inversion di erent loop orderings are possible and either triangular matrix-vector multiplication, solution of a triangular system, or a rank-1 update of a rectangular matrix can be employed inside the outer loop. As a further example, given a factorization PA = LU, two ways to evaluate A ?1 are as A ?1 = U ?1 L ?1 P, and as the solution to UA ?1 = L ?1 P. These methods generally achieve di erent levels of e ciency on high-performance computers, and they propagate rounding errors in di erent ways. The performance issues are fairly well understood. The purpose of this work is to investigate the numerical stability properties of the methods, with a view to guiding the choice of inversion method in LAPACK.
Existing error analysis, such as that in 18, 20] and 11], is applicable to two of the methods considered here (Method 1 and Method A). We believe our analysis for the other methods to be new. A secondary aim of this work is to use matrix inversion as a vehicle for illustrating some important principles in error analysis. Our strategy is to determine what sorts of error bounds we can expect to prove, do the error analysis in a concise and modular fashion, and then gain further insight from numerical tests. \ideal" bounds for a computed approximation Y to A ?1 if we regard as a small multiple of the unit roundo u. We will show that, for triangular matrix inversion, appropriate methods do indeed achieve (1.1) or (1.2) (but not both) and (1.3).
We stress that neither (1. fl(x y) = x(1 + ) y(1 + ); j j; j j u; fl(x op y) = (x op y)(1 + ); j j u; op = ; =:
We quote the standard result that if L 2 IR n n is lower triangular then forward substitu- We consider the inversion of triangular matrices in section 2. The inversion of full matrices is treated in section 3, and conclusions are given in section 4.
Inverting a Triangular Matrix
We consider the inversion of a lower triangular matrix L 2 IR n n , treating unblocked and blocked methods separately.
Unblocked Methods
We focus our attention on two \j" methods that compute L ?1 a column at a time. Analogous \i" and \k" methods exist, which compute L ?1 row-wise or use outer products, respectively, and we comment on them at the end of the section. (The names \i", \j" and \k" refer to the outermost loop index, according to the convention introduced by 7], and used in 9], to describe the di erent possible orderings of the loops.)
The rst method computes each column of X = L ?1 independently, using conventional forward substitution. We write it as follows, to facilitate comparison with the second method. We use MATLAB-style indexing notation, as in 9]. Method 1.
for j = 1: n x jj = l ?1 jj X(j + 1: n; j) = ?x jj L(j + 1: n; j)
Solve L(j + 1: n; j + 1: n)X(j + 1: n; j) = X(j + 1: n; j) by forward substitution end In BLAS terminology, this method is dominated by n calls to a level 2 BLAS routine xTRSV (TRiangular SolVe).
The second method computes the columns in the reverse order. On the jth step it multiplies by the previously computed inverse L(j + 1: n; j + 1: n) ?1 instead of solving a system with coe cient matrix L(j + 1: n; j + 1: n).
Method 2. for j = n: ?1: 1 x jj = l ?1 jj X(j + 1: n; j) = X(j + 1: n; j + 1: n)L(j + 1: n; j) X(j + 1: n; j) = ?x jj X(j + 1: n; j) end Method 2 uses n calls to the level 2 BLAS routine xTRMV (TRiangular Matrix times Vector). On most high-performance machines xTRMV can be implemented to run faster than xTRSV, so Method 2 is generally preferable to Method 1 from the point of view of e ciency (see the performance gures at the end of section 2.2). We now compare the stability of the two methods.
The result (1.4) shows that the jth column of the computed b X from Method 1 satis es (L + L j )b x j = e j ; j L j j c n ujLj: Proof. The proof is by induction on n, the case n = 1 being trivial. Assume the result is true for n ? 1 By assumption the corresponding inequality holds for the (2: n; 2: n) submatrices and so the result is proved. 
Since there is in general no reason to choose between a small right residual and a small left residual, our conclusion is that Methods 1 and 2 have equally good numerical stability properties. In fact, more is true: the two methods are \equivalent", in the sense explained in the following result. Lemma 2.2 Let L 2 IR n n be a lower triangular matrix and let J 2 IR n n be the exchange matrix, that is, the matrix obtained by reversing the order of the columns of the identity matrix. Suppose that in Method 1 the triangular solves use multiplication by the reciprocals of the diagonal elements rather than division by these elements (thus the only divisions in Method 1 are those to form the reciprocals in the rst place). Then Method 2 applied to L is equivalent to Method 1 applied to JL T J, in the sense that exactly the same arithmetic operations are performed, although possibly in a di erent order.
Proof. Instead of proving the result we will simply verify it for n = 3. We have L = JL T J = or if we do not specify whether the column scaling should precede or follow the level 2 BLAS operation in Methods 1 and 2, then the methods will in general sustain di erent rounding errors but will satisfy the same residual bounds (modulo the transformation).
More generally, it can be shown that all three i, j and k inversion variants that can be derived from the equations LX = I produce identical rounding errors under suitable implementations, and all satisfy the same right residual bound; likewise, the three variants corresponding to the equation XL = I all satisfy the same left residual bound. The LINPACK routine xTRDI uses a k variant derived from XL = I; the LINPACK routines xGEDI and xPODI contain analogous code for inverting an upper triangular matrix (but 6, Chs. 1 and 3] describes a di erent variant from the one used in the code).
Block Methods
Let the lower triangular matrix L 2 IR n n be partitioned in block form as L = where we place no restrictions on the block sizes, other than to require the diagonal blocks to be square. The most natural block generalizations of Methods 1 and 2 are as follows.
Here, we use the notation L p:q;r:s to denote the submatrix comprising the intersection of block rows p to q and block columns r to s of L.
Method 1B. Hence we have the following result. In summary, block versions of Methods 1 and 2 are available that have the same residual bounds as the point methods. However, in general, there is no guarantee that stability properties remain unchanged when we convert a point method to block form, as shown by Method 2B.
The analysis in this section can be modi ed to cater for the possibility that matrix multiplication and solution of a multiple right-hand side triangular system are done by \fast" techniques|for example, ones based on Strassen's method 12]. The appropriate changes to Lemmas 2.3 and 2.4 are to replace the absolute values by norms and to modify the constants. See 5] for details of this type of analysis.
Finally, in Table 2 .1 we present some performance gures for inversion of a triangular matrix on a Cray 2. These clearly illustrate the possible gains in e ciency from using block methods, and also the advantage of Method 2 over Method 1. For comparison, the performance of a k variant is also shown (both k variants run at the same rate). The performance characteristics of the i variants are similar to those of the j variants, except that since they are row-oriented rather than column-oriented, they are liable to be slowed down by memory-bank con icts, page-thrashing or cache-missing.
Numerical Experiments
In this section we describe some numerical experiments that provide further insight into the stability of the methods analysed above. The experiments were performed in MAT-LAB, which has a unit roundo u 2:2 10 ?16 . We simulated single precision arithmetic of unit roundo u SP = 2 ?23 1:2 10 ?7 by rounding the result of every arithmetic oper-ation to 23 signi cant bits. We regard the computed \double precision inverse" as being exact when computing forward errors.
One of the main aims of the experiments is to determine the behaviour of those left or right residuals for which we do not have bounds. If we nd a numerical example where a residual is large then we are assured that it is not possible to obtain a small bound through rounding error analysis.
An important point to stress is that large residuals are hard to nd! The examples we present were found after careful searching. We had to look at very ill-conditioned matrices to nd interesting behaviour. Our experience ties in with the accepted fact that \The solutions of triangular systems are usually computed to high accuracy" 17, p. 150]|see 11] for an investigation of this phenomenon.
We present numerical results in Tables 2.2 The reason for looking at the normwise quantities is that they may be small when the corresponding componentwise ones are large.
The matrix L in Table 2 .2 is the transpose of the upper triangular QR factor of the 15 15 Vandermonde matrix V = ( i?1 j ), where the j are equally spaced on 0; 1]. We see that (2.1) is satis ed for Method 1 and (2.5) for Method 2, but not vice versa. It is interesting to note that both the normwise relative errors are three orders of magnitude smaller than the upper bound in (2.4).
For Table 2 .3 we used a 10 10 matrix L generated as the eighth power of a random lower triangular matrix with elements from the normal (0; 1) distribution. (This matrix is generated in MATLAB by the statements rand('normal'), rand('seed',71), L = tril(rand(10))^8.) For each block method we used a xed block size of 2. Table 2 .3 con rms Lemmas 2.3 and 2.4. It also shows that both residuals can be large simultaneously for Method 2B; therefore the method must be regarded as unstable when the block size exceeds 1. To analyse this method we will assume that U ?1 is computed by an analogue of Method 2 or 2C for upper triangular matrices that obtains the columns of U ?1 in the order 1 to n. Then the computed inverse X U U ?1 will satisfy the residual bound This is incorrect, although counter-examples are rare (one is given in Table 3 .2); it is the left residual that is bounded this way, as follows from (3.4).
Method C
The next method that we consider appears to be new. The method can also be derived by forming the product X = U ?1 L ?1 using the representation of L and U as a product of elementary matrices (and diagonal matrices in the case of U). In detail the method is as follows.
Method C. for k = n: ?1: 1 X(k + 1: n; k) = ?X(k + 1: n; k + 1: n)L(k + 1: n; k) X(k; k + 1: n) = ?U(k; k + 1: n)X(k + 1: n; k + 1: n)=u kk x kk = 1=u kk ? X(k; k + 1: n)L(k + 1: n; k) end The method can be implemented so that X overwrites L and U, with the aid of a work vector of length n (or a work array to hold a block row or column in the block case).
Because most of the work is performed by matrix-vector (or matrix-matrix) multiplication Method C is likely to be the fastest of those considered in this section on many machines. We will refer to U b XL?I as a \mixed residual". From (3.5) we can obtain bounds on the left and right residual that are weaker than those in (3.4) and (3.2) by a factor jU ?1 jjUj on the left or jLjjL ?1 j on the right, respectively. We also obtain from (3. The advantage of this method is that no extra workspace is needed; U ?1 and L ?1 can overwrite U and L, and can then be overwritten by their product which is formed by steps analogous to those of LU factorization.
To analyse Method D we will assume initially that L ?1 is computed by Method 2 (or Method 2C) and, as for Method B above, that U ?1 is computed by an analogue of Method 2 or 2C for upper triangular matrices. We have
Rewriting the rst term of the right-hand side using X L L = I + (X L ; L), and similarly for U, we obtain (3.10) and since L is unit lower triangular with jl ij j 1, we have j(L ?1 ) ij j 2 n?1 , which places a bound on how much the left and right residuals of X L can di er. Furthermore, since the matrices L from GEPP tend to be well-conditioned ( 1 (L) n2 n?1 ), and since our numerical experience is that large residuals tend to occur only for ill-conditioned matrices, we would expect the left and right residuals of X L almost always to be of similar size. We conclude that even in the \con icting residuals" case Method D will, in practice, usually satisfy (3.9) or its right residual counterpart, according to whether X U has a small left or right residual respectively. Similar comments apply to Method B when U ?1 is computed by a method yielding a small right residual. These considerations are particularly pertinent when we consider Method D specialized to symmetric positive de nite matrices and the Cholesky factorization A = R T R. Now A ?1 is obtained by computing X R = R ?1 and then forming A ?1 = X R X T R ; this is the method used in the LINPACK routine xPODI 6, Ch. 3]. If X R has a small right residual then X T R has a small left residual, so in this application we naturally encounter con icting residuals. Fortunately, the symmetry and de niteness of the problem help us to obtain a satisfactory residual bound. The analysis parallels the derivation of (3.9), so it su ces to show how to treat the term X R X T R R T R (cf. (3.7) ), where R now denotes the computed Cholesky factor. Assuming RX R = I + (R; X R ), and using Returning to Method D for general matrices, we could obtain a forward error bound from (3.9), but a better one can be derived directly. We have, using (3.6) and (2. This bound is broadly similar to (3.3).
Numerical Results
In terms of the above error bounds, there is little to choose between Methods A, B, C and D. We have run extensive numerical tests in MATLAB, evaluating the same residuals and forward errors as in section 2 (with L replaced by A in (2.17){ (2.19) with B a random 3 3 matrix with elements from the normal (0; 1) distribution.
The bounds of this section do not guarantee small componentwise relative residuals.
One reason is that jLjjUj may have nonzeros where A has zeros, and so, for example, the right-hand side of (3.2) is not bounded by a multiple of jAjj b Xj.
2. Despite the observation in (1), we found that for all three methods both the left and right componentwise relative residuals are frequently at the unit roundo level, and the normwise relative residuals are almost invariably at this level. An exceptional example is shown in Table 3 .2. Here A = LU, where U is the transpose of the matrix used in Table 2 .3 and L is the lower triangular factor from GEPP on a random matrix with elements from the normal (0,1) distribution. In this example each method has a large normwise left or right residual. Table 3 .3 illustrates the e ect of con icting residuals. For the same matrix as in Since all four methods have similar stability properties, the choice of method for LAPACK can be made on other grounds, namely performance and the amount of storage required. Method A has been ruled out because it does not allow the computed inverse to overwrite the LU factors. Although Method D has the advantage of not requiring any extra working storage, its performance is signi cantly slower on some machines than Methods B or C, because it uses a smaller average vector length for vector operations. In Table 3 .4 we give some performance gures for a Cray 2, covering both blocked and unblocked forms of all three methods. A similar performance pattern is observed on an IBM 3090 VF, except that on that machine Method B is slightly faster than Method C. Although the blocked forms of Methods B and C require workspace to hold one block of columns, this is no more than many other block algorithms used in LAPACK, and is not considered a serious disadvantage. There is little to choose between Methods B and C; in the end Method B has been selected for the LAPACK routine xGETRI because it satis es slightly cleaner error bounds, and because it has the virtue of tradition, being the method used in LINPACK. Our conclusions are mainly positive ones. All but one of the methods considered here possess good enough error bounds that they are worthy contenders for practical use. The exception is the block method 2B for inverting a triangular matrix, which is unstable when the block size exceeds 1. Two general points arising from this work are worth emphasising, because they do not seem to be well known. First, for most of the inversion methods considered here only one of the left and right residuals is guaranteed to be small; which one depends on whether the method is derived by solving AX = I or XA = I. Second, when a general matrix is inverted via an LU factorization, the best form of residual bound holds only if the methods used for the \L-inversion" and the \U-inversion" satisfy residual bounds of the same parity|both methods must have a small left residual or both must have a small right residual.
Finally, we wish to stress that all the analysis here pertains to matrix inversion alone. It is usually the case that when a computed inverse is used as part of a larger computation the stability properties are less favourable, and this is one reason why matrix inversion is generally discouraged. For a simple example, let L be the matrix of Table 2 
