With the explosive growth of time-series data, the scale of time-series data has already exceeds the conventional computation and storage capabilities in many applications. On the other hand, the information carried by time-series data has high redundancy due to the strong correlation between timeseries data. In this paper, we propose the new dominant dataset selection algorithms to extract the dataset that is only a small dataset but can represent the kernel information carried by time-series data with the error rate less than ε, where ε can be arbitrarily small. We prove that the selection problem of the dominant dataset is an NP-complete problem. The affine transformation model is introduced to define the linear transformation function to ensure the selection function of dominant dataset with the constant time complexity O(1). Furthermore, the scanning selection algorithm with the time complexity O(n 2 ) and the greedy selection algorithm with the time complexity O(n 3 ) are respectively proposed to extract the dominant dataset based on the linear correlation between time-series data. The proposed algorithms are evaluated on the real electric power consumption data of a city in China. The experimental results show that the proposed algorithms not only reduce the size of kernel dataset but ensure the time-series data integrity in term of accuracy and efficiency.
I. INTRODUCTION
W ITH the popularity of smart intelligent devices and mobile phones, the time-series data (TSD) is widely generated by internet of things, industrial control systems, intelligent transportation systems, social networks, financial applications, etc. In addition, the dynamically and rapidly generated massive data in the form of TSD is highly timesensitive. Facing with the continuous arrival of TSD stream, the information processing systems need to efficiently extract the kernel data from massive data in real-time. The efficient data extraction from large-scale TSD has become an important problem in the current industries. The conventional data extraction methods are generally based on the assumption of infinite computing and storage resources [1] . For example, the approximate information extraction method using the summary data structure [2] , the dimensional decomposition and recovery methods [3] [4] mainly focus on reducing the time complexity of algorithms. However, these existing methods fail to be appropriate for TSD with the large-scale, low-value density, and strong correlation characteristics. Therefore, the more efficient data extraction methods are expected to process massive TSD.
Recently, the availability theory was introduced in [5] to analyze big data. The (ε, δ) approximation theory [6] was further proposed to select the high quality data related to big data, including the methods of the sampling selection, the sample minimization, the mathematical solver (ε, δ) for a given problem, and the dynamic sample maintenance. According to the "Do More with Less" strategy in terms of big data, it needs to process the selected "small data" from big data when the big data exceeds the computation and storage capacities. Based on such a strategy, the several methods [7] [8] [9] [10] [11] [12] [13] [14] were proposed to select the dominant datasets from big sensory data in wireless sensor networks. The selected dominant datasets are applied as the small-scale datasets in which the data query operations are completed under the given precision constraints. However, the most above mentioned methods lacks the data correlation analysis in big data, and the information extraction in different big data application scenarios is dealt without combining the industrial topics. More importantly, the real-time performance of the existing dominant dataset selection methods are less concerned. The above facts motivate us to investigate the new dominant data selection methods that can support the efficient computation of massive TSD. The existing research works [15] [16] show there are both temporal and spatial correlations between massive TSD since the physical world always varies continuously in space and time. Such strong correlations in TSD accompany with the high data redundancy to a certain extent, i.e., the majority of information carried by large-scale TSD can be represented by a small-scale dataset referred to as a dominant dataset of TSD. Obviously, the information processing on a dominant dataset instead of original TSD can significantly reduce the costs involved in computation, storage, and transmission.
In this work, we investigate how to select a dominant dataset from TSD in order to efficiently represent TSD. More specifically, in this paper, we select a dominant dataset from the electric power consumption data to support the massive TSD analysis and management effectively. TABLE I shows the real electric power consumption data in a given time window. TABLE I can also be regarded as a TSD model that is an m by n matrix X where m and n are the sampling times and the number of users in the given time window, respectively. Such a data matrix X has high redundancy due to the strong correlations between the electricity consumption data of users. Thus, another data matrix Y with much smaller dimensionality is expected to represent the matrix X. For any given error rate ε, in other words, a small matrix Y with the size of m * k (k n) can be selected as a dominant dataset if the informa-arXiv:1903.00237v2 [cs.DB] 13 Mar 2019 tion carried by the matrix Y is compared to that by the original matrix X with the information error rate being not more than ε. In order to ensure the real-time performance of dominant dataset selection, we establish a constant-level time complexity reduction function f : x i → x j , (i, j = 1, 2, · · · , n) if there is a linear correlation relationship between the column vectors x i and x j in matrix X. Therefore, x j can be represented by f (x i ) . = x j when the information difference between x j and x j can satisfy the requirement of error rate being not more than ε. Furthermore, it is assumed that f (x 2 )
.
. = x 4 and f (x 3 ) . = x 5 , where the errors between x 1 and x 1 , x 4 and x 4 , x 5 and x 5 meet the requirement of error rate. It means that the information carried by the "large dataset" {x 1 , x 2 , x 3 , x 4 , x 5 , x 6 } can be represented by a "small dataset" {x 2 , x 3 , x 6 }. In essence, it also reflects the idea that the information extraction of the "large dataset" can be dealt on the "small dataset". In order to reduce the computational costs as much as possible, the optimal goal of seeking a dominant dataset is to minimize its size. In the experiments, the optimal dominant dataset is selected to extract the power consumption information of all users under the constraint of error ε. Based on the experimental results, the proposed methods can significantly reduce the data size of the dominant dataset with high precision. Similarly, the costs of computation and storage can be reduced by managing a dominant dataset instead of the original massive TSD. The main contributions of this paper are described as follows.
• We define the concept of dominant dataset for TSD, formalize the dominant dataset selection problem of TSD, and prove that the selection problem of the minimum dominant dataset is an NP-complete problem. An information extraction framework on the dominant dataset with minimizing the sample selection is further introduced, and the data collection and information processing approaches for massive TSD using dominant dataset is proposed. • Based on the affine relation theory, an affine transformation model is applied to implement the reduction function solving the linear correlation computation problem between TSD. Meanwhile, it is O(1) time complexity for the proposed reduction function that can be dynamically updated by the increasing TSD to maintain the information extraction adequately. • How to measure the linear correlation between TSD is the key problem to select dominant datasets. The measure definitions of the affine linear correlation and the least square linear correlation are presented respectively in this paper. The proposed correlation measures need to meet the requirements for the information extraction quality to determine a appropriate dominant dataset of TSD. • We propose the scanning selection algorithm (SSA) and the greedy selection algorithm (GSA) to select dominant datasets under the constraint of (ε, δ)-solver. According to the approximate error requirements for solving the (ε, δ)solver, we construct the storage structures of dominant datasets and transformation coefficients to ensure the information extraction accuracy of TSD. The rest of this paper is organized as follows: Section II describes the related works. Section III introduces the dominant dataset definition, and proves that the selection problem of the minimum dominant dataset is an NP-complete problem. Section IV presents the reduction function of the dominant dataset selection based on affine linear transformation. Section IV provides the linear correlation measure definitions. Section VI elaborates the proposed dominant dataset selection algorithms. The experimental results are shown in Section VII. Finally, Section VIII concludes this paper. [19] were proposed in several areas, such as tradition database, data stream, wireless sensor network, etc. However, none of them are adopted for the high quality information extraction in massive TSD [20] . In order to reduce the computational cost, a typical method using the summary data structure was proposed in [2] to select a small-scale dataset as the approximate sampling dataset from a large-scale dataset. However, it is difficult for the selected sampling dataset to control the error of information extraction. The wavelet function was applied in [17] to decompose the stream data to obtain more accurate approximate data query results. The multi-stream compression methods were further proposed in [3] [4] based on both the coupling characteristics of stream data and the multi-level wavelet decomposition. The proposed methods in [3] [4] are 2 to 4 times better than the traditional wavelet compression method [17] to some extent in the compression ratio, however, these methods fail to work well for massive TSD analysis due to the high computational cost of Harr wavelet decomposition and recovery. Although the method [19] based on the Discrete Fourier transform was used to analyze the coupling relation between the stream data, the effect of historical data for the information extraction was ignored. In addition, it still is not ideal for the computational cost of Fourier transform to analyze TSD. The improvements in the above methods that mainly focused on reducing the time complexity without considering the size of TSD are still not obvious for solving the information extraction problem of massive TSD.
II. RELATED WORKS
Currently, the representative approaches [5] [21] [22] [23] have been proposed to support the big data compression approaches without the decompression computation. The original datasets are compressed in advance and then the related computational operations can be done directly on the compressed datasets. These approaches reduce the size of original dataset to lower the computational cost, but they fail to solve the online computational problems of TSD in real-time. The (ε, δ) approximate computing principle of big data was proposed in [12] [13] [18] [21] [24] . A small-scale dataset is randomly extracted from the big dataset in accordance with the (ε, δ) principle, and then the computation problem is solved in the small dataset. However, the sampling probability for individual data is very low based on the random sampling procedure. Therefore, the (ε, δ) principle is suitable for a macro-data analysis rather than a micro-data query. Although the dynamic statistics of partial TSD was proposed in [25] based on the affine transformation theory, it failed to extract the complete information of TSD. Unlike the existing works, we study the information method of massive TSD in this work, and implement the real-time online data access based on the given accuracy of information extraction.
III. PROBLEM DEFINITION
The time-varying objects in the timeline form the data sequence that is called as the time-series data (TSD) in this paper, which is also known as the time-series sample objects. Herein, a matrix X m×n represents as m × n TSD where there are n sample objects with m time stamps per-object.
A. Dominant Dataset
A dominant dataset of the n sample objects x 1 , x 2 , ..., x n is defined as follows.
Definition 1 (Dominant Dataset).
Assumed that X = {x i |x i ∈ R, 1 ≤ i ≤ n} is a finite time-series dataset, and let P = {p i |p i ∈ R, 1 ≤ i ≤ k} be another dataset, P ⊂ X, |P | |X| (k n). If there is a reduction function f during the time period T that can meet the requirement of f (P ) = X, P is defined as a dominant dataset of X based on the function f . Definition 2 ((ε, δ)-solver). Given the parameters ε (ε 0) and δ (0 δ 1), the function f is established by the correlation between the sample objects in X. A small dataset P can be selected as a dominant dataset of X by the function f such that the information extraction problem of X can be solved in the small dataset P instead of X under the solution condition that the probability of information extraction error being larger than ε is less than δ. The solution condition of dominant dataset is defined as (ε, δ)-solver. If δ = 0, it means that the information extraction error is less than ε. In such case, the solution condition is defined as ε-solver.
Definition 3 (Correlation Distance).
In order to measure the degree of correlation between X and Y , the correlation distance between X and Y is defined as D(X, Y ). Based on (ε, δ)-solver, a dominant dataset can be determined by whether D(X, Y ) ≤ ε can be met. Note that the correlation distance holds the commutative property, that is, D(X, Y ) = D(Y, X).
Definition 4 (Central Object and Target Object).
Assumed that X and P are the sample datasets (P ⊂ X), there is a reduction function f that can make both f (P ) . = Y P and X . = Y P ∪ P to be established. If the function f meets the probabilistic requirement of information extraction error being larger than ε is less than δ, then P is a dominant dataset of X based on (ε, δ)-solver during the time period T . Each timeseries sample object in P is defined as a central object, and each time-series sample object in Y p is defined as a target object.
B. Dominant Dataset Selection
In this work, the information extraction problem of massive TSD is transformed to a small-scale data processing problem that needs to meet the accuracy requirement of the information extraction in the original massive TSD.
Definition 5 ((ε, δ)-Dominant Dataset) Given a sample dataset X = {x 1 , x 2 , . . . , x n } and the constraint (ε, δ)-solver in time period T , a dominant dataset P = {p 1 , p 2 , . . . , p k } is subject to the constraint (ε, δ)-solver. It requests the existence of both the reduction function f and the correlation distance D f (X, P ) ≤ ε to make P ⊂ X and f (P ) . = X (|P | |X|) to be established.
When the function f is determined with (ε, δ)-solver, it can be seen that the dominant dataset P , namely, the the dominant dataset selection result of X, is not unique by Definition 5.
Lemma 1 With the determined (ε, δ)-solver, there are multiple dominant datasets P 1 , P 2 , . . . , P w corresponding to the different reduction functions F = {f 1 , f 2 , ...f w }. A minimum dominant dataset (a minimum size of dominant dataset) P min exists in P = {P 1 , P 2 , . . . , P w }.
Definition 6 (The Inclusion Problem of Minimum Dominant Dataset). Let U p = X, P , where X = {x 1 , x 2 , ..., x d } is a time-series dataset and the several subsets of X make up the set {P |P ⊂ X}. The inclusion problem of minimum dominant dataset is defined to select an element P min in {P |P ⊂ X} to make P min to be the minimum dominant dataset of X based on a given reduction function f .
Lemma 2
The inclusion problem of the dominant datasets is NP-complete.
Proof. The vertex cover problem is considered as a typical NPcomplete problem [26] . According to Definition 5, a dominant dataset P is a subset of the time-series dataset X that can be approximately computed by P based on the reduction function f . Essentially, the inclusion problem of the dominant datasets belongs to the vertex cover problem. Therefore, the inclusion problem of the dominant datasets is NP-complete.
The selection problem of minimum dominant dataset is defined to select P i ∈ P under the condition that the size of P i is minimal.
Theorem 1 The solution of the inclusion problem and that of the selection problem for the minimum dominant dataset are equivalent.
Proof. Based on the above-mentioned reduction function set F , it needs to prove that a solution for the minimum dominant dataset selection problem of C q corresponds to a solution for the minimum dominant dataset inclusion problem of U p . That is, given S(C q ), one instance of the solution for C q , it needs to prove that S(U p ), one instance of the solution for U p, can be obtained, and vice versa.
For S(C q ) => S(U p ), given S (C q ), there is a reduction function f to produce S (C q ) according to the requirement of dominant dataset. Each element in S (C q ) belongs to the dataset X based on the definition of C q . Moreover, S (C q ) is also a subset of the dataset P. The reduction function f can produce S (C q ) as the minimum subset of P, and then S (C q ) is also a solution of the minimum dominant dataset inclusion problem for U p .
For S (U p) => S (Cq), given S(U p ), S(U p ) is a defined subset of the dataset P according to the definition of U p .
The reduction function f can produce the minimum dominant dataset P min based on the definition of C p , and all elements of P min belong to the dataset P, namely, P min ⊆ P. Therefore, S(U p ) is a solution of the minimum dominant dataset selection problem for C q based on the reduction function f .
In summary, it is proven that the solution of the inclusion problem and that of the selection problem for the minimum dominant dataset are equivalent.
Theorem 2
The selection problem of the minimum domination dataset is NP-complete.
Proof. According to Lemma 2 and Theorem 1, the inclusion problem of the dominant datasets is NP-complete and both the inclusion problem and the selection problem of the minimum dominant dataset are equivalent. Therefore, the selection problem of the minimum domination dataset is NP-complete.
IV. MATHEMATICAL FOUNDATION OF AFFINE
TRANSFORMATION Inspired by the work of Saket, etc. [25] , we introduce the affine relation theory to present the suitable affine transformation function to maintain the information extraction of TSD. Affine transformation is a nonsingular linear transformation between two vector spaces. We use the affine relation model as the reduction function to construct the target object vector space of TSD for the dominant dataset selection. The overall computational cost can be reduced significantly using the affine transformation model.
A. Affine Relation Model
In this work, the affine relation model is defined as S = P × A + B, where S and P represent a sample object matrix and a central object matrix of TSD respectively (see Definition 4), A is a coefficient matrix and B denotes a residual matrix.
We assume a 2-dimensional affine relation can be expressed as S m×2 = P m×2 × A 2×2 + B m×2 , where both the sample object matrix S m×2 = (y 1 , y 2 ) and the central object matrix P m×2 = (x 1 , x 2 ) are m-row by 2-column matrices, A = (a 1 , a 2 ) is a 2-row by 2-column coefficient matrix, and B = (b 1 , b 2 ) is a m-row by 2-column constant matrix. Without loss of generality, a 2-dimensional affine relation model can be defined as follows:
Eq. (1) can be further considered as the affine transformation from x 1 , x 2 to y 1 , y 2 , as shown in Eq. (2).
Next, we extend both S and P to m-row by n-column matrices. The n-dimensional affine relation model can be represented as S m×n = P m×n × A n×n + B m×n , where A n×n is the transformation matrix and B m×n is the residual matrix for the transformation from the central object matrix P m×n to the sample object matrix S m×n . Let S m×n = (y 1 , y 2 , · · · , y m ),
(3)
B. Affine Transformation Function
The relation between the sample object matrix S and the central object matrix P is assumed as : (A, B), and let the
, where there are (n + 1) × n elements in the matrix R . Based on the affine relation model S = P × A + B, let P = (P, I m ) and then S = P × R. Thus, Eq. (1) can be further extended to Eq. (4).
Since that the central object matrix P represents TSD of different target objects, there is a nonlinear correlation relation among the sample object vectors when the time stamps of TSD m are sufficiently large enough, that is to say, P can have full column rank. Due to S = P × R, there is the unique pseudo-inverse matrix of P to establish R = pinv(P ) × S where pinv(P ) denotes the pseudo-inverse matrix of P .
Meanwhile, the equation pinv(P ) = P T × P 
where p m+1 = (x 1 (m + 1) , x 2 (m + 1) , · · · , x n (m + 1) , 1) and s m+1 = (y 1 (m + 1) , y 2 (m + 1) , · · · , y n (m + 1)).
For the time-series data, the sample object matrix S can be computed by the central object matrix P based on the affine relation model when m >> n in Eq. (4). It means that affine relations can be used to the extract target object information based on the central object matrix P . TSD vectors compose the sample object matrix S and the central object matrix P are collected in real time, and the transform matrix R can be also real-time computed by Eq. (6) . Therefore, the sample object information can be computed by P , R matrices. Herein, R is defined as the transformation function in this work.
As shown in Eq. (6), R can be dynamically updated by the continuous arrival of TSD samples. The dynamic update of R guarantees the maintenance of the continuous information extraction from massive TSD. More importantly, it is a constant level time complexity for the recursive procedure in Eq. (6) that ensures the computational efficiency for the TSD analysis.
V. INFORMATION EXTRACTION ACCURACY AND LINEAR CORRELATION DISTANCE
According to the accuracy requirement of information extraction, we study how to select the dominant dataset from TSD under the error constraint. Given the error constraint ε, the minimum dominant dataset is selected to extract information based on the affine transformation function, and then the dominant dataset is further evaluated by (ε, δ)-solver to analyze the usability of information extraction.
A. Information Extraction Accuracy
Based on the definition of affine relation model in Eq. (4) and the transformation function R in Eq. (6), the dataset S = (y 1 , y 2 , · · · , y n ) can be reconstructed as S = (y 1 , y 2 , · · · , y n ) based on the central target object dataset P and S = P × R. Therefore, the information extraction accuracy is converted to analyze the computational error between S and S .
The absolute value matrix of information extraction error is
Based on Definition 2, E is subject to the condition that the maximum extraction error of the target objects is less than ε or the error proportion of the target objects exceeding ε is not greater than δ. Therefore, the information extraction precision of target objects can be determined by the (ε, δ)solver constraint.
Given the current m time-stamp sample object vectors (y 1 , y 2 , · · · , y n ), the root mean square error (RMSE) is defined as Eq. (8).
Thus, the availability of information extraction can be analyzed based on E RM SE.
B. Linear Correlation Distance
Definition 8 (Linear Correlation Distance). Assumed that the target object vector pairsX = (x 1 , x 2 ) andŶ = (y 1 , y 2 ), D LCD (X,Ŷ ) is defined as the linear correlation distance betweenX andŶ .
If D LCD (X,Ŷ ) ≤ ε, it means that the linear correlation distance (LCD) meets the requirements of information extraction accuracy. Based on the degree of D LCD (X,Ŷ ) tends to 0, LCD can be used to measure the linear correlation between X andŶ . D LCD (X,Ŷ ) is applied to determine whetherŶ can be affine transformed byX to implement the information extraction. In addition, the vectors in the target vector pairX are linear independence. When the linear correlation distance D LCD (X,Ŷ) ≤ ε meets the requirement of (ε, δ)-solver, it implies that the couple vectors y 1 , y 2 can be linearly represented by the couple vectors x 1 , x 2 based on the affine transformation function.
Assumed that • u represents a public target object,
• p represents a central target object,
• v represents a sample target object,
• F af f represents an affine transformation function,
• R represents a affine transformation matrix, According to Definition 5, let the target object vector set X = {x 1 , x 2 , ..., x n }, andX = (u, p),Ŷ = (u, v), ∃u ∈ X, ∀p ∈ X, ∀v ∈ X. If the linear correlation distance between X andŶ satisfies the condition of D LCD (X,Ŷ ) ≤ ε, the linear correlation distance between p and v is less than ε. Let P =X, S =Ŷ , and then a vector p ∈ P is a dominant vector for a vector v ∈ S based on the affine transformation function F af f : p → v. All dominant vectors forms the dominant dataset P = {p 1 , p 2 , . . . , p k }.
Based on the transformation function F af f , the vector v in S can be computed by the vector p in P. As shown in Fig. 1 , the public target vector u is selected to form both the central vector pair P and the sample vector pair S, which can ensure the information extraction quality from the central vector p to the sample vector v. Both the affine transformation and the least-squares transformation are the linear transformation. Assumed that the central object dataset P and the sample object dataset S, the two linear distance measures are introduced as follows:
• Affine linear correlation distance: Let the affine relation AF F : (A AF F , B AF F ) be used for the pair matrices P m×2 and S m×2 . The dataset S AF F can be obtained by the equation of S AF F = A AF F ×P+B AF F . The linear correlation distance D LCD can be represented by the affine linear correlation as shown in Eq. (9)
When D AF F (P, S) ≤ ε, it can meet the requirement of the (ε, δ)-solver constraint. It is obvious that the vectors u, v in S can be linearly represented by the vectors u, p in P. 
When D LS (P, S) ≤ ε, it can also meet the requirement of the (ε, δ)-solver constraint to linearly represent the vectors u, p in S by the vectors u, p in P.
VI. DOMINANT DATASET SELECTION ALGORITHMS
Theorem 2 proves that the dominant dataset selection problem is an NP-complete problem. According to Definition 8, the minimum dominant dataset is selected under the condition that the linear correlation distance is subject to the constraint of (ε, δ)-solver. Based on Theorem 1, we construct k linear correlation groups from a given TSD model matrix X m×n . The distance between the central target object S p in each group and any other sample object S v in the same group is required to meet the requirement of the information extraction accuracy. In fact, it hopes to find the minimum dominant dataset P can meet the requirement of the (ε, δ)-solver constraint. Therefore, it is required to give the smallest number of k groups for the minimum dominant dataset selection.
A. Scanning Selection Algorithm
We propose the scanning selection algorithm (SSA) to select the dominant dataset by applying the linear correlation distance measure with the constraint of (ε, δ)-solver. The basic idea of SSA is described as follows:
• A linear independent central target object pair P = (u, p) is selected from the target object dataset X based on the order of X. The sample target object v is identified by traversing X to form the sample target object pair S = (u, v) that is subject to the constraint D LCD (P, S) ≤ ε. • The dominant dataset P comprised of p for the target object dataset X and the related object set consisting of v are constructed to form the corresponding affine relation : (A, B) and the affine transformation function F af f .
• Finally, the identification of the central objects and sample target objects for all objects in X is completed. In this work, we introduce the directed graph structure to describe the dominant selection relationship between the central objects and the target objects under the (ε, δ)-solver constraint condition.
Definition 9 Let a dominant relationship be a directed graph G = (X, E), where X = {x 1 , x 2 , ..., x n } is a vertex set of G representing all target objects and E is a directed edge set of G representing the affine transformation relationship between a central object and a target object that is subject to the constraint of (ε, δ)-solver.
The proposed SSA is described in Algorithm 1. The related variables are initialized in Line 1, and the corresponding target object is identified by the central object x i in Line 2-17. This iterative process that the discriminated objects are selected from unidentified target objects is described in Line 5-14, where the discriminated object is identified based on the constraint of (ε, δ)-solver. The identified central object p and the transformation function coefficient matrix A pi for the corresponding affine relation : (A j , b j ) are added to the dominant dataset P and the transformation coefficient matrix set A in Line 16, respectively. In Line 17, the next unidentified target object is iteratively selected as the central object in order until X becomes the empty set. Finally, the dominant set P and the affine transformation coefficient matrix set A are output in SSA.
Algorithm 1 Scanning Selection Algorithm (SSA)
Input: TSD matrix X m×n = {x 1 , x 2 , ..., x n } and (ε, δ)solver. Output: The dominant dataset P = {p 1 , p 2 , ..., p k } and the affine transformation coefficient matrix set A = {A p1 , A p2 , ..., A pk }.
if D LCD (P, S) ≤ ε then 8: As shown in Fig. 2 , we further illustrate a sample for the dominant dataset selection process based on SSA. In Fig.  2(a) , the dominant relationship is denoted as the directed graph structure G = (X, E), where the set of vertices X = {x 1 , x 2 , x 3 , x 4 , x 5 , x 6 } and the set of directed edges
Initially, x 1 is selected as the central object p from X to construct the target object pair (u, p). And then, x 2 is orderly selected as the object v in order to construct the object pair (u, v). From Fig. 2(a) , we can see that the linear correlation distance between the objects x 1 and x 2 meets the constraint of D LCD (x 1 , x 2 ) ≤ ε. Therefore, x 2 is selected as the target object for the central object x 1 , and then the transformation coefficient matrix set A is updated with the affine function F af f until the central object x 1 does not satisfy the constraint. In Fig. 2(b) , x 3 is orderly selected as the central object from the remaining target objects {x 3 , x 4 , x 5 , x 6 }, and then x 5 is selected as the target object for x 3 meeting the constraint of D LCD (x 1 , x 2 ) ≤ ε. However, there is no target objects for x 4 when x 4 is orderly selected as the central object from the remaining target objects {x 4 , x 6 } as shown in Fig. 2(c) . Similarly, Fig. 2(d) shows that x 6 is selected as the central object to complete the dominant dataset selection process. Finally, the dominant object dataset P = {x 1 , x 3 , x 4 , x 6 } and the affine transformation function coefficient matrix set A ={(A 2 , b 2 ), (A 5 , b 5 )} for {x 2 , x 5 } are output as the results based on SSA.
In the dataset X containing n target objects, the central objects are identified successively to organize as the dominant dataset based on Algorithm 1. The time complexity of Algorithm 1 is O(m × n 2 ) where the the dominant dataset selection is a determined time complexity O(n 2 ) and the length of TSD m is always a constant. Thus, the time complexity of SSA can be considered as O(n 2 ).
B. Greedy Selection Algorithm
The dominant dataset selection actually is expected that the dominant dataset P maximizes the coverage of a target object dataset X with the constraint, aiming to minimize the size of P .
Definition 10 (The Greedy Selection of Central Objects). Given a target object dataset X, there is a object set P v that contains a target object v corresponding to a central object p with the constraint of (ε, δ)-solver. The goal for the greedy selection of central objects is to select the central object p from X to obtain the corresponding target object set P v meeting the following condition:
where σ(p, X) represents to form the dataset P v that contains the target objects selected by the central object p in X based on (ε, δ)-solver.
Therefore, the basic idea of the proposed greedy selection algorithm (GSA) is described as follows:
• The linear correlation distance D LCD between each target object vector in X is computed to find which target objects can meet the requirement of D LCD ≤ ε.
According to the greedy selection in Definition 10, the central object p supporting the largest size of the target object set is merged into the dominant set P , and the corresponding target objects are merged into the object dataset P v . In addition, the affine transformation matrix : (A, B) is further formed by its corresponding affine function F af f . • The linear correlation distance D LCD between each remaining target object vector in the current dataset X is recalculated, and then the central object and the target objects are greedy selected by Definition 10 under the condition of D LCD ≤ ε. • The above procedure is repeated to do until the dataset X is empty. Finally, the dominant dataset selection of X is completed. Meanwhile, according to the definition of (ε, δ)-solver, the proportion of the targets corresponding a central object p in P v dissatisfying with the condition D LCD ≤ ε can be less than δ. The vector E RM SE (see Eq. (8)) is used to select a central object when the above situation occurs. In addition, RMSE is very sensitive to the extra large or small error of the information extraction of target objects in TSD. RMSE is further applied to verify the availability of the extracted information. Therefore, the target object v in the dataset X can be identified by the condition of the minimum E RM SE in the proposed GSA.
Definition 11 (The Selection Problem Based on Minimum
Root-Mean-Square Error). Given a target object dataset X and a set P v in which the target objects corresponding to the central object p do not meet the condition of D LCD ≤ ε, the goal for the central object greedy selection is to select a target object v from P v to make E RM SE v minimal: X) ), s.t. p ∈ X, P v ⊆ X (13) where σ (p, X) represents to the dataset P v contains the target object v corresponding to the central object p that does not meet the condition of D LCD ≤ ε in the dataset X.
Algorithm 2 describes the proposed greedy selection algorithm (GSA) as follows. The related variables are initialized in Line 1. In Line 2-12, the linear correlation distance between each target object in X is computed to determine whether D LCD (P, S) ≤ ε can be held to form the dominant relationship, and the the affine coefficient matrix are merged into the set Ap. The dominant object is further selected and the affine transformation function is constructed in Line 13-23. Based on the dominant relationship in X, the greedy selection of central objects is executed to select the central object p having the largest number of target objects in Line 15. In Line 16, both the central object and the transformation function coefficient matrix are added to the central object set P and the coefficient matrix set A, respectively. If the case that the proportion of target objects without satisfying the error D LCD ≤ ε is smaller than δ is established in Line 18, the target object p is also allowed to be selected and the object v with the smallest RMSE is selected from the unrecognized target objects in X. In Line 20-21, v is added into the dominant dataset P and the corresponding transformation function coefficient matrix A v are joined into the coefficient matrix set A. The above procedure is repeated to do until X becomes empty. Finally, P and A are output as the results.
Algorithm 2 Greedy Selection Algorithm (GSA)
Input: TSD matrix X m×n = {x 1 , x 2 , ..., x n } and (ε, δ)solver. Output: The dominant dataset P = {p 1 , p 2 , ..., p k } for X m×n and the affine coefficient matrix set A = {A p1 , A p2 , ..., A pk }.
4:
A pi ← ∅; 5: for j ∈ [1, |X v |] do 6: v ← x j , S ← (u, v); 7: if D LCD (P, S) ≤ ε then 8: Ap ← Ap ∪ {A pi } 12: end for 13: P ← ∅, A ← ∅, P v ← ∅, n δ ← 0; 14: while X = ∅ do 15: argmax p∈X (σ(p, X)), s.t. P v ⊆ X 16:
n δ ← n δ + 1;
22:
end while 23: end while 24: return P , A.
We also illustrate a sample for the dominant dataset selection process based in GSA as shown in Fig. 3. Fig. 3(a) shows the directed graph structure Fig.   3(a) , the target object x 2 has 2 dominant relationships with the sample objects x 1 , x 4 if x 2 become the central object. Compared to other objects in X, there are the maximum relationships for x 2 in X. Therefore, x 2 is firstly selected as the central object to add into the dominant dataset P and x 1 , x 4 are joined into the set P v based on GSA. The transformation function (A 1 , b 1 ), (A 4 , b 4 ) of x 2 is also computed to form the affine function coefficient matrix
Next, the dataset X is updated by X ← X − {x 1 , x 2 , x 4 } and each object in the current X meeting the solver condition is shown in Fig. 3(b) . The object x 3 is selected as the central point to merge into the dominant dataset P , and the corresponding target point x 5 and the affine coefficient function (A 5 , b 5 ) are added into the set P v and A, respectively. In Fig. 3(c) , X is further updated to X = {x 6 }, and x 6 is added into P due to the last one object x 6 in the updated X. So far, the selection of all central objects and target objects in the original X have been completed to obtain the dominant dataset P = {x 2 , x 3 , x 6 } and the affine function coefficient set According to Line 2-12 in Algorithm 2, the time complexity for computing the dominant relationship structure is O m × n 2 . For Line 14-23, the time complexity for the dominant dataset selection is O m × n 3 in Algorithm 2. The length of TSD m is constant, therefore, the time complexity for Algorithm 2 is O n 3 .
C. Information Extraction of Target Object
The algorithms SSA or GSA outputs a dominant object dataset P = {p 1 , p 2 , . . . , p k } and a affine transformation coefficient matrix set A = {Ap 1 , Ap 2 , . . . , Ap k } for the dataset X, where Ap i (1 ≤ i ≤ k) represents the affine transformation coefficient matrix for the sample objects corresponding to the central object p i in P . The information extraction method of target object is proposed in Algorithm 3.
According to Algorithm 3, the information extraction for the sample point v can be obtained by the central object p through computing the affine transformation function F af f with the matrix (A, B) . Obviously, the time complexity for computing the function F af f is O(1). Therefore, the time complexity of Algorithm 3 is O(n) for the information extraction of n target objects.
The space complexity for the target object matrix X m×n is O (m × n). If the size of the dominant dataset is k, the size of the sample object dataset is n − k. When the transform matrix (A, B) is chose as R 2×3 in this paper, the space complexity for k) ) based on the dominant dataset selection algorithms. It shows that the size Algorithm 3 Information Extraction of Target Object Input: The dominant dataset P = {p 1 , p 2 , . . . , p k } for the TSD dataset X, the affine transformation function F af f , and the affine transformation coefficient matrix set A = {Ap 1 , Ap 2 , ..., Ap k }. Output: The target object information dataset X p .
1: X p = ∅; 2: for i ∈ [1, k] do 3: while A pi = ∅ do 4:
of storage space can be greatly reduced based on the proposed algorithms in case that k n and m tends to the mass. The information extraction of sample objects can be implemented by the the linear transformation function without increasing the computational cost. Based on Eq. (6), the next time stamp of the transformation function R m+1 can also be recursively derived from R m with the constant time-level complexity. Therefore, the proposed algorithms in this paper are also suitable for the big data related issues.
VII. EXPERIMENTAL RESULTS AND ANALYSIS
We analyze the effectiveness of the proposed dominant dataset selection and information extraction methods in this experiment. Based on the (ε, δ)-solver, the performances of SSA and GSA algorithms are evaluated by the affine linear correlation and the least squares linear correlation measurements, respectively. The information extraction accuracy of sample objects is also given in the experiment. In addition, the proposed algorithms are evaluated on a real power consumption dataset.
A. Experimental Setup
The proposed algorithms are implemented by the Python programming language on the Anaconda Navigator platform. The experimental computing environment is a Windows PC with i7-6770 CPU, 4GB RAM, and 800GB hard disk. The experimental dataset is derived from the real electric power consumption data of a city in China collected in July 2013. This dataset consists of more than 6 million users and 21 days of power consumption data per user, including 130 million power consumption records totally. Each consumption record contains the attributes of time stamp, user number, station number, power supply bureau number, power consumption, etc. According to the TSD structure applied in this work, the user number, station number, and power supply bureau number attributes are redefined as the user ID (namely, the target object ID) in the experiment, therefore, the power consumption attribute becomes the most valuable information of the dataset. Table II lists the description of DS0, DS1, DS2, DS3, DS4 data subsets from the different power supply stations in the We mainly focus on the effectiveness and efficiency aspects of the proposed algorithms in the experiment. First, whether the size of dominant dataset can be determined by the constraints. Let DSN ratio be the ratio of the size of dominant dataset to the number of target objects. It means that the smaller DSN ratio, the smaller size of dominant dataset achieved. The minimum size of dominant dataset meeting (ε, δ)-solver constraint is an important objective in the experiment. Herein, the optimal dominant dataset is decided by the analysis of DSN ratio. Second, the execution efficiency of the proposed algorithms is further verified and analyzed when the accuracy of the information extraction is within the error range given by the constraints. In the following experiments, we present the experimental results to analyze the above two aspects with the changing parameters of the solver constraints and the experimental data scale, etc.
B. Performance Analysis of the Proposed Algorithms
Based on the proposed SSA, GSA algorithms and the proposed AFF, LS measures, we implement the dominant dataset selection methods with the different measures, namely, the SSA AFF, SSA LS, GSA AFF, and GSA LS methods. When the values of error ε are respectively set as 1%, 3%, 5%, 8%, and 10% in the experiment, the changes of DSN ratio achieved by the above four methods in the data subset DS0 are plotted in Fig. 4(a) . The DSN ratio results are also listed in Table III . Fig. 4(a) indicates that the GSA methods achieve lower DSN ratio than the SSA methods with any given error based on the same measure. Meanwhile, the AFF measurement results in lower DSN ratio than the LS measurement based on the same algorithm. Therefore, the smallest dominant dataset is achieved by the method GSA AFF.
The maximum error of m components in the sample object vector is selected as the error of the target object (the power consumption user) selection, which guarantees the constraint of (ε, δ)-solver to be effective for the sample object selection. We also use the expectation of the vector E RM SE to measure the information extraction accuracy in the experiment. Table  IV lists the mean RMSE results. Fig. 4(b) depicts the mean RMSE of the extracted information from the dominant datasets based on the above four methods. The RMSE of the GSA AFF method is generally less than that of other three methods as shown in Fig. 4(b) . It implies that the GSA AFF method achieves the best performance in terms of the size of dominant dataset and the information extraction accuracy.
In addition, we repeat the aforementioned experiment in DS1-DS4 data subsets. Since the correlation relationship between the power consumption samples in different regions is various, DSN ratio (or the number of the dominant datasets) is also various. However, the experimental result in DS1-DS4 are consistent with that in DS0, namely, the GSA AFF method is better than other three methods. 
C. Effects of Parameter δ on the Dominant Dataset Selection
We further analyze the effects of parameter δ on the dominant dataset selection. The related experimental results are listed in Table V and VI, respectively. Fig. 5 also illustrates the experimental results of the proposed methods under (ε, δ)solver constraints where the error ε is set as 5% and δ changes from 1% to 10%. As shown in Fig. 5(a) , the number of the dominant datasets meets the (ε, δ)-solver condition. For SSA, the dominant objects are randomly selected when δ is greater than 5%. From Fig. 5(b) , we can see that it makes RMSE greater than 5% when δ is greater than ε. This is because the number of samples allowed to exceed the error ε is large. It means that there are negative effects for the accuracy of information extraction using the random selection in SSA when δ is greater than ε. For GSA, the samples with the minimum mean of RMSE are selected as the dominant objects when δ is greater than 5%. From Fig. 5(b) , we can observe that it makes RMSE smaller in GSA compared to that in SSA. GSA meets the constraint of ε = 5% with the different values of δ. The performance of GSA is generally better than that of SSA with the (ε, δ)-solver constraint condition. In addition, the greedy selection algorithm based on the affine linear correlation measure, i.e., GSA AFF, is the optimal proposed method. 
D. Effects of Dataset Size on the Dominant Dataset Selection
We implement the proposed dominant dataset selection methods on the experimental data subsets DS1, DS2, DS3, DS4 (see TABLE. II) with ε = 5%. Table VII shows that it is consistent with the experimental results in Section VII-C, i.e., GSA AFF is the optimal proposed method for the different size of datasets. As illustrated in Fig. 6(a) , the DSN ratios for the datasets of the increasing sizes show a descend trend. It implies that the potential linear correlation relationships among TSD target objects rise with the increasing TSD target objects (n). The number of sample objects corresponding to the central objects with meeting the constraints increases not only to improve the ability of representing sample objects by the dominant dataset, but to relatively reduce the dominant dataset size. In Fig. 6(b) , we can see that RMSE changes moderately with the different datasets. From Table VIII , it implies that the different dataset size has little effect on the information extraction accuracy based on the proposed methods. O n 3 , respectively. In the experiment, we further test the time consumption of the proposed methods. The simulations are implemented on the same computing environment. Table  IX list the average time consumptions of SSA AFF, SSA LS, GSA AFF, and GSA LS with the constraint of ε = δ = 5% on DS1-DS4. For SSA, the time consumption based on the AFF measure is less than the LS measure. For GSA, however, the time consumption based on the LS measure is less than the AFF measure. With the increasing dataset size, the time consumption of SSA have obvious advantages over GSA. It implies that the time consumption of SSA is less than that of GSA in general. Therefore, to make the tradeoff between the time consumption and the information extraction accuracy, SSA AFF may also be worth considering for the dominant dataset selection. 
E. Discussion
In this work, the proposed algorithms SSA and GSA analyze the linear correlation distance between the target objects. Based on the linear sequence of the logical structure for n target objects, the central objects and the corresponding sample objects can be identified. Assumed that the central object sequence is p 1 , p 2 , . . . , p k , the corresponding sample object datasets are Sp 1 , Sp 2 , . . . , Sp k , and the numbers of sample object datasets are n p1 , n p2 , . . . , n p k , the distribution of n p1 , n p2 , . . . , n p k is analyzed as follows:
• For SSA, the quantity distribution of n p1 , n p2 , . . . , n p k are roughly generated in descending order by the identified central objects. It is determined by the mutuality of the linear correlation distance between the target objects (namely, when i > j, D f (x i , x j ) = D f (x j , x i )). The central objects p 1 , p 2 , . . . , p k are sequentially selected in order from front to back in SSA. With scanning to the end, there are less probabilities of the identified sample objects that meet the constraint. Therefore, n p1 , n p2 , . . . , n p k are generally arranged in descending order. The above experimental results are shown as Fig.  7 . • For GSA, the quantity distribution of n p1 , n p2 , . . . , n p k are completely generated in descending order. The greedy selection strategy for the central objects is completely executed by selecting the central object with the maximum number of sample objects in order. As shown in Fig. 8 , it illustrates the numbers of sample objects are in descending order based on GSA. In addition, SSA selects the sample objects incompletely. It also indicates that the greedy selection of GSA is better than the sequential selection of SSA. • According to the distribution of sample datasets, there are a number of central objects without the corresponding sample objects. It shows that these central objects have no linear correlation relationship between any other target objects. Therefore, when these target objects are used as the central objects, there are no corresponding sample objects. However, it needs to be explored whether there are other relationships between sample objects to reduce the number of the central objects in our future work. Note that the test datasets in Fig. 7 and Fig. 8 are constructed by extracting the power consumption data from other power supply bureaus that do not belong to the bureaus in Table II . Additionally, the test datasets are constructed as the same data scale as DS0, DS1, DS2, DS3, and DS4. Although the different linear correlation relationships between the data samples exist in the test datasets, the experimental data analysis leads to the same results as shown in Fig. 7 and Fig. 8 . It also means that our experimental results are representative.
VIII. CONCLUSION
In this paper, we have studied how to extract dominant datasets from massive time-series data. It is proved that the minimum dominant dataset selection of massive time-series data is an NP-complete problem. Based on the linear correlation relationship between target objects, we have presented a recursive affine transformation function to realize the efficient information extraction from massive time-series data. The linear correlation distance is applied as the constraint condition for the dominant dataset selection. We have proposed the dominant dataset selection algorithms to preserve the information extraction accuracy based on the scanning strategy and the greedy strategy. The extensive results on different experimental datasets verify that the proposed algorithms have high performance in terms of accuracy and data scale. The results show that the best performance is in favor of GSA AFF with the promising information extractio accuracy. Through the theoretical analysis in this paper, the proposed algorithm can extract the available information that meets the error requirements with the linear time complexity.
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