Abstract. The algebraic theory of linear input-output maps is reexamined with the objective of accomodating the concept of (state) feedback in this theory. The concepts of extended and restricted linear i/o maps (and linear i/s maps) are introduced and investigated. It is shown how "fraction representations" of transfer matrices arise naturally in this new theoretical framework.
1. Introduction. Probably one of the most important contributions to linear systems theory since the introduction of the concepts of controllability and observability, has been the discovery by R. E. Kalman (1965) (see also Kalman (1968) and Kalman et al. (1969, Chap. 10)) that the theory of linear systems can be naturally accommodated in classical module theory. This observation led to a completely satisfactory theory of realization, i.e. the theory that links (external) input-output descriptions with (internal) state space descriptions of systems, the most recent complete discussion of which can be found in Eilenberg (1974, Chap. 16 ).
Yet, despite the power of the module theoretic approach in attacking the realization problem, there seemed to be no apparent contact between this theory and even some of the most elementary control theoretic questions of linear systems especially insofar as the concept of feedback is concerned.
Two, completely unrelated, approaches were used to study feedback problems: One is the so called "geometric" approach, forwarded and promoted by Wonham and Morse (see e.g. Wonham (1974) ), which has been successfully applied to solve such problems as decoupling, regulator design, design of model following systems, and investigating feedback invariant structures, (see. e.g. , (1972) , , (1971) , Morse (1973) , (1975) , Wonham and Pearson (1974) and Wonham (1973) ). The second approach, which was widely used and was developed mainly by Rosenbrock (1970) and by Wolovich (see, e.g., Wolovich (1974) ), used polynomial matrix techniques for the study of a variety of control theoretic questions. This latter approach, whose primary power derives from the surprising usefulness of fraction Probably the most striking paradox in this state of affairs is the fact that, historically, the module theoretic approach to linear systems seemed to support the prevailing viewpoint that transfer function matrices in the form H(z)/(z) (if(z) a polynomial) are the natural (and theoretically sound) concrete representations of linear input-output maps (see Kalman et al. (1969, Chap. 10)). The representation of transfer function matrices as matrix fractions seemed therefore to be nothing more than a useful technical trick. This discrepancy has been recognized notably by Eckberg (1974) and by Fuhrmann (1976) (1976) there is no attempt in this direction, in Eckberg (1974) the treatment of feedback is not very successful in that it fails in exhibiting module theory as a powerful or even a convenient framework for dealing with the feedback concept altogether.
The main purpose of the present paper is to reexamine the module theoretic setting of linear input-output maps with the explicit objective of accommodating the concept of "state feedback" within this framework.
In the theory of realization, the concept "canonical" (equivalently reachable and observable) plays a very central and fundamental role in that it defines what is essentially a unique state space. Yet, the property of being a canonical realization is not invariant under feedback (i.e. a canonical state space can be modified by state feedback to become noncanonical and vice versa). Since the input-output map defines uniquely (or essentially uniquely) only a canonical state space, it is clear why the concept of state feedback somehow seems incompatible with the "classical" module theoretic setting of linear input-output maps. It is easily seen however that reachability is invariant under feedback. The importance of the matrix fraction representation for the input-output maps derives from the fact that the representation essentially fixes a reachable state space. Specifically, the representation determines uniquely a reachable realization. As a consequence, the concept of feedback (and especially its effects) can be studied at the level of input-output maps without going through the process of constructing state space descriptions first. Hence, in the study of feedback from an input-output point of view, the process of (concrete) realization can essentially be bypassed.
It Wyman (1972) (see also Sontag (1976) (1968) , and Kalman et al. (1969, Chap. 10).
2. Extended and restricted linear i/o maps. We shall begin by introducing some notation. Throughout the paper K will denote a field and U and Y will denote K-linear spaces. The space U will be referred to as the input value space and Y as the output value space (of an underlying dynamical system E). We shall make finite dimensionality assumptions on U and Y only when explicitly stated.
We let 7/denote the set of integers. If S is a K-linear space (in particular U and Y), we consider the set of all sequences s (st)t (" ", s-a, So, sl, ") possessing the following properties" (i) st S for all 7/, and (ii) there exists to 6 7/ such that st 0 for all < to. These sequences will be identified with (formal) (1968) and Kalman et al. (1969, Chap. (Compare also Kalman and Hautus (1972, formulas (2) and (4) (1968) and Kalman et al. (1969, Chap. 10 (1970, Thm. 7.8)).
Our main interest is in the representation of finite dimensional linear systems, and we are concerned with the case in which for a submodule A fU, )U/A is a finite dimensional K-linear space, or equivalently, a torsion module (see e.g. Lang (1965, p. 388)). Thus we shall make use of the following standard but important result (the proof of which can be found in Fuhrmann (1976) We shall henceforth call a map I'AU-AU which satisfies both (i) and (ii) a bicausal isomorphism on AU.
It is obvious that fL,V is an extended linear i/o map. This follows immediately from the fact that the composite of AK-linear maps is AK-linear, and that the composite of a causal map with a strictly causal one is strictly causal. In fact, it will be seen later that fL,v is even a reachable linear i/s map.
We have seen that if we can construct f,v from g by feedback (as in our first interpretation) then we can also construct it by cascading with a bicausal isomorphism l,v (which is an "open loop" construction). We shall now turn to the more difficult question" when can a AK-linear map I'AU-AU be expressed as in (5.3) for some L and V. If this is the case we call a feedback transformation (corresponding to (L, V)).
LEMMA 5.6. Let 'AU-AU be a causal AK-linear map and let .k=O Ak( )Z -k be its transfer function. Then has a causal inverse if and only if Ao(1-)" U-U is invertible, in which case Ao(--1) (Ao(-))-1.
The easy proof of Lemma 5.6 is by direct calculation and is omitted. Remark 6.12. For a module A c 12U of rank m, a sequence of submodules which is essentially equivalent to our degree chain has previously been introduced by Eckberg (1974) in his study of so called canonical matrices. Eckberg's motivation for the introduction of this chain was the construction of a certain unique "canonical" basis for A (see also Remark 6.13 below). It is interesting to observe that this chain was completely ignored in Eckberg's study of feedback and he apparently never recognized its feedback invariance properties. Remark 6.13. As we have already mentioned earlier, fraction representations of the form ND -1 were used successfully over the past several years for the study of a variety of technical problems associated with feedback. While it is usually required (unnecessarily) that N and D be right coprime it was also recognized correctly that it is useful to select D in a special form. Specifically, it was first recognized by Wolovich that the matrix D should be taken to be "column proper", i.e. that the sum of the degrees of the columns of D equal the degree of the determinant of D (see Wolovich (1974) ). Similar requirements were subsequently made by others (see e.g. Heymann (1972, Chap. 6) and Popov (1970) , (1972) . The requirement of column properness has been introduced upon the technical observation that certain "canonical" forms arise naturally provided the matrix D is chosen to be column proper. However, there was no deep understanding of the reasons for this fact since everything was "technique" oriented and motivated. Eckberg (1974) tried to formulate the column properness in his module theoretic study and had moderate success. Forney (1975) developed a theory of minimal bases for rational vector spaces for the purpose of giving respectability to what is essentially also nothing else but column properness. The drawback in these approaches is that they depend on defining at the outset (and without any prior motivation) certain "canonical" structures. Yet, it is easily
