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S u m m a ry
Historical numerical methods for solving stiff ordinary differential equations are investi­
gated and a new numerical framework developed and applied to a variety of hydrodynamic 
stability problems where the effects of passive wall compliance are investigated.
The compound matrix method is set in a general coordinate free framework using 
exterior algebra, and is considered to be the most accurate and easy to implement method 
for complex systems.
The effect of passive wall compliance on the Blasius boundary layer flow is studied. 
The linear stability of the mean flow state is considered using the new numerical framework 
and shooting technique. A Newton algorithm is implemented to converge the eigenvalue 
such that the boundary condition at the surface is satisfied. Curves of neutral stability 
are produced in the Re — a plane for various degrees of compliance, damping and tension 
parameters.
Three dimensionality is incorporated first by a simple introduction of rotation in the 
flow leading to the investigation of the Ekman boundary layer problem where a Coriolis 
force instability mechanism (type-2) produces streamwise rolls at modest Reynolds num­
bers. The linear stability of the Ekman mean flow state is considered using an extension 
of the new numerical framework for use on the vector space / \^ (C 6). Curves of neutral 
stability are produced in the e —7  plane for constant values of the Reynolds number and in 
the Re — 7  plane for a selection of constant angle of orientation, e. This work is extended 
to consider the effects of wall compliance on the type-2 viscous instability mechanism, 
with the type-1 mode of instability briefly discussed.
Three-dimensionality is then used for a direct application to the dolphin. The stability
x iv
of the attachment-line boundary layer is investigated on flows past swept wings, relating 
directly to the dolphins swept-back fins. Wall compliance, modelling the dolphins skin, is 
included for analysis of its effect on the attachment-line instability.
P A R T  I
In troduction
Introduction 2
1
G eneral O verview
Since the originating work by Osborne Reynolds over a century ago, hydrodynamic sta­
bility has remained one of the central problems of fluid mechanics. It is concerned with 
whether a given laminar flow is stable and if so, when and how it breaks down, the sub­
sequent development and eventual transition to turbulence or some other laminar flow. 
This unstable tendency leading to a turbulent state was first demonstrated by Reynolds 
[38] from his famous pipe flow experiments in 1883. This phenomenon continues to supply 
a great deal of interest due to its many applications in real situations and crosses over 
many scientific fields such as: engineering, meteorology, oceanography, astrophysics and 
geophysics. Most early studies were experimentally based, since theoretical studies were 
held back by the non-linear nature of the governing stability equations. Theoretical sta­
bility analyses had to rely heavily on simplified problems and the use of linearized theory 
since few laminar flows correspond to known solutions of these non-linear equations of 
motion.
The way in which instability occurs is dependent on the flow configuration and ex­
ternal forces such as buoyancy arising due to a fluid of variable density, surface tension 
and magneto-hydrodynamic forces. Centrifugal and Coriolis effects are also apparent in 
the consideration of system rotation. Laminar-turbulent transition is initiated by some 
disturbance of the equilibrium between external forces, inertia and internal stresses of 
pressure (viscous stresses) of the fluid, altering the flow structure and thus leading to the 
amplification of the disturbance and, hence, instability. In two-dimensional boundary layer 
flows, for example, instability appears when travelling waves called Tollmien-Schlicliting 
(TS) waves, become amplified at some critical values of dependent parameters of the flow 
(usually Reynolds number and wave number). That is, if the Reynolds number is raised
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above a critical value, the pressure forces are no longer balanced by the inertia and viscous 
forces, thus bringing about the amplification of the disturbances in the flow. Viscosity has 
an obvious stabilizing effect on the flow since it dissipates the energy of any disturbance, 
thus, the equilibrium forces will only become unbalanced if the viscosity is low. However, 
viscosity can also have a more complicated effect of diffusing momentum, rendering certain 
flows (e.g parallel shear flows) unstable even though the same flow with an inviscid fluid 
may be stable. For example, a bounded flow, which usually constrains the development 
of a disturbance, can give rise to strong shear in the boundary layers which in turn gets 
diffused outwards by the viscosity thus leading to a breakdown of the stability of the flow. 
Generally, we consider the stability of primarily steady flows, however, useful information 
can be gained from unsteady flows. Laminar flow acceleration plays a large part in its 
stability. It has emerged from analysis that, in general, the acceleration of a laminar flow 
has a stabilizing effect and deceleration a destabilizing effect 011 the flow [38].
The forces required to maintain laminar flow can be of a completely different nature 
for different flow configurations, so that when laminar flow breaks down, the instability 
observed takes on a different form to that of the propagating TS waves. For example, 
the centrifugal instability observed in cylindrical Couette flow is caused by an imbalance 
between the centrifugal force on the fluid particles and the local pressure gradient. Taylor 
vortices are generated and then as the rotation speed is increased, this vortex structure 
undergoes a series of secondary-type instabilities, thus eventually leading to a turbulent 
state. The appearance of these stationary roll cells can result from the departure of the 
laminar state when a fluid is acted upon by a Coriolis force mechanism.
A general criteria for instability is that the basic velocity profile of the associated flow 
has an inflexion point. The importance of this fact and its bearing on the stability or 
instability of the flow was first shown in the late nineteenth century by Rayleigh [108] to 
give rise to an inviscid instability mechanism. This in turn generally leads to powerful 
instabilities. An example of this is brought about by the introduction of a negative pres­
sure gradient which generates points of inflexion in the accompanying velocity profile and 
therefore has a destabilizing effect 011 the flow.
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1.1 A reas o f com m ercial interest
In this modern era of global mechanisation and world wide trade, the high density and use 
of motion vehicles and shipping, and the ever increasing demand for fast and frequent air 
transportation to move across large distances has brought about monetary and resource 
concerns. However, the scope for savings in costs and of natural resources through de­
creases in pressure drag and skin friction drag of these vehicles is tremendous. For land, 
air or sea vehicles, reduced drag means longer range, reduced fuel cost/volume, higher 
payload, or increased speed.
Laminar flow control (LFC) research in the US began in the 1930s and flourished 
through the early 1960s until it was de-empliasized because of a change in their national 
priorities. During the 1970s when the oil embargo by the organisation of petroleum ex­
porting countries (OPEC) led to a fuel shortage and high-cost fuel, LFC research became 
important again because of the aerodynamic performance benefits it could potentially 
produce for commercial aircraft. Antonatos [2] presented a review of the concepts and 
applications of LFC, beginning with the realization that skin friction drag could amount 
to approximately 75 percent of the total drag for an aircraft. However, around twenty five 
years later, Thibert, Reneaux, and Schmitt [127] attributed friction drag to approximately 
45 percent of the total drag, nevertheless, this is still a substantial amount. Because lami­
nar skin friction can be as much as 90 percent less than turbulent skin friction at the same 
Reynolds number, laminar flow would obviously be more desirable than turbulent flow for 
reducing the drag of aerodynamic vehicles. In other words, a vehicle with laminar flow 
would have much lower skin friction drag than a vehicle with turbulent flow.
Unfortunately, achieving laminar flow over the entire configuration is impractical be­
cause of the sensitivity of the laminar flow to external disturbances. However, drag re­
duction due to laminar flow over select portions of a vehicle is feasible. For aircraft, the 
wings, engine nacelles, fuselage nose, and horizontal & vertical tail are areas for achieving 
laminar flow. LFC could yield reductions in take off gross weight, operating empty weight 
and block fuel for a given mission and significant improvement in cruise lift-to-drag ratio. 
Associated benefits may include reductions in both emissions (pollution) and noise and 
also smaller engine requirements.
In the early 1960s, Lachmann [75] discussed the design and operational economies of
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low-drag aircraft. Lachmann noted that the benefits of laminar flow obtained by LFC 
increased with the size of the aircraft, with benefits maximised for an all-wing aircraft. 
Also, if 39 percent of the aircraft fuselage could be laminarized for a typical trans-Atlantic 
airline, Lachmann predicted a 10 percent increase in lift-to-drag ratio. Thus, aerodynamic 
performance benefits from skin-friction drag reduction can translate into reduced operating 
costs of an aircraft.
The critical times in industry when fuel costs grew were in the late 1970s to early 1980s 
and also briefly in the 1990s, this caused a rapid increase in fuel costs in the 1970s inspiring 
researchers to study drag reduction [67]. However, in the last decade, the cost of fuel has 
become a small fraction of the operating cost for the industry and so the demand for LFC 
has diminished. However, the industry must be poised to cope with future uncertainty 
in fuel cost, since we must remember that the rise in fuel price in the early 1990s was 
spawned by the Iraq invasion of Kuwait.
In summary, LFC can lead to reduced skin friction drag and thereby reduced fuel 
consumption. This benefit can lead to either an extension in range for the same aircraft 
or to reduce aircraft weight for a fixed range. For the latter case less engine power is 
required and reduced emissions, noise and operating costs can be expected from the LFC 
aircraft. Noise and emission reductions have become more important and global pollution 
has become an important variable in the design concepts of the future. Note that although 
fuel costs have decreased in recent years, the total volume of fuel consumption has increased 
and potential fuel savings remain a significant cost saving to the industry [67].
Two examples follow to support and reinforce the above benefits of LFC. The first 
considers the effect on US commercial airlines, where the current annual fuel bill for all 
commercial airlines in the United States is approximately $10 billion. At sub-sonic cruising 
speeds, approximately half of the total drag of conventional take off and landing aircraft 
is due to skin friction. Hence, a conceivable reduction in skin-friction drag of 20 percent 
translates into an annual fuel saving of $1 billion. This alone represents a substantial cost 
saving in monetary terms and the associated saving in fuel would help cut the demands 
on global oil reserves [118].
Lets consider the military sector for our second example. The amount of propulsive 
power available for an underwater vehicle is limited by the volume allocated to its power 
plant and the efficiency of the various propulsive components. For these vehicles, about 90
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percent of the total drag is due to skin friction. Accordingly, a reduction in skin-friction 
drag of 20 percent translates into an increase in speed of 6.8 percent. Although modest, 
this extra speed may be vital for the survival of a submarine being chased by another 
underwater vehicle [118].
1.2 M otivation
This research is motivated by the desire to control laminar-turbulent transition through 
the use of wall compliance. The report is divided into seven clearly defined parts. The 
second of these seven discusses and develops numerical techniques used for hydrodynamic 
stability analyses. The already well documented two-dimensional boundary layer flow, 
with its onset of TS instability, is used as a test case for a new concept for the analysis of the 
boundary layer problem, namely, a new representation of the the compound matrix method. 
This new representation uses exterior algebra to produce a new numerical framework. Part 
III produces the model for the compliant surface to be incorporated throughout the latter 
parts, using Carpenter & Garrad’s [23] two-dimensional plate-spring model as a starting 
point. Appropriate boundary conditions are derived for latter derivations for appropriate 
initial starting vectors in both the two and three-dimensional problems, and boundary 
conditions at the wall in the required form for use with our numerical framework. Part IV 
confirms the results of Carpenter and Garrad [23] for the two-dimensional Blasius problem 
with a flexible surface using the previously discussed numerical technique, producing, with 
great confidence, the most accurate results to date. Parts V and VI of this report focus 
on the more realistic three-dimensional boundary layer problems where part V moves on 
to discuss the introduction of three-dimensionality though rotating flows and the Ekman 
layer, initially producing the most accurate results confirming those obtained by Lilly [83] 
and Melander [90] for the rigid wall case and then investigating the effects on stability for 
this type of flow interacting with a flexible surface of the form previously discussed. Part 
VI investigates the stability of flow past a compliant swept wing with direct application to 
the swept fins of the dolphin. Finally, part VII gives an overall discussion and conclusions 
on the present research displayed throughout this report.
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1.2.1 T h e  effects o f w all com pliance  on  b o u n d a ry  layer s ta b ility
The reason laminar flow is usually more desirable than turbulent flow for external aero­
dynamic vehicles lies with the reduction of the viscous drag penalty. So we need to ask 
ourselves, do we have a sufficient understanding of the fundamental flow physics for the 
problem to design an optimal, reliable, cost-effective system to control the flow? The an­
swer to this question is encouraging if we consider the historic research on the subject at 
hand.
Nowadays, it has been well established, both theoretically and experimentally, that 
the implementation of wall compliance could substantially postpone laminar-turbulent 
transition. Such a response reaps great benefits particularly in marine applications. An 
appropriate beginning is to define and describe the various forms of drag affecting both 
natural and man-made objects.
The two types of drag
There are two types of drag associated with flow past any object. Potentially the largest 
drag component is pressure drag which is particularly troublesome when flow separation 
occurs. Basically, this type of drag is caused by a low pressure region created behind the 
object, for example, a blunt ended vehicle, figure (1.1). The difference in pressure fore and 
aft creates a force which pulls the vehicle backwards. The physics of this drag component 
involves the viscous influence upon the inviscid-flow pressure field.
Some pressure drag, at a relatively low level, occurs even if the flow is attached, simply 
because of the uncambering of the surface by viscosity-induced flow displacement. How­
ever, once flow separation occurs, this drag component increases tremendously. Therefore, 
the foremost consideration for drag control is probably the avoidance of flow separation. 
Streamlining the object eliminates most of the pressure drag.
The remaining drag component is skin friction drag which is generally much smaller 
than the pressure drag component. This type of drag is the result of the no-slip boundary 
condition on the surface created by viscous shear stress at the surface, and can either be 
laminar or turbulent.
If the boundary layer formed on the surface of the object is laminar (Blasius velocity 
profile, for example) then we have an acceptable level of drag. However, as the flow speed 
increases, the fluid flow past the object eventually becomes turbulent. In fact, it is the
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Figure 1.1: Visualization of pressure drag
preservation of laminar flow to higher Reynolds number which is an obvious technique for 
obtaining skin friction reduction.
Most of the current research efforts are directed towards reducing the skin-friction drag 
associated with the onset of laminar-turbulent boundary layer transition. The skin friction 
drag reducing capabilities of compliant walls suggests possible increased vessel speeds and 
greater energy efficiency. Also, the maintenance of laminar flow over a body is known to 
greatly reduce noise emissions, thus giving submerged bodies a greater concealment from 
detection by others. Compliant walls can therefore be useful as an acoustic application.
The first major theoretical contributions to the study of hydrodynamic stability transi­
tion were made by Helmholtz [62], Kelvin [69], Reynolds [110], and Rayleigh [107,108,109]. 
Although these early investigations neglected the effects of viscosity, Rayleigh’s inviscid 
inflexion theorem shows that the second derivative with respect to 2 of the mean velocity 
proves to be a key issue in the explanation of hydrodynamic instabilities. Viscous effects 
were added in the early part of the 20th century, whereby Prandtl made a ground break­
ing discovery by introducing the concept of boundary layers. Orr [96] and Sommerfeld 
[122] went on to develop an ordinary differential equation (Orr-Sommerfeld equation) that 
governs the linear stability of two-dimensional disturbances in incompressible boundary- 
layer flow over a flat plate. Tollmien [131] and Schlichting [114] discovered convective 
travelling wave instabilities now termed Tollmien-Schlichting (TS) instabilities in bound­
ary layer transition, and Liepmann [81] and Schubauer & Skramstad [117] experimentally 
confirmed the existence and amplification of these TS instabilities in the boundary layer. 
To set an understanding of this type of instability, we can visualize this disturbance by 
remembering the image of water waves created by dropping a pebble into a still lake or
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puddle. In this image, the waves which are generated decay as they travel from the source. 
This is the case in boundary layer flow, except that the waves will grow in strength when 
certain critical flow parameters (e.g Reynolds number) are reached, which can lead to 
turbulent flow.
1.3 T he secret o f th e  D olphin
With relation to the numerous dynamical vehicles, the ongoing desire to improve their 
efficiency by means of drag reduction has driven researchers to study the perfections of 
nature. The presumption is that drag-reduction adaptations have evolved for improved 
efficiency and/or speed, thereby aiding species survival in the Darwinian sense.
The dolphin has long been known for its superiority over man-made vessels with respect 
to its superb hydrodynamic ability. Observers aboard high-speed ocean craft have often 
seen dolphins travelling at apparent speeds of at least 21 knots («  24.2 mph) and whales 
at apparent speeds of at least 30 knots («  34.5 mph), indicating a good performance in 
water, especially when it is accomplished with the aid of the “notoriously weak muscle 
motor” [74]. Sir James Gray was the first to remark in the scientific literature on the 
abnormal high swimming speeds apparently achieved by the dolphin (the so called Gray’s 
paradox). An analysis of torpedoes and submarines, of roughly the same dimensions as 
dolphins and whales, indicates that the sea animals either are much more powerful than 
expected or possess some method of reducing hydrodynamic drag.
To consider the drag on a moving dolphin leads to a discussion of Gray’s paradox.
1.3.1 D iscussion  of G ra y ’s P a ra d o x
The big discrepancy which Gray [51] suggested, based on energetics, to exist between the 
power apparently needed to overcome the associated drag at high speed, and the maximum 
power to be expected from the swimming muscles is incorporated by Gray’s paradox:
The drag of various underwater creatures had to be inordinately low to correspond to 
speed claims.
Gray used the following arguments. During vigorous exercise, a man is known to 
develop about 17 Watts of mechanical power per kg of muscle. If this factor is assumed 
to apply to whales then the power available in their muscles can be found as soon as the
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weight is known. But, the power needed to drive a rigid streamlined body through water, 
at a speed V, is given by the expression | pAV3Cf where Cf is the drag coefficient, p is the 
density of water, A is the surface area and V  is the speed [100]. Gray considered a dolphin 
swimming at 9 m/s (a generally accepted sustained swimming speed for the dolphin) and 
modelled the dolphin as a one-sided flat plate of length 2 m. The Reynolds number based 
on this length was approximately 20 x 106. Now, the Reynolds number for transition from 
laminar to turbulent flow does not exceed 2 to 3xl06 for flow over a flat plate. Thus 
Gray assumed that the flow would be mostly turbulent and so the dolphin body would 
experience a large drag force, and that for a speed of 9 m/s the dolphins muscles would 
have to deliver around seven times more power per unit mass than deemed possible. In 
fact, he found that the power met the demand only when the drag coefficient of laminar 
flow was used.
It should be noted that only small whales and dolphins have this power problem, in 
fact, Gray’s paradox doesn’t apply to whales over approx. 5 m in length. This result led 
Gray and others to argue that the dolphin must be capable of maintaining laminar flow 
by some extraordinary means. Unfortunately, nothing this good actually exists! Some 
explanations follow:
Gray’s first mistake was in approximating the dolphin by a flat plate and assuming 
the transition would be at the same place as that on the dolphin. Nowadays, we know 
that transition is delayed in favourable pressure gradients (accelerated flow) and promoted 
by adverse ones (decelerating flow) [116] thus, the transition part of the dolphin would 
actually occur near the point of minimum pressure-approximately half way along the body 
and so transition actually occurs at Reynolds number «  10 x 106. Hence the drag is much 
less and the power output is not much more than two times that required [27].
There is also more recent evidence that dolphin muscle is capable of higher output 
than other mammalia muscle [44, 43]. With this in mind there is much less to explain. 
Nevertheless there is still lots of evidence for the use of passive artificial dolphin skins, 
compliant walls, to maintain laminar flow.
After taking into account the laminar body shape of the dolphin, a rigid surfaced air­
foil, in comparison, still fails to compete with the extraordinary results of nature. So, how 
does the dolphin manage these high speeds using minimal energy?
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Although the problem has not been resolved, evidence exists which indicates that the 
unusual performance is attributed to hydrodynamic rather than to physiological factors. 
A large body of evidence suggests that cetaceans and many types of fish possess unusually 
low drag because their boundary layer remains laminar at high speeds, and does not 
become predominantly turbulent as in rigid bodies [82]. If the compliance of the dolphin’s 
skin is indeed the answer to their marvellous hydrodynamic ability, then the problem at 
its basic level is a question of stability.
The concept of using a compliant wall to postpone laminar-turbulent transition in 
marine applications originated with Kramer, who attempted to exploit the “dolphin’s 
secret” technologically.
When realizing how weak the propulsive power of the dolphin might be, for instance, 
in comparison with that of a man-made submarine, Kramer [70, 71, 74] became interested 
in investigating the hydrodynamics of the dolphin.
Some biologists suspected that the dolphin might establish a fully laminar flow at 
its skin during swimming which would reduce the drag of the dolphin to approximately 
one tenth of that encountered in a comparable man-made hull. This might explain the 
performance of the dolphin. However, biologists couldn’t explain how the dolphin might 
achieve this change in flow pattern and its corresponding reduction in frictional drag.
It was Kramer who undertook a study of the comparison of the hydrodynamic perfor­
mance between the man-made submarine and the dolphin. Since no convincing explana­
tion for a great hydrodynamic superiority of the dolphin had been found, he went on to 
thoroughly investigate the skin of a white-belly dolphin designing and producing various 
coatings to simulate the skin properties, then ran numerous tests to investigate their drag. 
His pioneering compliant coatings were based closely on the dolphin epidermis. As Car­
penter [21] pointed out, nature does not yield up her secrets easily, and thus undoubtedly 
Kramer had an imperfect understanding of the structure and function of the dolphin’s 
epidermis. Nevertheless, Kramer obtained 1.6 feet of laminar flow on a four foot body 
of revolution at a model Reynolds number of 1.5 x 107. This indicates a laminar flow 
Reynolds number of 6 x 106, even with a slight adverse pressure gradient at the nose. The 
body was covered with a special fluid backed resilient rubber coating. The hypothesis is 
that tiny disturbances in laminar flow, which normally build up to cause turbulence, are 
damped out by the resilient coating, thereby maintaining laminar flow. After a series of
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runs involving the body being towed at high speed through sea water, the coated model 
was found to have only forty per cent of the drag of an equivalent uncoated rigid model.
Kramer was convinced that the drag reductions observed were a result of the transition 
delaying properties of his compliant coatings. His studies gave an impression that these 
soft, resilient coatings may stabilize the laminar boundary layer and thus, the astonish­
ing hydrodynamic performance of the dolphin could be explained. In the early part of 
the 1960s, Kramer’s experiments led to a flowering of theoretical studies concerned with 
hydrodynamic stability and transition in boundary layers over flexible surfaces. Several 
able theoreticians were attracted to the problem. The work of Benjamin [9, 10], Lan- 
dahl [78], and Landahl & Kaplan [79] in particular have stood the test of time. Their 
research supported the case for achieving drag reduction through the use of compliant 
walls but also indicated the possibility of additional wall-based modes of instability absent 
in the rigid boundary case. Benjamin and Landahl laid the foundations for modifying the 
stability theory to account for the various boundary conditions at a compliant wall. In 
particular, Benjamin revealed the appearance of a least three different types of unstable 
waves, discussed in section 1.3.2. Several attempts were made to confirm Kramer’s results 
by means of independent experiments. All such attempts, however, apparently ended in 
complete failure as far as verification of Kramer’s large drag reductions was concerned. 
Despite Kramer’s apparent success, this state of affairs, combined with some apparently 
major inconsistencies between Kramer’s observations and theory, lead to general dismissal 
in the scientific and engineering community towards Kramer’s pioneering work on com­
pliant walls as a means of achieving transition delay. Consequently, little further work 
was undertaken on this topic until the 1980s, where a reassessment of Kramer’s work, 
among other things, has led to a revival in the interest of the application of compliant 
walls as a means of controlling the transition process in water. Kramer’s work still re­
mains controversial but, in contradiction to the earlier prevailing view, Carpenter and 
Garrad [23, 24] have demonstrated that in theory, at least, substantial transition delays 
were indeed possible with Kramer’s original coatings. It was also demonstrated that these 
original prototypes were close to the so called optimum walls, where the compliant walls 
optimum performance is realized through a critical choice of wall parameters. This brings 
about the delicate balance between reduction of flow based instability growth rates and 
the generation of wall-based instabilities of the type identified by Benjamin and Landahl.
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In a very real sense, however, this is past history since recent theoretical h  experimental 
work has amply confirmed that the use of wall compliance can lead to the substantial post­
ponement of laminar-turbulent transition and therefore is a viable method for transition 
control. Drag reductions, or equivalent transition postponement, of magnitude reported 
by Kramer have yet to be confirmed but, on the basis of present knowledge, there is no rea­
son to suppose that compliant coatings with even better performances will not ultimately 
be developed.
A substantial body of work followed and excellent theoretical contributions have been 
made by Carpenter & Morris [26] who used a plate-spring construction to represent an 
anisotropic compliant wall theoretically. Sen & Arora [119] and Yeo [137] modelled wall 
compliance with multiple layers of viscoelastic material.
In 1987, Gaster [47] made a breakthrough in carefully controlled experiments and 
Daniel et al. [32] assessed the effects of wall compliance on Tollmien-Schichting (TS) 
waves in flat plate boundary layers, their results confirming that wall compliance could 
indeed have a significant stabilizing effect on the TS waves thus delaying the onset of 
transition.
Comprehensive reviews of the experimental work have been made by Riley et al. [111]. 
Gad-el-Hak [45] and Carpenter [21] have reviewed the theoretical aspects of the work. The 
theory of Dixon et al. [37] have conservatively indicated six fold increases in the transition 
Reynolds number using specifically optimized viscoelastic compliant walls.
Compliant wall dynamics can be represented theoretically by using the plate-spring 
model of Carpenter and Garrad [23]. The observation that instability modes grow rapidly 
over rigid walls is perhaps the most significant difference between the transition process 
over a rigid flat plate and that over a compliant wall. The Tolhnien-Schlichting wave is 
what leads to transition over a rigid surface. Accordingly, it is clear that this is funda­
mentally an instability of the boundary layer flow. This type of wave is modified by wall 
compliance but, for the most part, its basic character remains unchanged.
Any hydroelastic instabilities can severely impair the benefits achieved by reducing 
amplification rates of rigid wall instabilities, so that in order for wall compliance to be 
most effective, wall parameters should ideally be selected to give marginal stability with 
respect to wall-based instabilities.
At present, we must note that wall compliance only finds practical relevance in marine
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applications. For the type of wall-flow interaction necessary in this technology, the den­
sities of the two media, fluid and solid, need to be comparable. Water and rubber-type 
materials are well matched and permit the construction of a robust compliant coating. 
However, this does not limit the future capabilities for the use of compliant surfaces on 
aircraft, for example.
The majority of the preceding research has concentrated on the effects of wall com­
pliance in relation to the two-dimensional flat plate (Blasius) boundary layer with zero 
external pressure gradient. In this case, the boundary-layer disturbances take the form 
of Tollmien-Schlichting (TS) waves which become destabilized by an essentially viscous 
mechanism. Cooper [29] states that wall compliance basically controls this type of insta­
bility by reducing the rate of production of disturbance kinetic energy by the Reynolds 
stress, by increasing the viscous dissipation and bringing in additional energy dissipation 
mechanisms. The effect of a compliant boundary therefore alters the ratio between en­
ergy production and dissipation, allowing the growth of boundary layer disturbances to 
be suppressed.
By reviewing the literature concerned with linear stability analysis of boundary layers 
over compliant surfaces, Carpenter and Garrad [23] developed a theoretical model for the 
compliant coating which resulted in an Orr-Sommerfeld equation with boundary condi­
tions representative of the compliant surface. The analysis consisted of numerically inte­
grating the Orr-Sommerfeld equation using Scott & Watts’ numerical scheme, SUPORT, 
specially developed for stiff equations. The basis of SUPORT is a variable-step Runge- 
Kutta-Fehlberg integration scheme designed for the solution of two-point boundary-value 
problems coupled with the stabilizing scheme of orthogonalization. Each time the solutions 
started to lose their numerical independence, the solution vectors were orthonormalized 
again before the integration proceeded further. The desired solution was then obtained by 
piecing together intermediate solutions. They obtained results from the numerical analysis 
of the stability of the Blasius flow over a rigid flat plate, which compared favourably with 
previously obtained theoretical and experimental data. They then studied a wide range 
of compliant surfaces based on Kramer-type models with encouraging results obtained for 
the transition delay (see the review of Carpenter [21]).
Questions like “what limits the transition-delaying performance of a compliant wall?”, 
“what is the greatest possible transition delay achievable?”, and <(what wall properties give
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the best performance?” have already been answered for the plate-spring compliant wall 
interacting with Blasius type flow [28, 26]. Theoretical studies showed that as the wall 
compliance is increased, the growth of the TS instability is progressively suppressed. In 
fact, if the wall were to be made sufficiently compliant the TS waves would be completely 
stabilized, resulting in the maintenance of laminar flow for indefinitely high Reynolds 
numbers. Surprisingly, this ideal situation cannot occur in practice since the compliant 
wall itself is a wave bearing medium supporting two classes of essentially wall-based waves, 
travelling wave flutter (TWF) and divergence, in addition to the essentially flow-based TS 
instability. Thus, when the wall is sufficiently compliant, both wall-based instabilities can 
develop into hydro-elastic instabilities and it is actually these wall-based instabilities that 
limit the transition delaying performance of the compliant walls. Carpenter & Morris 
[26] state that the divergence would destroy any transition-delaying capabilities and must 
therefore be avoided.
Kramer, in his early pioneering work, considered energy dissipation in the wall (damp­
ing) to be an important and beneficial property. He carefully optimised the level of wall 
damping in his tests to obtain the greatest possible drag reductions and suggested that 
damping acted to dissipate the energy transferred from the TS wave to the wall. It was 
shown by Benjamin [9], and confirmed in the present research, that this rather plausible 
explanation on the control mechanism is, in fact, false. Damping actually leads to in­
creased growth of the TS wave, that is, a destabilization of the TS instability. However, 
this does not mean that damping in the wall always has a deteriorating effect on the transi­
tion postponement. Damping in the original walls was probably successful in suppressing 
another mode of instability. This mode is a wall-based instability similar to the TWF 
instability in aeroelasticity. Damping reduces the growth of this type of instability and 
postpones its onset to a higher Reynolds number, rather than reducing the growth rate of 
the flow-based instability (TS) as first suggested by Kramer. Furthermore, the beneficial 
effect on the TWF type instability is much more pronounced than the adverse effect on 
the TS waves. In other words, the true role of damping in the Kramer coatings was to 
delay the onset of TWF, thereby allowing a more compliant wall to be used. The beneficial 
effects of increased compliance, in reducing the growth of the TS instability, more than 
offsets the damaging effects of damping [37]. Carpenter & Garrad [23] have studied the 
effect of a viscous fluid substrate on TS instabilities for Kramer-type surfaces. It appears
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from their results that some sort of interaction occurs between TS and TWF modes. In 
their paper a second island of TS instability was found at a fairly high Reynolds number 
and low wave number. However, due to their numerical techniques, it was not possible to 
obtain complete sets of neutral curves. Carpenter, Gaster & Willis [25] overcame these 
difficulties by using a compound matrix method showing that this second island shrinks 
rapidly with an increase in the viscous ratio of wall substrate to fluid and disappears 
completely when the substrate viscosity is approximately two and a half times that of the 
fluid. Thus they have shown that perhaps viscous damping can indeed have a stabilizing 
effect on TS instability when mode coalescence occurs, thus possibly explaining how a 
viscous substrate can have a beneficial effect on hydrodynamic stability.
In real aerospace and marine applications, boundary layers are usually three-dimensional 
and/or develop in a non-zero pressure gradient, which is likely to be adverse over some 
part of the surface. Little work to date has focused on the effects of three-dimensionality of 
the boundary layer on compliant wall performance, with the most recent major works by 
Carpenter, Lingwood, and Cooper on the rotating disk. Cooper [29] gives a comprehensive 
review of works on the rotating disk problem. If wall compliance is to become a practical 
means of maintaining laminar flow, then its performance under three-dimensionality must 
be critically assessed.
The instabilities arising in boundary layers under these flow conditions are of a dif­
ferent nature to the TS instability. We see the development of velocity profiles with an 
inflexion point as a result of the effects of an adverse pressure gradient or of the three- 
dimensionality of the flow. The presence of an inflexion point in the two-dimensional 
velocity profile supports the more powerful inviscid instability mechanism identified by 
Rayleigh [108], Lin [84] presented a physical reasoning for the occurrence of this type of 
instability. He considered the vorticity field associated with the mean flow and identi­
fied an instability mechanism qualitatively through momentum transfer arguments. The 
growth of disturbances by this mechanism continues to indefinitely high Reynolds number 
with amplification rates considerably higher than those of the TS instability. Therefore, 
it needs to be established whether passive wall compliance is capable of controlling dis­
turbance growth to a sufficient extent when this inflexion instability dominates.
Three-dimensional flows of research interest include boundary layers which develop 
over swept-back wings and rotating boundary layers, as well as those specific to other
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aerospace and marine applications.
Fully three-dimensional boundary layers are susceptible to an instability known as 
cross-flow which dominates the breakdown of laminar flow. This type of instability is 
only common to three-dimensional boundary layers. Previous workers have assumed that 
the instability is associated with a point of inflexion in the velocity profile which then 
promotes an instability mechanism dominated by inviscid effects resembling the Rayleigh 
instability of two-dimensional flows [108].
Discovery of the cross-flow instability is attributed to Gray [52], who observed, whilst 
studying the flow over swept wings, uniformly spaced vortices stationary with respect to 
the wing body prior to the onset of transition. This structure was not present in the 
two-dimensional flow. At the same time, these observations, now termed the cross-flow 
phenomena, were interpreted independently by the studies of Owen and Rendall [99].
Experimental work by Gregory et al [54] and Faller [40] has revealed the existence 
and nature of this shearing instability in a boundary layer whose mean flow is produced 
by a balance of viscous, Coriolis and pressure forces. Gregory’s mean flows were produced 
by a rotating disk and Faller’s by withdrawing fluid from the centre of a rotating tank. 
Both these mean flows are characterised by a rotation of the flow direction vector with 
increasing distance from the bottom. The instability appears as vortex rolls in the form of 
spiral bands, with axes of symmetry lying approximately parallel to the mean flow outside 
the boundary layer.
Major theoretical analyses relevant to the stability problem were initially presented in 
the paper by Gregory, Stuart and Walker [54]. Stuart established general equations for the 
stability of three-dimensional flows in terms of curvilinear coordinates for analyses based 
on the inviscid equations for the rotating disk case.
Through the use of china-clay flow visualization techniques a stationary vortex struc­
ture similar to that observed over swept wings was demonstrated. In this geometry, the 
cross-flow instability manifests itself in the form of co-rotating spiral vortices which spiral 
out towards the edge of the disk at a constant angle. The flow visualization study revealed 
two critical radii with the first occurring at the edge of the central laminar flow region 
where the spiral vortices first set in. Moving further outwards, a second radius identifies 
the onset of the transition process.
Brown [17], Barcilon [5] and Faller [41] also contributed to the study of this stability
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problem. Brown’s work was also confined to the rotating disk and to the related problem 
of flow over swept-back wings. This work consisted of numerical solutions of the Orr- 
Sommerfeld equation for given velocity profiles. Barcilon obtained analytic solutions of 
the perturbation equations with the mean velocity profile taken from the Ekman solution 
essentially appropriate to Faller’s rotating tank experiments. Barcilon did not, however, 
obtain values for the critical Reynolds number, since his method of solution was not 
accurate enough for the relatively small critical Reynolds numbers observed.
Faller & Kaylor [42] and Lilly [83] used finite difference methods to solve the eigenvalue 
problem for the system of ordinary differential equations obtaining the parameter values 
at which the instabilities occur. Lilly’s work indicated that the inclusion of Coriolis effects 
had a strongly stabilizing influence.
The following section gives a brief description of the classification schemes for insta­
bilities in the coupled compliant wall/fluid boundary layer problem which are often used 
as a means of identifying modes of instability. Also presented are basic definitions of flow- 
based (hydro-elastic) instabilities which can arise as a direct result of the presence of a 
compliant boundary.
1.3.2 Classification of instabilities
The presence of a compliant wall in boundary layer problems generates the possibility of a 
number of instability modes. This section will attempt to provide the reader with a clear 
description of the classification schemes for instabilities in the coupled compliant wall/fluid 
boundary layer problem often used to identify modes of instability. The basic descriptions 
of flow-based (liydro-elastie) instabilities arising as a direct result of the presence of a 
compliant surface are also presented below. The presence of a compliant wall in fluid 
boundary layer problems generates the possibility of numerous modes of instability, hence 
the need for a clear classification scheme for instabilities. The features of the instabilities 
associated with each classification category provide a means of identification of unstable 
modes in the type of flow system presented in this report. Figure 1.2 shows a basic 
diagrammatic representation of the flow types.
There are essentially three main ways of categorising instabilities which arise in the 
coupled fluid boundary-layer/compliant wall flow problem.
1. Convective verses absolute instabilities:
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Figure 1.2: Diagramatic classification of types of stability
This is the simplest form of classification and is applicable to any flow problem, 
since their definitions do not refer to wall compliance. A convective instability is 
defined as an amplification of a disturbance occurring as it moves downstream from
temporal description and are usually associated with disturbances which have zero 
group velocity resulting in disturbance kinetic energy not being convected away 
from its point of origin. Disturbances of this type grow indefinitely at a given 
location. Absolute instabilities thus tend to dominate other modes of instability and 
significantly affect the process of transition. However, it must be noted that it is not 
always the case that zero group velocity =>■ absolute instability.
2. Wall-based verses flow-based instabilities:
Compliant walls themselves are wave-bearing media. If a compliant wall is subject 
to an impulsive line load in the absence of fluid flow, surface waves travel outward 
along the surface to the left and right of the point of impact. These are the free 
surface waves. In the presence of fluid flow, the free-surface waves can develop 
into instabilities. They can also interact with other waves to form instabilities. 
Thus compliant surfaces bring about the possible occurrence of the so-called wall-
its point of initiation. So the growth of an unstable mode arises with propagation 
distance as opposed to growth in time at a fixed spatial location which is the classic 
temporal view of unstable disturbances. Absolute instabilities are analogous to the
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based or flow-induced-surface instabilities (FISI) above some threshold level of wall 
compliance. This type of instability occurs in the wall itself as a result of the action 
of the surrounding fluid on the flexible surface. Rigid walls do not have this type of 
instability.
Flow-based instabilities, however, are essentially modified flow instabilities which can 
arise in the presence of a rigid surface. Examples of flow-based modes are Tollmien- 
Schlichting instabilities (TSI) (the Rayleigh instability in two-dimensional boundary 
layers) and cross-flow instabilities (common to three-dimensional boundary layers).
Now there are two main types of wall-based (hydro-elastic) instabilities: travelling 
wave flutter (TWF) and divergence. The latter is basically induced by an imbal­
ance between the walls structural forces and the conservative hydrodynamic pressure 
forces generated by fluid disturbances on the surface. It has been identified as an 
absolute instability and so its presence is damaging to the prospects of using wall 
compliance as an effective means of transition delay. TWF is a convective instabil­
ity brought about by an essentially inviscid mechanism. It is characterised by high 
phase speeds close to the free-stream value and grows by the irreversible transfer of 
energy from the flow to the wall as a result of work done by the fluctuating pressure.
Both divergence and TWF have their origins in the free wave modes of the com­
pliant wall and the presence of wall-based instabilities introduces the possibility of 
coalescence with other modes to generate powerful new modes of instability.
1.3.3 E n e rg y  classification
The existence of flow-induced-surface instabilities promoted interest from Benjamin [9, 10] 
and Landalil [78], who talk about a classification of instability based on the effect of energy 
exchange between the wall and fluid and the response to damping in the wall. There are 
three types of instability within this classification scheme.
1. Class A (negative energy waves-NEW): Irreversible energy transfer to/from the com­
pliant wall has a stabilizing/destabilizing effect on the instability. Damping tends 
to destabilize this type of mode.
2. Class B (positive energy waves-PEW): members of this class are more conventional 
in that they are stabilized by wall damping and the effect of irreversible energy
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transfer in the wall/flow system is opposite to that of the Class A instability.
In their pure forms, the NEW and PEW can only become convective instabilities, i.e. 
grow exponentially until nonlinear effects intervene, as they propagate downstream, 
but do not grow with time at a fixed location. However, owing to their opposite 
energy requirements, NEW & PEW can combine to form a truly self sustained 
temporally growing instability, known as an absolute instability.
3. Class C: This type of instability is unaffected by both energy exchanges and wall 
damping. This type of wave can cause problems in the fabrication and maintenance 
of the coating.
The TS instability is an example of a Class A instability, the TWF belongs to Class 
B and divergence has been shown to belong to Class C.
The research described in this report is largely concerned with Tollmien Schlichting 
instabilities. In part IV, this is the only instability studied, although, the possibility 
of mode coalescence for the compliant surface case is noted, and results are discussed 
accordingly.
Part V focuses on the essentially viscous instability, type-2 (class A), occurring at 
low Reynolds numbers with the occurrence of the type-1 (class B) essentially inviscid 
instability briefly mentioned.
The final part of this report, part VI concerns the attachment line instability, namely 
a flow-based instability like the TSI.
1.4 O utline of contents
Following this brief introduction to the contents of this research, each major part will be 
preceded by a review of literature relevant to the particular problem in question.
P a rt II  provides a review of the numerical methods used for hydrodynamic stability 
analyses, with regards to the two-dimensional stability analysis over a rigid flat plate. The 
Orr-Sommerfeld equation is initially derived and historic stabilizing techniques for its in­
tegration discussed. The stabilizing techniques considered are the discrete, Gram-Schmidt 
orthonormalization and a continuous orthonormalization technique and a discussion on 
their suitability and accuracy for the relevant boundary layer problems is given. A new
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numerical framework for solving hydrodynamic stability problems is then developed. The 
new numerical framework uses exterior algebra as a starting point and compound matri­
ces in a coordinate-free way, thus eliminating the requirement for additional stabilizing 
techniques. The method is easy to implement and can confidently be extended for use 
in any dimensions. Due to its formulation, this new framework provides us with confi­
dence in its accuracy and applicability. Along with this numerical framework, another 
framework is also developed for obtaining asymptotic boundary conditions providing an 
effective numerical scheme for the generation of the starting vector required for shooting.
A commonly used numerical integration scheme - the fourth order Runge-Kutta algo­
rithm - is assessed and found to not preserve a required quadratic equation exactly. A 
class of implicit integration schemes - using the geometric Gauss-Legendre algorithm - is 
shown to preserve this equation automatically to machine precision and so is used in re­
placement of the explicit scheme. The new exterior algebra based framework is then tested 
by applying it to the well studied cases of Poiseuille flow and the Blasius boundary-layer 
flow problems, producing with great confidence, the most accurate neutral curves to date.
The sophisticated numerical methods package, AUTO, used for efficiency in the con­
tinuation of neutral stability curves is also discussed.
P a rt I I I  introduces the two-dimensional plate-spring model designed by Carpenter 
& Garrad [23] for the representation of the Kramer-type compliant surface. An adjusted 
model is then developed to incorporate three-dimensional effects for two separate studies. 
The first of these incorporates three-dimensionality in the most basic form using rotation 
effects in the system, that is, the effects of a compliant surface on the Ekman layer problem 
is to be studied as a prototype for this form of three-dimensional rotating flow. The second 
extension to a three-dimensional problem arises from the application to flow past a swept- 
wing, which is also directly applicable to the highly swept back fins of the dolphin. This 
motivation leads us naturally to the study of the effect of a compliant surface on the 
attachment line instability. The model for the three-dimensional compliant surface is 
further developed to enable the study of the effects of an anisotropic wall in the horizontal 
plane. The kinematic and dynamic boundary conditions at the compliant surfaces are 
derived in this part for use in the stability analyses in latter parts of this report. The 
numerical values for the compliant wall parameters are also discussed in this part, with 
values chosen relating directly to the measured parameters of Kramer’s best coating.
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P a rt IV  reproduces the two-dimensional stability analysis for the Blasius boundary 
layer interacting with the plate-spring compliant surface model discussed in part III. The 
analysis is carried out using, with confidence, the effective new numerical framework devel­
oped in part II. Curves of neutral stability are produced for a range of surface compliance 
and also a range of damping and tension coefficients. The results are discussed and com­
parisons made with corresponding results from analyses in the literature.
P a rt V carries out the analysis for the basic three-dimensional flow by means of 
introducing the effects of rotation. It is natural to use the Ekman velocity profile as a 
prototype for three-dimensional rotating flows. A non-inertial coordinate system is taken 
as a starting point and a new generalized non-dimensionalization scheme developed with 
emphasis on the Rossby and Ekman numbers. This is then implemented obtaining a new 
generalized set of coupled ODEs for the Ekman boundary layer problem.
The numerical framework developed in part II is effectively extended to three-dimensions 
and incorporated to produce a linear system in / \ 3(C6) for a stability analysis. The ini­
tial starting vector for the Ekman boundary layer problem is computed using the new 
framework along with the full correct asymptotic boundary conditions.
The most accurate curves of neutral stability to date are produced confidently using the 
sophisticated continuation package, AUTO, the continuation method of which is discussed 
in part II. The critical Reynolds number for the viscous type-2 mode of instability is 
computed and compared to the corresponding results in the literature.
The three-dimensional plate-spring model for the compliant surface developed in part 
III is incorporated and the effect of wall compliance on the type-2 mode of instability is 
assessed followed by a discussion of these new results.
P a rt V I studies the three-dimensional flow for application to flow past a swept wing. 
This analysis has great relevance to the analysis of a dolphin where all three types of the 
dolphins fins can be considered as swept back wings. This focus naturally leads to the 
stability analysis of the attachment line boundary layer flow interacting with a compliant 
surface. A non-dimensionalization scheme is implemented and the basic flow and coupled 
perturbation equations are derived for analysis.
The idea of spanning sets is used in this part to create the initial vector from the 
full correct asymptotic boundary conditions since the system is dependent on 2 at infin­
ity. The accuracy of the code is checked by making a comparison with stagnation flow
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stability results from Wilson & Gladwell [136]. Curves of neutral stability are produced 
for the flow past a rigid swept wing. The model for the three-dimensional anisotropic 
compliant surface developed in part III is incorporated and the effect of wall compliance 
on the attachment-line instability is assessed by means of a linear stability analysis using 
the new numerical framework developed in part II, followed by a discussion of the new 
results.
Finally, P a rt V II draws general conclusions from this study and suggests possible 
areas of interest for future work
P A R T  II
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N u m erica l m ethods fo r  h ydrodynam ic s tab ility
Part II: Numerical methods for hydrodynamic stability 
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Overview
The aim of this section is to review the historic numerical methods for hydrodynamic 
stability issues. The most common historic method of orthonormalization is critically 
reassessed and found to not be completely satisfactory for problems that depend ana­
lytically on a parameter. A new numerical framework initiating from exterior algebra is 
introduced and tested using the well know Poiseuille and Blasius flows obtaining compa­
rable results to corresponding results in the literature. The remainder of this part is as 
follows. A review of theoretical and experimental work is given to provide some historical 
background to this hydrodynamic stability problem. Chapter 3 introduces the governing 
Navier-Stokes equations which are used to derive the flow stability equation, the well- 
known Orr-Sommerfeld equation, using linear stability theory. The eigenvalue problem 
which results from this analysis is solved numerically, first using a well known historic 
shooting method. This shows the need for orthogonalization which is required in order 
to overcome certain numerical difficulties associated with the Orr-Sommerfeld equation, 
and is discussed in Chapter 4. This technique is then discussed in Chapter 5 and shown 
to not preserve analyticity. An introduction to a new numerical framework, not requiring 
orthogonalization, comprising a new coordinate free formulation of the compound matrix 
method, is then given. This new framework is tested by solving the associated eigenvalue 
problem numerically along with an appropriate Runge-Kutta integration scheme to deter­
mine neutral curves for the rigid flat plate for two chosen flow fields, namely, the simple 
plane Poiseuille pipe flow and the Blasius flow field. The results produced are compared 
with historic results for these two problems and the conclusion drawn that this exterior 
algebra based numerical framework is indeed a simple and accurate scheme for solving 
stiff linear ODEs.
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2.1 R eview  o f T heoretical and E xperim ental W orks.
The object of this section is to describe qualitatively the position and significance of 
boundary layers in fluid flows.
An important achievement in viscous-flow theory came in 1904 when Ludwig Prandtl 
postulated that a flow with small viscosity about a solid body can be divided into two 
regions: a very thin layer in the neighbourhood of the body, the boundary layer, where 
friction plays an essential part, and the remaining region outside this layer, where the 
forces due to friction are small and may be neglected. To set the idea of a boundary 
layer, consider a solid plate placed in a uniform flow of a fluid of low viscosity. Figure
2.1 represents diagrammatieally the velocity distribution in such a boundary-layer at the 
plate, with the dimensions across it considerably exaggerated. The fluid immediately 
adjacent to the plate surface is at rest relative to the plate, while in the flow field far 
from the plate, the influence of the viscosity is not felt and so the flow exhibits no shear 
deformation. The influence of viscosity is confined to a thin region close to the plate, 
where the transverse velocity gradient is large and though the viscosity is small, the shear 
stress becomes significant and the fluid velocity continuously changes from zero on the 
surface to the uniform flow velocity. Thus, the plate is covered with a thin layer called 
the boundary layer. In front of the leading edge of the plate the velocity distribution is 
uniform. With increasing distance from the leading edge in the downstream direction the 
thickness, 5, of the retarded layer increases continuously, as increasing quantities of fluid 
become affected. The thickness of the boundary layer decreases with decreasing viscosity.
Boundary layer theory finds its application in the calculation of the skin-friction drag 
which acts on a body as fluid moves over it: for example the drag experienced by a flat 
plate at zero incidence, the drag of a ship, or of an aeroplane wing.
When a semi-infinite flat plate is placed parallel to the flow direction in a uniform flow 
of velocity U, a boundary layer develops along it. The thickness of the boundary layer, 
denoted S gradually increases in the stream-wise direction and the flow within it usually 
remains laminar until the Reynolds number, R e = ~  reaches an order of 105, where L is 
some characterised length scale and v is the kinematic viscosity of the fluid.
The equation of Orr and Sommerfeld owes its name to two scientists of the early years 
of last century; Orr was Irish and Sommerfeld was German. Independently, they derived
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Figure 2.1: Sketch of boundary layer 011 a flat plate in parallel flow at zero incidence
and studied the equation bearing their names. This equation arises during a normal mode 
analysis of a parallel flow solution U = U(y) to the Navier-Stokes equations. That is, 
u(y)e/ax~ojt^  is the stream function of a two-dimensional disturbance to U, resulting in 
the famous Orr-Sommerfeld (OS) equation. The parameters in this equation are: R e, 
representing the Reynolds number, a. the wave number, and c =  iu, the wave speed. The 
independent variable, y, is assumed to vary over some open interval I. In the original 
form of the equation, the interval I  is finite, say — 1 < y < 1. With this, the only steady 
solutions to the Navier-Stokes equations satisfying no-slip on the boundaries are
1. Plane Couette flow: U(y) = y ,
2. Plane Poiseuille flow: U(y) =  1 — y2, or
3. Some linear combination of 1. and 2. , where U =  (?7(y), 0 ,0)T.
The OS equation has been used to predict instability of boundary layers, jets, shear layers 
and other unbounded flows, so that I  becomes an interval such as [0,oo) or (—00, 00). 
The first person to employ the OS equation for boundary layers obtaining results appears 
to have been Tietjens [129]. A few years later, Tollmien [131] explained these results and 
computed the critical Reynolds number for flow over a flat plate.
The simplest example of the application of the boundary-layer equations is given by 
the flow along a very thin flat plate. Historically, this was the first example illustrating the 
application of Prandtl’s boundary-layer theory; it was discussed by Blasius in his doctoral 
thesis at Goettingen. Let the leading edge of the flat plate be at x — 0, the plate being 
parallel to the a-axis and infinitely long downstream. Let us consider steady flow with a 
free-stream velocity, 11^ parallel to the a;-axis. The velocity of potential flow is constant
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in this case, thus, =  0. The boundary layer equations then become
du dv _  
dx dy ’
du du d2u
U~di + Vdy =
u = v — 0 for y =  0 and u = Uoo for y =  oo.
Since this system has no preferred length, it is reasonable to assume that the velocity 
profiles at varying distances from the leading edge are similar to each other, which means 
that the velocity curves u(y) for varying distances, x , can be made identical by selecting 
suitable scales for u and y. These scale factors are naturally the free-stream velocity, 
U0o, and the boundary layer thickness, S(x) respectively. Noting that the boundary-layer 
thickness increases with the distance x , the principle of similarity of velocity profiles in 
the boundary layer can be written as u/Uoo = f(y/5), where the function f  must be the 
same at all distances x  from the leading edge. The boundary layer thickness can then be 
estimated from the exact solutions of the Navier-Stokes equations as 5 =  f fv x /U ^ .  Now 
by introduction of a new dimensionless coordinate, y — y/5 y = yyjyjff, the equation 
of continuity can be integrated by introducing a stream function ip(x,y) such that
j) =  y/uxUoofiy) ,
where f(y)  denotes the dimensionless stream function. Thus we can now find the velocity 
components:
dip dip dy ,
u = a Y W ^  = t W  (,7)’
the prime denoting differentiation with respect to y. Similarly, the second velocity com­
ponent is
d i p  1  v X J v o ,  , ,  n
v = ~ d i = N — (7,f ~ f ) ■
Calculating the derivatives of these with respect to both x and y and the second deriva­
tive with respect to y, substituting these into the boundary layer equations and finally 
simplifying we obtain the following ordinary differential equation famously known as the 
Blasius equation.
f  f"  +  2 / y// =  0.
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with the boundary conditions:
/  =  0, f '  = 0 for ?7 =  0; f '  -A 1 as 77 —»■ oo.
This resulting differential equation is non-linear and of third order, thus the three boundary 
conditions are sufficient to determine the solution completely [135].
The Blasius equation appears exquisitely simple, however, the analytic evaluation of 
the solution of the Blasius differential equation is quite tedious. Blasius obtained this 
solution in the form of a series expansion around 77 =  0 and an asymptotic expansion for 
very large 77, the two forms then being matched at some suitable value of 77. The resulting 
procedure was described in detail by L. Prandtl [104]. Some years earlier Toepfer [130] 
solved the Blasius equation numerically by the application of the Runge-Kutta method. 
The same equation was solved again, this time with increased accuracy, by Howarth [65].
I will now provide a review of some of the historic work on the numerical approach of 
the Orr-Sommerfeld equation.
Owing to the fact that the OS equation is a linear ordinary differential equation, a 
natural question arising is: Why can’t it simply be solved numerically? The answer to this 
question is that it has been solved: Thomas [128] solved the OS equation for Poiseuille flow, 
determining its eigenvalues by using the matrix method, Gaussian elimination. This set­
tled the dispute of whether plane Poiseuille flow was unstable above some finite Reynolds 
number. Details on numerical schemes for unbounded intervals, however, were not widely 
available until the 1960s. One of the many reasons for this was that much of the appropri­
ate research in the 1950s was classified. It was Brown [16] who was the first to solve the OS 
equation, on [0,00) with the Blasius profile, numerically. A flood of papers followed and 
an excellent account of the early work is given by Betchov and Criminale [12]. Since then, 
Osborne [98], Jordinson [66], Orszag [97], Davey [33], Mack [88] and Grosch & Orszag [57] 
among others have stimulated much further research. Here attention will be given to the 
last paper.
Grosch and Orszag [57] used a numerical approach to the OS equation 011 finite inter­
vals. What they examined in their paper is the effect of mapping the infinite interval into 
a bounded one by an algebraic transformation or by an exponential one. Both
< =  1 -
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and
c =  - J L -y + L
map [0,oo) —>■ [0,1) so what effect will it have on the numerical solutions? They answer 
this question by confirming that an algebraic transformation is preferred for the equations 
of boundary layer theory since solutions approach their limiting values at an exponential 
rate. In particular, for the OS equation they employed
which maps [0,oo) -* [—1,1). This different finite interval means Chebyshev polynomials 
can be used. The value of the Chebyshev method is such that it is widely used by many 
researchers on related equations in fluid mechanics. This use of mapping is employed in 
chapter 9 of this report, to solve the Blasius equation by Chebyshev polynomial methods 
and also in part VI to obtain Chebyshev coefficients for use in the attachment-line sta­
bility analysis. However, in this report, the matrix method was not used to solve the OS 
equation on a semi-infinite domain, since significant problems arise from mapping the infi­
nite interval onto a finite interval resulting in approximations of the asymptotic boundary 
conditions being taken.
Part II: The Orr-Sommerfeld equation
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The Orr-Sommerfeld equation
The main area of research of the subject of hydrodynamic stability is the Orr-Sommerfeld 
equation, a fourth order linear ordinary differential equation with complex non-constant 
coefficients. This equation governs the stability of laminar boundary layers in the parallel 
flow approximation. The Orr-Sommerfeld equation is obtained by linearizing the Navier- 
Stokes equations about a parallel shear flow, and using a Fourier-Laplace transformation 
in the homogeneous directions.
3.1 D erivation  o f th e O rr-Som m erfeld equation
Consider the two dimensional, Navier-Stokes equations
ux*+Vy*—0 (incompressibility condition), (3.1)
ub* +  u*u*+ +  v*u*+ +  ip*. =  uAu* , (3.2)
v f  + u*t£. + +  ip j .  =  vAv* , (3.3)
where, v is the kinematic viscosity, p is the fluid density and Au* — —R. _j_ Here,
ox* dy*
the * indicates that the variables are dimensional.
The equations of motion require mathematically tenable and physically realistic bound­
ary conditions at the solid surface. Now since we are studying the flow of a liquid in contact 
with a solid surface, the molecules are so closely packed and the mean free path is so small 
that fluid particles contacting the wall must essentially be in equilibrium with the solid, 
and so the liquid will stick to the wall. Thus, we take as a hypothesis that the boundary
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conditions are u* =  v* = 0 at y* = 0, this is known as the no-slip condition, and the fluid 
region is —oo < x* < +oo , y* > 0.
Now, our basic flow equations are extremely difficult to analyse, thus we must concen­
trate on casting them in a more efficient form. This is accomplished by non-dimensionalizing 
the equations and boundary conditions, which not only yields the minimum number of 
flow parameters but also places them in the correct context. We make them dimensionless 
by dividing them by constant reference properties appropriate to the flow. To do this, 
we introduce the new variables, u =  x — y — t — , v = j j -  and
p = fljjr- Note that steady flows have no characteristic time of their own, hence we choose
P V  OO
to non-dimensionalize time using the characteristic reference, residence time. Substituting 
these into equations (3.1),(3.2) and (3.3), we obtain
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+ u
(3.6)
These are the respective dimensionless Navier-Stokes equations. Note that R e =  is
the Reynolds number.
3.2 Linear Stab ility  A nalysis
Working with equations (3.4) to (3.6) we shall assume the existence of an equilibrium 
state. That is, we shall assume that we have found a laminar flow solution to these 
equations of the form (C/(y), 0, P(x)), where the first component, U(y), is the velocity 
in the ^-direction and the second component represents the y-velocity and is zero. For 
example, Poiseuille flow is obtained by taking U(y) — y( 1 — y), V — 0 and the pressure 
P(x) =  c\x +  c2. In order to establish some stability characterisation of the flow problem, 
a space and time-dependent perturbation field, e[u,v,p], is imposed on the basic flow field, 
where e is an arbitrary constant introduced to represent small perturbations or infinitesimal 
disturbances.
The linear stability of the basic flow field is determined by substituting the superim­
posed variables given by equations (3.7), (3.8) and (3.9) into the governing equations, i.e., 
the continuity and Navier-Stokes equations. We subtract out the original steady state
u(x,y,t)  =  U{y) +  eu(x,y, t) 
v{x,y,t) =  0 +  eij(x,y,t) 
p(x,y,t) = P(x) + ep(x,y,t).
(3.7)
(3.8)
(3.9)
equalities and linearize with respect to the perturbation quantities about the basic state, 
that is, we can neglect terms of 0 (e2) and smaller (occurring in the nonlinear convective 
acceleration). Thus,
ux +  % =  0 becomes —  (U(y)) +  ux +  vy — 0
U x + V y  =  0  .
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Equation (3.5) becomes
U-t + (U (y) +  U ) UX + V (U y  + U y )  + (Pa; -+ px) — —  A(U  -t- u),
if we neglect the higher order terms, we are left with
Ut +  Uux + vUy +  Pg; +  Pa; — TT A P + —  Au . (3.10)
lie _rte
Note that, by substituting our equilibrium solution, [P(p), 0, P(x)] into the Navier-Stokes 
equation we obtain
Ut + UUx + VUy + Px =
Re
1
AU
^  Px = —  A P ,ILq
thus, we can cancel Px with -^-AU in equation (3.10) to obtain
ut +  Uux +  vUy +px = — A u
Pp.
Similarly, equation (3.6) becomes
Vt +  ( U  +  U)  Vx +  {/Uy +  Py =  A u
and neglecting nonlinear terms, we obtain
Vt + Uvx +py = —  AuKp
(3.11)
(3.12)
thus, we now have our linearized system of pdes for u, u and p, with U assumed to be 
given. That is, we have the following system of linear equations.
ut +  Uux +  vUy +  px -  —  Au = 0
Hq
Vt  + Uvx +py -  —  Au =  0
■tie
U x  +  Vy  =  0
where Uy = ^ .  With boundary conditions
u =  u = 0 at p =  ± 1 .
(3.13)
(3.14)
(3.15)
(3.16)
These linearized equations are only valid for infinitesimal perturbations and results should 
be interpreted with this in mind. Any stability results determined using this method do
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not indicate stability of the basic flow with respect to finite disturbances for which the
non-linear terms, assumed negligible here, must be included.
The perturbation quantities can be modelled either as spatially or temporally devel­
oping disturbances. Although the spatial theory, first proposed by Gaster [46], is more 
physically realistic in cases when the instability is described as convective, for neutrally 
stable disturbances, the two methods are equivalent and the temporal method is generally 
more easily implemented. Thus, since the main purpose of this linear stability analysis is 
to determine neutral boundaries, the perturbation field is assumed to be made up of an 
exponential time component, therefore developing temporally with amplitude functions 
dependent on the spatial variables. Note that we have specified our basic state, £/, to 
vary in one direction only, say the ^/-direction, that is, we have assumed a locally parallel 
basic flow. Since y is the coordinate normal to the wall, we assume that the component 
V  across the layer is negligibly small («  0) and further assume that U «  U(y). The 
disturbances are also assumed to be parallel flows. Having done this, the most general 
form of disturbance is a set of one-dimensional travelling waves whose amplitudes vary 
with y (Tollmien-Schlichting waves). We can thus, systematically reduce the disturbance 
equations to a single ordinary homogeneous differential equation for the variation of the 
disturbance. With all this in mind, we specify the similarity solution form for the general 
solution of the linear system of PDEs
All disturbances have wave number a, propagation speed c, frequency to — ac and are
indications of laminar flow instability. The component of the time exponent is —iu — 
—iac — A, where A = A,. + i \ i  is complex valued with the real part of A (A,.), giving the 
temporal growth rate.
Substituting this form for the perturbation, namely, (3.17) , (3.18) and (3.19), into our 
system of PDEs removes time and some space derivatives. Thus, equation (3.10) becomes
u(x,y,t)  
v (x ,y , t)
P(x, V,t)
(3.17)
(3.18)
(3.19)
historically referred to as Tollmien-Schlichting waves which are the first (infinitesimal)
A - V y e ^ - ^ )  =  0 (3.20)
(3.21)=$■ iau +  vy = 0 .
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Equation (3.11) becomes
+ U + Uy ( v e ^ - ^  +  i a p e ^ - ^  =  f - A u . (3.22)
Now, A u = 'Yp +  , thus, from (3.17),
= i V u e ' M
OX
and
<92u
<9y2
r92
A-H e*—-"*) 
o y 2
and so, substituting these expressions into (3.22), we obtain
. ~  T T -  ~  T T  ~  • ~  1 (  d2 2-zuu  +  U za u  +  UyV +  zap  =  —  I — a
Re \  dy
u
Equation (3.12) becomes
-icjve^ax- ^  +  U ( iave^ax~ ^ )  +  pyei{ax~ ^  = ~ A v  , 
\ j  R q
and since, Av = , from (3.18) we have
Av =  i2a2vei(-ax- ‘,t'> + f f y eKo,x-wt)
dy2
(  92 2 1 -=  I -  ce l we
Finally, substituting this expression into (3.24) gives
• ~ Tr- ~ ~ 1 (  d2 a \ ~-lojv +  Uzav + py = —  I -  a: j t>
(3.23)
(3.24)
(3.25;
We also have the boundary conditions, u — v = 0 at y — 0. Thus, equations (3.21) 
(3.23) and (3.25), form a system of linear ordinary differential equations involving thro 
variables, ft, v and p with complex coefficients. These ODEs are second order in u, v ant 
first order in p. We reduce this system of ODEs to just one equation in the following waj 
If a 0, we can solve equation (3.23) for p
1 /  d2iap =  —i(Ua — u)u — Uyv + (
Re \
Rearranging equation (3.21) we have
d y 2
— a  u . (3.26
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and so, substituting (3.27) into (3.26) we get
i ap  =  i (E/a -  u ) v y ( f t  _ a- , .
Now, differentiating equation (3.28) with respect to y gives
io tpy =  U v yy +  VyUy — — (UyVy +  VUyy) +  ^  ^ ^ ^ 2
(3.28)
1 , rr „rr i (  d2 a  vJyy
Jyy
=> Py — J 2 {°J J  u )Vyy , Uyy +«a
that is
d 2
i?ea 2 ^d?/2
f t  =  -  ">««, +  ty y y v  +
— a ]  vJyy •>
— a \ v.Jyy -
Now, substituting (3.29) into (3.25) we obtain
-iw®  +  U ia v  +  A (aC/ _  w)Sw +  L U y iv  +  J _ _  ^  5yy =  i -
that is
(3.29)
a 2 ) v,
• / rr \~ i  t  r r  \ ~  * rr ~ 1  (  d 2 o\ \  (  St{aU _  u)0 _  _ (« £ /  -  « )«*  +  -17W„ =  _  ^  « j  „ -  _  f _ 'yy •
Making the substitution, v = f  { the dimensionless disturbance amplitude) and rearrang­
ing yields
1
a .i
i(aU -  u) U  -  =  —  ( r f -  -a
d2
Re \d y 2
a t - - 2  *"az
rearranging further gives
i f  r ‘
RP V a 2
<t>"
-2<t>"+ a24>\ + i ( a U - w )  U - C )  +-U"<j> =  0.
a 4 a
Finally, multiplying through by a 2 yields the required Orr-Sommerfeld equation.
{(j)"" — 2a2 f"  + a 40) — i(aU — w)((f)" — a 2</>) + iaU" f> =  0
Re
(3.30)
The secrets of infinitesimal laminar-flow instability lie within this fourth order linear 
homogeneous equation first derived independently by Orr (1907) and Sommerfeld (1908). 
It is the eigenvalues of this equation that determine the stability of the parallel basic flow.
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The boundary conditions are that the disturbance, u, v must vanish at infinity and at any 
walls (no-slip). Now the continuity relation shows that if u = 0 => v' = 0, hence the 
proper conditions on the OS equation for boundary layers are:
u(0) =  u7(0) =  0, lim v(y) = lim v'(y) =  0 .
y —Yoo y —Y oo
In spite of the relative simplicity of the Orr-Sommerfeld(OS) equation, it can not be solved 
explicitly except for rare cases. Therefore, the majority of results known, concerning the 
stability of fluid flows governed by the OS equation, have been determined numerically 
[38]. In theory, a solution to the OS equation with appropriate boundary conditions would 
correctly simulate the flow of a real Newtonian fluid over a body in two-dimensional flow.
During this research we wish to analyse the stability of various fluid flows past a 
compliant surface in comparison to the stability of corresponding flows past a rigid flat 
plate. This requires the use of appropriate numerical techniques. The following section 
illustrates a historical numerical method using the simple plane Poiseuille flow velocity 
profile.
3.3 N um erical m ethod s-Sh ooting  techniques
Parabolic Poiseuille channel flow is one of the simplest laminar flow solutions. Its main 
feature consists of a pressure gradient between fixed walls so that U(y) = U ^ l  — y2). A 
review by White [135] states that Thomas [128] analysed this profile as one of the first 
applications of the digital computer to the Orr-Sommerfeld equation. White also states 
that it was also the occasion for one of the last of the asymptotic analyses by Shen [120] 
who computed the value of the critical Reynolds number to be R ec = = 5,360 and
corresponding critical wave number ac = 1.05 with a five per cent accuracy level. A 
subsequent machine calculation by Nachsheim [91] gave a critical Reynolds number of 
Rec — 5,767 again with corresponding wave number ctc =  1.02.
The Orr-Sommerfeld equation has three parameters, a , R e and c. We assume that 
the disturbances grow temporally so that the wave number, a, is taken to be real and 
positive, while the wave speed, c, is in general complex. Since the OS equation and its 
boundary conditions are both homogeneous, it follows that what we are talking about is 
an eigenvalue problem. For a given profile, U(y) and U"(y), only a certain continuous but
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limited sequence of these parameters (the eigenvalues) will satisfy the OS equation and its 
boundary conditions. The mathematical problem is to find this sequence which has the 
following functional form for temporal growth of disturbances
f ( R e,a,c,',a) — 0 ,
where the subscripts r  and i mean real and imaginary parts, respectively. Our interest 
lies in the case of neutral stability. In this case, for fixed values of Re and a, the basic 
flow is deemed to be linearly unstable if the perturbations grow exponentially in time, i.e., 
the imaginary part of c, (q ) is positive, (c* > 0), and hence stable if C{ < 0. Thus, the 
aim is to find those combinations of the wave number, a, and Reynolds number, Re, for 
which the fluid flow changes from being stable to unstable. These points are then plotted 
to form, what is known as The Curve of Neutral Stability, where the locus of these neutral 
points, Ci — 0, or in practice, c; «  0 to some reasonable computational accuracy, forms 
the boundary between stability and instability.
If we rewrite the Orr-Sommerfeld equation in the following form
0"" +  ( -2 a 2 -  iaRe (U(y) -  c)) 0" +  (a4 +  iasRe (U(y) -  c) + iaReU"(y)) 0 =  0
N v '  '---------------------- v -----------------------'
a (y,c) b(y,c)
and using the velocity profile for Poiseuille flow, U(y) = 1 — y2 for — 1 < y < 1. Then for 
fixed values of a and R e, these equations define an eigenvalue problem for the complex 
eigenvalue c.
The Orr-Sommerfeld equation is a fourth order linear boundary value problem. A 
number of numerical techniques can be employed to solve this eigenvalue problem. But, 
because of the convenience and power of codes for the initial value problem, historically, a 
popular way to solve boundary value problems is by initial value methods. The approach 
is called a shooting method. The following subsection introduces this numerical technique 
and moves on to describe its application with respect to this specific problem.
3 .3 . 1  A pplication  of shooting m ethod to Poiseuille flow problem .
Shooting techniques for linear equations are based on the replacement of a linear boundary 
value problem by two initial value problems. To do this, we consider the transformation
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of the problem into a linear system of ODEs of the form
uy =  A(y,A)u, U 6 C 4 (3.31)
where A E w C €  is a complex parameter, A is a function of wave number and wave-speed,
(A =  —iac) and A(y, A) is a 4 x 4 matrix depending analytically on A and — 1 < y < 1.
Since u and uy represent the vertical and horizontal velocity respectively, the system
has two homogeneous boundary conditions imposed at y =  — 1 and two at y = 1 for the 
linearization about Poiseuille flow (see figure 1.1). These boundary conditions are given 
by zero normal velocity and no-slip.
u ( - l )  =  u '( - l )  =  0 ,
u (+ l) =  u '(+ l) =  0 .
Rewriting these using the basis consisting of the standard four vectors, ei, e2, e3 and e4 
we have
(ei, u (± l, A)) =  (e2, u (± l, A)) =  0,
where (.,.) is a standard inner product on C4. Now, with the above setup, the system
(3.31) is an eigenvalue problem with eigenvalue parameter A.
Due to the symmetry in the problem, and eigenfunction issues discussed in section 
(7.4), the natural approach to integrating (3.31) would be to integrate the induced system
U„ = A (y, A)U, U(j/)|y=0 =  Uo £ C4*2 (3.32)
from 0 < y < 1, where the initial conditions are chosen to be two linearly independent 
and orthogonal vectors. That is, the columns of Uo span the two dimensional subspace 
which satisfies the boundary conditions at y =  0.
The induced system, (3.32) is then integrated with a numerical method of sufficient 
accuracy, such as the fourth order Runge-Kutta algorithm, from y = 0 to y =  1. Imposition 
of the boundary conditions at y =  1 then leads to a complex analytic function D(A) whose 
zeros correspond to eigenvalues of (3.31) [18].
Let u =  [ui u2], then numerically integrate the ODE 3.32 from y = 0 t o y  =  + l  
using an integration method such as the fourth-order Runge-Kutta to obtain ui(y, A) and 
u 2(y, A). The general solution for our boundary value problem, uy = A (y, A)u, satisfying 
the boundary condition at y = 0 is then given by the expression
u(y, A) =  «iui(y, A) + a2u2(y, A) (3.33)
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Figure 3.1: Schematic of plane Poiseuille flow
for some complex constants ai and a2 and A =  —iac.
These constants are determined by applying the right hand boundary conditions, 
namely: (e i,u (l, A)) =  (e2,u (l, A)) =  0 which leads to
(note that A(A) is a complex function of a complex variable). Thus we calculate A(A) and 
use Newton’s algorithm to converge its value to zero. For the majority of this report, code 
is written in F o r t r a n  7 7 .  Parameter values for the OS equation are required, positive, 
real values for the wavenumber, a and Reynolds number, Re are assigned and a good guess 
for the wave-speed, c G €, is necessary for convergence to occur.
3.3.2 E v a lu a tio n  o f th e  sh o o tin g  m e th o d
This shooting method strategy is not always effective, unless the Reynolds number is 
small. When the Reynolds number is large, the shooting method becomes unstable. This 
problem is illustrated in the next chapter using a model example. The resolution to this 
problem will be presented in chapter 5.
M
The trivial solution of this is =  0. In order for A G C to be an eigenvalue we
require |a i |2 +  |a2|2 0, which is equivalent to the determinant, A(A) =  det(M(A)) =  0
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Linear parameter-dependent system s of ODEs
The numerical solution of the Orr-Sommerfeld equation is bound to present some problems, 
since the highest order term f>"" is multiplied by the small factor and so, the solutions 
are non-regular as the Reynolds number becomes very large. That is, the equation (3.31) 
is stiff. Stiffness occurs when there are two or more very different scales governing the 
solutions. The two solutions ui and U2 in (3.33) are initially linearly independent, however, 
this independence is lost as the steps of the numerical integration proceed. Further, 
asymptotic analysis shows that of the four independent solutions needed, at least one of
i
these, (j) 4 say, grows at the rate exp (Re) [135]. Now, since are of order unity, they
must somehow be kept separate in the computation. This effect is a purely numerical 
problem due in part to computer roundoff/truncation error. In this case, ui and U2 
contain parts of the rapidly varying viscous solutions, f>4, which tend to dominate the 
slower varying components and become increasingly more dominant as the integration 
proceeds. If this loss of independence is not checked, the result is a rapid accumulation 
in the numerical values of the solutions and this parasitic growth then renders the results 
meaningless.
To illustrate these difficulties associated with solving the eigenvalue problem of the 
Orr-Sommerfeld equation, a fourth order ODE with constant coefficients is used as a test 
equation. This type of equation is useful since we know the general solution, and so, can 
easily check the code output.
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4.1 Fourth order O D Es and N um erical problem s encoun­
tered: a test case
Consider the following fourth order ODE with constant coefficients
U"" -  2m "' -  m U "  -  324U’ -  18017 =  0. (4.1)
To find the general solution, let us assume the solution takes the general form U(y) = Aeyy. 
Substituting this into equation (4.1) we obtain
(/i4 -  24y3 -  169/i2 -  324/i -  180) =  0 ,
which can be factorised to give
(/i +  l)(/i + 2)(/i +  3)(/i — 30) =  0. (4.2)
Thus, our general solution is a linear combination of exponentials with the roots of (4.2) 
as its exponents, namely
U(y) =  a\e~y +  a2e~2y +  a3e~3y +  a4e30y , (4.3)
where ai, a2, a3,Q4 are arbitrary constants.
Numerical problems arise due to the inability of the computer to handle the huge value 
of e30y « l x  1013, when y = 1. However, suppose the following boundary conditions are 
imposed on the ODE for 0 < y < 1
17(0) =  0 , 17(1) =  e” 1 -  2e-2 + e“ 3 ,
U'(0) -  0 , U'(l) = - e " 1 +  4e-2 -  3e~3 .
Using these boundary conditions, expressions for the coefficients a i . . .  <24 in equation (4.3) 
are given by
U (0) — 0 =9- 0 =  cl\ -f- a2 +  03 04
U'(0) =  0 =£■ 0 =  — 01 — 2a2 — 3a3 +  30a4 
17(1) =  e" 1 -  2e-2 + e~3 =s>
e-1 — 2e~2 +  e-3 =  oie-1 +  a2e-2 +  a3e-3 +  a4e30
U'(l) = —e-1 + 4e-2 — 3e~3 =y
—e_1 +  4e-2 — 3e~3 =  —aie-1 — 2a2e~2 — 3a3e-3 +  30a4e30 .
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Solving the above equations gives ai =  1, a2 =  -2 , a3 =  1 and <24 = 0. Thus, the 
general solution which satisfies the four boundary conditions is
U(y) =  e~v -  2e~2y +  e“3y .
Hence, mathematically, the imposed boundary conditions have eliminated the large prob­
lem term, e30y.
By setting up the ODE as a linear vector-matrix system in standard form in R4 for 
coding and by letting u\ =  U, u2 — U\ U3 — U" and u4 =  U"‘, we obtain
U y  = Au
where
u  =
U2
U3
A =
V u4 /
Let us define four standard unit vectors
/ l \
0
u G f  .
0 1 0 0
0 0 1 0  
0 0 0 1
180 324 169 24
ei =
0
v°/
e2
f o \  
1 
0
V0/
e3 =
f o \  
0 
1
\ ° /
e4 =
f o \  
0 
0
V 1 }
and introduce the general inner product as
(u, v) =  U \ V i  +  U2 V2  +  U3V3  +  U4V4  ,
where u represents complex conjugation. That is, each component of the vectors u and v 
multiplied together and then summed. Then we can rewrite the boundary conditions in 
the following vector form.
(e i,u (0)) =  0
(e2,u (0)) =  0
(e!,u(l)) =  e_ 1 - 2 e ~ 2 +  e-3
(e2,u (l)) — —e_1 + 4e-2 — 3e-3
(4.4)
(4.5)
(4.6)
(4.7)
For example, the boundary condition (4.4) corresponds to U(0) = 0  since (4.4) means 
1  x  ui(0) + 0 x  w2(0) +  0 x  u3(0) + 0 x  n4(0) — 0 wi(0) — 0. Now, u\ in the system
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is equivalent to U, thus U(0) = 0 is satisfied.
Even though we have shown that the solution from the boundary conditions does not 
involve the large term, e30y, numerically, the solution will run to this large value since 
it emphasises the errors introduced at each iteration. An explanation of what occurs 
numerically is given below.
4.1.1 A lg o rith m ic  a sp ec ts  o f th e  n u m erica l in te g ra tio n  using  sh o o tin g  
m e th o d s
Integrate the linear system (3.31) twice using two different starting vectors. That is, 
integrate
u[ =  A ui with ui(0) =  e3 . (4.8)
and
u '2 =  A u 2 with 112(0) =  e4 . (4.9)
from y =  0 to y =  1, where prime denotes differentiation with respect to y and use 
an accurate numerical integrator such as the fourth order Runge Kutta method. The 
general solution satisfying the boundary conditions at y =  0 is then defined by u(y) =  
ciUi(y) + c2u2(y). This solution, however, does not necessarily satisfy the right hand 
boundary conditions, thus, we determine the constants c\  and C2 by imposing the remain­
ing boundary conditions. That is, (4.6) and (4.7) respectively become
(ei, c iu i( l ) + c 2u 2(l)) =  a-i (4.10)
(e2, c iu i(l) + c 2u2(l)) =  a2 (4.11)
where, a\ = e~l — 2e~2 +  e~3 and a2 =  —e_1 +  4e~2 — 3e-3 .
Thus, equations (4.10) and (4.11) can be written as a matrix equation
/  (e i,m (l)) (e i,u 2(l)) \  (  Cl \  /  ax \
\  ( e 2 , u i ( l ) )  ( e 2 , u 2 ( l ) )  )  \ c 2 )  \  «2  /  ’
where (e i,u i(l)) is the first component of the vector ui and (e2,u i(l)) is the second 
component of the vector ui, similarly for the vector u2. If we rewrite this as
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then the constants c4 and c2 can be obtained easily by finding the inverse of the matrix 
M and calculating
Cl \  = MT1 (  0,1 V (4.12)
c2 /  \  a2 J
Mathematically, M is not singular, so an inverse exists. Numerically, however, the com­
putations may lead to an M which is almost singular (determinant near zero). This is
because, when integrating u 4 and u2 they are both attracted to the vector associated with 
the e30y term, and so, may lose linear independence. The code, written in Fortran 77, was 
first checked using the following well-posed problem:
U"" +  10/7'" +  35/7" +  50/7' +  24/7 -  0, (4.13)
which has general solution
XJ(y) =  aie~y +  a2e~2y +  ase~3y + a4e~4y .
The boundary conditions imposed are Z7(0) =  Z7'(0) =  0 , (7(1) =  e_1 — 2e~2 +  e~3 and 
/7'(1) =  —e-1 + 4e-2 — 3e~3. Thus the solution is equivalent to that of equation (4.1), 
namely
[/(j,) =  e~y -  2e~2y +  e“ 3y .
R esults
A comparison of the results for the well-posed problem, (4.13) and ill-posed problem (4.1) 
are set out below.
The following results were obtained using a standard fourth-order Runge-Kutta inte­
gration procedure.
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Current Value of Y Absolute error
1.0D-03 2.12D - 13
2.0D-03 9.98 D~7
3.0D-03 3.98 D~6
5.0D-03 1.59 D“ 5
1.0D-02 7.96D“5
0.10000 8.05-D-3
0.20000 2.67 D~2
0.30000 4.95 D~2
0.40000 7.2QD~2
0.50000 9.37 D~2
0.60000 0.112
0.70000 0.126
0.80000 0.136
0.90000 0.141
1.00000 0.147
Current Value of Y Absolute error
1.0D-03 9.98D-7
2.0D-03 2.98 D~6
3.0D-03 4.9 QD~6
0.40000 2.24D“4
0.40100 2.23 D~4
0.70000 1.23 D~4
0.70100 1.22 D~4
0.90600 5.13 D~5
0.90700 5.10 D~5
0.99900 2.45D" 5
1.00000 2.42D-5
Table (a) Table (b)
Table 4.1: Table (a): Numerical errors for the well-conditioned problem, Table (b): Nu­
merical errors for the ill-conditioned problem
Prom Table 4.1 (a), it can be seen that the program solves the ODE with acceptable 
accuracy. However, when numerically integrating often occurring ill-conditioned problems, 
the errors grow exponentially. Table 4.1 (b) shows results obtained from numerically 
integrating the ill-conditioned problem
U"" -  24Z7'" -  169U" -  324U' -  180U =  0, (4.14)
using the same numerical methods carried out on the well-posed ODE, (4.13).
The main numerical difficulties in integrating the Orr-Sommerfeld equation using 
shooting come about because it is highly unstable. This highly stiff, and also unstable, 
characteristic makes the use of conventional numerical schemes impossible.
One remedy is to avoid numerical integration altogether and set up the OS equation as
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a finite-difference problem, with eigenvalues found by inverting a large matrix. However, 
this method is limited to a growth factor of about 108 in the dangerously increasing 
solution, <j)4, say.
A second remedy is to use double precision arithmetic which has the disadvantage that 
it does chew up much more computer time but offers the advantage that it increases the 
allowable growth factor to about 1018 and with todays computers, the computing time 
is really not effected too much, thus double precision will certainly be used throughout 
the numerics in this research. However, without some form of stabilization, we are still 
restricted to low Reynolds numbers.
A breakthrough in numerical accuracy was made by Kaplan [68], who devised a scheme 
for purifying the small solutions by subtracting from them at each integration step a 
quantity proportional to the faster growing solution, thus preserving their linear inde­
pendence. Kaplan’s procedure allows growth factors as large as IO40 corresponding to 
Reynolds numbers as high as Re = 104 (Betchov & Crininale [12], Landahl & Kaplan 
[79]). Finally, Kaplan’s scheme was generalized rigorously by Bellman and Kalaba [7] into 
a Gram-Schmidt orthonormalization procedure for ensuring the linear independence of 
the numerical solution. The Gram-Schmidt approach is one of the most well known ap­
proaches to addressing this linear dependence problem and has proved useful in providing 
a stable numerical solution of an ODE of sufficient accuracy by elimination of the growth 
problem arising from numerically integrating these ill-conditioned problems. This method 
was used in boundary layer computations by Wazzan, Okamura and Smith [133] where 
results allow for a growth factor of IO80 or Reynolds number up to 105 which covers almost 
any practical case of boundary-layer instability. The Gram-Schmidt procedure along with 
other useful methods shall be addressed in the next chapter.
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Maintaining linear independence numerically
The numerical instability illustrated in Table (3.2) can be eliminated by forcing the 
columns of U to remain linearly independent. Let U =  (u4 u2) then one way of en­
suring numerical independence of the solution over the whole integration range is to keep 
the vectors u 4 and u2 mutually orthogonal. This means that as the vectors start to lose 
independence, some form of normalization process is required. We start by defining or­
thogonality and go on to introduce techniques that have been formulated to deal with 
maintaining it.
5.1 O rthogonality
In a two dimensional space, vectors u 4 G I 2 and u2 G R2 are orthogonal if they are at 
right angles to each other. However, in higher dimensional spaces, it is their inner product 
that determines orthogonality.
Let
ui
t  un  ^ 
1*21 
<*31 
\  <*41 /
and u2 =
(  U\2 ^  
<*22 
<*32 
V <*42
Then u 4 and u 2 are said to be orthogonal if their inner product is zero, that is, if
(u i,u 2) = 0 .
L in ea r D ep en d en ce  
D efinition
If for some non-zero constant c, u2 =  cui, we say that vectors u4 and u2 are linearly
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dependent.
Now, the initial vectors for the numerical integration (i.e. at y — 0) in section 2.1.1 are 
chosen to be
/  0 \
U l f y ) | y = 0  =
/ o \  
0 
1
v°y
and u2ty)|y=o
0 
0
V1/
These initial vectors are orthogonal and linearly independent. However, as the steps of the
numerical integration proceed, orthogonality is lost and in fact, the two vectors become
close to a multiple of one another, hence, almost linearly dependent.
In a well-posed problem, two vectors will not necessarily remain orthogonal but will main-
'  1  \  ,  /  o  xtain linear independence. For example, and
0
are orthogonal and linearly
independent. Whereas, and are not orthogonal but are still linearly in-
\  a /  \  1 J
dependent for any finite a E M. Hence, orthogonal => linear independent, but, linear 
independent orthogonal. Thus, to ensure that two vectors remain linearly indepen­
dent, we shall orthogonalize the two vectors at certain iteration points of the numerical 
integration.
A key question is what constitutes a loss of numerical independence and how often 
should this re-orthonormalization take place? This question shall be addressed in the next 
section.
5.2 G ram -Schm idt O rthogonalization
One simple rule which is effective when in conjunction with fixed time step integrators is 
to perform re-ortlionormalization each time the magnitude of one of the vectors exceeds 
some specified value.
Gram-Schmidt orthogonalization is a discrete orthogonalization technique where the 
Gram-Schmidt algorithm is applied to the columns of (3.32) every few time steps. This 
criterion proves easy to incorporate and efficient to compute. Once a suitable value for 
this tolerance on the magnitude, M, say, is decided upon for the particular problem at 
hand then the orthonormalization process is as follows.
Let ui and u2 be two linearly independent vectors. The aim of Gram-Schmidt orthog-
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onalization is to produce two new vectors which are orthogonal, the procedure of which 
follows. Let the two linearly independent vectors be defined as
ui = U2l and u 2  =
^31
U22
u 32 
(  u 42 /\  W41 /
> M  then ui is normalized to give a new vector vi. That is, we scale ui so that 
it has unit length. The length of a vector is defined to be
Thus, we define a new vector variable vi, such that
1
so that vi is the vector ui scaled with unit length. The second vector is then made or­
thogonal to this new first vector using the Gram-Schmidt transformation. This is achieved 
by defining a new vector, v 2 ,  such that
v 2  =  u 2  -  ( u 2 , v i ) v i .
then, checking orthogonality between the two vectors,
< v 2 , v i )  =  ( u 2 , v i )  -  ( u 2 , v i ) ( v i , v i )
= 0 ,
since ( v i , v i )  = 1. Thus, the new vector v 2  is orthogonal to vi. The second vector can 
now be normalized, however, this is not essential. To normalize v 2  so that it has unit 
length, we set
It is desirable for efficiency of computation to have the minimum number of re- 
orthononnalizations whilst maintaining the required degree of accuracy in the eigenvalues. 
For a given number of integration steps a value of M = 1000 was found to be sufficient and 
this typically resulted in around 10 re-orthonormalization steps in the integration process 
for the integration of the Orr-Sommerfeld problem. As a rigorous test on this value of
1
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M, results were compared to eigenvalues obtained with re-orthononnalization performed 
at every integration step. The results of this test revealed 110 change in the eigenvalues 
indicating the suitability of the chosen value of M, for this class of equations.
Once we have obtained the values of the required solution constants, cx and c2, from 
the program combining orthogonalization with numerical integration of an ODE, it is 
necessary to scale these constants back to obtain their true values. In matrix form, the 
transformation at each step can be represented as
[viv2] =  [uxu2]H , 
where [vxv 2] and [uxu2] are 4 x 2  matrices and H is the 2 x 2  matrix
The global transformation is achieved by calculating the matrix H j at each iteration, j , 
where orthogonalization takes place. These are then multiplied together and the true 
values of the required solution constants are calculated from
where c~i and c2 are the constants obtained from the program using orthonormalization.
5.2.1 P ro o f  of how  o rth o g o n a liza tio n  w orks
Let us look in general at the problem, uy — A(y)u where u G i 4, We initially have two 
vectors, ux (y) and u2 (y) and so, are required to solve the following two problems:
(  1 ~ < U l, U 2 >  \
P in  I M I I M P
H = (5 .1 )
V 0 r a r  /
\ ° J
o \
u2y = A(y)u2 with u2(0) =
‘ 0
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Let us, thus, define a 4x2 matrix such that
u (y)  =  [ u i ( y )  U 2 (j/)] =
Ull u u  
^21 U22
^31 W32
U41 U42
Then, U (y) satisfies
— U (y )= A (y )V  with U(0) =
0 0 
0 0 
1 0 
0 1
For illustration, we shall now apply Euler’s method to this differential equation.
Let IP  =  U(yi) where yi =  ih and h is the step size of each iteration. Euler’s method 
leads to
U i+1 =  IT +  hA{yi)Vl 
= [l + h A iv i)]^  
=  LiTP
with U 1
/  0 0 \
0 0 
1 0
\  0 1 }
where Lj =  I +  hA(yi). Therefore, the discrete version of the problem can be written in 
the form U i+1 =  L*IP. So,
U 1 =  L0U° 
U2 =  L iU 1 =  LiLoU0 
U 3 =  L2U 2 =  LsLiLoU0
IT  = Ln_1U)l- 1 = L n_1Ln_2 . . .L 1L0U°
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assuming each Lj is invertible, where L =  Ln_iLn_2 ... IuLq.
This procedure will now be repeated applying orthogonalization at each integration 
step. At some i> suppose the 4 x 2  matrix IP  has linearly independent columns. Applying 
the Gram-Schmidt procedure to the two columns of IP  gives
y i  =  jji-fti ^
so, V z is a matrix with orthonormal columns (orthogonal and of unit length). Now, 
initially we have
/  0 0 ^
0 0 
1 0
V°  K
After the first iteration of the Euler method we have, U 1 =  LoU°. Applying the Gram- 
Schmidt procedure to U 1, we obtain our orthogonalized vector, V 1 — U 1H 1. It then 
follows that
U 2 =  L iV 1 =  L iU 1! ! 1 =  L x L o ^H 1.
Applying the Gram-Schmidt procedure to U 2 to orthogonalize the vectors produces V 2 = 
U 2H 2, and so
U 3 =  L2V 2 =  L2U 2H 2 =  L2L1L0U °H 1H 2
u  =
U?rtto = Ln_1Ln_2 . . .L 1L0U °H 1H 2 . . .H n- 1 
=  L (U °H ),
where H = [ Ik i1 and L is defined previously.
Hence, in comparison with the result obtained without orthogonalization, the initial 
data has been adjusted by H. Using LU° =  Un and U™rtho = LU°H we obtain
Un = U ^ „ H - 1. (5.2)
Using orthogonalization, at the end of the iterative process we have However, we
want to apply the boundary conditions to U n. Now,
(  ..o rth o  ..o rth o  \Un  u12
ortho
..o rth o  ..o rth o  
“ 21  “ 22
..o rth o  ..o rth o631 32
..o rth o  ..o rth o  
\  U41 u 42
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and U" =  U ^ H - 1.
Lem m a
If ci and c2 are the values of the constants found using then the required values
of the constants for the original problem are obtained by
the proof of which follows:
P roof
From equation (5.2) we have
LI ortho ~  U nH .
The boundary conditions are
(e i,U nc) =  boundary condition 1 
(e2,U nc) =  boundary condition 2 ,
that is
Thus,
< * n  <*12 \  I ci \  I boundary condition 1
< * 2 i  <*22 /  \  c2 /  \  boundary condition 2
(ex, U 70K 0H  xc) =  boundary condition 1 
(e2,U ” .fftoH _1c) =  boundary condition 2
and, this can be rewritten as
<*n <*12 \  / i s I ci \  I boundary condition 1  ,
(H_ ) =  I • (5-3)
<*2i <*22 J \  °2 J \  boundai'y condition 2
Now, let
/ <*11 <*12M =
\  < * 2 1  < * 2 2
rearranging (5.3) we obtain the required solution constants
ci \ , I boundary condition 1
-  HIVT1
c2 /  \  boundary condition 2
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as proposed.
The Gram-Schmidt orthonormalization technique will now be put to the test and 
results compared with those obtained by Bellman & Kalaba [7].
5 .2 .2  Com parison w ith  results in Bellm an &; K alab a
Reconsidering the ill-conditioned ODE, (4.1), which has general solution of the form
U(y) — aie~y +  a2e~2y +  ase~3y + a4e30y . (5.4)
Let us focus our attention on the particular solution
U{y) =  e~y- 2e-2y +  e~3y , (5.5)
which satisfies the initial conditions
u ( 0) -  0,
U'(0) -  0,
U"(0) =  2.0,
U'"(0) = -12.0.
In addition, it satisfies the following conditions, at y =  1,
U( 1) =  e-1 — 2e-2 + e~3 «  0.146996,
U'( 1) =  —e-1 +  4e” 2 -  3e“ 3 »  0.241005 x 10_1.
We shall attempt to determine the function U(y) given in (5.5) as the solution of (4.1) 
subject to the boundary conditions U(0) =  0, U'(0) — 0, U(1) =  0.146996, U'( 1) =
0.0241005.
By employing the method of complementary functions with the Runge-Kutta inte­
gration procedure, using an integration interval of 0.01, Bellman & Kalaba [7] obtained
disappointing results for the values of the solution constants, ci =  -0.609136 x 10-2 and
c2 =  0.365481 x 10—1, which, theoretically, should be 2.0 and -12.0 respectively.
Bellman & Kalaba state that the difficulty lies in the fact that the characteristic 
values associated with the differential operator in (5.4), namely, (-1,-2,-3,30) differ greatly
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in their real parts. This means that one of the complementary functions will dominate 
the others and make it difficult to determine what linear combination of complementary 
functions satisfies the given boundary conditions. It is this problem that is referred to as 
ill-conditioning.
To remedy the situation, orthogonalization was used on the same problem which pro­
duced values of the solution constants, namely, 1.9999997 and -12.000003, which are very 
close to the exact results (For details see [7] pages 101 - 103).
When trying to reproduce these results, I found that the ill-conditioning of the problem 
was not great enough to give poor results without orthogonalization. This is most probably 
due to my use of double precision as opposed to single precision adopted by Bellman & 
Kalaba. I found that adopting single precision for the iterative procedure was enough 
to obtain disappointing results, and have shown that with orthogonalization added, the 
problem is resolved and accurate results are obtained. Thus, it is clear that for more 
extreme ill-posed problems, orthogonalization will need to be employed for an accurate 
result to be obtained. In the next section, I discuss an example of an ill-posed problem 
where the orthogonalization procedure is essential.
5 .2 .3  A  general 4th  order, ill-posed, O D E  requiring orthogonalization
Consider the general 4th order ODE
U"" +  (6 -  a)U"' +  (11 -  <5a)U" +  (6 -  11 a)U' -  QaU = 0 , (5.6)
which has a general solution of the form
U(y) =  Aie“» +  A 2e ~ 2v + A3e~3y + A ieay. (5.7)
If boundary conditions are as those adopted for the ill-conditioned ODE 4.14 then the 
solution is
U{y) = e~y -  2e~2y +  e~3y .
Thus, this allows me to enter different values of a, for testing the efficiency of the 
orthogonalization procedure for different degrees of ill-conditioning. That is, by increasing 
a, the ODE takes the form of an ODE with a greater ill-conditioning factor, i.e. the 
difference between one of the roots of equation (4.2) and the others, is increasing.
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Value of a Constants No orthogonalization Orthogonalization Exact value
40.0 ci 2.4185880478486 1.9936699314336 2.0
C2 -14.511528287092 -11.999999924767 -12.0
50.0 ci 1.2207403824221D-03 1.9916283630386 2.0
C2 -7.3244422945328D-03 -11.999999928085 -12.0
60.0 Cl 1.4189431530464D-07 1.9895637320747 2.0
C2 -8.5136589182782D-07 -11.999999930293 -12.0
100.0 Cl -7.2299327440303D-24 1.9809734801837 2.0
C2 4.3379596464182D-23 -11.999999934704 -12.0
Table 5.1: Comparison of the accuracy of results for various degrees of ill-conditioned 
problems with and without orthogonalization.
R esults
The code using Gram-Schmidt and an explicit fourth-order Runge-Kutta method, was 
tested against that written without the orthogonalization procedure. Both programs use 
single precision and the number of steps in the integration is 5000. That is, the step 
size h — 0.0002. The results in table 5.1 show the effectiveness of the Gram-Schmidt 
orthogonalization technique.
From table 5.1, it is obvious that orthogonalization is necessary when numerically 
integrating ill-conditioned problems.
Now that the basic description of the Gram-Schmidt orthogonalization has been cov­
ered, the following subsection will discuss the method of orthogonalization in a complex 
space, since my research will involve numerically integrating the complex Orr-Sommerfeld 
equation.
5 .2 .4  O rthogonalization in a com plex space
Let us first look at the case of a two dimensional subspace of Cn. Initially, we choose two 
linearly independent vectors, u 4 € Cn and u2 G Cl . Orthogonalization works by defining 
new vectors
v i  =  u i ,
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v2 =  u 2 -  (w i,u 2)w i,
where
viWi =
w2 =
IIVI || ’
V2
I|V2 || ’
with ||u|| =  (u, u), and
(a, b) — a\bi +  a262 +  a3&3 H—  • + anbn = dibi,
i= l
where a denotes the complex conjugate of a. Thus, u i ,u 2 are linearly independent, v i,v 2 
are orthogonal, and w i,w 2 are orthonormal.
Verification th a t vi and v2 are orthogonal
(v i,v2) =  (ui, u 2 -  (w i,u 2)wi)
=  ( u i , u 2 )  -
=  (u i,u 2) -
  (w i, u2) (u i, Wi) 
(u i,u 2) (u i,u i)
llm ll llu ill
(u i,u 2) "2
(Ul’U2> ||ut || ||ui||
= (u1}u2) — (u1,u 2)
= 0 ,
Q.E.D.
Let us now consider the three dimensional case. That is, initially we choose three linearly 
independent vectors, ui € Cn,u 2 G Cn and u3 G C1. Then orthogonalization is carried 
out by defining new variables
vi =  u i ,
v2 =  U 2 -  (w i,u 2)w i,
V 3 =  u 3 -  (wi, u3)wi -  (w2, u 3)w2 ,
where
vi
W i
w 2 —
W 3 =
IIVIII *
V2
IIv21| ’
V3
llvsll '
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Now, we have already shown that v 4 is orthogonal to v2. Thus, we need to show that v4 
is orthogonal to V 3  and v2 is orthogonal to V 3 .
Verification th a t v4 is orthogonal to  V3
(v i,v3) =  (v i,u 3) -  (w i,u 3)(v i,w i) -  (w2,u 3)(v i,w 2) .
Note that (vi, w2) vanishes, since it only involves terms of v4 and a multiple of v2 (from 
w2), and we have previously shown that v4 and v2 are orthogonal. Thus, we have
(v i,u 3) (v i,v i)(v i,v 3) =  (v i,u 3) -
=  (vi,U3> -
Kill ||ui||
(v1} u3) ||u i ||2
Kill Kill
=  (v i,u 3) -  (v i,u 3)
=  0 ,
Q.E.D.
Similarly, it is easily that (v2,v 3) =  0.
In general, given k initial linearly independent vectors in Cn we ortliogonalize by 
defining the following new vectors
vi =  111,
v2 =  u2 -  (w i,u2)w i,
V3 =  u3 (wi, u3)wi -  (w2, u3)w2 ,
A;—1 
j = 1
where
viwi =
IIVIII ’
W h =  Vfc
l|v*|| '
The algorithm above carries out discrete orthogonalization in a complex space. Although 
this discrete method is very effective, improvements in terms of accuracy and efficiency 
can still be made by using a very neat continuous method. The theory and application of 
which is stipulated in the next section.
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5.3 C ontinuous O rthogonalization - Integration  on a M ani­
fold
In this section we shall consider the method of continuous orthogonalization as analogous 
to integrating on a manifold. Since this method of orthogonalization is continuous, it is 
thus more efficient than that of the previously described discrete Gram-Schmidt proce­
dure. Let us explain the idea by applying the procedure to a three-dimensional case.
Consider the ordinary differential equation uy =  Au where u G l 3 , Let us take some 
starting value in R3. Integration yields some trajectory as shown by the solid line in Figure
(5.1).
If we have a unit sphere and choose a starting point lying on it’s surface, the trajectory 
obtained from integrating the ODE will not stay on the surface of this sphere, but will 
wonder freely in R3. Integration on a manifold forces the trajectory to stay on the surface 
of the sphere. Thus, visually, we take a point on the trajectory, draw a line from this point 
to the origin thus intersecting a point on the surface of the sphere.
Mathematically, this means that, instead of solving the ODE, uy =  Au, we solve for 
h(y) and v(y), where
v (y ) =  u ( y ) h ( y ) , (5.8)
w ith  v  G R3 and h G R and
<v(y),v(y)) =  vl + v l  + v l  =  1,
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namely, the condition to stay on the surface of a unit sphere. Thus, from equation (5.8) 
we obtain the following ODE
Vy =  U  y l l  +  U  l l y
— Au h + uhy
— Av + v/l_1fty.
Taking ft-1/iy =  y(y), we therefore have that v(y) and h(y) satisfy the following coupled 
differential equations,
Vy =  Av + vy (5.9)
hy = hg . (5.10)
Hence, visually, if we take the value on the sphere, v(y), and multiply by h~1(y) we obtain
the corresponding position on the original trajectory. This step must therefore be applied
after integration is complete in order to obtain the solution of our original ODE.
5 .3 .1  D eterm ination of g
Before we can implement this procedure, we need to determine g. We said that v has to 
lie on the surface of a unit sphere. Thus, differentiating the condition for the trajectory 
to stay on the surface of the sphere, namely, (v(y), v(y)) gives
2(v(y), Vy) =  2vivx + 2v2v2 +  2v3v3 =  0 ,
where v(y) =  vy. Thus, from this we can find g.
0 =  (v, Vy) =  (v, Av + vy) =  (v, Av) +  (v, v)y
(v, Av) ,
=*■ g =  — 7 r- =  ~<v, Av)(v,v)
and since we know A and v, we know y. Hence, integrating equations (5.9) and (5.10) 
with y as above will mathematically keep v on the sphere.
5 .3 .2  A pplicatio n  of the continuous orthogonalization technique to an 
equation in four dimensions
Suppose we have the following differential equation
Uy =  A u  w ith  u e l 4 ,
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with two homogeneous boundary conditions at y = 0.
Let U (y) =  [ui(y)ju2(y)], a 4 x 2 matrix with ui (0) = e3 =
/  o A
0
1
\ 0 /
and 112(0) = e4
Then, if uy =  Au is a “well behaved” equation, we would integrate
Uy =  AU with U e R4*2
from y = 0 to y = 1 and apply the two boundary conditions at y = 1.
Now, we devise an algorithm to restrict this problem to a manifold. Starting with
/ o \  
0 
0
V 1
Uy =  AU with U € j 4 x 2
and
(  0 0  ^
0 0
1 0
1 J
U(0) =
we let
V(V)= U (!/)h (»),
where V G R4x2 and h G l 2x2. Now, the condition for orthogonality of the columns of V 
requires that V(y) satisfy
r  /  1 0V V = I2 =
0 1
that is, if V = [i>i|v2] then V r  =
v f
V?
and
V V -
(vi,vi) (u! ,t;2)
<V2,Ul) (v2,v2)
Therefore, since (vi,v\) = 1 (unit length) and (ui,u2) =  0 (condition for orthogonality) 
VTV = I2 4  Dj G I 4 and v2 G R4 are orthonormal. Note that this generalization of the 
sphere is called a Stiefel Manifold
V fc(Rn) =  {M G Rnxfc : MTM =  l k} ,
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so, when k = 1 then M  is a vector and so MTM =  1 => a sphere. When, for example,
k = 2 and n — 4, we have a five dimensional surface in M4x2 — M8. We can say this
because each column of the matrix is an independent vector with four entries, Hence, we
can vary each entry independently => V — [ u i K ]  G IR8 (see T.J Bridges [14] for details on
the OS equation on a manifold).
We now need to obtain an equation for V and an equation for h. To obtain these 
equations, let us differentiate V(y) =  XJ(y)h(y)
Vy = Uyh + Uhy =  AUh + V lK hy . (5.11)
If we let h-1hy =  g (y) then we obtain the following coupled system
Vy = AV + Vg (5.12)
by = hg. (5.13)
Following Bridges [14], we determine g by using the requirement that V must stay on the 
manifold, which yields (after some calculations)
g(y) =  - s y m (V TA V ), (5.14)
where, sym(m) — mT± m 7 the symmetric part of a square matrix m.
Now, Davey [35] used the whole matrix VTAV for orthogonalization instead of just the 
symmetric part as used in this report. It has since been shown that Davey’s choice of g (y) 
maintains linear independence but does not correspond precisely to orthogonalization.
5 .3 .3  Testing - Continuous v  D iscrete
This method of continuous orthogonalization, obtained by restricting the solution to a 
manifold, was tested using the model with constant coefficients stated in equation (5.15) 
below, and the results were compared to those obtained using the Gram-Schmidt method 
of orthogonalization.
4>,m +  (a2 -  b2)(f)n +  a2b2(f) = 0, (5.15)
with boundary conditions: <£(0) =  <f>'(0) =  0, 0(1) =  cos(a) — cosh(5) and <f/(l) = 
—asin(a) — 6sinh(6). This problem has the exact solution
0(y) =  cos (ay) — cosh (by)
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The linear system for this problem was set up and the code written in F o r t r a n  77, to 
solve the following coupled system
Vy =  AV + V g,
h y  =  h g ,
where
1 0 
0 1 
0 0
0 \  
0
1
 ^ a2b2 0 b2 — a2 0 y
g =  -sy?n(VTAV) =  - - V r AV -  - V TA TV
Z  Z
=  -ivr(A + AT)V
and the initial conditions are
f  0 0 >\
V(0) =
0 0 
1 0 
0 1
and h(0) =
1 0 
0 1
The above system was integrated with various values of a and 6, using a standard fourth- 
order Runge-Kutta algorithm. A selection of the results follow.
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R esults
Value of a Value of b Constants Gram-Schmidt Continuous
1.0 2.0 ci -4.9999993539468 -4.9999993481748
C2 -9.0564725496733D-07 -9.1515925504382D-07
2.0 3.0 ci -12.999998332133 -12.999998471853
c2 -1.7954490658667D-06 -1.3203442392751D-06
10.0 2.0 C l -103.999977396958 -104.000304179653
C2 -5.3301191321964D-05 5.5228989092626D-04
Table 5.2: Comparison of the discrete Gram-Schmidt orthogonalization with the continu­
ous orthogonalization technique
Conclusion/Discussion
It can be easily seen, from the results in table 5.2, that both the discrete and continu­
ous orthogonalization techniques return similar values for the constants, ci and c2, to a 
reasonable accuracy. Since the continuous orthogonalization method is a “built in” or­
thogonalization scheme, it is assumed more accurate. The following section discusses the 
numerical methods required to find the roots of the equation, that is, moves on to discuss 
the inclusion of the Newton’s algorithm for the eigenvalue search scheme.
5.4 Com bining N ew to n ’s m ethod  w ith  orthogonalization
The method for continuous orthogonalization in the real case requires us to numerically 
integrate the adjusted ODE,
Vy = A ( y , \ ) V  + V g ,  V 6 R4*2 , (5.16)
where g is given by
g = -ivr(A + Ar)V.
Now, given an initial guess for A, Newton’s method requires the derivative of the function. 
Thus, we need to integrate the derivative of (5.16) with respect to A.
Let W  =  ^ V , then
f)
W y = A W  + —  AV + W g + V ~ g , (5.17)
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thus, we need to find -^g  which is given by
-j^ 9 = - t y r (A +  AT)V -  i v r (A +  Ar )W -  ^VT(DA +  DAr )V , 
where DA =  ±^A.
For computational ease, we will group together matrices and their transpose, i.e.
1. — |V TDAV is the transpose of — ^ V T (DA)TV
2. — ^ W t AV is the transpose of — |V TATW
3. — |W TATV is the transpose of — |V TAW
Thus, only one from each of the three pairs listed above needs to be calculated, since their 
transpose can be easily found from the resulting matrices.
So, both equations (5.16) and (5.17) are integrated and Newton’s method used. The 
next section reveals a problem occurring from implementing either the discrete or contin­
uous orthogonalization schemes with complex functions.
5.5 C onsiderations for com bining com plex operations w ith  
continuous orthogonalization  and N ew to n ’s m ethod
Since discrete and continuous orthogonalization make the system non-analytic, one al­
ternative approach to combining Newton’s method with orthogonalization is to split the 
complex number up into real and imaginary parts. So, we end lip solving for two functions
/i(Ar ,Aj) and f 2(XrtXi) ■
In this case, Newton’s method becomes
/ a?+x j = f  K\ _  I|£ ffe V 7 \
\ K + l )  \ K )  I f  \  A (a?,ap) )  '
Note that this is to be carried out if we require /i(Ar ,Aj) =  0 and f 2( \r,Xi) = 0. The 
generalization of this is
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Thus, we would start off with
Vy =  A ^ A ^ V  + Vy,
where V is now in M8x4 since everything is split up into it’s real and imaginary part. So, 
y takes the form
y = —sym(VTA V ).
However, we must note that we will also need to calculate the following two derivatives
dV  d YW r = —  and W i = — ,
d\i
thus substantially increasing the computational time.
One of the difficulties with both discrete and continuous orthogonalization is that when 
the matrix, A, is complex and depends analytically on a parameter, such as the eigenvalue, 
c, in the Orr-Sommerfeld equation, the operation of complex conjugation in complex 
orthogonalization makes the differential equation non-analytic. Therefore, implementation 
of Newton’s method is more cumbersome, and methods based on Cauchy’s theorem can 
not be used. A second difficulty with orthogonalization is that the induced system is 
non-linear. An alternative to orthogonalization was proposed by Ng & Reid [92], where 
compound matrices are used as coordinates for integrating (3.32). This method is discussed 
in chapter 7.
Before we venture into the theory and implementation of the suggested alternative 
techniques of Ng & Reid, the Orr-Sommerfeld equation shall be rewritten to incorporate 
a more realistic setting. That is, to study the OS equation on a semi-infinite domain.
P a rt II: The O rr-Som m erfeld equation on a sem i-infin ite  dom ain 70
The Orr-Sommerfeld equation on a 
semi-infinite domain
For the study of the stability of the boundary layer flow past a rigid or compliant surface, 
we wish to consider the Orr-Sommerfeld equation on a semi-infinite domain. Thus, the 
independent variable, y, is assumed to vary over the open interval [0,oo). The intent of 
this chapter is to derive the boundary conditions for the OS equation on this semi-infinite 
interval by obtaining a good approximation of the boundary conditions at infinity with 
y =  L where L is some acceptably large value.
For the rigid wall, we already know the boundary conditions at the surface, namely
m  = <p'(o) = o.
Thus, we now need only derive the boundary conditions at infinity. Before we derive the 
boundary conditions at infinity, a brief introduction on asymptotic boundary conditions 
and left eigenvector theory is given below.
6.1 A sym ptotic  boundary condition  theory
In the numerical solution of eigenvalue problems on infinite intervals, a common method 
of proceeding is to replace the infinite interval [0,oo) by a finite one, [0,yoo], say. The 
main problem then is to determine the appropriate boundary conditions to be imposed at 
U — yoo> where yoo must be chosen sufficiently large so that the coefficients in the governing 
OS equation can be approximated for y >  y^ by their limiting values as y -+ oo. On 
this interval the limiting form of the governing equations can be solved exactly and the 
appropriate boundary conditions at y = y^  then follow by requiring continuity of the 
solution and it’s derivative at y =  y^. Now, for boundary layer flows, U(y) —> 1 and 
U" —> 0 as y -+ oo, and in this limit the bounded solutions of the OS equation have the
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asymptotic behaviour
M y )  constant x e ay and 02(y) ~  constant x e ^y .
If we now choose yoo to be sufficiently large so that for y > yoo, U(y) and U"(y) are 
numerically indistinguishable from their corresponding values at infinity, then 0i and 02 
and their derivatives can be treated as continuous at y =  yoo-
6 .1 . 1  Left Eigenvector theory
For the linear system, uy = A u  u G C , let fi\ be an eigenvalue of A , where A  is any 
n x n complex matrix. The eigenvector, £i of A  associated with satisfies AQ  =  yrfi 
and the left eigenvector, ?q, satisfies yfi A  = yiyf7, where yfi is the conjugate transpose
O f T}\.
Let y i , . . .  ,y n be n distinct eigenvalues of A and suppose
Real(fij) < 0 for j  = 1 ,. . . ,  k
Real(fij) > 0 for j  = k +  1 ,... ,ra.
Then let £ i,...,& . be the right eigenvectors associated with /.ti,. . . ,  and 77/5+1, . . . ,  % 
the left eigenvectors associated with /j++i, . . . ,  yn, then the left eigenvectors satisfy the 
following identity
Aj%  = PjVj j  = & +  1» • • • > n ,
and the asymptotic boundary conditions at y =  y^ are found to be
yfu(yoo) =  0 =» (7?j,u(yoo)) =  0 for j  =  fc +  l , . . . , n .
Here, the rjj’s are the left eigenvectors associated with the eigenvalues in the solution 
which we wish to eliminate. Thus, these terms vanish leaving the solution of the governing 
equation bounded as y —> 00.
6.2 D erivation  o f th e  boundary conditions at infinity
uy ~  A (y,y)u , u € C4 ,
Writing the Orr-Sommerfeld equation as a linear system in the form
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where p represents the parameters a, c, and R e. u is defined by
tf u P
and
u2
U3
V U4 1
4>" — a 2 <f) 
d>lu — cPd)'
(6.1)
A  (y,p) =
0
2a
0
 ^ - i a R eU " (y) 0 7 (y) 0 y
where 7 (y) =  ARe +  a 2 +  iaReU(y).
Let us denote the limit of A as y tends to infinity to be
/
liin A(y,p) = A ^ p )  =
y —>00
0 1 0  0 
a 2 0 1 0
0 0 0 1
\  0 0 /32 0 )
where, /32 =  AR e +  a 2 +  iaRe, since U(y) -+ 1 and U"(y) -+ 0 as y -¥ 00. So, Aoo is a 
constant coefficient matrix, with eigenvalues: p\ = —a , p2 = —fi, Rs — ex., /14 =  (3 
with a 2 Y  /32, found from the characteristic polynomial equation, det (pi — A 00(p)) —
0. Since we obtain a constant matrix as y —> 00, the theory for asymptotic boundary 
conditions can be applied. Now, the eigenvalues of Aoo(p) are distinct, therefore, the 
general solution of the constant coefficient ODE, namely uy =  Aoo(p)u, depends on the 
eigenvalues in the following way
u(y) =  ai£ie~ay + a2fre~/3y + az&eay +  a4£4e^y ,
where & are eigenvectors and the a/s  are complex.
Looking at the system with y very large, we wish to exclude e@y and eay in the solution, 
since they grow exponentially and cause the solution to be unbounded. Thus, we require 
asymptotic boundary conditions that will have the effect of removing these unwanted terms 
from the solution. To obtain these boundary conditions, we require the left eigenvectors 
associated with the positive eigenvalues, pz = a  and p4 =  /3. Thus, we need to solve the 
equation
(Aoo(p)H -  Pj l f i l j  =  0 for j  =  3 ,4 ,  (6.2)
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where the superscript H  denotes complex conjugate transpose. Now, solving equation
(6.2) yields
—flj a2 0 0 ^
1 —flj 0 0
0 1 - f l j  p2
\  0 0 1 - f l j  )
T) =  0
=> ifj — Cj
3
r .  J r . 2
\
PjiPj ~ P )
Pj
where Cj is an arbitrary complex multiple, and the bar notation represents complex con­
jugation. Substituting in the offending positive roots of the characteristic polynomial 
equation, ys — a  and f.14 =  /3, we obtain
f o \ ^ rv(rP1 — }a(a  P ) 
{0J - P 2)
a
1
ih  =  € 4
0
P
\ l J
where C3 and €4 are some arbitrary complex numbers. The two asymptotic boundary 
conditions are then defined to be
i f . u  = 0 ,
rf4.11 = 0
(6.3)
(6.4)
From equations (6.3) and (6.4) we obtain
a(oi2 — p 2)u\ + (a2 — p2)u2 + cm3 + u4 =  0 ,
pus + U4 = 0 .
respectively, then using the original transformation of variables, (6.1), and simplifying, we 
obtain the asymptotic boundary conditions at y = L defined as
+  a<f>N -  P 2(j)' -  P 2acj) = 0 
(j)"' +  p f  -  c P f l  -  a 2pcj) =  0
(6.5)
(6 .6)
at y — yoo =  L for a sufficiently large value of L.
P a rt II: The O rr-Som m erfeld equation on a sem i-in fin ite  dom ain 74
6.3 C onverting th e four boundary conditions into a gener­
alized form
Consider the ODE
uy =  A(y,y)u, u € C4 .
The two boundary conditions at the wall, y — 0, can be represented in the form,
(ei, u(0, A)) =  0 (yi, u(0, A)) =  0
or in general >
(e2,u(0,A)) =  0 (772, u(0, A)) =  0
where 771 and y2 are some vectors in C4, and are given by the standard unit vectors ei and 
e2 in this case. (The more general form is required for compliant surface equations.)
The first boundary condition at infinity is
<j)"' +  p<f>" -  a2 -  a2 {3 <f = 0 .
Re-writing this in terms of it’s u transformation, (6.1) we have
U4 +  p U 3 =  0 . (6.7)
If we let 773 =
( 0  \  
0
p
V 1 )
then equation (6.7) =#> (773, u) =  0. That is, the boundary condition
can be characterised as a complex inner product being set equal to zero. Similarly, the
(  a(a2 — (32) ^
second boundary condition can be written as (774, u) =  0, where, 774 =
V
a2- # 2
a
1
6.3.1 N u m erica l in te g ra tio n , sem i-in fin ite  case
Let
U(y, A) =  [ui (y, A) u2(y,A)],
where Ui(y ,  A) is a vector in C4 and u 2(y, A) is a vector in C4 and so, U(y,A) is a 4 x 2 
matrix.
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Now, U(y, A) is chosen so that when y — 0, each column of U(y, A) satisfies the
boundary conditions at y = 0. Thus, the general solution of XJy = A(y, A)U, U G C4x2
satisfying the boundary conditions at y =  0 is:
u(y, A) =  U(y, A)c(A), (6.8)
where, c(A) =  ( ^  J. Thus, we integrate Uy =  A(y, A)U over to the right hand side
V C2^  /
and apply the boundary conditions at the right hand side to find ci and c2.
Now, at y =  L , we have to satisfy the boundary conditions:
(?73,u(L,A)) =  0 ,
(y4,u(L,A)) =  0 ,
for vectors 773 and 774 as described above. That is
<7,3,U(L,A)c(A)) =  0, (6.9)
(774,U(L,A)c(A)> = 0 . (6.10)
If we let S  = [773 774] be a 4 x 2 matrix, then, (6.9) and (6.10) are equivalent to
E ifU(L,A)c(A) = 0 .
So, this equation has a non-trivial solution (c(A) 0) if and only if
det(SJ?U(L,A)) = 0,
since if this doesn’t hold, then c(A) must be zero.
Let D(A) =  det(S-ffU(L, A)). We wish to apply Newton’s Method to find the roots of 
D(A). However, we must note that D is a complex valued function. The following section 
shows how Newton’s algorithm is combined with the numerical integration technique, 
shooting as an eigenvalue search scheme.
6.4 C om bining N ew to n ’s m ethod  w ith  sh ooting
Suppose An is a guess for the root of D(A). Then an improved estimate is obtained by- 
Newton’s method:
3  3  D { \ i )  p ____ ____ ________1  n
A?i+i — An £)/^   ^ 11 — 5 > ‘ *' ’
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To apply Newton’s method, we require D'(A). Now, if D(A) =  det(M(A)), and D'(A) ^  0, 
then
D'(A) =  £>(A)Tr(M(A)_1M'(A)),
where Tr  is the sum of the diagonal entries of M(A), that is, the Trace.
Since M(A) = S /fU (l, A), M is a 2 x  2 matrix. Thus, let
M(A) =  (  rou(A) mi2(A) )  , 
\  ™2l(A) 77222(A) J
then the determinant of M is defined by det(M) =  77inra22 — m i2m2i. Thus, Newton’s 
method can be written as
An+i =  An — — ,
%
where tn ~  Trace(M(An)-1M /(An)), however, we don’t have M'(An). Now 
M '(A) =  S * ± U (l ,A )  +  ( | S ) " u ( l , A ).
thus, we need to construct a differential equation to compute J^U(1, A).
Let
W (y,A) =  | u ( j , 1 ) ,
then
W„ =  A(i/1A)W + J-A fe.A JU  with W(0,A) =  0. (6.11)
The idea of the numerical algorithm is to integrate U y =  A(y,A)U and equation (6.11) 
together. This yields M(An) and M'(An) at y = 1, which is then used to obtain a new 
estimate for A using Newton’s method.
Part II: The compound matrix method
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The compound matrix method
Eigenvalue problems for ordinary differential equations are most commonly treated by 
first defining a solution matrix which satisfies some prescribed initial conditions, then the 
required eigenvalues are obtained from the roots of some minor of the solution matrix. 
By using methods such as shooting, where the evaluation of the minor is attempted by 
computing its elements separately, then a serious loss of numerical accuracy occurs when 
the governing equation is stiff, and techniques such as the previously discussed orthonor­
malization method are generally implemented to overcome this problem.
However, in the late seventies, another new method was proposed along with contin­
uous orthogonalization which again is substantially more robust that the Gram-Schmidt 
othogonalization technique. This method involves considering the differential equation 
satisfied by certain compound matrices whose elements are the minors of the original so­
lution matrix and thus, the required minor can be computed directly (Ng & Reid [92], 
Davey [34], Ng & Reid [94]).
Compound matrices have been used by Gilbert and Backus [48] in their discussion of 
elastic wave problems and also by Lakin et al. [76] to derive a uniform approximation to 
the eigenvalue relation for the Orr-Sommerfeld problem.
In 1979, Ng and Reid [92] showed how compound matrices could be used for eigenvalue 
problems for linear ordinary differential equations, and a few years later, they generalized 
the compound matrix method to deal with eigenvalue and boundary-value problems in­
volving unstable systems of ordinary differential equations giving details for fourth and 
sixth order problems [94].
In 1999, Bridges [14] gave a new definition of orthogonality and showed that continuous 
orthogonalization does not in fact satisfy this definition, and suggested a new continuous
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orthogonalization algorithm: restriction to a Steifel manifold. He then showed that contin­
uous orthogonalization and the compound matrix method are actually dual formulations 
of the same idea: in order to ensure linear independence, integrate the differential equation 
011 a Grassmanian manifold.
The compound matrix method is a numerical method for integrating stiff linear systems 
of differential equations, particularly the Orr-Sommerfeld equation. The main features of 
this method are the preservation of linear independence without requiring orthogonaliza­
tion, as well as maintaining analyticity of the system of ODEs.
In this chapter, we introduce a new formulation of the compound matrix method in 
terms of exterior algebra producing a new numerical framework for solving stiff ODEs in 
hydrodynamic stability problems (cf. Allen and Bridges [1]) and apply it to the compu­
tation of the neutral curve for plane Poiseuille flow. In the following chapters, we apply 
this technique to the Blasius boundary layer flow past a rigid and compliant surface re­
spectively. The compound matrix method corresponds to a restriction of the differential 
equation to a Grassmanian manifold using Plucker coordinates [14], and the exterior al­
gebra formulation leads to a new efficient algorithm for constructing the induced matrices 
central to the implementation of the compound matrix method. In the section to follow 
we introduce briefly the idea of the compound matrix method and then in the following 
sections we discuss the required aspects of exterior algebra along with the construction of 
the induced system, the numerical implementation of such algorithms including efficiency 
problems and accuracy issues. Finally, as an illustrative example, the curve of neutral 
stability for plane Poiseuille flow is computed.
7.1 C om pound m atrix m ethod
We shall work with the induced system for the Orr-Sommerfeld equation
U „  =  A (s /,A )U , U (y ) |s=0 =  U 0 € C4* 2 ,
where a < y < b and a or b can be infinite with A € €  as the eigenvalue representing a 
stability exponent.
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U = [u vl = G C4 x 2
Let
ui Vi 
U>2 V2 
U3 V3 
U4 V4
and consider all possible 2 x 2  sub-determinants of U £ C4x2 as coordinates:
Z i  =  U i V 2 ~  U 2 V l ,  Z2  — U± V3 -  U 3 V i ,  Z 3 =  U 1 V 4  — U 4 V 1 ,
Z4 =  U 2 V3 -  U 3 V2 ,  Z5 =  U 2 V4  -  U4V2 ,  Zq =  U 3 V4 -  U 4 V3 .
(7.1)
(7.2)
Differentiating the compound matrix coordinates z \ , . . . ,  zq  and using the property that 
u G C 4 and v  G C 4 satisfy the differential equation, it follows that the coordinates z  G C 6 
satisfy
zy =  A<2)(y, A)z, z G C6 , (7.3)
where A ^ (y , A) is a 6 x 6 matrix whose entries depend linearly on the entries of A(y, A). 
The compound matrix coordinates then lead to induced boundary conditions at y = 0 and 
y — 1 (see Ng & Reid [92] and Drazin & Reid [38] for full details of this derivation).
The advantage of integrating the induced system, (7.3), over the original system occurs 
in the integration of a line of two-dimensional subspaces for (7.3) and therefore eliminating 
the numerical linear independence problem. Moreover, when A(y, A) depends analytically 
on A, A(2)(y, A) will also depend analytically on A.
Presented in the next section are the required aspects of exterior algebra along with 
the development of the new numerical framework for the construction of the induced 
system (7.3) in a coordinate-free way, thus providing an easily understandable method for 
implementation on, theoretically, an n-dimensional system.
7.2 E xterior algebra and com pound m atrices
The starting point is the system of linear differential equations for the Orr-Sommerfeld 
equation in the form
Uy = A (y, A)u, u G C 4, y € M, A g A,  (7.4)
where A(y, A) is a continuously differentiable function of y and an analytic function of 
A for all A G A, and A is some specified subset of the complex plane. We consider the
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restriction of (7.4) to two-dimensional subspaces of C4. The most obvious such restriction 
is to consider
U „ =  A(y,A)U U(y,A)|v=0= U o (A )6 C 4x2,
where the columns of Uo(A) span some two-dimensional starting subspace at y =  0.
Alternatively, following Bridges [14], exterior algebra can be used to represent two- 
dimensional subspaces. If £l,£2 span a two-dimensional space, then Q A (2 where A is the 
wedge product, is a 2-form which represents the two-dimensional subspace as a ‘point’. 
The linear space of all 2-fonns in C4 creates a vector space / \2(C4). Introducing a basis 
enables a straight forward method for approaching constructive aspects of these vector 
spaces.
Let e i , . . . ,  e4 be an orthonormal basis for C4. Then the nonzero and distinct members 
of the set
{eiiA ei2 : il,*2 = 1 ,... ,4} (7.5)
form a basis for the vector space / \2(C4) with exactly d = =  6 (the dimension of
/ \2(C4)), distinct elements in this set.
By choosing an ordering such as standard lexical ordering and labelling the nonzero dis­
tinct elements in the set (7.5) by Wi,. . . ,  any element W  G f \ 2(C4) can be represented 
as 6
w  = Y , w m -
j=1
The compound matrix method can be interpreted as the restriction of (7.1) to / \2(C4). 
The system (7.1) restricted to A2(^4) <s defined to be
Wj, =  A<2>fe,A)W, W e / Y V ) : « C 6 , (7.6)
where A ^ (y , A) is a 6 x 6 matrix. The key to constructing this induced system lays in an 
algorithm for constructing the matrix A(2)(y, A). Now, there is a natural way to construct 
the induced matrix A^2), given A G C4x4, in a coordinate-free way using the vector space 
structure of the spaces A2(^4)-
A complex inner product 011C4 denoted by, {•, -)c , with conjugation on the first element, 
induces an inner product on each vector space /?{€!)  as follows. Let
W  =  w j A w 2 and V  =  v i  A v 2 , w * , V j G C 4 , J  i , j  — 1,2,
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be any decomposable 2-forms. A 2-form is decomposable if it can be written as a pure 
form: a wedge product between two linearly independent vectors in C4. The inner product 
of W  and V is defined by
[W, VJ2 d! f det (w i,vi)c (w i,v2)c 
(w2,v i)c (w2 ,v 2)c
, W , V € / \ V ) .
This definition extends by (bi)-linearity to any 2-fonn; i.e. not necessarily decomposable, 
since every element in / \^ (C 4) is a sum of decomposable elements.
The induced matrix A^2) is then the 6 x 6 matrix with entries
{A(2) }i,j = [wi, Au)j}2 , i j  = 1, • • •, 6 , 
where, for any w =  ej A ej G / \ 2(C4),
(7.7)
A u  d= ( A A  ej) -+ (e^  A A e?).
Note that with this definition, A^2) (y, A) is an analytic function of A whenever A(y,A) 
is analytic. Furthermore, if the basis e i , .. .  e4 is independent of y and A then A ^ (y , A) 
inherits exactly the differentiability properties of A(y, A). Another advantage of this defi­
nition of the induced matrix is that it is easily automated, in either F o r t r a n , M a p l e , or 
M a t l a b , which is essential when the order of the original system, n, is large (see Appendix 
A for an example code written in Maple). However, for small n, the induced matrices can 
be constructed explicitly.
Working with the Orr-Sommerfeld equation,
(( “ 11 “12 “13 “14 ^
A =
0
v —icnReU"(y) 0 7 (y) 0 )
(7.8)
“21 “22 “23 “24 01
“31 “32 “33 “34 0
\  “41 “42 “43 “44
where 7 (y) =  ARe +  a2 +  iaReU(y).
Take e i , . . . ,  e4 to be the standard basis for C4 and let u \ , . . . ,  uq be a basis for / \ 2(C4). 
For example, using a standard lexical ordering,
u\ — ei A e2 , u2 =  ei A e3 , U3 =  ei A e4 , 
U4 = e2 A e3 , W5 =  e2 A e4 , uq =  e3 A e4 .
(7.9)
(7.10)
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The basis u/i,...,cj6 in (7.10) is orthonormal with respect to the inner product ([-, -J2- 
Therefore
{ A (2)}i,i =  [wi, AwiJ2 =  [ei A e 2,A e 1 A e2 +  ex A A e 2]2 
=  [ei A e2, A ei A e2]2 +  [ex A e2, ei A A e2]2
(ei, Aei)c (ei, e2)c
+ det (ei,e i)c
(ei, Ae2)c
(e2, Aei)c (e2,e2)c (e2, ei)c (e2, Ae2)c
=  det
= (ei, Aei)c + (e2, Ae2)c = a n + a 22 = 0
Similarly
{ A (2) } i )2 — [w i, A cj2] 2 = (e2, Aes)c =  a23 — 1 
Continuing this way, we find
A<2) =
an + a22 «23 a2 4 —ai3 —ai4 0
«32 an + a33 a3 4 ai2 0 —a44
a42 0.43 an + 044 0 ai2 ai3
—®31 a2i 0 a22 + a33 a34 —a24
~«41 0 a2i a43 a22 + a44 a23
0 —041 a3i —a42 a32 a33 + a44
0 1 0 0 0 0
0 0 1 1 0 0
0 7 (y) 0 0 1 0
0 a 2 0 0 1 0
iaReU"(y) 0 a2 7 (y) 0 1
0 iaReU"(y) 0 0 0 0
(7.11)
(7.12)
(7.13)
The induced matrix in (7.11) is precisely the form obtained using the compound matrix 
method (see equation (2.11) in [94]). However, unlike the compound matrix method, this 
is achieved in a coordinate-free way. Also, with exterior algebra it is clear how to change 
basis, to automate the construction, and to generalize it to any dimensions, f \ k(Cn). This 
generalized form along with a simple and illuminating example showing the effect of basis 
change are given in A l l e n  &  B r id g e s  [1].
In the original system for the Orr-Sommerfeld equation, the standard boundary con­
ditions for this system when the basic state is Poiseuille flow are:
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1. boundary condition at the left hand side: (ei,u(0, A)) =  0 and (e2,u(0, A)) =  0
2. boundary condition at the right hand side: (ei, u(l, A)) =  0 and (e2, u(l, A)) =  0 .
In the previous shooting-orthogonalization scheme, we integrate two vectors with initial 
values e3 and e+ Now, ojq represents the e3 A e4 plane, and so it is only necessary to 
integrate with one starting vector, namely
/o\
0
W(0, A) =
0 
0 
0
V 1
From the original problem, two boundary conditions are required at the right hand side
(ei, u(l, A)) =  0 and (e2, u(l, A)) — 0
Thus, for the revised problem using our new numerical framework with exterior algebra, 
we require only one boundary condition, since the first component of W  represents the 
plane spanned by ei A e2:
A(A) = (ei, W (l, A)) =  0, where ei =  (1,0,0,0,0,0)T .
Since we wish to impose this condition, we will use Newton’s algorithm to determine A 
such that A (A) =  0, given an initial guess for A. (See Allen & Bridges [1] for the method 
on the restriction of (7.1) to k—dimensional subspaces on Cl ).
7.2.1 N e w to n ’s m e th o d  an d  a n a ly tic ity
Since we need to use Newton’s method to satisfy the right-hand boundary condition when 
A^2) depends on A, we will need the derivative of W  with respect to A. The derivative of 
W(0, A) can be computed by appending a differential equation for d \ W (y, A) to the basic 
ordinary differential equation. That is, the basic ODE becomes
W
dXW
A(2)(y,A)
(S
LAA\2^ (y, A) A(2) (y, A)
W
<9aW
(7.14)
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The initial condition for (7.14) is formed from the initial condition for W(y, A) and the 
derivative of this initial condition. When the domain is finite, this approach is straight­
forward, since we can integrate from 0 to 1 with the initial starting vector
/  0 \
w
Wx
0
|y=0 = 1
0
V 0 /
and the “1” is in the 6th entry. However, if the domain is infinite or semi-infinite, this
approach is still satisfactory although computing the starting vector is not so straight 
forward. This construction is required, for example, when computing the stability of 
three-dimensional rotating flows, as discussed in part V of this report. An algorithm for 
computing the starting vector for a semi-infinite domain is given in the next chapter for 
Blasius boundary layer flow problems.
Now, for the bounded Poiseuille flow case, the corresponding system can be written as
that is, the first component of Z (which is the first component of W ) at y =  1. Now, 
the function A (A), whose roots are eigenvalues, is a complex analytic function and so
A (A) to be zero, numerically we compare this value to a small value, e, say. If the value 
is less than e, then we have converged. If not, then we use Newton’s method in the form
where A'(A) =  (ei,WA(l,A)) =  (e7,Z(l,A)), that is, the seventh component of Z. Then 
repeat the integration until convergence of the eigenvalue, A, occurs.
where A(2)(y, A) is the 12 x 12 matrix defined in equation (7.14).
Once we have integrated from y =  0 to the right hand side, y = 1, we let
A(A) =  (e1,Z(y,A)>,
application of Newton’s method to find these roots is straightforward. Since we want
n A'(An) ’
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7.3 G eom etric num erical integration
In choosing a numerical method for integrating the induced systems 011 / \ 2(C4), accuracy 
is an important factor. However, it is also important to preserve 2-dimensional subspaces.
The induced systems obtained by the compound matrix method have been integrated 
using explicit fourth order Runge-Kutta algorithms [18]. Even though this method is 
widely used and reasonably accurate, it could still be improved since it was found that the 
explicit algorithms will not necessarily preserve the two-dimensional subspaces accurately, 
especially over long range integration. Our main observation, discussed in the following 
sections, is that the natural family of integrators for these systems is the class of implicit 
Gauss-Legendre Runge-Kutta algorithms, because they possess the special property that 
strong quadratic invariants are preserved automatically to machine precision [28].
7 .3 .1  G auss Legendre
The Gauss-Legendre procedure is a fourth order, two stage implicit Runge-Kutta algo­
rithm. For the Orr-Sommerfeld equation, the induced system to be integrated on / \2(C4) 
is
Zy =  B(y,A)Z, Z(v,A)|s=a = 4(A)6 A V) ■ (7.15)
Here, B(y, A) =  A !+(y, A), and £(A) is a decomposable element of / \ 2(C4).
Im plicit m idpoint rule
The second order Gauss-Legendre method is the midpoint rule, and when applied to (7.15) 
takes the form
Zs+1 =  V  + Aj,B(s/s+i , A)ZS+ I , (7.16) 
where Zs+I =  }(Z5 + Z5+1) and so
Zs+1 =  [I ~ jA y B s+i] -1[J +  ^AyBs+i]Zs ,
where = B(ys+i, A). The implicit nature results in having to invert a 6 x 6 matrix 
at each step.
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F ourth  order Gauss-Legendre
There is a two-stage implicit Runge-Kutta method of order 4 (cf. L a m b e r t  [77], p. 153), 
which when applied to (7.15) takes the form
Z>+1 =  Zs + iA y(K 1 +  K2), (7.17)
where K i and K 2 are implicitly defined by
K i =  B(!/s +  ( |  +  ± )A y )(Z s +  ^As/K! + ( i  +  ^ ) A j/K2) (7.18)
K2 =  B(ys +  ( i - ^ ) A 2,)(Zs +  iA !/K2 + ( i - ^ ) A s /K 1). (7.19)
If we let
1 >/3 , „ 2
01 _  2 +  _6“ ’ 1 “  V f
1 ^  , , 2
2 2 6 ’ 2 V3 ’
then (7.18) becomes
Ki = B(!/, +  o1A»)(Z* +  lA » K 1 +  ifc1AyK2)
=  B (ys +  aiAy)Zs +  ^AyB(y5 +  aiAy)Ki +  |6 iA yB (ys +  a1A y)K 2 .
Thus,
1 1 
K l _  4 + ai^ # )K i =  B (.Vs +  axAy)Zs + -&iAyB(y5 +  axAy)K2 .
If we let B(ys + axAy) = B x then we obtain
(I- Ias/B O K , -  iftxAj/BxKa = BxZ5. (7.20)
Similarly, by letting B 2 = B(ys + a2Ay), equation (7.19) yields
(I -  jA j/B 2)K2 -  j6 2At/B2K i =  B 2Z5. (7.21)
Since we are dealing with a linear system of equations, all we need to do is rearrange the
implicit equation to form an explicit integration procedure. That is, we need to solve the 
following linear system
I -  jAj/Bx -IA jA B x  ] /  K x \  = /  BxZ‘
-iA y 6 2B2 I — jA j/B 2 I K2 j  I B 2Z‘
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Note that the block 2 x 2  matrix is well conditioned since B i and B 2 involve the time 
step, Ay. The time step is generally small (<C 1) and so this matrix is just a perturbation
of the identity.
In summary, at each time step we solve equation (7.22) for the vectors K i and K 2, 
which are then substituted into equation (7.17) to obtain Zs+1.
7 .3 .2  R educin g com putational tim e
Inverting an n x n matrix requires n3 operations, so for large systems of equations, compu­
tational time becomes an issue. It is possible to reduce the computational time when using 
either of the implicit Gauss-Legendre Runge-Kutta procedures by splitting the systems to 
be inverted into smaller systems and computing their inverses independently.
For the implicit midpoint rule we have the system
where B is a block lower triangular matrix of order n x n. The right hand side of (7.23)
operations thus the computational time is reduced.
With the fourth-order Gauss-Legendre Runge-Kutta procedure, numerical solutions of 
systems of the form
[I -  |A y B J+1/2]Zs+1 = [I + |A y  Bs+1/2] Zs , (7.23)
is known and for simplification shall be labelled F  = .T o  find Zs+1, the inverse of
[I — |A y B s+1/2] requires to be calculated. Since B is block lower triangular, (7.23) can 
be rewritten as
where each sub-matrix is of order |  x | .
Let Zs+1 =  , then the system can be split in two and thus we solve
/ \ 3for v. For both systems of equations, the solution requires inverting (I — E) taking ( |)
(7.24)
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are required, where B i and B 2 are n x n  matrices and K i, K 2, B iZ 5, B 2ZS are n-vectors. 
Let
7 K x \  =  /  I M  W  K x
k 2 J \  0 I )  \  k 2
for some n x n  matrix, M  to be determined. Using this, system (7.24) becomes
I - j A y B i  ~ \ A y b i B i  
- \ A y b 2B 2 I — \ A y B 2
By choosing
I M  
0  I
K i
K 2
M  =  |A y 6i(I  — |A y B 1)- 1B 1 
=  - t i l +  6, ( 1 -  jA y B ,) - 1 ,
(7.26) simplifies to the lower block triangular matrix
I -  ^A yBi 0
- |A y 62B 2 I -  |A y B 2 -  \ A y b 2B 2M
K i
K 2
B i Z 6
B 2 Z*
which can be reduced to two n x n  systems. The first is solved for K i, namely
(7.25)
(7.26)
(7.27)
( I - i A y B O K ^ B i Z 8 ,
then the second is solved for K 2,
(I -  lA y B 2 -  |A y 62B 2M )K 2 =  B 2ZS +  lA y 62B 2K i .
Once K i and K 2 have been determined, the original K i and K 2 can be found by
(7.28)
(7.29)
K i =  K i +  M K 2
K 2 =  K 2 .
The above construction reduces the number of numerical computations. However, (7.28) 
can be simplified further since both B i and B 2 have block lower triangular structure,
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where each sub-matrix Bfj is of order § x | .  From (7.28) and (7.30)
I -  jA j/B h  0
( I - i A y B ! )  =
and a matrix of the form
- j A y B i 2  I - | A y B u
has inverse
E - 1  0
—E -1G E-1 E " 1
so
( I - l A y B u ) - 1 0
| A y ( I  -  l A y B 11) - 1B 12(I -  i A y B n ) " 1 (I -  j A y B u ) -1
(7.31)
Thus only one matrix of order 7} x ^ is to be inverted requiring yet again fewer operations.
from (7.29), M  is block lower triangular and so (I — |A y B 2 — |A y 62B 2M) also has 
block lower triangular structure, thus using the method above, the number of operations 
required to obtain the inverse can be reduced again. Therefore, inverting the separate 
systems requires substantially fewer operations as opposed to the number needed to invert 
the original fourth order GL-RK system.
7.4 O ther accuracy issues to  note
If we look at the graph of the eigenfunctions for plane Poiseuille flow given in appendix 
B, produced by Davey [35], we can see that the most rapid variation takes place in the 
vicinity of the so called critical layer near the wall at y =  ±1. That is, large oscillations 
occur at -1 and 1. Thus, it is better to use only half the interval, either, from 1 to 0 or 
-1 to 0. This is because any errors get greatly magnified by the oscillations at the ends, 
so integrating from -1 to 1 leads to small errors, gradually built up from the start, being 
greatly magnified at the other end ( just before 1).
Taking half the interval and integrating from the edge with an oscillation to a smooth 
well-behaved point, only very small starting errors are amplified. Then only the usual 
small step-size errors are added at each step until the right hand side has been reached. 
Thus, making the overall numerical integration more accurate.
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Note that, splitting the interval into two parts requires the boundary conditions at 
y =  0 and not y  — 1. Now at y =  0, <f> — (j)'" =  0. So, u2 and u4 are zero -015 =  0 at the 
right hand side.
7.5 Problem s encountered
Code written in F o r t r a n  77 with the function to produce a converged value of A and, 
hence, a value for the wave speed c for the stability question of the OS equation for plane 
Poisuille flow failed to produce any such convergence. Instead, the numerics looped into 
oscillations around some small values of A.
The attempt to debug the code involved checking numerous values at different time 
steps in the program. It was noticed that very small errors were being introduced during 
calculations, but these were much smaller than machine precision and so thought not to 
be the cause of the error. It turned out that the code would determine the direction of 
the solution vector very accurately, however it allowed the magnitude to get very large, 
causing unnecessary round-off error. In any case, the problem lead us to look at the theory 
in more detail.
7.5.1 Check suggested by Ng and Reid [92]
We have already seen that in order to integrate our induced system W y =  A ^ ( y ,  A)W 
along a path of two-dimensional subspaces, it has to be restricted to decomposable 2- 
forms. Now, a 2-form W  € /\2(€4) is decomposable if W A W  =  0 (cf. Griffiths Sz Harris 
[56]). Expanding W  in terms of the standard basis (7.10) of / \2(C4), gives 
6 6
0 - W A W  =  WiWW  A =  (WxWt -  W2W5 +  W W 4) e  1 A e 2 A e 3 A e 4 .
i= i j =1
Define X : f \ 2(C4) —> C by
Z(W) =  WiW6 -  W2W5 +  W 3W 4 . (7.32)
For a path of the equation (7.6) to be a path of two-dimensional subspaces, the quadratic 
function (7.32) has to be preserved. Due to decomposability, the identity Z(W) is equal 
to zero for all y  in the range of integration, therefore, if possible, the numerical method 
should be designed to preserve this constraint exactly. The surface defined by Z(W) =  0
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is G 2 (C4), the Grassmannian manifold of two planes in C4 (cf. [56]).
Cooper [28] has proved that the implicit GL-RK method preserves the quadratic in­
variant constraint, X(W) to machine precision by the discretization based on GL-RK, 
when T  is a strong invariant (Allen & Bridges [1]). Note that an explicit RK algorithm 
will not have this property. That is, for explicit RK algorithms
T s+1 = l s +  O ( A i f )
for some p.
Since X(W) =  0 is a necessary constraint, its value was checked at set time points 
during the numerical integration. The results revealed an exponentially increasing invari­
ant. The norm of the solution was then checked and found to be very large implying that 
our initial equations were very unstable. This lead us to conclude that the errors were 
caused by the inability of the computer system to cope with the huge numbers involved 
throughout the calculations within the code, even though the direction of the vector was 
being computed accurately. Hence the rounding errors noticed were in fact the cause of 
the error in the running of the program.
The eigenvalue problem was re-addressed. Our aim being to find the eigenvalues and 
corresponding eigenvectors of the fluid flow. The important factor in our problem is the 
direction of the eigenvector. Since a vector is not unique in magnitude, this appeared to 
be a good way of controlling the rounding errors introduced due to calculations involving 
huge numbers. Thus a few lines of code were added to scale the solution vector down to 
its unit vector in regular intervals during the iterative Runge-Kutta procedure. However, 
our solution vector obtains both the required eigenvector and its derivative. Thus, to scale 
the vector, the length was found from only the first six components of the solution vector, 
and then the complete 12 x 1 vector is scaled down by this value. Although this method 
is non-analytic, the same results would be obtained from an analytic scaling.
To test the effectiveness of the present method on this problem and to check the 
accuracy of my code, we have considered the unstable mode for a  =  1 and R e =  10,000, 
as this is a case for which a comparison can be made with existing results obtained by Ng 
& Reid [92].
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7.6 N um erical resu lts for th e O rr-Som m erfeld equation us­
ing G L-RK  w ith  a  =  1.0 and R e =  10,000
Number of steps, N Value of wave speed, c Ng & Reid [92], c
100 0.2369 916 757 +  0.0037 979 897*
200 0.2374 934 492 +  0.0037 446 524/
300 0.2375 199 725 +  0.0037 407 017*
400 0.2375 244 279 +  0.0037 400 016/
500 0.2375 256 451 +  0.0037 398 072/ 0.2375 221 +  0.0037 409*
600 0.2375 260 825 +  0.0037 397 360* 0.2375 243 +  0.0037 402*
700 0.2375 262 692 +  0.0037 397 064* 0.2375 253 +  0.0037 400*
800 0.2375 263 602 +  0.0037 396 915* 0.2375 258 +  0.0037 398*
900 0.2375 264 084 +  0.0037 396 838* 0.2375 260 +  0.0037 498*
1000 0.2375 264 361 +  0.0037 396 793* 0.2375 262 +  0.0037 397*
1100 0.2375 264 531 +  0.0037 396 758* 0.2375 263 +  0.0037 397*
1200 0.2375 264 635 +  0.0037 396 748* 0.2375 263 +  0.0037 397*
1300 0.2375 264 704 +  0.0037 396 735*
1400 0.2375 264 750 +  0.0037 396 729*
1500 0.2375 264 784 +  0.0037 396 723*
2000 0.2375 264 856 +  0.0037 396 711*
2500 0.2375 264 875 +  0.0037 396 709*
3000 0.2375 264 882 +  0.0037 396 707*
4000 0.2375 264 886 +  0.0037 396 707*
5000 0.2375 264 887 +  0.0037 396 707*
Table 7.1: Comparison of current numerical results with results by Ng & Reid for the OS 
equation using GL-RK algorithm
Table 7.1 shows the effect of step-size on the eigenvalue, c including a comparison with 
the values obtained by Ng & Reid [92].
In the calculations from Ng & Reid their aim was not to achieve great accuracy but 
rather to show that reasonable accuracy could be obtained without difficulty. Their cal-
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ciilations were made by using the Runge-Kutta-Gill procedure with constant step size and 
were performed in single-precision arithmetic on a CDC-6600 computer, (equivalent to 
double precision arithmetic on our present computers).
From this comparison, we can clearly conclude that our code is producing accurate re­
sults. Thus, our F o r tr a n  77 code designed to produce parameter values of the Reynolds 
number and the wave number for which the imaginary part of the wave speed is approx­
imately zero, was executed with confidence using our new numerical framework and the 
following curve of neutral stability obtained for Poiseuille flow.
7.7 N eutral curve for plane Poiseuille flow
Calculations for the neutral curve in the temporal scheme were performed using a value 
for the number of steps in the integration, N  =  500 along with the fourth order GL-RK 
integration scheme to ensure the most accurate results possible. This accuracy is not es­
sential and the curve of neutral stability could adequately be produced with much fewer 
steps and a less accurate integration scheme. Figure 7.1 shows the temporal neutral curve 
for the Poiseuille flow velocity profile. It is formed by plotting the values of a  and R e 
which return the eigenvalue, c, with zero imaginary part.
Neutral Curve for plane poiseuilla flow
F ig u re  7.1: N e u tra l  cu rve for p la n e  P o iseu ille  flow
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The critical point, nose of the neutral curve occurs at
d  «  0, cr =  0.2640, R e «  5772.0, a  «  1.02.
This critical value of the Reynolds number represents the ratio of magnitudes of destabi­
lizing forces of shear and stabilizing forces, for which their effects may be said to balance.
The region inside the curve represents unstable flow, whereas outside the curve, the 
flow perturbations are stable. The parameter values found for the critical point reflect 
those produced by Davey (unpublished) [38] with values quoted as R ec =  5772.2218, 
a c =  1.020547, c =  0.2640003 using a shooting method and the stabilizing technique of 
orthogonalization.
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N u m e r i c a l  m e t h o d s  f o r  c o n t i n u a t i o n  o f  t h e  
n e u t r a l  s t a b i l i t y  c u r v e s
The research in this report is based on computing neutral curves to study the stability of 
fluid flow past a compliant surface, that is, we fix all but two of the parameters in the 
problem and plot Im(c) =  0. For illustrative purposes, let us assume we are studying the 
stability of the Ekman boundary layer flow (discussed in part V of this report). In this case 
we fix the Reynolds number, Rossby number and all other parameters except the modulus 
of the wave number, 7  and the angle of rotation orientation, e and plot Im(c) =  0. Let 
Im(c) =  X , so
X(7 ,e) =  0 (7 G R, £ G R, X G R), (8.1)
and we wish to obtain a data set of values of 7  and e that satisfy (8.1). On the surface of 
neutral stability, i.e., the surface in the (Re,7 , e)-space along which q  vanishes, contours 
of constant Reynolds numbers are found using a continuation procedure.
8.1 N um erical continuation
Numerical continuation is a technique to find consecutive points of a solution branch to 
(8.1). Suppose we have already found a solution point (70 , eo)- To find a new point, call it 
(71 , £i), we need a starting point (7 ,e) and a strategy to determine (71 , £1). A historical 
method is to choose e and to fix £1 =  e, then 71 is determined by solving
X (7 ,£ i)  =  0.
Solving this system by Newton’s method we construct a sequence 7 ° , 7 1,7 2, . . .  with 7 0 =
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for k — 0,1,2, —  Of course, any other method to solve nonlinear systems can be used 
instead of (8.2) and (8.3).
Geometrically, this amounts to approximating the curve first by a straight line (pre­
dictor step) and then correcting in a hyper-plane e — £\ (corrector step) see figure (8 .1). 
If e is increased at a fixed step size then it may overshoot the turning point of the curve 
and not converge. Thus a very small step size must be taken. A possible solution to this 
problem is to swap the fixed parameter when a turning point is close, that is, to fix 7  and 
vary e until convergence occurs and then increase or decrease 7  by a fixed amount, see 
figure 8.2. However, the step size has to be small and thus computing time is large. The
Figure 8.2: Swapping fixed parameter at turning points 
following section discusses a more advanced method for the continuation of a curve used
Part II: Numerical methods for continuation of the neutral stability curves 97
by the sophisticated numerical bifurcation and continuation package, AUTO.
8.2 P seudo-A rc length  continuation
The historical method discussed in the previous section has been used in most of the cal­
culations in this report. However, the method has difficulties if a branch of equation (8.1) 
contains limit points; e is not a good parameterization of the curve in the neighbourhood of 
such points. A method to overcome this problem is to use pseudo-arc length continuation. 
The following principles of this idea are explained by Willy Govaerts [50].
The idea is that an arc-length is introduced as a new parameter, and at fixed values 
of this parameter we search for a zero of the determinant along a line approximately 
orthogonal to the contour of neutral stability. Suppose that a point (71 ,61) and a previous
point (70 , 60) with tangent vector to are known. To find a tangent vector t i  at (71, 61) we
remark that
[Z7 ,X£]ti =  0. (8.4)
This equation determines t i  lip to a scale factor. To preserve the orientation of the branch 
we require
#< 1  =  1. (8.5)
(  '\If we decompose t \  in a natural way as t \  =  1 I and do similarly for to, then we can
write (8.4) and (8.5) as
z 7
# 7 )  +AW I \  +e
l 0 l 0 J  \  l l
Suppose that a step length A S  is chosen (the choice of which is discussed in the following 
section). Then our predictor is
A S  y . A S  .
7  =  7  M 1’ e =  ei + M \ t l '
This is called a pseudoarclength predictor (figure 8.3) because A S  measures arc-length 
along the tangent line and, therefore, approximates the arc-length along the branch. In 
general there are several possibilities for the corrector step. However, only the method 
actually used in the research is discussed in this report, other methods can be found in 
[50].
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Figure 8.3: Continuation along a branch with limit points
A solution to (8 .1) is sought in the liyper-plane orthogonal to figure 8.4. The system 
for the computation of the next point on the branch is therefore,
1 (7 , e) =  0 , 4 7)T(7 ~  7) +  4 e)T(£ “  £) =  0 , (8-6)
with jacobian
I M G y I M C e
a(7)
Figure 8.4: Correction in the hyperplane orthogonal to the tangent 
This is called Kel ler’s method [50] and references therein.
The next section considers the important aspects of step-length control, automatically 
carried out in the continuation and bifurcation package, AUTO.
8.3 S tep-length  control
Step-length control is an important part of a continuation method. If the step-length is 
too small, then a lot of unnecessary work is done. If it is too large, then the corrector 
algorithm may converge to a point on a different branch of (8 .1) or in our problem not
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converge at all. It is possible, however, to make an a priori estimate of a good step-length, 
although such an estimate is never completely reliable, see [50] for further details.
The package, AUTO, was used for the continuation of the neutral curves for the Ekman 
boundary layer stability analysis, where the speed of this method was greatly beneficial 
in the particular curves forming closed loops. However, this package was not used for 
the majority of neutral curves produced for the other hydrodynamic stability problems 
studied in this report since its methods did not appear to provide, in general, a significant 
decrease in computational time.
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L i n e a r  s t a b i l i t y  o f  t h e  B l a s i u s  b o u n d a r y  l a y e r
The stability of the boundary layer flow along a semi-infinite flat plate is of interest both 
theoretically and experimentally. The study of the stability of laminar boundary layers 
was originally undertaken in an attempt to account for the phenomenon of transition, and 
the early work by Tollmien and Schlichting provided detailed theoretical predictions for 
the growth or decay of small disturbances, known as Tollmien-Schlichting (TS) waves, in 
a Blasius boundary layer.
During the 1930’s, no experimental support emerged for the theory, and the view 
amongst experimentalists of that time was that transition depended primarily on the 
magnitude of the disturbances in the boundary layer. It was thought that when the pres­
sure gradients associated with the disturbances became large, transition would be caused 
by local separation of the boundary layer. However, the predictions of linear stability 
theory didn’t support this view. Instead the theory shows that the stability/instability of 
small disturbances depend only on the frequency or wavelength and on the Reynolds num­
ber. In 1947, Schubauer and Skramstad [117] experimentally confirmed this theory. They 
conducted their experiments in low-turbulent wind tunnels using a vibrating ribbon to pro­
duce a controlled disturbance of known amplitude and frequency, and the growth/decay 
of forced oscillations were detected by highly sensitive hot-wire anemometers. This tech­
nique has continued to be widely used for experimental work on TS waves and related 
phenomena.
The first theoretical calculations of the curve of marginal stability for the Blasius 
boundary layer profile was made by Tollmien [131] who, using an approximation, [38], 
obtained values of the parameters at the minimum critical Reynolds number given in table
9.1. A subsequent calculation by Schlichting [115] led to significantly different results (see
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table 9.1). Then Lin [84] tried to resolve the discrepancy between these two sets of results 
obtaining results close to those of Tollmien’s except for the value of the wave number, a. 
Nevertheless, exact numerical calculations by Jordinson [66] led to a substantial increase 
in the value of the critical Reynolds number. But, when these more accurate results 
were compared with the experimental data, the agreement became much less satisfactory, 
especially at lower Reynolds numbers. Drazin & Reid [38] suggest that agreement can be 
restored, however, by taking into account the non-parallel character of the basic flow, that 
is, the difference between theoretical and experimental results is thought to be due to the 
effects of boundary layer growth.
a crit c Recrit
Tollmien (1929) 
Schlichting (1933)
Lin (1945)
‘Exact’ (Jordinson 1970) 
‘Exact’ (Davey)
0.34
0.23
0.3718
0.3012
0.30377
0.41
0.42
0.411
0.3961
0.39664
420 
575
421 
520
519.060
Table 9.1: The values of the parameters associated with the minimum critical Reynolds 
number for the Blasius boundary layer profile (based on the displacement thickness 5*)
9.1 B lasius solution
To solve the stability problem for the Blasius boundary layer equation, we are required to 
solve the Orr-Sommerfeld equation for the boundary layer flow past one fixed boundary, 
that is, we can choose the upper boundary at infinity, and so we use the theory of boundary 
layer flows on the semi-infinite domain [0 , oo).
Starting with the Orr-Sommerfeld equation on 0 <  y  <  ?/oo> we use a large number, 
yoo, as the upper boundary to represent infinity. This large number is chosen so that the 
velocity profile of the flow at this value is approximately equal to the theoretical velocity 
profile at infinity.
The boundary conditions at the rigid wall are as before
4>(O) =  0 '(O ) =  O ,
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and the boundary conditions at the imaginary upper wall are
0'" +  (3(f)" -  a 2(p1 -  a 2(3(p =  0 at y  =
(j)'" +  a f "  -  f32(p' -  (32 ot(f) =  0 at y == j/qo ,
(9.1)
(9.2)
where
= a + iaRflUoo — c) 
— a2 + iRpOtUna -}- A Rp
and Uoo =  liniy^.00 U (y ) .
The Reynolds number in the Orr-Sommerfeld equation is based on the free-stream 
velocity and the thickness of the boundary layer, and so it is usually treated as a nearly 
parallel flow. In this approximation, the basic velocity distribution is given by U (y ) =  
/'(y ), where f ( y )  is the Blasius function which satisfies the equation
+  0, (9.3)
along with the boundary conditions
/ ( 0) =  / ' ( 0) =  0 , and f ' {y )  -+ 1 as y-A- 00 .
The Blasius equation is non-linear, thus, for efficiency, we will need to use the GL-RK 
procedure for any numerical integration. We shall first create a vector, w, comprising of 
wi  =  / ,  w 2 =  / ' ,  u>3 =  f"- Then, the non-linear system can be written as
dy
with initial data, w(0) — (0 , 0 , a)71, where, the a is used to represent the unknown value 
of / " ( 0).
Since we require the condition, /'(yoo) =  1, that is, (e2,w(yoo)) =  1 or, (e2,w(yoo)) — 
1 =  f  (a) «  0. Newton’s method is implemented to adjust a so that f (a )  —> 0. Now, 
application of Newton’s method requires the derivative of w.
Let W  ~  ^ (w ). Then, the following non-linear system can be set up
1 w2 \ 0 N
W =  W s
\  — l ^ i  W3 -  W i  )
( Wl \ / U) 2 \
U) 2 = W3
V ) \ - \ w 1W3 /
d
dy
w ith  W (0 )  = 0
v 1 /
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We can thus solve the six dimensional system
/
I -
\w 2 
Ws 
- \ w \ W s  
W2 
W z
\  - \ w \ W z  -  \ w z W i
where Z =  { w i ,w 2iw z , W i , W 2, Wz)T > The initial vector for Z is taken as Z(0) =  (0,0, a, 0 ,0 ,1)T 
Now, from Howarth [65], /"(0) =  a «  0.33206. Note that for use of the Blasius equation 
without the coefficient of |  in front of the term, / / " ,  then a «  0.46960 =  \/2  x 0.33206. 
Thus, we shall use this as our starting value and use Newton’s convergence method in the 
following form
« n + l  —  a n
(<*>2 ( 2/0 0 , <*n ) -  1 )
^ 2(2/00, «n)
For the Orr-Sommerfeld problem, we need the Blasius velocity profile and its second 
derivative, that is, U =  f ' ( y)  and U" =  f " ( y )  — —\ f ( y ) f n(y)- For all values of y  we need 
the w\,  w 2 and wz values. To find these values, we first find a by using Newton’s iteration 
and then re-run the program with the correct value of a to obtain the required values, 
w i , w 2 and wz- This method seems very easy to implement, though, a problem arises from 
the use of the implicit Runge Kutta procedure with the compound matrix method for 
solving the Orr-Sommerfeld equation. The implicit RK method requires the value of U  to 
be evaluated at y +  ( |  +  x /* and not at y. However, there are two possible solutions for 
overcoming this problem. The first possible solution makes use of interpolation. Basically, 
from solving the Blasius equation we obtain values for U(y)  and U(y +  h). Now, the use of 
the Gauss-Legendre method requires values of the velocity profile at the points y-\-a\h and 
y  +  a2h , where, a i =  |  ^  and a2 =  \ - \ -  So, we could use a two point interpolation
(weighted average) or Legendre interpolation such that
a2TJ(y) +  (1 -  a i )U (y  +  h) =  U(y +  afli) .
The second possible solution was to solve the Blasius equation using Chebyshev polynomi­
als. This method was considered because of the fast convergence properties of Chebyshev 
polynomials 011 the interval — 1 <  z  <  1. The method involves expanding the Blasius equa­
tion in Chebyshev polynomials and solving these numerically to obtain numerical values
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for the Chebyshev coefficients, which in turn can be used to solve the Blasius boundary 
layer problem. An outline of the method follows.
9.1.1 Chebyshev polynomials
Since we wish to solve the Blasius equation
f "  +  \ f f "  =  0> on 0 <  y < L
with boundary conditions
/ ( 0) =  / ' ( 0 ) =  0 , / '(£ )  =  1 ,
we first need to make a variable transformation to the Chebyshev domain, — 1 <  z <  1. 
Let z  =  — 1, then — 1 <  z  <  1 and ^  The Blasius equation then transforms
to
f  +  k j f  =  0 - 1 <  2 <  i
and the boundary conditions become
/ ( - l )  =  / ' ( - l )  =  0 , / '( l )  =  1 .
We can now expand this smooth function in a series of Chebyshev polynomials
^  oo
f  (z) — —a>Q +  'y *] anTn(z ) ,
n=l
where the Chebyshev polynomials are defined to be
T0(z) =  1, Ti(z )  =  Zy Tn+i (z )  =  2zTn(z) -  Tn- i { z ) ,  for n >  1,
and
2 f 1
tin — I 
K J - l
_    M
—1 \ / l  —
Approximations to the an’s are obtained by solving numerically. The f ( z f s are then 
calculated and substituted into the Blasius equation
/ ' "  +  § / / "  =  0 .
This leads to a system of algebraic equations for ao • • • a^.  Now, we have a nonlinear 
algebraic system for a =  ao, • • •, a/v, thus we solve this using Newton’s method. Once the
Part II:Linear stability of the Blasius boundary layer 105
system of polynomials is solved, we have numerical values for ao • • •, a at . Thus, given any 
yo € [0 , L], we let zq — j^yo — 1 and /  at that value of zq is given by summing
N
f ( zo) =  y  +  S  a nTn(zo) • 
n = l
Since this method is also extremely easy to implement once the Chebyshev coefficients 
have been calculated, it is the method chosen and implemented in this report for solving 
the Blasius equation.
9.2 D eriving th e  in itial vector for U(yoo)
In this section, we shall apply the theory of subspaces that are determined by finite sets 
of vectors, since these subspaces arise naturally as solution spaces of homogeneous linear 
systems of equations and are, thus, ideal for use with our homogeneous linear system of 
boundary conditions.
Basically, what is required is to find a basis for the two-dimensional space (£i ,XJ) =  0 
and (£2,IT) =  0 .
Before we derive the initial vector from the full asymptotic boundary conditions, the 
question of how accurate the boundary conditions have to be will be briefly addressed, 
using an example. Below is an example of a naive boundary condition at Zoo:
0 ' +  a 0  =  0 ,
0 ; +  /?0 =  0 .
These conditions are not accurate, but have been used before and found to work pretty 
well (cf. Drazin and Reid [38]).
From the first boundary condition, the general solution would be
0(y) =  Aeay +  B e ~ ay
and so,
0/ (y) =  aAeay — aBe~ay .
Thus, the first boundary condition results in setting A  to zero to get rid of the growth 
term. Similarly for the second boundary condition.
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However, the boundary conditions are coupled and so, the full correct asymptotic bound­
ary conditions should be used.
The asymptotic boundary conditions at y =  ?/oo were found previously to be
(j)"1 + p f l"  — o P fi — a 2fi(j) =  0 ,
0'"  +  a 0 "  -  P 2 f i  -  p 2 af> =  0 ,
where ft2 — a 2 +  i a R e(Uoo — c) and Uqq =  U(yoo) — 1- Assuming a spanning set can be 
( a .  \
found, let a  = 02
03
0 4  /
where
a\  =  0, a2 =  0 r, <23 =  0", <24 =  <f>" ,
then our system of boundary conditions can be re-written as
<24 +  fiaz — a 2a2 — a 2(3a\ =  0
<24 +  0:03 — p 2a2 — p 2aa i  =  0.
Writing this system of equations in vector-matrix notation we have
—a 2p  —a 2 (3 1 
—P2a  —f32 a  1
f ax\
0 2  
**3 
\ a 4 J
=  0
Noticing that the solution of this system is a subspace in C4, we can find a spanning set 
for this space. By writing down the augmented matrix of this system and performing row 
operations so that the new system of equations formed will have the same solution set as 
the original system, we obtain
—a(3(a — (3) (a  +  (3)(p — a) f3 — a  0 | 0
~ P 2a a 1  | 0
Now, it can clearly be seen that this system of equations has two linearly independent 
equations but four unknowns, thus we have two degrees of freedom, and so, can choose 
two arbitrary constants for two variables of our choice. From this system we can write 
both d3 and a4 in terms of ai and a2. Thus we choose the following arbitrary constants:
a i  =  Ci, an d  a2 — c2
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Thus we have
a =  (ci,c2, ~ ( a  +  P)c2 -  a p c i ,  (a ( a  +  P) +  p 2)c2 +  a p ( a  +  P)c{ ) , 
and by factoring out the e/s, we can write the general solution as
a  =  ci (1,0, - a ( 3 ,  a p ( a  +  /?)) +C2 (0,1, - ( a  +  /?), ( a 2 +  p 2 +  a p ) )  .
V v / V----------------- '
x i  x 2
Thus, for any choice of real numbers ci and C2, we get a solution a  =  cixi +  C2X2 of 
the original boundary condition system, and furthermore, every solution of the system of 
boundary conditions is of this form for some choice of real numbers ci and C2. { x i ,x 2} is 
called the Canonical spanning set  and comprises of the two orthogonal starting vectors
x i
1  
0
—p a
\  a P ( a  +  P) J
(
x2 =
\
- {o t  +  P)
^ a 2 +  a p  +  p 2 J
The compound matrix method only requires one starting vector, formed from some com­
plex constant multiplied by the wedge product of these two orthogonal vectors. Thus, let 
w =  x i A X2 (which has the property u A v  — —v Au) ,  then
w  =  (1 x  e i  +  0 x  e 2 -  /3ae3 +  a /3 (a  +  /3)e4) A (0 x  e i  +  1 x  e 2 — ( a  +  /3)e3 +  ( a 2 +  a/3 +  /32)e 4)
=  [l]e i A e 2 +  [ - ( a  +  /3)]ei A e 3 +  [ (a 2 +  a/3 +  /32)]ei A e 4 +  [—a/3]e3 A e 2
+  [a/3(a +  /3)]e4 A e 2 +  [~pa(a2 +  a/3 +  /32)]e3 A e 4 +  [a/3(a +  (3) x  — (a  +  /3)]e4 A e 3
=  [l]e i A e 2 +  [ - ( a  +  /3)]ei A e 3 +  [ (a 2 +  a/3 +  /32)je i A e 4 +  [a/3]e2 A e 3
-  [a/3(a +  /3)]e2 A e 4 +  [—/3 a(a 2 +  a/3 +  /32)]e3 A e 4 +  [(a  +  /3)a/3(a +  /3)]e3 A e 4
=+ w  =  [l]e i A e 2 +  [ - ( a  +  /3)]ei A e 3 +  [ (a 2 +  a/3 +  /32)]ei A e 4
+  [a/3]e2 A e 3 4- [ - a /3 (a  +  /3)]e2 A e 4 +  [a2/32]e3 A e 4 .
Therefore, an appropriate starting vector in /\2(Ci ) is
/ 1 \
w(0) =
- ( a  +  P) 
Q'2 +  ap  +  P2 
aP
—aP(a  +  P) 
a 2p2
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This agrees with the starting vector used by Davey [34], derived using an alternative 
method. There, the constant tail initial conditions for 0i and 02 at Z  =  Zoo, namely
01 =  [1, - a ,  a 2, - a 3]T and 0 2 =  [1, -/?, /32, ~(33]T ,
are substituted into the 2 x 2  minors of the solution matrix, <f> =  [0i, 02] (equations (9.4)
to (9.9))
Vi =  <f>i<f>2 ~  <t>102 (9.4)
y2 =  ~  0i'02 (9.5)
2/3 =  f>\f>2 ~  f i i f a  (9.6)
2/4 — 0102 — 0102 (9*?)
2/5 =  0i0'2" -  0i"02 (9-8)
2/6 =  0102' 0 i'02 • (9.9)
Since Newton’s method shall be used to converge to roots of the system, the derivative of 
the initial vector must also be calculated. Thus the appropriate starting vector becomes
w(0) =  (l, - (a  +  p), a 2 +  a/3 + P2,ap, -ot(3(a -  /3),a2/?2,0,
X sT ■ (9-10)
^  +  A , ^ 5 , § -(-a2 -  2af3),<x2R')
9.3 N eu tra l curve for th e  B lasius boundary layer
In order to check our numerical methods were accurate, an investigation was made of the 
stability of the Blasius flow over a rigid flat plate and the results obtained using the new 
methods were compared with theoretical data from the literature.
From the paper of Ng & Reid [93], the nose of the neutral curve occured at a Reynolds 
number of approximately 302.19 and wavenumber, a  =  0.1728452040, producing a value 
for the wave-speed, c with the imaginary part, 1.3 x 10-9 . In comparison, using the same 
Reynolds number and wavenumber, a, we obtained a value for c with imaginary part 
2.5 X 10~ 7 whereas much larger value of C{ were obtained from calculations using values 
around this point. Taking into consideration the use of an approximate value for the 
Reynolds number, the close correspondence of my results to those in the literature lead 
me to conclude that my theory and coding produces accurate results.
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Neutral Curve for Blasius Boundary Layer
Figure 9.1: Neutral Curve for the Blasius boundary layer
The critical point, nose of the neutral curve occurs at the approximate wavenumber, 
a  ~  0.179 and Reynolds number, R e «  302.0. This agrees with results in the literature 
(Jordinson [66], Ng & Reid [93]) when the scaling, 7  =  1.72078766, is used to account for 
the different vertical length scales used (see chapter 13 for details). As with the Poiseuille 
flow field problem, the flow perturbations decay outside the curve and as they pass across 
the loci of the curve c* ~  0 the flow becomes unstable. The stability of the Blasius flow 
over a flat rigid plate can now be compared to the stability of the Blasius flow over a 
compliant surface. Part III will lead the discussion for the model of the compliant surface 
analysis.
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O v e r v i e w
The study of the boundary-layer flow past a flexible surface has two primary motivations. 
Firstly, it is a fundamental model for the fluid flow past a dolphin and other aquatic 
species (cf. Kramer [74]). Secondly, coated surfaces of man-made water-borne vehicles 
with a compliant surface has been proposed as a mechanism for delaying transition and 
drag reduction (cf. Carpenter [21]). The aim of this section of work is to introduce a model 
for a compliant surface designed by Carpenter & Garrad [23] to represent Kramer’s [70] 
best physical compliant coatings. The theoretical model designed by Carpenter & Garrad 
is two-dimensional allowing for a two-dimensional analysis of the interaction with a two- 
dimensional flow field. Thus, the model can be used directly for the Blasius flow problem. 
For study of the more realistic three-dimensional problems, the model is extended to allow 
for the three-dimensionality, firstly by the inclusion of wall displacement derivatives with 
respect to both x  and y  and secondly by introducing the possibility of an anisotropic 
surface, thus generalizing the type of surface permitting greater flexibility in the possible 
analyses pursued. The first section will give the historical background for the introduction 
of the type of compliant surface model studied in this report. Following this, the boundary 
conditions at the surface for the two and three-dimensional flow problems will be derived 
and parameter values for the mechanics of the wall model will be discussed.
10.1 H istoric background for th e  p late-spring m odel
Since Kramer [70, 71] first described his pioneering experiments on compliant coatings, 
both theoretical and experimental investigations yielded no evidence for the drag-reducing 
capabilities of Kramer’s coatings, thus the credibility of his coatings was rather low. How­
ever, Carpenter & Garrad [23] supposed that the case against Kramer’s coatings was not
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as strong as popularly thought. Kramer believed that the transition delaying properties 
of his coatings were responsible for the drag reductions achieved in his tests. Carpenter 
& Garrad showed that these subsequent independent tests carried out on the Kramer 
coatings were in fact completely unsuitable for investigating transition (a brief account of 
which is given below) and go on to describe a complete theoretical study of the hydro- 
dynamic stability of flows over Kramer-type surfaces using linear hydrodynamic stability 
theory in order to see whether there is any theoretical basis for Kramer’s view.
Damping fluid
10.1.1 Kramer’s experimental investigation
Seamless hose
Figure 10.1: Cross section of Kramer’s coating. All dimensions in m m .  (Drawings are 
based on those given by Kramer [71].)
Figure 10.1 shows the first type of compliant surface designed by Kramer [70, 71]. An 
inner rigid wall was covered by a flexible inner skin connected to a 2m m  outer flexible 
diaphragm by a closely spaced array of stubs. All these components were made of the same 
soft natural rubber. The cavity between the outer diaphragm and inner skin was filled 
with a highly viscous damping fluid, supposed by Kramer to damp out boundary layer 
waves - presumably he was referring to TS instabilities. Kramer also considered that if 
the stiffness and inherent damping of the heavy outer diaphragm were properly chosen, 
then it could act as distributed damping and thereby reduce the damaging effects of the 
local turbulent disturbances which have a much higher frequency than TS instabilities. 
Thus, his coatings were regarded as consisting of two wide-frequency band dampers [23].
According to Babenko, Gintetski & Kozlov [3] and Babenko, Kozlov & Pershin [4], 
Kramer’s coatings would not function in the same way as dolphin’s skin. They stated that
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the papillae in dolphin’s skin are more readily deformable than the representative stubs in 
Kramers coating. Babenko et al [3] also claimed that dolphin skin is subject to a certain 
amount of active control, whereas Kramer’s coatings are purely passive. Nevertheless, 
Kramer’s results showed considerable drag reductions with his coatings.
A sketch of the coated model used for Kramer’s tests is shown in figure 10.2. This 
model had a streamlined body of revolution consisting of a 470 mm long tip, a tabulated 
contour followed by a cylindrical aft section 673 mm in length and 63.5 mm in diameter. 
The first 152 mm of the tip, a 13 mm transition section between tip and cylinder and the 
last 38 mm of the cylinder were not covered with the compliant coating. The model was 
sling-mounted to an after-body and towed in the sea at speeds up to 18 m/s [73, 74].
38
63.5
T
Figure 10.2: Kramer’s model. All dimensions in mm. Shaded regions were coated.
At least four attempts have been made to carry out tests in order to provide indepen­
dent verification of Kramer’s results. These were reported by Puryear [105], Nisewanger 
[95], Ritter & Messum [112] and Ritter & Porteous [113]. No significant drag reductions 
were observed in any of the four sets of tests. Carpenter & Garrad [23] explain this, stating 
that the above tests were not without fault. Below is a brief account of the explanations 
given by Carpenter & Garrad.
Puryear [105] obtained a two to six per cent drag increase with his compliant coatings 
and attributed these disappointing results to problems encountered in making a smooth 
join between the rigid nose and coating.
The models tested by Nisewanger [95] had a blunt nose made of rubber, giving an 
unfavourable pressure gradient over much of the compliant coating, thus, unsuccessful 
results are not surprising.
Ritter & Messum [112] carried out tlieir tests on a small flat plate model covered with 
compliant coatings. This is not really comparable to Kramer’s original model so it was, 
perhaps, not altogether surprising that no significant drag reduction was observed.
The previous work was continued by Ritter & Porteous [113] using a cylindrical model
470 673
152 13
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with an elliptical nose. The nose was fitted to the leading edge of the coated cylinder in 
such a way that the boundary layer could be removed by suction through a slot between 
the nose and cylinder, thus ensuring laminar flow at the start of the coated cylinder. We 
assume their coating was very soft explaining the failure to yield any significant drag 
reduction since Kramer’s softest coating appeared to be much more unstable [23]. Ritter 
& Porteous also experienced trouble with the leading edge of the coating on their models.
Thus, from this extremely brief review of the early attempts to confirm Kramer’s 
original results it can be concluded that the Kramer coatings have not been subjected to 
a satisfactory independent test. Therefore, the tests described above should not be taken 
as conclusive evidence that Kramer’s coatings are not capable of delaying transition under 
favourable conditions. There is, of course, still the possibility that Kramer’s observed drag 
reductions result from a favourable interaction between the compliant surface and a fully 
turbulent boundary layer. An additional explanation made by Carpenter & Garrad [23] is 
that the drag reductions could have come about owing to favourable changes to pressure 
drag occurring due to surface discontinuities at the coated-uncoated interfaces and/or to 
a favourable modification of the flow near the rear of the body, thus leading to lower base 
drag.
10.1.2 Review of stability analyses for boundary layers over compliant 
surfaces
The effects of a flexible boundary on hydrodynamic stability were first studied by Ben­
jamin [9]. He remarked that the motion of the flexible surface could greatly affect the 
thin friction layer at the wall. Now since viscosity in the friction layer destabilizes the TS 
instabilities, then surface flexibility could possibly have a favourable effect on boundary- 
layer stability. He showed how the boundary conditions at the wall could be formulated 
for a flexible surface with the main motion normal to the wall. The response of the flexible 
surface to the pressure generated by the fluid motion was characterised by introducing a 
response coefficient, namely, a complex compliance, Z,  which corresponds to the deflec­
tion of the surface. By extending the linear stability theory of Tollmien [131], Schlichting 
[115] and Lin [84], Benjamin showed how a flexible non-dissipative wall tends to stabilize 
TS instabilities. Wlien Zr >  0 (note that Zi — 0 for non-dissipative walls), the neutral 
curves are shifted to a lower wavenumber and higher Reynolds number as shown in figure
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10.3. However, in the case of dissipative flexible walls, he showed that TS instabilities could 
be destabilized by internal damping. A similar conclusion was also reached by Betchov [9].
Figure 10.3: The effect of surface compliance on the neutral curve for a non-dissipative 
flexible wall according to Benjamin’s theory, a  is wavenumber, 5* is boundary layer 
displacement thickness and R e is the Reynolds number.
The response of the flexible surface was characterised by Landahl [78] as an admittance 
defined as
_  normal wall velocity 
wall pressure
Note that this formulation does not have any theoretical advantages over that of Ben­
jamin’s, however, it is convenient for numerical work.
Landahl approximately simulated the principal properties of a Kramer-type coating 
obtaining curves of neutral stability numerically. He confirmed Benjamin’s conclusion 
regarding the destabilizing effect of internal damping on TS instabilities and clarified the 
effects of damping on the various types of instability. For Kramer coatings, Landahl 
concluded that, since the theoretically predicted critical Reynolds numbers were at best 
only modestly improved by wall compliance, it was unlikely that the drag reductions 
observed by Kramer were a result of delaying transition.
In 1967, Gyorgyfalvy [58] used Landahl’s theory to extensively study, parametrically, 
the stability and transition of boundary layers over spring-backed membranes with internal 
damping. He used the e9 method of Smith & Gamberoni [121] to calculate the transitional 
Reynolds number. Gyorgyfalvy found that the favourable effect on transition with a
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flexible surface was due to a reduction in amplification rates rather than an increase in 
the critical Reynolds number, and large reductions were only available for a comparatively 
small range of Reynolds number. His results appeared to confirm LandahPs views on the 
theoretical unsuitability of Kramer’s coatings for transition delay.
Landahl & Kaplan [79] extended the formulation of the wall boundary conditions to 
cases where the surface velocity could have a significant stream-wise motion by introduc­
ing an additional surface admittance for the stream-wise motion. The OS equation was 
then integrated numerically obtaining accurate solutions for various problems. In addi­
tion to spring-backed membranes, compliant surfaces formed by a non-dissipative elastic 
medium and by a viscoelastic medium were studied. The effects of the pressure gradient 
on boundary layer stability over flexible surfaces were investigated and the effects of a 
flexible surface on a secondary instability was briefly studied. Results indicated that a 
flexible surface would only slightly reduce the growth rate of the secondary instability, 
confirming a similar conclusion reached by Benjamin [9] using a simpler flow model.
In order to achieve a significant favourable effect on transition, the use of a light, highly 
flexible wall was considered necessary. However, calculations by Carpenter and Garrad [23] 
place some doubt on Landahl and Kaplan’s results for spring-backed membrane surfaces 
although their overall conclusions for these surfaces appear to be sound.
Conventional linear-stability theory has been used for the majority of the work re­
viewed above. Bushnell & Hefner [19] questioned the validity of this approach for flows 
over Kramer-type flexible surfaces. They argued that the modulation produced by such 
a wall can be sufficient to alter the effective-mean-velocity profile, and recommended the 
use of stability analysis for periodically time-varying mean flows. However, Carpenter & 
Garrad [23] disagreed with this, stating that the argument would only be valid if the wall 
motion were independent of the instability under consideration. This would clearly be so 
in the case of active walls. However, for passive walls, this situation would only arise if 
the effects of a flow induced surface instability (FISI) on a TS instability were considered. 
Two main types of behaviour would seem to be possible: either the two modes of insta­
bility would be well separated and distinct or some sort of first order modal interaction 
would occur. They go on to suggest that in the first case, provided the amplitude of the 
separate instabilities are small enough for linearization to be valid, the instabilities could 
be treated independently and then brought together to give their combined effect. Any
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interaction between the two modes of instability could certainly be greatly stabilizing or 
destabilizing. However, such an interaction would be a non-linear effect. Nevertheless, 
provided linearization remains valid, there would appear to be no obvious reason why 
conventional linear theory cannot be used to investigate such interactions.
In summary, the theoretical evidence seems to indicate that it is indeed possible to 
postpone transition using a compliant surface, but Kramer coatings are not suitable for 
this purpose. It is firmly established that internal damping destabilizes TS instabilities, 
thus Kramer’s explanation for the action of the damping fluid would appear to be incorrect.
In the past, Kramer coatings were regarded as spring-backed tensioned membranes, 
until Carpenter and Garrad [23] thought to model them better as spring-backed plates with 
finite bending stiffness and, with this model, obtained a substantial delay in transition in 
certain circumstances.
It must finally be noted that historically, TS instabilities have been the focus of re­
search, even though in many cases there are two or more modes of instability present.
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T w o - d i m e n s i o n a l  m o d e l  f o r  t h e  c o m p l i a n t  w a l l
For our investigations, the theory introduced in the preceding chapters will be applied 
to the surface-based model proposed by Carpenter & Garrard [23] for the stability of 
two-dimensional boundary-layer flow past a Kramer-type compliant surface. We use a 
surface-based model since these are simpler to implement, with the equations for the 
wall motion replacing the rigid-wall boundary conditions. This ensures that the continu­
ity of the velocity across the interface between the wall and fluid is automatically satisfied.
The Kramer-type compliant surface is a simple plate-spring surface-based model. It is 
assumed to be constructed of an elastic plate (or tensioned membrane) supported above 
a rigid surface by a vertically aligned array of springs. The plate can also be backed by a 
viscous fluid substrate having, in general, a density and viscosity different from the main­
stream fluid. The motion of the substrate fluid is assumed to be unaffected by the presence 
of the springs and is determined by solving the linearized Navier-Stokes equations. The 
visco-elastic properties of the plate and springs are taken into account approximately by 
using a complex elastic modulus which leads to complex flexural rigidity and spring stiff­
ness. This should be a reasonable approximation provided that the wavelength of the 
surface instabilities considerably exceeds the distance between neighbouring springs. Var­
ious parameters characterising the surface properties are estimated for the actual Kramer 
coatings (cf. [23]). This type of model is an idealistic representation for the wall and is 
not an accurate representation for the types of wall used in experimental studies. Nev­
ertheless, it is a start enabling us to estimate what effect wall compliance may have on 
TS instabilities. It has the advantage of presenting a problem which is computationally 
efficient to solve.
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Viscous fluid substrate Array o f springs Rigid surface
Figure 11.1: A schematic illustration of the theoretical model for a compliant coating
11.1 B oundary C onditions for the tw o-d im ensional Kramer- 
typ e  com pliant Surface
We assume the wall is isotropic and is free to move under the influence of the fluid flow 
and becomes displaced by the fluid motion. For an isotropic wall of this type, the dis­
placement is restricted to motion in the normal direction only such that for travelling wave 
disturbances, the wall displacement can take the form
W ( x , t )  =  5W0eiax+xt,
where a  is the stream-wise wavenumber, 5 is the boundary-layer thickness, A =  —iac  is 
the stability exponent with c the complex wave speed, and W 0 is the dimensionless plate 
displacement amplitude.
If such a surface undergoes two-dimensional disturbances, then by neglecting the hor­
izontal displacement of the surface, the motion of the compliant wall given by the vertical 
position of the surface denoted by W ( x , t )  is governed by the following equation [23]:
hd2W jdW  na*w ,
Pm ~ d iF +  ~dt +  IF ?  ~  IF ?  + =  ~ ' (1L1)
Here, =  k — g(pe — ps) is an equivalent spring stiffness, k is the spring stiffness, pm is 
the density of the plate material, pe is the fluid density, ps is the substrate density, b is 
the plate thickness, d is the damping coefficient, B  is the flexural rigidity of the plate, T  
is the longitudinal tension, Spe is the perturbation in pressure acting on the plate from 
the fluid above, and 5ps is the perturbation in the pressure acting on the plate from the 
substrate below.
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So, is a damping term, dps — Spe is a forcing term, and the term (k — g(pe — P s ) ) W  
is due to the difference in densities of water and the surface, with g =9.8 m/s.
Note that equation (11.1) involves both beam and wave equation terms. (W u —W xx — 0 
is the wave equation, Wtt +  =  0 is the beam equation and Wtt  +  dWt — W xx — 0
is the damped wave equation.) The equation was derived by Carpenter & Garrad [23] 
using classical thin plate theory by considering the different forces per unit plate area 
acting on the wall. The first term in the equation represents the plate mass per unit area 
multiplied by acceleration and so represents the driving forces due to the boundary layer 
disturbances. The remaining terms represent the restorative structural forces due to the 
compliant wall.
By substituting the form for the surface displacement into (11.1) and noting that
d W
—  =  —i a c W  (11.2)
at
and
d W
—  =  i a W ,  (11.3)
we obtain
[ - p mbc?c2W 0 -  iacdW 0 +  B a * W 0 +  T c ? W 0 +  =  _  6pe
Now, we substitute the dimensionless expressions for the dynamic pressure perturbations 
given by Carpenter & Garrad [23], namely
Spe =  peU ^ p eW  and 5ps =  PeUl.PsW , 
where Uqq is the free-stream velocity, and
W  =  ^~ with W  =  W 0eia(x~ctK  
o
Let us also non-dimensionalize the wavenumber and complex wave-speed such that
Q>
a  =  — and c =  cUoo , 
o
where the bar notation represents a non-dimensional parameter, then we obtain 
--2 W 8  .O' , WS  A4 WS  a 2 WS
W 5
eia(x-ct)
§2 00 eia (x—ct) fi &ia (x—ct) §4 eia (x —ct) §2 ^iaty—ct)
eta(*-<*) =  peU i p sW  -  peU l p eW .
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Now, dividing through by pJj f f fW, assuming \W\ j- 0 and simplifying, gives
—pmbd2c2 iacd B a 4 T a 2 IceS  ^ .
+  7577FT- +  7F75- T  +  ± 5- = f t - P e .  (11.4)PtS PeUx  5 * U l p e 5 U l p e peU l
Equation (11.4) can be written in a totally non-dimensional form by defining and sub­
stituting in the non-dimensional coefficients describing the mechanical properties of the 
coating:
< +  =  % ,  C D =  - f - ,  c b  =  M L _ ,  Ct  =  j E — , (11.5)
P e 0  peUoo P U ^ P e  S U ^ P e  peU£
Thus, the governing equation for the compliant wall motion can be written as
a 2c2Cm -  ia cC n  +  oJCB +  a 2CT +  Ck e  =  Ps -  Pe • (11.6)
Following Carpenter and Garrad [23], the two boundary conditions at the compliant sur­
face are taken to be of the following form.
1. The kinematic boundary condition is
U'(O)0(O)+c0'(O) =  O, (11.7)
where U'(0) is the derivative of the Blasius velocity at the wall (in our calculations 
we used the value 0.3320573371, calculated using the Chebyshev polynomial method 
discussed in chapter 9).
2. The dynamic condition at the wall is
»c(0"'(0 ) -  a 2<j>'(0)) +  a R ( a 2c2C m +  iacCD-  a i C B -  c?CT -  0) =  0 . (11.8)
These complicated boundary conditions show that the problem is coupled, e.g. the 
fluid flow induces the compliant wall to “buckle” and then the effect of the deformed wall 
changes the way the fluid flows over it.
Note that the reference length scale is taken to be 5, the boundary layer thickness, 
and the reference velocity scale is the constant free stream velocity, U00. The Reynolds 
number is then defined to be
7? _  UooSibg --
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11.1.1 Derivation of Boundary Condition 11.7
Figure 11.2 shows a schematic diagram of a compliant surface. As fluid moves over it, the 
surface may deform. £ and y  are the new deformed coordinates
6  -  u(x0 +  £,y0 +  y , t ) ,
Vt =  v(®o +  £,2/o + V,t) •
These are the velocities of the moving wall in the x  and y  direction, respectively.
Now, yo is at the wall, therefore, yo — 0. Suppose £ and y  are small, we expand u and 
v in Taylor series
du du
6  =  u(® +  6 0  +  f7,*) = t t ( a ,0 ,t ) +  — (®,0,<)£ + — (®,0,t)rH  (11.9)
dv dv
yt -  v (x  +  ^ 0  +  y t t) =  v ( x ,0 , t )  +  —  (z ,0 ,t)£ +  —  (x,Q>t)y 4  (11.10)
We assume £ 0 and £* ~  0 and |y| < <  1. That is, no elasticity in the ^-direction, so
that it doesn’t deform in the ^-direction, and the deformation in the ^-direction is very
small. Then from (11.9) and (11.10), we get
du
0 =  u(x,  0, Q +  (#, 0 , t )y  J----
dv
yt =  v ( x ,0 , t )  +  — (x ,0 , t ) y  H----
dy
We now neglect the higher order terms and linearize about the Blasius basic state (U(y),  0,0),
u =  U +  u
v — v
p =  P  +  p .
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Note that u , v  and i] are unknown. Therefore, and §^ 77 are both higher order terms, 
so we neglect these terms. However, U is known, and so Ui] isn’t a higher order term. 
Thus, we obtain
0 =  u(a;,0, t) +  Uy (0)r] (H -H )
i]t =  v ( x , 0 , t ) .  (11.12)
Now, introducing a Fourier transformation to the velocities gives
u =  ueia^ ~ ct), (11.13)
£ =  veMx-ct)^ (11.14)
i] =  fjeia(x~ct) .  (11.15)
The continuity equation thus reduces to
i a u - \ - v y =  0 . (11.16)
Now, substituting, (11.13), (11.14) and (11.15) into equation (11.11) we get
0 = + uy(U)i]eia(<x~ct)
=  U +  Uy(Q)fj.
Using equation (11.16) to give u and substituting this in, we obtain
^Vy =  -Uy(0)rj .  (11.17)
Substituting (11.14) and (11.15) into (11.12) gives
—iacfjeia(x~ct) =  yeia(x~ct) - i a c f j  — v , (11.18)
so, from (11.17) and (11.18) we obtain
L v v =  - U y {  0 ) - 2 —  =S- 4 - v v =  - U y { 0 ) t y .  
a  y yK - l a c  A Ac
Thus, if we let the Fourier amplitude of the vertical perturbation velocity v be denoted
by 0  and, rearranging, we obtain the boundary condition (cf. equation (20.4))
C0y +  Uy(O)0 =  O. (11.19)
Note that (11.19) is a linearized boundary condition, since we have expanded by Taylor
Series and neglected higher order terms. This was done since we are assuming very small
displacements.
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11.1.2 Derivation of boundary condition 11.8
From equation (3.28), replacing v with 0, we have
ia p  =  l ( U a -  w)#' -  Uv<t> +  ~  c *V ) .
QL iXgCH
Now, at the wall, the boundary conditions state that 1/(0) =  0 and —Uy (0)0(0) =  c0'(O), 
using equation (11.19), thus, noting that ^ =  c at y  =  0, we can show that pe is related 
to 0 (0) by
ia p e =  (0"'(O) -  a 20'(O)),
u ea
where p e =  p|y=o-
Following Carpenter & Garrad [23], the dynamic boundary condition at the surface 
is expressed in terms of an equality between the surface and boundary admittances, such 
as to allow the determination of stabilizing or destabilizing effects on the TS instability 
when the mechanical properties of the surface are changed. Thus
Y0 =  Yly
where
Y  -  M S  - ____________________ ________________________
° P«(°) ^ ( r ( O ) - a 20 '(O))
a 2R ef (  0)
” 0"'(O) - a 20'(O)
and
d W
Yx =  p — .
(PcU&)
Yo and Y\  are respectively the admittances of the boundary layer fluid and flexible surface. 
When suitable expressions are derived for Yb and Yf then, Yb =  Y\ acts as the boundary 
condition at the flexible wall replacing 0 (0) =  0 , used for the rigid wall.
From equation (11.2) and noting that W  =  we obtain
v  _
1  _  sPe •
(Pe#2,)
If we let
W ( x , t )  =  W 0ei&^ ~ ^  
Spe =  5peeia(x~ct^
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and assuming no fluid substrate, 5ps =  0, then equation (11.1) becomes 
5 { - p mba2c2W 0 -  iacdWo +  B a 4W 0 +  T a 2W 0 +  > ^
So,
=  i a c W 0ei&(x~ ^  __ iacpeU^Wp
1 S p e e i a ( x - c t )
{PeUD Pe
substituting in for ==& from equation (11.20) we obtain
_  iacpeUla
S*(pmba2c2 +  iacd  — B a 4 — To:2 — fog) '
The boundary condition is thus,
* i  =  T0
.  i a c p e l l ^ ______  a 2R e(f){0 )
S(pmba2c2 +  iacd  — B a 4 — T a 2 — /c#) 0W(6) — a 20'(O)
Non-dimensionalizing the rest of the dimensional parameters using a  =  j  and c =  
yields
_______________ i a c p e U _  a 2R e<j)( 0)
+  i f  cUood - B $ - T f - k E) r  (0) -  a 20'(O)
dpmbjrc2!!^  ^ SijcUppd B^fl-5 T j r S  kES _  0;//(O) — a 20;(O)
i acpeU i a c p eU i a c p eU^  iacpeU , i a c p eU , a 2Re0(O)
Using equations (11.5) this can be reduced to
gmac | C W  CTq Cjng =  r ( 0) - a V ( 0)
i ic ic iac  a 2R e(j)( 0)
Rearranging this yields the required boundary condition
a R e(j)(0) (Cma 2c2 +  i C Dac -  C Ba 4 -  CTa 2 -  CKB) =  -ic(0'"(O) -  a 20'(O)),
where the bar notation has been dropped from the dimensionless variables to simplify 
notation.
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T h r e e - d i m e n s i o n a l  m o d e l  f o r  t h e  c o m p l i a n t  
s u r f a c e
The surface-based plate-spring model of Carpenter & G arrad [23] described in the preced­
ing chapter will be modified for use in our three-dimensional problem. This model shall 
then be used since the equations of motion of the wall can be used as a direct replacement 
of the rigid wall. Thus, only the boundary conditions of the system  are required to be 
adjusted. The difference in the modified model occurs in the term s where derivatives with 
respect to x  only, in the two-dimensional case, will now be taken both with respect to x  
and y .
12.1 B oundary conditions for th e  three-d im ensional Kramer- 
ty p e  com pliant surface - Ekm an layer problem
As with the two-dimensional flexible surface, we assume that the plate is isotropic and 
free to move under the influence o f the fluid flow becoming displaced by the fluid motion. 
The boundary conditions at the surface, z  — 0, are derived in the following sections.
12.1.1 Kinematic boundary conditions
These arise from equating the velocity at the wall with the velocity of the fluid. Now as 
fluid moves over a  compliant surface, the surface may deform. Let £, 77 and C be the new 
deformed coordinates in the x , y  and z  directions respectively, then the velocities of the 
moving wall in the x , y  and z directions are given by
£t* =  u*(xq +  £, yo +  ??, zo +  C> t ) ,
77** =  v* (x0 +  £, yo +  77, 2 0 +  C) t ) ,
Ci* =  w*(xq +  £>2/o +  r),zo +  CY) •
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Now, zo is at the wall and therefore, zq =  0. Assuming £*, y* and £* are small, we expand
u*, v* and w* in a Taylor series to give
+ (12.1)
»7<* =  v*(x* ,y * ,0 ,t* )  +  — (x * ,y * ,0 }t*)£ +  ~ ( x *  ,y* ,0 ^ * )^  +  —  (x* ,y* y0 ,t*)(  +  • ■ ■ (12.2)
CtT =  w * ( x * ,y * ,0,t*) +  ~ ^ ( x * , y * ,  Q,t*)£ +  0,t*)y +  ^ - ( x * , y * ,0  ,t*)£ +  .. .(12.3)
It will be assumed that |£| ~  0, \y\ «  0, \Q\ «  0 and \yt\ ~  0, that is, no elasticity so that
the wall doesn’t deform in the x or y  direction. Let us also assume that the deformation
in the 2—direction is very small. Then from (12.1), (12.2) and (12.3) we obtain
0 =  u * ( x \ y * , Q 7t*) +  u*Ax*)y \ 0 ) t * ) e  +  ---
0 =  v * ( x \ y * A t * )  +  v*z. ( x \ y * , 0 , t * ) C  +  . . .
C* = «;*(»*,y*,0,t*)+w:.(®*,y*,0>**)C* + ....
We can now neglect the higher order terms and linearize about the Elanan layer basic 
state, (Zfy), K (z ),0), to give
u* =  U* +  u*
v * =  V* +  v *
p* =  P * + p * .
Note that u*, v*, w* and £* are unknown. Therefore, fprC*, and are ad
higher order terms and, since we are conducting a linear stability analysis, these terms 
can be neglected. However, U* and V* are both known, so U*(* and V*(*  are not higher 
order terms and so cannot be neglected. Hence we obtain
0 =  u * ( x * , y \ 0 , t * )  +  U**(0)e  (12.4)
0 =  v * ( x \y \0 , t * ) + V ? * {0 ) C  (12.5)
£  =  w * ( x \ y \  O f f ) .  (12.6)
Let us non-dimensionalize by taking the following dimensionless variables:
u ~ — V- ? L  w = —  u - —  v ~  —
V g '  V g '  V g '  V g '  V g
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s  =  2 :  V  =  v i z - 7  t
(see chapter 17 for definitions of L , v g and Q). This form is consistent with the non- 
dimensionalization for the perturbation equations for the Ekman boundary layer stability 
analysis in part V of this report. Substituting these into equations (12.4) to (12.6) we 
obtain
0 =  uvg +  Uz (0)(vg (12-7)
0 =  Wg +  Vz (0)(vg (12.8)
“ Ct =  w ( x , y }0 , t ) ,  (12.9)
S b  o
where R 0 — ^  is the Rossby number and is the ratio of convective to Coriolis accelera­
tions.
We now assume |C| 0, UZ(Q) 0 and V?(0) J  0, otherwise the equations would
reduce to the two-dimensional case. By combining the equations (12.7) and (12.8), we
obtain the first kinematic boundary condition, namely
uVz ( 0 ) = v U z (0) . (12.10)
This boundary condition states that the (u, v ) velocity vector has to be parallel to the 
basic velocity gradient.
To find the second kinematic boundary condition, let us introduce the following Fourier 
transforms.
u =  uei(<**+Py-u>t) (12U1j
v =  $ei(ax+fiy-ut) (1212)
w  =  ^(ax+Py-w t )  (12.13)
C =  £eK*x+py-uit) ? (12.14)
where a  and (3 are the corresponding wave numbers in the x  and y  directions respectively, 
and oj is the wave frequency supplying the stability characteristics. Substituting equations 
(12.11) to (12.14) into (12.7), (12.8) and (12.9) we obtain
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Substitution of equations (12.11) to (12.14) into the continuity equation, gives
iau  +  i p v  +  wz =  0 , (12.18)
and so, by substitution of u and v from equations (12.15) and (12.16) into equation (12.18) 
we obtain
i a ( —Uz (0)C) +  t/?(-V,(0)C) +  w z =  0 . (12.19)
Then, by using equation (12.17) to eliminate (  from (12.19), we have
~ ~ ~ U z (0)w  +  ^ S - V z (0)w  4 - w z — 0 .
U) OJ
Finally, by letting c =  where, q2 =  a 2 +  P2. Multiplying through by ^ we obtain our 
second kinematic boundary condition
cwz +  R 0 ( ^ U z (0) +  @-Vz (0) ) w =  0 (12.20)
Let us introduce new coordinates so that we are essentially rotating the velocity field in a 
horizontal plane.
v = -u + iv, =>■ Vz =  -Uz + -Vz 
1 1  1 1
~ P a  ~ 8 aU = —U  V, = * Uz = EUz _
1 1  1 1
P « «  cu =  — u  V
1 1
a  ~ p  „v — —u H— v .
1  1
From rearranging the first of these equations, (12.21) we have
substituting this into (12.22) gives
—V  — —U =  V  
p  z p  z z ’
TT P ~ a ~  Uz — —Uz 4— Vz .
1 1
Substituting (12.26) back into (12.21) we get
-Vz--uz = vz. 
1  1
(12.21)
(12.22)
(12.23)
(12.24)
(12.25)
(12.26) 
(12.27)
N ow , fro m  re arran g in g  eq u a tio n  (12 .23) we have
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substitution of this into (12.24) gives
6 a
v  =  ? - v - - u ,  (12.28)
7 7
and substituting (12.28) back into (12.23) yields
B ot .
+  - v - u .  (12.29)
7 7
Now, by substituting (12.26), (12.27), (12.28) and (12.29) back into the expression for the 
first kinematic boundary condition, (12.10), gives
Vzu =  Uzv . (12.30)
Introducing a new variable 0  =  ryfi, the transformed continuity equation can be expressed 
as
i j v  -f w z — 0 .
Finally, using this and letting ui =  0, (12.30) becomes our first kinematic boundary 
condition:
fc(O)0 +  C/2(O)0, = 0 ,  at z  =  Q . (12.31)
Now from (12.20) and using (12.21), we find that our second kinematic boundary condition 
can be expressed in the following form
c(f>z +  R oVz (0)(f) =  0 . (12.32)
12.1.2 Dynamic boundary condition
We shall start with the wall equation in three-dimensions, such that we obtain derivatives 
with respect to both x  and y  in the restorative structural forces of the wall motion equation. 
Hence,
d 2W  d W  n
Pmb-gt T  +  d ~  +  B A 2W  -  T A W  +  [fc -  g(pe -  ps)}W  =  Sps -  5pe , (12.33)
where A W  =  W xx +  Wyy and A 2W  =  W xxxx +  2Wxxyy +  W y w v . For a tliree-dimensional 
isotropic wall of this type, the displacement is restricted to motion in the normal direction 
only, such that the three-dimensional wall displacement can take the following form
W ( x , t )  =  woei{ax+Py~wt) +  c.c.,
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where a  is the stream-wise wavenumber in the ^-direction, (3 is the steam-wise wavenumber 
in the ^/-direction, and W Q is the plate displacement amplitude.
By substituting the form for the surface displacement into (12.33) we obtain
(-pmwHWo -  iwdWo +  (a4 +  2a 2/32 +  ffi)BW 0 +  (a2 +  p2)TW0 +  kEW0) e^ + O y -^ t)  =  6ps-6 p e
(12.34)
Now, by adjusting the dimensionless expression for the dynamic pressure perturbations 
given by Carpenter and Garrad [23], used in the preceding chapter for the two dimensional 
problem, to account for three-dimensionality we have
Spe =  peVgLlLpeW ,
where the velocity terms vgYlL have replaced the term used in the two-dimensional 
dynamic pressure perturbation expression. vg is the velocity characteristic reference in 
the normal direction and ClL is the corresponding velocity reference in the stream-wise 
direction and the product of these expressions is also used to non-dimensionalize the 
pressure term in the Navier-Stokes equations in section 17.4. Also, W  — ^  and W  =
Let us non-dimensionalize the rest of the parameters by:
a: =  y , P =  y ,  c =  cPIL
Lj ju
£
t =  —, u  =  u l l  => u> — 7 cO ,
u u
where the bar notation represents a non-dimensional parameter. Note that x — f  is 
a dimensionless length and so a  =  a L  is a dimensionless inverse length, and so a x  is 
dimensionless. Substituting the non-dimensional parameters into equation (12.34) we 
obtain
t - 2-2n2i - - rw  , d'4 +  2d2/32 + /?4 .0? +  p2
+  (----------13-------)B  + (— —  )T  +  * * )
=  peVgHLpsW -  peVgQLpeW  .
Dividing through by W v gflLpe, assuming \ W\  0 gives
~Pm7 2c2Q26 i f c d  B j 4 T 7 2 ke-------  — . ------------ _j_   . j- -------- - -- 7?$  
p ^ V g d  P e V g  P e V g t l L 4  p e V g C l i L 2  p e V g H
Now, the Rossby number is defined as, R a =  Using this we obtain
- P m l2c2b _  i fc d  B j 4 T 7 2 kE
oPR nL OeRnLQ, o„RnYl2L 5 o»Rn£l2L 3 o0R„Cl2
Pe
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Let us define tlie dimensionless coefficients describing the ratios between the mechanical 
properties of the coating and properties of the flow to be as follows.
Gm ~  ~p7l ~r q 'C d  =  / F  =  pejj„ f i2L 5 1^2'35'
° T =  p A f t V  Gk e  =  ■ (12-36)
Substituting these in, we obtain
- 7 2c2Cm -  i*(cCD +  7 4Cb  +  i 2CT +  CKe  =  P s  ~  P e  • (12.37)
Now we take the governing equations (17.41) and (17.42) for the linear analysis from
section 17.4, namely
ia p  =  — ff'EkU +  E kuzz +  20 — R 0wUz — iy^R0V  — c)u (12.38)
ipp  =  - 7 2E kv +  E kvzz - 2 u -  R 0wVz -  vy(R0V  -  c)v , (12.39)
where E k =  is the Ekman number and is the ratio of viscous to Coriolis accelerations. 
Multiplying (12.38) by i a  and (12.39) by ip,  adding, and using equations (12.21) to (12.24) 
we obtain
—7 2p =  7 2(R 0V  — c)v — iRoW'yVz -  2iryu — i f f E kv  +  i y E kvzz . (12.40)
Now using v =  ~wz and ip — i j u  we obtain
p =  j ( R o V  -  c )+  +  +  f i >  +  Y  ( f e ,  -  72^ ,) • (12.41)
At the wall, the boundary conditions state that V (0) = 0 .  Prom the kinematic boundary 
conditions we have
Vz (0)ip +  Uz (0)(pz — 0, at z  — 0, (12.42)
c<pz +  R 0V M 4 >  =  0. (12.43)
Prom (12.41) at £ — 0 we obtain
p e =  ± . ( R 0 x 0 -  c )+  +  f f v z ( 0 ) m  +  4v>(0) +  § ( f e , ( 0 )  -  7 2f e 0) ) , 
where pe = p |^ =0. Using (12.43) we get
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Now, from Carpenter & Garrad [23], the dynamic boundary condition at the surface 
is expressed in terms of an equality between the surface and boundary admittances so 
that stabilizing or destabilizing effects on the instabilities can be determined when the 
mechanical properties of the surface are changed. That is, To — TT, where Yo and Y\ 
are the admittances of the boundary layer fluid and flexible surface, respectively, and are 
defined to be
y  - f t ( Q ) _____________ m ____________
Pe( 0) ^y ,(o ) +  ^ ( 0 222(O ) - 7 2 ^ (O ) )
and
dw
U  =  - g -  . (12.46)
Pq FlLVg
When suitable expressions are derived for Yo and Y\, then Yo — Y\ acts as the boundary 
condition at the flexible wall replacing 0(0) =  0'(O) = 0 ( 0 )  =  0 used for the rigid wall. 
Now, it can easily be shown that
d w
_ _ = = J W .
If we let Spe =  Spee / ax+hy~ut) and assume no fluid substrate, so that Sps =  0, then 
equation (12.33) becomes
- p mbu2W 0e^ax+hy-^ )  _  d iu W 0ei("ax+^ ~ ut) +  B ( a 4 +  2a 2/?2 +  p*)Woei(ocx+fly-wt)
+  T ( a 2 +  p 2)W 0e^ax+Py- ut) +  kEW 0ei("ax+^ - ut) =  - 5 p e .
Non-dimensionalizing, we obtain
- 4  - 2
- p mbw2fl2W L -  iCoildWL +  B & )W  +  t (^~)W  +  kE W L  =  .
± J  J-J
Let us now drop the bar notation since we have finished non-dimensionalizing. Thus
i f c W
Y i = 5peei(ax+Py~,Jt')
P e t t L V g
Substituting in for 5pee^ax+l3y w£) we obtain
y. = _____________ i-rcp'Clv,_____________
pmb f2c2£l2 +  ijcCld -  -  kE ’
and so, calculating Yb =  Yi using (12.45) and (12.47) and rearranging, yields the dynamic 
boundary condition
iC ( +  ^zzz^  ~  720 (^O)  ^ =  - 7<^  (72c2Cm +  iqcCD -  74Cb -  72CT -  CKE)
(12.48)
w here Cm, Cd ,C b , Ct  a n d  CEE  a re  defin ed  a s  s ta te d  in  e q u a tio n s  (12.35) an d  (12 .36).
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12.2 A ttachm ent-line boundary layer over a com pliant sur­
face
Unlike the previous two representations for the plate-spring model of the compliant surface 
given in this part, this final representation will produce an amended model to incorporate 
an anisotropic wall.
12.2.1 Kinematic boundary conditions
Using the same notation as that used for the Ekman layer problem for the deformed wall 
coordinates in the previous section, equating the velocity at the wall with that in the fluid, 
expanding in Taylor series and assuming no elasticity we obtain
0 =  u, ( x * , y ' , 0 , t , )+ u*z. ( x * , y \ 0 , f ) e  (12.49)
0 =  « > * , ! / ♦ ,  0,«*) +  < .(s*,3 /*,0 ,i*)C * +  --- (12.50)
Ct* = w '(x * ,y \0 ,e )  +  wt.(x\y0,rK* + • • • ,  (12.51)
where * denotes dimensional parameters. Let us non-dimensionalize by taking
u*
v =
V*
Vo'
w*
w — —  
T0
a;*
x  =  TT’
y y*
L  ’
1!
t*v0
c -
c*
L  ’ L  '
Substituting these into equations (12.49) to (12.51) we obtain
0 =  u +  u*C +  .-. (12.52)
0 =  „ +  (12.53)
(t  =  w +  w z(  +  . . .  . (12.54)
Linearizing about the attachment line basic state, ( j^u(z ) ,  v (z ) ,  -g-w(z)) discussed in
chapter 22, by introducing the following perturbations to the basic flow
u(z )x  _r/ „ .
u =  — +  xU(x,  y, 0 , t)
JXq
v =  v(z)  + V ( x , y , 0 , t )
w(z)  „ .
w =  — — +  W ( x , y , 0 , t ) ,
JXq
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we obtain
fit nr*
0 =  xu(x,y,0,t) +  ^ - (  (12.55)IbQ
0 =  V ( x , y , 0 , t )  +  Vz( (12.56)
Ct =  W ( x , y , 0 , t )  +  - f .  (12.57)
TCq
Now, our first kinematic boundary condition is obtained by combining equations (12.55) 
and (12.56) to give
vz U =  ' f f ~ .  (12.58)
XLg
Introducing the following Fourier transforms such that the disturbance has wavelength ^  
and propagates along the attachment line with speed c,
U =  Ueia(y~ct\  V  =  V e ia{-y~ct\  W  =  W e ioi(.y~ct\  £ =  , (12.59)
and substituting these into equation (12.58), we obtain
-  TT vzU  =  —  .
Tie
Now, from the continuity equation we have
U +  i a V  +  W z =  0 .
Thus, using this to substitute for V  from the boundary condition we obtain
vzU =  u z (Wz +  U) L .
a
Finally, changing notation so as to be consistent with our disturbance equations, given in 
section 22.3, (p — W  and ip — U,  we obtain the final form of the first kinematic boundary 
condition
( i a R evz (0) +  uz(0)) ip +  uz (Q)(pz =  0, at 2 =  0 . (12.60)
To find the second kinematic boundary condition, using equations (12.55) to (12.57), 
let us introduce the Fourier transforms given in equation (12.59) to obtain
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Now, from the continuity equation we have
U +  i a V  +  W z — 0 .
Substituting in (12.61) and (12.62) gives
s t  e
and substituting for (  by using (12.63) yields
(uz +  ictRevz ) W  +  (w z +  i a R ec) W z =  0.
Now, from the boundary conditions, we know that ?ty(0) =  0. Using this, and finally 
changing notation to be consistent with the previous notation, W  =  0, we obtain
(uz(0) +  iaR evz(0)) 0 +  i a R ec(fz — 0 . (12.64)
12.2.2 Dynamic boundary condition
Our assumption that the elastic properties of the plate material are the same in all di­
rections, known as isotropy, used in the preceding sections, will now be modified to treat 
many practical applications.
If a homogeneous material has three mutually perpendicular planes of symmetry with 
respect to its elastic properties, it is called orthotropic, or in other words, orthogonally 
anisotropic. This type of plate is required in the analysis for realistic applications to 
numerous problems including marine and aerospace engineering. The modification to the 
behaviour of the plate occurs in the flexural rigidity term. A brief outline of the theory is 
described and further details can be found in Szilard [125].
In the derivation of Kirclioff’s small deflection plate theory, the number of independent 
elastic constants was two, namely, Young’s modulus of elasticity, E  and Poisson’s ratio, 
v. If we assume that the principal directions of orthotropy coincide with the x and y 
coordinates axes, it becomes evident that the four elastic constants, (Ex, E y , vx, v y), are 
required for the description of the orthotropic stress-strain relationships:
cr q* o' 71 (j7 * o* o* 7*
ex =  ~  - i / y - r ,  ey =  - ^ - - u x- j r ,  and 7  =  —-  , (12.65)
J-^ x rDy Tjy S2jx xy
where a  is the stress and e is the strain. The shear modulus, Gxy of the orthotropic 
material can be expressed in terms of Ex and Ev as follows
q  ^  y/ExEy ^ __________ If_
xy ~  2(1 +  rfVxEj) ~  2(1 +  rfPHEj) ’
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From Szilard [125], solving equations (12.65) for a x, ay and r  it is found that
(€X +  Vy€y)0 ® =
E x
1 -  V x V y
<7y  =
Ey
1 17X l / y
T  = G X y l  •
The strain terms can be expressed in terms of lateral deflections:
m . =  - D x t y w + V y ^ ) ,
+  * < & ) ,  (12'66)
_  o n  8 2W
m n y  ~  d x d y  ’
where D x and D y are the flexural rigidities of the orthotropic plate, while 2Dt  =  (1 — 
vXy) D xy: represents its torsional rigidity. Now for an orthotropic plate of uniform thickness, 
the torsional rigidity can be written as
Dt =  GXy —  ,
where b is the plate thickness. Substitution of (12.66) into the equilibrium equation of a 
plate element (eqn 1.2.9 of [125]) yields the following governing differential equation for 
orthotropic plates:
d 2W  d4W  d 4W
+  D ' W  =  P A x ' y) ■ (12'67)
Here, H  =   ^(yyD x +  vxD y + 4Dt) is called the effective torsional rigidity of the orthotropic 
plate.
Starting with our wall equation (12.33) for an isotropic plate, the only term that
requires modification to represent an orthotropic plate is the flexural rigidity term
B A 2W  =  BWX X X X  +  2 +  B W ,x x y y  r  xj  r v y y y y  ,
which now becomes
D x W x x x x  +  2  H W x x y y  +
2 H  D
=  D X(WXXXX +  ' j j-Wxxyy +  frfJEyyyy) .
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Now let us assume that
^  =  (1 +  Xi) and “  =  (1 +  X2) , 
where X h X 2 can be either positive or negative. Then if we let D x =  B,  we obtain 
B ( W XXXX +  2(1 +  XXyy +  (1 +  X2 )YIyyyy)
—  B  ( W x x x x  +  2 W X X y y  +  2X\W X X y y  +  W y y y y  +  %2 W y y y y )
=  B A 2 W  + 2j5XlWa;a;yy +  B X 2 W y y y y  .
Thus substituting this into equation (12.33) to replace the flexural rigidity term B A 2W  
gives the wall equation in three-dimensions for an orthotropic surface:
d2W  d W  ~ o
Pmb-gt r  +  d —  +  B A 2W  +  2 B X lW xxyy +  B X2W yyyy -  T A W  +  kE W  =  - 6 p e . (12.68)
Let the surface displacement W  (y, t) take the form
W  =  W0eia{y~ct) +  c.c.,
where a  is the wavenumber, and W a is the plate displacement amplitude. Substituting 
this into (12.68) and assuming 8ps =  0 (no fluid substrate), we obtain
(p mba2c2W0 -  diacW 0 +  B a 4W0 +  B X2<x4WQ +  T a 2W0 +  kEW 0  ^ eia{y~ct) =  - 8 p e .
(12.69)
Let the corresponding dimensionless expression for the dynamic pressure perturbation be 
given by
$Pe =  PeV(?PeW, where W  =  and W  — W0e*a(y_ct) ,
L
and let us also non-dimensionalize the rest of the dimensional parameters by taking
_  ^ _  -T/ + *LQI , C cVq, t *
Li V0
Substituting these into equation (12.69) and dividing through by W p e V 2  we obtain
Pm b_2_2 . d B a 4, , T a 2 , kEL
p e  L a  °  % e V o a  PeV2L 2 +  L 2 p e V 2  P e L V 2  + V f a  ~  P e  '
Now, we can simplify further by defining the following dimensionless parameters
n  — P m ^  r t -  — d n  _  F(-/m — , Uo —
P e i ’ PeV0 ’ B peV 2L 2
n  — T  n  -L? T r O r  5 Ls K E  o
PeV0 L  Vo Pe
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By substituting these in we obtain the dimensionless equation
—a 2c2Cm -  ia cC n  +  (1 +  X2 +  6 2CT +  CKe  =  ~Pe • (12.70)
Now, only one of our disturbance equations for the attachment line boundary layer stability 
analysis carried out in chapter VI involves the pressure term, namely equation (22.23), 
which can be rearranged to give
7 ~  I (Y ~ ~  ~ ~ j  ~
P =  r - V zz +  — V  P c V  - v V  +  - v zW  +  —  wVz .
a R e K e a  a R e
We wish to eliminate V  thus, using the continuity equation (22.25), we can substitute out 
V  using
v = L(wz + &),
a
thus obtaining
+  U) +  - v zW  +  H - w  ( ~{WZZ +  Ut ))  . a aRe /
Now, our boundary conditions at the wall state that 12(0) — 1D(0) =  ^'(O) — u(0) =  0 and 
so, setting £ =  0 in our pressure equation yields
f t  =  dm(» W ° )  +  A z(o)) -  £  (w *(o) +  ))
t y ( 0) +  U(  0)) +  i s * ( 0) + ( 0)+
where p e — p\z~o- From our two kinematic boundary conditions (12.20) and (12.10) we 
also have,
fkj(0) =  (12.71)
XRe
and
TKO) = (ia:i?eiiz(0)+,O2(0)) (19 V9j
=> V(0) =  - .2 * 1  ’ ( j
respectively. Substituting these two expressions into our equation for the pressure at the 
wall, we obtain
P‘ =  J r :(^*“ (0) +  • (i2.73)
Following Carpenter and Garrad [23], the dynamic boundary condition is defined by the 
equality of fluid to surface admittances.
Yo =  Y i ,
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where Yo is the ratio of the normal velocity component to pressure at the wall in the fluid, 
and is defined by
T0 =  —
W (0)
Pe
and Yi is the ratio of the vertical velocity component to the pressure at the wall in the 
wall, and is defined by
dW
Yi =  0 ^ .
W p e
Thus our dynamic boundary condition can be calculated by
To =  Yi
M L
w  (o ) + r  (o)) -  ( o ) m
pmb e ? c * ( ^ ) 2 L + i a c ^ d L - l l + X i ^ B L - ^ Y  L T - K e * L
iacpeVf
this implies ic ((f)'"(0) +  0"(O)) =
- 0 (0) [<xRe ( a 2c2Cm +  iacC n  -  « 4(1 +  X2)Cg -  o:2C t  -  C r e )  +  i a 2vz (0)  ^ .
(12.74)
We wish to substitute for the term in 0 ". To do this we use the second order equation,
(22.35) for the disturbance, namely
ip” — wip' — a(z)ip — uz(p =  0 ,
where a(z)  =  a 2 +  i a R ev  +  AR e +  2u. So, at 2 =  0 we have
0"(O) =  a(O)0(O)+^(O)0(O),
where a(0) =  a 2 +  AR e.
Thus our dynamic boundary condition finally takes the form
ic  ( 0 '" (O )  +  a (O )0 (O ) )  =
- 0 (0) (aRe(a?c2Cm + iacCD -  c*4(l +  -  cTCt -  Ck b )
-Hcii2(0) +  «a2v2(0))
(12.75)
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N u m e r i c a l  v a l u e s  f o r  t h e  w a l l  p a r a m e t e r s
In this section, expressions for the wall parameters used in the numerics are given. The 
following values are used following Carpenter & Garrad [23]: The kinematic viscosity takes 
the value v  =  1.37 x 10-6  m2s-1 , which may be deduced from the values Kramer cites for 
the Reynolds number. The free stream velocity is taken to be — 18 ms-1, which was 
the maximum speed for Kramer’s tests, and the plate thickness h — 0.002 m. The density 
of the plate material, pm =  945 kgm-3 (i.e that of natural rubber), the density of the 
main flow is pe =  1025 kgm-3, corresponding to the density of sea water, and g — 9.807 
ms-2.
The damping fluids used by Kramer were silicone fluids, and for Kramer’s best coating, 
the density of this substrate is about 970 kgm-3. And so, for the best coating, the non- 
dimensional substrate to plate density ratio, ^  — 0.946.
Kramer [73] states that the softest natural rubbers available for manufacturing his 
coatings had an elastic modulus, E ) of around 0.4 Nmm-2. It was also apparent from 
this paper that the hardest of these rubbers used for his original coatings had an elastic 
modulus of about 1.0 Nmm-2. Carpenter & Garrad assumed that the pressure acting on 
the surface is supported by a large number of stubs, and from the geometric parameters 
for the coating, they calculated that the total cross-sectional area of the stubs was j j  
times the total surface area of the coating. Thus, the pressure supported by the stubs is 
approximately 4.4 times the surface pressure. Then, given the undefonned height of the 
stubs is 1 mm, the parameter for the spring stiffness could be estimated as
K  =  —-  E —  . =  230 Nm "3 .
4.4 x IO-3
The parameter E  is our main varying parameter representing wall stiffness. An increase 
in E  represents an increase in wall flexibility, with E  =  oo corresponding to a rigid wall.
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Now, the flexural rigidity of the plate is given by
p Eb3
12(1 -  i/2) ’
Carpenter & Garrad [23], and for natural rubber, the density is about 945 kgm-3  and the 
Poisson ratio is close to 0.5. Thus, with a plate thickness of 2 mm, we obtain
B  =  8.9 x 10“ 10 x M m .
Kramer made no mention of tension being applied to his coatings, so following Car­
penter and Garrad, we will initially assume that only sufficient tension is applied to keep 
the coating firmly and smoothly attached to the rigid part of the model. Thus we shall 
initially assume T  =  0. The Reynolds number used in the calculations of the neutral 
curves for the rigid wall case and the compliant surface is based on the length scale, 8, 
that is, the boundary layer thickness:
„  _  Uoo8
JAjQ ----
V
This Reynolds number is directly proportional to that defined by the displacement thick­
ness:
R * e = l R e ,
where the approximate value of the constant 7  used in the calculations is 1.72078766.
The parameters defined in Carpenter & Garrad [23] depend on the displacement thick­
ness, 5*. Thus, we transformed from the displacement thickness variables to the 8—based 
variables as follows. By definition,
R , uSob1 ^ St =  ^  =  f k L  =  s1 .
v  Uoo Uoq
Thus the results obtained in the following section differ from those found by Carpenter 
and Garrad by only a simple scaling factor, and this will be taken into account when 
comparing numerical results.
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T w o - d i m e n s i o n a l  b o u n d a r y  l a y e r s  i n t e r a c t i n g  
w i t h  a  c o m p l i a n t  s u r f a c e
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i ^ — —  1 4
O v e r v i e w
The aim of this part of the report is to study the effect of wall compliance 011 the two- 
dimensional Tollmien-Schlichting instability. This problem has been thoroughly investi­
gated by Carpenter and Garrad [23]. However, the methods used for the stability analysis 
in the present report are different and supposed more accurate. The new numerical frame­
work based 011 exterior algebra, discussed in Part II is used to carry out a linear stability
analysis of the Orr-Sommerfeld equation with the Blasius velocity profile interacting with 
the two-dimensional plate-spring model discussed in Part III. Curves of neutral stability 
are created for variations in the system parameters, finalised by a discussion of the results. 
The two boundary conditions (11.7) and (11.8) can be written in the form
“ 00(0) +  “ 10'(0) =  0, (14.1)
6o0(O )+6 i 0'(O) +  630///(O) -  0. (14.2)
Or, in terms of the vector variable, the boundary conditions at y  =  0 can be written in 
the following form
(771(A), u(0,A))r  (t?2(A), u(0,A))k, (14.3)
by taking
771(A) =
where
“ 0 =  U'( 0), “ 1 =  c,
bo =  a R e(a2c2Cm +  iolcCd  ~  cf lCs  ~  o? C t  ~  Ck e ) , &i =  ~ i a 2c , 63 =  ic.
“ 1 
0
V 0 /
, and 772(A) =
60 ^ 
61 
0
\ h  J
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14.1 B oundary conditions on / \ 2(c )^
The above form of the boundary conditions are in standard form, thus we can apply the 
theory of exterior algebra and compound matrices. With the new numerical framework, 
we require just one boundary condition for the spring-plate model of the Kramer-type 
compliant surface. Suppose that the boundary conditions at y =  0 for the linear system
Uy =  A(y, A)u u € C4 , (14.4)
are as in (14.3), i.e
(f7i(A),u(j/,A))R|y= 0 =  0 (14.5)
(f?2(A), ufy, A) )R|y=0 =  0, (14.6)
where 771 (A) and 772(A) are linearly independent sets that depend analytically on A. If a 
complex inner product is used then the conjugates of 771(A) and 772(A) are used in (14.5) 
and (14.6). The boundary condition, at y =  0, associated with the induced system on 
A V )  is obtained as follows.
The conditions (14.5) and (14.6) formatwo dimensional subspace of C4. Let {771 (A), 772(A)} 
be an analytic basis for this space. The 2-form
771(A) A 772(A) G / \ 2(C4),
or any complex multiple of it is a characterising form for the space. However, we must
express this form in terms of the basis used for constructing A^2) in chapter 7. Let
u>i,. . .  ,a>6 be an orthonormal basis for / \2(C4). The above 2-form can then be expanded 
as
6
771(A) A 772(A) =
3= 1
then the boundary condition imposed on U (y, A) at y  =  0 is
A))R|y=0 =  0 .
Considering / \2(C4) as a complex 6-dimensional vector space, the inner product (., .)R is 
the standard inner product on E6. This suggests the introduction of a complex analytic 
function D ( A) such that
D (A ) =  (w , U ( 0 ,A ))r ,
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whose zeros correspond to eigenvalues of the original boundary value problem.
We fix the standard basis e i , . . . ,  e4 for C4, and write 771(A) and 772(A) with respect to 
the standard basis
771(A) A 772(A) =  (a o e i -f 0 i e 2) A (60^1 +  &ie2 +  63^4)
=  (ao^i — oi&o)e i  A e 2 +  (0263)61 A e4 +  (0163)02 A e4 .
By letting
a/i =  e i  A e 2 , w2 =  e i  A e3 , . . .  , ojq =  A e4 ,
the boundary condition at y  — 0 (i.e. at the Kramer type compliant surface) is defined to
be
Hence
=  K &1 — 0i 6o)£/i(O) +  00636/3(0) +  01636/5(0) — 0 . (14.7)
w(A)
6 aobi — aibo ^
0 
dobs 
0 
0163
V 0 )
Therefore, the proposed algorithm is to fix values for a, R e, the wall parameters and 
A € A and integrate the ODE (14.4) from y  =  L 00 to y — 0 using an implicit GL-RK 
method, with starting vector (9.10). A value A G A is an eigenvalue if D ( A) =  0 with D(X) 
defined in (14.7). Roots of D ( A) are then refined using Newton’s method as discussed in 
section 7.2.1. The results presented here have been computed using Loo — 10-0 and the 
fourth-order implicit GL-RK method.
14.2 C alculating the dim ensionless param eters required for 
the boundary conditions
Using the numerical values for the dimensional wall parameters given in chapter 13 the 
dimensionless wall parameters are as follows:
bpm 24226.420899
Cm — c 
PeO
The damping parameter is defined by
Rp
CD =
PeU(oo
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where d is the damping coefficient. To compare with Figure 11 of [23], Cd  is initially set 
to zero.
The tension parameter is
T
CT =
P e U &  '
where T is the longitudinal tension per unit width. To compare with Figure 11 of [23] Ct  
was also initially set to zero.
The flexural rigidity parameter is
C B =  - 7 § i a  =  6078227.413-§ ,
( < F i J  Rf
using B  =  8.9 x 10-10Z Nm for the flexural rigidity of the plate (cf. eqn (3.29) of [23]) 
and E,  is the variable elastic modulus of the plate in Nm~2. Cb  is dimensionless when 
E  is given in units of Nm-2. The rigid wall corresponds to E  =  oo, and in the results 
reported below the cases of E  varying from 1.0 Nunn-2  to 0.007065 Nmm-2 are also 
considered. The spring stiffness per unit width is taken as k — 230E  Nm- 3(cf. eqn(3.28) 
of [23]). If we include a substrate then the ratio of the substrate density to the main 
flow density, ^  =  0.946(cf. p.483 of [23]). Thus p s — 0.946 x 1025 =  969.65 kgm-3 and 
kE =  (230Z — g(pe — ps)) =  (230E — 542.81745) Nm-3. However, since we have assumed 
there to be no substrate fluid in our analysis, it is tantamount to using the plate spring 
model as an approximate model for a two layer, completely solid compliant wall. The 
contribution of the body-force perturbation terms involving density is only non-zero if the
main fluid and substrate fluid have different densities, so we can take kE — k. Hence,
CKE =  - ~ r  =  2.291813 x 10~13(230ERe) .
Ck e  is dimensionless when E  is input in units of Nm-2 .
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C o m p u t e d  n e u t r a l  c u r v e s
Of interest in applications, are curves of neutral stability which correspond to curves in 
the a  — R e plane where Im(c) =  0. Inside the curve corresponds to instability. In figure
15.1, the computed effect of wall flexibility on stability is shown. When E  is very large, 
the neutral curve for the Blasius boundary layer is recovered. All the other parameters 
are fixed, and Cd — Ct  — 0. The effect of varying E  is quite pronounced, the region 
of instability becomes progressively smaller as E  is reduced. The neutral curves for the 
plate-spring model begin to depart from the curve corresponding to the rigid wall by 
being displaced downwards and to the right. A reduction in E  implies a corresponding 
reduction in spring stiffness, k, and flexural rigidity, B.  Thus, it is the spring stiffness 
that determines the stability characteristics at high Reynolds numbers. Figure 15.2 shows 
a blowup of the region near the nose of the neutral curve as E  approaches E c. The point 
E c, which we have computed to be E c =  0.007065, is the value of E  at which the neutral 
curve collapses to a point. This point is important in applications because for values 
of E  <  E c the flow is extraordinarily stable: the transition Reynolds number has been 
increased dramatically. This effect suggests that compliant surfaces could reduce drag 
by delaying transition to turbulence. The results in figure 15.1 agree qualitatively with 
figure 11 of Carpenter & Garrad [23]. In Figures 15.3 and 15.4 we present the effects of 
damping and varying tension. The results of figure 15.3 show that damping does not have 
a significant effect on the minimum Reynolds number for instability, but it does have a 
noticeable effect on the shape of the region of instability. The effect of non-zero C f  shown 
in Figure 15.4 shows that nonzero tension has an insignificant effect on the instability 
characteristics of the compliant-wall boundary-layer interaction. All the results in this 
section were computed using the fourth-order G L -R K  method presented in the previous
Part  IV: Computed neutral curves 
chapters, and a value of Lqq =  10 was used.
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Neutral curves lor the blasius boundary layer over a compliant surface with varying spring stillness
Figure 15.1: Effect of E  on the neutral curves, plotted in the a  — R e plane: values inside 
a curve correspond to instability Im(c) >  0 .
Neutral curves tor the blasius boundary layer over a compliant surface with varying spring stiffness
Reynolds number. R
Figure 15.2: Blow up of the nose of the neutral curve in Figure 15.1 near the critical value 
of E.
Part IV : Computed neutral curves
Neutral curves lor the Blasius boundary layer over a compliant surface E=0.7 with various damping
Figure 15.3: Effect of compliant surface damping Cd on the neutral curve
Neutral curves (or the Blasius boundary layer over a compliant surface E=0.7 with varying tension
Figure 15.4: Effect of tension Ct  variation on the neutral curve
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Three-dimensional problem: Rotating flows and
the Ekman layer
Part V: Three-dim ensional problem: Rotating flows and the E km an layer
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Overview
A central aim of the project is to study the instability of fluid flow past a compliant 
surface as a model for the flow past a dolphin. To implement a more realistic setting, 
three-dimensionality is incorporated. One of the primary ways that three-dimensionality 
can occur is when rotation is present, leading to Coriolis effects. Therefore, in this section, 
the stability of the Ekman layer will be studied which is a prototype for three dimensional 
rotating flows and has the added advantage that an explicit solution for the basic state is 
available.
16.1 Ekm an Spiral
Surface winds and surface ocean currents are intimately related, but how winds drive 
currents is not so obvious. Earth’s rotation plays an important role.
F. Nansen observed that the drift of surface ice was angled at 20-40 degrees to the 
right of the wind direction, in the northern hemisphere. Basically, the process begins 
when winds blow across water and drag on the surface. This surface drag sets into motion 
a thin layer of water, a few centimetres thick, which in turn drags on the thin layer beneath, 
setting it in motion. This process continues downwards by the same mechanism, where 
the stress between each layer and the next lower layer provides a transfer of momentum 
to successively deeper layers resulting in another deflection at each layer. Such transfer of 
momentum from one layer to the next is inefficient, however, and therefore energy is lost 
in the process. As a result, current speed decreases with increasing depth.
In an infinite ocean on a non-rotating Earth, water would always move in the same 
direction as the wind that set it in motion. However, because Earth rotates, surface waters 
are deflected to the right of the wind (Northern Hemisphere). Nansen attributed this effect
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to the Coriolis forces, stating that these forces, introduced by the rotation of the earth, 
are not negligible compared to the slow drift velocities.
Based 011 this suggestion, in 1905 the Swedish physicist V.W. Ekman [39] first explained 
the phenomenon by analysing the problem of a wind-driven rotating flow, resulting from 
a balanced pressure gradient, and Coriolis and frictional forces. Ekman showed that the 
flow has a boundary layer structure and to explain the shift, he assumed a simple uniform 
ocean with no boundaries. In such an ocean, the motion of each deeper layer is deflected 
to the right of the one above. The mean velocity can be represented by a vector that 
changes length exponentially with depth and changes angle linearly with depth forming a 
spiral when viewed from above. This is called the Ekman Spiral, Figure 16.1. Note that a 
spiral for the southern hemisphere has the opposite sense of deflection, but current speeds 
still decrease with increasing depth. Ekman spiral flows can be created in the laboratory 
and have been observed in both atmospheric and oceanic flows.
WIND
Figure 16.1: Ekman spiral illustrates geostrophic oceanic flows induced by wind stress. 
Northern hemisphere flow is shown here. (Diagram reproduced following J. Vanyo [132].)
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Boundary layer velocity profiles that approximate the Ekman layer occur in the atmo­
spheric boundary layer to a height of perhaps 1000 m, and in wind driven surface layers 
of the ocean to a depth of the order of 50 m. However, oceanic and atmospheric examples 
always involve turbulence due to the rough boundary surfaces. Unsteadiness of the mean 
flow and thermal effects may also be important. The numerical tests carried out in this 
part of the report, are concerned only with the steady laminar mean flow of a uniform 
fluid, having applications to geophysical flows.
The Ekman layer is an exact solution of the Navier-Stokes equations, and is thus, 
an attractive feature for theoretical analyses. It also has the added advantage that it is 
strictly parallel since it has a constant boundary layer thickness and also has a constant 
geostrophic velocity, and so, theory in the literature assumes a single Reynolds number 
definition of the flow. Therefore, the need to account for downstream growth of the 
boundary layer or to make a local parallel flow approximation to reduce the governing 
partial differential equations to a more amenable ordinary differential set is unnecessary. 
Hence, the Ekman layer is a good model flow for theoretical studies.
The stability of flow of incompressible viscous fluid in the Ekman layer on an imperme­
able surface has been thoroughly researched. Experimental work showed, and theoretical 
research confirmed, the existence of two forms of instability in the Ekman layer with re­
spect to small disturbances, these are referred to as type-1 and type-2 instabilities. The 
type-1 instability is an inviscid class B type and type-2, a viscous class A type. A selection 
of the major experimental and theoretical works now follow.
In 1955 Gregory et al. [54] used the China clay technique for the flow induced by a 
rotating circular disk in still air. They confirmed the velocity profiles deduced theoretically, 
and determined a critical Reynolds number for the onset of instability. Furthermore, 
Stuart’s mathematical analysis provided physical insight into the nature of the instability 
and successfully explained certain features of the evolved flow. The instability observed 
had the form of stationary roll vortices. The theoretical results of Stuart presented in 
their paper are based on a transformation which allows the three-dimensional problem to 
be reduced to a two-dimensional one. Stuart worked with a local Cartesian coordinate 
system obtained from resolving the two coordinates in the plane of the disk through an 
angle e and two-dimensional mean flow profiles were then formed from a combination of 
radial and tangential velocity components. Gregory & Walker [55] extended the study of
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instability to a rotating disk with suction.
A while later, Faller [40] and Tatro & Mollo-Christensen [126] carried out experiments, 
in which a rotating fluid contained a sink on the central axis of rotation and distributed 
sources around the outer edge. Faller was concerned with the stability of the steady 
laminar boundary-layer flow of a homogeneous fluid which occurs in a rotating system 
when the relative flow is slow compared to the basic speed of rotation. Ekman flow was 
produced in a large cylindrical rotating tank by withdrawing water from the centre and 
introducing it at the rim. This created a steady-state symmetrical vortex in which the 
flow from the rim to the centre took place entirely in the shallow viscous boundary-layer at 
the bottom. Faller detected an unstable boundary layer above a critical Reynolds number 
of 125 ±  5, which was later attributed to the type-1 instability.
Further experimental and theoretical studies of the motion produced by sources and 
sinks in a fluid rotating about a vertical axis in a tank were performed by Barcilon [6] and 
Hide [64]. Hide showed that, if there is a closed curve in the plane perpendicular to the axis 
of rotation through which there is a net flux of mass, then the net transport of fluid occurs 
within both the side-wall layers and the horizontal-wall layers, having an Elunan-layer 
structure at the outer edge. These experiments showed the presence of instability waves 
in the Ekman layers, where the Rossby number (ratio of convective to Coriolis terms) was 
small. They have been successfully analysed by neglecting the non-linear inertial terms 
from the mean flow equations and assuming a constant geostrophic velocity (Lilly [83], 
Faller & Kaylor [42], Spooner & Criminale [124], Marlatt & Birinjen [89]). Then in 1995 
Marlatt & Birinjen went on to describe a numerical simulation of secondary instability of 
the type-2 mode.
The theoretical studies of the stability of the steady Ekman layer were carried out a 
few years later. It has been shown by Lilly (in 1966) [83] and Melander (in 1983) [90] that 
the most unstable mode for the Ekman layer is a travelling branch-2 (type-2) mode with 
a critical Reynolds number of around 55 and angle of orientation, e, approximately 7.5 
degrees (Lilly) and Rec — 54.2 with e «  7.2 degrees (Melander). This disturbance mode 
is associated with a Coriolis-viscous force balance and is a class A disturbance. The onset 
of the second mode, branch-1 (type-1) stationary wave instability is initiated at Reynolds 
number of about 115 (Lilly [83]) or 116 (Lingwood [86]). This mode is a class B, inviscid 
cross-flow instability and is associated with a velocity profile inflexion point.
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Lilly [83] used a perturbation analysis and numerically solved both the complete set 
of equations involving Coriolis effects, and also the Orr-Sommerfeld equations (Rec = 85). 
Lilly was the first to suggest that the substantially lower critical Reynolds number for the 
complete set, along with changes in the shape of the compared computed neutral curves 
for both the OS equation and the extended set, and indicated the existence of the separate 
instability mechanism dependent on the Coriolis effects and viscosity, namely, the type-2 
instability. This hypothesis was verified by means of a simplified analytic approach to 
the problem, where using various assumptions, Lilly demonstrated that energy could be 
extracted from the mean flow component parallel to the disturbance bands. Disturbance 
growth from this energy was found to be reliant on the Coriolis terms, which are of 
comparable magnitude to the viscous terms. As a result of this finding, he designated this 
as a parallel instability and suggested that it was essentially of the viscous type since its 
presence vanishes at high Reynolds numbers. Characteristic features associated with this 
mode were higher phase speeds and orientation at negative angles.
At about the same time, Faller & Kaylor [42], obtained numerical solutions to the 
time dependent non-linear equations of motion starting with a perturbation on the finite 
difference equivalent of a laminar Ekman solution. Their results confirmed the presence 
of the two distinct modes of instability.
The critical Reynolds number for the type-1, convective instability of stationary waves 
in the Ekman layer agrees quite closely with the experimentally observed Reynolds num­
bers of Faller [40]. The instabilities in the Ekman layer observed by Faller & Kaylor [42] 
had a wave angle of about 14 degrees, which is again consistent with the stationary branch- 
1 inviscidly-unstable waves. Tatro & Mollo-Christensen [126] observed branch-1 modes in 
the Ekman layer with almost a constant wave angle of 14.6 degrees, and by using the hot 
wire anemometry technique, with a relatively fast response and greater sensitivity than 
flow visualization techniques, were able to detect the more rapidly travelling, small wave 
number disturbances. Wave traces from the hot wire measurements showed a relatively 
uniform periodic signal at R e = 126, but as the Reynolds number increased to Re =  130, 
the character of the signal was shown to change, where modulation of the wave form gave 
evidence for the existence of two modes of instability at this Reynolds number. Within this 
study, the type-1 mode was always detected before any type-2 mode, and unlike the type-2 
disturbance, which remained within the boundary layer, the type-1 instability was found
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to persist beyond the boundary layer edge at higher Reynolds numbers. Thus, although 
branch-2 travelling waves can have significantly lower critical Reynolds numbers than sta­
tionary waves, it is the latter that are more commonly observed in experiments. Analysis 
of the relative growth rates of the two modes reveals a more rapid growth associated with 
the inviscid type-1 mode, which would suggest that even though it is the viscous type-2 
mode which first becomes unstable, the growth of the inviscid mode would be sufficiently 
greater than the former to dominate at higher Reynolds numbers. This could provide some 
explanation for the difficulty in detecting the type-2 mode at higher Reynolds numbers in 
experiments. However, it could also be due to experimental measurement techniques that 
filter out travelling waves (Lilly [83], section 5). Faller [40], did in fact, detect the par­
allel instability (p572) and noted qualitative features essentially corresponding to Lilly’s 
numerical results, although, it was observed erratically. Nevertheless, it was considered 
unlikely to have resulted from inadequacies of the experimental apparatus and control. It 
became apparent that Faller’s observational technique was inadvertently designed to filter 
out evidence of the parallel instability region. This same comment applies more forcefully 
to the results of Gregory et al. [54] on the rotating disk, since the china clay technique is 
only sensitive to stationary bands.
The laminar Ekman layer has similarities with the Von Karman boundary layer (steady 
axisymmetric incompressible flow due to an infinite disk rotating in a still fluid; Von Kar­
man 1921). Whilst studying the stability of the Von Karman boundary layer, Lingwood 
[85] discovered an absolute instability produced by a coalescence of the inviscidly-unstable 
mode and a third mode that is spatially damped and inwardly propagating. This absolute 
instability was then confirmed experimentally by Lingwood [87], whom suggested that 
this mechanism is responsible for the onset of non-linear behaviour and laminar-turbulent 
transition. This discovery along with the general similarities between the Von Karman 
and Ekman boundary layer, promoted Lingwood [86] to investigate the types of instability 
modes for the laminar Ekman layer. By following the work of Briggs [15] and Bers [8] in the 
field of plasma physics, Lingwood observed that absolute instability can be identified by 
singularities in the dispersion relationship that occurs when modes associated with wave 
propagation in opposite directions coalesce. Such points have become known as pinch 
points. The existence of this absolute instability has been confirmed by the numerical 
simulations of Davies and Carpenter [36].
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16.2 O utline o f Part V
No work known to date lias been done experimentally or numerically on the analysis of 
instability of the Ekman boundary layers interaction with a compliant coating. The work 
reviewed in the preceding sections indicates that the eigenvalue spectrum for the Ekman 
layer stability problem is considerably complex, with up to three families of eigensolutions 
present for the case of a rigid wall. The introduction of a compliant boundary greatly 
adds to this with an exuberant number of possible eigenmodes. As well as the modified 
versions of the rigid wall instabilities, there is the possibility of the onset of TWF and 
divergence, and then of course any modal interactions between these eigensolutions. It 
would, therefore, be an enormous task to investigate all of these forms of instability and 
so a decision has to be made 011 which area to focus our attention.
Throughout this part, interest lies in the analysis of the viscous, type-2 mode of insta­
bility generated by an Ekman boundary layer. The effects of the type of compliant wall 
modelled by Carpenter & Garrad [23] on this parallel disturbance will be investigated. 
The structure of this part is as follows. A brief description of the linear Ekman solution 
of the Navier-Stokes equation for the mean flow is given below followed by a discussion on 
the derivation of the coupled disturbance equations. The classical non-dimensionalization 
technique of Lilly [83] is rejected and instead a new generalized method relative to a ro­
tating coordinate system is used, allowing the dimensionless Rossby number to be incor­
porated in the generalized non-dimensionalization parameters. The numerical framework 
described in chapter 7 is then extended in order to create an induced system 011 / \ 3(C6). 
Asymptotic boundary conditions are then derived and the initial vector is generated for 
the numerical stability analysis of the Ekman layer problem. Curves of neutral stability 
are produced for the rigid wall case. Finally, the effects of the modified plate-spring model 
in three-dimensions on the stability characteristics of the Ekman flow are discussed. This 
model for the compliant surface is used since it is relatively simple to implement compu­
tationally.
16.3 Ekm an layer solution
In 1905, Ekman [39] considered the flow in terms of a constant eddy viscosity. However, 
the analysis is directly applicable to laminar flows by replacing the eddy viscosity with a
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20*U* =  Y - K ,  (16.2)
constant dynamic viscosity. Furthermore, the analysis can be applied to a layer above a 
rigid boundary (atmospheric flow above earth’s surface) as well as below a free surface.
Given a large body of fluid at rest relative to a uniformly rotating boundary set in 
motion by a uniform pressure gradient (modified to incorporate the effects of gravity and 
centrifugal forces) which is then balanced by the Coriolis force. If the pressure gradient 
lies in the (a;*, y*)-plane (with the plane rotating about the z*-axis at H* and the asterisks 
denote dimensional quantities) with components (Pfl, 0), then the equations giving the 
mean velocity components (77*, V*) in the Ekman layer near the boundary, z* = 0, are
P** *<92T*
_ 2 L . y * -------
p* dz*
d2W  
dz*2
where p* and v* are fluid density and kinematic viscosity, respectively [86]. The boundary 
conditions are no-slip at z* =  0 and the geostrophic velocity for large z* is 77* (z* -> oo) = 
— —P**/(2p*Q*). The following section will derive the non-dimensional analytic 
solution for the Ekman layer.
16.3.1 E k m an  so lu tio n
The Ekman solution shall be derived using complex analysis. Let us impose the mean flow 
as
77* =  77  ^+ u (16.3)
V* — v. (16.4)
Substituting these expressions into equations (16.1) and (16.2) we obtain
- 2  n*u = v*V*" (16.5)
2QTv = v*U*". (16.6)
where prime denotes differentiation with respect to z. Now let us define a complex variable, 
W  = v +  iu = V* +  *77* -  *77 ,^ then
v*W" = v*V*" +
= 2 i£l*(v + iu) (16.7)
W" =
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The general solution of equation (16.7) is of the form
rxr a !2i£l* „  . 2 iQ,*W  = A cos -\ I — — z + B s m \  I ——z , (16.8)
where the constants A and B  are to be found from the boundary conditions of the Ekman 
system. At the wall, z = 0, we have the no-slip condition, thus, f/*(0) =  V *(0) — 0. Using 
this boundary condition yields
w ( 0) =  A  =  y*(0) +  iU*(0) -  iU^
=> A = - iU
Re-writing the expression, as (1 + i)^J~^r, let us write the general solution (16.8)
in terms of exponentials such that
W(z*) =  e~Y A B  
2 +  2i +  e i
 A Be l | --------
2 2%
(16.9)
where L — y  is a length scale. The second term in equation (16.9) produces an un­
bounded solution as z* —> oo. A requirement of our system is that the solution be bounded, 
thus we must eliminate this term by ensuring that 4  =  that is
Ai =  B  =s> B = m
from A = —iU^. Thus, the solution of W(z*) can be simplified to obtain
W(z*) = - i U L ^ - r e - r
that is,
— ~ i U o o e  *L (cos i  +  * sin x )
W(z*) — v + iu = U^e  X ( sin L  — i cos -jr
(16.10)
Prom this, we can extract out the real and imaginary parts to form v and u respectively. 
Hence,
T —  ~* — *
v  =  U o o e  L  Bin — ,
u = —U*e l cos — 
°° L
(16.11)
(16.12)
Finally, by substituting equations (16.11) and (16.12) into equations (16.3) and (16.4), 
and non-dimensionalizing, we obtain the non-dimensional analytic solution of the Ekman
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layer:
V{z) = = e-2 sin z (16.13)
^oo
U(z) = = 1 -  e~z cos 2 , (16.14)
U oc
where z = ^  and L = U and V are the parallel and perpendicular components
of the flow respectively. Figure 16.2 shows the mean velocity components plotted against 
the axial coordinate and figure 16.3 shows the mean velocity components plotted as an 
Ekman spiral.
Figure 16.2: Mean velocity profiles for the Ekman layer flow
Figure 16.3: Mean velocity profiles plotted as an Ekman profile
The velocity near 2 = 0 is linear in 2 and inclined at 45 degrees in a clockwise direction 
from the direction of the body force due to the applied pressure gradient. The Reynolds
77* Tnum ber for the flow takes the  form R e = .
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16.4 Three d im ensional instab ility
There are some subtle differences that arise in the linear stability of three-dimensional 
disturbances in comparison with the two-dimensional case. The general form of the three- 
dimensional disturbance in Cartesian coordinates can be written as
F(x , y , z, t) — F(z)exp{i(ax +  f3y — ut)} +  c.c,
where a and j3 are wave-numbers in the x and y directions respectively, and to is the 
disturbance frequency.
For a temporal approach to the problem, both a and (3 are taken to be real and the 
frequency becomes the complex eigenvalue, c,. +  ia, where c = ito is to be determined. In 
general, the eigenvalue problem takes the form
= 0 ,
where T  is a complex-valued function. The calculation of temporal eigenvalues is the most 
fundamental approach to the problem.
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Rotating boundary layer
Consider a boundary layer flow over a flat plate extending infinitely in the stream-wise, x , 
and span-wise, y, directions with the boundary conditions on [0, oo), which is subjected 
to rotation about the vertical, 2 axis at a constant dimensional rotation rate, O*. The 
motion of the fluid in this system is governed by the Navier-Stokes equations together with 
the continuity equation which enforces the condition of fluid incompressibility. Now, the 
majority of flow problems are attacked in a fixed, or inertial, coordinate system. However, 
for the geophysical boundary-layer on a rotating earth, we may wish to use non-inertial 
coordinates moving with the accelerating system.
17.1 N on-inertia l coordinate system s
Newton’s second law of motion, F =  ma, is only valid if a is the absolute acceleration of 
the particle relative to inertial coordinates, thus this law must be modified for the rotating 
coordinate system.
Suppose that (X, Y, Z ) are in the inertial frame and that our chosen coordinates (a;, y, z) 
are translating and rotating relative to that frame. Let R* and Ft* be the displacement 
and angular velocity vectors of the (x,y,z) system relative to (X ,Y ,Z).  Then by vector 
calculus, Greenwood [53] states that we can relate the absolute acceleration, a*, of a 
particle to its displacement x* and velocity, u*, relative to the moving system in the 
following way,
d2'R* (30* du*
a* =  * x* +  x (n* x x *) +  + 2 n * x u* - (W-D
where «  0, and x x * « 0  for the earth. Thus, the extra terms arising as a result 
of the rotation are the Coriolis acceleration, O* x u* and the centripetal acceleration,
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C l *  x ( C l *  x x*)3 with x* being the dimensional position vector and C l *  = [0,0, Cl*]T, and 
the asterisk represents dimensionality. Thus, if u is a non-inertial velocity vector, then 
the entire right hand side of (17.1) must replace the derivative in the Navier-Stokes 
equations. Thus, the Navier-Stokes equations are written in the rotating frame so that 
the velocity vector, u* and the pressure, p* in that frame satisfy
c/ii* 1
-Qjr +  (U* • V)u* + 20* x u * + O* x ( C l *  x x*) =  - -V p *  +  i/V2u* , (17.2)
V • u* =  0, (17.3)
where p is the fluid density and v is the kinematic viscosity. Now, we can simplify this 
equation by introducing a modified pressure, pm, which incorporates the centripetal term 
by using the following vector relation:
Tci* x  ( o *  x  x * )  =  - v
The pressure can then be redefined as
-(O* x x *)2
Pm — P ~  X x *)2 •
Hereafter, the subscript on pm will be dropped, and any further expressions involving p 
will refer to the modified pressure. Using this expression we obtain
—  +  (u* . V)u* + 20* x u* = -Vp*  + uV2u* (17.4)
V -u  =  0. (17.5)
The boundary conditions arise from the requirement of zero velocity at the wall. That is, 
if u =  [u, u, w]T then
u = v = w = 0 at z = 0. (l?-6)
Also, the flow at infinity is represented by the Ekman spiral which satisfies
lim U(z) = Uqq and lim V(z ) = 0 ,  (17-7)z—^oo z~+oo v '
where Uqq is the speed in the free-stream.
The full, nonlinear problem described by equations (17.4), (17.5), (17.6) & (17.7) has 
an exact solution which defines the mean state. This mean flow field is obtained from
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Ekman’s exact solution to the Navier-Stokes equations and the mean velocity components 
are written
u(x*,y*,z*,t*) = U(z*) = 1 — e~z* cosz* , (17.8)
v(x*,y*,z*,t*) =  V(z*) =  e~z* siii :^* , (17.9)
w (x \y \ z * , t* )  = 0. (17.10)
Below, I will describe two different formulations for non-dimensionalizing the Navier- 
Stokes equations in a rotating frame. The differences occur in the choice for the length, 
velocity, pressure and time scales.
17.2 G overning stab ility  equations- N on-d im ensionalizing th e  
Ekm an problem
The first section is based on the non-dimensionalization proposed by Lilly [83] in his paper: 
‘On the Instability of Ekman Boundary Flow’, September 1966.
The second section is based on a variation on an approach proposed by James P. Vanyo 
[132] on page 147 of ‘Rotating Fluids in Engineering and Science’, and it will be argued 
that this is the more general and thus, more appropriate form of non-dimensionalization.
17.3 C lassical Ekm an non-dim ensionalization  (Lilly, 1966)
Starting with the Navier-Stokes equations, in the form of (17.4), we assume the Ekman 
steady state mean flow and introduce a perturbation to the Ekman boundary layer solu­
tion,
u* =  U* + u* and p* = P* +  p* .
The perturbed flow field is substituted into the Navier-Stokes equations and linearization 
about the mean flow field with respect to the perturbations is performed to yield the 
following set of linear equations for u* and p*\
flfk* A
—  + U* • Vu* +  u* • VU* + Vp* +  2Q*k x u* =  uV2u* dt*
V - u *  =  0,
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where U* is the Ekman velocity field given in equations (17.8) to (17.10) above. Boundary 
conditions appropriate to the rigid wall problem are that the perturbation velocities vanish 
at the wall (z =  0) and at z — oo.
We now make all terms dimensionless by choosing scales
/T i \ /TT , .. , \ „  vgDD = i —) (Length scale), vg (Velocity scale), R e —VO/
and time scale =  (cf- Lilly [83]). In this formulation, the same length scale
is used for the horizontal and vertical directions.
A critical issue here is the definition of vg. In Lilly’s paper, vg is defined to be the 
geostrophic velocity, associated with the inviscid flow in the farfield, which satisfies
- 20%;/ =  and 20u/ =  ,p ox p dy
and so
1 dpiui
vi
2pO dy 
1 dp!
2pO dx ’
where the subscripts, I  indicate inviscid flow. Suppose Vpj is a constant with magnitude 
Pi, then Lilly [83] defines vg by
vo = Pi •
_1_
2pO
Thus, it appears that Lilly assumes vg to be a given constant.
Proceeding with the above characteristic scales leads to the following dimensionless 
variables,
and
Note also that U(^) =  (U(z),V(z), 0) and u *(x,y,z,t) =  (u*,v*,w*). So, for the first 
component of the Navier-Stokes equations we obtain
U t ^  +  Uvg(ux^ )  +  V V g ( U y ^ )  +  W V g ( U Z ^ )  +  PX ~  2 ^ V V g  =
u*
u = ~ ,
V9
v *
v  =  — , 
V9
w *
w  =  — ,
V9
u  =  ^ ,
V9
v *v  = —
V9
X *
X = D '
y*
y = D *
Z *
D ’
* 
ITT
N 
1.
II
Multiplying by D and dividing by vg gives
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ut +  Uux +  Vuv +  wUz +  px -  ~ —v — -?—V 2u .Dvg Dvg
V n DNow, R e — so, substituting this in we obtain
ut +  Uux -\-VuyP wUz +  px _2_ _  _3_
Re R e
Coriolis term
V u (17.11)
Similarly, we obtain
V t  + Uvx +  Vvy +  U)VZ +  P y  +
Coriolis term
=  t v2vtie
(17.12)
and
wt +  Uwx +  Vwy + pz = ~~V 2w
ftp
(17.13)
with the continuity equation
U x  +  V y  +  U ) Z  = 0 ,
where V 2u = uxx + uyy + uzz. Non-dimensionalizing the Ekman mean velocity field we 
obtain
U(z) = 1 — e~z cos z and V (z) = e~z sin z ,
where z is the dimensionless vertical coordinate.
Equations (17.11), (17.12) and (17.13) are linear equations, and are equivalent to those 
equations obtained after non-dimensionalizing and linearizing the Navier-Stokes equations 
in part II. As in the Orr-Sommerfeld equation derivation, we look for solutions taking the 
form of normal modes so that
(  u (x ,y ,z ,t)  ^ (  u(z) ^
V  (z) 
w(z)
V p(z) J
that is, the velocity and pressure depend only on the ^-direction. Note that by taking the 
form in (17.14) for the general solution, we cover all possible bounded solutions by varying 
real a and (3 in the x and y directions.
v (x ,y ,z , t) 
w(x,y,z ,t)
\  p(%,y,z,t) )
=  Real 0i(axA-/3y—(jjt) +  C . C .  , (17.14)
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Substitution of this disturbance form into equations (17.11)-(17.13) gives the following 
non-dimensional governing stability equations.
i (a U  +  (3V -  u)u  +  wUz +  iap  -  ~  — jj-Uzz ~  j r i ® 2 +  S2)u (17.15)i%e LLq ±l>e
i(aU  +  /3 V -u )v  +  wVz + 0 p + ^  =  YLvz z - L - ( a 2 + f l 2)v (17.16)iXg XLe itg
i(aU  +  j3V -  oj)w + p 2 =  — uiz z - ~ ( a 2 + /32)w, (17.17)xtg it e
with the continuity equation as
iau +  i(3v +  wz = 0.
Now, we want to eliminate the pressure, p, from equations (17.15), (17.16) and (17.17),
since we don’t have straightforward boundary conditions for this variable. This can be
achieved through the introduction of a new variable, 7  =  (a2 +  (32) f  that is, the modulus 
of the wavenumber. Let us introduce new coordinates
~ (3tt a rr ~ a TT BTr „ B  ^ _ ot „ (3AU =  —U -V, V = -TJ +  -V , u = - u ----v. v =  -&  + - i ) ,
ry  ry  / y  r y  *Y 'Y  *Y
where the ratios of a  and /? to 7  are dimensionless. By introducing these coordinates, we
are essentially rotating the velocity fields in the horizontal plane. This can be seen by
substituting (3 =  7  cos e and a = —7  sin e where a and (3 are the wave numbers in the x 
and //-directions respectively, and e is the rotation angle. Let us also introduce the wave 
speed c — Substituting these new variables and coordinates into equations (17.15),
(17.16) and (17.17) we obtain the following set of equations:
i'y(V -  c)u +  wUz +  iap -  -  x~ 7 2fi (17.18)Lle itg lbe
i f fV  -  c)v +  wVz + i/3p+ ^  =  jj-Vzz ~  X~72fr (17.19)Ilq JrCe I lq
1 1
h ( V  -  c )w +pz = yg-wzz ~ x~72^  > (17.20)She LCe
with 277) +  wz — 0 from the continuity equation.
Multiply (17.18) by (3 and (17.19) by a and subtract to obtain
2 1 1iy2{V -  c)u +  W'yUz -  ~ v  =  — 7 uzz -  — 7 3u . (17.21)
Lie LCq Jtie
Now, let us multiply (17.18) by a and (17.19) by /? and add, to obtain
i f f ( y  -  c)v +  wyVz +  7 2ip +  —  u = -^-7 vzz -  x “7 3fi • (17.22)
Lie LLq LCq
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Working with (17.21), we eliminate v by using the continuity equation, i jv  +  wz — 0, 
obtaining
*y3 o ~ ~ 2iu +  7 uzz -  fy (V -  c)u -  wfUz +  — wz = 0. (17.23)
S Iq JlLe
We can now combine (17.20) and (17.22) to eliminate p and also use the continuity equa­
tion, v = ~wz. From (17.22) we have
% S'Y  ^ -s.
1 ip = —w~wz + t t Wzzz ~  -p-fr -  lwVz +  7 (V -  c)wz .
IL q JXq JlXq
Differentiating with respect to z gives
p . = 2® ~ i r. x~r i ,-Tr+ ——-u* + -w Vz z  (V -  c)iu,
iRe  7 7
(17.24)
Substituting (17.24) into (17.17) and using 0 =  w and ip = iju ,  in the formed equation and 
also using equation (17.23), we arrive at the following generalization of the Orr-Sommerfeld 
equation in the form of two coupled equations:
<p"n — b(z)(p" — a(z)<p -f- 2ip1 =  0
coupling term
(17.25)
(17.26) 
where
a(z) — —7 4 -  i f f R e(V -  c) -  i f R eVzz
b(z) = 2q2 +  i fR eiV  -  c).
These are the equations studied by Lilly [83]. Now, Lilly introduces the angular velocity, fl, 
within his geostrophic velocity term, used to non-dimensionalize the system of equations. 
However, he appears to set this equal to a constant thus eliminating the introduction of 
another dimensionless variable other than the Reynolds number. In the following non- 
dimensionalization method, we follow Vanyo [132] and make a change so as to allow for 
variations in the rotation rate.
ip" +  ( j2 — b(z))ip — ifReU'cP — 20; = 0
>s-..   ■“v* ^
coupling term
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17.4 N on-d im ensionalizing th e N -S  equations w ith  em pha­
sis on th e  R ossby and Ekm an num bers
Taking the Navier-Stokes equation relative to a rotating frame as follows:
ct u.* 1
—  + U* • Vu* +  u* • VU* +  2Cik x u* =  — Vp* + z/v2u* . 
o t *  p
All quantities are defined in, and expressed as components in the rotating frame, with 
angular velocity, Q, and k is the unit vector in the z direction. The velocity vector, u *  
lias components and the mean velocity has the form U* =  (77*,F*,0).
For the non-dimensionalization I shall an arbitrary length scale, L. Thus, both the 
horizontal and vertical length scales shall be non-dimensionalized by this value, which 
although arbitrary, examples could include: L =  Xes.? or £  =  ( - ) 1/2. Time is to be 
made dimensionless by which assumes that the equation will be used when rotational 
phenomena dominate the solution. Pressure is to be made dimensionless by pCIUooL. Thus 
the following dimensionless variables are introduced:
U *  V * w *u — — , v = —, w = —
V g  V g  V g
ar  y'
~ i
P'
X  =  T '  V  =  T '  Z =  T '
t =  t*Cl,  p
pC tV gL ’
U* V*
77 =  — , F  =  — .
v 9 V9
With these definitions, an explanation is required. The reason for non-dimensionalizing 
pressure using L in the form of the horizontal length scale, L =  This is because the 
pressure gradient for the mean flow depends only on the horizontal direction. By intro­
ducing this non-dimensionalization for pressure our equations can be simplified. Writing 
out the components of the governing dimensional equations,
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From (17.27) and substituting for the dimensional parameters we obtain
ut +  7CfUux +  - ~ V u y +  T~U)UZ -  2v + px = -prpzUxx +  -przrzUyy +O L  ~  " *  1 -  - r  -  ^ l 2  - r  o l 2  u,y y  t  ^  U z z
Now, if we let the Rossby number be defined as R 0 =  ^  and the Ekman number defined 
by £ 7. =  then we obtain
(17.30)
<*z -f~ RqUux 4- R 0Vuy 4- R 0wUz 2v 4- px — Ek(uxx 4- vyy 4~ rtzz) . (17.31)
Similarly, by substitution of the non-dimensional equations into (17.28) and (17.29) we 
obtain the following two equations:
Vt 4~ R qTJvx 4~ R 0Vvy 4~ R 0wVz 4- 2u 4- py — Ek(vxx 4- vyy 4- vzz)
Wt + R qUWx +  R0VU)y +PZ = Ek(wxx +  Wyy +  Wzz ,
with the equation of continuity defined to be
UX + Vy +  Wz ~  0 .
The above set of equations can be rearranged to give
(17.32)
(17.33)
Ut 4- R0(Uux +  V Uy 4- voUz) — 2v 4- px — EkV 2u 
vt + R0{Uvx +  Vvy 4- wVz) + 2u+ py = EkV 2v 
wt + R0(Uwx + Vwy) + p z — EkV 2w y
(17.34)
(17.35)
(17.36)
where R 0 =  ^  is the Rossby number and is the ratio of convective to Coriolis accelera­
tions. Ek =  j)j-2 is the Ekman number and is the ratio of viscous to Coriolis accelerations.
Then the Reynolds number is the ratio as follows:
_ R o _  U OL2 _ U L  
e ~  Ek ~  Q.L v ~  v '
Equations (17.34), (17.35) and (17.36) are linear equations. Let us look for solutions 
taking the normal-mode form
/ u(x,y ,z,t) \
v(x, y, z, t) 
w(xty ,z,t)
V p ( x , y , z , t )  )
= Real
(  u(z) ^ 
v(z) 
w(z)
V p M  )
f(ax+Py-uit) (17.37)
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thus covering all possible bounded solutions by varying real a and j3 in the x  and y 
directions.
Substituting equation (17.37) into (17.34) we obtain
i(R0Ua +  R 0V (3 — o j ) u  + R0wUz + iap — 2v — Ekuzz — Ek(a2 +  P2)u . (17.38)
Similarly, by substitution of (17.37) into (17.35) and (17.36) we obtain
i(R 0U a +  R0VI3 -  to)v +  R0wVz +  i(3p +  2u — E kvzz — E k(a 2 +  fi2)v (17.39)
i(R 0U a  +  R0VP -  oj)w + p z =  E kwzz — E k(a2 +  (32)w , (17.40)
respectively, with the continuity equation as
where since the ratios of a and j3 to 7  are dimensionless, we can use dimensionless values 
for a , f3 and 7  separately. Thus, we have the following set of equations
with i jv  + w z — 0 from the continuity equation.
After some similar manipulation to eliminate the pressure terms, as carried out for the 
classical case, these equations reduce to the Orr-Sommerfeld type form
iau +  i(3v + wz = 0 .
Let us now introduce new coordinates
i f (R 0V -  c)u +  R 0wUz + a p - 2 v  = Ekuzz -  Ekf 2u (17.41)
i f (R 0V -  c)v +  R0wVz +  (3f> +  2fi =  Ekvzz -  Ekj 2v (17.42)
i f (R 0V -  c)w + pz = Ekwzz -  Ekf fw  , (17.43)
(j)"" -  b(z)<f)" -  a(z)<f> +  -J-ip' — 0
Eu
(17.44)
Coupling term
where
and
ip" +  ( 7 2 -  b { z ) ) i p  -  l~ ^ - U z(p -  ~ ( P '  =  0 (17.45)
Coupling term
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17.5 C om parison o f th e  two form s o f th e  equations
From above we have
ip" +  ( 7 2 -  b(z ) )1>  -  ^ U 2<P -  ~ < p '  =  0 
. Ek Zfc
<p"" — b(z)cp" — a(z)<p-\-
Coupling term 
2
Ek^  
Coupling term
=  0 ,
where
and
a(z) = - 1i - %j r ( R 0V - c ) Ek
From Lilly(1966)
6(Z) =  272 +  ^ ( R 0F - c).
Ip" +  (72 -  -  i l R eUz<P ~  20( =  0
S* V *  " ^
Coupling term
cp"" — b(z)<p" — a ( z ) (p  +  2 ip' =  0 ,
Coupling term
where
(17.46)
(17.47)
(17.48)
(17.49)
oM  = “ 74 -  *73^e(Y -  c) -  ijReVzz
b(z) = 272 +  vyRe(y  — c).
Comparing the two sets of equations, we notice that equations (17.46) and (17.48) become 
equal, and equations (17.47) and (17.49) become equal if the two forms of a(z) and b(z) 
agree. If the Ekman number is set to Ek — 1.0 and the Rossby number is equal to 
the Reynolds number, R0 = R e) then the only difference between Lilly’s equations and 
the equations derived in the previous section occurs in the scaling of wave-speed, c, i.e. 
c0id — cnew/R e for the coupled equations derived here.
There is still the question of whether the geostropliic velocity can be considered con­
stant or f! dependent.
The boundary conditions at the wall corresponding to the coupled system are
m = 4 ( o ) = m = o - (17.50)
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The sixth order system of equations retains the effects of the Coriolis acceleration and 
defines an eigenvalue problem of the form
S ( a f l , c ,R 0,E k) = 0 .
If the Coriolis effects are neglected, then the equations (17.48) and (17.49) decouple and 
the stability problem is reduced to a fourth order equation, that is an extension of the 
usual Orr-Sommerfeld equation
_L ($"" -  27 V ' +  7  4<t>) + ( a u  + P V - E \  (<f>" -  7  2<j>) -  (all" + f)V") <j> = 0 
and a second order equation, termed Squire’s equation
P  (1>" -  7 V ) + (aU + t } V ) i > - / - i ,  = 0.ite JXq
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A Numerical linear system  and the Compound 
m atrix method
The sixth order system of equations defined in the previous section is solved numerically
using an extension to the numerical framework developed in part II of this report. To be
consistent with numerical analyses in part IV, the eigenvalue problem will be considered in 
the temporal manner. The numerical scheme begins by writing our coupled perturbation 
equations for the Ekman boundary layer stability analysis (17.44) and (17.45), namely
0"" -  6(2)0" +  o(x)0 +  ± 0 ' =  0 (18.1)
Ek
o~R 9
0" -  (b(z) -  72) 0  -  -ghv,4> - — $' = 0, (18.2)
where
6(2) =  H ( R 0V - c )  + 27 2
=  ~ ' i V 2Z + t- A ( R 0v - c )  + 'ri ,
Ek E k
as a sixth order system comprising a set of six first order ordinary differential equations 
in the following transformed variables.
ui =  0 , u2 — 0; j uz = 0" 
u4 = 0'", u5 =  0, Uq = if)1 ,
then, the perturbation equations are defined to be
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Thus, the linear system can be written as
u z = Aty, A)u, u G  C 6 
where the eigenvalue A =  —rye and
A(z,A) =
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
-a(z) 0 b{z) 0 0 2Ek
0 0 0 0 0 1
i3oj.frEk u* 2Ek 0 0 (&(*)- 72) 0
(18.3)
with the coordinate z representing the vertical direction in the physical problem.
The boundary conditions associated with a rigid surface at z =  0 are
m  = <p'(o) = m  = o.
Now for the numerical analysis, we wish to reformulate the system incorporating the 
parameters, R0 and Re only. That is, we wish to write the Ekman number, Ek in terms 
of the Rossby and Reynolds numbers. Now, R0 = Ek — and R e = So, we 
can write the Ekman number as
RoEk = R P
Using the above substitution, the coupled equations and, subsequently, the linear sys­
tem thus become
r - b ( z ) t " - a ( z ) t  + 2( g V  =  0 
r  + k - b i z h i i - i R e j U z t - Z p h ' ) /  =  0,
where
®W = ~iRelVzz -  ( V  -  ) -
b(z) = i-yRe(V -  ) + 2 / ,
ri0
w ith  V  defined as
P art V: A numerical linear system  and the compound m atrix method 177
Substituting out a, (3 and 7  using the following definitions
a = —7  sins, ^ =  7  cose,
we obtain
Prom this, note that
V = — sin£(l — e 2 cosz) +  cosee  ^siii2 .
Vzz = —2e 2 costy + e)
and U is defined as
U  =  P - X J - - V  
7 7
P f t  -z \ a -z •= — (1 — e cos z )  e sin z.
7 7
Again, using the definitions for a and (3 above, we obtain
U = cos e(l — e~z cos z) +  sin s e~z sin z ,
and from this, note that
Uz — e z (s in ty  +  e)  +  co s(2: +  e)) .
Our linear system now takes the form
where
A(z, A) =
uz = A(z, A)u with u G C6 ,
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
-a(z) 0 b(z) 0 0 O Re LRo
0 0 0 0 0 1
iRelUz 0 Rp. ZR0 0 0 (b(z) -  72) 0
(18.4)
For use of the numerical framework, which restricts u onto f \ 3 (€6), we need to convert 
this 6 x 6  matrix, A(z, A), to a 20 x  20 matrix. This is calculated effectively with the aid 
of the program written in Maple in appendix A. The numerics for which were developed 
in part II for the restriction of u onto / \ 2(C4) and extended in the next section, where an 
algorithm is presented for the restriction onto / \3(C6) and for the creation of A^3) (z, A).
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18.1 C om pound m atrix for restriction  to  / \ S ( c Q )
It is straightforward to now transform the sixth order system, (18.4), into the standard 
form for the numerical framework. The procedure for this new framework on a fourth 
order system given in Part II shall be modified to create a corresponding procedure for 
this sixth order problem.
From the preceding section, the system of ODEs can be expressed as a linear system 
of the form
u z =  A(z,  A)u u € C6 and 0 <  z <  L , (18.5)
with the three boundary conditions
( e i ,  u(0, A)) =  ( e 2 , u(0, A)) =  (e5, u(0, A) =  0 ,
where ej is the standard unit vector in C6, and L is some acceptably large fixed value 
approximating the upper boundary at infinity. To form the compound matrix algorithm, 
the natural space to integrate this system is / \ 3 (C6) which has dimension 20. We proceed 
by introducing any orthonormal basis for C6 , for example, e i , . . . ,  e6 and by implementing 
the standard lexically ordered basis for / \ 3 (C6 ), namely, wi =  ei Ae2 Ae3, w2 — e± Ae2Ae4, 
• • •> vu20 — e4 A es A eg. We can then construct the following induced ODE.
W , =  A<3>(z,A)W W € / \ 3(C°),
where A^3)(a;,A) is a 20 x 20 matrix.
The induced boundary condition at z = 0 is that the component of W  in the direction 
ei A e2 A es, denoted by D(A), should be zero.
The inner product on C6, denoted (•, •) induces an inner product on each vector space 
/ \ 3(C6) as follows. Let
x  =  x i  A x 2 A X3 and y  =  y i  A J2 A y 3
be any decomposable 3-forms. Then the inner product of x  and y  is defined by
I x , y ] 3 e A 3( c 6 ) ,[x,y ]3 d= det
( x i , y i )  ( x 1}y 2) ( x i , y 3)
( x 2, y i )  ( x 2 , y 2) ( x 2 , y 3)
( x 3, y i )  ( x 3, y 2) ( x 3, y 3)
( 18 .6 )
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where [x, y]3 represents an inner product. This definition extends by (bi)-linearity to any 
3-fonn (i.e. not necessarily decomposable). The induced matrix : / \ 3(C6) —> / \3(C6) 
can be identified with a 20 x 20 matrix with entries defined by
{A(3)}y  = [wi, A ^ ] 3> i j  = 1, . . . ,  20 , 
where, for any decomposable x =  xi A x2 A xg G / \ 3 (C6),
(18.7)
d6fAx — Axi A x2 A x3 +  xi A Ax2 A x 3 +  xx A x 2 A A x3 .
An advantage of this definition of the induced matrix is that it is easily automated.
For example, suppose A is an arbitrary 6 x 6 matrix with complex entries a y , i , j  — 
1 , . , . ,  6. Let e i , . . . ,  e6 be the standard basis for C6 and use the basis made from triple
combinations of these, wx, . . .  ,u/2o for / \ 3(C6). ft 1S easy to check that this basis is or-
thonormal with respect to the inner product (•,*). Therefore
(A (3)}i,i d^ f |w i,A w J
= [ex A e2 A e3, Aei A e2 A e3 +  ex A Ae2 A e3 +  ei A e2 A Ae3]
= [ei Ae2 A e3, Aei A e2 A e3l 
+[ei A e2 A e3, ei A Ae2 A e3]
+ [ex A e2 A e3, ex A e2 A A 03J
(01, A ex) (e i,e2) (©i,©3)
=  det (e2,A ei) (©2, 02) (©2, 03)
(e3,A©i) (03, 02) (e3,©3)
(01. 01) (©i, A©2) (01, 03)
+  det (e2,©i) (©2,A e2) (e2jes)
(03. 01) (©3,A e2) (©3, ©3>
(ei,©i) (01, 02) (©i, Ae3)
±  det (e2,ei) (©2, 02) (©2,A e3)
_ (e3, 0i) (03, e2) (03, Ae3)
(©i, Aex) +  (e2, A©2) + (03, A©3) =  axx + a22 +  a33 .
By repeating this process for elements i — 1 • • • 20, j  — 1 • • • 20, we can produce the 
following induced 20 x 20 matrix:
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1 2 3 4 5 6 7
all +  a22 +  a33 a34 a35 a36 — a24 — a25 — a26
a43 all +  a22 +  a44 a45 a46 a23 0 0
a53 a54 all +  a22 +  a55 a56 0 a23 0
a 63 a64 a65 all +  a22 +  a66 0 0 a 23
— a42 a32 0 0 all + a 3 3  +  a44 a45 a46
— a52 0 a32 0 a54 all +  a33 +  a55 a56
— a62 0 0 a32 a64 a65 all +  a33 +  a66
0 — a52 a 42 0 — a53 a 43 0
0 — a62 0 a42 —  a63 0 a43
0 0 — a62 a52 0 — a63 a53
a41 — a31 0 0 a21 0 0
a51 0 —  a31 0 0 a21 0
a61 0 0 — a31 0 0 a21
0 a51 — a41 0 0 0 0
0 a61 0 — a41 0 0 0
0 0 a61 —  a51 0 0 0
0 0 0 0 a51 — a41 0
0 0 0 0 a61 0 — a41
0 0 0 0 0 a61 —  a51
0 0 0 0 0 0 0
8 9 10 11 12 13 14
0 0 0 a 14 al5 al6 0
— a25 — a26 0 — al3 0 0 al5
a24 0 — a26 0 — al3 0 — al4
0 a24 a25 0 0 — a!3 0
— a35 — a36 0 al2 0 0 0
a34 0 — a36 0 al2 0 0
0 a34 a35 0 0 al2 0
all + a 4 4  +  a55 a56 — a 46 0 0 0 al2
a65 all +  a44 +  a66 a45 0 0 0 0
— a64 a54 all +  a55 +  a66 0 0 0 0
0 0 0 «22 +  a33 +  a44 a45 a46 — a35
0 0 0 a54 a22 +  a33 +  a55 a56 a34
0 0 0 a64 a65 a22 +  a33 +  a66 0
a21 0 0 —  a53 a 43 0 a22 +  a44 +  a55
0 a21 0 —  a63 0 a43 a65
0 0 a21 0 —  a63 a53 — a64
a31 0 0 a52 — a42 0 a32
0 a31 0 a62 0 — a42 0
0 0 a31 0 a62 —  a52 0
a61 — a51 a41 0 0 0 a62
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15 16 17
0 0 0
ol6 0 0
0 ol6 0
— a.14 —ol5 0
0 0 al5
0 0 —al4
0 0 0
0 0 ol3
al2 0 0
0 al2 0
— a36 0 a25
0 —a36 — a24
o34 a35 0
o56 —a46 a23
o22 +  o44 +  a66 a45 0
o54 a22 +  a55 +  a66 0
0 0 a33 -f o44 +
o32 0 a65
0 a32 — a64
—o52 a42 o63
18 19 20
0 0 0
0 0 0
0 0 0
0 0 0
ol6 0 0
0 a 16 0
—al4  — al5  0
0 0 a 16
a 13 0 —al5
0 a l3  al4
a26 0 0
0 a26 0
—a24 —a25 0
0 0 a 26
a23 0 — a.25
0 a23 a24
a56 —a46 a36
a33-t-a44 +  a06 a45 —a35
a54 a33 +  a55 +  a66 a34
—a53 a43 a44 +  a55 +  a66
As in the analysis for the two-dimensional Blasius boundary layer problem, Newton’s 
method is required to converge the eigenvalue, A, such that the boundary conditions at the 
wall are satisfied. Thus the following expanded system is integrated to obtain the values 
of W  and ^ W ,
(18.8)
A<3>(2,A) 0
A<3>(2,A)
with the boundary condition at the wall defined as
15(A) =  0,
where the derivative of A(3K , A) with respect to A is obtained easily by differentiating 
the original 6 x 6 matrix, A(jz, A) with respect to A and using the compound matrix 
algorithm described above to produce the induced 20 x 20 matrix ^ A ^ ( z ,  A). Finally, 
the asymptotic boundary conditions at infinity are to be defined so that an initial vector 
for the integration can be obtained. This method is described in the next section.
18.2 B oundary conditions at infinity
The most difficult part of this problem is constructing the starting values at y — Loo- The 
method of which follows.
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18.2.1 S ta r tin g  values a t  z = Zoo
To obtain the starting values at £ = Z ^  we need to find asymptotic boundary condi­
tion at o^o. Let Aoo(A) — limz_>co A(z, A), then the eigenvalues are determined by the 
characteristic polynomial for A 00(A), which takes the form
det(pl -  Aoo(A)) =  pQ -  /i(A)/24 +  jf2(\ )p 2 -  / 3(A) =  0 , (18.9)
where / i ,  A  and / 3 are analytic functions of A = —iyc with the following explicit expres­
sions.
A =  37 2 +  2 r , (18.10)
/ 2 =  4 +  37 4 +  472r  +  r 2 , (18.11)
A  =  7 6 +  27 4r  +  7 2r 2 , (18.12)
with r  — iyRflVoo -  ^ )  and Wo =  l im ^ o o  V =  ~  =  -  sine.
Now, equation (18.9) is a sixth-order polynomial in p and thus has six roots. It is 
known that when Real(A) > 0 there are exactly three roots with positive real part and 
three with negative real part (Bridges, personal communication). We wish to eliminate 
the roots with positive real part since these produce an unbounded solution as z +  +oo. 
However, the explicit expressions in (18.10) to (18.12) are difficult to work with, thus, the 
numerical algorithm proposed below is implemented to construct the starting vector.
N um erical algorithm  to  construct th e  starting  vector a t Zqq
In this section we present an algorithm for computing the starting vector and its deriva­
tive since computing the eigenvalue of largest positive or negative real part of A ^  (A) is 
difficult analytically. The proposed algorithm will find the eigenvalue of Aoo (A) of largest 
positive/negative real part, its eigenvector and the derivative with respect to A of its eigen­
vector. For definiteness, we shall assume it is the eigenvalue with largest positive real part 
that is desired and will denote it by <r(A) with the corresponding eigenvector denoted by
«A).
Now, since the matrix A(z, A) is asymptotically constant (independent of z), in the 
limit as £ —>• oo, that is at the upper boundary, asymptotically correct boundary condi­
tions can be derived for the numerical integration. Asymptotic conditions for integration 
using the compound matrix method have been derived by Ng & Reid [94] and Davey
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[34]. These results were then expanded upon by Allen & Bridges [1], where they showed 
that the asymptotic conditions can be derived using the induced system, and that the 
asymptotic matrix associated with the induced system has a unique simple eigenvalue of 
largest negative real part controlling the asymptotics. From this theory, it follows that the 
eigenvalue of largest real part of Aoo (A) is simple and therefore analytic. The eigenvalue 
equation
a £>(A )«A )=o-(A)£(A),
is analytic and when differentiated with respect to A gives
(a £>(A) -  cr(A)l) Z f(A ) =  —Ag>'(A)4(A) +  </(A)?(A). (18.13)
To obtain jjt; (A), it is necessary to solve this system. However, the matrix (Ato (A) — <r(A)l) 
is singular since <j(A) is an eigenvalue and so, by construction its determinant vanishes .
The idea is to reformulate this system in a way that it can be solved numerically. First, 
note that a necessary and sufficient condition for the singular equation
d
(a £>(A) -  o-(A)l) - f ( A )  = f
to be solvable is that
(rj{X),f)c =  0 ,
where 77(A) is the left eigenvector associated with the eigenvalue <r. Application to (18.13) 
shows that a7 (A) should satisfy
i  WA),a S ' ( ^ (  A))c
-d \  '  '  (*?(A),f(A))c •
Following Allen & Bridges [1], the proposed way to solve the system in (18.13) is to 
reformulate it as an augmented system on Cd+1, where d — 20 is the dimension of the 
augmented system 011 / \ 3(C6):
( A to (A) — a (A ) l )  - f ( A )
—77(A)* 0 0
This system is equivalent to the stated problem [1], and solving it yields both £7(A) and
o'(A).
In summary, a numerical algorithm for generating the starting vector for our basic 
ODE associated with asymptotic boundary conditions is as follows:
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/g\
For fixed A, the eigenvalue (and associated eigenvector) of AY (A), of largest posi­
tive/negative real part is obtained numerically. Since this eigenvalue is simple, and has 
real part farther from the origin than any other eigenvalue of positive/negative real part, 
this numerical construction will be robust. The augmented system (18.14) is then solved 
for Y(A) and the starting vector for the induced linear system of the perturbation equa­
tions, (18.8), on A3(C6) is then given by the following forty dimensional vector.
k ( A ) , m ) r  e  c 40.
Numerical results show that the algorithm is indeed robust and the results show impressive 
accuracy even with the implementation of the second-order implicit midpoint method.
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Curves of neutral stability-rigid wall
The complex eigenvalues of our sixth order system of equations were determined for a vast 
number of combinations of 7 , R e, R0 and e, with greater density of calculations in regions 
near the critical point. For the present calculations we set R e = R 0 so that comparisons 
can be made with existing results in the literature. In order to find a neutral stability 
point, two of the parameters, e.g. 7  and e, are fixed at some reasonable values and the 
zeros of q  found by varying the third parameter, R e. Figure 19.2 shows this representation 
of the neutral curves. The continuation procedure adopted here was the technique whereby 
a simple linear approximation to the curve is assumed. On the surface of neutral stability, 
i.e. the surface in the (i?e, 7 , e)-space along which <7 vanishes, contours of constant Re 
are also found as functions of wave number, 7 , and orientation angle, e. Figure 19.1 
shows this representation of the neutral curves. A different continuation procedure was 
used to produce these contours in R e. The continuation package AUTO was integrated 
into the code where the arc-length is introduced as a new parameter (see chapter 8), 
and at fixed values of this parameter, a zero of <7 along a line approximately orthogonal 
to the contour is sought. The Ekman spiral is unstable to perturbations corresponding 
to parameter values inside the contours. If the parameter value for a perturbation lies 
outside the contours the perturbation will decay. The critical point of the eigenstate is 
determined by minimisation of R e under the constraint that e$ =  0. This point is marked 
by a (x) for the type-2 instability in figure 19.1 and is listed in table 19.1 together with 
some existing theoretical results from the literature. Table 19.2 shows the accuracy of 
the critical point obtained using our new numerical framework by comparing the results 
to those of Melander [90]. The code used to find the nose of the Ekman neutral surface 
uses the second order (mid-point) Runge-Kutta algorithm. Therefore, this must be taken
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into account when comparing results. From table 19.2 it can be seen that the accuracy 
of the critical point increases with the choice for the value of the upper boundary, and 
decreased step size for the integration. However, this appears to just compensate for the 
less accurate mid-point method used for the numerical integration calculation.
The shape of the neutral curves as the Reynolds number increases suggests the ex­
istence of a separate instability mechanism, which appears to grow and dominate the 
instabilities as Reynolds number increases. The onset of this second instability occurs at 
around Re = 120, and from the previous literature, this apparition is attributed to the 
type-1 inviscid instability mechanism.
Curves of neutral stability for the Ekman layer at various Reynolds numbers
Figure 19.1: Curves of Neutral stability for the Ekman-layer with various Reynolds num­
bers
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Curve of neutral stability in the R#-y  plane of the Ekman boundary layer over a rigid plate
Figure 19.2: Curves of Neutral stability for the Ekman layer in the Re — 7  plane for 
rotation angles: -30°, —14° and 13°
Reference Wave type Re aCr 2tt/ a £
Faller (1966) 2 55 - 24 -15
1 118 - 11 10-12
Lilly (1966) 2 55 0.187 21 -20
1 110 0.050 11.9 7.5
Iooss et al. (1978) 2 54.2 0.195 19.88 -23.3
Melander (1983) 2 54.15504 0.19489 19.869 -23.3261
1 112.75847 0.05182 11.397 7.2021
Allen (2001) 2 54.15504 0.19487 19.872 -23.3261
Table 19.1: Sum m ary of theoretical results for the E km an instab ility
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Loo S te p  size, h A n g le  o f  o r ie n ta t io n ,e C i Cr R e y n o ld s  no.
M o g e n s  v . M e la n d e r 1983 -23 .32610874647 0 0.6163019690056 54.15503924999
10 0.02 -23 .3261087464691 -9 .9 6 8 6 4 D -1 1 0.616278927369 54 .1551938068
50 0.02 -2 3 .3261087464691 -9 .4 5 3 2 D -1 1 0 .616072311672 54.1551889885
100 0.02 -23 .3261087464691 8 .0 258 D -11 0.616323500359 54.1550527485
500 0.02 -23 .3261087464691 -7 .2 1 2 8 0 D -1 1 0.616323500656 54.1550525485
300 0.01 -23 .3261087464691 9 .6 173 6D -11 0.616323524212 54.1550413485
Table 19.2: Accuracy of the critical Reynolds number
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Boundary conditions for  the compliant surface
Referring back to the boundary conditions derived in part III for the three-dimensional 
compliant plate-spring Ekman model, the two kinematic boundary conditions (12.31) and 
(12.32), and the dynamic boundary condition (12.48) are
Vz (0)0 +  Uz(Q)(f>z = 0, at z = 0
c0* +  Ro^(O )0 =  O
(20.1)
(20.2)
i c  +  ^ z z z ^  ~  7 2 0 * ( ° ) )  =
70(0)
' Ek (7 c2Cm + iqcCo -  7  CB -  7  C t ~  C k e )
( 20.3) 
respectively.
For programming and study purposes, the Ekman number, Ek will be replaced by the 
expression By doing this and also noting that A = - 27c, the two kinematic boundary 
conditions along with this dynamic boundary condition can be written in the following 
form
0 (20.4)
0 (20.5)
0 , (20.6)
where
bo =  7 ± ( - A 2Cm -A C D - 7 4C 'B - 7 2C r - C KE) (20.7)
fio
bi =  A7  (20.8)
63 =  - -  (20.9)
P art V: Boundary conditions fo r  the compliant surface 190
64
00
01
do
di
=  - 2
A Re
iR o
V'(0 )R0 =  (cos(£) — sin(£)).R0
A ic — — 
7
F '(0) =  cos(£) — sin(£) 
U'(0) =  sin(£) +  cos(£).
(20.10)
(20.11)
(20.12)
(20.13)
(20.14)
20.1 C ode V alidation
Since there are no existing results for the Ekman stability problem incorporating a com­
pliant boundary, with which values obtained in this report could be compared, a number 
of tests have been carried out in order to establish confidence in the code.
The first test is to take the limiting value of the wall parameter which makes the 
boundary equivalent to a rigid wall, that is, to consider the limit E  —Y 00. Thus we wish 
to check the condition of the system of equations in this limit to ensure they will behave 
correctly.
20.1.1 W ell-posed  b o u n d a ry  co n d itions
In this subsection, the boundary conditions will be checked to ensure consistency with 
those for the rigid wall case and also to ensure that they do in fact form a well-conditioned 
set of boundary conditions.
Recall that the boundary conditions, at 2 =  0, for the rigid wall are
0 — (f) =  0  =  0 .
Now, we can set up the boundary conditions for the compliant surface (equations (20.4) 
to (20.6)) in matrix-vector notation, namely
ao 01 0
0 d\ do
^ 60 &i 64 y V *  )
( \
(20.15)
V - h r
The first point to consider is the linear independence of the boundary conditions, i.e. to 
check that the determinant of the matrix in (20.15) is non-zero. Thus,
determinant =  ao(d\64 — 61 do) — 0i (—bodo),
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and from equations (20.7) to (20.14) we have,
determinant =  R 0(cose — sine)A “  6i(cose — sine) — 64 (cose +  sine)^ .
Thus, if cose =  sine i.e. at e =  ±45° then our boundary conditions break down and 
become linearly dependent, hence we must ensure the conditions
cos e yk sine, A 0 and ( ff f f  ~ ^i(cos e “  sine) — &<[(cose +  sine)^ /  0.
When these conditions are not satisfied, modified boundary conditions would have to be 
derived. Henceforth, we will assume that the above conditions are satisfied.
The next issue to address is the importance of the consistency of the boundary condi­
tions with those for the rigid wall case. That is, we wish to obtain the rigid wall boundary 
conditions when the compliance of the surface is very small, namely at very large values 
of E, since we have the rigid wall case when E  -A- oo.
Now, E  only occurs in the boundary conditions in the terms Ck e  and Cb which are 
both found in the expression for bo, namely
bo =  7 ^ ( - A 2Cm -  A C p -  7 4C s  -  7 2C t  -  CKB) ,
± b o
and also in the expressions for C k e  and Cb, namely 
C re
Cb =
5 -1 =  2.2918C-13 x  230.0 x  E  x  R ePqIajQ^U Ju
6078227.413E
Rl
Thus, as E  -+ oo, Ck e  oo and Cb -+ oo and, hence, bo -» ~oo. And so, our matrix 
in (20.15) becomes ill-conditioned since all the other entries will approximate to zero in 
comparison to the entry, bo in cell position (3,1).
To eliminate this ill-conditioning problem, let us divide the row 3 of the matrix-vector 
equation (20.15) by 60. That is, divide the dynamic boundary condition through by bQ. 
So by defining new variables
h h -  h1 7 5 “4 , ,Oo Oo
then our boundary conditions can be written as
h
5o
(20.16)
 ^ cio “l 0 ^
M
(  0 \
0 d\ do 4>' = 0
V 1 h  b 4 ) 4 V - h r )
(20.17)
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Then as E  —> oo, b± —> 0, 64 —> 0 and 63 —> 0. Thus, from the last equation we obtain 
0 =  0, which is consistent with the first boundary condition for the rigid wall case. Then, 
from the first equation in (20.17) we have c0' =  0 and since c 0 it implies that 0' =  0 
which satisfies the second boundary condition for the rigid wall. Finally, from the second 
equation in (20.17) we have do0 =  0, thus as long as do = cose — sine J  0 (which is 
the condition required for linear independence and which we have assumed to hold true), 
then we have 0 =  0 satisfying our final boundary condition for the rigid wall. Hence, our 
boundary conditions for the compliant surface are now consistent with those for the rigid 
wall as E  —> 00.
The boundary conditions for the compliant surface are now defined to be
000(0) +  0i0;(O) =  0 
do0(O) + di0,(O) =  0 
0(O) +  6 i0 /(O) +  630 ///(O) +  640(O) =  0
(20.18)
(20.19)
(20.20)
These boundary conditions at the wall can be written in terms of vector variables in the 
following form:
(771(A), u(0,A))R, (<72 (A), u(0, A))r , and (773(A), u(0, A))i
by taking
77l(A) =
01 
0 
0 
0
V 0 )
772(A) = and 773(A) =
/  1 \
bi 
0
63
64
V 0 1
(  0 \
di 
0 
0 
do
v 0 )
where 00 , 01 , do , d i , 61, 63 , 64 are defined as in equations (20.7) to (20.14) and (20.16).
The second check was to confirm, by increasing the value of Loo that the code converged 
sufficiently well. Results showed that Loo =  10 is sufficient for convergence, and thus this 
value is used throughout the numerics. In the next section, the boundary conditions on 
A3(C6) shall be derived starting from the standard form of the boundary conditions given 
above.
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20.2 B oundary conditions on A 3(c6)
The boundary conditions are now in the standard form required to apply an extended 
theory of the exterior algebra and the coordinate-free compound matrices framework de­
scribed in chapter 7 for the boundary condition on / \2(C4). Now for the new numerical 
framework, we will require just one boundary condition. The theory on the construction of 
the boundary conditions on / \3(C6) leads us to the conclusion that the boundary condition
at z =  0, associated with the induced system on / \3(C6) can be constructed by consider­
ing the standard form of the three boundary condition, (20.18), (20.19) and (20.20) which 
form a subspace of C6. By letting {771(A), 772(A), 273(A)} be an analytic basis for this space, 
then the following 3-form is analytic,
m lX) a  772(A) a  773(A) e  A V )  •
This 3-fonn can then be expressed in terms of the basis we used for constructing 
our matrix A^3) for the linear system of perturbation equations on / \ 3 (C6) by fixing the 
standard basis ei,** - ,ee for C6 and writing 771(A), 772(A) and 773(A) with respect to the 
standard basis. That is,
771(A) A  772(A) A 173(A) =  (a o e i +  a ie 2 )  A ^ e 4 +  6 ie 2  +  &3e 4 +  &4e s^  A (d o e s  +  d ie 2 )
=  ^0061 ex A e2 +  ao&3 e i  A  e 4 +  0064 ex A  e s +  a i  e2 A  e i  +  a i& 3 e 3 A e 4
+  a it >4 e2 A  e s^  A (d o e s  +  d i e 2)
=  a o b id o  e i  A e2 A  e s +  aotado ex A  e 4 A  e s +  ao63d i  ex A e 4 A e2
+  ao^4d i e i  A  ea A  e2 +  a id o  e2 A e i  A e s +  a i& 3 do e2 A  e 4 A  es .
Rearranging into lexigraphical ordering using the property for wedge products, ej A e* = 
—ei A e^ - and by letting w =  (tu i,. . .  ,w e)T and also defining wi =  ei A e2 A e3, u>2 =
ei A e2 A e4, • • •, W20 =  e4 A es A e3 as the induced orthonormal basis, then the boundary
condition at 2: =  0 (i.e. at the compliant surface) is defined to be
A(A) =  0,
where
A(A) =  (<20^ 163)7772 +  («o#i64 + aido -  aodobi)w3 -  (aodob3)ws -  (aidrfb3)wi4. (20.21)
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Hence, for use of Newton’s method, its derivative with respect to A is defined to be
A'(A) =  (“ odi 63)77/22 +  {o -o d f lb f ) ' W 2 +  (“ odifii +  “ ido — “ odo6i ) 7//23
+  (“0^ 164 +  “ido — a p d p b i f w ^  — ^(“ 0 do 63)77/28 +  (“ odo&3),'“;8^
where,
with
-  ^(“ i do 63) 77/34 + (a id063)/77/i4^  ,
(a0di63)' =  aodjDbz
todi^)' =
(aido)' =
(a  aodiU64 
dpi 
7
(aodo6i)/ =  aodoU6i
(aido^)' =  apdpDbs 
(oido63)' =  dpDaibs ,
n h  R Q(A 2C m -  T C b  -  7 2C t  -  C k e )
1 Re(X2Cm +  XCd +  f f C B +  7 2C t  +  Ck e )2
R0(X2Cm -  T C b -  T C t  -  C k e )Dus —--------------- -----------------------------
Dbi = -2
l 2Re{X‘2Cm +  XCD +  T C b +  7 2<? t +  C k e )2 
(A 2Cm - T C b - T C t - C k e )
7 2(A 2C m +  XCd +  T C b +  T C t  +  Ck e )2
n  h — iXR0(XCp +  ? T C b 4- 2 T C t  4  2 C k e )  
n a ib 3 “  TRe(X*Cm 4  XCd +  T C b +  7 2C t  4- C k e )2 ‘
20.3 N um erical values for param eters
This section gives the expressions for the wall parameters to be used in the numerics. The 
values for the wall properties will be assigned following Carpenter and Garrad [23] and are 
discussed in part III, chapter 13. Consider the dimensionless parameter associated with 
the plate thickness, namely
n    Pvnf*
Um — T td ’PqIjSLq
From the 2-dimensional Blasius case, of part IV, Cm =  where 5* was the vertical 
displacement thickness. Since our length scale, L, is arbitrary, this scale represents the
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<5* in the 2-dimensional case. Thus for the 3-dimensional Ekman layer problem, we could 
write
Cm = Cm-— , (20.22)
IbQ
where Cm represents the Cm from the 2-dimensional study (see section 14.2). The next 
dimensionless parameter to consider is that associated with the flexural rigidity of the 
wall, i.e.
CB = BpeR 0Cl2L5 '
Again, from the 2-dimensional Blasius case studied in part IV, Cb = —Th x* 3 wherePeU<x>d
B = 8.9 x 10~10£  with E  representing the spring stiffness. In our non-dimensionalization 
of the coupled equations for the rotating boundary layer, we non-dimensionalized by vgQL 
instead of Uqq. Thus, using this and R 0 =  ^  we can rewrite the dimensionless parameter, 
Cb , for the 3-dimensional study as
CB = CB , (20.23)
where Cb represents the dimensionless parameter Cb for the 2-dimensional case. Finally, 
we shall consider the non-dimensional parameter that is associated with the spring stiffness 
of the flexible plate, namely
r  K eCr e peR 0Cl2L
Again, from the 2-dimensional Blasius case described in part IV, C r e  =  f230-5 542'81745)A-,
o o
and as before, we have used vgQL as the square of the characteristic velocity scale. Thus 
for the 3-dimensional rotating boundary layer problem, we have
C r e  = C r e  , (20.24)
where C r e  represents the C r e  from the 2-dimensional study.
The dimensionless parameters for damping coefficient and plate material tension, 
namely, Cd and C r are to be set to zero for the initial stages of the analysis, since the 
previous 2-dimensional study has shown that these parameters do not have a significant 
effect on transition delaying properties of the compliant wall-flow coupled system.
Now, equations (20.22), (20.23) and (20.24) contain a large number of parameters. 
However, there are only three important parameters to be varied: the spring stiffness, E\ 
the Rossby number, Ra\ and the Reynolds number, Re. Thus, it is reasonable to assign any
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values to the remaining parameters with the only restriction that the order of magnitude 
be realistic for the nature of the parameter. Thus, I shall use the data from Carpenter
and Garrad for the 2-dimensional, Blasius, case to determine the order of magnitude for
each of the required dimensionless parameters. (See section 14.2.)
For Cm.) the order of magnitude of Cm is —pr®, thus
=  * (20>25)
sle Ih0
For CB , the order of magnitude of CB is <3>Q^ QQOjg, thus
C b  =  M | 0 0 0 s  ( 2 0 2 6 )
Finally, for CkE) the order of magnitude of C ke  is 1 x  10~10ReE, thus
CKE =  1.0 x 10~w ReE , (20.27)
where E  represents the spring stiffness.
20.4 C urves o f neutral stab ility- com pliant wall
Initial values for the type-2 mode for the local iteration scheme were obtained by system­
atically decreasing the wall stiffness parameter and tracking the solutions from the rigid 
wall eigenvalues. In figure 20.1, the computed effect of wall compliance on stability of the 
Ekman boundary layer flow is shown for the fixed Reynolds numbers R e — 60. The pa­
rameter directly representing the plate spring stiffness is varied whilst all other parameters 
are kept fixed. The computed results show that wall compliance has an insignificant effect 
on the neutral curves at low Reynolds numbers, where the type-2 instability is dominant. 
Figure 20.2 shows a blown-up version of figure 20.1 showing the small change in size of 
the neutral curve as E  is decreased implying an increase in wall compliance. It can be 
noted that although this effect is insignificantly small, the decrease in size of the instability 
region as the wall compliance is increased is consistent with the effect obtained from the 
2-dimensional, Blasius computations.
Figure 20.3 shows the effect of wall compliance on the neutral curve for the Ekman 
boundary layer for fixed angle of orientation, e =  —30.0. Thus the Reynolds number is 
allowed to vary to large values where the type-1 instability becomes dominant. There
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appears to be a pronounced effect as the plate stiffness is decreased. The region of insta­
bility appears to become progressively smaller as £  is reduced. The neutral curves for the 
plate-spring model begin to depart from the curve corresponding to the rigid wall by being 
displaced downwards and start to turn round as if to form enclosed regions of instability 
similar to those produced by the wall compliance in the Blasius case studied in part IV.
The computed curves shown are incomplete due to possible mode coalescence. Further 
points were unable to be detected through an eigenvalue search scheme, due to the value 
of the derivative of the boundary condition at the wall required for Newton’s convergence 
method, approaching zero, thus leading to a conjecture that mode coalescence is occurring.
Neutral curve for the Ekman boundary layer at R8=60 with varying compliance on the surface
Figure 20.1: Neutral curve for the Ekman layer at Re = 60 with varying compliance on 
the surface.
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Neutral curve tor the Ekman boundary layer at R =60 with varying compliance on the surface
Angle ot orientation, c
Figure 20.2: Blow up of figure showing the small effect of wall compliance at Re = 60.
Effect ot wall compliance interacting with the Ekman boundary layer
Figure 20.3: Neutral curve for the Ekman layer for e = —30 showing the effects of wall 
compliance.
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P A R T  VI
Swept-wing boundary layers: stability of the 
attachment line flow past a compliant surface
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Overview
Three dimensionality is an essential attribute of boundary layer flows over wings of com­
mercial air-planes, since these components are swept in order to avoid shocks at higher 
cruising speed. The practical problem of designing these swept-back wings has led to the 
need for analysis of flow over a body whose leading edge is not normal to the oncoming 
stream.
Not surprisingly, the motivation for this part was acquired directly from the dolphin, 
where evolution has moulded this sea animal in such a way that this swept wing attribute 
is evident on all three of its fin types. It can be seen from figure 21.1 that the dorsal (top 
fin used for balance), pectoral (side fins aiding maneuvers) and caudral (propulsive lunate 
tail flute) all resemble highly swept back wings.
Dotal fin
Figure 21.1: The swepted back fins of the dolphin
On a swept wing, many instability mechanisms occur that can lead to the catastrophic 
breakdown of laminar to turbulent flow: contamination along the leading edge; Tollmien- 
Schlichting (TS) waves; stationary or travelling cross-flow vortices; Taylor-Gortler vortices 
or combinations of these modes are among the mechanisms that can lead to this break­
down.
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In addition to TS and CF disturbances which lead to transition over the wing chord, 
attachment-line instabilities are possible. If transition were to occur at some location on 
the attachment line, the outboard portion of the whole wing would have turbulent flow. 
This can be clearly understood from figure 21.2 which shows the attachment line region 
of a swept wing.
Transition along the attachment line can be prevented by designing the attachment line
Figure 21.2: Sketch of the attachment-line flow (from Wentz, Ahmed, and Nyenhuis 1985).
Reynolds number such that it does not to exceed some critical value.
There appears to be no practical computation method for analysing finite-span swept 
wings, and design information is usually obtained by experiment. Pfenninger & Bacon 
[106] used a wing sweep of 45 degrees to study the attachment-line instabilities in a wind 
tunnel capable of reaching speeds sufficient to obtain unstable disturbances. With hot 
wires, they observed regular sinusoidal oscillations with frequencies comparable with the 
most unstable 2-dimensional modes of theory; these modes caused transition to occur at 
around Req ~  240 => R e(crit) «  594.
A continued interest in the transition initiated near the attachment line of swept wings 
led Poll [102, 103] to perform additional experiments with the swept circular model of 
Cumpsty & Head [31]. Like Pfenninger & Bacon [106], Poll observed disturbances that 
amplified along the attachment line. He noted that no unstable modes were observed 
below Reu ~  230 => Re(crit) ~  569.
Although no practical method is available to study finite-span swept wings, it is pos­
sible to study computational analyses if the yawed wing is assumed to have a constant 
cross-section and infinite span (i.e. no tips). In this case the velocities are independent 
of the span-wise coordinate, y , yet the flow is truly three-dimensional, since all three
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components, u,v and w exist.
With an eigenvalue problem approach, Hall, Malik Sz Poll [60] studied the linear sta­
bility of disturbances in the attachment line boundary layer flow called swept Hiemenz 
flow illustrated in figure 21.3.
%
Figure 21.3: Sketch of attachment line region of swept Hiemenz flow (from Wentz, Ahmed, 
and Nyenhuis 1985).
This three-dimensional base flow is a similarity solution to the Navier-Stokes equa­
tions; hence its use is advantageous in stability analyses. By assuming periodic distur­
bance modes along the attachment line, Hall, Malik and Poll determined neutral curves 
with and without the presence of steady suction and demonstrated that the attachment 
line boundary-layer can theoretically be stabilized with small amounts of suction. The 
approach taken by Hall, Malik and Poll is referred to as a non-parallel theory because the 
study accounted for all linear terms, including the wall-normal velocity component of the 
base flow. The mean, or base, flow referred to as swept Hiemenz flow has the fluid coming 
obliquely down towards the wall, it then turns away from the attachment-line into the 
^-direction to form a boundary layer. In the y-direction, the flow is uniform.
Part VI: Attachment line: basic flow and disturbance
22 —
203
Attachm ent line: basic flow and disturbance
We consider a surface upon which there is a three-dimensional boundary layer formed 
from the flow of a viscous incompressible fluid of kinematic viscosity v adjacent to an 
infinite swept wing and, furthermore, consider a localised region of the flow with Cartesian 
coordinates (a?, y, z). Experimental observations suggest that disturbances periodic in some 
direction or other can appear. The coordinates in the surface can be selected so that one of 
the coordinate directions is coincident with the wave fronts. Let y denote the dimensionless 
coordinate in the direction of periodicity, x the other coordinate in the surface orthogonal 
to y, and 2 the coordinate normal to the surface.
We shall start with the three dimensional Navier-Stokes equations
uf. +  u*u** + «*uj. +  w*u*z. + -p%. = vAu* (22.1)
Df*. +  + v"vr  +  +  Y *  =  uAv* (22-2)
Wf, + u*wx. +  v*w*. + w*w*. +  ip*. =  vAw* , (22.3)
with boundary conditions
u* = v* = 0, w* = 0, for 2* = 0, ^
u* -> v* -+ V0, as 2* 00.
The * notation represents dimensional parameters. Define L2 = -> so that L2 is the
thickness of the boundary layer at the wall and Li is the length in the ^-direction. We 
non-dimensionalize the N-S equations by introducing the following scales:
L2 = length, V0 — velocity, T  =  , (22.5)
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so that the dimensionless parameter are defined by
« = &  « =  £ .  »  =  C -
* = £ .  » - £ .  * =  £ .  (22-6>
i =  Cik D = X  c Ll > P -  pV? •
Substituting these dimensionless parameters into (22.1) to (22.3) we obtain
Mfc 4* litta 4* 'OTiy WUZ +  px =: (Wia, +  Ziyy +  Uzz) (22.7)
i t e
Vt +  TiUa; +  UVy +  ll/Hz +  Py =  -5 -  («** +  %y +  Vzz) (22.8)
i i e
10* +  UtOa, +  VWy +  lUI/Jz 4- Pz =  (w xx +  w yy +  w zz) , (22.9)lie
where the parameter R e has been defined by
„ _  V J 2IbQ —
V
Substituting equations (22.6) into the boundary conditions gives
u — v = 0, w = 0, for z — 0
u —> #•, v -» 1, as  ^ oo
(22.10)
22.1 B asic flow
The steady components of the basic state in the x and y directions are zero at the surface 
and approach the values J4 and 1, respectively, when z N  oo. The normal velocity 
component is zero at the surface and grows linearly with z when z —)■ oo. The important 
simplifying feature of this flow is that it corresponds to an exact solution of the Navier- 
Stokes equations satisfying the conditions given by (22.10). Consider a solution of the 
form
u — -~-u(z), v — v(z), w =  -J~w(z). (22.11)ilg xlfi
Hence, u —> 1, v -» 1 as 2 -4 00, where u,v,w  satisfy three equations which shall be 
derived below.
Substituting (22.11) into the continuity equation gives
+ - +  ^■ = 0 =* u + wz = 0 .  (22.12)
tie tig
Substitute (22.11) into the momentum equation. Let us start with the dimensionless
w equation since this equation will determine the form of the pressure variable. Thus
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substituting (22.11) into (22.9) gives
thus the equation is satisfied if
wwz wzz n
R2 Pz R2 ’
Integrating equation (22.13) with respect to z yields a form for the pressure field
p  =  F(x)  + G(z), (22.14)
where G{z) = §* -  § f | .  To find the form of F(x) we substitute (22.11) into the dimen­
sionless u momentum equation to give
xu2 wuzx uzzx
- w + - R r + p * - i %  =  0
uzzx wuzx u2x
~  H T
Integrating this equation with respect to x yields
Px
P  = -^ 2  [uzz ~ wuz -  u2] + G(z ) . (22.15)
From this, equation (22.14) becomes
x2P = 2 & P  + G(z), (22.16)
r.2where, using 22.14 and 22.15, p — uzz — wuz — u2 — constant and G(z) = G(z) +  constant. 
Since p is a constant, the pressure in the far field must be equal to this constant. From 
the dimensionless u equation (22.7) and using equations (22.11) we have
x x x _2
= i f -  -  M~ i f  ■
Now, we know that uzz -+ 0, uz -+ 0 and u2 -> 1 as —> 00. Using these, the pressure in 
the far field becomes
xPx as z -A 00 .
R q
From equation (22.16), px = jffp, and so the pressure in the far field must equal this. 
Thus,
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and, hence, we obtain
p = - l .  (22.17)
Thus substituting (22.11) into the dimensionless u equation (22.7) and using (22.16) and
(22.17) we obtain
u2 + wuz -  1 ~ uzz =  0, 
thus eliminating u by using (22.12) yields
wzzzV w 2z - w w zz- 1 = 0. (22.18)
Finally, by substitution of (22.11) into the dimensionless v momentum equation and using 
(22.15) we have
vzz — wvz — 0. (22.19)
Thus, u, v and w from the exact solution velocity field, (22.11), must satisfy
(22.20)
u + wz — 0,
™ z z z  +  W 2 ~  W W Z Z —  1 = 0 ,
V z z  -  W V Z  =  0,
w z (0 )  — 0 , tI / ( 0 )  =  0 , wz(oo) =  — 1, 7 /(0 ) =  0 , t/ ( o o ) =  1
with the solution of the above system having w ~  — [z — £] as z —> oo. The displacement, 
5, is the constant 0 .6 4 7 9 0 , which is the result of the numerical integration of the second 
equation of (2 2 .2 0 ) .  The system of equations (2 2 .2 0 )  agrees with that stated by H a l l  e t  
AL [60 ]. ^
22.2 Linear stab ility  problem
By assuming the disturbance to be sufficiently small, we can restrict our attention to 
the linear stability of the flow (22.11) to disturbances periodic in the //-direction with 
wavelengths Since we wish to produce curves of neutral stability, the temporal
stability problem is considered, thus we take o: to be real and search for the zeroes of the 
imaginary part of the complex wave-speed c for each value of a  and Re.
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We perturb the flow (22.11) by writing
u = ^  + xU 
v =  v -f V
(22 .21)
»  =  f  + w  
p ~  +  &(z) +
where &£/, V, W and P  represent the components of the disturbance. The ^-dependence 
of the disturbance enables us to find a solution of the linear stability equations by solv­
ing ordinary differential equations. Such a simplification does not happen in more general 
boundary layer centrifugal instability problems where a self-consistent linear stability anal­
ysis leads to a partial differential system, H all  [59].
The basic flow described above is susceptible to centrifugal instabilities because of 
the curvature of the streamlines in the x — z plane. There exists a discrete spectrum of 
damped eigenvalues with eigenfunctions that decay exponentially when z —> oo. Now if V0 
is not zero then the span-wise velocity component is susceptible to Tollmien-Schlichting 
waves and our appropriate differential eigenvalue problem is of sixth order in 2 and will 
be derived below [60].
22.3 D erivation  o f th e six th  order eigenrelation
Substituting the superimposed variables (22.21) into the dimensionless continuity and 
Navier-Stokes equations, subtracting out those terms that satisfy u, v and w exactly, and 
linearizing by taking U, V  and W  proportional to exp(ia(y — ct)) so that the disturbance 
has wavelength ^  and propagates along the attachment line with speed c, we obtain three 
equations which govern the disturbance components U,V  and W:
—iaRecU  +  2 uU +  ia R evU +  ioUz +  W uz =  Uz z ~c?TJ ( 22.22)
ictRecV +  ia R evV  +  R evzW  +  wVz +  ia R eP =  Vzz -  a 2 V (2 2 .23 )
—ia R ecW +  ia R ev W  +  wW z + w zW  +  RePz =  Wzz -  a W . (2 2 .24 )
Similarly the continuity equation becomes
U + iaV + Wz =  0. (22.25)
Now, by eliminating the pressure perturbation, P  and the y component of velocity V, 
we can systematically reduce equations (22.22) to (22.24) to a pair of coupled ODEs to
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determine U and W . To eliminate the pressure perturbation from the equations we note
that from (22.23) we have
iaReP = —a2V  +  Vzz + iaRecV — iaRevV — R evzW  — wVz .
Multiplying by A gives
R eP  =  ia V  -  +  R ecV
(22.26)
- R ev V  +  R ffW v z +  Fu>Vz 
Differentiating equation (22.26) with respect to z gives
R e P z  =  i a V z  -  - V z z z  +  R e d V z  ~  R e ( v z V  +  v V z )
+ ~ f { W v zz +  Wzvz) +  %{wVzz +  wz V2)
For the elimination of the y component of velocity, V, we note that from the continuity 
equation we have
v  =  i  (Wz + U). 
a
Substituting this and its derivatives into (22.27) we obtain
RePz — ~(WZZ + Uz) + ^ { W zzzz + Uzzz) +  ~Rec(Wzz-F 
Us) ~ iReVz{Wz + U )~  iReV{Wzz + Uz) +  ^Re(Wvzz +  WZVZ)
- ^ ( W z z z  +  f e )  -  i M W z z  + Uz) ■
(22.28)
Substituting (22.28) into (22.24) gives
(—iaRec + iaRev — wz + a2 + ±Revzz) W + wWz
—  (2 — ^R ec + R e & v  + - ~ z w z )  Wzz
(22.29)
To simplify this equation we can eliminate Uzzz- By differentiating equation (22.22) we
obtain
Uzzz =  —iaR ecU z  +  2 (uUz +  uz U) +  ia R e(vUz +  v z U) +  (uz W z +  uzzW )  +  (wUzz +  w z Uz ) +  c?U z •
Substituting this into equation (22.29) and simplifying gives
Wzzzz —  2 a 2W zz +  a AW  +  ia R ecWzz — ia 3R ecW  =  
iaRevW zz — ia 3R evW  — ioiRevZzW  +  wW zzz — a 2wW z 
-\-wzWzz — a 2iuzW  — 2uzU — 2uUz — uzzW  — uzWz .
(22.30)
Let us define th e  operator
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then equation (22.30) becomes
( M  +  iaReC) M W  =  iaR evM W  — ia R evzz W  +  w M W z - f  wzM W  
—2(uz U +  uUz) -  (uzzW  +  uzWz) .
Thus, our pair of coupled equations to determine U and W  are
(2 2 .31 )
(M  +  ia R ec) U =  2uU +  uzW  +  wUz +  ia R evU  , (2 2 .32 )
( M  +  ia R ec) M W  =  ia R ev M W  — i(xRevzzW  +  w M W z +  wzM W  
—2(uzU +  uUz) — (UzzW  +  uzWz ) ,
with boundary conditions
(22 .33 )
U( 0) =  W{ 0) =  W'(0) = 0 , at z = 0. (22.34)
Changing the notation to more familiar variables by letting 0 =  W, the dimensionless dis­
turbance amplitude in the ^-direction and 0 = U, the dimensionless disturbance amplitude 
in the ^-direction, we have
ip” — wip' — a(z)il> — uz(j> =  0 , (2 2 .35 )
(j)”” — W(f>” — b(z)<f)" +  c (z)<f> +  d(z)(f> A- 2uzip +  2uip' — 0 , (2 2 .36 )
where
a(z) — a2 + iaRev +  A R e + 2 u 
b(z) = 2 a2 + A R e +  iaRev +  wz 
c(2:) =  a2w +  uz
d(z) = a 4 + a2\  Re + ia3R ev
+ a2wz + iaRevzz +  uzz ,
and A =  —iac. Note that by setting u = w =  0 in (22.36) we obtain the Orr-Sommerfeld 
equation for W . However, Hall et al. [60] point out that there does not appear to be 
a rational approximation to (22.35) and (22.36) that decouples the equations to produce 
this simplification.
The boundary conditions corresponding to our sixth order problem are
0(0) =  0(0) =  0;(O) = 0 , at z =  0. (22.37)
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Thus, equations (22.35) and (22.36) along with the boundary conditions (22.37) is an
eigenvalue problem, where the eigenrelation can be obtained as before by first writing
u =  [ui,U2,u3,U4,U5,uq\t  with
Ul =  0 u2 = 0' u3 — <f>"
U 4 —  (f)"' U 5 —  i j j  U q  =  i f f  ,
so that u satisfies linear equation
U* = A(z, A)u, u € C6 , (22.38)
where A is the 6 x 6  matrix defined by
A(*,A) =
f 0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
-d(z) -c(z) b{z) w —2 uz —2 u
0 0 0 0 0 1
\  uz 0 0 0 a(z) w
) = (e2,u) =  (es, u) - 0 at 2 = 0.
with boundary conditions
(ei
The numerical solution of this eigenvalue problem is non-trivial because of the rapidly 
varying nature of the eigenfunctions. Thus using lexigraphical ordering on the wedge 
product of the standard basis, (ei , .. .  ee), we use our trusted numerical framework in the 
calculations. We generate the 20 dimensional system
w* =  A ^ ( z ,  A)w, w e / \ 3(C6) ^  €20 , (22.39)
where A ^flz ,  A) is calculated using the MAPLE program in appendix A. The three
boundary conditions at the wall corresponding to the original linear system (22.38) reduce 
to just one boundary condition at the wall for this augmented linear system, namely,
[w, ei A e2 A e5J3 =  w3 — 0 . (22.40)
The first step in the calculations is to integrate the equations (22.11) using Chebyshev
polynomials to obtain the best state for input into the linear stability problem. Then
(22.39) can be integrated from oo to 0 subject to (22.40) together with the condition that 
(U, V, W) tend exponentially to zero when z —¥ oo.
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22.4 B oundary conditions at infinity and th e  in itial vector
In the discussion in section 3 of Hall et al [60], it was shown that for sufficiently large 
values of Z o o
W ~ e - aS°°,
where Zoo — o^o — 0.64790.
Now using our notation, U = ip and W  = <p we can obtain the following proposed form
for the boundary conditions to be applied at a large value of 2 [60]:
<p' — —a<p cp1 +  oxp — 0
cp" = —ONp1 =>■ cp" -f arf — 0 (22.41)
0 '  =  - 2 o o 0  =» 0 '  +  Z o o l p  —  0  .
Now the boundary conditions at £ —» oo depend on z, so we can’t use the eigenvalue 
method used to find the initial vector for the Ekman layer problem, since the theory used 
specified that
lim Aty, A) =  Aqo(A),
Z — H x >
i.e. the system at infinity is independent of z, for the eigenvalues of this matrix to control 
the asymptotic behaviour. Thus we revert back to the method used for the derivation 
of the initial vector for the 2-dimensional Blasius problem, and apply the appropriate 
boundary conditions in (22.41).
22.4.1 D eriv a tio n  o f th e  in itia l v ec to r
Applying the ideas of spanning sets to study the structure of solution sets of systems of
homogeneous linear equations, we start with the boundary conditions at infinity for our
system:
(p1 + otcp =  0
<P" +  acp1 — 0 (22.42)
I p '  +  Z o o l p  =  0 .
Now let us define r) = (^i, •. •, ??e) where
r j i  =  cp r)2 =  0 '  r) 3 =  0 "
774 =  0 '"  ??5 =  0  ??6 =  0 ' ,
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then our system of boundary conditions can be written as
o:?7i +  m 0
a i f 2 +  773 0 (22.43)
ZooVh +  <76 =  0 .
Writing the system (22.43) in vector-matrix form we obtain
=  0. (22.44)
\ m  /
Noticing that the solution set of (22.43) is a subspace of R6, we can find a spanning set 
for this space. We first write down the augmented matrix of the system, namely
0 a  1 0 0 0 | 0
( 0 0 0 0 Y  1 | o 7
and perform a sequence of row operations so that the new system of equations formed will
have the same solution set as (22.43). Thus we obtain
Note that this matrix has rank 3, that is, we have three linearly independent equations 
but six unknown variables, thus we have 6 — 3 =  3 degrees of freedom. So, we choose 
arbitrary constants for three variables.
From this new system, we note that we can find 772 in terms of 771, 773 in terms of 771 
and 773 in terms of 775. Thus, let us choose the following arbitrary constants
f a  1 0 0 0 0 | o \
( a 1 0 0 0 0 | 0 ^
- a 2 0 1 0 0 0 | 0
^ 0 0 0 0 Z q q  1 I 0 y
<7i =  ci, <74 =  c2, <75 =  c3 .
T h e n  we have
<7 — (c i ,  a c \ ,a  c i , c 2,C 3 , ZqqC3 )
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and by factoring out the c*s we can write the general solution as
77 =  ci (1, - a ,  a 2, 0,0,0) + c 2 (0,0,0,1,0,0) + c 3 (0,0,0,0, 1, -5oo) • (22.45)
V  V *  V
X l  X 2 X 3
We can conclude that for any choice of real numbers c i , . . . ,C 3 we get a solution 77 =
C1X1 +  c2x 2 +  C3X3 of (22.43) and that every solution of (22.43) is of this form for some 
choice of real numbers c i,c2)C3. Moreover, the set { x i ,x 2,x 3} is uniquely determined 
by the procedure. { x i ,x 2,x 3} is called the canonical spanning set and are the three 
orthogonal starting vectors. Thus for our numerical framework we require just one initial 
vector formed from some complex constant multiplied by the wedge product of these three 
orthonormal vectors. That is,
x i A x 2 A x 3 =  (e i -  a e 2 +  a 2e3) A e4 A (e5 -  a^ea)
=  (e i A e4 A es) -  5oo(ei  A e4 A e6) -  a (e 2 A e4 A e5) +  a Z o o (e 2 A e4 A e6) 
+  a 2(e3 A e 4 A e 5) - a : 25oo(e3 A e 4 A e 6)
=  W (8 ) -  ZooW(9) -  a W (U )  +  aZooW{16) +  a 2 W {  17) -  0?ZooW {lS) . 
Thus, an appropriate starting vector is
W  =  €(0 ,0 ,0 ,0 ,0 ,0 ,0 ,1 , —Zoo, 0,0,0,0, —a , ctZoo, 0, a 2, -cYifto, 0,0)T , 
where C is some complex multiple.
22.5 N um erical com parison w ith  W ilson  and G ladw ell
The paper by Wilson and Gladwell titled ‘The stability OF A TWO-DIMENSIONAL STAG­
NATION FLOW TO THREE-DIMENSIONAL DISTURBANCES’ [136] showed that the viscous 
stagnation point flow is stable to infinitesimal disturbances periodic in the direction nor­
mal to the plane of the flow in the limit of infinite Reynolds number. They show that the 
boundary curvature is irrelevant and that the cylinder problem considered by Kestin & 
Wood can be reduced for R e -+ 00 to the flat plate problem of determining the eigenvalues 
of the disturbance equations.
To come to their conclusion they presented the numerical solution of the disturbance 
equations proposed by Gortler [49] together with their more stringent boundary conditions 
at 00, and found that 011 setting c* =  0 there is no eigenvalue a , meaning that there is
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no neutral wavenumber. They then restored e into their equations and solved for c* as an 
eigenvalue with a  prescribed. There results showed that c <  0 for all values of a, with the 
implication that the flow is stable.
To compare numerical values with those obtained by Wilson and Gladwell, we set 
R e =  0 in equations (22.22) to (22.24) in all places except where R e is multiplied by the 
stability parameter, wave-speed c, or the pressure term. In these places we shall set R e — I 
By doing this, we obtain equations of the form for stagnation point flow consistent with 
those studied by Wilson and Gladwell. Thus, we have
- ia c U  +  2uU  +  wUz +  uzW  =  Uzz -  a 2U  (22.46)
—ia cV  +  wVz +  ia P  =  Vzz — a 2V  (22.47)
- i a c W  +  w W z +  w zW  +  Pz =  W z z - a 2W  (22.48)
U +  ia V  +  W z =  0. (22.49)
Now, by eliminating the pressure term from the equation, we reduce the equations to a
sixth order system comprising of a fourth order equation coupled with a second order
equation which governs the stability of the system. Hence,
cp"" — w<p'" — b(z)<f>" +  c(z)4> +  d(z)<p  +  2 u z ip +  2  u f l 1 — 0
ip" — wip1 — a(z)ip  — uz (p =  0 ,
where
a (z) — cn2 ±  2u T  A
b(z) — 2 a 2 +  wz +  A
c(z) =  a 2w  +  uz
d(z) — a 2 wz +  a 2A +  ofl +  uzz ,
and (p =  W , ip =  U.
To compare numerical values for wavenumber, a , and corresponding growth rates, A, 
we set up the linear system as a vector-matrix system and integrate using our numerical 
framework. The results are shown in table 22.1.
The results given in table 22.1 show excellent consistency with those generated by
Wilson and Gladwell who believed their results to be accurate to all the figures given.
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a A (Wilson & Gladwell) A(new)500 z-steps A(new) 1000 z-steps A (new) 2000 z-steps
0.005 -1.513 -1.51188 -1.51310 -1.51340 » -1.513
0.1 -1.436 -1.43451 -1.43577 -1.43608 « -1.436
0.2 -1.390 -1.38805 -1.38936 -1.38968 « -1.390
0.3 -1.376 -1.37358 -1.37495 -1.37529 « -1.375
0.4 -1.390 -1.38845 -1.38987 -1.39023 » -1.390
0.5 -1.433 -1.43075 -1.43224 -1.43261 w -1.433
0.9 -1.853 -1.85103 -1.85280 -1.85324 « -1.853
Table 22.1: Comparison of numerical values for the wave number, a  and corresponding 
growth rate A with those obtained by Wilson and Gladwell
Wilson and Gladwell checked that their values obtained were not particularly sensitive to 
the value chosen for infinity. They used Zqq — 6  except for small values of a  where they 
found it necessary to integrate out to 2qo =  10 to obtain the required accuracy. For the 
new calculation, — 10 is used at all times. These results provide convincing evidence 
that the Chebyshev coefficients for both u and ui are accurate.
22.5.1 Accuracy check for v
Finally, we must check the accuracy of the Chebyshev coefficients for v. To do this, we 
shall calculate v(z) for various values of £ using two different methods and shall compare 
the results. The first method is that of which we wish to check, namely, using Chebyshev 
polynomials, the outline of which follows:
Using the proposed Chebyshev coefficients, we wish to find values of v(z)  for various 
values of z  in the integral range [0, Zoo]- Now the range for Chebyshev polynomials is 
—1 <  x  <  1, thus we must first transform our coordinates in such a way that at z  =  Z ^  
we have x =  1 and when z  — 0 we have x — — 1. This can be achieved using the coordinate 
transformation
The Chebyshev polynomials can then be calculated to obtain v(z)  for chosen values of z  
in the integral range.
Our second method for calculating the values of v(z) involves solving the third exact 
equation (22.19), that is
Vzz — w vz =  0 , (22.50)
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with boundary conditions */(0) =  0 and u(oo) =  1. By rearranging equation (22.50), we 
can set up a vector-matrix linear system for vz , that is
v , z =  w v , .
Let ui — v(z)  and u2 =  v '(z) then u[ =  u2, u '2 =  w u2. Thus, we set up the linear 
vector-matrix system
u' =  A u u € C2 ,
A = (22.51)
where
0 1 \  /  v(z)
j and u =
0  w J  y v'(z)
and w  can be calculated by using Chebyshev polynomials since we have already checked 
that the Chebyshev coefficients for w  are accurate.
Now, the linear system (22.51) is critically stable for numerical integration, this can 
be shown as follows. Using the GL-RK mid-point rule for integration
un+1 = un + hA(yn+i ) u n+^
=  u- + Y ( y „ + i ) ( u "  +  « " +1)
T  k  A
2 U+2 un+1 = u
If we now substitute in the 2 x 2  matrix A we obtain
1
1
1
un+1 =
1 h2
0 0 1 + |u)
u
un+1  __ 1 - 5 ®  1
1*£1<N
T“H
1
0 1 0 1 +  1*1)
u'
thus u71+1 _
1 k.
i -4 a
0 l-£<d
u’
Now, the eigenvalues of the discrete system, namely Ai =  1 and X2 — — are simple1 2W
and also note that since w  is always negative, we have that IA2I <  1- It is easy to show 
that
u n =  B n u 0 _
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Since we have simple eigenvalues, we can use the result from linear algebra that there can 
be found a diagonal matrix, D satisfying
D =  S -1B S  
=#> B  =  S D S -1 
and so B n =  SD nS _1 ,
where the diagonal matrix is found to be
_  (  1  0
0
Thus, the numerical stability of the system depends only on the properties of the diagonal 
entries. These entries have modulus less than or equal to unity and so we conclude that 
the system is numerically stable.
Thus, we can numerically integrate (22.51) forwards from z  =  0 to z  =  Zoo using 
shooting methods.
, x (  ®(°) \Now, we require an initial vector u(0) = I . From the boundary conditions
V ®'(°) J
we have 7/(0) = 0  thus, let us assume the initial vector to be
u(»> -  (  »
for arbitrary a. At Z ^ , the boundary conditions require v(oo) — 1. Assuming the vector 
at Zqo to be
/  b
u(Zoo) =
we can scale this vector so that 6 = 1 ,  that is u(Zoo) =  ( | • Thus, by scaling our
initial vector in the same way, i.e u(0) =  j  ^, the code can now be rerun to produce 
accurate values of v (z)  for comparison with those produced by the Chebyshev method.
22.5.2 Chebyshev accuracy results
Table 22.2 shows the value of v(x) calculated using the Chebyshev coefficients and also by 
solving the linear system (22.51) along with the error in the results. The small discrep-
P art VI: A ttachm ent line: basic flow  and disturbance 218
Value of x v(x) chebyshev u(a;) Error
-0.899
-0.799
-0.699
-0.599
-0.499
-0.399
0.28634621839592
0.54933210386440
0.75788471107903
0.89228347980418
0.96102276829090
0.98866097664809
0.28634623518959
0.54933212446577
0.75788473194036
0.89228363447996
0.96102299135633
0.98866115228359
1.679367xlO-08 
2.060137xl0“ °8 
2.086133 xlO-08 
1.546758xl0-°7 
2.231654xlO~07 
1.756355 xlO-07
Table 22.2: Accuracy of Chebyshev coefficients
ancies between the Chebyshev values and the linear system values are most probably due 
to the less accurate second order GL-RK algorithm used for the shooting method. With 
this method we can only expect accuracy to 7 or 8 d.p. Thus we can conclude that the 
Chebyshev coefficients are accurate to 7 or 8d.p.
22.5.3 Computed neutral curve - rigid wing
Figure 22.1 shows the curve of neutral stability, that is the locus of points in the wave 
number, a  - R e space where c; — 0. The nose of the neutral curve occurs at the critical 
Reynolds number R e(c r it) =  583.1, wave number, a  =  0.287855 and wave speed cr —
0.382480. These values correspond almost exactly with those found by Hall et al [60]. 
Thus, the attachment line boundary layer flow is susceptible to travelling-wave instabilities 
that propagate along the attachment line. Inside the thumb, the perturbations become 
unstable whereas outside the curve, they are stable.
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Neutral curve tor the attachment line boundary layer over a rigid flat plate
Figure 22.1: Neutral curve for the attachment line boundary layer over a rigid surface
P art VPBoundary conditions fo r  the compliant surface
2 3  — i
220
B o u n d a r y  c o n d i t i o n s  f o r  t h e  c o m p l i a n t  s u r f a c e
The two kinematic boundary conditions along with the dynamic boundary condition for 
the anisotropic flexible surface at the wall, z  =  0, derived in part III are
( ia R evz (0) +  uz (0)) ip +  uz fff)(pz =  0, (23.1)
(ii;g(0) +  iajRevz(0)) (p +  ia R ec<pz =  0, (23.2)
ic(<p"'(0) +  a(O)0 (O)) =
—0 (0) (a R e(a 2c2Cm + ictcCD -  a 4(l + X3)C5 -  a 2Cr -  C/cs) (23.3)
+ictt*(0) +  ia2t?z(0)) .
These three boundary conditions can be written in the following standard form
“ o</>(0) +  “ 10' (0) =  0
do0(O)+d!0'(O) =  0 (23.4)
6o0(O) +  630m(O)+ bAip{0 ) =  0,
where
60 =  a R e( - \ 2 Cm -  XCd -  « 4(1 +  X2)C g  -  o ? C t — C k e )
+  i a 2 7)2(0) + ic u z (0 )
6 3  =  - -a
64 =  — —a(0)
a
ao =  u1 (0) +  ia R ev' (0) 
ai =  —A R e
dp =  u'( 0) +  ia R ev'(0) =  ap 
dx =  u'{ 0).
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23.1 W ell posed  boundary conditions
The boundary conditions will now be checked to ensure they are consistent with those for 
the rigid wall case, that is, for when E  (proportional to the spring stiffness) tends to the 
value infinity (approximated by a very large value). We shall also check to ensure that 
the set of boundary conditions do in fact form a well conditioned set.
To ensure consistency, we note that the variable E  only occurs in the expressions 
for C k e  and Cjj, found in the expression for bo. Now both C k e  and C f l are directly 
proportional to E , thus as E  —* oo, C k e  oo and Cq —> oo bo —>■ —oo. Let us set up 
our boundary conditions for the compliant surface in vector-matrix form giving
' ao ai 0 ^ *) f  °  1
0 d\ do _ _ 0 (23.5)
\ h  0 64 ) ^  J v - h r )
Thus the matrix in (23.5) becomes ill-conditioned since all other entries will approximate 
to zero in comparison to the value of bo in cell (3,1). To eliminate this ill-conditioning, 
we divide row 3 by bo and define new variables 63 =  ^  and 64 — thus obtaining the 
vector-matrix equation
/  ao  a i  0  ^
( *
(  0 \
0  d \  d o 4>‘ — 0
1  0 \ i >  J co1
Then as E  —> 00 , 64 -+ 0 and 63 -+ 0. Thus, from the third equation we obtain 0 =  0 which 
is consistent with the first boundary condition for the rigid wall case. Using this, from 
the first equation we have ai0' =  0. Now a i =  —AR e 0 and, therefore, 0' =  0 which 
corresponds to the second boundary condition for the rigid wall. Finally, from the second 
equation and using the above conditions we obtain doip — 0 where do — ia i?e'y/(0)+u /(0)
0, since both u'(0) and u'(0) are non-zero. This leads us to the condition ip — 0 which is 
consistent with the third boundary condition for the rigid wall case. Hence the system of 
boundary conditions for the compliant surface are consistent with those for the rigid wall.
The task of checking that the system of boundary conditions is well-posed we check to 
ensure that the three boundary conditions are linearly independent. The determinant of
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the coefficient matrix for the boundary conditions is
det — aodih4 +  aido .
Now ao =  do thus we have
a0(di&4 +  01) .
Since ao 0, we just need to ensure d \ 64 +  a\ 0 for our three boundary conditions to be 
well-posed. Thus, we assume this to hold true. If, however, this condition is not satisfied 
then modified boundary conditions would need to be found. The boundary conditions for 
the compliant surface are thus
ao0(O) +  ai0'(O) =  0
do0(O) -fdi0'(O) =  0 (23.6)
0(0) +  &3<T(0) +  &40(O) =  0.
23.2 B oundary conditions on / \ 3 { c 6 )
With the boundary conditions in the required standard form, we can apply the theory of 
chapter 7 on exterior algebra and compound matrices.
To use the numerical framework, we require just one boundary condition formed from 
the wedge product of the three boundary conditions above. Thus by defining standard 
vectors in R6, namely e i , . . . ,  eg. Let
a  =  0o®i +  0 i ®2 
b = ei + h e 4 -f- b4e  5 
d = doe5 + d ie 2 ,
and also define u> by
w =  (w1}. . .o/2o)T > 
where u i  =  ei A e 2 A e3, u 2 =  ei A e2 A e4
*#19 =  e3 A eg A eg, w2o =  e4 A eg A eg .
Then,
a  A b A d =  (00^1 +  01^2) A (ei +  ^3^4 +  64e5) A (doe 5 +  d \e 2)
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=  a o M o  ( e i  A e4 A e 5) -  a o M i t y i  A e 2 A 04) -  a 0M i ( e i  A e 2 A e 5)
-  a ic2o (e i  A e 2 A e$) +  0163^0(e 2 A e4 A e$)
=  aob3doZs — aob3d iZ 2 — (aflb^di +  aido)Z 3 +  a-\b3doZ \4  ,
where Z £ /\3(<C6) and [Z,o^] =  Z\. Thus our underlying equation must satisfy
A(A) =  0063^0^8 ”  0063#1-^2 ”  (^064^1 +  ai#o)-^3 +  aih d o Z \ 4  =  0 (23.7)
at the boundary between the compliant surface and the fluid, that is, at z  =  0 .
For use of Newton’s method for convergence we also require the derivative of this 
function, namely
A7 (A) =  — {aob3 d i)Z 22 — (aob3di)' Z 2 — (0064^1 +  aido)Z 23 — (aob^di +  aido)' Z 3
+  (0063^0)^28 +  (a0M o ) %  +  (0x63^0)^34 +  (aihdo)1 Z14 •
23.3 C om puted  neutral curves-com pliant wall
Figure 23.1 shows the computed neutral curves of stability for various values of spring- 
stiffness. The curves were produced using a simple linear relation. Taking the values of 
the nose of the rigid wall neutral curve as the starting point and decreasing the spring 
stiffness parameter, E , to various values which are then fixed and Reynolds number varied 
searching for neutral points in the wave number, a  direction.
The effect of a compliant surface appears to have a significant effect on the shape 
of the curve of neutral stability. The instability region appears to shrink, break away 
from the rigid wall neutral curve and form closed instability regions. This effect is similar 
to that obtained by the addition of a flexible surface in the 2-dimensional Blasius flow 
problem. Figure 23.2, shows a blowup of the region near the nose of the neutral curve as 
E  approaches E c. The point E c which we have computed to be E c =  0.01236, is the value 
of E  at which the neutral curve collapses to a point. This point is important in applications 
because for values of E  <  E c, the flow is extraordinarily stable: the transition Reynolds 
number has been increased dramatically. This effect suggests that compliant surfaces 
could reduce drag over a swept wing by delaying transition to turbulence.
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Neutral curves for the stability ot the attachment-line b-l over a compliant surface ot varying spring stiffness
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Figure 23.1: Curves of neutral stability for the attachment line boundary layer over a 
compliant surface with varying spring stiffness
Neutral curves for the stability of the attachment-line b-l over a compliant surface of varying spring stiffness
600 700 800 900 1000 1100 1200 1300 1400
Reynold number, Re
Figure 23.2: Blow up of the nose of the neutral curve for the attachment-line boundary 
layer over a compliant surface
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D i s c u s s i o n s  a n d  C o n c l u s i o n
The aim of this research was two-fold. Firstly, to develop numerical methods for 
solving stiff ordinary differential equations in hydrodynamic stability and secondly, to 
study the interaction between two-dimensional and three-dimensional viscous fluid flow 
and a compliant surface under chosen flow conditions. A discussion and the relevant 
conclusions of which are given in the following chapters.
D e v e l o p m e n t  o f  n u m e r i c a l  m e t h o d s
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A major achievement has been the development of a general framework for solving stiff 
linear ODEs in hydrodynamic stability on unbounded domains without requiring orthog­
onalization. This new framework uses exterior algebra as a starting point and consists of 
a reformulation of the compound matrix method in a coordinate-free way by using the 
exterior algebra spaces, f \ k(Cn) where k is the subspace dimension and n  the dimension 
of the original system. This framework is most advantageous for numerical solution of 
differential eigenvalue problems on unbounded domains where significant difficulties arise 
in setting up matrix discretizations (the most obvious alternative to a shooting algorithm).
The original compound matrix method was relatively straightforward to set up for 
a four-dimensional problem, however, in the classical literature, several issues with this 
method were unresolved and no clear explanations of how to generalise the method for 
application to higher dimensions has been available. Implicit in the formulation of the 
compound matrix is a choice of basis for C 1. How can the basis be changed? In principle, 
the idea should work for any k, 1 <  k <  n, but how can this be done in a straight forward 
and implementable way? What about boundary conditions in infinite domains? Is there 
any advantage to using particular numerical integrators? These questions have now been 
answered during the course of this research. It is clear that due to the rapid increase 
in the order of the compound matrix system, the method is unlikely to be practical for 
problems of order higher than eight. Nevertheless, this new framework can be set up to 
solve fourth and sixth order problems with great ease and confidence, being applicable 
to a large class of problems many arising from the study of hydrodynamic stability. The 
theory has been illustrated in this report by application to three differential eigenvalue 
problems on unbounded intervals: hydrodynamic stability of boundary layer flow over
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a flat plate, the eigenvalue problem associated with the stability of the Ekman layer in 
atmospheric dynamics and the stability problem of the attachment-line boundary layer 
flow past a swept wing.
The question regarding the possible advantages of using particular numerical integra­
tors was answered by the investigation into the theory of geometric numerical integration. 
It was discovered that a class of implicit Runge-Kutta methods are ideal for the required 
preservation of a quadratic function to machine accuracy. Commonly used fourth-order 
Runge-Kutta algorithms will not necessarily preserve this function accurately, especially 
over long-range integration.
The problem of how to form boundary conditions in infinite domains has been solved 
by the construction of a new formulation framework for asymptotic boundary conditions. 
The results of Ng &; Reid [93] and Davey [34] who derived asymptotic conditions for inte­
gration using the compound matrix method have been expanded using the exterior algebra 
approach leading to a new and straightforward method for obtaining asymptotic bound­
ary conditions. These asymptotic conditions can be derived using the induced system and 
left eigenvector theory. A numerical algorithm has been created for computing starting 
vectors of asymptotic systems.
I n t e r a c t i o n  b e t w e e n  t w o - d i m e n s i o n a l  a n d  
t h r e e - d i m e n s i o n a l  v i s c o u s  f l o w  a n d  t h e  
c o m p l i a n t  s u r f a c e
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The two-dimensional theoretical plate-spring model for a Kramer-type compliant surface 
developed by Carpenter & Garrad [23] was used as a starting point for developing a model 
for the compliant surface to investigate numerically the hydrodynamic stability of such 
surfaces. The two-dimensional model for the complaint wall has been extended to three- 
dimensions and adjusted to allow for a more generalized framework providing greater range 
of applicability in the stability investigations for a compliant wall by including the possi­
bility of an anisotropic compliant surface. Although the effects of an anisotropic compliant 
surface have not been investigated during the course of this research, the framework for 
this type of wall having been derived opens up this future area of research.
The effect of the Kramer type flexible surface on the instability in the Blasius, Ek­
man and attachment-line boundary layer flow configurations has been investigated. The 
already thoroughly investigated Blasius case [23] was implemented to test the new numer­
ical framework and thus obtain the most accurate results to date. The two-dimensional 
stability analysis of the Blasius boundary layer flow focuses on a relatively simple flow 
configuration with the aim of establishing whether wall compliance could have any effect 
on the powerful TS instability mechanism. Results show that damping does not have a 
significant effect on the minimum Reynolds number for instability, but does have a notice­
able effect on the shape of the region of instability. Non-zero tension has an insignificant 
effect on the instability characteristics of the compliant wall boundary layer interaction.
The preceding research moves on from the two-dimensional Blasius case by investi­
gating the effect of the wall compliance on the instability in three-dimensional boundary 
layers in the form of two model problems: The effects of the flexible surface on the rotating 
Ekman velocity profile, and the effect of compliance on the attachment line instability for
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flow over a swept wing with direct reference to the dolphin. In the former ease two forms 
of instability can arise from the flow: an inviscid type (type-1) generated by the presence 
of an inflexion point in the velocity profile, and a second viscous instability (type-2) which 
is reliant on Coriolis effects for its existence. With the inclusion of a compliant wall, we 
generate another instability, namely a flow induced surface instability and of course also 
the possibility of and combination of mode interaction.
25.1 S tab ility  features o f rotating Ekm an flow
Elanan layer flow was used to study the influence of rotation on hydrodynamic stability 
through consideration of Coriolis effects which gives rise to a strong instability mechanism 
producing instability at much more modest Reynolds numbers. The boundary layer dis­
turbances were assumed to grow temporally and the Ekman layer has been investigated 
using linear stability theory producing neutral curves calculated for a range of rotation 
rates and Reynolds numbers using our framework for numerically integrating on / \^ (C 6). 
In conjunction with this numerical method, a Newton’s algorithm was used in order to 
determine the zeros of the stability eigenvalue. The general convective nature of much of 
this flow is already known where the type-2 instability is first to become unstable at the 
relatively low Reynolds number of R e =  54.15504. A disturbance in a convectively unsta­
ble flow is swept away as it grows and so the source area is ultimately left undisturbed, so 
the boundary later remains basically laminar until the instability wave has travelled far 
enough away to have grown to amplitudes sufficient to cause non-linearities. To further 
this line of research, the plate-spring compliant wall model has been incorporated and the 
stability response assessed in comparison to the rigid wall results. Differing degrees of 
wall compliance were considered by fixing the wall parameters and only varying the spring 
stiffness parameter, E. Curves of neutral stability for the type-2 disturbance were found 
to be unaffected by the presence of the compliant boundary at low Reynolds numbers 
where the type-2 instability is dominant. However as the Reynolds number increases to 
the point where the type-1 instability dominates, the curves of neutral stability appear to 
depart downwards from the rigid wall neutral curve and turn as if going to form closed 
instability loops. That is, these results indicate that compliant walls do not have a signif­
icant stabilizing effect on the high growth rates of the Ekman type-2 instability, but do
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appear to have a stabilizing effect on the inflexion type-1 instability mode. The compliant 
surface neutral curves are, however, incomplete since mode coalescence occurs for certain 
parameter regions.
25.2 S tab ility  features o f th e attachm ent line flow past a 
sw ept w ing
As with the previous two problems discussed during this research, the boundary layer 
disturbances for the attachment-line flow were assumed to grow temporally and the linear 
stability theory used to produce the neutral curves in conjunction with our numerical 
framework on / \^ ( C 6). This line of research being directly related to the dolphin due to 
the obvious ‘swept wing’ formation of this creatures three fin types, was thus naturally 
furthered by the inclusion of the plate-spring compliant surface as a model for the dolphins 
flexible skin, Differing degrees of wall compliance has revealed that an increase in the 
flexibility of the surface could indeed reduce the instability region. Furthermore, this 
reduction appears to be similar to that obtained for the introduction of the compliant 
surface in the Blasius boundary layer flow. This indicates that the introduction of a swept 
wing does not effect the use of a compliant surface for its transition delaying properties.
P art VII: Open problems
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O p e n  p r o b l e m s
In this section suggestions for furthering the current research along with other interesting 
related potential research problems shall be discussed.
26.1 G lobal analysis
The results given in this report relating to the effects of the interaction of a compliant wall 
with a three-dimensional boundary layer led to issues of mode coalescence rendering in­
complete neutral curves. To add to these results and to ensure also that the most unstable 
modes have actually been found, a global eigenvalue search scheme would be of immense 
assistance by allowing all modes to be tracked and thus full curves of neutral stability to 
be produced. Cooper [29] suggested that a similar global analysis scheme as that pre­
sented by Yeo in 1995 for a wall model in a two-dimensional temporal analysis involving 
the Blasius boundary layer, could potentially be applied to the coupled fluid/compliant 
wall rotating disk system. Thus it seems feasible that this type of global scheme could 
also be modified for use with the Ekman layer and attachment line problems.
26.2 T he C om pliant wall
Throughout this research, the compliant wall has consisted of some modified/extended 
version of the simple two-dimensional plate-spring model designed by Carpenter & Gar­
rad [23]. The modification of the compliant wall model involved an extension to three- 
dimensionality and also the incorporation of an anisotropic surface. However, an investiga­
tion of the possible effects due to anisotropy was not considered and hence this is a natural 
path for further research. This study would initially involve using the model provided in
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part III of the current research and studying the possible effects of an anisotropic wall by 
varying the ratio, ^  =  (1 +  X2), of the flexural rigidities in the x  and y  directions. That 
is, varying the parameter, X2 hi the derived dynamic boundary conditions. Continuing 
this area of research still further, stability investigation could be carried out using more 
sophisticated/realistic compliant wall models.
26.3 O scillating boundary layers
The dolphin swims with the aid of the propulsive power of its tail fluke. Considerable body 
movement and tail movement can be observed from a swimming dolphin indicating that 
thrust is developed by both means. Some body movement is required, of course, to keep 
the net forces and movements in balance. Figure 26.1 shows a superimposed diagrammatic 
form of a dolphins movement during acceleration [80]. One possible method of reducing 
drag is based on the effects of the body undulations (wave- like up and down movement). 
With this as a motivation, an area of interest for research would be initially to study the 
stability of an oscillating boundary layer over a compliant surface.
Figure 26.1: Dolphin movements during acceleration
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C o m p o u n d ,  m a t r i x  c o n v e r s i o n  c o d e
This appendix contains a MAPLE code which converts a 6 x 6 matrix on C6 to a 20 x 20 
matrix on / \3(C6), given any basis e i , . . . ,  e6 of C6. The only inputs are the entries of the 
6 x 6  matrix and the 6 basis vectors.
with(linalg); E := vector (6, [e 1 ,e2,e3,e4,e5,e6]);
A a rra y( 1..6,1..6, [[all, “ 12, al3, al4, “ 15, al6], [“ 21, a22, a23, “ 24, a25,
a26], [a31, “ 32, a33, a34, a35, “ 36], [“41, a42, a43, “44, a45, a46], [a51, “ 52, a53, “ 54, a55
, a56], [“ 61, “ 62, a63, a64, a65, “ 66]]);
el :=  vector(6 , [1,0,0,0,0,0]); 
e2 :=  vector(6 , [0,1,0,0,0,0]); 
e3 :=  vector(Q, [0,0,1,0,0,0]); 
e4 :=  vector(Q , [0,0,0,1,0,0]); 
e5 :=  vector(Q , [0,0,0,0,1,0]); 
e6 :=  vector(6, [0,0,0,0,0,1]);
B  :=  arra//(1..20,1..20) :
for i from 1 to 20 do; 
for j from 1 to 20 do;
if member(i,$1..4) then
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aa :=  £[1]; 
bb :=  £[2]; 
cc :=  £[* +  2];
elif member(i,$5..7) then 
aa :=  £[1]; 
bb :=  £[3]; 
cc :=  E[i — 1];
elif member(i,$8..9) then 
aa :=  £[!]; 
bb :=  £[4]; 
cc :=  £[* — 3];
elif (i — 10) then 
aa £[1]; 
bb :=  £[5]; 
cc :=  E [i — 4];
elif member(i,$11..13) then 
aa :=  £[2]; 
bb :=  £[3]; 
cc :=  E [i -  7];
elif member(i,$14..15) then 
aa :=  £[2]; 
bb :=  £[4]; 
cc :=  E [i — 9];
elif (i =  16) then 
aa :=  £[2]; 
bb :=  £[5];
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cc :=  E [i — 10];
elif m em ber(i,$17..18) then  
aa :=  E [3]; 
bb :=  £7[4}; 
cc E[i — 12];
e lif (i =  19) then  
aa :=  E [3]; 
bb :=£ [5 ]; 
cc :=  E[i — 13];
e lif (i =  20) then  
aa :=  E(4]; 
bb -  B[5]; 
cc E[i — 14];
f i ;
if m em ber(j,$1..4) then  
dd := JE?[1]; 
ee :=  E[2]\
/ /  :=  E [j +  2];
elif m em ber(j,$5..7) then  
dd :=  E [ 1]; 
ee :=  E [3];
/ / : =  E [j  -  1];
elif m em ber(j,$8..9) then  
dd := £ [ !] ;  
ee :=  E{4];
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/ /  :=  E [j -  3];
elif (j  =  10) then 
dd :=  E[ 1]; 
ee :=  E [5];
/ / : = £ [ ? -  4];
elif inember(j,$11..13) then 
dd :=  £[2]; 
ee :=  £"[3];
/ /  :=  E [j -  7]j
elif member (j ,$ 14.. 15) then 
dd  :=  B[2]; 
ee :=  E [4];
/ /  :=  E \j  -  9];
elif (j  =  16) then 
dd :=  E [2]; 
ee :=  JE?[5];
/ /  :=  E [j -  10];
elif member(j,$ 17.. 18) then 
dd :=  E[3]; 
ee :=  JE?[4];
/ /  :=  E [j -  12];
elif (j =  19) then 
dd :=  E[3]; 
ee :=  E [5];
/ /  :=  E [ j -  13];
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elif (j  — 20) then 
dd :=  E [4]; 
ee :=  £[5];
/ /  :=  E[ j  -  14];
fi;
ad in n er p r  od(aa, dd)\
bd :=  innerprodibb, dd); 
cd :=  innerprod(cc, dd); 
ae :=  inn erprod(aa , ee); 
6e :=  innerprod(bb, ee); 
ce :=  innerprod(cc, ee); 
a /  :=  innerprod{aa, f  / ) ; 
6/ :=  innerprod(bb, f / ) ;  
c /  :=  innerprod(cc, / / ) ;
x := evalm (Afo  *  dd); 
y :=  evalm(ASz *  ee);
2 :=  e*;a/m(A& * / / ) ;
arid :=  inn erprod(aa ,x )\ 
aA e :=  innerprod{aa,y)-, 
a A f  innerprod(aa, z)\
bAd :=  inn er p r  od(bb, x)\ 
bAe innerprod(bb, y); 
6A/ :=  innerprod(bb, z)\ 
cAd :=  innerprod{cc,x)\ 
cAe innerprod{cc,y)\
c A f  inn erprod{cc,z)\
B 1 a rray{ 1..3,1..3, [[arid, ae, a/], [6Ad, be, bf],  [cAd, ce, c/]]);
Compound m atrix conversion code
B 2 :=  a rra y ( l. .3 , 1..3, [[ad, aAe, af] ,  [bd, bAe, b f], [cd, cAe, c/]]); 
53  :=  ar?'ay(1..3,1..3, [[ad, ae, aA/], [6d, be, 6A/], [cd, ce, cA/]]);
5 5 1  :=det(51 );
5 5 2  :=  det(52);
B B S  :=  det(53);
5 [i, j] :=  5 5 1  +  5 5 2  +  5 5 3 ;
od;
od;
print (B);
Eigenfunctions for plane Poiseuille flow
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G r a p h  o f  t h e  E i g e n f u n c t i o n s  f o r  p l a n e  
P o i s e u i l l e  f l o w
Figure B.l: The real and imaginary parts of the eigenfunction 0 =  (pr +  ifa when a  =  1 
and R e =  106 reproduced from Davey [35].
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