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метода муравьиных колоний для поиска 
рационального назначения сотрудников на 
задачи с применением нечетких множеств*
Цель исследования. Целью исследования является выработка 
рекомендаций по выбору параметров модификации метода 
муравьиных колоний при поиске рационального решения за-
дачи назначения работников на работы при условии задания 
времени выполнения работы с применением нечетких мно-
жеств и учета времени взаимодействия между работниками, 
назначенными на одну задачу. Предложен алгоритм работы 
модификации метода муравьиных колоний. Рассмотрены 
различные алгоритмы остановки модифицированного метода 
муравьиных колоний. 
Материалы и методы исследования. Применение, разработан-
ного для поиска пути коммивояжера, метода муравьиных коло-
ний для задачи назначения требует создания «графа решений» 
и некоторых модификаций алгоритма, связанных с занесением 
весов (феромона) на граф. В работе предлагается создать 
граф решений путем создания набора вершин, определяющих 
назначение работника на задачи, для каждого работника и 
вычисления пути в графе, определяющего решение задачи о 
назначении. Для остановки алгоритма метода муравьиных ко-
лоний рассматриваются два различных алгоритма: остановка 
при выполнении некоторого количества итераций и остановка 
при нахождения решения, удовлетворяющего ограничениям. Для 
оценки эффективности алгоритма рассматривались следующие 
критерии: оценка математического ожидания числа итераций 
алгоритма, оценка математического ожидания значения крите-
рия, оценка математического ожидания числа рассмотренных 
решений и т.д. Для всех оценок математического ожидания 
вычисляется также доверительный интервал. По полученным 
оценкам в работе даются рекомендации по подбору параметров 
метода муравьиных колоний: количеству агентов, коэффи-
циента испарения, параметров элитного и ранжированного 
метода муравьиных колоний и т.д. Оценивается и скорость 
и возможность поиска рациональных решений при различных 
значениях ограничений. 
Результаты. В работе рассматривалась задача о назначении 
35 работников по 15 задачам. В результате были выявлены 
следующие рекомендации по выбору параметров модифици-
рованному методу муравьиных колоний. Чем больше агентов, 
тем лучше найденное решение, но количество рассмотренных 
решений увеличивается, что приводит к увеличению времени 
поиска. Для коэффициента испарения рекомендуется выбирать 
значение в пределах (0,8; 0,95). Использовать рекомендуется 
ранжированный алгоритм с параметром в 4 раза меньше коли-
чества агентов в группе. Определена проблема «зацикливания» 
метода муравьиных колоний, вызванная прохождением агентов 
по одним и тем же маршрутам.
Заключение. Выработанные рекомендации позволяют приме-
нять метод муравьиных колоний для решения задачи назна-
чения работников на задачи. Предложенные рекомендации 
по параметрам обеспечивают высокую скорость и точность 
нахождения рационального решения задачи. Описана проблема 
«зацикливания» метода муравьиных колоний. 
Ключевые слова: нечеткие множества, метод муравьиных 
колоний, управление персоналом, задача о назначении, оценка 
математического интервала.
Purpose of the research. The aim of the study is to develop 
recommendations on the selection of parameters for modifying the ant 
colony method when searching for a rational solution to the task of 
appointing employees to work, subject to setting the time to complete 
the work using fuzzy sets and taking into account the interaction time 
between employees assigned to one task. The algorithm is proposed 
for modifying the ant colony method. Various stopping algorithms of 
the modified ant colony method are considered.
Materials and research methods. The use of the ant colony 
method developed for finding the traveling salesman’s path for the 
assignment problem requires the creation of a “decision graph” and 
some modifications of the algorithm associated with entering weights 
(pheromone) on the graph. The paper proposes to create a graph of 
solutions by creating a set of vertices that determine the appointment 
of an employee for tasks for each employee and calculating the path in 
the graph that determines the solution to the assignment problem. To 
stop the algorithm of the ant colony method, two different algorithms 
are considered: the stop when performing a certain number of iterations 
and the stop when finding a solution that satisfies the constraints. 
To evaluate the effectiveness of the algorithm, the following criteria 
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were considered: the estimate of the mathematical expectation of the 
number of iterations of the algorithm, the estimate of the mathematical 
expectation of the criterion value, the estimate of the mathematical 
expectation of the number of considered solutions, etc. For all estimates 
of mathematical expectation, a confidence interval is also calculated. 
According to the estimates, the paper gives recommendations on the 
selection of parameters of the ant colony method: the number of agents, 
evaporation rate, parameters of the elite and ranked method of ant 
colonies, etc. Both the speed and the ability to find rational solutions 
for different values of constraints are evaluated.
Results. The work considered the task of appointing 35 employees for 
15 tasks. As a result, the following recommendations were identified 
on the choice of parameters to the modified method of ant colonies. 
The more agents, the better solution found, but the number of the 
considered solutions increases, which leads to an increase in search 
time. For the evaporation coefficient, it is recommended to choose a 
value in the range (0.8; 0.95). It is recommended to use a ranked 
algorithm with a parameter 4 times less than the number of agents 
in the group. The problem of “cycling” of the ant colony method, 
caused by the passage of agents along the same routes, is determined.
Conclusion. The developed recommendations make it possible to use 
the ant colony method to solve the problem of assigning employees to 
tasks. The proposed recommendations on the parameters provide high 
speed and accuracy of finding a rational solution to the problem. The 
problem of “cycling” of the ant colony method is described.
Keywords: fuzzy sets, ant colony method, personnel management, 
assignment problem, estimation of the mathematical interval.
Введение
Определение времени вы-
полнения задачи является од-
ной из главных проблем при 
планировании работы. В на-
стоящее время применяются 
подходы, связанные с экс-
пертными оценками времени 
выполнения задачи. При этом 
эксперт обычно является руко-
водителем, который на основе 
своего опыта выполнения по-
добных проектов производит 
разбиение его на задачи и оце-
ночное определение времени 
их выполнения в виде опреде-
ленного значения. Кроме того 
руководитель работы задает 
последовательность выполне-
ния задач с точки зрения логи-
ки их возможного выполнения 
[1,2]. 
Информация об оценки 
времени выполнения задач и 
их взаимосвязи используются 
в методе CPM (Critical Path 
Method), который позволяет 
выделить задачи так называ-
емого «Критического пути», 
т.е. задачи, изменение времени 
выполнения, которых приве-
дет к изменению времени вы-
полнения всего проекта [3]. Но 
у данного алгоритма отсутству-
ет наглядность и возможность 
управления ресурсами. Для 
устранения недостатков CPM и 
привлечения руководителя не-
посредственно к календарному 
распределению задач применя-
ют диаграммы Ганта, которые 
в первую очередь направлены 
на визуализацию процесса вы-
полнения работы и занятости 
отдельных ресурсов. При этом 
в диаграммах Ганта помимо 
автоматической расстановки 
задач методом CPM (по пози-
циям раннего старта и фини-
ша) существует возможность 
ручного изменения времени 
старта задачи [4–6]. Но стоит 
отметить, что от количества 
выделенных ресурсов, напри-
мер работников, может изме-
няться и длительность работы, 
что никак не учитывается ни в 
методе CPM, ни в диаграммах 
Ганта.
Задача о назначении со-
трудников на работы может 
быть решена многими спосо-
бами: Методом неявного пе-
ребора по векторной решетке, 
методом динамического про-
граммирования, методом по-
следовательного спуска и т.д. 
Но каждый из предлагаемых 
методов накладывает огра-
ничения и работает только с 
конкретным классом целевых 
функций. В случае примене-
ния в качестве описания вре-
мени выполнения задачи ра-
ботником не определенного 
числа, а нечеткого множества 
и учета влияния необходимо-
сти взаимодействия сотруд-
ников, назначенных на одну 
задачу, применение подобных 
методов невозможно [7]. 
Для решения подобных за-
дач применяются различные 
эвристические или мета-эври-
стические алгоритмы [9, 10]. 
В данной работе рассматрива-
ется возможность применения 
модификации мета-эвристи-
ческого алгоритма муравьи-
ных колоний. В отличие от 
оригинального метода му-
равьиных колоний (ant colony 
optimization), предложенного 
итальянским исследователем 
Марко Дориго (Marco Dorigo) 
в 1992 [11], предлагаемый ал-
горитм ищет путь в дереве ре-
шений, а не гамильтонов путь 
Рис. 1. Граф решений для назначения работников на задачи
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в графе. Для работы алгорит-
ма создается граф решений 
(рис. 1) в котором каждому ра-
ботнику соответствует множе-
ство вершин [12–14]. Каждая 
вершина из множества опре-
деляет задачу, которую может 
выполнять сотрудник. Следует 
учесть также вершину, при ко-
торой сотрудник не назначает-
ся ни на одну из задач, так как 
в результате учета времени вза-
имодействия между сотрудни-
ками общее время выполнения 
задач может возрасти [8]. 
Модификация метода 
муравьиных колоний
Для поиска пути в данном 
графе необходимо модифици-
ровать метод муравьиных ко-
лоний [15]. Кроме занесения 
весов (феромонов) на верши-
ны графа, а не на дуги, мо-
дификации также подверглась 
целевая функция. Занесение 
весов на вершины графа по-
зволяет акцентировать внима-
ние на назначении работников 
на задачи. Чем больше веса, 
тем вероятнее включение дан-
ного назначения в конечное 
решение. Особым образом вы-
ставляются и дуги графа, осу-
ществляющие все возможные 
переходы между вершинами 
соседних слоев (отдельных ра-
ботников). 
Для поиска наилучшего 
варианта назначения всех ра-
ботников на задачи требуется 
определить значение критерия, 
определяющего насколько 
данное назначение лучше или 
хуже других. В качестве тако-
го критерия можно восполь-
зоваться одним из множества 
методов дефаззификации не-
четкой функции «выполнение 
задачи». Для простоты можно 
выбрать метод левого или пра-
вого модального значения или 
более сложный и распростра-
ненный метод центра тяжести 
нечеткой функции. Для вы-
полнения подобных вычисле-
ний необходимо подключать 
аппарат, обеспечивающий ра-
боту с нечеткими функциями 
и вычисляющий значение кри-
терия по итогам назначения 
работников на задачи. 
Для вычисления критерия 




1. Для каждого работника 
вычислить нечеткую функцию 
«производительность работни-
ка при выполнении задачи» 
для назначенной задачи.
2. Для каждой задачи вы-
числить обобщенную нечет-
кую функцию «выполнение 
задачи». 
3. Для каждой задачи не-
обходимо учесть задержки, 
связанные с взаимодействием 
работников. В рамках данной 
задачи возможно применение 
множества методов, при этом 
выбор конкретного метода за-
висит от задачи и планируемых 
методах взаимодействия работ-
ников. Кроме того в методах 
учета взаимодействия работ-
ников применяются различные 
коэффициенты, для вычисле-
ния которых чаще всего приме-
няются экспертные методы. 
4. Для каждой задачи про-
вести процедуру дефаззифи-
кации и вычислить время вы-
полнения каждой задачи по 
отдельности. Дефаззифика-
ция, в первую очередь, влия-
ет на критерий для решения 
задачи назначения, так как 
часто лицу, принимающему 
решение, требуется и нечеткая 
функция «выполнение задачи».
5. Вычислить общий крите-
рий для оценки полученного 
решения. В качестве критерия 
можно использовать математи-
ческое ожидание времен вы-
полнения задач, максимальное 
время выполнения задач или 
критерий, полученный в ре-
зультате календарного плани-
рования. Данный критерий в 
первую очередь используется 
в методе муравьиных колоний, 




ний в данном случае позволя-
ет обеспечить направленный 
перебор различных вариантов 
назначения сотрудников на 
работы. При этом необходимо 
учитывать направление пере-
бора, с целью максимизации 
или минимизации критерия. 
В случае использования в ка-
честве критерия время выпол-
нения задачи, то однозначно 
это минимизируемый крите-
рий. Различные параметры 
модификации метода муравьи-
ных колоний влияют на ско-
рость нахождения решения и 
на его точность [18]. К таким 
параметрам относятся: количе-
ство агентов до изменения со-
Рис 2. Схема взаимодействия модулей программы для анализа влияния параметров метода муравьиных 
колоний на скорость нахождения решения
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Рис. 3. Алгоритм работы модифицированного метода муравьиных колоний
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стояния графа, коэффициент 
«испарения» весов, параметр 
заносимого феромона. Для 
анализа этого влияния необхо-
димо разработать модуль сбора 
и анализа статистики по мно-
жеству реализаций, позволя-
ющий итерационно запускать 
метод муравьиных колоний с 
различными параметрами. Об-
щая схема взаимодействия бло-
ков изображена на рис. 2.
Для сбора и анализа ста-
тистики необходимо опре-
делиться с моментом оста-
новки работы модуля, 
реализующего модификации 
метода муравьиных колоний. 
Оригинальный итерационный 
алгоритм муравьиных колоний 
не предполагает конкретного 
момента остановки алгоритма. 
Из-за применения процедуры 
испарения весов (феромона) 
и вероятностного выбора пути 
агентов (муравьев) решение 
постоянно может изменять-
ся. Фактически можно пред-
ложить 2 критерия остановки 
модификации метода муравьи-
ных колоний: По достижению 
определенного числа итераций; 
По нахождению хотя бы одно-
го решения удовлетворяющего 
ограничениям. В зависимости 
от выбранного типа остановки 
будут изменяться и критерии 
оценки эффективности работы 
метода муравьиных колоний. 
Для остановки по достижению 
определенного числа итераций 
основным критерием можно 
назвать оценку математиче-
ского ожидания найденного 
решения, а для остановки по 
ограничениям – оценку мате-
матического ожидания коли-
чества итераций. Кроме того, 
оценить эффективность мож-
но и по оценке математиче-
ского ожидания количества 
рассмотренных решений, т.е. 
если агенты прошли по од-
ному пути, то решение будет 
вычислено только один раз 
и будет храниться в массиве 
всех рассмотренных решений. 
Этот параметр требуется для 
случаев, когда работа модуля 
обработки нечетких функций 
сильно дольше работы метода 
муравьиных колоний. В ре-
зультате можно предложить 
следующий алгоритм работы 
программы. (рис. 3)
Для проведения тестов рас-
сматривалась задача назначе-
ния 35 работников по 15 за-
дачам. Каждый работник мог 
выполнять различное количе-
ство задач, но назначить его 
необходимо только на одну 
задачу. Всего в рамках теста 




ствие работников, назначенных 
на одну задачу, учитывалась 
по принципу наставничества, 
когда учитывалось взаимодей-
ствие всех работников, только 
с самым опытным работником. 
Для дефаззификации приме-
нялся метод левого модального 
значения, а обобщенный кри-
терий вычислялся как сумма 
времен выполнения всех задач. 
В случае, если на задачу не на-
значено работников, то время 
ее выполнения приравнивает-
ся к условной бесконечности 
[16,17]. Наилучшее значение 
критерия (Krit) для данной 
задачи чуть меньше 352. На 
графиках приводится оценка 
математического ожидания и 
доверительный интервал этой 
оценки для доверительной ве-
роятности 0,99. Оценка вычис-





тром метода муравьиных ко-
лоний является количество 
агентов, перемещающихся по 
графу в рамках одной группы, 
т.е. только после перемещения 
всех агентов из группы проис-
ходит изменение весов в графе 
решений: добавление и после-
дующее уменьшения (испаре-
ние) весов. Рассмотрим, как 
влияет количество агентов на 
критерии при остановке на 500 
итерации метода муравьиных 
колоний. (рис 4).
Серой линией отмечается 
наилучшее найденное решение 




дания найденного критерия 
от количества агентов в груп-
пе. А вот зависимость количе-
ства рассмотренных решений 
– линейное. Из этого можно 
сделать вывод, что прирост в 
точности найденного реше-
ния при больших (больше 100) 
количествах агентов в груп-
пе сильно меньше времени, 
потраченного на поиск этого 
решения. Рекомендуется вы-
бирать число агентов в интер-
вале (Кол слоев; Кол слоев*2), 
где Кол слоев определяет ко-
личество групп вершин в гра-
фе решений. Так как слои 
для нашей задачи определяют 
назначение работника, то эта 
величина зависит от числа ра-
ботников и варьируется в ин-
тервале (35; 70). Но в случае, 
когда точность решения более 
критична времени его поиска, 
следует увеличивать данный 
показатель, так как он наибо-
лее сильно влияет на точность 
найденного решения. 
Кроме количества агентов 
другим важным параметром 
метода муравьиных колоний 
является коэффициент испа-
рения, принимающий значе-
ния из интервала (0; 1). На его 
значение умножается вес в ка-
ждой вершине после итерации. 
Он позволяет немного сгла-
дить распределение весов для 
возможности выбора агентами 
других маршрутов. Данный па-
раметр принимает значения от 
0, при котором каждую ите-
рацию веса обновляются, до 
1, при котором веса не изме-
няются в процессе испарения. 
(рис 5)
Из графиков видно, что 
низкое значение коэффици-
ента испарения постоянно 
обновляет граф и, в результа-
те, оценка математического 
ожидания найденного реше-
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Рис 4. Результаты работы модифицированного метода муравьиных колоний при варьировании параметра 
количества агентов в группе
ния самая худшая (более 600). 
При увеличении коэффициент 
видно, как улучшается оцен-
ка математического ожидания 
найденного решения и прини-
мает наилучшее значение при 
значении коэффициента ис-
парения близкому к 1. Но при 
этом и увеличивается количе-
ство рассмотренных решений, 
так как происходит постепен-
ное улучшение решения. Есть 
две крайние точки при значе-
нии коэффициента испарения 
равного 0 и 1, но их выбирать 
не рекомендуется. Рекоменду-
ется выбирать значение коэф-
фициента испарения в диапа-
зоне (0,8; 0,95) в зависимости 
от скорости вычисления кри-
терия для новых решений. В 
Рис 5. Результаты работы модифицированного метода муравьиных колоний при варьировании параметра 
испарения.
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случае, если решения не будут 
храниться в массиве, а каждый 
раз будут вычисляться заново, 
то стоит выбирать максималь-
ное значение коэффициента 
испарения.
Параметр метода муравьи-
ных колоний, отвечающий за 
количество заносимого веса 
агентами, не сильно влияет 
на эффективность методов. 
Это связано с относительным 
характером весов при поис-
ке маршрута агентами. Но на 
начальном этапе значения 
заносимых изменений весов 
агентов могут соперничать с 
начальным значением весов в 
вершинах. Начальное значе-
ние не равно 0, так как иначе 
невозможен был бы первона-
чальный вероятностный выбор 
вершин. 
Для ускорения работы ори-
гинального метода муравьиных 
колоний предложены его мо-
дификации, например, элит-
ный и ранжированный алго-
ритмы занесения весов [19,20]. 
В элитном алгоритме агент, 
Рис. 6. Результаты работы модифицированного метода муравьиных колоний при варьировании параметра 
элитной или ранжированной модификации
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нашедший лучшее решение 
на итерации, заносит больше 
весов в X раз. При использо-
вании ранжированного алго-
ритма учитывается вклад X 
лучших агентов, веса которо-
го увеличиваются в зависимо-
сти от места агента. Приведем 
графики зависимости оценки 
математического ожидания 
найденного критерия и оцен-
ки математического ожидания 
количества рассмотренных 
решений от параметра X при 
различном количестве агентов 
в группе: 10 – отображается 
ромбами и 20 – отображается 
треугольниками (рис 6).
Применение ранжирован-
ного алгоритма показывает 
лучшие результаты, как по ко-
личеству рассмотренных реше-
ний, так и по оценке матема-
тического ожидания критерия, 
по сравнению, как с Элитным, 
так и с оригинальным алго-
ритмами (рис 6). Точность 
найденного решения при при-
менении элитного алгоритма 
сильно зависит от числа аген-
тов в группе. При этом опти-
мальным значением параметра 
элитного алгоритма являет-
ся значение в 4 раза меньше 
числа агентов в группе. При 
большом значении параметра 
элитного алгоритма найденное 
решение будет хуже. Для ран-
жированного алгоритма реко-
мендуется выбирать параметр 
в 3–4 раза меньше числа аген-
тов в группе. При этом при 
выборе большого значения па-
раметра точность найденного 
решения не сильно хуже, но 
резко увеличивается время по-
иска, так как возрастает число 
рассмотренных решений. При 
этом, чем больше агентов в 
одной группе, тем больше это 
влияние.
Интересным также явля-
ется исследование, связанное 
с анализом изменения значе-
ний критериев при увеличении 
ограничения на число итера-
ций. Как видно из графиков, в 
данном случае не только воз-
растет количество решений и 
улучшится оценка математи-
ческого ожидания найденно-
го решения, но и увеличится 
доверительный интервал этой 
оценки (рис 7). Это означает, 
что увеличение числа итера-
ций не всегда приводит к улуч-
шению решений. Причем на 
графиках отчетливая логариф-
мическая зависимость. При 
установке ограничения больше 
300 практически не изменяется 
ни количество рассмотренных 
решений, ни оценка математи-
ческого ожидания критерия. 
Зацикливание метода 
муравьиных колоний
Исправить этот недочет 
призван критерий остановки 
алгоритма, связанный с по-
иском решения, удовлетво-
ряющего ограничениям. При 
применении метода муравьи-
ных колоний могут возникать 
ситуации, когда несколько 
агентов из группы, пройдя по 
хорошему маршруту, заносят 
столько веса, что дальнейшее 
отклонение других агентов от 
данного маршрута становится 
минимальным. В результате 
большинство агентов переме-
щаются по близким маршру-
там, но нет никакой гарантии, 
что этот маршрут будет удов-
летворять ограничениям. Та-
кую ситуацию можно назвать 
«зацикливанием». Для отсека-
Рис. 7. Результаты работы модифицированного метода муравьиных колоний при варьировании критерия 
остановки
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Рис. 8. Результаты работы модифицированного метода муравьиных колоний при альтернативном критерии 
остановки
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ния ситуации зацикливания 
установим достаточно большое 
ограничение на число ите-
раций алгоритма. Для нашей 
задачи установим параметр за-
цикливания алгоритма на 1000 
итераций.
Рассмотрим влияние пара-
метров алгоритма муравьиных 
колоний: количества агентов 
и коэффициента испарения 
для выработки рекомендаций. 
(рис 8) Гистограммой на гра-
фиках количества итераций 
отображен процент успешных 
прогонов, т.е. прогонов поис-
ка решений, при которых ко-
личество итераций не достигло 
критерия «зацикливания». Для 
гистограмм предусмотрена от-
дельная, правая ось. Графики 
с ромбами отмечают подобные 
характеристики при исполь-
зовании в качестве критерия 
остановки определенного ко-
личества итераций. Штрихо-
вой линией приводится оценка 
математического ожидания и 
доверительный интервал этой 
оценки для доверительной ве-
роятности 0,99.
Из графиков видно, что в 
целом рекомендации по вы-
бору параметров не зависят от 
критерия остановки алгорит-
ма муравьиных колоний. Так 
количество агентов в одной 
группе следует выбирать наи-
большим, исходя из ограни-
чений на время (количество 
решений), а параметр испаре-
ния стоит выбирать в пределах 
(0,8; 0,95). Эти рекомендации 
обусловлены также низким ко-
эффициентом зацикливания 
алгоритма. Параметр, отве-
чающий за количество весов, 
заносимого агентами также не 




ний не решается путем уве-
личения ограничения на ите-
рации. На нижних графиков 
рисунка 8 отчетливо видно, что 
увеличение ограничения на ко-
личество итераций до 500 еще 
влияет на количество зацикли-
ваний алгоритма, а далее уве-
личение ограничения не может 
уменьшить этот процент. Вер-
тикальная линия как раз пока-
зывает момент этого перехода 
и далее шаг оси ost резко уве-
личивается. В результате для 
нашей задачи в любом случае 
около 25% итераций не смогут 
найти решение, удовлетворяю-
щее установленным требуемым 
ограничениям. Единственным 
параметром, который адекват-
но можно изменять для умень-
шения процента «зациклива-
ний» алгоритма является число 
агентов в группе, но увеличе-
ние этого параметра в любом 
случае увеличивает количество 
рассмотренных итераций и, 
следовательно, время работы 
алгоритма.
При улучшении критерия 
остановки, в нашем случае 
уменьшения суммарного вре-
мени выполнения всех работ, 
количество зацикливаний ал-
горитма будет увеличиваться 
до тех пор, пока коэффициент 
зацикливания не станет рав-
ным 1. Для нашей задачи при 
ограничении 360 ни одна ите-
рация не нашла решения, удов-
летворяющего ограничению. 
Основная проблема заключа-
ется в том, что это не означает 
невозможность существова-
ния решения, удовлетворяю-
щего данным ограничениям, 
а лишь, то, что при текущих 
параметрах алгоритма практи-
чески невозможно однозначно 
достичь требуемого решения. 
На графике зависимости кри-
терия (Krit) штрихпунктирной 
линией отображается интервал 
Рис 9. Результаты работы модифицированного метода муравьиных колоний при изменения значения 
альтернативного критерия остановки
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в 3 СКО. График, отмеченный 
крестиками, описывает лучшие 
решения, найденные при дан-
ных ограничениях среди 500 
прогонов модели. При этом 
видно, что алгоритм находит 
решения лучше 370, но эти 
решения чаще всего лежат за 
пределами 3 СКО. Для реше-
ния данной проблемы можно 
только увеличивать количество 
агентов в группе, что приводит 
к увеличению времени поиска 
решения.
Заключение
По результатам работы 
предложен алгоритм, позволя-
ющий применять модифици-
рованный метод муравьиных 
колоний для решения задачи 
о назначении работников на 
задачи. Особенностью данно-
го алгоритма является приме-
нение в качестве информации 
о времени выполнения задачи 
работником соответствующего 
нечеткого множества с уче-
том взаимодействия между 
работниками, назначенными 
на одну задачу. Для решения 
задачи о назначении создается 
граф решений, вершины кото-
рого определяют назначение 
конкретного работника на вы-
полнение конкретной задачи. 
В работе были выработаны ре-
комендации по установке па-
раметров модифицированного 
метода муравьиных колоний 
с целью уменьшения времени 
поиска и увеличении рацио-
нальности найденного реше-
ния. Количество агентов в од-
ной группе следует выбирать 
из интервала (Кол слоев графа 
решений; Кол слоев графа ре-
шений*2). Коэффициент ис-
парения рекомендуется брать 
в диапазоне (0,8; 0,95). При 
этом применять рекомендует-
ся ранжированный алгоритм 
занесения весов с параметром, 
равным количество агентов/4. 
Кроме того рассмотрена про-
блема «зацикливания» метода, 
связанная с невозможностью 
изменения решения при уве-
личении ограничения на ко-
личества итераций. Это про-
исходит из-за прохождения 
агентов по одним и тем же 
маршрутам, при этом альтер-
нативные маршруты не рас-
сматриваются.
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