A characterization of the distribution of the multivariate quadratic form given by XAX , where X is a p × n normally distributed matrix and A is an n × n symmetric real matrix, is presented. We show that the distribution of the quadratic form is the same as the distribution of a weighted sum of non-central Wishart distributed matrices. This is applied to derive the distribution of the sample covariance between the rows of X when the expectation is the same for every column and is estimated with the regular mean.
INTRODUCTION
Univariate and multivariate quadratic forms play an important role in the theory of statistical analysis, specially when we are dealing with sample variances and covariance matrices. The univariate quadratic form q = x Ax, where x has a multivariate normal distribution, x ∼ N p (µ, Σ) are commonly used in the univariate theory. Results of the distribution of q can be found in many books of statisti-1 cal analysis, see for example Rao (1973) ; Muirhead (1982) ; Srivastava and Khatri (1979) ; Graybill (1976) .
One characterization of the univariate quadratic q is that it has the same distribution as the weighted sum of independent non-central χ 2 variables, see for example Baldessari (1967) ; Tan (1977) for more details. This and the fact that the sum of independent non-central χ 2 variables is again non-central χ 2 distributed give several results on the distribution of the univariate quadratic form as special cases.
One of the first to discuss independence between quadratic forms was Cochran (1934) .
Many authors have generalized Cochran's theorem, see for example Chipman and Rao (1964) ; Styan (1970) ; Tan (1977) and the references therein.
Assume that X follows a matrix normal distribution with a separable covariance matrix,
i.e., X ∼ N p,n (M, Σ, Ψ), where Σ : p × p and Ψ : n × n are the covariance matrices not necessary positive definite and N p,n (•, •, •) stands for the matrix normal distribution. We are interested in a characterization for the distribution of the quadratic form
where A : n × n is a symmetric and real matrix. Several authors have investigated the conditions under which the quadratic form Q has a Wishart distribution. Rao (1973) showed that Q is Wishart if and only if l Ql is χ 2 distributed, for any fixed vector l. Hence, the theory of univariate quadratic forms can be applied to the multivariate case. Khatri (1962) Mathew and Nordström (1997) ; Masaro and Wong (2003) discussed Wishartness for the quadratic form when the covariance matrix is non-separable, i.e., when the covariance matrix cannot be written as a Kronecker product. Khatri (1966) derived the density for Q in the central case, i.e., when M = 0. The density function involves the hypergeometric function of matrix argument and is cumbersome to 2 handle. The hypergeometric function can be expanded in terms of zonal polynomials which is slowly convergent and the expansion in terms of Laguerre polynomials may be preferable for computational purpose.
The probability density function given by Khatri (1966) is written as the product of a Wishart density function and a generalized hypergeometric function. This form is not always convenient for studying properties of Q. For M = 0 and Ψ = I n , both Hayakawa (1966) and Shah (1970) derived the probability density function for Q. Using the moment generating function, Shah (1970) expressed the density function of Q in terms of Laguerre polynomials with matrix argument. Hayakawa (1966) also showed that any quadratic form Q can be decomposed to a linear combination of independent central Wishart or pseudo
Wishart matrices with coefficients equal to the eigenvalues of A.
In the non-central case, when X ∼ N p,n (M, Σ, Ψ) and M = 0, Gupta and Nagar (2000) derived the non-central density for Q in terms of generalized Hayakawa polynomials, which are expectation of certain zonal polynomials. Gupta and Nagar (2000) also computed the moment generating function which they used for proving Wishartness and independence of quadratic forms. In (Khatri, 1977) the Laplace transform was used to generalize the results of Shah (1970) In this paper a characterization of the distribution of the quadratic form Q when X ∼ N p,n (M, Σ, Ψ) is given. Instead of representing it in terms of a hypergeometric function of matrix argument and an expansion in zonal polynomials as in (Khatri, 1966) and (Hayakawa, 1966) we show that the distribution of Q coincide with the distribution of a weighted sum of non-central Wishart distributed matrices, similar as in the case when M = 0 and Ψ = I done by Hayakawa (1966) . We also discuss the complex normal case and show that the same properties hold.
The organization of this paper is as follows. In Section 2 the main theorem is proved. The characteristic function for the multivariate quadratic form is derived and the distribution of 3 the quadratic form is characterized. Some properties of the quadratic form which can be proved through this new characterization of the distribution is shown. In Section 3 the complex case is discussed and in Section 4 an example where this new characterization of the distribution can be used is presented.
DISTRIBUTION OF MULTIVARIATE QUADRATIC FORMS
Assume that the matrix X follows matrix normal distribution with a separable covariance matrix, i.e., the covariance matrix can be written as Ψ⊗Σ, where ⊗ is the Kronecker product between the matrices Ψ : n × n and Σ : p × p. This is written X ∼ N p,n (M, Σ, Ψ) and is equivalent to
where vec · is the vectorization operator, see Kollo and von Rosen (2005) for more details.
Consider the matrix quadratic form
We will use the characteristic function of Q for a characterization of the distribution. Start with the following theorem for the independent column case.
Theorem 1 Let Y ∼ N p,n (M, Σ, I n ), Σ ≥ 0 and let A : n × n be a symmetric real matrix.
The characteristic function of Q = YAY is then
where T = (t ij ), where i, j = 1, . . . , p and Γ = (γ ij ) = ((1 + δ ij ) t ij ), t ij = t ji and δ ij is the Kronecker delta. The non-centrality parameters are
The vectors a j and the value λ j are the orthonormal eigenvectors and eigenvalues of A,
. . , λ r , 0, . . . , 0) with r = rank (A) such that
which implies that
We can now rewrite Q as
where Z = (z 1 , . . . , z n ). Furthermore, from (2) we have that the column vectors of Z are independently distributed as z j ∼ N p (m j , Σ), j = 1, . . . , r, where m j = Ma j and
The characteristic function of Q is given by
where Q = (q ij ), for i, j = 1, . . . , p. Using the matrices Γ and Q the characteristic function can be written as
Since the matrix Σ ≥ 0 we have rank(Σ) = l ≤ p. The variable z j is singular or non-singular multivariate normal z j ∼ N p (m j , Σ|l) and we have z j = Ls j + m j , for some matrix L : p × l, LL = Σ with rank(L) = l and with s j ∼ N l (0, I). Then the characteristic function can be written as
where
The expectations in (4) can easily be calculated using the fact that u jk ∼ N (0, 1); they are
Hence, the final expression is
6 which can be simplified through rewriting the two factors in last product in (5) as (
and
Together with the constant term the second part becomes
where Ω j = m j m j . Insertion of (6), (7) and Equation (8) in (5) results in the final expression for the characteristic function of Q,
This complete the proof of the theorem.
We are now ready to give a theorem for the distribution of
stand for the non-central Wishart distribution. We have the following theorem.
Theorem 2 Assume Y ∼ N p,n (M, Σ, I), Σ ≥ 0 and let Q be the quadratic form Q = YAY , where A : n × n is a symmetric real matrix of rank r. Then the distribution of Q is that of
where λ j are the nonzero eigenvalues of A and W j are independent non-central Wishart,
i.e.,
where m j = Ma j and a j are the corresponding orthonormal eigenvectors, i.e., a j a j = 1 for j = 1, . . . , r. In case of singular covariance matrix Σ the non-central Wishart distributions are singular.
Proof The characteristic function of W j is given in Muirhead (1982) page 444 as
and the characteristic function of W = j λ j W j is (using the fact that W j are independent)
Using Theorem 1 we conclude that ϕ W (T) = ϕ Q (T), i.e., the characteristic function of W and Q are equal. Hence, the distribution of Q is the same as of W = j λ j W j (Durrett, 1996) .
The matrix quadratic form Q = YAY has the same distribution as W = j λ j W j , where λ j are the nonzero eigenvalues of A and W j are independent non-central Wishart, i.e.,
, where m j = Ma j and a j are the corresponding eigenvectors. The fact that the two variables have the same distribution is here denoted by
If A is idempotent the characterization above can be used to prove some properties. The
Wishartness is just given here for the sake of completeness.
Corollary 3 Let Y ∼ N p,n (M, Σ, I), Σ ≥ 0 and let A : n × n be a symmetric real matrix. If A is idempotent, then Q = YAY ∼ W p (r, Σ, MAM ), where r = rank(A).
Proof If A is idempotent and rank(A) = r, then λ j = 1 for j = 1, . . . , r and zero otherwise.
Using the fact that the sum of non-central Wishart distributed matrices again is non-central
Wishart and Theorem 2, the proof follows.
Definition 1 If Y ∼ N p,n (M, Σ, I), Σ ≥ 0 and if A : n × n is a symmetric real matrix we define the distribution of the multivariate quadratic form Q = YAY to be Q p (A, M, Σ).
If we transform a Wishart distributed matrix W as BWB , we have a new Wishart distributed matrix. In the same way we can transform our quadratic form.
Theorem 4 Let Q ∼ Q p (A, M, Σ) and B : q × p real matrix. Then Hence,
Several other properties for the Wishart distribution, see for example Muirhead (1982) chapter 3.2 and 10.3, can be established for the distribution of the multivariate quadratic form.
Theorem 5 If the matrices Q 1 , . . . , Q r are independently distributed as
Proof The proof follows directly from the definition.
Theorem 6 If Q is Q p (A, M, Σ) and Q, Σ and M are partitioned as
where Q 11 and Σ 11 are k × k and M 1 is k × n, then Q 11 is Q k (A, M 1 , Σ 11 ).
Proof Put B = I k : 0 : k × p in Theorem 4 and the result follows.
, and λ j and a j are the eigenvalues and orthonormal eigenvectors of A, respectively.
Proof Follows directly from Theorem 4.
In the literature two types of multivariate beta distribution are discussed, see Kollo and von Rosen (2005) for more details. The multivariate beta distribution is closely connected to the multivariate normal distribution and Wishart distribution. We will also have a version of a sum of weighted multivariate beta distributions as follows.
where λ i , i = 1, . . . , r are the eigenvalues of A and the B i 's, are multivariate beta distributed of type II with one degree of freedom, i.e.,
See Kollo and von Rosen (2005) page 250 for the definition of multivariate beta distribution. Now, suppose that X ∼ N p,n (M, Σ, Ψ), Σ ≥ 0 and Ψ > 0 i.e., the columns are dependent as well.
Corollary 9 Let X ∼ N p,n (M, Σ, Ψ), Σ ≥ 0, Ψ > 0 and let A : n × n be a symmetric real matrix of rank r, then Q = XAX is distributed as
where λ j are the nonzero eigenvalues of Ψ 1/2 AΨ 1/2 and W j are independent non-central Wishart distributed as follows
where m j = MΨ −1/2 a j and a j are the corresponding orthonormal eigenvectors, i.e., a j a j = 1 for j = 1, . . . , r. In the case of a singular covariance matrix Σ the non-central Wishart distributions are singular.
Hence, we see that the distribution of the matrix quadratic form Q = XAX is given by
Using Corollary 9 we can characterize the distribution of trQ. Proof From Equation (3) it follows that trQ = r j=1 λ j z j z j , where the random vectors z j ∼ N 1,p m j , 1, Σ , m j = (Ma j ) for j = 1, . . . , r. Using Corollary 9 for the quadratic form z j z j , i.e., A = I, the proof follows.
In the independent column case the Wishartness for a quadratic form was given in Corollary 3 and is well known in the literature. Here again for the sake of completeness the Wishartness is given for the dependent column case.
Corollary 11 Let X ∼ N p,n (M, Σ, Ψ), Σ ≥ 0, Ψ > 0 and let A : n × n be a symmetric real matrix. If AΨ is idempotent, then
where r = rank(A).
Proof If AΨ is idempotent, then Ψ 1/2 AΨ 1/2 is idempotent as well and λ j = 1 for j = 1, . . . , r and zero otherwise. Using the fact that the sum of non-central Wishart distributed matrices again is non-central Wishart and Theorem 2 completes the proof.
We will also give a corollary for the case Ψ ≥ 0 and M = 0.
Corollary 12 Let X ∼ N p,n (0, Σ, Ψ), Σ ≥ 0, Ψ ≥ 0 and let A : n × n be a symmetric real matrix of rank r, then Q = XAX is distributed as
where r 0 = rank(L AL), λ j are the nonzero eigenvalues of L AL and the matrix L : n × l is such that Ψ = LL with rank(L) = l ≤ n. Furthermore, W j are independent Wishart as
In case of singular covariance matrix Σ the Wishart distributions are singular.
Using Corollary 12, we see that the distribution of the matrix quadratic form Q = XAX ,
COMPLEX MATRIX QUADRATIC FORMS
In this section will we consider complex multivariate normal distributions denoted by Goodman (1963) ; Khatri (1965); Srivastava (1965) . Lett be the complex conjugate of t, we have then the following theorem.
Theorem 13 Let Y ∼ CN p,n (M, Σ, I), where M = M 1 + iM 2 and Σ is positive definite and Hermitian. Let also A : n × n be a Hermitian matrix. The characteristic function of
where T = (t jk ), t jk = t jk + it jk for j, k = 1, . . . , p and Γ = (γ jk ) = ((1 + δ jk ) t jk ), t jk =t kj and δ jk is the Kronecker delta. The non-centrality parameters are Ω j = m j m * j , where m j = Ma j . The vectors a j and the value λ j are the orthonormal eigenvectors and eigenvalues of A respectively.
Proof The proof is similar to the proof of Theorem 1.
Furthermore, we also have a characterization for the distribution of the complex matrix quadratic form, which is analogous to that obtained for the non-complex case.
Theorem 14 Assume Y ∼ CN p,n (M, Σ, I), where M = M 1 +iM 2 and Σ is positive definite and Hermitian. Let Q be the quadratic form Q = YAY * , where A : n × n is a Hermitian matrix of rank r. Then the distribution of Q is that of
where λ j are the nonzero eigenvalues of A and W j are independent non-central complex Wishart, i.e.,
where m j = Ma j and a j are the corresponding orthonormal eigenvectors, i.e., a * j a j = 1 for j = 1, . . . , r.
Proof The characteristic function of W j is given by Goodman (1963) as
and the proof parallels that of Theorem 2.
A SPECIAL SAMPLE COVARIANCE MATRIX
The example discussed in this section is similar to the example considered in Vaish and Chaganty (2004) .
Let X ∼ N p,n (M, Σ, Ψ) where M = µ1 and suppose that covariance matrix Ψ is known.
We want to estimate the covariance Σ. The matrix normal density function is given by f (X) = (2π)
and the maximum likelihood estimators of µ and Σ are given by
Since HΨ is idempotent and rank(HΨ) = n − 1 we have that XHX ∼ W p (n − 1, Σ), see Corollary 11.
Now for some reason we estimate the expectation µ with the regular meanμ = 1 n X1 =x,
i.e., we use the same estimator as if Ψ = I. This can be done for several reasons. For example, the estimatorμ is more robust thanμ ml for large number of observations, i.e., for large n. Another reason could be that we only know the centralized observations, X −μ1 .
However, when we estimate the covariance matrix Σ, we use the dependent model with Ψ.
The estimator of Σ is then
where C is the centralization matrix C = I − 1(1 1) −1 1 .
14 Using Corollary 9 we have that the distribution of XCΨ −1 CX is the same as the distribution of W = W 1 +λ W, where W 1 and W are independently distributed as
The expectation of XCΨ −1 CX which can be computed straightforwardly is given by E XCΨ −1 CX = n − 1 − 1 n 1 ΨCΨ −1 1 Σ.
Hence, an unbiased estimator of Σ is
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