A theoretical formulation is developed for the activated kinetics when some subset of nuclear modes of the thermal bath is slower than the reaction and ergodicity of the thermal bath is not maintained. Nonergodic free energy profiles along the reaction coordinate are constructed by using restricted canonical ensembles with the phase space available to the system found by solving a self-consistent kinetic equation. The resulting activation barrier incorporates not only thermodynamic parameters but also dynamical information from the time autocorrelation function of the solute-solvent interaction energy. The theory is applied to the reactions of solvolysis and charge transfer in polar media.
I. INTRODUCTION
An activated reaction can be broadly considered as a transition of a subsystem from the initial state A to the final state B, which involves an accumulation of free energy from the surrounding medium, usually in the form of the momentum transfer. The description of such activated events has been largely based on the ideas originally advanced in the transition-state representation of gas-phase reactions. 1 In the transition-state paradigm, the energy barrier separating the reactants and products is formed by crossing their BornOppenheimer surfaces. 2 The resulting adiabatic surface is then plotted against some reaction coordinate chosen based on the physics of the problem ͑similarly to the choice of an order parameter in statistical theories͒. The extension of this construction to activated events in condensed media is often viewed as a replacement of the gas-phase energy surface with the condensed-phase free energy profile. Such a profile is defined as a Landau functional in which the reaction coordinate X = X͑q 1 , ... ,q N ͒, depending on a number of system coordinates q n , is separated from the equilibrium statistical partition function In this equation, H͑q 1 , ... ,q N ͒ is the system Hamiltonian obtained as the Born-Oppenheimer solution of quantummechanical equations, d⌫ denotes the element of the system phase space, and ␤ =1/ ͑k B T͒ is the inverse temperature. The movement of the system along this partial, incomplete free energy profile is then viewed as activated dynamics incorporating both the enthalpic and entropic costs of barrier crossing. The very idea of separating a reaction coordinate from a manifold of all possible system coordinates involves a separation of time scales. One has to recognize that certain processes in the system happen at very different rates, which is the necessary precondition of any meaningful introduction of a statistical-mechanical description. 4 In our construction in Eq. ͑1͒, the activated transition must happen slowly compared to all relaxation processes of the coordinates q n . Once this limitation has been recognized, one can proceed to define the rate by either using the transition-state formalism or more sophisticated approaches considering the nuclear dynamics explicitly. In the former case, the rate is determined by the equilibrium population of the transition state at the top of the free energy barrier 1 ⌬F † established as the difference of free energies at the barrier top and at the bottom of the reactant state k ϰ exp͓− ␤⌬F † ͔. ͑2͒
As alternative to the transition-state description, a family of theories based on the Kramers picture of diffusional activation anticipates dissipation of the nonequilibrium energy randomly accumulated in the reaction coordinate X and corresponding depletion of the equilibrium population of the activated transition state. 5 In the limit of large energy dissipation the theory predicts that the friction coefficient should appear in the rate pre-exponent
More general solutions allow to bridge between the overdamped limit in Eq. ͑3͒ and the transition-state theory, 5 as well as to include the finite relaxation time of the energy dissipation. 6 Despite differences in details of how the system reaches the top of the activation barrier, the unifying theme of most current theories of activated events is the reliance on the free energy profiles obtained by sequentially applying the BornOppenheimer quantum mechanics and the canonical ensemble average ͓Eq. ͑1͔͒. The latter assumes ergodicity, i.e., that all parts of the phase space can potentially be reached on the time scale of the activated transition 0 Ӎ k −1 . In general, ergodicity is broken when a significant nuclear mode coupled to an activated transition is characterized by a time scale longer than 0 . The canonical prescription is not directly applicable in this case and needs to be modified.
Breaking ergodicity is common in condensed matter physics; 7 glasses and structural phase transitions are common examples. Ergodicity breaking does not pose a significant problem to the scheme introduced by Eq. ͑1͒ except that care is required in identifying the phase space over which the integration is performed. What makes the problem potentially very nontrivial is that ergodicity can break continuously, 8 i.e., the fraction of the phase space over which integration is done in Eq. ͑1͒ becomes a function of the reaction rate and can potentially change when external fields or intensive thermodynamic parameters are varied. This is the problem addressed in this paper.
In order to give a broader perspective of the problem let us consider a sequence of activated events instead of a single transition A → B,
While different states A , B , C ,... may represent different chemical species, for instance, a charge-transfer chain in biology, equal states A = B = C = D would represent such processes as self-diffusion or hopping conductivity between identical sites. If we were limited by states A and B only, the standard detailed balance prescription would suggest that the ratio of the forward and backward rates, the reaction equilibrium constant, is defined in terms of the reaction Gibbs energy ⌬G 0 . However, if the chain of transitions is considered and the system spends in each state along the chain a time shorter than is required for a nuclear mode to relax, one cannot relate the ratio of populations in each state to the equilibrium Gibbs energy. Although this statement might seem trivial, a practical problem, which might not necessarily have a unique solution, is what would be a nonergodic "free energy" to be used in place of the canonical Gibbs energy. Since nonergodicity appears here because of a slow relaxation of some nuclear modes of the medium, the problem can be restated as to how to calculate the nonergodic solvation energy. In this regard, our consideration is related to the problem of solvation when incomplete equilibration is achieved on the observation time. 9 Problems of this sort, when distributions of significant variables are not those predicted by statistical mechanics, are fairly widespread. They are encountered in systems with widely different relaxation times; structural glasses 10 and biopolymers 11 are prominent examples.
Of course, the same question applies to the entire free energy profile along the reaction coordinate X. The free energy profile determined by Eq. ͑1͒ will have a solvation component to it, which is ordinarily treated as the equilibrium free energy of solvation determined at each position along the coordinate X. This picture is valid only when the relaxation times n of the coordinates q n are uniformly shorter than the reaction time 0 , that is the time required to climb the top of the barrier from the equilibrium state of the reactants. When 0 becomes comparable to some subset of the relaxation times n achieved by, for instance, cooling the system, some parts of the system phase space become dynamically frozen on the reaction time scale 0 . The activation barrier is then given by a nonergodic free energy ⌬F † ͑ 0 ͒, which depends on the reaction time 0 . Since the reaction time itself is determined by the activation barrier ⌬F † ͑ 0 ͒ it implies that the rate constant of the activated transition should be sought from a self-consistent equation 12, 13 
In order to gain a glimpse at the effect of reaction nonergodicity on commonly observed properties, we will consider two reaction types both strongly affected by electrostatic solvation. We will first consider a solvolysis reaction in which two oppositely charged ions are created from breaking a molecular bond:
The reaction of deprotonation critical for biological function also belongs to this class. The next example we consider is the reaction of intramolecular charge transfer, A − D → A − − D + , in which no bonds are broken and positions of the acceptor ͑A͒ and donor ͑D͒ molecular fragments do not change. Although the two reactions are similar in terms of the electrostatics involved and in fact were analyzed by related theoretical formalisms in the past, 14 the experimental observables traditionally differ and we consider them separately.
II. NONERGODIC FREE-ENERGY SURFACES
The canonical prescription for calculating observables becomes incorrect when the relaxation time of a mode coupled to the activated transition becomes comparable to 0 . The slow process must not be allowed to contribute to the ensemble average. We achieve this requirement in a form of a postulate to be tested on applications of the theory to observable quantities. Specifically, the frequencies of Fourier transformed dynamical variables q n ͑͒ are restricted not to fall below 0 = 0 −1 . This condition is achieved by replacing the trace over all possible mode frequencies in Eq. ͑1͒ with a restricted trace 7 making a part of the phase space of variables q n ͑͒ inaccessible at ͉͉ Ͻ 0 . This requirement transforms Eq. ͑1͒ into the following relation:
The ␦-function in this expression ensures that none of the nuclear modes coupled to the reaction with the relaxation times slower than 0 can fluctuate. Instead, their values are fixed to the frozen magnitudes Q n , which may depend on the history of the system preparation. When observations are made on a statistical ensemble of reaction complexes undergoing the activated transition, a two-stage averaging process should be implemented. At the first stage, the physical observables, e.g., rate constants, are calculated using the free energy surface F͑X , 0 ͒. This is then followed by an average of the observables over Q n consistent with the history of the system preparation. 15 This second average is often referred to as the heterogeneous distribution of the reaction complexes or, in the spectroscopic literature, as the heterogeneous distribution of spectroscopic probes. 16 In order to apply the restricted trace prescription in Eq. ͑6͒ and arrive at a practical theory we will consider a class of activated transitions when the reaction coordinate can be chosen as the interaction energy between a reacting complex ͑solute͒ and the surrounding medium ͑solvent͒. The change in the solute-solvent interaction energy e can be achieved by, for instance, changing the charge distribution inside the reacting complex which will couple to the polarization of the solvent. This internal reorganization might require work W͑e͒. Alternatively, a change in e might come from thermal fluctuations of the solvent without internal work. In application to chemical dynamics, the first scenario describes processes in which the polarity of the reacting complex changes in the course of a chemical transformation, e.g., a solvolysis reaction. The second scenario appears in charge transfer reactions and optical spectroscopy where thermal fluctuations of the medium alter the electrostatic potential at the position of the electron resulting either in the resonance condition for tunneling ͑charge transfer͒ or in a modification of absorption and emission energy gaps ͑optical spectroscopy͒. However, electrostatics does not necessarily need to be involved. Activated self-diffusion in liquids may be viewed as a creation of an elastic stress in the medium such that the motion of a target particle between nearby cages can be viewed as an increase in its elastic interaction energy with the medium. 17 We will consider a specific model in which the solutesolvent interaction energy is a linear function of some collective coordinate. How this collective coordinate is chosen is really insignificant for the final results, but in order to make a connection to commonly studied problems of electrostatic coupling between solute and a polar solvent, we will write down the interaction energy e as the interaction of the electric field of the solute E 0 with the dipolar polarization of the medium P, e = − E 0 ‫ء‬ P͑͒ = ͗e͘ − E 0 ‫ء‬ ␦P͑͒.
͑7͒
Here,
is the average interaction energy with the equilibrium polarization P 0 and ␦P͑͒ is the fluctuation of the polarization field around its equilibrium value. The asterisk between two bold variables refers to several operations: space integration over the volume occupied by the solvent, tensor contraction ͑scalar product between two linear vectors͒, and the integration over the entire range of frequencies ͑−ϱ , ϱ͒ of the field Fourier transform ͓P͑͒ in the case of the polarization field͔. We will also assume that the polarization fluctuations of the solvent follow the Gaussian statistics and thus will rely on the Gaussian model of solvation. 18, 19 The bath Hamiltonian for the polarization field is then a bilinear functional of P͑͒,
where ͑͒ is a two-rank tensor
Here, ␣ and ␤ subscripts denote the Cartesian components of a vector and due to the presence of the solute, the correlation function is inhomogeneous, 19 i.e., it depends on two position vectors rЈ and rЉ instead of rЈ − rЉ, as in a homogeneous liquid. The system Hamiltonian H is then a sum of the solutesolvent interaction energy and the bath Hamiltonian H B in Eq. ͑9͒,
is the negative of the equilibrium free energy of solvation. The Gaussian model adopted here can be recast in the form of a linear coupling of a solute to a bath of harmonic oscillators commonly used in spin-boson models of electronic transitions 20 and condensed-phase spectroscopy. 21 Again, the final results are identical in either representation. The restricted trace recipe introduced in Eq. ͑6͒ can now be rewritten as the definition of the free energy profile along the reaction coordinate e given by Eq. ͑7͒,
In this equation, the polarization field is pinned to its frozen value P f for slow modes with the frequencies below the cutoff frequency 0 . Equation ͑13͒ can be rewritten by using an auxiliary field A͑͒ as follows:
͑14͒
where
͑15͒
⌬P = P f − P 0 , and 0 ͑͒ = ͑ 0 − ͉͉͒ is a step function limiting the range of integrated frequencies to those below the cutoff 0 . Equation ͑14͒ is a Gaussian integral in the field variables ␦P and A. It can be directly integrated yielding a parabolic free energy surface along the coordinate e,
In this equation,
is the nonergodic interaction energy. It is a sum of the energy shift by the equilibrium polarization P 0 ͑ = ͉͉͑ − 0 ͒͒ caused by high-frequency modes and the energy shift by the frozen polarization caused by slow modes with their frequencies below 0 . The width of the Gaussian distribution of energies is determined by the nonergodic solvation free energy ͑ 0 ͒ in the denominator of Eq. ͑16͒. It is given by the frequency integral of the equilibrium response function over the frequencies above the cutoff 0 ,
This nonergodic solvation free energy can also be used to rewrite the energy e f ͑ 0 ͒ in Eq. ͑17͒ as
where e f =−P f ‫ء‬ 0 E 0 is the frozen component of the solutesolvent interaction energy.
The second term in this equation is minus the reversible work required to be done on a Gaussian medium to change the polarization of the low-frequency modes from the equilibrium value P 0 to the frozen polarization P f . The 0 = 0 limit of Eq. ͑18͒ corresponds to the standard canonical ensemble average eq = ͑0͒. Equation ͑18͒ can then be recast in a convenient form based on the normalized time correlation function of the solute-solvent interaction energy
Here, S͑͒ is the Fourier transform of the time autocorrelation function
such that
Equations ͑21͒-͑23͒ do not assume any particular form of relaxation of the solute-solvent interaction energy. In case of a single-exponential Debye relaxation with the relaxation time a simple expression follows:
is the nonergodicity function quantifying the deviation of the observed solvation free energy from the canonical limit corresponding to infinite observation time.
III. SOLVOLYSIS REACTION
We will consider a model reaction in which a single chemical bond gets broken as a prototype of solvolysis or deprotonation reactions. In both cases, the distribution of molecular charge alters as the bond elongates making the bond more polar with a larger dipole moment. The work of elongating the bond and changing the dipole moment can be in the simplest approximation described by a parabolic function of the increase in the bond dipole moment m, as first adopted in the Slater model. 22 Since the dipole moment change is proportional to the bond elongation, we will use m as the reaction coordinate to make a direct connection to solvation models. 18, 23 The harmonic potential along the coordinate m
is terminated at the transition point m = m † where the bond breaks. The gas-phase bond cleavage then proceeds along the pathway marked by the final point G in Fig. 1 .
When the molecule is placed in a polar ͑dipolar or quadrupolar͒ solvent, it gains the solvation free energy tending to decrease the work required to elongate the bond. 9 In case of linear solvation, this solvation free energy is also a quadratic function of m, and the equilibrium free energy along the dipole moment coordinate becomes
where a is the solvation response coefficient. The slow equilibrium pathway then terminates at point "E" in Fig. 1 , with a lower activation barrier. Some portion of nuclear solvation will lag behind for fast reactions and the activation barrier will be placed at the nonergodic transition point "NE" between "G" and E in Fig. 1 . The nonergodic free energy surface for this reaction pathway is
where ͑ 0 ͒ is the nonergodic solvation free energy in Eq. ͑21͒. Solvation by polar liquids normally includes fast electronic solvation and slower nuclear solvation with the relative fraction for the latter A n . Assuming that the electronic degrees of freedom of the solvent are always faster than the observation time 0 , we can rewrite Eq. ͑24͒ for the Debye relaxation of the nuclear modes in the form
In this representation, the free energy of activation becomes
where ⌬F † = ͑a 0 − a͒͑m † ͒ 2 is the equilibrium activation energy and ␥ = aA n / ͑a 0 − a͒. The rate constant k then follows from solving the self-consistent equation in which k replaces the observation frequency 0 , FIG. 1. Free energy surface of solvolysis bond breaking in the gas phase ͑dashed-dotted line, terminated with G point͒, in an equilibrium solvent ͑dashed line, terminated with E point͒, and in a nonergodic solvent with fluctuations partially frozen on the reaction time scale ͑solid line, terminated with NE point͒.
Here, the rate pre-exponent s is determined by the bath and reaction complex dynamics.
Since the enthalpy and entropy of activation are equally scaled with the nonergodic corrections in Eq. ͑30͒, this model predicts that both the activation enthalpy and the intercept of the Arrhenius plot for the rate constant will increase at lower temperatures. This is illustrated in Fig. 2͑a͒ where the activation parameters have been chosen to ensure that nuclear freezing occurs in the considered temperature range. The longitudinal dielectric relaxation time of simple point charge/extended ͑SPC/E͒ water from molecular dynamics ͑MD͒ simulations 24 was taken for ͑T͒ and extrapolated below the temperature range accessible to simulations. The calculated shape of the Arrhenius plot is similar to that reported by Leiderman et al. 25 for the reaction of photoinduced deprotonation of a photoacid in aqueous solution. However, the range of temperatures required to receive an increase in the activation enthalpy is broader in Fig. 2͑a͒ than reported in Ref. 25 . Temperature-dependent Stokes shift dynamics of the photoexcited photoacid 26 is required for a more detailed test of this model.
Several important qualitative observations follow from the calculations presented in Fig. 2 . It turns out that the temperature range in which the reaction ergodicity starts to break is extremely broad when a typical dielectric relaxation of a polar solvent is adopted. This is seen from the temperature dependence of the nonergodicity function ͓Eq. ͑25͔͒ in Fig.  2͑b͒ : f NE ͑T͒ changes in a broad range of temperatures producing a higher activation free energy as the solvent cools down. The point at which f NE ͑T͒ inflects into a zero-value plateau when k͑T͒ exceeds ͑T͒ by approximately an order of magnitude, the nuclear polarization mode loses ergodicity and the kinetics becomes Arrhenius again. This turnover of the relaxation rate into an Arrhenius dependence typically occurs at the glass transition temperature of structural glass formers 10 and is therefore marked by T g in Fig. 2 .
IV. ELECTRON TRANSFER REACTIONS
The derivation outlined in Sec. II above applies in basic terms to electron transfer reactions in molecular systems dissolved in dense polar solvents. A new component here is the presence of two electronic states with the electric fields E 0i ͑i =1,2͒ corresponding to each of them. A polarization fluctuation in a solvent then affects the electronic levels of both the initial and final states, and the relevant reaction coordinate is the difference of the solute-solvent interaction energies
The system Hamiltonian also gets the dependence on the electronic state i
͑33͒
where the negative of the equilibrium free energy is eq ͑i͒ = ͑1 / 2͒E 0i ‫ء‬ ‫ء‬ E 0i and the polarization fluctuation ␦P i = P − P 0i is taken relative to the polarization P 0i = ‫ء‬ E 0i in equilibrium with the solute field E 0i . We also note that in the case of electron-transfer reactions the polarization P refers to the nuclear component of the entire polarization of a polar liquid. The electronic component due to electronic polarizability of the liquid needs to be integrated out in order to determine the Hamiltonian H i , and the corresponding equilibrium solvation free energy is commonly included into eq ͑i͒ . Since this procedure is well documented in the literature, 27 ,28 we will not rest on this point here.
The nonergodic free energy surfaces along the reaction coordinate X can then be defined following the general recipe in Eq. ͑6͒ as follows:
The integration in Eq. ͑34͒ follows the steps outlined in Sec. II with the resulting parabolic free energy surfaces
In this equation, X f ͑i͒ ͑ 0 ͒ is the nonergodic average donoracceptor energy gap given by a sum of equilibrium and frozen components
where the frozen component is Further, the nonergodic reorganization energy of electron transfer ͑ 0 ͒ in the denominator of Eq. ͑35͒ can be calculated similarly to Eqs. ͑18͒ and ͑21͒ and is given in terms of the Stokes shift correlation function as
where eq = ͑1 / 2͒⌬E 0 ‫ء‬ ‫ء‬ ⌬E 0 is the equilibrium ͑canonical͒ reorganization energy of electron transfer and the Stokes shift correlation function is
Finally, f ͑i͒ ͑ 0 ͒ in Eq. ͑35͒ is the equilibrium solvation free energy shifted by the work invested in creating the frozen polarization in a Gaussian medium
where ⌬P i = P f − P 0i is the deviation of the frozen polarization from its value in equilibrium with the solute in the electronic state i =1,2. An important observation following from this derivation is that the linear response connections between the first and second moments of the reaction coordinate 29 are preserved when the frozen polarization P f is common for both electronic states. Specifically, the Stokes shift, i.e., the difference in the average vertical transition energies X f ͑i͒ , is equal to twice the nonergodic reorganization energy
In addition, the mean of the average transition energies in Eq. ͑36͒ yields the nonergodic reaction free energy equal to the vertical separation between the minima of the free energy parabolas in Eq. ͑35͒,
is the difference of solvation energies caused by the fast solvent modes only, E 0 = ͑E 01 + E 02 ͒ / 2, and the shift by the frozen polarization X f is given by Eq. ͑37͒.
V. ENERGY GAP LAW
Marcus theory of electronic transitions in polar liquids 18, 30 has been widely credited for its ability to connect the reaction kinetics ͑rate constant͒ to the reaction thermodynamics ͑free energy of the reaction͒. A related connection to liquid thermodynamics is also sought in other fields with complex relaxation kinetics, such as for non-Arrhenius relaxation of fragile glass formers. 31 The new reality that the present nonergodic formulation brings to the well-established Marcus picture of crossing parabolas is that thermodynamic parameters alone are not sufficient to establish the activation barrier. The dynamic input in terms of the time correlation function of the solute-solvent interaction energy is additionally required. In the case of charge-transfer transitions, this function is the time Stokes shift correlation function often available from time-resolved optical spectroscopy. 32 The question which this new paradigm raises is if the dynamical nonergodicity can change the dependence of the rate on the equilibrium reaction free energy. This dependence, known as the energy gap law, is expected to pass through a maximum as a function of the equilibrium reaction free energy, at which point the reaction becomes activationless.
The activation energy for electronic transition is the free energy separation between the parabola's bottom and the activated state of the tunneling resonance X = 0. It follows immediately from the parabolic free energy surfaces in Eq. ͑35͒,
Correspondingly, the rate of the reaction k if from the initial state i =1,2 to the final state f =2,1 is obtained by solving a self-consistent equation in which the observation time 0 in the activation barrier is replaced by the reaction rate 0 = k if ,
Here, e is the rate pre-exponent which for nonadiabatic electronic transitions is commonly defined in terms of the donor-acceptor electronic matrix element exponentially decaying with the donor-acceptor separation. 33 The connection between the average donor-acceptor energy gap X f ͑i͒ and the reaction equilibrium free energy ⌬G 0 ͑i͒ is not straightforward in the presence of the frozen polarization P f . Equation ͑36͒ can be rewritten as follows:
where P = ͑P 01 + P 02 ͒ / 2 is the mean equilibrium polarization in the two electron-transfer states. In order to have a more well-defined situation for which calculations can be done, we consider a common experimental setup in which the initial charge-transfer state i = 1 is created by photoexcitation of the donor or acceptor units without a significant change in the charge distribution of the entire donor-acceptor complex. The frozen polarization in this scenario becomes the equilibrium polarization of the initial state P f = P 01 . This leads to the well-defined average shifts for the charge separation ͑CS͒ 1 → 2 and chargerecombination 2 → 1 reactions,
Equation ͑47͒ shows that the average energy gap for the forward reaction is equal to its equilibrium value and is thus not affected by the reaction nonergodicity. On the contrary, the recombination energy gap strongly depends on the observation window. This difference in the effects of the frozen polarization on the forward and backward gaps leads to a significant asymmetry between the energy gap laws for charge-separation and charge-recombination reactions.
The energy gap laws for CS and charge recombination ͑CR͒ are shown in Fig. 3 . In producing this plot, we used the reorganization energy in the form
where G is the Gaussian component of the reorganization energy caused by fast ballistic motions in the solvent and the long-ranged, electrostatic component LR is multiplied by the nonergodicity factor accounting for a finite observation window. The two-component form of the reorganization energy is a reflection of the two-component Stokes shift correlation function of charge-transfer probes in dense polar liquids composed of a subpicosecond Gaussian decay and an exponential decay related to the dielectric response of the polar liquid. 34 The calculations presented in Fig. 3 were done with e =1 ps −1 typical for many fast reactions in artificial and natural photosynthesis. 35, 36 In addition, single-time Debye relaxation is characterized by = 100 ps. This latter relaxation time is typical for the exponential decay of the Stokesshift dynamics at the protein-water interface 37 and is taken here to represent charge-transfer reactions in complex media with sluggish nuclear relaxation. 38 For CS, the top of the inverted parabola in Fig. 3 is at ⌬G 0 ͑1͒ =− eq , as in the standard Marcus formulation. 18, 30 The difference between the standard and the present pictures is that the Gaussian width, i.e., the curvature, is a selfconsistent function of the reaction rate becoming equal to just its Gaussian part when the reaction is fast close to the top of the inverted parabola and then extending to its equilibrium value as the reaction slows down at the right or left wing from the central point ⌬G 0 ͑1͒ =− eq . The result is the inverted funnel-type shape, distinct from the simple inverted parabola of the Marcus theory. The energy gap law for CR is distinctly different from the one for CS, in contrast to the exact equality between the two in the Marcus theory. This comes because of a nonlinear dependence of the average energy gap on the reaction free energy through a complex, self-consistent relation between the nonergodicity factor and the rate constant. The surprising result of this calculation is the absence of a recombination rate maximum in the entire range of negative reaction free energies. While experimental conditions of the initial state preparation can be different from what we have assumed here, these calculations might help to explain often reported difficulties of observing the rate turnover for CR. 39 The asymmetry of the energy gap laws between CS and CR might also contribute to the difficulty of combining the results of measurements of the forward and backward rates into one plot of the inverted-parabola type. 39 Generally, caution in identifying the initial conditions of the system preparation is required when ergodicity is broken, supplemented with an average over the distribution of dynamically frozen states for more realistic calculations.
VI. CONCLUSIONS
Nonergodicity is poised to become more common in chemistry given the continuously increasing time resolution of experimental techniques 40 combined with the interest in soft complex media with often broad distributions of their relaxation times. The canonical prescription for deriving the reaction energetics fails for these problems. The fundamental limitations of the standard approaches thus need to be clearly realized and new formalisms developed. The present model is a step in this direction. It suggests to use restricted ensembles within the standard canonical formalism 7 with the phase space allowed to the system to explore determined by solving a self-consistent kinetic equation. This formalism, first introduced as a phenomenological recipe to deal with nuclear nonergodicity, 12 has already proven itself as a useful framework to understand nonergodic solvation in lowtemperature glass formers, 41, 42 protein electron transfer, 43 and in the modeling of fast primary CS in bacterial reaction centers. 44 Returning to our discussion of the current state of the theory of activated transitions we note that the transitionstate theory itself is a confinement-type formulation in which the ensemble is restricted to the phase space of the reactants where the canonical prescription is applied. The present theory is just one step further from this formulation stipulating that the reactant phase space in the canonical trace should itself be determined based on the system's nuclear dynamics. Our description is therefore based on dynamically restricted ensembles. An extension of this formalism to Kramers diffusional kinetics is also straightforward requiring solving the corresponding diffusional equations iteratively so that the diffusional dynamics is incorporated into the shape of the free energy profile in the corresponding Fokker-Planck equation. 38 A more general perspective on the discussed problem is how to deal with situations when insufficient sampling does not allow a reliable calculation of the system free energy. Jarzynski equality offers a general approach to analyze such problems. 45, 46 Alternatively, the relation for the nonergodic solvation energy derived here can be inverted to calculate the equilibrium free energy when the nonergodic one can be estimated and the time correlation function of the solutesolvent interaction is available numerically or can be derived from some general arguments. self-consistently solving Eq. ͑45͒ with eq = 1 eV, e =1 ps −1 , and = 100 ps. Average energy gaps from Eq. ͑47͒ were used in the rate constant expression in Eqs. ͑44͒ and ͑45͒. The two component reorganization from Eq. ͑48͒ was adopted with G / eq = 0.2.
