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Abstract
We develop a new PML formulation for the linearized shallow-water equations
including the Coriolis force. The construction process is based on the uncoupling
of the velocity components with the depth of water. Then the damping effect
is only applied to the propagative modes just as was formerly done by Nataf [1]
to the linearized Euler equations to enforce the long-time stability. We assess
numerically the performance of the new absorbing condition and we illustrate
in particular that it is stable for long-time simulations.
Key words: Linearized Shallow Water Equations, Coriolis Force, Perfectly
Matched Layer.
1. Introduction
Many applications require to solve numerically dispersive wave problems in
a domain which is much smaller than the physical one. A current method con-
sists in applying a local absorbing boundary condition (ABC) on the exterior
boundary which is used to limit the computational domain. The ABC should
minimize spurious reflections when waves impinge on the exterior boundary
which has no physical meaning. Obviously, the more efficient the ABC is, the
more accurate the numerical solution will be. A lot of works have been dealing
with the construction of ABCs that after discretization lead to a stable and
accurate scheme and we refer to [2, 3] for discussion on related issues and for
reviews on the subject. Most of the ABCs have been designed for either time-
harmonic waves or for nondispersive time-dependent waves and the use of ABCs
in case of dispersive waves is much more difficult. A important example where
dispersive waves must be considered is that of meteorological models which take
into account the Earth’s rotation [4]. Recently, Van Joolen et al. [5] have devel-
oped a new numerical scheme including high-order ABCs for dispersive waves
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which are based on Higdon’s ABCs [6] . While it is possible to construct local
ABCs easy to implement, their efficiency to damp spurious reflections often suf-
fer from the corner problem. This difficulty can be overcome by using Perfectly
Matched Layers just as was suggested by Bérenger [7, 8]. The very attractive
property of the PML is it absorbs all the waves without spurious reflection and
the corner problem is easily solved by a suitable fit of the layer parameters.
Moreover, the coupling of the physical system with the PML condition is easy
to handle numerically. Many works have been devoted to the design of PML for
various applications and as far as the Shallow Water equations are concerned,
Navon et al. [9] have recently developed a split Perfectly Matched Layer (PML)
scheme for the linearized system which is based on an explicit finite-difference
discretization scheme. This PML requires a stabilization process involving a 9-
point Laplacian filter to avoid the split PML supports unstable solutions. This
question was formerly adressed for the linearized Euler equations in [10] and
next in [11] for more general flows. Both in [10] and [11], the PML is obtained
via a change of coordinate in the complex plane applied to the direction normal
to the boundary. This amounts to replacing all the normal-derivatives in the
Euler system by an operator which is still differential in the normal-direction
but pseudo-differential in the other variables. In [1], F. Nataf has proposed an-
other strategy which leads to the design of a stable PML for the Euler equation.
The idea consists in applying the Smith factorization to the Euler equations in
order to uncouple the propagative part of the solution from the transport one.
Then the PML is constructed in such a way that only the modes that could
produce reflections are damped. Thus the vorticity modes, which satisfy trans-
parent conditions [12] on the computational boundary domain, are not damped
and the resulting scheme seems to be stable as numerical experiments show.
In this paper, we propose a new PML formulation of the linearized shallow-
water equations whose construction is based on the splitting of the primal sys-
tem. Under the assumption the Coriolis force is constant, the depth h can be
uncoupled from the velocity components by applying some elementary combi-
nations which preserve the differential structure of the initial equations and the
resulting formulation involves now a Klein-Gordon equation. The decompo-
sition results in uncoupling the advective part of the wave from the vorticity
(section 2). After having remarked that the vorticity waves can be absorbed via
an appropriate transparent condition and therefore do not need to be damped in
the artificial layer, the PML condition is written by applying a complex coordi-
nate change to the advective unknown only (section 3). In section 4 we discuss
the practical handling of the method and we present the numerical scheme used
to discretize the PML equations. Numerical results are presented in section 5.
They confirm the new layer is perfectly matched to the physical domain and
by considering long times of simulation, they seem to illustrate the long-time
stability of the PML system.
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2. Setting of the primal system
The shallow-water model contains some of the important dynamical features
of the atmosphere and ocean and experience has shown that it is capable of
describing main aspects of their motions. Let us consider a fluid with constant
and uniform density. The height of the fluid surface above the reference level
z = 0 is h := h(t, x, y). Even if h varies in space and time, we suppose that we
can choose a characteristic value for the depth which is denoted by H. In the
same way, we assume there exists a characteristic horizontal length scale for the






We suppose the rotation axis of the fluid coincides with the z-axis so that the
Coriolis parameter f is a constant. The velocity has components u, v and w
parallel to the x-, y- and z-axis respectively. The pressure of the fluid can
be arbitrarily imposed and herein, we take it to be constant which implies
in particular that the horizontal pressure gradient is independant of z. It is
therefore consistent to assume that the horizontal velocities themselves are z-
independent if they are at z = 0. Moreover, w can be uncoupled from u and v,
observing that this simplification is no more possible if the density varies with z.
At last, the fluid is supposed to be inviscid, which amounts to neglect viscosity





Gh+H (∂xu+ ∂yv) = 0
Gu+ ∂xh− fv = 0
Gv + ∂yh+ fu = 0
(2)
where G denotes the transport operator defined by :
G = ∂t + U∂x + V ∂y
and U, V and H are positive constants which characterize the equilibrium state
around which the linearization process has been done. In this paper, we consider
the subsonic case corresponding to U2 + V 2 < H.
Under the assumption f is constant, the unknown h can be uncoupled from the
two other ones by using some combinations of the three equations. Indeed, by
deriving the second (resp. third) equation of (2) with respect to x (resp. y),
and by summing up the two resulting equations, we obtain:
G(∂xu+ ∂yv) = −∆h+ f(∂xv − ∂yu) (3)
Then by applying G to the first equation and by plugging (3) into the resulting
equation, we have:
(G2 −H∆)h+Hf(∂xv − ∂yu) = 0 (4)
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Next, by deriving the second (resp. third) equation of (2) with respect to y
(resp. x), we get a writting of G(∂xv − ∂yu) which can be used after applying
G to (4). We thus get that h is solution to the third-order differential equation:
(G2 −H∆)(Gh) + f2(Gh) = 0 (5)
which shows that h∗ = Gh is solution to the second-order equation:
(G2 −H∆)h∗ + f2 h∗ = 0 (6)
The second-order operator G2 −H∆ + f2 is currently refered to as the Klein-
Gordon operator and G2 −H∆ will be denoted by L in the following. Now, the




L h∗ + f2 h∗ = 0
Gu+ ∂xh− fv = 0
Gv + ∂yh+ fu = 0
(7)
with the condition h∗ = Gh.
Remark 2.1. The previous system can be obtained by applying a Smith factor-
ization [13] to the shallow-water equation, just as was formerly done in [1] for
the linearized Euler equations.
The new formulation is interesting since it allows one to discriminate the two
types of fields which define a solution to the shallow water equation. Indeed,
the first equation is the only one to describe a propagation phenomenon while
the two other ones are transport equations. Hence, only the first one can induce
reflections and it implies that the PML condition will be applied to h∗ only and
not the whole solution (h∗, h, u, v).
3. The new PML model
Just as was previously mentionned, we focus on the description of a PML
acting in the x-direction but what follows is not restrictive since it is sufficient
to exchange x and U for y and V to obtain the corresponding PML in the
y−direction.
The construction of the PML model is based on substituting only the x-
derivatives acting on h∗ into the first equation of (7) by a PML-derivative. By
this way, we aim at enforcing the stability of the PML model which is not
guaranteed by substituting the x-derivative by the PML-derivative everywhere.
Such an approach has been successfully used by Nataf [1] for the linearized Euler
equation and herein, we apply the same derivation process than in [1] where the
PML-derivative is defined by:








H − U2 (∂t + V ∂y) (8)
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The operator α depends on a damping parameter σ := σ(x) ≥ 0 and is formally
defined as follows:
α (x, ∂t, ∂y) =
√
H (∂t + V ∂y)√
H (∂t + V ∂y) + (H − U2)σ(x)
(9)
Then, denoting by LPML the operator L in which ∂x has been replaced by





LPMLh∗ + f2 h∗ = 0
Gu+ ∂xh− fv = 0
Gv + ∂yh+ fu = 0
(10)
with the condition h∗ = Gh.
Next, we address the question of verifying if the new model is a PML one in the
sense that no reflection occurs at the interface between the exact medium and
the absorbing one. Hence, we have to consider the coupling of the initial model
(7) with the new one (10) when the PML medium is defined for instance by the
half-space x > 0 while the physical one is given by x < 0 and to check that the
transmission accross {x = 0} is perfect. We have:
Theorem 3.1. The two systems (7) for x < 0 and (10) for x > 0 are perfectly
matched if they are coupled by the transmission conditions [h∗] = 0, [Dxh
∗] = 0,
[u] = 0 and [v] = 0 at the interface x = 0 between the two media, where Dx is
defined as ∂x for x < 0 and ∂PMLx for x > 0.
Proof 3.2. We have already remarked that the field h∗ satisfies a Klein-Gordon
equation independently of the field (u, v). Moreover, the field (u, v) is solution
to a system of coupled transport equations for which the transmission conditions
[u] = 0 and [v] = 0 at x = 0 are transparent. Hence it is sufficient to verify that
the two first equations of (7) and (10) are perfectly matched if h∗ satisfies the
transmission conditions [h∗] = 0 and [Dxh
∗] = 0 at x = 0.
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1 = α1 (x1) ∂x1h
∗




Remark 3.3. The operator α1 corresponds to the classical PML operator.
With this change of variable the problem becomes
L1h
∗




1 = 0 for x1 > 0,
with the transmission conditions
[h∗1] = 0 and [Dx1h1] = 0 at x1 = 0, (11)
where Dx1 is defined as ∂x1 for x1 < 0 and ∂
PML
x1 for x1 > 0.
This change of variable is close to the one used by Nataf [1] for the linearized
Euler equation. It can also be compared to the ones presented in [10, 14, 11]
for the linearized Euler equation in the case of an horizontal mean flow. It is
devoted to stabilize the PML by turning the so-called “back-propagative modes”
(i.e. the modes whose group velocity is opposed to their phase velocity) which
cause the instabilities (see [15]) into regular modes.


































































































































and the problem becomes
L2h
∗
2 = 0 for x2 < 0 and L2h
∗
2 = 0 for x2 > 0,
with the transmission conditions
[h∗2] = 0 and [∂x2h
∗
2] = 0 at x2 = 0. (12)
This change of variable is actually the inverse of the classical one which turns
∂x2 into ∂
PML
x1 used to construct a PML.
We then get that h∗2 satisfies the Klein-Gordon equation both in the physical
and the PML media, with perfect transmission conditions, so that there is no
reflected waves in this problem. From the expression of the two changes of vari-
able we used, it can be easily verified that this implies that no waves is reflected
neither in the original problem, which completes the proof of the theorem.
4. Stability of the new PML
In this section, we assess the attenuation capability of the absorbing layer
and for that purpose, we apply a modal analysis. A straightforward study
consists in searching for h∗ under the form




eλx+i(ωt+ky) for x < 0
eλ
PMLx+i(ωt+ky) for x > 0
,










Lh∗ + f2 h∗ = 0, for x < 0,
LPMLh∗ + f2 h∗ = 0, for x > 0,
[h∗] = 0 and [Dxh
∗] = 0 at x = 0,
(13)
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whose sign must be negative to strongly ensure absorption. The
exponential decreasing of the solution into the layer is very interesting from a
numerical point of view since the layer can be cut by a boundary on which simple
boundary conditions can be used such as Dirichlet or Neumann conditions.
Since these conditions are perfectly reflecting, they are not convenient to define
a bounded computational domain except if the solution is strongly attenuated
into the layer. Indeed the reflections are then very small amplitude-valued and
the numerical solution is not impacted into the layer, if it must be extended.
Theorem 4.1. Modal solutions are exponentially decreasing in the x-direction,
for any ω and k
Proof 4.2. To simplify the analysis, we apply successively the two changes of
variable h∗1(x1, y1, t1) = h
∗(x, y, t) and h∗2(x2, y2, t2) = h
∗
1(x1, y1, t1). Recalling

















2 h∗2 = 0, for x2 > 0,
[h∗2] = 0 and [∂x2h
∗
2] = 0 at x2 = 0,
(14)
we seek modal solutions which are given by:
h2(x2, y2, t2) = e
λ2x2+i(ω2t2+k2y2).













We can then notice that (ω, k) ∈ IR2 is equivalent to (ω2, k2) ∈ IR2 which implies
that we can assume now that ω2 and k2 are real. By plugging the modal solution














k22 − ω22 +
f2
H − U2 , if k
2





ω22 − k22 −
f2
H − U2 , if k
2




In the first case where k22 − ω22 + f
2
H−U2 ≥ 0, the corresponding modes are real
and not propagative. Only one of them is physically admissible in each half-
space. For x2 > 0 it is λ
−
2 while for x2 < 0, it is λ
+
2 . In the second case where
k22 − ω22 + f
2
H−U2 < 0, the modes are imaginary and propagative. When ω2 > 0,
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λ−2 propagates along the x-direction in the positive sense while λ
+
2 propagates in
the opposite sense. Obviously the propagation senses commute when ω2 < 0.
Now to assess the attenuation factor of the absorbing layer, we study the real
part of the corresponding PML mode. We have:






We first consider the mode λPML corresponding to the mode λ−2 admissible into
{x2 > 0}. Then, when k22 − ω22 + f
2







k22 − ω22 +
f2
H − U2 < 0
Next, if k22 − ω22 + f
2
H−U2 < 0 and ω2 > 0, only λ
−





ω22 − k22 −
f2
H − U2 < 0,
while if ω2 < 0, the PML mode is generated by λ
+




ω22 − k22 −
f2
H − U2 < 0,




is negative in each case which implies the modal
solution is exponentially decreasing into the layer.
Remark 4.3. The modes λ±2 do not depend on x2 whereas the corresponding
PML modes depend on x. This is due to the fact that the symbol of the differ-
ential operator L2 + f
2 is independent of x2.
If we apply a Dirichlet or a Neumann condition at the end of the PML, we can
prove by using the image principle, at it is done for instance in [16], that the
reflected waves are also exponentially decreasing.
5. Discretization of the equation and numerical results
5.1. The PML system written as a first order system
Systems (7) and (10) both involve a second order operator (L and LPML),
whose numerical solution leads to the inversion of a full matrix. To avoid this dif-
ficulty, we have chosen, following Nataf [1], to rewrite these systems as systems
requiring only the inversion of first order operators. System (7) can obviously
be rewritten as (2) and, by using LPML = LPML − L + L in the first equation
of (10), we obtain:
(LPML − L)h∗ + (G2 + f2 −H∆)h∗ = 0. (16)
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Next, multiplying respectively by G∂x and G∂y the second and the third equa-
tion of (10) and adding the resulting equations, we get
∆h∗ = f(G∂xv −G∂yu) −G2(∂xu+ ∂yv).
Let us then multiply respectively by ∂y and ∂x the second and the third equation
of (10) to obtain:
(G∂xv −G∂yu) = −f(∂xu+ ∂yv),
so that
∆h∗ = −(f2 +G2)(∂xu+ ∂yv),
which, plugged in (16), leads to:
(G2 + f2)−1(LPML − L)h∗ + h∗ −H∂xu−H∂yv = 0. (17)
Let us remark that, when f = 0, we do not exactly recover the PML model
proposed by Nataf in [1], this is due to the operator (G2 + f2)−1 which, when
f = 0, is nothing but G−2, so that the term
G−2(LPML − L)h∗ = G−2(LPML − L)Gh
can be rewritten as G−1(LPML − L)h.
For the inversion of the operator G2 + f2, we introduce two auxiliary vari-





PML − L)h∗ − f2ξ1;
Gξ1 = ξ2,
















h∗ + ξ1 −H∂xu−H∂yv = 0;
Gh = h∗;
Gu+ ∂xh− fv = 0;
Gv + ∂yh+ fu = 0;
Gξ2 = (L
PML − L)h∗ − f2ξ1;
Gξ1 = ξ2.
(18)
It should be pointed out that ξ1 and ξ2 have to be computed in the whole
domain, because of the transport operator G. Therefore the complete set of

















h∗ −H∂xu−H∂yv = 0;
Gh = h∗;
Gu+ ∂xh− fv = 0;



















h∗ + ξ1 −H∂xu−H∂yv = 0;
Gh = h∗;
Gu+ ∂xh− fv = 0;
Gv + ∂yh+ fu = 0;
Gξ2 = (L
PML − L)h∗ − f2ξ1;
Gξ1 = ξ2;
10
with the two additional transmission conditions [ξ1] = 0 and [ξ2] = 0 at x = 0.
Let us now focus on the operator












Since the operator ∂PMLx is a pseudo-differential operator, its numerical dis-
cretization is not straightforward and we have to introduce auxiliary functions.
This could be done directly for the operator ∂PMLx but we found more convenient


















Eqs. (8) and (9) yields:








H − U2 (∂t + V ∂y) , (19)
Hence, the operator ∂x − ∂PMLx can be formally written as






H (∂t + V ∂y)
(H − U2)σ(x) +
√
H (∂t + V ∂y)























H (∂t + V ∂y)
)
ψ
∂tψ(t = 0) = 0










φ = (H − U2)(∂xξ3 + ξ4) + 2U∂tξ3;
ξ3 = (∂x − ∂PMLx )ψ;
ξ4 = (∂x − ∂PMLx )(∂xψ + ξ3).
(20)



























h∗ + ξ1 −H∂xu−H∂yv = 0;
Gh = h∗;
Gu+ ∂xh− fv = 0;
Gv + ∂yh+ fu = 0;
Gξ2 = (H − U2)(∂xξ3 + ξ4) + 2U∂tξ3 − f2ξ1;
Gξ1 = ξ2;
ξ3 = (∂x − ∂PMLx )h∗;
ξ4 = (∂x − ∂PMLx )(∂xh∗ + ξ3).
(21)
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with the additional conditions at ξ3 = ξ4 = 0 at x = 0.
The procedure for obtaining a vertical PML is very similar to the one we
have presented for an horizontal layer. The corner PMLs can be then obtained
by applying the PML procedure either to the vertical or to the horizontal layer
and we have chosen the second possibility. It is worth noting that the two ways
does not lead to same equations in the corner, therefore we can not guarantee
that the corner layers are perfectly matched with the vertical layers. However,
in all the experiments we have made, we did not notice any reflections at the
interface between these layers.
5.2. Discretization of the equations
Systems (18) and (2) are solved using a finite difference scheme based on a
regular staggered grid of space step ∆x = ∆y with a time step ∆t. The un-
knowns h, h∗, ξ1 and ξ2 and ξ4 are computed on each point (xi, yj) = (i∆x, j∆x)
of the grid . u and ξ3 (resp. v) are computed at points (xi+1/2, yj) = ((i +
1/2)∆x, j∆x) (resp. (xi, yj+1/2) = (i∆x, (j + 1/2)∆x)). All these unknowns
are computed at times tn = n∆t. The operators G and ∂t +V ∂y are discretized
by a classical first-order upwind scheme (we suppose here that both U and V



































The CFL condition of the scheme is ∆t ≤ 0.3 ∆x√
H
, these value has been computed
experimentaly.
5.3. Numerical results
In the following experiments we have considered a computational domain
D = [0 ; 10H] × [0 ; 10H], and a PML of width δ = 2.5H, inside away from the
boundary of D in section 2. At the ends of the layers, we have to impose a trans-
parent condition for the vorticity waves. Let us recall that these waves satisfy
∂xu + ∂yv = 0, or, from the first equation of (2), Gh = 0, which is a classical
transport equation. Moreover, the condition Gh = 0 on the outflow boundary
can be easily imposed thanks to (22). At the inflow boundary, the condition
h = 0 should be sufficient, nevertheless, the discretization of the equations cre-
ates an artificial vorticity mode, which has the same speed as the physical one,
but in the opposite direction. This mode has a very small amplitude compared
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to the physical mode, but its reflection at the inflow boundary can produce
numerical instabilities and we have chosen to absorb it by imposing an “inverse
transport condition” (i.e. (∂t −U∂x −V ∂y)h = 0) instead of h = 0 at the inflow






with β = 2. The damping σm has been chosen empirically equal to 20. To
validate our method, we have compared our results to the ones obtained on a
larger computational domain Dref = [0 ; 50H] × [0 ; 50H]. We have calculated
the relative error in time for an oblique uniform mean flow near the upper corner
(two points inside the free region away from the interface). Full initial condi-
tions for the shallow water equations are tested with radial Gaussian pulses as
follows (cf. [9]):

























where A denotes the amplitude, (x0, y0) is the center of the pulse and R its
radius. We have set A = 0.1, (x0, y0) = (5H, 5H), and R = H/6. We have
tested four values: 1, 10, 100 and 1000 for the characteristic depth H. We
consider an oblique mean flow such that U = V ≥ 0 (orientation of 45 degrees)
and for each value of H, we have tested two values of the Froude number F =√
U2 + V 2/
√
H = 0.2 and 0.6 and we have set f = 1/
√
H. With this choice
of parameter, the Rossby radius rE =
√
H/f is simply equal to H. The space
step is ∆x = 0.05H and the time step is chosen accordingly to the above CFL
condition. The results are reported in figures 1–11. We can observe that the
maximum error is obtained when long waves are predominant which corresponds
to low Rossby radius rE = 1. For the other values of rE , the dynamic is
dominated by short waves and the results are better. Let us however remark
that, whatever the value of rE is, the relative errors are always below 0.02%.
We also have tested the model for parallel mean flow and we have obtained
satisfactory results as in [10, 9].
Since the non rotating shallow water system is self contained in the new
PML model, we have tested our PML in configuration used by Nataf [1] by
setting f = 0, H = 1 and F = 0.2 (see figures 14 and 15). As we said before,
the two PML are different because of the inversion of the operator G2 + f2,
and our PML may not have been well suited to such problems. However, we
obtained a relative error less than 0.5% with our system, which indicates that
the PML does produce too much spurious reflexion even when f = 0.
To study the long time stability of the method, we have reproduced each of
the above experiments during time intervals 1000 times larger (which represents
about 106 time steps). No instability was observed for various cases, which
numerically proves the long-time stability of the method. The theoretical study
13
of the stability is a work in progress and will be the object of a forthcoming
paper.
Figure 1: Height potential contours at
Rossby radius rE = 1000 and Froude number
Fr = 0.2 flow.
Figure 2: Advective component of the height
potential contours at Rossby radius rE =
1000 and Froude number F = 0.2 flow.
6. Conclusion
We have constructed a new absorbing layer which is perfectly matched to
the linearized shallow water system. The construction process is applied to
a second-order formulation of the equations which allows one to uncouple the
height of water from the velocity field. By this way, only waves that can pro-
duce reflections at the interface between the physical domain and the absorbing
one are damped. Then we have rewritten the PML equations as a first-order
system by introducing auxiliary unknowns and numerical investigations have
been developed on the first-order formulation. The numerical results allowed
us to assess the performance of the PML condition which is efficient and seems
to be stable for long time simulation. The analysis of stability of the new PML
system is a current work and we aim at proving that the PML condition does
not produce long time unstabilities.
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Figure 3: Reference and pml solutions vs. time near the upper corner at Rossby radius
rE = 1000 and Froude number F = 0.2 flow.
Figure 4: Relative error on h and Gh vs. time
at Rossby radius rE = 1000 and Froude num-
ber F = 0.2 flow (the vortex passes without
absorption).
Figure 5: Relative error on u and v vs. time
at Rossby radius rE = 1000 and Froude num-
ber F = 0.2 flow.
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Figure 6: Height potential contours at Rossby radius rE = 1 and Froude number F = 0.2
flow.
Figure 7: Relative error on h and Gh vs. time
at Rossby radius rE = 1 and Froude number
F = 0.2 flow.
Figure 8: Relative error on u and v vs. time
at Rossby radius rE = 1 and Froude number
Fr = 0.2 flow.
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Figure 9: Height potential contours at Rossby radius rE = 1000 and Froude number Fr = 0.6
flow.
Figure 10: Relative error on h and Gh vs.
time at Rossby radius rE = 1000 and Froude
number F = 0.6 flow.
Figure 11: Relative error on u and v vs. time
at Rossby radius rE = 1000 and Froude num-
ber Fr = 0.6 flow.
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Figure 12: Relative error on h and Gh vs.
time at Rossby radius rE = 1 and Froude
number F = 0.6 flow.
Figure 13: Relative error on u and v vs. time
at Rossby radius rE = 1 and Froude number
F = 0.6 flow.
Figure 14: Relative error on h and Gh vs.
time for the non rotating sw-equations at f =
0, and Froude number F = 0.2 flow
Figure 15: Relative error on u and v vs. time
for the non rotating sw-equations at f = 0,
and Froude number F = 0.2 flow.
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