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Abstract: 
    Modeling of fluid flow, heat transfer and reaction in fixed beds is an essential part of their 
design. This is especially critical for highly endothermic reactions in low tube-to-particle diameter 
ratio (N) tubes, such as methane steam reforming (MSR) and alkane dehydrogenation as two 
important commercial reactions.  
    The modeling of fixed bed reaction is available in literatures with lots of assumptions. 
However, there is a need for implementing the reaction conditions with diffusion aspects on a real 
fixed bed reactor without assuming any pseudo conditions. 
Computational fluid dynamics (CFD) has been found as a suitable tool by many researchers to 
simulate fixed beds.  CFD can simulate complex geometry of randomly-packed tubes, and 
provides us with more fundamental understanding of the transport and reaction phenomena in 
reactor tubes. CFD can be used to obtain detailed three-dimensional velocity, species and 
temperature fields that are needed to improve engineering approaches. 
    Previously, the geometry of 120-degree wall segment (WS) of the whole reactor tube has been 
studied in our group. Previous works have introduced the coupling of gas flow and resolved 
species and temperature gradients inside pellets by CFD for methane steam reforming (MSR) and 
propane dehydrogenation (PDH) without considering deactivation. 
    The deactivation of catalysts due to carbon formation is an important problem in industry, such 
as steam reforming and the catalytic dehydrogenation of alkanes, which are both strongly 
endothermic reactions. Many researches were carried out to study the effect of carbon formation 
and catalyst deactivation on the reactor performance. The local carbon deposition on catalysts can 
cause particle breakage and strongly decrease reaction rates. Catalyst deactivation in heated tubes 
removes the heat sink and can result in local hot spots that weaken the reactor tube. This is 
particularly a problem for a low tube-to-particle diameter ratio fixed bed reactor. 
    A 3D resolved CFD model simulation was used to study the local details of carbon deposition 
in which the reactions and deactivation take place inside the catalytic solid particles. CFD 
simulations of flow, heat transfer, diffusion and reaction were carried out using the commercial 
CFD code FLUENT/ANSYS 6.3 in a 3D 120-degree periodic wall segment with N=4. The mesh 
used boundary layer prism cells at both the inside and outside particle surfaces and at the tube 
wall. These reactions were represented in the solid particles using user-defined scalars to mimic 
species transport and reaction, with user-defined functions supplying reaction rates. Diffusion in 
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the particles was modeled by Fick's law using an effective diffusivity, given by Hite and Jackson's 
approximation of the Dusty Gas Model. The transient developments of particle internal gradients 
and carbon accumulation have been studied for the early stages of deactivation. Carbon 
concentration is initially strongest close to the surface and in the high temperature regions of the 
catalysts and affected by the wall heat flux. Deactivation of the endothermic reactions causes a 
slow increase in the average catalyst temperature. 
    The second stage of the research was the verification of our CFD reaction model with 
experimental data under reacting conditions.  The highly endothermic commercial methane steam 
reforming (MSR) reaction was studied experimentally in a fixed bed reactor. The temperature 
contributions inside catalyst particles were measured. The MSR reaction showed strong effects on 
the temperature profile along the reactor. Then, a CFD model was used to predict temperature 
profiles under MSR reaction conditions. Comparison of CFD and experimental data showed very 
good qualitative as well as quantitative agreement for temperature inside catalyst particles at 
different inlet gas temperatures. 
     The last stage was to develop a fundamental energy equation without introducing new 
adjustable parameters to study heat transfer in fixed beds. In the past, many investigations have 
been carried out to simulate the heat transfer in fixed bed reactors by using kr (effective thermal 
conductivity) and hw (heat transfer coefficient). But the classical model with kr and hw cannot give 
a correct T(r) near tube wall, where deactivation is strongest. Therefore we need a better model 
which can represent the near wall heat transfer more accurate.  CFD modeling was used to 
develop pseudo-continuum model for T(r) using Vr(r,z) and Vz(r). To get better temperature at the 
wall vicinity close to the physical reality. In this model radial thermal conductivity was obtained 
from Zehner-Schlünder model. The convection heat transfer was calculated in the 2D flow fluid 
from the CFD run. Results were obtained for Reynolds numbers in the range 240–1900. The 
accuracy of the new model has been validated by analytical solution. The temperature calculated 
by the new velocity field pseudohomogenous energy equation showed reasonable quantitative 
agreement with values predicted by the CFD model. 
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1-Introduction 
1-1 Problem statement  
Fixed bed reactors are extensively used in the chemical, environmental and technological 
processes. Fixed bed reactors are preferred because of their simpler technology and ease of 
operation. In the chemical industries, fixed bed reactors can be found in different applications.  
In the fixed bed reactors, reactions take place in the catalyst particles which are placed inside the 
reactor columns. The heat transfer occurred from the wall of the reactor, the feed is given from 
one end of the column and products are obtained from the opposite end. Pressure drop is one of 
the main challenges for fixed bed and is dependent on the shape, numbers and structure of 
particles. 
To design fixed bed reactors, an accurate model is required to obtain application of different 
physical and chemical processes taking place in the reactor. Conventional packed bed reactor 
modeling involves several simplifying assumptions, such as the disregard of actual bed structure 
in pseudo-continuum approaches, the utilization of correlation-based effective transport 
parameters which lump disparate transport phenomena, and reduction of the true three-
dimensional velocity field to a one-dimensional (sometimes position-dependent) velocity 
component. When the rate of reaction is inhibited by diffusion limitations inside the catalyst 
pellet, the source terms in the tube-scale balances use effectiveness factors based on single 
particle models with uniform catalyst pellet surroundings. These simplifications have been 
motivated by a desire to reduce the dimensionality and complexity of the governing equations, 
and by the difficulty of addressing the (semi-) random complex structure of the packed tubes. The 
problem with such simplifying assumptions is that local phenomena, resulting from subtle 
changes such as catalyst pellet design, are averaged out. The challenge we address here is to 
develop a better understanding of the local interactions between flow patterns, species pellet 
diffusion, thermal gradients and catalytic reaction. 
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Computational fluid dynamics (CFD) can provide us with detailed information on flow, heat and 
mass transfer processes. This is a great advantage over traditional methods of obtaining flow and 
heat transfer data in fixed beds which are usually limited to a few sampling points. 
Earlier studies showed that CFD is an accurate and reliable method to be used and provide 
truthful results in low tube to particle diameter ratio (N) fixed beds (Nijemeisland and Dixon, 
2001; Taskin et al., 2010). 
As fixed bed reactors are usually filled by catalysts, the deactivation of catalysts is an important 
challenge in many processes, such as steam reforming and catalytic dehydrogenation of alkenes. 
The local carbon laydown can cause particle breakage or strongly decrease reaction rates, both of 
which remove the heat sink and lead to local hot spots and reactor tube failure. This is especially a 
problem for reactors with a low tube-to-particle diameter ratio (N), where a large fraction of the 
catalyst particles are located next to the heated tube wall. Therefore, catalyst deactivation could be 
a costly problem and the consequences of it, may cost billions of dollars each year in industry.  
Regarding the above information, one of the main objectives in this research is to use CFD 
simulation to study carbon formation and catalyst deactivation of dehydrogenation of propane to 
propene and methane steam reforming reaction, as two well-known commercial processes in 
industry. 
In addition, our CFD model needs to be validated with experimental results under reacting 
conditions to understand the accuracy of our reacting model. The strongly endothermic 
commercial methane steam reforming (MSR) reaction was selected to be studied experimentally 
in a low N fixed bed reactor for this purpose.  
Finally, a new heat transfer model based on fundamental energy equation need to be developed to 
predict the heat transfer near the wall vicinity (where the deactivation is strongest) more accurate 
compare to the classical pseudo-continuum heat transfer simulations. The aim is to obtain models 
suitable for industrial application, that include better representations of heat transfer in fixed beds, 
without introducing any new adjustable parameters.  
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1.2 Introduction to low N fixed beds 
Low tube to particle diameter ratio (N) fixed bed reactors are commonly used in the chemical industry 
for extremely endothermic and exothermic reactions due to the better heat transfer. Low N fixed bed 
reactors are combinations of small tube and large particles inside the tube.  Low tube to particle 
diameter ratio in fixed bed has two big advantages; firstly, in the slim tube heat can supply more 
efficiently through the tube wall, secondly, larger particles make lower pressure drop compared to the 
small particles.  
The reactions take place on the surfaces and inside catalyst particles in the fixed beds. In fixed bed 
tube reactors heat is removed (or added) through the tube wall from a surrounding heat fluid. Heat 
transfer in fixed beds occurs with convection, conduction and radiation heat transfer mechanisms. The 
fluid around particles transfers heat into/from tube wall to the particles with convection mechanism. 
The conduction heat transfers between particles and tube wall and particles to particles improve the 
heat distribution in the radial and axial direction. The radiation heat transfer happens at high wall 
temperatures.  The heat transfer resistance through the particles and fluid inside the bed can be 
described by the effective radial thermal conductivity kr, which lumps together all heat transfer 
mechanisms. The extra resistance near the wall, causing a temperature jump in the wall vicinity, is 
described by the wall heat transfer coefficient, hw, in the following relation: 
Qr=hw(Tw-T)                            (1.1) 
                        
 
Figure 1- 1; heat transfer mechanism and boundary layer effects in fixed bed 
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It is well-established that near the wall of a fixed bed there is an increase in resistance to radial 
heat transfer. The heat transfer mechanisms in a fixed bed column and the boundary layer effects 
on the heat transfer at the wall vicinity are presented in Figure 1.1.  
In the past, many researches have been carried out to simulate the heat transfer in fixed bed 
reactors by using kr and hw. Most models for kr and hw are based on a direct correlation with Re 
and N. 
Low N fixed bed reactors are used for highly endothermic reactions such as ammonia production 
and methanol synthesis. However, because of small diameter of the tubes to have enough flow 
rates of feeds, several of tubes should be installed in parallel. These multi-tubular reactors are 
used in steam reforming reactions as well as ethylene oxidation, alkenes dehydrogenation and 
maleic anhydride formation. Figure 1.2 shows steam reformer, several burners located between 
each row to supply the heat flux for the endothermic reactions. The hot bands clearly can be seen 
at the surface of the tubes. This could be due to the local deactivation or flow channeling inside 
the tubes.  
 
 
Figure 1- 2; top-fired methane Steam reformer (Dixon, Nijemeisland, & Stitt, 2006) 
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(1.2) (1.3)
1.3 Introduction to propane dehydrogenation 
The direct dehydrogenation of alkanes to alkenes has been developed and studied since the early 
1930s. In particular, the dehydrogenation of propane to propene is becoming a commercial 
reaction of growing importance, due to the world demand for propene monomer as one of the 
building blocks for numerous chemical products such as; polypropene, acrylonitrile, propylene 
oxide, cumene, phenol, isopropylic alcohol and acrylic acid (Frey, F. E.; Huppke W. F., 1933).  
 
There are several methods to produce propene from propane such as dehydrogenation, oxidative 
dehydrogenation, membrane reactors, steam cracking and fluid catalytic cracking. Traditionally, 
propene has been mainly produced as an ethylene byproduct in steam cracking (~75% in 1998), 
fluid catalytic cracking units (~24%), and only 1% by on-purpose PDH manufacture in last two 
decades. This picture has changed over the last ten years due to the more rapidly developing 
market for polypropene, compared to the market for ethylene derivatives, with stricter 
environmental regulations. This has increased interest in catalytic processes for propane 
dehydrogenation to propene, as an economically attractive alternative (Resasco and Haller, 1994).  
A major problem for the propane dehydrogenation reaction is the fast deactivation of the catalyst 
by coke formation, spurring interest in different concepts to enable periodic regeneration of the 
catalyst by oxidation. Further difficulties are the highly endothermic nature of the reactions, and 
the equilibrium limitations that require operation at high temperatures (800-950 K) and at pressure 
close to atmospheric. 
Propane dehydrogenation is a highly endothermic (ΔH=-124 kJ.mol-1) and equilibrium limited 
reaction. The reaction and rate expression of PDH reaction is as following: 
  
 
The undesirable coke formation reactions are associated with the main reaction (PDH reaction). 
Coke is rapidly formed at high temperature which is less than an hour at 874 K. Platinum/alumina 
(Pt/Al2O3) and chromia/alumina (Cr2O3/Al2O3) are the two types of catalysts which are usually 
used in industry for this process. Coking causes catalyst deactivation and this decreases catalyst 
selectivity and performance. The two carbon formation reactions are presented:  
26383 HHCHC  )
.
( 28331 Ke
CC
Ckr HHC1.124  molkJH
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(1.6) (1.7)
(1.8)
(1.9)
(1.10)
 
 
 
The numerical values for pre-exponential factors and equilibrium factor are listed in appendix A. 
 
1.4 Introduction to methane steam reforming 
Steam reforming of methane is one of the most important processes to produce hydrogen and 
synthesis gas in industry. Nowadays the increased availability of natural gas has resulted to use it 
as the main feedstock for steam reforming reactions. Synthesis gas is used as a source for 
hydrogen production for the Fischer-Tropsch processes, and methanol or ammonia synthesis (Stitt 
E. H. 2005). 
The high demand of heat for the strongly endothermic steam reforming reactions is the main 
problem in this process and may damage reactor tube and reduce the tube life. Another problem is 
the equilibrium limitation of the steam reforming reaction which affects reactor conversion 
(Pedernera et al., 2003). 
The highly endothermic reactions of steam reforming take place in a shell and tube design reactor. 
Because of the endothermic nature of the reactions heat flux energy is applied around the tube by 
the fired burner. The three main reactions of steam reforming are: 
 
r1:   
r2:  
r3:  
 
Although, water gas shift (r2) is a slightly exothermic reaction but the overall reactions are 
strongly endothermic.  
These reactions are usually occurring over a catalyst promoted with potassium in order to limit the 
coke formation. In this work industrial typical inlet conditions that were obtained by Johnson 
283 43 HCHC 
483 2CHCHC 
1.104  molkJH
1.6.4  molkJH
83
.22 HCCkr 
83
.33 HCCkr 
224 3HCOOHCH 
222 HCOOHCO 
2224 42 HCOOHCH 
)/(1.2061 molkJH 
)/(15.412 molkJH 
)/(9.1643 molkJH 
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Matthey have been used. The inlet conditions used for this study are a pressure of 21.59 bars and 
a temperature of 824.15K. The Xu and Froment (1989a) kinetic on a Ni/MgAl2O4 catalyst 
(equation 1.11 to 1.14) expressions for MSR reactions was used in our CFD model as following: 
 
 
 
 
 
 
Where;  
 
 
The reaction rate and equilibrium constants in the rate expressions were defined with Arrhenius 
and van’t Hoff equations: 
 
   (1.15) 
   (1.16) 
 
The numerical values for pre-exponential factors and activation energy are listed in appendix A. 
The MSR main reactions include of 3 reactions, the reaction 1.10 is not independed and is a 
combination of reaction 1.8 and 1.9. Xu and Froment (1989) used this assumption to find their 
kinetic based on the 3 main reactions. 
The 3 important undesirable carbon formation reactions for MSR are given by these reactions: 
r4:                 (1.17) 
(1.13) 
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r5:                 (1.18) 
r6:                 (1.19) 
 
The carbon formation reactions are reversible reactions for MSR. Therefore to prevent carbon 
formation in industry, typically steam is used in the inlet feed to encourage the carbon reaction 
rates to proceed  backward. The net rate of carbon accumulation has been calculated by kinetic 
equations for carbon formation derived by Snoeck and Froment (2002). The reaction rate is as 
below:    
 
    (1.20) 
 
    (1.21) 
                (1.22) 
    (1.23) 
 
Table 1 in appendix B represents the rate and adsorption coefficients over ICI 46-9S (2%wt K2O) 
catalyst. The Xu and Froment (1989) kinetic was chosen for MSR main reactions in this work, 
because the carbon formation kinetic was derived by Soenck and Froment (2002) in a same group. 
 
1.5 Introduction to deactivation: 
The deactivation of catalysts is an important problem in many processes, such as steam reforming 
and the catalytic dehydrogenation of alkanes, which feature highly endothermic reactions. The 
local carbon laydown can cause particle breakage or strongly decrease reaction rates, both of 
which remove the heat sink and lead to local hot spots and reactor tube failure. This is especially a 
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problem for reactors with a low tube-to-particle diameter ratio (N), where a large fraction of the 
catalyst particles are located next to the heated tube wall. 
 
Catalyst deactivation is a result of a number of undesirable chemical and physical changes. The 
causes of deactivation are divided to 3 categories: chemical, thermal and mechanical 
(Bartholomew 2001). Deactivation can occur by a number of different mechanisms. These are 
commonly divided into 3 classes, namely (Butt et al. 1984): 
 
1- Poisoning 
2- Sintering  
3- Fouling (coking) 
 
Poisoning is a name which has been applied to all forms of catalyst deactivation in the past. 
Poisoning is an adsorption of the poison on the active sites of the catalyst due to chemical 
reaction. It should be notice that poisoning is not always undesirable in some cases it may be 
applied to enhance desirable reaction and while inhibiting an undesirable one (R. Hughes, 2001 
and Butt et al. 1984). 
 
Sintering is physical rather than chemical in nature with loss of the catalyst active area when the 
catalyst is operated in a high temperature condition. Sintering may happen both in the supported 
metal catalyst and unsupported material such as zeolites. Usually active surface will be lost 
because of agglomeration of small metal into larger ones with smaller surface to volume ratios. 
 
Fouling is a kind of catalyst deactivation which may be either physical or chemical in nature. The 
most common cause of fouling is coke formation from reactions involving hydrocarbon 
molecules. Coke formation may take place by several forms and different mechanism. If the 
temperature is high the carbon formation reaction may happen in the gas phase and deposition of 
the carbon can occur on the surface of the catalyst. At the lower temperatures coke is usually 
formed on the surface of the catalyst directly. Figure 1.3 illustrates carbon formation on the 
surface of the Ni/Alumina catalyst in the steam reforming reaction. 
10 
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(1.27)
 
 
Figure 1- 3; carbon formation on the surface of the Ni/Alumina catalyst (Source: Johnson Matthey Catalyst) 
 
The carbon formation can occur because of several reasons; unwanted side reactions, catalyst 
damage, low activity of catalyst (due to end of the life of catalyst, poisoning or wrong catalyst in 
the process), low steam to carbon ratio either during transient or normal operation condition and 
poor catalyst heat transfer. The three main reactions for carbon formation are the following 
reactions: 
 
1- Hydrocarbon cracking / decomposition 
 
 
(Favored at high temperature)  
2- Boudouard carbon formation 
 
(Favored at low temperature) 
3- CO reduction 
 
 
Coke formation may cause undesirable situations in the fixed-bed process such as; (1) breakage of 
catalyst which may increase pressure drop, (2) loss of activity and heat transfer that may increase 
process gas temperature and (3) hot bands (for strong endothermic reactions with heated tube 
wall) which may increase outside tube wall temperature and reduce tube life. Figure 1.4(a) and 1-
4(b) present a Ni/Alumina catalyst pellet before and after methane steam reaction. In Figure 1-
4(a) the surface of the fresh catalyst is gray, but in Figure 1.4(b) carbon accumulated on the 
4 2
2
2
( )
2n m
CH C H
mC H nC H non reversible
 
  
22 COCCO 
OHCHCO 22 
(1.24)
(1.25)
(1.26)
11 
 
 
Introduction 
surface of the catalyst and changed the surface color to the black. The deposited carbon on the 
surface of catalyst caused deactivation of the catalyst pellet. 
 
 
(a)  Before reaction 
 
 
(b) After reaction 
Figure 1- 4; (a) a Ni/Alumina catalyst before and (b) after methane steam reforming reaction 
 
 
1.6 Simulation of low N fixed bed reactors 
The analysis of fluid flow, heat and mass transfer processes and coupled chemical conversion in 
fixed bed reactors is an area that has received a great deal of attention from reaction engineers. 
Conventional packed bed reactor modeling involves several simplifying assumptions. The most 
basic model, used in most studies, is the pseudohomogeneous one dimensional model, which 
considers transport by plug flow in the axial direction. If radial direction has to be accounted, then 
the model becomes two dimensional. The continuity equation for a single reaction and steady 
state, and the energy equation can be written as follows: 
 
   (1.28) 
 
   (1.29) 
e
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is the effective diffusion in the radial direction for superficial flow velocity. Similarly,
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For the solid phase in a two dimensional heterogeneous model for the solid phase, there are two 
addition continuity equations as: 
   (1.30) 
 
  (1.31) 
 
eD  and 
e
k  present pellet effective diffusivity and thermal conductivity respectively. The particle 
density is given by B  (Froment and Bishoff, 1990). All these types of equations can simulate the 
flow, heat and mass transfer by certain assumptions and different numerical methods for fixed-
bed reactors. When the rate of reaction is inhibited by diffusion limitations inside the catalyst 
pellet, the source terms in the tube-scale balances use effectiveness factors based on single 
particle models with uniform catalyst pellet surroundings. These simplifications have been 
motivated by a desire to reduce the dimensionality and complexity of the governing equations, 
and by the difficulty of addressing the (semi-) random complex structure of the packed tubes. The 
problem with such simplifying assumptions is that local phenomena, resulting from subtle 
changes such as catalyst pellet design, are averaged out.  Then we have to develop a better 
understanding of the local interactions between flow patterns, species pellet diffusion, thermal 
gradients and catalytic reaction. 
Computational fluid dynamics (CFD) has been found as a suitable tool by many researchers to 
simulate fixed beds.  CFD can simulate complex geometry of randomly-packed tubes, and 
provides us with more fundamental understanding of the transport and reaction phenomena in 
reactor tubes. CFD can be used to obtain detailed three-dimensional velocity, species and 
temperature fields that are needed to improve engineering approaches. Frequently, CFD can be 
used to investigate situations that are not amenable to experimental measurement. In the present 
work, the focus is on the development and use of CFD to obtain better understanding of the 
effects of local flow, heat and mass transfer and reaction in cylindrical catalyst pellets, on rates of 
catalyst deactivation.  
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In this research, we tried to develop methods to use CFD simulations in which reactions take 
place inside the catalytic solid particles in a 3D model with special study on heat transfer, reaction 
and catalyst deactivation. Test systems will be different shapes of particles (such as; spheres, full 
cylinders, 1-hole cylinders, 4-hole cylinders etc), with tube-to-particle diameter ratio in the range 
3≤ N ≤ 10. This range of N is the important one for practical purposes, when heat transfer is a 
prime consideration. Our approach enhanced and modified an existing commercial code, such as 
FLUENT/ANSYS, through the user defined functions.  
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2. Literature 
 
Fixed bed reactors have a wide range of application in the chemical process industry. A 
description of fixed beds should include a model for fluid flow, mass and heat transfer and 
convergence of  the reactor,  also this model should present inter and intra  catalyst particles 
phenomena.  
Usually experimental correlations are used for the description of these processes inside fixed 
beds. The small-scale of the packing in a large tube allows for a great deal of averaging of flow 
patterns. The experimentally determined model parameters can be found with averaging of the 
flow, temperature profiles over diameter of the bed inside the tube. But when the tube to particle 
diameter ratio (N) decreases, the void space distribution cannot be assumed as continuous space.    
 
2.1 Deactivation modeling of catalytic reactor  
Deactivation of catalyst as a major problem for hydrocarbon reactions such as steam reforming 
and the catalytic dehydrogenation of alkanes which feature highly endothermic reactions have 
received a great deal of attention from reaction researchers. The local carbon laydown can cause 
particle breakage or strongly decrease reaction rates, both of which remove the heat sink and lead 
to local hot spots and reactor tube failure. 
 
Stitt and Jackson (1999) studied deactivation of propane dehydrogenation. They described an 
experimental measurement and modeling of the kinetics of deactivation for PDH. The kinetic 
model was derived from pseudo-reactions regarding parameters for deactivation studied. The 
results showed that carbon formation is strongest at the front of the reactor where the feed 
concentration is highest. The molar percentage of the propane would increase at the outlet of the 
bed due to deactivation of catalysts with time and reaction rates were decreased by increasing the 
carbon formation. 
Snoeck et al. (2003) presented a linear work on simulation of carbon formation based on their 
kinetic models (Xu and Froment 1989; Snoeck and Froment 2002). They studied the risk of 
carbon formation, thermodynamic and criteria comparison for different catalysts in methane 
15 
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steam reforming reaction. Their results showed that due to consumption of the hydrogen by 
reverse water gas shift reaction, the addition of CO2 causes of higher risk for carbon formation, 
and a low catalyst activity leads to higher risk of carbon formation by methane cracking, 
significantly at the surface of the catalysts. Snoeck et al. observed a strong decrease of carbon 
formation by adding alkali to reforming catalysts rate in their model. 
Chen et al. (2004) investigated catalyst deactivation of steam reforming of higher hydrocarbons in 
a membrane reformer by using mathematical models. Carbon deposition was on the nickel 
catalysts in the model. Their results showed that the reformer has high tendency for carbon 
formation at low steam to carbon feed ratio (<1.4 mol/mol).  They came to this conclusion that 
catalyst activity would decrease when steam to carbon ratio decreased, reaction temperature 
increased and operating pressure increased. From their simulation and industrial/ experimental 
data, they came to the result that the critical steam to carbon feed ratio for the case with a 
hydrogen selective membrane are smaller than case without a hydrogen selective membrane.  
Kinetic evaluation of carbon formation in a membrane reactor for methane reforming was studied 
by Pedernera et al. (2007).  They studied steady state condition of one-dimensional and 
heterogeneous steam reforming membrane reactor. Their model presented that higher CO2 content 
in the feed and increased of the reaction temperature leaded to increase of carbon formation in 
both fixed-bed and membrane reactor. In addition carbon deposition rate was very sensitive to the 
hydrogen removal and would increase significantly by low concentration of hydrogen.  
 
2.2 Heat Transfer in Fixed beds 
Heat transfer in fixed beds is an important subject for the reactor engineer because fixed beds are 
widely used in the chemical industry, as reactors, thermal storage devices and contacting units for 
adsorption and absorption (Derkx and Dixon 1997). The heat transfer from the tube wall (hot or 
cold) to the beds has a big resistance in the wall. A large gradient of temperature is in the bed 
which is described by effective radial thermal conductivity, kr. But there is a big jump for 
temperature profile close to the tube wall due to a significant resistance which cannot be described 
by kr and in the literature it was named as hw, wall heat transfer coefficient (Vortmeyer and 
Haidegger 1991; Coberly and Marshal 1951). 
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In the past, lots of researches have been carried out to simulate the heat transfer in fixed bed 
reactors by using kr/kf and hw. Most models for kr/kf and hw are based on a direct correlation with 
Re and N. Although most models seem to predict kr/kf very well, but there is a lot of problem still 
exists to predict hw (Logtenberg and Dixon, 1998; Dixon, 1996).  
 
Many researches about heat transfer in fixed beds have been carried out with assumption of 
pseudohomogeneous for single phase models or two-phase heterogeneous models. The single 
pseudohomogeneous phase model was a popular approach for steady state simulation, it 
represents a single fluid flow phase and a constant axial velocity field (plug-flow) with a lumped 
heat transfer mechanism into the other effective parameters (Dommeti et al., 1999). 
Over the past 70 years many modeling and experimental investigations have been made to find 
correlations to predict effective heat transfer parameters in fixed beds.  Winterberg et al. (2000) 
investigated the change of local superficial velocity and porosity as a function of radius in fixed-
beds. They used the pseudohomogeneous model to simulate heat and mass transfer as a function 
of radial position, both included adjustable parameters. They used complicated mathematical 
theory to obtain effective radial heat transfer (Winterberg et al., 2000). The equation representing 
effective radial thermal conductivity is seen below: 
(2.1) 
 
(2.2) 
	
ܭ1,h = Constant for effective radial mass dispersion coefficient  
Pe0 = Molecular Péclet number 
 uc = Superficial velocity in the core of the bed  
ݑ 0 = Average superficial velocity 
nh = Exponential constant of heat transport  
ܭ2,h = Constant for effective radial mass dispersion coefficient 
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Smirnov et al. (2000b) obtained a simple model for the effective radial thermal conductivity near 
the wall for fixed beds. They tried to get rid of the sharp steep change of thermal conductivity 
near the wall vicinity, created a linear change in effective thermal conductivity with change in 
radius near the wall. In this model equivalent hydraulic diameter of the packing (deqv) was used 
instead of the diameter of the particle. Smirnov’s simple model (as the following equation) 
showed good agreement with experimental data (Smirnov et al., 2003b). 
 
(2.3) 
(2.4) 
 
ker= Effective thermal conductivity  
ker,core = Effective thermal conductivity in bulk region  
ker,δ = Effective thermal conductivity in near-wall region  
ߜ= ݀݁ݍݒ=	 ସఌ್೐೏௔బሺଵିఌ್೐೏ሻ 
Tsotsas and Schlunder (1990) tried to describe a heat transfer coefficient at the wall for small 
values of Peclet number for fixed bed columns. Freiwald and Paterson (1992) predicted an 
effective radial thermal conductivity and wall heat transfer coefficient for packed bed in the 
absence of chemical reaction from experimental. They explained several models for predicting 
effective radial thermal conductivity and wall heat transfer coefficient of different types of 
particles geometries such as spheres, cylinders and Raschig rings. Brunell et al. (1977), Bey and 
Eigenberger (2001), Demirel et al. (2000), Li and Finlayson (1977), Calderbank and Pogorski 
(1957) presented different correlations to predicting heat transfer coefficient for low fixed bed 
columns.  
The other parameter which helps to understand the heat transfer mechanism in fixed bed is the 
velocity field in the fixed beds. It is too difficult to measure fluid flow inside the bed without 
disturbing the packing arrangement; then many studies carried out to measure radial distributions 
of the axial flow outside the bed. Bey and Eigenberger (1997) measured the axial velocity as 
function of radial positions from different geometry of particles of low N (3.3<N<11) packed bed 
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columns. Their suggested a model based on extended Brinkman equation coupled with the 
Navier–Stokes equations for empty tube flow to predict the velocity in packed bed. They 
introduced an effective viscosity for the bed, to bring computed and experimental velocity profiles 
into agreement. Bey and Eigenberger (2001) tried to use their predicted velocity profiles and 
developed a new wall heat transfer coefficient correlation as below: 
 
(2.5) 
 
Eisfeld and Schnitzlein (2005) proposed a new pseudo-continuous model for a statistically 
described geometry of packed bed to predict the fluid flow. They used a coupling term for 
momentum equation that correspond the fluid and solid interaction. They found that the model 
had a good agreement with correlations and experiments for calculating the pressure drop and 
radial distribution of the axial velocity in the packed beds. 
 
Ziolkowska and Ziolkowski (2005) applied a stochastic approach to model 3D flow field of gas in 
a packed bed tube. They took the bed voidage from literature experimental data and measured 
velocity vectors components. They found a good agreement between their model axial velocity 
profiles and experimental results. 
 
2.3 CFD modeling of fixed beds 
Applications of computational fluid dynamics (CFD) are increasing significantly as computer 
capability has increased recently. CFD can predict more accurate results compare to the classical 
models. The CFD approach and commercial codes such as FLUENT and CFX were used for 
simulation of complex geometries such as fixed beds to understand the 3D details of fluid flow 
and heat transfer inside fixed beds.  
Earlier studies using 3-sphere model (Derkx and Dixon, 1996) were worked as one of the first 
models in 3D model of fixed beds. This study focused on the heat transfer in fixed bed reactor and 
used CFD to obtain parameters such as Nusselt numbers. An 8-sphere bed (Logtenberg and 
Dixon, 1998a; 1998b) was modeled as two layers of four spheres, with a tube-to-particle diameter 
ratio, N = 2.43. More recently, a 10-sphere model, N = 2.68, using contact points between the 
0
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particles and between the particles and the wall (Logtenberg et al., 1999) was developed. This 
research showed flow and heat transfer behavior in detail which cannot be measured in the actual 
experimental setups.  
 
Heat transfer to small groups of catalyst particles was studied by McKenna et al. (1999). They 
used CFD to show the heat-transfer during ethylene polymerization in a gas-phase fixed bed 
reactor. They tried to understand the relative importance of different mechanisms for heat removal 
from growing, highly active particles. They showed that convection is not only removing heat 
from small, highly active particles.  
 
In our research group, with the capability to increase model size as computational capacity 
increased, a 44-sphere model was created with N = 2 (Nijemeisland and Dixon, 2001). This 
specific geometry was used to validate CFD results in fixed beds by comparing radial temperature 
profiles of the simulations with experimental data in the same setup. This work showed that with 
the correct considerations of the limitations of the simulation and experimental setup taken into 
account, both qualitative and quantitative agreement was established between CFD simulation and 
experiments. 
 
Recently other research groups have used Lattice Boltzmann technique for simulation of flow and 
simple reactions in a fixed bed of spheres. The created packing topology is divided in a cubic 
Lattice Boltzmann grid, where individual elements are labeled as solid or fluid regions. A high 
resolution of the grid makes it possible to obtain accurate flow profiles. Recently (Zeiser et al., 
2002, Freund at al., 2003) simple reactions have been added to the simulation, showing in bed 
species profiles. The limitation of the Lattice Boltzmann technique is that it cannot handle energy 
balances as of yet. 
 
Guardo et al. (2005) used 3D computational fluid dynamics simulation to obtain fluid flow and 
heat transfer mechanisms in fixed bed reactors. They used different turbulent model and 
compared them to the obtained correlations to find the most accurate for a packed column of 44 
stacked spheres in a cylindrical container by solving fluid and energy equation in the commercial 
code program, FLUENT 6.0.  They used different correlations for turbulence, pressure drop and 
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heat transfer parameters (Nuw, kr/kf ) to compare them with their results obtained from CFD. The 
studied range of Re number was between 127 and 912. Although Re number values were not so 
high, the authors used all the turbulence methods available in the software; k-ε (standard, 
realizable, RNG), Spalart-Allmaras, and k-ω. Their obtained y+ values were out of the desired 
range. They came to this conclusion that near wall modeling is fundamental to predict accurate 
pressure drop and heat transfer.  They found better results for Spalart-Allmaras method due to the 
fact that, this model uses a coupling between wall functions and damping functions for near wall 
treatment. 
 
Recently, Guardo et al. (2006) considered a single sphere particle to check the mesh sensitivity, 
and compare the CFD predictions with the theoretical solutions. The single particle case was 
studied at wide range of Reynolds number (0.33≤Re≤3300), and for different mesh densities 
Nusselt numbers were calculated and compared to the predictions of Ranz and Marshall 
Correlation. Simulations were carried out by FLUENT 6.2. They investigated the mixed (free 
+forced) convection heat transfer at high pressure. As a result of this study, modified correlations 
were obtained for NuFree and NuForced.  
 
Laguerre et al. (2007) compared two different modeling approaches for free convection heat 
transfer in a packed bed with experimental results. The first approach solved with computational 
fluid dynamics tool (FLUENT) and the second one was pseudo-continuum packed bed modeling 
approach. To solve the contact point problem 1% of particle overlapping based on the diameter 
was applied in CFD modeling. The Darcy-Forchheimer equation was solved to predict the 
superficial velocity in the packed bed modeling. The temperature and velocity profiles and 
contours were compared with experimental results. Finally they suggest with their packed bed 
model based on pseudo-continuum equations, can slove the model in faster than CFD approach. 
But this model cannot predict details of fluid flow and temperature inside the beds, and their 
packed model can be used for thousands of particles They have also stated the limitations of 
packed bed approach as the need of suitable correlations to describe the transport processes for a 
given geometry. 
 
21 
 
 
Literature 
Magnico (2009) tried to predict heat transfer in low tube-to-particle-diameter ratio (N) in fixed 
beds. He used CFD to simulate heat transfer and fluid flow for N=5.96 and 7.8 in a range of low 
Reynolds numbers of 80-160. He used a direct numerical simulation in 3D artificial packing with 
no hydrodynamic assumptions to compute the velocity and temperature. He used several 
macroscopic models (Zehner/Bauer/Hennecke and of Martin/Nilles) in order to show the accuracy 
of his model.  He compared his results with CFD simulation and found out that close to the wall, 
the model did not agree with the CFD simulations due to the thermal sensitivity between the fluid 
and solid phase, and also the thermal boundary layer. 
 
2.4 Simulation of fixed beds with reaction 
A heterogeneous model including coupled chemical reactions and diffusional limitations in 
catalyst particles was derived by Salmi and Warna (1991) for the fixed bed reactors. In their work, 
the pellet and bulk phase equations were solved in sequential manner. They considered different 
diffusion settings such as effective diffusion coefficient approach and Stefan-Maxwell equations, 
for two different reactions: the water-gas shift reaction and the methanol synthesis. They have 
observed that, the two different diffusion settings did not make a major difference for the whole 
reactor. However, the Stefan-Maxwell equations required much more computational effort. 
 
Papageorgiou and Froment (1995) considered pseudohomogeneous and heterogeneous models 
accounting for radial voidage profiles. This was done by coupling the available correlation for 
void fraction and the momentum equations, which were written as the contribution of each phase 
expressed in terms of the voidage of the element. For each reactor model, the set of governing 
equations forms a system of coupled partial differential equations which were discretized by finite 
differences (of second order accuracy) and solved by an iterative procedure. It was found that, 
heterogeneous model provides better insight in terms of reactor behavior and it explicitly accounts 
for the nonuniformity of fixed beds with respect to both. 
 
Froment (2000) generated a model for the conceptual design of new reactor configurations, and 
given its fundamental kinetics basis, for the development of more performing catalysts 
considering the steam and CO2 reforming of natural gas. The diffusional limitations were 
introduced through the modeling using the structure of the catalyst particle and accurate equations 
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for the molecular and Knudsen-diffusivities. Also coke formation was considered because of 
leading to deactivation of catalyst.  
 
By our group (Dixon et al., 2007) intra-particle reaction and gradients were resolved for steam 
reforming regarding WS model with porous spherical packing. The intra-particle effects such as 
conduction, species diffusion and reaction were coupled to realistic 3D external flow and 
temperature fields. It was noticed that, the usual assumption of symmetric species and temperature 
fields inside the pellets holds for particles away from the tube wall, but particles placed in the 
strong temperature gradient near the tube wall show significant deviations. 
 
Recently, Dixon et al. (2010) presented a new method to couple fluid flow in a fixed bed reactor 
to the transport and reaction inside a catalyst particle by using CFD. The particle was modeled as 
solid instead of porous particle for the previous work. Solid particle assumption model has more 
accurate temperature and species profiles. Species transport inside the particle is represented by 
user-defined scalars, and the catalytic reactions are represented by user-defined functions. This 
work was used for the methane steam reforming reaction by using spherical particles in a wall 
segment. 
 
In a more recent work by Taskin et al. (2010) in our group, the interaction between reaction rates, 
conduction, and diffusion inside catalyst particles in a low N fixed bed reactor have been studied. 
Two strongly endothermic reactions were studied by CFD modeling: methane steam reforming 
and propane dehydrogenation. Details of the pellet surface and inside the particle were obtained 
for a near-wall particle. Nonuniform profiles of species and reaction rate with variation were 
observed at the surface of the particles. These results are related to the high temperature gradients 
of particle close to the tube wall, and showed lack of the reactants in regions of flow where 
particles approach each other more closely. 
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3. Computational Fluid Dynamics 
3.1 Introduction:  
CFD modeling is a tool that uses numerical methods algorithms to solve fluid flows, heat transfer 
and mass transfer problems. With improvement of computer power and software capabilities CFD 
can be an accessible and reliable tool in wide range of applications and for complex simulations in 
industry such as; aerospace, petrochemical, automobile and many others.  
 
3.2 Theory: 
Solution in finite volume CFD are obtained by numerically solving a number of balances over a 
large number of control volumes or elements. The numerical solution is obtained by supplying 
boundary conditions to the model boundaries and iteration of an initially guessed solution. 
The balances, dealing with fluid flow, are based on the Navier-Stokes equations for conversation 
of mass and momentum. These equations are modified for each case to solve a specific problem. 
The complete collection of control volumes or element, the mesh, is designed to fill a large-scale 
geometry. 
 
3.3 Fluid flow fundamentals 
The numerical solution of the highly nonlinear mass and momentum conservation equations for 
each control volume is achieved by an iterative solution procedure in order to obtain the solution. 
The generalized balances that are used in FLUENT are the Navier-Stokes equations for 
conservation of mass and momentum. To describe the turbulent features of the flow, additional 
equations can be used. 
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3.4 Navier-Stokes equations 
The general equation used for the conservation of mass (the continuity equation) is defined as 
follows: 
 
                  (3.1)
   
The source term Sm contains the mass added through phase changes or user-defined sources. In 
general, and in the simulations described here, the source term was equal to zero. The equation for 
conservation of momentum in direction i and in a non-accelerating reference frame is given by: 
 
      (3.2) 
 
In this balance P is static pressure ߬௜௝	is the stress tensor, and nonlinear ߩgi is the gravitational 
body force. Fi is an external body forces component; it can include forces from interaction 
between phases, centrifugal forces, and user-defined forces. For single-phase flow through packed 
tubes it is usually zero. The stress tensor ߬௜௝for a Newtonian fluid is defined by: 
 
(3.3) 
 
Here μ is the molecular viscosity; the second term on the right-hand side of the equation is the 
effect of volume dilation. 
 
3.5 Turbulence models 
Fixed-bed reactors should run under turbulent regime in order to improve transportation if the 
Reynolds number is high.  
Two methods have been developed to transform the Navier-Stokes equations. These are Reynolds 
averaging (RANS) and filtering or Large-Eddy simulation (LES). Both methods include 
additional terms in the governing equations that need to be solved. 
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RANS approach is generally adopted for practical engineering calculations, and uses models such 
as ݇ െ ߝ	and its variants, ݇ െ ߱ and its variants, and Reynolds Stress Model (RSM). With RANS 
the solution variables in the Navier-Stokes equations are decomposed into mean,	ݑഥ ௜, and 
fluctuating ݑ௜ᇱ	components, and integrated over an interval of time large compared to the small-
scale fluctuations as shown below: 
 
			ݑ௜ ൌ 	ݑഥ௜ ൅ ݑ௜ᇱ                      (3.4) 
 
When this is applied to the Navier-Stokes equations, the result is: 
      (3.5) 
 
 
The velocities and other solution variables are now represented by Reynolds-averaged values, and 
the effects of turbulence are represented by the “Reynolds stresses”, െߩݑప′ݑఫ′തതതതത	that are modeled by 
the Boussinesq hypothesis: 
 
      (3.6) 
 
 
The k-ߝ turbulence model was developed and described by Launder and Spalding (1972). The 
turbulent viscosity,ߤ௜ is defined in terms of the turbulent kinetic energy, ݇, and its rate of 
dissipation, ߝ. 
 
      (3.7) 
 
The turbulent kinetic energy and its dissipation rate are obtained from the adopted transport 
equations: 
      
      (3.8) 
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      (3.9) 
 
 
In these equations, Gk is the generation of turbulent kinetic energy, k, due to the turbulent stress, 
and is defined by: 
                              
                (3.10) 
 
Gb is the generation of turbulent kinetic energy, k, due to buoyancy: 
    (3.11) 
 
Here, Prt is the turbulent Prandtl number for temperature or enthalpy and ߚ	is the thermal 
expansion coefficient: 
 
    (3.12) 
 
The default values of the constants have been established from experimental work with air and 
water, and have been found to work well for a wide range of wall-bounded and free shear flows 
(Launder and Spalding, 1972).These values are: 
 
C1߳ = 1.44, C2ߝ= 1.92, Cμ = 0.09, ߪ௞  = 1.0, ߪఌ  = 1.3, and Prt= 0.85 
 
3.6 The k- ω model 
 The k-߱  model is a variation of the k-ߝ model. However, the second parameter is changed to ߱ 
which is proportional to the ratio of k and	ߝ. All the results that will be presented here are based 
on this k-߱ model, which is defined by the following equations. 
    (3.13) 
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    (3.14) 
 
Where Gk represents the generation of turbulence kinetic energy, Gw represents the generation of  
г௞ and гఠ represents the effective diffusivity of k and ߱. ௞ܻ and ఠܻ represent the dissipation of k 
and ߱ due to turbulence. ܵ௞ and ܵఠ are source terms. All the parameters can be calculated as 
below: 
The effective diffusivities for the  k-	߱, are described by: 
    (3.15) 
 
    (3.16) 
Where ߪ௞ and ߪఠ are the turbulent Prandtl numbers. The turbulent viscosity, is computed by 
combining k and ߱ as below: 
    (3.17) 
 
ߙ∗ as coefficient damps the turbulent viscosity causing a low Reynolds number correction. It is 
given by: 
    (3.18) 
 
Where	ܴ݁௧ ൌ ఘ௞ఓఠ, ܴ௞ ൌ 6, ߙ଴∗ ൌ
ఉ೔
ଷ , ߚ௜ ൌ 0.072. It can be noticed, in high Reynolds number 
ߙ∗ ൌ * ൌ 1. 
The dissipation of k is given by:  
    (3.19) 
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where; 
    (3.20) 
Where;  
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               (3.21) 
and 
    (3.22) 
    (3.23) 
 
 
 
 
The dissipation of ߱ is given by:  
    (3.24) 
               
    (3.25) 
 
                    (3.26) 
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                (3.29) 
 
The compressibility function, F(Mt), is given by: 
 
    (3.30) 
 
                 (3.31) 
                   (3.32) 
                    (3.33) 
The model constants are as following: 
 
 
 
The k-߱ model is an improvement over the k-ߝ model in it has shown good agreements with flow 
near a wall. However, a refined boundary layers meshing is still required in order to properly 
capture the near wall behavior.  
 
3.7 Energy balance fundamentals 
The flow of thermal energy from or through a medium can be in the forms of conduction, 
convection, and radiation depending on the problem in hand. In packed bed reactor, generally the 
conduction and the convection take place between the flowing fluid, the solid catalyst particles 
and the tube wall. 


  )(1 *
*
t
i
i
i MF





0
2
0
2
00)(
tttt
tt
t MMMM
MM
MF
2
2 2
a
kM t 
25.00 tM
RTa 
8,072.0,09.0,
9
1,52.0,1 *0
*    Ri
0.2,0.2,25.0,5.1,95.2,6 0
*   ktwk MRR
30 
 
 
Computational Fluid Dynamics 
The generalized form of the energy balance equation in the direction of i is as follows: 
                (3.34) 
 
where keff is the effective conductivity (keff = k + kt, where kt is the turbulent thermal Conductivity, 
defined according to the turbulence model being used), and jJ

 is the diffusion flux of species j. 
The first three terms on the right hand side of equation (3.34) represent the energy transfer due to 
the conduction, species diffusion, and viscous dissipation, respectively. Sh includes the heat of 
chemical reaction, or any volumetric heat source that can be defined. In equation (3.34) E is 
defined as: 
 
                (3.35) 
For ideal gases, sensible enthalpy, h, is defined as adding all the terms of multiplied mass 
fractions and enthalpies for each species. In the solid sections, the energy balance equation is 
quite similar to the one given as equation (3.34). 
 
    (3.36) 
 
where k is the thermal conductivity of solid media. 
 
3.8 Species transport equations 
When the conservation equations for chemical species wanted to be solved, the following 
equation can be considered: 
    (3.37) 
 
 
where Ji is the diffusion flux of species i, Ri is the rate of production of species i by chemical 
reaction, and Si is the rate of creation by addition from the dispersed phase plus any user-defined 
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sources. In our work we used user-defined codes to define the reaction, so the Ri term is 
considered in Si term. Yi represents the mass fractions of each species. 
 
For species transport calculations, there are two ways to model the diffusion of chemical species: 
the Fickian diffusion and the full multicomponent diffusion. The full multicomponent diffusion 
model considers Maxwell-Stefan equations to obtain diffusion coefficients, and accordingly the 
diffusive mass flux. Since, this method requires the computation of N2 co-factor determinants of 
size of (N-1)×(N-1), and one determinant of size N×N, where N is the number of chemical 
species, it brings additional computational complexities. Therefore, in our work we have selected 
the Fickian diffusion model.  
 
3.9 Near-wall treatment 
Turbulent flows in fixed bed tubes are strongly influenced by tube wall and surface of the 
packing. The velocity field is affected by the no-slip condition present at the wall. Other effects 
due to wall presence may be involved like the viscous layer close to the wall reduces tangential 
velocities. In the other part of the near-wall region, in contract, turbulence is increased by the 
production of turbulence kinetic energy due to the large gradients in the mean velocity. 
The κ-ε models are valid for the core of turbulent flow, far from walls. Considerations have to be 
taken to model near wall regions. Wall functions are used to bridge the numerical variables of the 
flow core and the wall. In the case of κ-ω models, they have been designed to be valid just as well 
in the core and in the laminar viscous boundary layer. The only requirement is a sufficient fine 
mesh in the near-wall region. 
The near-wall region can be separated into three layers, based on experiment. The first one is the 
innermost layer also called the viscous sublayer, where the flow is almost laminar and the 
molecular viscosity plays a dominant role in momentum and heat and mass transfer. In the 
outermost layer, called the fully-turbulent layer, the flow is fully turbulent. Between these two 
regions exists an intermediate one, where viscous effects and turbulence effects play an equally 
important role. 
Two main approaches are generally used to solve turbulent wall bounded flows. In the first 
approach, the viscous sublayer and the buffer layer are not solved. Semi empirical formulas called 
32 
 
 
Computational Fluid Dynamics 
“wall functions” are used to bridge the turbulent flow to the wall region. Thus it is not necessary 
to modify the turbulence equations to account for the walls. In the second approach, turbulence 
equations are modified to enable the model to solve viscous affected area all the way to the wall. 
The mesh has to be fine enough to give accurate results. The two approaches to the sublayer 
problem are depicted schematically in Figure 3.1 (FLUENT, 2005). 
 
 
Figure 3- 1; near wall treatment (Source: FLUENT, 2005) 
 
 
The standard wall function publication by Launder and Spalding (1974) has been widely used for 
industrial flows. It gives relations between numerical values in the buffer and viscous layer and 
the turbulent core of the flow. The equations are shown below: 
   ** ln1 Ey
k
U                 (3.38) 
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and k and E are universal constants, and Up is the mean velocity at P, the centroid of the cell next 
to the wall, and yp is the distance of point P from the wall. We shall follow the original reference 
and present the wall functions in terms of y* and U*, although the usual notation in the turbulence 
field is to use: 
p
w yy 
                 (3.41)         w
pUU          (3.42) 
When y*>11.225, the equation log law-of-the wall (3.38) is used to calculate the mean velocity. 
When y*<11.225 the laminar stress strain relationship is applied: 
                                                                    (3.43)
  
The parameter y+, which is defined as  is used to separate the different layers in the 
near-wall region. This parameter represents a dimensionless distance from the wall, modified by 
the friction velocity, u, and the fluid viscosity.  
The heat flux to the wall and the wall temperature are related through a wall function: 
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where Tp is the temperature at the cell adjacent to the wall, Tw is the temperature at the wall, "wq is 
the wall heat flux, Prt is the turbulent Prandtl number, Uc is the mean velocity magnitude at the 
edge of the thermal conduction layer and P can be computed using (Lauder and Spalding, 1974): 
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where and A, k and E are universal constants. The species transport can be found as: 
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where Yi is the local species mass fraction, Sct is the turbulent Schmidt number, and Ji,w is the 
diffusion flux of species i at the wall. Here, Pc is calculated in a similar was as P with a difference 
being that the Prandtl numbers are always replaced by the Schmidt numbers. 
 
3.10 Solid particle model 
Since particles were defined as solid in this work, Nsp-1 user-defined scalars k  were defined in 
both the fluid and solid phase, to represent the species mass fraction. Under steady-state 
conditions, the kth scalar in the fluid phase satisfies the equation: 
0).(  kkku                                                                                                                 (3.47) 
for k = 1, 2, ... Nsp - 1, assuming isotropic diffusion. In the solid phase the kth scalar satisfies 
k
Skk   ).(               (3.48) 
where the source term in the right hand side represents production of species k due to the reaction 
in our work. In both phases for the mass fraction sum to unity we have: 
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The solid and solid-phase diffusivity for each species are given by:  
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The fluid diffusivity is the sum of the turbulent and molecular values, and the solid diffusivity is 
an effective Fickian diffusivity derived by Hite and Jackson (1977) from the dusty gas model, and 
is given by 
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where: 
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(3.52) 
This method assume that pressure variation is small inside catalyst particle compare to the fluid 
zone, and diffusion coefficient were assume to be unaffected by the coke formation and 
deactivation of catalyst. The diffusivities for each species in PDH and MSR reactions are 
presented in appendix C by this approximate method.   
To find source/sinks terms inside catalysts particles, a user defined code was created as:  
i
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(3.53) 
where s is the pellet density, ri,j represents the stoichiometric coefficient of component i in the 
reaction j, and Mi is the molecular weight of species i. The heat generation/consumption by the 
reactions was calculated as (where; jH is the heat of reaction j, in J/kmol): 
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4. Deactivation 
4.1 Introduction 
The deactivation of catalyst is an important problem in industry; such as steam reforming and the 
catalytic dehydrogenation of alkanes, which both are strongly endothermic reactions. The local 
carbon deposition on catalyst can cause particle breakage and strongly decrease reaction rates. 
The catalyst may be deactivated by losing active surface area during process; therefore a careful 
control of removing carbon is important.  Catalyst deactivation leads to removal of the heat sink 
and to local hot spots that weaken the reactor tube. This is particularly a problem for a low tube-
to-particle diameter ratio (N) fixed bed reactor, where a large fraction of the catalyst particles are 
located next to the heated tube wall. 
Computational fluid dynamics (CFD) has been reviewed as a suitable tool to simulate packed bed 
tubes. The previous works have introduced the coupling of gas flow and resolved species and 
temperature gradients inside pellets by CFD for steam reforming and propane dehydrogenation 
without considering deactivation (Taskin et al. 2010). In this work, the focus is on using CFD to 
obtain better comprehension of the role of catalyst deactivation on mass and heat transfer and 
reaction of the gas-phase fluid flow around and inside of cylindrical catalyst particles. Steam 
reforming of methane as a significant source of hydrogen production, and propane 
dehydrogenation of propane as a commercial reaction were simulated in CFD to study the 
interaction between flow and reaction/deactivation.  
 
4.2 Geometry 
Industrial application of low N (tube to particle diameter ratio) is in the range of N=3 to 8. 
Nijemeisland and Dixon (2001) start with N=2 in their simulation by CFD, after validation by 
experimental data for heat transfer, they considered N=4 in our group. The pellets position in the 
packed bed has been obtained from actual packing of the pellets.  
Due to the need for a fine mesh, to reduce the size of the actual geometry, advantage of symmetric 
and periodicities were used for the packed bed column.  A 120º wall segment (WS) modeling 
approach was used (Nijemeisland, 2002) to investigate changes in performance for a single 
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particle at the tube wall. The 120° segment is illustrated in Figure 4.1 for the case of equilateral 
full cylinders. The bottom and top surfaces were identical and had periodic flow conditions 
imposed on them, so that a velocity field could be computed that would not be influenced by 
taking an artificial uniform inlet velocity. The side walls of the WS model had symmetry 
conditions imposed on them. For cylindrical particles, this symmetry does not hold, and results 
near the sides of the model will not be realistic.  
 
  
Figure 4- 1; geometry shrinking of a fixed bed reactor (Dixon, Nijemeisland, & Stitt, 2006) 
 
Then one third of the geometry was taken as a wall segment (WS) geometry regarding the 
computational constraints. This assumption has little quantitative influence on the both axial 
velocity and temperature. However, the pressure drop was strongly influenced by this assumption 
due to “squeezing constraint” the symmetrical walls (Taskin, 2007). 
 
Taskin (2007) studied the middle 60° zone of the WS which is presented at Figure 4.2. It was 
shown that flow and heat transfer for the middle 60° of the segment, which contains the test 
particle, were unaffected by the artificial symmetry conditions imposed at the side walls.  
Therefore a full cylinder pellet which is located at the middle 60° of the segment with 45° angle 
which is the case for this study is named as the test particle.  
The near-wall center test particle was the only particle completely in the wall segment. The other 
particles in the geometry were not entirely in the WS model, and they were placed accordingly to 
provide typical surroundings for the test particle. The WS model height was 0.0508 m, the tube 
radius was 0.0508 m and the equilateral cylinder particles were of size 0.0254 m. The particles 
1-1
1-2
1-3
1-4
1-51-6
1-7
1-8
1-9
(a)
120° segment 
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were placed so as to approach each other and the tube wall closely, but did not touch, so no 
reduction in size was necessary to avoid contact points.  
 
 
 
Figure 4- 2; WS study by zones (Taskin, 2007) 
 
4.3 Meshing 
The Figures 4.3(a) and (b) show the mesh and boundary layers applied to the fluid and solid 
zones. The mesh consisted of boundary layer prism cells at both the inside and outside particle 
surfaces and at the tube wall, with tetrahedral cells in the main fluid volume. The prism layers 
were implemented on the tube wall and particle outer surfaces to create a fine enough grid 
structure in the wall-fluid contact regions, to allow the laminar sublayer to be resolved. Additional 
prism layers were introduced on the interior particle surfaces to obtain a finer grid structure to 
capture any steeper temperature and species near the particle surface. The mesh structure for a 
typical particle near a tube wall is shown in Figure 5.3(b). Four prism layers were applied inside 
the particles with the first layer height of 7.6×105 m (0.003 inches) and an increase ratio of 1.2. 
The regions outside the prism layers were meshed by unstructured tetrahedral cells of 7.6x104 m 
(0.03 inches) size for both fluid and particle volumes, giving a total cell count of 1.5 M cells. 
To develop the mesh for cylindrical particles and to test for mesh-independence, a study was 
made of the number and thickness of boundary prism layers on a single full cylinder in a box, at 
30°  60° 30°
Test Particle 
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an angle of 45° to flow. The study was carried out for heat transfer, with heat sinks enabled in the 
test particle. The results showed that the most important factor in computing particle heat transfer 
was a sufficiently thin first layer, to obtain y+ ≤ 1 and that the size of the UNS mesh was of 
secondary importance. An extension of the mesh verification study for pressure drop in the wall 
segment was done and the results confirmed those of the single-particle study in general by 
Taskin et al. (2007), showing that for the wall segment cluster of particles, the pressure drop 
change was sufficiently small if we refined the mesh on the solid surfaces sufficiently to maintain 
y+  1.  
 
 
 
 
 
 
 
Figure 4- 3; (a) prism layer in the pellets and  fluid, (b) prism layer close to the wall of particle and tube 
 
4.4 Computational procedure 
The governing equations of CFD technique described at chapter 3 were solved using the finite 
volume commercial CFD code FLUENT/ANSYS version 6.3. To simulate fixed beds, the 
pressure-based segregated solver was used, with the SIMPLE scheme for pressure-velocity 
Tube 
Pellet 
Fluid
(a) 
(b) 
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coupling. All tests used first-order upwind interpolation for the convection terms; all diffusion 
terms used second-order discretization. The second-order upwind interpolation for the convection 
terms frequently became unstable at the pressure outlet surface, due to the unavoidably large 
amount of recirculation flow there. Under-relaxation factors were usually left at the FLUENT 
default settings, unless some instability was observed in the iterations, when they were 
occasionally reduced. 
The simulations were first run to determine an initial isothermal constant-composition flow 
solution in the segment with periodic top and bottom conditions for the wall segment model. This 
flow field was used subsequently to provide a reasonable non-uniform inlet velocity profile for 
the reacting case in which the wall segment top and bottom were set as velocity inlet and pressure 
outlet boundaries respectively, with the periodic restriction removed. For the reacting case, 
continuity, momentum, energy and species (user-defined scalar) equations were solved, giving 
seven simultaneous PDEs. The flow simulations were not decoupled from the energy and species 
simulations in this work, as we wished to allow the changes in moles and temperature due to 
reaction to have their proper effect on the flow. 
The convergence was monitored by the pressure drop value for the flow runs, and checking the 
energy balance and the reaction rates in the test particle for energy and species simulations, in 
addition to the residuals. Simulations were run on a Sun Microsystems X2200 M2 x64, a 64-bit 
server with two dual-core processors (4 CPU total) at 2.6 GHz each with 8 GB RAM. 
Convergence took from 15,000 to 25,000 iterations, due to the slow diffusion processes occurring 
within the solid particles. Computation times were on the order of 24 hours for 1000 iterations. 
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4.5 Propane dehydrogenation (PDH) 
Propane dehydrogenation has been studied as an important commercial reaction in this work.  
Detailed, fundamental studies of butane dehydrogenation deactivation kinetics over alumina-
supported Cr2O3 are available (Martin el al. 1986; Peña et al. 1993) and similar mechanistic 
models have been developed for propane dehydrogenation over Pt-Al2O3 (van Sint Annaland et 
al. 2001). For propane dehydrogenation over alumina-supported Cr2O3 we have chosen to use the 
simplified kinetic model of Jackson and Stitt (2002) to illustrate our methodology for 
incorporating unsteady catalyst deactivation into CFD simulations. This model has the virtues of 
simplicity and agreement with available experimental data, despite some shortcomings (van Sint 
Annaland 2000) such as: a) all by-products are formed directly from propane, b) a first-order 
deactivation model is used, that assumes carbon deposits originate from propane rather than 
propene, and neglects composition and time dependency of coke formation rates, and c) the model 
neglects the influence of H2 on coke formation rates.  
A major problem is the fast deactivation of the catalyst by coke formation for PDH reaction, 
spurring interest in different concepts to enable periodic regeneration of the catalyst by oxidation. 
Current processes employ either alumina-supported chromia (Lummus/Houdry CATOFINTM 
process, adiabatic fixed beds; BASF/Linde process, parallel tubular fixed beds; 
Snamprogetti/Yarsintez process, interconnected fluidized beds) or alumina-supported platinum 
catalysts (UOP Oleflex process, adiabatic moving beds); the Pt catalysts are often Sn-promoted to 
reduce coking (Phillips STAR process, parallel tubular fixed beds) (Stitt et al. 1999) . Further 
difficulties are the highly endothermic nature of the reaction, and the equilibrium limitations that 
require operation at high temperatures (800 – 950 K) and at pressure close to atmospheric. Some 
novel concepts to manage both the deactivation and the thermal problems include the use of 
membrane reactors (Ziaka et al. 1993), a rotating monolith reactor (Stitt et al. 2001) and a reverse 
flow reactor (van Sint Annaland et al. 2002). To date, the economic and practical problems raised 
by these more sophisticated designs have prevented their commercial implementation. 
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4.5.1 PDH operating conditions and settings 
The PDH reactor conditions and the fluid and solid properties are given in Table 4.1. The inlet 
mole fractions were 0.90 for C3H8, 0.05 for C3H6, and 0.05 for H2. The diffusivities were 
calculated from straight-pore Knudsen and molecular diffusion coefficients (which are available 
at appendix C ) corrected using pellet porosity and tortuosity values of ε = 0.44 and τ =3.54 and 
were relatively high due to the operating pressure of only 1 atm, in the range 2.8 × 10-6 m2/s 
(C3H6) to 1.4×10-5 m2/s (H2).  
The source terms in the solid phase were based on the kinetic model of Jackson and Stitt for 
propane dehydrogenation over Cr2O3/Al2O catalyst. To simplify the model we neglected the 
reactions for the formation of C2 side products, and included the main propene reaction and the 
two reactions that produced coke: 
  C3H8  C3H6 + H2    -ΔH1 = -124.3 kJ/mol                               (4.1) 
 C3H8  3C + 4H2    -ΔH2 = -103.9 kJ/mol                               (4.2)  
 C3H8  C + 2CH4    -ΔH1 =   45.9 kJ/mol mol                         (4.3)  
 
These reactions were represented in the solid particles using user-defined scalars to mimic 
transport and reaction of the four mobile species, with user-defined functions supplying reaction 
rates, the kinetics expressions of the PDH reactions were presented in section1.3. 
 
Table 4- 1; reactor conditions and properties for PDH
Phase Tin qwall [kW/m2] P[kPa]  [kg/m3] pc [J/kg · 
K] 
k[W/m · K]  [Pa · s] 
Fluid 873.15 6.0 101 0.5847 3700.9 0.1210 51097.1 
Solid 873.15  1947 1000 1.0000   
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The steady-state flow solution was obtained for 4030 h-1 Gas Hourly Space Velocity (GHSV), 
which corresponds to a Reynolds number of 143 based on superficial velocity and the particle 
diameter of a sphere of equivalent volume to the cylindrical particle. For this value of Re, laminar 
flow is expected inside a packed tube, and so a turbulence model was unnecessary. The tube wall 
heat flux was adjusted by trial and error in the absence of any definite information, to give an 
essentially zero temperature rise in the fluid, as has been suggested for industrial processes such 
as the BASF/Linde PDH process in a fired multitubular reactor. 
 
4.5.2 Model Validation and isothermal simulations 
In this section isothermal simulations run with a constant temperature of 600 °C are compared to 
the model results of Stitt et al. (1999) which, in turn, were validated by comparison to 
experimental data. Quantitative comparisons between the present computations and those of Stitt 
et al. (1999) for the dehydrogenation of propane over chromia catalysts are problematic, as the 
work of Stitt et al. was for catalyst powder of 0.1 mm in a 1.0-cm diameter microreactor of 
approximately 1.3 cm length, which was scaled up by number of tubes to give GHSV = 4030 h-1. 
For these small pellets, the effectiveness factor was approximately one, i.e., diffusion limitations 
inside the pellet were small or negligible. This is clearly not so for the much larger, commercial-
size pellets of the present study. As a result conversion of propane in our model system is much 
lower and our tube exit compositions much different to the Stitt et al. results. Despite the 
difficulties mentioned above, some qualitative trends can be compared and are shown in Figure 
4.4(b). Values of mole fraction from Stitt et al. (1999) were taken and replotted here in Figure 
4.4(a). At tube exit they were close to equilibrium with a gas composition of 50% propane, 24% 
propene, 24% hydrogen, and 1% methane. Our simulations resulted in 75% propane, 12% each 
propene and hydrogen, and <1% methane. In both studies propane mole fraction was increasing 
slowly with time, due to the decreasing reaction rate with increasing deactivation. The product 
species were decreasing for the same reason. The rates of increase and decrease in the mole 
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fractions were similar in both studies. These qualitative similarities give some limited validation 
to the simulations reported here. 
 
 
(a) 
 
(b) 
Figure 4- 4;comparison of (a) experimental results from Stitt et al. (1999)9 and (b) present CFD results for 
time variation of mole percent in reactor product 
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4.5.3 Propane dehydrogenation results for the fresh catalysts 
Results presented in this part are for inlet PDH conditions of 600°C and 1 atm, with 90% mole 
percentage propane 5% for propene and 5% of hydrogen. Figures 4.5(a) shows temperature 
contours on the surface of the test particle when the catalyst is fresh; the hot spots were located 
close to the tube wall due to the heat flux from the tube wall. Figure 4.5(b) represents the contour 
map of temperature of the test particle. The temperature at the surface of the particles depended 
on the velocity field of the flow around the particles and the reaction heat sources/sinks inside the 
particles. The variation of temperature on the surface of the test particle was around 80°C.  
 
 
(a) 
 
 
(b) 
Figure 4- 5; (a) the 120° wall segment model with cylindrical packing, showing contours of temperature on the 
surface of test particle with fresh catalyst (K), (b) contour map of temperature curved surface of the test 
particle with fresh catalyst (K) 
 
Figure 4.6(a) represents the reaction rate of propane dehydrogenation reaction rate (reaction-1) at 
the surface of the test particle and Figure 4.6(b) shows the contour map of propane 
dehydrogenation reaction rate at the surface of the test particle with fresh catalyst. The reaction 
rate was following the temperature profile closely. There were some differences between 
temperature (4.5b) and reaction rate-1 (4.6b) map contours, this was because of the affect of the 
species mole fractions on the dehydrogenation reaction rate. 
46 
 
 
Deactivation 
 
(a) 
 
 
 
 
 
 
 
 
(b) 
Figure 4- 6; (a) the 120° wall segment model with cylindrical packing, showing contours of propane 
dehydrogenation  rate on the surface of test particle with fresh catalyst (kmol/m3(solid).s), (b) contour map of 
curved surface of propane dehydrogenation rate the test particle with fresh catalyst (kmol/m3(solid).s) 
 
 
Reaction rates of the reaction-2 and 3 on the surface of the test particle for a fresh catalyst are 
illustrated in Figures 4.7(a) and 4.7(b). As can be seen, the reaction-2 and 3 are about 100 times 
slower than reaction rate-1. The reactions-2 and 3 produced carbon, and caused deactivation of 
the catalysts. 
 
(a) 
                       
(b) 
Figure 4- 7; contour map of Reaction rates curved surface of the test particle with fresh catalyst 
(kmol/m3(solid).s); (a) reaction-2 (b) reaction-3 
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Our results for propene, propene, hydrogen and methane mass fractions are shown in Figure 
4.8(a), (b), (c) and (d) respectively, on an “unrolled” curved surface of the test particle. The 
propene and methane mass fraction showed that the highest product mass fractions were not 
found in the same location as the highest temperatures and reaction rates due to the accessibility 
of flow bringing fresh reactants and removing product species. 
 
 
(a) (b) 
(c) (d) 
Figure 4- 8; contour map of mass fraction curved surface of the test particle with fresh catalyst, (a) propane, 
(b) propene, (c) hydrogen and (d) methane 
 
Figure 4.9 represents pathlines around particles, they are colored by velocity fields. The velocity 
pathlines showed that various velocities between particles. The velocity depended on the bed void 
fraction. Velocity had a significant role on distribution of the species and temperature on the 
surface of the particles. Thus it can be noticed that there were a strong correlation between the 
localization of hotspots and the flow. It means that the hottest spots could be found at low velocity 
regions.     
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Figure 4- 9; (a) the 120° wall segment model with cylindrical packing, showing pathlines of velocity trough 
particles (m/s) 
 
4. 5. 3.1 Average of properties (solid and fluid zones) in the radial position 
Bed void fraction average from 10 parallel partial cylinder surfaces in different radial positions 
across 120° WS is shown in Figure 4.10(a). The bed void fraction was starting from zero at the 
middle of the tube and after a peak at r/rt=0.4 decrease  to r/rt=0.7 and then increase to 1 at the 
tube wall. Figure 4.10(b) is presenting radial and axial velocity average of the fluid. As it can be 
seen from these results the radial and axial velocities were high when bed void fraction was high 
too. The velocities in both directions would be zero at the tube wall due to the no slip condition at 
the tube wall. 
Figure 4.10(c) illustrates temperature of the both fluid and solid zones. The temperature increases 
from center of the tube to the tube wall. Close to the wall the heat transfer increased sharply 
because of the strong resistance of the heat transfer at the boundary layer in the fluid. 
Figure 4.10(d) shows mass fraction average of product species at both fluid and solid zones. Mass 
fraction of the propene was significantly greater than hydrogen and methane. The change of mass 
fraction for products profiles were opposite of the bed void fraction, it was due to  the products 
generation are located at the solid particles.  
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(a) 
 
(b) 
(c) 
 
(d) 
Figure 4- 10; (a) bed void fraction, (b) axial and radial velocity(m/s), (c) temperature(K), (d) mass fraction of 
products, at radial positions for fresh catalysts and PDH reaction. 
 
4.5.3. 2 Cross section plane 
To study inside the particles a cross sectional plane has been defined, Figure 4.11 shows the 
position of this green plane through the particles. Figure 4.12(a) is temperature contours of the 
cross sectional plane in both fluid and solid zones. As it can be seen the temperature was higher 
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close to the tube wall and reaches approximately to 1000K. The heat transfer was occurring by 
convection and conduction between wall tube and particles.  
Velocity of fluid is given in Figure 4.12 (b) and mass fraction of propene illustrated in Figure 
4.12(c), the propene mass fraction had a nonsymmetrical distribution inside pellets and is more at 
the highest temperature area inside pellet due to higher reaction rate of reaction-1. In the fluid 
zone it can be noticed that propene had a higher concentration at low velocity area between 
particles in the fluid zone, the circles in Figure 4.12(c) can show this area where the flow velocity 
was likely to be close to zero. In addition to the effects of velocity, the low velocity filed of fluid 
between the two particles reduced the availability of fresh reactant and so let the products to 
diffuse out. 
 The reason can be even for the temperature role, but temperature has not a big change at circles 
area and the change in temperature seems therefore too weak and it more likely to be a 
consequence of the low velocity field which would slow down energy transfer (Troupel, 2009). 
Figure 4.12(d) shows hydrogen mass fraction in the solid and fluid at the cross sectional plan. The 
mass fraction of hydrogen had more concentration at the core of the pellets. This was due to 
greater mass diffusivity of the hydrogen compared to the propene.  
 
 
Figure 4- 11; definition of the cross section plane through the particles. 
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(a) (b) 
 
(c) 
 
(d) 
Figure 4- 12; cross sectional plane contour of (a)Temperature (K), (b) velocity (m/s), (c)  propene mass 
fraction, (d) hydrogen mass fraction 
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4. 5. 4 Model of coke formation and deactivation 
Inside the particles, the time evolution of the carbon deposits could be tracked by running a steady 
state CFD simulation at base case (undeactivated) conditions to obtain initial local carbon 
deposition rates, then accumulating these over a 60-s interval to obtain the local carbon build-up 
CC. This was then inserted into the deactivation rate expression: 
 
      (4.4) 
  
 which was used to modify the reaction rates with fresh catalyst ri0 to give the reaction rates after 
60 s. The steady CFD simulation was then run with the new reaction rates and accumulating these 
for a further 60-s time period to obtain increased values of CC and the process was then repeated. 
Thus the time-variation of the process was approximated by sequential steady states.  
 
4. 4. 4 Deactivation results 
Figure 4.13 shows the particle surface map of carbon production rate. Here, the highest carbon 
production rate occurs where the temperature and the carbon-deposition reaction rates are highest. 
This map shows that carbon deposition is quite asymmetrical in the pellet, which can lead to 
uneven rates of thermal expansion and contraction, which have the potential to break the particle, 
or to cause local hot-spots due to the deactivation of the endothermic reaction heat sinks. 
 
 
Figure 4- 13; carbon Production rate (kg/s) on the surface of test particle 
 
0).exp( ici rCr  
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The CFD simulation is run for a further 60-second time period to obtain increased values of 
carbon deposition and the process repeated. The results for carbon accumulation in kmol/m3 for a 
series of six times at 120 second increments covering ten minutes of reaction for middle plan are 
shown in Figure 4.14. Within a near-wall particle the carbon first is produced in the pellet near the 
tube wall, with a carbon gradient inside the pellet, this is due to hot spot area close to the tube 
wall. As it can be noticed carbon deposition is starting from the surface of particles and develops 
to inside particles this is because of higher reaction rate of reactions at close to surface of 
particles. A higher layer of carbon is shown near the particles surfaces, suggesting that 
“shrinking-core” behavior would be observed at longer times. 
 
 
Figure 4- 14; time evolution of carbon accumulation (kmol/m3) inside near-wall particles 
 
The effect of the deactivation due to carbon deposition is presented for the middle plan in Figure 
4.15. A series of contours of the propane dehydrogenation reaction rate are shown, corresponding 
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to the same times and on the same plane as for the carbon accumulation.  The reaction rate is 
higher close to the surface of the particles at early times, especially near the heated tube wall. As 
time increased due to higher amount of carbon deposition and hence higher rates of deactivation 
in these regions, the propane reaction rate decreased and was distributed more uniformly around 
the entire particle surface. Due to the diffusion of the propane into the particles the reaction rate 
developed slowly towards the pellet core, and was lower there. 
 
 
Figure 4- 15; time evolution of rate of propene formation reaction (kmol/m3.s) inside near-wall particles 
 
 
A more quantitative assessment of the changes occurring in the test particle can be obtained by 
plotting average quantities versus time, as is done in Figure 4.16; the average temperature in the 
particle is seen to slowly increase over the ten minutes simulated. With fresh catalysts, the tube 
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wall heat supply was balanced against net consumption of energy by the mainly endothermic 
reactions, to give close to isothermal operation. As carbon deposition increases, also shown in the 
Figure 4-14, its effect on retarding the rates of reaction increase as well, so that the two highly 
endothermic reactions rates (reaction-1 and 2) decrease by time and the temperature increases in 
the particle and in the gas phase. 
 
 
Figure 4- 16; time variation of average carbon deposition (kmol/m3) and average temperature inside test 
particle 
 
Activity factor for all three reactions are presented at Figure 4.17, carbon deposition decreases the 
activity factor of the catalysts with time. The progress of the reaction rates is shown in Figure 
4.18, and all three declined with time as would be expected. Reaction 1, propene production, 
proceeded at rate much higher than the two carbon-producing reactions, and lost approximately 
25% of its activity in the first ten minutes this is due to carbon deposition and decrease of catalyst 
activity by time.  
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Figure 4- 17; time variation of average activity factor inside test particle 
 
 
Figure 4- 18; time variation of average of reaction rates (kmol/m3.s) inside test particle 
 
The time progress of mass fractions inside the particle is given in Figure 4.19. The mass fractions 
at time zero are corresponding to steady state operation with undeactivated catalyst, and do not 
reflect start-up of the reactor or the transients that would be experienced during the adjustment to 
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propane feed. The hydrogen mass fraction is considerable smaller than propene mass fraction, 
although their mole fractions would be comparable. The propane mass fraction declined from 
60% to 55%, while the propene mass fraction increased from just below 40% to 44%. The 
hydrogen and methane mass fraction also decreased slightly. The changes in propane and propene 
mass fraction are counter to what would be expected with deactivation of the propane to propene 
reaction. Deactivation should result in higher reactant and lower product mass fractions. The 
trends observed are due to the shift in reaction equilibrium with increasing temperature, which 
favors the main reaction. The decrease in the pellet methane mass fraction follows from the 
deactivation of reaction 3, while the decrease in hydrogen mass fraction results from the 
deactivation of reaction 2, without as strong an effect of equilibrium to compensate, as in the case 
of propene.  
 
 
Figure 4- 19; time variation of average of mass fraction inside test particle 
 
To obtain a quantitative picture of the local variations inside the test particle, a test line was 
created, as illustrated in Figure 4. 20. First a plane was taken through the middle of the test 
particle to create a middle surface, as shown in Figure 4.17(a). Next, a line was constructed on 
that middle surface (Figure 4.17(b)), running from the point on the particle outer surface closets to 
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the heated tube wall (d/dt=0) to the point at the other end of the diameter away from the tube wall 
(d/dt=1). Here, dt is the total length of the line, and d measures the distance along it, going from 
tube wall side to tube center side. 
 
 
Figure 4- 20; schematic of the location of the test line (a) middle surface in test particle; (b) test line 
 
 Figure 4.21-4.23 show profiles through the test particle along the test line. Figure 4.21 shows the 
evolution of the temperature profiles through the test particle with time. The temperature is 
highest in the particle nearest the tube wall, at d/dt=0, and drops across the particle to d/dt=1. In 
fact, there is a slight minimum close to d/dt=0.95, as that will be the location of the highest 
reaction rates, and hence the strongest heat endothermic heat sink. The slight increase towards the 
particle surfaces attributed to heating effect of heat transfer from the warmer gas flow. The 
location of the minimum would be expected to move towards the particle interior over time, as the 
outer shell becomes deactivated with higher carbon deposition, and a careful examination of the 
profiles appears to confirm this. The six profiles shown cover the time interval from t = 0 seconds 
(undeactivated) to t = 600 seconds, in 120-second increments. The increases in temperature with 
each increment of time become larger, indicating that the effects of deactivation also increase with 
time, over the range presented here.  
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Figure 4- 21; temperature profile variation along test line at different times 
 
In Figure 4.22 the carbon accumulation profiles are presented at the same intervals of time 
corresponding to those for temperature in Figure 4.21. The carbon accumulation was highest at 
the particle surfaces, reaching a maximum at the d/dt = 0 for the highest temperature, and also 
reaching larger values as the d/dt = 1, where reaction was also high. These observations are 
consistent with the qualitative pictures shown earlier in Figure 4.14. The quantitative results in 
Figure 19 show that the amount of carbon deposited in a 120-second time interval increased with 
increasing time, corresponding to higher temperature difference per time interval noted in Figure 
18. This observation would indicate that the propene reaction rate was becoming more strongly 
affected by carbon laydown as time progresses. This reaction rate profile is given in Figure 4.23. 
The reaction rate is close to zero in the interior of the particle, as shown previously in Figure 4.15, 
and for this reason the two plots in Figure 18 focus on the regions near the surface, at d/dt = 0 in 
(a) and d/dt = 1 in (b). Near the surface the reaction rate decreased, and by larger increments at 
later values of time. Towards the particle center a slight increase in reaction rate could be 
observed, due to overall increase in particle temperature and also the slightly higher levels of 
propane able to diffuse past the reaction zone into the particle. The time-dependent behavior of 
temperature, carbon deposition and reaction rate shown in Figure 4.21-4.23 are all consistent, and 
illustrate the development of the internal particle gradients in the early stages of deactivation.  
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Figure 4- 22; carbon deposition (kmol/m3) variation along test line at different times 
 
 
(a) 
 
(b) 
Figure 4- 23; reaction rate versus time for propane to propene reaction on test line (a) away from tube wall; 
(b) near tube wall 
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4.6 Methane steam reforming (MSR) 
4.6.1 Introduction 
Hydrogen is one of the most important industrial materials. About 50% of hydrogen is used to 
produce ammonia (NH3) and the other 50% is used to convert heavy petroleum chemicals to the 
lighter. In addition hydrogen is a considerable source of clean energy to be used as a future energy 
carrier (Armor 1999; Goltsov and Veziroglu 2002, 2002 Pena et al 1966, Armor 1999, Raihai 
2001 and Barreto et al. 2003). 
 
Recently, steam reforming of hydrocarbons generates about 50% of the hydrogen (Scholz, 1993; 
Armor, 1999). Furthermore, steam reforming is a favored source to produce synthesis gas, which 
includes hydrogen and carbon oxides (Rostrup-Nielsen, 1984) 
 
The undesired product for the steam reforming is coke formation (Rostrup-Nielsen et al., 1991) 
which deactivates the catalysts and causes breakage of catalysts that increases the pressure drop, 
loss of activity and heat transfer that increases the process gas temperature and hot bands on the 
tube around particles which reduces tube life. The most important type of carbon formed in 
hydrocarbons steam reforming process is whisker-like filamentous carbon (Rostrup-Nielsen 1984, 
Trimm 1977, Snoeck et al. 1997a, Bernardo 1985). High steam to carbon feed ratios can avoid 
carbon formation in the steam reforming process (Twigg 1989; Elnashaie and Elshishini 1993; 
Christensen 1996; Bernardo 1985). 
 
Several simulation works have been carried out to model carbon formation and catalyst 
deactivation of catalyst particles and the effect of them on reactor performance in steady state 
condition of one-dimensional reactor (Snoeck 2003, Chen 2004, Pedernera 2007).  
 
4. 6. 2 Steam reforming reactions and operating condition 
The highly endothermic reactions of steam reforming take place in a shell and tube design reactor. 
Because of the endothermic nature of the reactions heat flux energy is applied around the tubes by 
the fired burner. The 3 main reactions (r1, r2 and r3) and the 3 undesirable carbon formation 
reactions (r4, r5 and r6) for MSR are given by the following reactions: 
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r1:                                                                                                                                            (4.5) 
r2:                                                                                                                                                  (4.6) 
r3:                                                                                                                                                  (4.7) 
r4:                              (4.8) 
r5:                   (4.9) 
r6:                            (4.10) 
 
The operating conditions considered for the methane steam reforming simulations were based on 
the industrial conditions obtained from a Johnson Matthey detailed reformer model of a methanol 
plant steam reformer. A Reynolds number of approximately 9500 based on superficial velocity 
and the particle diameter of a sphere of equivalent volume to the cylindrical particle was utilized. 
The initial operating conditions are shown in Table 4.2, and the initial values of species mass 
fractions are given in Table 4.3. 
 
Table 4- 2; reactor conditions and properties for MSR 
Phase Tin[K] qwall [kW/m2] P[kPa]  [kg/m3] pc [J/kg · K] k[W/m · K]  [Pa · s] 
Fluid 823.15 113.3 2159 6.1616 2395.38 0.0876 51000.3 
Solid 823.15  1947 1000 1.0000   
 
Table 4- 3; bulk fluid inlet species mass fractions for MSR reactions 
Species CH4 H2 CO CO2 H2O 
va
lues 0.1966 0.0005 0.0007 0.1753 0.6269 
 
The solid particles had the properties of alumina, with density 31947 /kg m  , specific heat
1000 / .pc J kg K , and effective thermal conductivity 1.0 / .effk W m K . The main and carbon 
formation reactions were presented in section 1.3. Species transport in the pellets was calculated 
using straight-pore Knudsen and molecular diffusion coefficients (which are available in appendix 
224 3HCOOHCH 
222 HCOOHCO 
2224 42 HCOOHCH 
)/(1.2061 molkJH 
)/(15.412 molkJH 
)/(9.1643 molkJH 
24 2HCCH  )/(3.1224 molkJH 
22 COCCO  )/(2.1255 molkJH 
OHCHCO 22 2 )/(846 molkJH 
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C) corrected using pellet porosity and tortuosity values of ε=0.44 and τ=3.54 (Xu and Froment, 
1989b) . Under MSR tube inlet conditions; these gave values in the range 5 × 10-7 m2/s (CO2) to 
2.5 × 10-6 m2/s (H2). The source terms in the solid phase were based on the kinetic model of Xu 
and Froment  (1989) for methane steam reforming over a Ni/MgAl2O4 catalyst and the net carbon 
formation reaction rate was based on Snoeck and Froment kinetic (2002). 
 
4. 6. 3 Methane steam reforming results for fresh catalysts 
The methane steam reforming reaction was investigated very well on fresh catalysts without 
carbon formation assumption and steady state condition by Taskin et al. (2010) in our group. In 
this work MSR reaction has been studied with focus on carbon formation and catalyst 
deactivation. Since the PDH and MSR both are highly endothermic reactions, their effects of 
carbon formation on process temperature and reaction rates are the same. Then the results related 
to carbon formations will be discussed in this section for MSR. The temperature contours on the 
surface of the test particle under condition of the methane steam reforming and wall heat flux is 
shown in Figures 4.24(a) and (b). The regions close to the tube wall is hottest area. The variation 
of temperature on the surface of the test particle is around 60°C and this is due to the heat flux, 
endothermic reactions and fluid flows around the test particle. 
 
 
(a) 
 
 
(b) 
Figure 4- 24; (a) the 120° wall segment model with cylindrical packing, showing contours of temperature on 
the surface of test particle with fresh catalyst (K), (b) contour map of Temperature curved surface of the test 
particle with fresh catalyst (K). 
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In order to study inside particles, we created a cross sectional plane through the solid particles in 
the wall segment. Figure 4.25 (a),(b),(c) and (d) are presenting mass fraction of CH4, H2, CO and 
CO2 respectively for Xu and Froment (1989) kinetics. The results for Xu and Froment (1989) 
kinetics are similar to the results of Hou and Hughes (2001) kinetics for methane steam reforming 
reactions that were presented in Taskin (2007) and Troupel (2009) research.  
 
(a)  (b) 
 
(c)  (d) 
Figure 4- 25; cross sectional plane contour of (a) CH4, (b) H2, (c) CO and (d) CO2 mass fraction 
 
 
65 
 
 
Deactivation 
4. 6. 4 Deactivation model 
Catalyst deactivation caused by the carbon formation is represented by the following equation: 
 
exp( . )cC    
 
Where φ is the activity factor of the catalyst particles, α is the catalyst deactivation constant and 
Cc is the carbon deposition in the particle. The constant α is 28.8 g-catalyst/g-carbon for the 
methane steam reforming reaction (Chen et al. 2004). Then the evolution of carbon formation rate 
could be determined by using Snoeck and Froment (2002) kinetics at different times. However the 
φ constant is 0.9999≈1, even for the low steam to carbon ratio (S/C=1) and high temperature 
(1023.15K) operating condition. Therefore the effect of the carbon formation rate and catalyst 
deactivation was assumed negligible with respect to the main reaction rates and the model was run 
at steady state conditions and different operating conditions. In this investigation the rc (net 
carbon formation rate) was predicted to show the potential of carbon formation at each position 
inside the catalyst particles. This illustrates the development of CFD as a tool for the evolution of 
different catalysts particle design, with regard to their potential for local carbon deposition. 
 
4. 6. 5 Study of different inlet gas temperature on carbon formation  
To study the effect of temperature on the carbon formation for MSR reaction different case 
studies were run at different inlet gas temperatures. First, all cases were run under typical 
industrial inlet condition mass flow rate (Table 4.2) for different species when H2O/CH4 mass 
flow rate was 3.19 and CO2/CH4 was 0.90. The inlet temperatures were assumed 773.15, 823.15, 
898.15 and 1023.15K for different cases. 
The weighted averages of mass fractions inside the test particle are given in Figure 4.26 at 
different temperatures. The mass fraction of CH4 decreased from 0.17 to 0.11 when the inlet fluid 
temperature increased from 773.15 to 1023.15K, increasing temperature caused rising 
consumption of the main reactant (CH4) for the MSR endothermic reaction. Mass fraction of CO 
and hydrogen increased with increasing temperature but mass fractions of CO2 increased until 
898.15K then decreased due to the equilibrium nature of reaction 2 or 3 and r2 and r3 proceeded in 
the backward direction in presence of high hydrogen and low water content at the range of 
898.15K to 1023.15K temperatures.  
(4.11)
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The evolution of the average net carbon formation reaction rate is shown in Figure 4.27 at 
different inlet gas temperatures inside the test particle. The carbon formation reaction rate 
proceeded in the backward direction at all the temperatures. Therefore at high steam to carbon 
ratio (S/C=3.19), even at high temperature (1023.15K), the carbon formation reactions cannot 
produce any carbon inside the particles and higher temperatures resulted in faster reaction rates to 
the reverse side for carbon formation reactions. 
 
Figure 4- 26; average of mass fraction in the test particle at different inlet gas temperature 
 
4. 6. 6 Study of different H2O/CH4 & CO2/CH4  flow rates on carbon formation 
In the second study, the H2O/CH4 was reduced to 1.06 to have the possibility of carbon formation. 
The carbon formation rate at different temperatures for the test particle is given in Figure 4.28. 
The carbon deposition occurred at high temperature range after 900K. The carbon formation rate 
at 1023.15K was 0.01 (kmol/kg-cat/hr) at low H2O/CH4 = 1.06. 
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Figure 4- 27; average of net carbon formation in the test particle at different inlet gas temperatures, 
H2O/CH4=3.19 
 
 
Figure 4- 28; average of net carbon formation in the test particle at different inlet gas temperatures, 
H2O/CH4=1.06 
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To obtain a quantitative picture of the local variations inside the test particle, a test line was 
created, as illustrated in Figure 4.29. First a plane was taken through the middle of the test particle 
to create a middle surface, as shown in Figure 4.29 (a). Next, a line was constructed on that 
middle surface (Figure 4.29(b)), running from the point on the particle outer surface closets to the 
heated tube wall (d/dt=0) to the point at the other end of the diameter away from the tube wall 
(d/dt=1). Here, dt is the total length of the line, and d measures the distance along it, going from 
tube wall side to tube center side. 
 
 
Figure 4- 29; schematic of the location of the test line (a) middle surface in test particle; (b) test line 
 
Figure 4.30 illustrates the evolution of the net carbon formation rate at different temperatures 
through the test particle along the test line and H2O/CH4 = 1.06 and CO2/CH4=0.90 as typical 
industrial conditions. The carbon formation rates were highest at the particle surfaces, reaching a 
maximum at the d/dt = 0 for the highest temperature, and also reaching larger values as the d/dt=1, 
where temperature was also high. Figure 4.30 indicates that the carbon only was formed at the 
surface of the particle and the carbon formation rates proceed to the reverse side for reactions r4, 
r5 and r6 (right to left) at the high steam to carbon ratio for all the gas temperatures range inside 
catalyst particles.  
 
The temperature profile is shown in Figure 4.31 along the test line. The temperature is highest in 
the particle nearest the tube wall, at d/dt=0, and drops across the particle to d/dt=1. In fact, there is 
a slight minimum close to d/dt=0.98, as that will be the location of the highest reaction rates, and 
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hence the strongest heat endothermic heat sink. The slight increase towards the particle surfaces is 
attributed to heating effect of conductive heat transfer from the warmer gas flow into the particle. 
 
 
Figure 4- 30; net of carbon formation reaction rate at different inlet gas temperatures along test line, at 
H2O/CH4=1.06 
 
 
Figure 4- 31; temperature profiles along test line at different inlet gas temperatures, H2O/CH4=1.06 
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Figure 4.32 shows the evolution of the net carbon formation rate at different H2O/CH4 and 
CO2/CH4 ratios and at 1023.15K inlet gas temperature through the test particle along the test line. 
The carbon formation rates were highest at the particle surfaces, reaching a maximum at d/dt = 0 
for the highest temperature, and also reaching larger values d/dt = 1, where temperature was also 
high for all H2O/CH4 and CO2/CH4 ratio case studies. Figure 4.32 indicates that the carbon 
formation rate is low at high steam to methane ratio (H2O/CH4). This is due to the existing of high 
hydrogen concentration that was produced from the main reactions r1, r2 and r3 and shift the 
carbon formation reactions (r3, r4 and r5) to the reverse direction. When CO2 was increased to the 
feed more hydrogen was consumed by the reverse shift reaction (r2, r3) leading to a decrease of 
hydrogen, therefore this satisfies the carbon formation reactions to produce more carbon. 
 
 
Figure 4- 32; net of carbon formation reaction rate along test line at different H2O/CH4 & CO2/CH4  flow rates, 
at T=1023.15K 
 
 
The results for net carbon formation rate in kmol/(kg-cat.hr) for middle plane is shown in Figure 
4.33. Within a near-wall particle the rate of carbon production is high in the pellet near the tube 
wall; this is due to hot spot area close to the tube wall. As it can be noticed carbon formation rate 
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started from the surface of particles and developed to inside particles this is because of higher 
reactants concentration close to surface of particles. Carbon formation rate does not have a 
symmetric shape inside the particles, this is because of the role of different parameters on the 
MSR carbon formation rate such as; temperature, H2O/CH4 (steam to carbon) rate and CO2/CH4 
rate. Carbon deposition in MSR is lower than in PDH reactions and located at very high 
temperature regions in the catalyst particle due to the equilibrium nature of carbon formation 
reactions, and in presenting of high steam to carbon ratio and hydrogen which generates from the 
main reactions, the carbon formation reactions proceed to the reverse direction. 
 
 
Figure 4- 33; net of carbon formation reaction rate contour at cross sectional plane 
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4. 6. 7 Surface of the test particle  
Figure 4.34 represents the temperature and species mass fraction contours on the test particle side 
surface at H2O/CH4=1.06 & CO2/CH4=1.38 inlet ratio of mass flow rate and 1023.15K inlet 
temperature. As a consequence of the supplied heat from the tube wall and hot inlet flow, a hot 
spot was noticed on the particle surface near the closest approach of the pellet to the tube wall   (s 
= 0.04 m)  and the areas in which convective flow accelerates to the surface particle at high 
velocity (s <0.02m and 0.04m <s < 0.05m). Relatively cooler regions were observed for s > 0.06 
m and 0.02m <s < 0.03 m. The CH4, H2 and CO mass fraction contours were very similar in 
shape; low YCH4 and high YH2 and YCO roughly corresponded to each other, but  the CO2, and H2O 
mass fraction contours were not similar to the other species and corresponded to each other. 
There was considerable local variation on the surface, even away from the heated wall, up to 63K 
for temperature and somewhat less for the mass fraction in methane (0.26-0.28).  
 
  
 
Figure 4- 34; contour map of the test particle curved surface (a) temperature, (b) CH4 , (c) H2, (d) CO and (e) 
CO2 and (f) H2O mass fraction 
 
(c); H2 mass fraction 
(a); Temperature (K) 
(b); CH4 mass fraction 
(d); CO mass fraction 
(e); CO2 mass fraction 
(f); H2O mass fraction 
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The reaction rate contours are as shown in Figure 4.35 for all main reaction of MSR and carbon 
formation reaction rate. The reaction r1 and r3 had similar contours and showed maxima and 
minima in the same locations. Regions of highest temperature were also where reaction rates were 
highest. In general, on the pellet surface, the reaction rates r1 and r2 followed the temperature 
variation. However reaction r2 (water gas shift reaction) had not a same distribution as r1 and r2 
because of the exothermic nature of this reaction and the effect of the high inlet temperature 
(1023.15K). The rate of the water-gas shift (WGS) reaction r2 was quite low as compared to the 
other two main (r1 and r2) reactions. Under the tube inlet conditions, the WGS reaction proceeded 
in the forward direction to produce H2 on the most part of the test particle however in some parts 
the WGS reaction rate is negative and it proceeded to the backward direction. The regions of 
lowest temperature for the main reactions, however, did not necessarily correspond to the lowest 
reaction rates. The regions of lowest methane/highest hydrogen also did not correspond to regions 
of highest temperature/reaction rate this is because of the same reason that has been discussed at 
PDH result section (4.1.2.2). These observations suggest that mass transfer/diffusion (which is 
depending on the velocity profile) plays a major role in the surface distribution of species and 
development of the location of lower surface reaction rates.  
The net rate of carbon formation reaction distribution (Figure 4.35 (d)) is not similar to the main 
MSR reaction rates. The rate of the carbon formation reaction rc was quite low as compared to the 
main reactions (r1, r2 and r3) even at low steam to carbon ratio of the inlet. The non uniform shape 
of the carbon formation rate causes a non symmetric distribution of carbon on the surface of the 
particles. Hydrogen and water concentration and the temperature profile all have major roles on 
distribution of carbon formation on the surface of the pellet as can be seen in the Figure 4.35 (a), 
(d) and (f). The hot spot regions at 0 <s <0.02m are not represent high carbon formation regions 
which expected to be same as 0.04m <s < 0.05m.  This is due to the high water concentration at 
the 0 <s <0.02m (Figure4.35 (f)) which reduced the carbon formation reaction even at hot spot 
locations and kept the net rate of carbon formation low. 
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Figure 4- 35; contour map of the test particle curved surface (a) r1, (b) r2 , (c) r3, (d) rc (net of carbon 
formation) reaction rate (kmol/m3.s) 
 
 
(a) 
(b) 
(c) 
(d) 
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4. 6. 8 Particle shape effects  
Shape of catalyst particles is one of the important parameters on the performance of steam 
reforming particles. Different shapes of particles have been developed in industry. The 
commercial pellets have different geometries. As for Haldor Topsoe, they opted for a seven holes 
cylinder, and Johnson Matthey and BASF group chose the four holes cylinders. This reduced the 
overall void fraction, and thus the pressure drop of the fixed-bed reactor. We decided to use 
simple geometry close to those that being used in industry, because our main goal was to 
understand the mechanisms that occurred in packed bed reactors, we chose not to consider more 
complex geometries.  
The particle surface area to volume ratios is a major geometric factor which influences the activity 
of particles. The results from simulation of particles indicate that reaction take place in 3-5% of 
particle radius from surface (Pedernera et al., 2003). High surface area allows more reactants to 
penetrate into the particles and more reaction to take place. Nowadays multi-holed shape of 
catalysts particles have been investigated to decrease the pressure drop in fixed bed reactor tube, 
although with an increase in surface area which allows more reactant to diffuse inside the 
particles.  Several kinds of particles have been studied in our group for different type of reactions.  
Dixon et al. (2008) studied fluid and heat transfer for different particle geometries. Troupel 
studied reaction, heat and mass transfer of the full cylinder, 1-hole cylinder and 4-cylinder 
particles in a 120° wall segment (Troupel, 2009). Boudreau and Rocheleau, (2010) compared 
several types of particles (Boudreau and Rocheleau, 2010). This study will focus on the effect of 
particle geometry on the carbon formation inside the particles, the particle geometries are shown 
in Figure 4.36. 
 
 
(a)  (b)  (c)   (d) 
Figure 4- 36; different geometry of particles (a) cylinder, (b) 1-hole cylinder , (c) 3-holes cylinder, (d) 4-holes 
cylinder 
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To get a better sense of the intra particle variation, a cross-sectional plane was taken at z=0.025m 
in the wall segment for all particle geometries. The location of the cross-sectional plane can be 
seen in Figure 4.37. 
 
 
Figure 4- 37; cross- sectional plane at z=0.025m 
 
 
The simulations were taken under 1023.15K inlet temperature, H2O/CH4 =1.06 and 
CO2/CH4=1.38 ratio. The high inlet temperature and low steam to carbon ratio boundary 
conditions were used to see the carbon formation potential for different geometries.  
The temperature profiles for different geometries are shown in Figure 4.38 through the cross 
sectional plane inside the test particle. The holes in the particles let the hot gas pass through the 
holes and raise the heat transfer between the gas and particles. The average temperature inside the 
4-hole particles is more than other geometries. Thus with increase of the particle bed voidage and 
surface area the hotspots area develop in the particles and this leads to more tendency of carbon 
formation inside catalyst particles.  
 
 
Cross- sectional plane 
Z=0.025m 
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Figure 4- 38; cross- sectional plane view of test particle temperature (K) 
 
The results for net carbon formation rate in test article for 4 different particles through to the cross 
sectional plane are shown in Figure 4.39. Near-wall particle the carbon first is produced in the 
particles near the tube wall, with a carbon gradient inside the particle; this is due to hot spot area 
close to the surface of the particle. The high rate of carbon formation areas in the 4-holes particle 
were more than other particles. The hot gas with fresh reactant flowing through the holes can 
diffuse inside the particle and increase the hotspots, and resulting in more intense carbon 
formation inside particles. 
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Figure 4- 39; cross- sectional plane view of test particle the net carbon formation reaction rate (kmol/kg-cat.hr) 
 
4.7 Conclusions 
Computational fluid dynamics methods have been extended to show local details of carbon 
laydown both on the surface of, and inside, near-wall catalyst particles. To our knowledge, this is 
the first time 3D simulations have been carried out that couple flow, heat, and mass transfer in the 
external fluid to diffusion, conduction, and chemical reaction in a catalyst particle, with 
simultaneous tracking of the deposition of a nonmobile species, coke, within the particle. These 
simulations, even with simplified kinetics, give an insight into the complex behavior of such 
systems on the local scale. The simulations provided initial distributions of temperature and 
species on the surface of the pellet, showing that they depended both on the strongly directional 
temperature gradient from the heated tube wall and on the accessibility of the surface to fluid 
flow.  
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In PDH reaction contour maps of the time evolution of the carbon accumulation and main reaction 
rate inside the particles showed the self-limiting behavior of the reactions, where carbon was 
initially deposited fastest at the high-temperature locations, which then deactivated fastest and 
equalized the local reaction rates to be in line with other areas of the pellet. A slow progression of 
the active region, from particle shell to interior, suggested classical “shrinking-core” behavior. 
The MSR carbon formation reactions showed different behavior compared to PDH carbon 
formation reactions. The MSR carbon formation reactions were reversible reactions, and 
proceeded forward only in low steam to carbon ratio flow rates and high temperature condition. 
The potential of carbon formation is extremely limited to the steam to carbon ratio. In addition 
high CO2/CH4 ratio rate increased the possibility of carbon formation at MSR reaction. The 
geometry comparison for MSR carbon formation showed when the numbers of holes inside the 
catalyst particles increased, the potential of carbon formation increased too; this was due to the 
higher surface area of the particles which improved the carbon formation reaction rate. 
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5. Validation of CFD model with experimental data under 
reacting conditions 
 
5.1 Introduction 
Computational fluid dynamics (CFD) can help us to examine the fixed beds in detail. CFD is a 
very powerful tool to understand the details of complicated geometries such as fixed beds. It helps 
to access the parameters which are inaccessible in experimental work. CFD can present the 
detailed three-dimensional velocity, species, and temperature fields that are important to develop 
engineering approaches. CFD has been applied to complex particle geometries and structured 
packings (Tobis, 2002; Petre et al., 2003), to study the heat and mass transfer between catalyst 
particles and the fluid (Romkes et al., 2003) and the pressure drop and flow in beds of spheres 
(Magnico, 2003).  A validation of CFD against experimental results without any reaction showed 
that CFD is a reliable tool to study heat transfer and fluid flow in fixed beds (Nijemeisland and 
Dixon, 2001). Dixon et al. (2007) presented a 3D CFD model simulation with resolved 
intraparticle reaction and gradients for low tube to particle diameter ratio (N=4) of a 120° wall 
segment fixed bed reactor in our group. Taskin (2007) developed the CFD reaction model in our 
group. He used different endothermic reactions and investigated the flow, transport, and reaction 
interactions in a low N fixed bed.  In chapter 4 we used the coupling of gas flow to resolved 
species and temperature gradients inside pellets by CFD for methane steam reforming and 
propane dehydrogenation.  
Study of heat transfer in fixed bed reactor under reacting conditions, is an important subject for 
low N fixed bed reactors. It becomes more important in case of highly endothermic or exothermic 
reactions such as strongly endothermic methane steam reforming reaction. The MSR reaction 
provides a sink of energy inside catalyst particles and changes the particles and reactor tube wall 
temperature significantly. Therefore, a good understanding of fluid flow, heat and mass transfer in 
fixed beds is necessary for modeling and prediction of them, especially under reacting conditions. 
The objective of this chapter is to compare our CFD model under reacting conditions with 
experimental data. The highly endothermic commercial methane steam reforming reaction was 
studied experimentally in a fixed bed reactor and compared with CFD model simulations at 
different operating conditions. 
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5.2 Experiment  
Heat transfer was investigated inside the Ni/Alumina catalyst under the condition of steam 
reforming reactions in a low N reactor tube. 
The methane steam reforming reaction occurred in a fixed bed reactor of 4 feet in length and an 
internal diameter of 0.5 inch, the reactor operated with upward flow, pressure of up to 20 bars and 
temperature of up to 800°C. Natural gas was used as the feed in the inlet. Water was metered to 
the reactor through an individual liquid flow controller, and during start up and reduction either 
nitrogen or hydrogen was metered into the reactor via a gas flow controller.  
The reactor was housed within two electric heater elements, the lower known as the vaporizer, 
was controlled by a thermocouple located in the reactor. The upper heater (around fixed-bed 
reactor) was controlled by a thermocouple attached to the outside of the tube. The lower heater 
(pre-heater) was filled with standard alumina granules to boil the water and raised steam and gas 
temperature and prepared the desired temperature at the catalyst bed inlet, while the upper heater 
controlled and maintained the exit catalyst bed temperature. A schematic of the fixed-bed reactor 
with pre-heater is presented in Figure 5.1. 
 
 
Figure 5- 1, schematic of fixed-bed reactor including pre-heater zone 
 
Inlet 
Upper Heater
Lower Heater
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The mixtures of feed gases passed over the catalysts tube through the reactor tube. The “make 
gas” (plus steam and any un-reacted hydrocarbons) then passed to the condenser/cooler. The 
condensate was let down through a control valve, and the make gas passed through a pressure 
control valve to a blow off stack. A small bleed of make gas was fed to the FT-IR analyzer for 
quantification of organics and carbon oxides. 
 
5. 2.1 Method 
The reactor was charged with a chain of 30 cylindrical 4-hole pellets with 8 thermocouples 
inserted through the holes and cemented within certain pellets. A diagram of the pellet string is 
shown in Figure 5.2. Two different types of pellet string were tested. Case-1 included 30 active 
pellets in a chain, in which the active pellets were in series (end by end), Figure 5.2(a) represents 
case-1 and the position of the thermocouples. Thermocouples were inserted into the following 
pellets number; 1, 5, 9, 13, 17, 21, 26, 30. Case-2 included 6 active pellets and 24 non-active 
pellets. The active pellets were located after 19 pellets from the bottom of the tube. The eight 
thermocouples were connected to the following pellets (Figure5.2b); two of the thermocouples 
were located in pellets 1 and 30 as the first and last pellets and 6 of them were located in the 6 
active pellets (pellets number; 20, 21, 22, 23, 24, and 25). Case-3 included 6 active and 24 non-
active pellets in the positions similar to case-2 but 3 thermocouples were cemented inside pellets 
20, 22 and 24 and 3 thermocouples were attached at the same positions but outside of pellets 20, 
22 and 24. Case-3 was built to study the effect of the endothermic reactions on the temperature at 
the same positions inside and outside of active pellets. In addition, an extra thermocouple was 
attached to the outside of the tube, at approximately pellet 14, to measure the outside tube 
temperature during the process. The thermocouple numbers and positions are given in Table 5.1 
for the 3 case studies. 
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(a) Case-1 
                              
 
(b) Case-2 
 
                              
 
(c) Case-3 
Figure 5- 2; (a) case-1: diagram of the 30 active pellet string, (b)  case-2: diagram of the 6 active pellets and 24 
non-active pellet string,  (c) case-3: diagram of the 6 active pellets and 24 non-active pellet string with 3 inside 
and 3 outside thermocouples at active pellets  
 
 
Table 5- 1; thermocouple numbers and positions for 3 case studies 
 TC-1 TC-2 TC-3 TC-4 TC-5 TC-6 TC-7 TC-8 
Case-1/number 
of particles 
1 5 9 13 17 21 25 30 
Case-2/number 
of particles 
1 20 21 22 23 24 25 30 
Case-3/number 
of particles 
1 20-in 20-out 22-in 22-out 24-in 24-out 30 
 
 
 
Top of tube Bottom of tube 
30 2520 1  2423 21 22 
1  5  9  13  17  21  26  30 
1  20  22  24 30 
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Figure 5.3(a) represents the actual string in case-2. The active pellets are located between non-
active pellets.  Figure 5.3 (b) shows the string of pellets when inserted into the reactor tube. 
 
(a) 
 
(b) 
Figure 5- 3; (a) string of pellets, (b) string of pellets inside reactor tube 
 
The reactor tube was built with a half-length thermo-sheath, which terminated at the boundary 
between the two heaters. The control thermocouple for the vaporizer was positioned at the end of 
this thermo-sheath, thereby controlling the temperature of the gas at the end of the vaporizer. The 
reactor temperature was controlled externally by a thermocouple attached to the tube at the bed 
exit. The pellet string was positioned from the entrance of the reactor heater zone to the reactor 
control thermocouple.  
Initially the rig was pressurized to 20 bar by applying a flow of 100 l/hr of nitrogen, and then the 
temperature was increased to 525°C. Once a stable set of temperatures was achieved, the initial 
condition was obtained. 
The catalyst charge was reduced by applying a flow of 100 l/hr of hydrogen at this temperature 
for two hours. This was then reduced to 55 l/hr, and then a flow of water was introduced, 
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(6.1)5 2
(5.3)
(5.4)
(5.5)
(5.6)
(5.1)
gradually increased to the required set-point, to give a flow of 341 g/hr. Then natural gas was 
introduced to the process with a steam – carbon ratio of 4.5.  Once all flows were established they 
were maintained for three hours with IR analysis. Following this time the water flow rate was 
reduced, and the conditions were held once again for three hours. The process was repeated to 
give steam-carbon ratios of 3.5, 2.5 and 1.5 all at 525 °C. 
The temperature was increased to 575°C and the water flow was increased in order to give three 
hours to each steam-carbon ratio at this temperature. Increases in temperature to both 625°C and 
750°C followed each running under different steam-carbon ratios conditions. Once this was 
complete the rig temperature was decreased to 525°C and held under the original water flow rate 
for three hours to allow for the comparison of results before and after the experiment. Following 
this the natural gas and water flows were stopped, the hydrogen was swapped for nitrogen and the 
rig was held at this temperature for several hours to dry the catalyst charge to facilitate its 
removal.  
Natural gas includes methane, ethane, propane, butane, carbon monoxide and carbon dioxide. All 
the hydrocarbon reactions are strongly endothermic (Liu et al. 2010) as can be seen in equations 
(5.1), (5.2), (5.3) and (5.4). The important component in the natural gas is methane which is 
around 90% of the total gas volume. Steam reforming of methane is an equilibrium reaction and 
in high hydrogen and lack of water it may proceed in the backward direction and produce 
methane (methanation). In addition, the 2 other reactions that occur during steam reforming 
reactions are reactions 5.5 and 5.6, water gas shift reaction (5.5) is a slightly exothermic reaction. 
 
r1:   
r2:  
r3:  
r4:  
r5:  
r6:  
224 3HCOOHCH 
222 HCOOHCO 
2224 42 HCOOHCH 
)/(1.2061 molkJH 
5 41.15( / )H kJ mol  
6 164.9( / )H kJ mol 
2 347 ( / )H kJ mol 
3 497.7( / )H kJ mol 
4 651.28( / )H kJ mol 
2 6 2 22 2 5C H H O CO H  
3 8 2 23 3 7C H H O CO H  
4 10 2 24 4 9C H H O CO H  
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5. 2.2 Results 
5.2.2.1 Results of case-1 
The inlet feed was natural gas for case-1. The volumetric percentage of the inlet natural gas is 
shown in the Table 5.2. Set-points used during this part of the run are given in Table 5.3. The 
required hydrogen and methane flows and the actual set-points used were the same as calibrations 
have shown that these values should be the same as the used low flows. Following calibration of 
the water flow meter it was necessary to adjust the set-points in order to achieve the required 
flows.  
Table 5- 2; volumetric percentage of the inlet natural gas 
Species CO2 CO CH4 C2H6 C3H8 iC4 nC4 
Inlet gas % 1.74 0.11 88.20 7.44 2.16 0 0.35 
 
 
Table 5- 3; set-points of flow rates of inlet water, natural gas and hydrogen at different inlet temperatures 
Temperature/°C Steam/carbon Hydrogen flow /setpoint(l/hr) 
Natural gas flow 
/setpoint(l/hr) 
Required water 
flow (ml/hr) 
Water flow 
setpoint(ml/hr)
525 4.5 18 29 110 118 
 3.5 18 30 90 97 
 2.5 18 32 67 72 
 1.5 18 34 42 45 
575 4.5 18 27 104 112 
 3.5 18 29 84 90 
 2.5 18 30 63 68 
 1.5 18 32 40 43 
625 4.5 18 26 98 105 
 3.5 18 27 80 86 
 2.5 18 28 60 64 
 1.5 18 30 38 41 
750 4.5 18 23 86 92 
 3.5 18 24 70 75 
 2.5 18 25 52 56 
 1.5 18 26 33 35 
525 4.5 18 29 110 118 
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Figure 5.4 indicates the flow rate variation with time for case-1 with 30 active pellets. This test 
was done for 4.5, 3.5, 2.5 and 1.5 steam-carbon ratios at different inlet temperatures. 
Figure 5.5 illustrates temperature inside the pellets with time; the temperature control trends with 
the endothermic reactions are shown, especially at 750°C. At this temperature a clear increase in 
endotherm can be seen as the steam-carbon ratio increases as the level of reforming increases too. 
This is also apparent at 625°C and 575°C, while it is more difficult to see at the lower 
temperature. Each case was run for about 3 hours to reach the steady state condition. All 
thermocouples except TC-8 (thermocouple-8) show excellent control. Thermocouple-8 was 
positioned at the top of the pellet snake and shows many brief temperature spikes, both above and 
below of the set-point. This might be because of locating this thermocouple inside the tube 
directly, while the reactor control thermocouple was on the outside of the tube. 
 
 
Figure 5- 4; flow rates of inlet steam, carbon and hydrogen with time 
 
88 
 
 
Validation of CFD model with experiment 
 
Figure 5- 5; temperature profiles inside the pellets with time 
 
The exit gas compositions under different conditions are shown in Table 5.4. Figure 5.6 represents 
the methane, ethane and propane volumetric percentages at the outlet which were recorded under 
all conditions (steam-carbon flow rate ratio; 4.5, 3.5, 2.5 and 1.5 and temperatures; 525, 575, 625 
and 750°C). Methane slip decreases with increasing temperature or steam-carbon ratio because of 
more reaction at higher temperature and higher steam to carbon ratio. As can be noticed the slip 
values for hydrocarbons except methane are effectively zero, indicating that they were fully 
converted during the run. This occurred since the total amount of natural gas in use was very low 
compared with amount of catalyst present. In the following work, studying to understand the 
effect of different parameters on the conversion of hydrocarbons, a new pellet string was re-built 
with only 6 active pellets and 24 non-active pellets were used to ensure that the total dimension 
remained consistent (case-2). 
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Table 5- 4; exit gas compositions under different conditions 
Temperature S/C Me% Et% Pr% iBu% nBu% CO% CO2 
525 4.5 38.17 0 0 0 0.04 0.47 7.17 
3.5 41.15 0 0 0 0.06 0.45 6.02 
2.5 50.01 0 0 0 0.04 0.42 4.48 
1.5 60.59 0 0 0 0 0.34 2.63 
575 4.5 30.12 0 0 0 0 1 9.24 
3.5 35.07 0.05 0 0 0 0.99 9.24 
2.5 40.57 0 0 0 0 0.94 6.4 
1.5 51.63 0 0 0 0.07 0.84 4.07 
625 4.5 22.5 0 0 0 0.09 1.61 10.76 
3.5 25.28 0 0 0 0.09 1.64 9.47 
2.5 30.1 0 0 0 0.06 1.59 7.76 
1.5 37.05 0 0 0 0.04 1.45 5.15 
750 4.5 7.86 0 0 0 0 7.22 11.2 
3.5 10.27 0 0 0 0 7.3 10.32 
2.5 14.54 0 0 0 0 7.33 8.62 
1.5 21.16 0 0 0 0 7.17 6.16 
525 4.5 37.32 0 0 0 0 0.51 7.41 
 
Figure 5- 6; volumetric percentages of the exit hydrocarbons for case-1 
 
Figure 5.7 (a), (b), (c) and (d) illustrate the temperatures inside the 30 active pellets at different 
gas flow inlet temperatures of 525, 575, 625 and 750°C respectively, and the process was run for 
different steam-carbon ratios of 4.5, 3.5, 2.5 and 1.5 at each inlet temperature. A trend in 
temperature readings can be seen at all temperature levels, as temperature increases along the 
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Validation of CFD model with experiment 
pellet string from bottom to top. This indicates that a greater amount of reforming took place at 
the lower pellets, which was as expected as these pellets encountered non-reformed natural gas 
before those above. A slight exotherm in the upper pellets may indicate a non-reforming reaction 
was taking place, possibly a methanation reaction. Temperature increased at all steam to carbon 
ratios except pellet 9 (TC-3) which decreased at high steam to carbon ratios (S/C=4.5 and 3.5) for 
all inlet temperatures. This was due to the reduction of feed gas temperature at pellet 9 and fast 
endothermic reaction at high steam to carbon ratio in this pellet and the low heat flux which could 
not supply enough heat to increase the gas temperature at this position.  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5- 7; temperature inside active pellets at (a) 525°C, (b) 575°C, (c) 625°C, (d) 750°C 
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5.2.2.2  Results of case-2 
In case-2 with 6 active pellets and 24 non-active pellets the operation condition was the same as 
case-1 but to have lower conversion to obtain the non-zero exit gas composition we reduced the 
number of active pellets from 30 to 6. Initially the rig was pressurised to 20 bar by applying a 
flow of 100 l/hr of nitrogen, then the temperature was gradually increased to 525°C. Once a stable 
set of temperatures were achieved the recipe was initiated. The catalyst charge was then reduced 
by applying a flow of 100l/hr of hydrogen at this temperature for two hours. This was then 
reduced to 18 l/hr, then a flow of water was introduced, gradually increasing to the setpoint 
required to give a flow of 110 g/hr. This process was then repeated for the required flow of natural 
gas. Once all flows were established they were maintained for three hours with IR analysis. 
Following this time the steam-carbon ratio was reduced, and conditions were held once again for 
three hours. This process was repeated on two further occasions to give steam-carbon ratios of 
4.5, 3.5, 2.5 and 1.5, all at 525°C. In an alteration to the previous run both water and natural gas 
flows are adjusted in order to give the required steam-carbon ratio and also to keep the overall gas 
volume constant. 
The temperature was then increased to 575°C and the water flow was increased in order to give 
three hours at each steam-carbon ratio at this temperature. Increases in temperature to both 625°C 
and 750°C followed, each running under the same set of conditions as the first two temperatures. 
Once this was complete the rig temperature was decreased to 525°C and held under the original 
water flow rate for three hours to allow for the comparison of results before and after the 
experiment. The inlet feed was natural gas for case-1; the volumetric percentage of the inlet 
natural gas is shown in the Table 5.5. Set-points used during this part of the run are given in Table 
5.6. The required hydrogen and methane flows and the actual set-points used are the same, as 
calibrations has showed these values to be the same at the low flows used. Following calibration 
of the water flow meter it was again necessary to adjust the set-points in order to achieve the 
required flows. 
Table 5- 5; volumetric percentage of the inlet natural gas 
Species CO2 CO CH4 C2H6 C3H8 iC4 nC4 
Inlet gas % 2.18 0.10 86.56 8.03 2.75 0.04 0.34 
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Table 5- 6; set-points of inlet water, natural gas and hydrogen flow rates at different inlet temperatures 
Temperature/°C Steam/carbon Hydrogen flow /setpoint(l/hr) 
Natural gas flow 
/setpoint(l/hr) 
Required water 
flow (ml/hr) 
Water flow 
setpoint(ml/hr)
525 4.5 18 29 110 118 
3.5 18 30 90 97 
2.5 18 32 67 72 
1.5 18 34 42 45 
575 4.5 18 27 104 112 
3.5 18 29 84 90 
2.5 18 30 63 68 
1.5 18 32 40 43 
625 4.5 18 26 98 105 
3.5 18 27 80 86 
2.5 18 28 60 64 
1.5 18 30 38 41 
750 4.5 18 23 86 92 
3.5 18 24 70 75 
2.5 18 25 52 56 
1.5 18 26 33 35 
525 4.5 18 29 110 118 
 
Figure 6.8 shows the changes in flow rates with time for the case-2 run with 6 active pellets. This 
test was run for 4.5, 3.5, 2.5 and 1.5 steam to carbon ratios at different inlet temperatures. 
 
Figure 5- 8; flow rates of inlet steam, carbon and hydrogen with time 
93 
 
 
Validation of CFD model with experiment 
Trends in the temperatures recorded from within the impregnated pellets related to their position 
in the 'snake' can be seen under all conditions in Figure 5.9. It was seen that the temperature 
increased in the direction of gas flow over the pellets, meaning the endotherm was greater at the 
bottom of the 'snake'. This is as expected, as the gas which comes into contact with the first pellet 
is completely non-reformed, whereas the feed gas arriving at the upper pellets will contain a 
reduced amount of hydrocarbon and an increased amount of hydrogen. A trend of increasing 
temperature with decreasing steam-carbon ratio is also seen, and this is also as expected as a 
lower amount of water would lead to a lower level of steam reforming and therefore to a lower 
endotherm. 
 
Figure 5- 9; temperature profiles inside the pellets with time 
 
The exit gas compositions under different conditions are shown in Table 5.7. Figure 5.10 
represents the methane, ethane and propane volumetric percentage at the outlet which have been 
recorded under all conditions (steam- carbon flow rate ratio; 4.5, 3.5, 2.5 and 1.5 and 
temperatures; 525, 575, 625 and 750°C). Case-2 shows the same overall trend of exit gas 
composition as case-1, as methane slip increases with decreasing temperature and steam-carbon 
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ratio. These values show some conversion under all conditions and that these conversions vary as 
conditions are changed. Ethane slips are seen under all conditions, but these follow a slightly 
different trend to that seen with methane. These values are also seen to decrease as temperature 
increases, but they also decrease with decreasing steam-carbon ratios. No useful levels of slip of 
the higher hydrocarbons were seen throughout the run.  
 
Table 5- 7; exit gas compositions under different conditions 
Temperature S/C Me% Et% Pr% iBu% nBu% CO% CO2 
525 4.5 42.53 1.07 0.01 0 0.04 0.3 5.63 
3.5 43.76 0.92 0 0 0.04 0.34 5.3 
2.5 49.14 0.72 0 0 0.03 0.38 4.47 
1.5 56.24 0.71 0 0 0.01 0.37 2.96 
575 4.5 33.18 0.71 0 0 0 0.71 7.24 
3.5 37.42 0.63 0 0 0 0.76 6.68 
2.5 42.45 0.5 0 0 0 0.8 5.83 
1.5 51.75 0.33 0 0 0 0.84 4.22 
625 4.5 26.36 0.53 0 0 0.02 1.21 8.39 
3.5 29.67 0.49 0 0 0.02 1.28 7.8 
2.5 34.82 0.37 0 0 0.01 1.4 6.87 
1.5 37.58 0.23 0 0 0.01 1.39 5.14 
750 4.5 11.64 0.14 0 0 0 4.92 9.35 
3.5 13.99 0.09 0 0 0 5.94 8.7 
2.5 16.97 0.06 0 0 0 6.82 7.75 
1.5 24.04 0.04 0 0 0 7.04 6.06 
525 4.5 40.36 0.32 0 0 0 0.32 5.66 
 
To compare the effect of heat source of steam reforming endothermic reactions inside the six 
active pellets, two tests were run. A test with natural gas and water (reaction test) and a test with 
nitrogen instead of natural gas with same flow rate and water (without reaction test).  The 
controller temperatures were set to 575°C for both tests. Figure 5.11 represents temperature 
profile inside pellets with and without reaction. As can be noticed the temperature profiles with 
reaction are lower than without reaction, the ΔT difference between them is due to the 
endothermic reactions. This graph clarifies that the temperature inside the pellets is strongly 
dependent on the heat sink of the reactions. 
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Figure 5- 10; volumetric percentage of the outlet gases 
 
 
Figure 5- 11; temperature profile inside pellets with and 
without reaction. 
 
Figures 5.12 (a), (b), (c) and (d) illustrate the temperature profile inside the 6 active pellets at 
different gas flow inlet temperature of 525, 575, 625 and 750°C respectively, and the process was 
run for different steam-carbon ratios of 4.5, 3.5, 2.5 and 1.5 at each inlet temperature. 
Temperature inside pellets decreases by increasing steam to carbon ratio due to more endothermic 
reaction at all inlet temperatures. As can be seen by comparing all the inlet gas temperatures 
(Figure 5.8 (a),(b),(c) and (d)), by increasing the inlet temperature, the gradient of temperature 
(ΔT(Pellet6-Pellet1)) between pellet 1 and 6 increases, this should be because of a greater  endothermic 
reaction rate at the higher inlet temperatures. Thus, the temperatures inside the pellets for all inlet 
gas temperatures have a slight slope for the first 2 pellets due to higher reaction of the fresh 
reactants at these pellets, then there is a steep slope of temperature profiles between pellets 2 and 
4, and after pellets 4 the temperature reaches almost steady temperature due to lower reaction at 
these pellets compared to the earlier pellets. 
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(a) (b) 
(c) (d) 
Figure 5- 12; temperature inside six active pellets at (a) 525°C, (b) 575°C, (c) 625°C, (d) 750°C 
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5.2.2.3 Results of Case-3 
The fixed bed reactor was pressurised to 20 bar with nitrogen then heated to 525°C. Once at this 
temperature the catalyst was reduced under hydrogen for two hours. The hydrogen flow was then 
reduced and water and methane were introduced in order to commence steam reforming at a 
steam-carbon ratio of 4.5. These conditions were held for four hours, after which the temperature 
was increased to 575°C. The water and methane flows were altered slightly in order to maintain 
constant steam-carbon ratio and space velocity, and these conditions were also held for four 
hours. This was repeated at 625°C and 750°C, and this cycle was repeated twice. Finally the 
temperature was returned to 525°C with the original flow rates in order to compare activity at the 
start and end of the run. At the end of this stage of the run the reactor was heated to 700°C, the 
hydrogen flow was stopped and the water and methane flows were adjusted to give a steam-
carbon ratio of 1.0. This was held for 12 hours, and then the water flow was again further reduced 
to give a steam-carbon ratio of 0.8 and held for 12 hours. Finally the water flow was further 
reduced to give a steam-carbon ratio of 0.5, which was also held for 12 hours. The inlet feed gas 
was pure methane instead of natural gas for this run to study more accurately the carbon 
formation on the surface of the pellets. Flows used during this experiment are given in Table 5.8. 
Figure 6.13 represents the flow rates of the inlet at different time during run of case-3 from 
different carbon to steam ratios.  
 
Table 5- 8; Set-points of inlet water, methane and hydrogen flow rates at different inlet temperatures 
Temperature/°C Steam/carbon Hydrogen flow /setpoint(l/hr) 
Methane flow 
/setpoint(l/hr) 
Required water 
flow (ml/hr) 
Water flow 
setpoint(ml/hr)
525 4.5 18 32 110 118 
575 4.5 18 30 104 112 
625 4.5 18 28 98 105 
750 4.5 18 25 86 92 
700 1 0 60 45 48 
700 0.8 0 60 36 38 
700 0.5 0 60 23 25 
 
Trends in the temperatures recorded from within the impregnated pellets related to their position 
can be seen under all conditions in Figure 5.14. The graph of temperatures (Figure 5.14) shows a 
significant increase in the temperature readings from within the column, which indicates a 
reduction in the amount of reforming taking place and therefore in the level of endothermic 
98 
 
 
Validation of CFD model with experiment 
reaction. The thermocouple attached to the outside of the tube shows a temperature increase 
which is also related to the reduction in the endothermic reaction as the heater no longer needs to 
supply a large amount of energy to the tube in order to maintain the required temperature. The 
temperature of the tube away from the reaction area will therefore decrease. 
 
Figure 5- 13; flow rates of inlet steam, carbon and hydrogen with time 
 
Figure 5- 14; temperature profiles inside the pellets with time 
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The exit gas compositions under different conditions for case-3 are shown in Table 5.9. Figure 
5.15 represents the methane volumetric percentages at the outlet, which have been recorded under 
all conditions (steam- carbon flow rate ratio; 4.5, 1, 0.8 and 0.5 and temperatures; 525, 575, 625, 
750 and 700°C). Case-3 shows the same overall trend of exit gas composition as case-1 and 2 for 
methane, as methane slip increases with decreasing temperature and steam-carbon ratio. The low 
steam – carbon ratio tests at 700°C were carried out to study carbon formation effect on the 
temperature and the exit gas. Figure 5.15 illustrates exit methane percentage with time, methane 
composition decreases at high temperatures 625 and 750°C in outlet due to more conversion at 
high temperatures for the endothermic reactions.  
 
Table 5- 9; exit gas compositions under different conditions 
Temperature Me% CO% CO2 
525 36.02 0.21 3.91 
575 30.49 0.58 5.36 
625 23.5 1.14 7 
750 11.27 5.72 8.84 
525 38.94 0.24 3.94 
575 30.81 0.58 5.6 
625 24.38 1.15 7.08 
750 10.52 5.67 9.06 
525 34.61 0.35 3.9 
575 31.75 0.57 5.38 
625 25.23 1.14 7.01 
750 10.31 5.67 9.09 
525 33.85 0.36 3.84 
700(first 12 hours) 47.37 5.87 6.88 
700(second 12 hours) 49.78 6.32 6.27 
700(third 12 hours) 58.15 5.09 3.8 
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Figure 5- 15; volumetric percentages of the outlet gases 
 
The important goal of case-3 was to study the difference in temperature inside and outside of the 
active catalyst pellets. The inside and outside temperatures for active pellets at different inlet 
temperatures; 525, 575, 625 and 750°C are shown in Figures 5. 16 (a), (b), (c) and (d) 
respectively. In case-3, 3 thermocouples were inserted into the active pellets (active pellets 
number; 1, 3, and 5 from bottom) and 3 thermocouples were located at the outside of active 
pellets at the same position (active pellets number; 1, 3, and 5 from bottom). The 3 outside 
thermocouples were fixed at their positions with a metal wire around the pellets. The temperature 
on the inside of the pellets is significantly lower than outside due to the endothermic reaction at 
the surface and inside active catalyst pellets. At all temperatures the differences between inside 
and outside temperatures decreased from pellet 1 to pellet 5, this confirmed less steam reforming 
reaction at the upper active pellets compare to the bottom active pellets. The overall trend of 
temperatures recorded is as expected as the temperature increases with position in the direction of 
gas flow due to the reduction of reactants along the tube and the decrease of the methane steam 
reforming endothermic reactions.  
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(a) 
 
(b) 
 
 
(c) 
 
(d) 
 
Figure 5- 16; temperature inside and outside  active pellets at Steam/Carbon =4.5 and  (a) 525°C, (b) 575°C, (c) 
625°C, (d) 750°C 
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5.3 CFD Modeling of Experimental results 
5.3.1 Geometry and meshing  
The commercial CAD meshing software Gambit 2.3.16 was used to create the packed bed 
geometry for the catalyst shapes and then to mesh the geometry. The tube cylinder and particles 
geometry were based on actual experimental scale. To reduce the geometry size and numbers of 
meshes, a string of 10 particles was created instead of all 30 particles. Reactions took place in 6 
active particles and the 4 non-active particles were used in the modeling geometry for two 
reasons; 1- to avoid boundary conditions problems and 2- to develop the actual pattern of flow 
before and after the active particles. The particles in the real experiment were 4-holes cylinders 
with grooves (Figure 5.17) but since the holes were blocked with cement and thermocouples in 
the actual experiment, the particles were assumed to be full cylinders with grooves in this model. 
The density of the particles was calculated with the mass of the 4-holes particle and the volume of 
the full cylinder particles to avoid predicting extra conversion because of the filled holes. 
 
 
(a) 
 
(b) 
Figure 5- 17; (a) a total view of the experimental active catalyst particle, (b) a side view of the active particle 
 
The fixed bed tube had a 0.00625m (0.2460-inch) radius and a height of 0.0136m (5.354-inches), 
and the particles had 0.005165m (0.2033-inches) radius and lengths of 0.012m (0.4724inches). 
The particles had 4 grooves that were 0.001246m (0.049055-inches) in radius. Examples of the 
particles with grooves and tube with particles are shown in Figure 5.18. Tube-to-particle diameter 
ratio was 1.21. The cylindrical particles were placed as for the real experiment in a chain, and end 
to end to reproduce the most common arrangement in experimental packing columns. 
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 (a) 
 
                                                      
(b) 
Figure 5- 18; (a) a chain of particles geometry in the modeling, (b) a side view of a particle 
 
Uniform boundary layers were used on the cylinder wall and particles (inside to the solid zone 
and outside to the fluid zone). The height of the first layer was 0.0001m and the growth factor was 
b/a=1.2 (the ratio of the height of the second layer over the height of the first layer). A uniform 
tetrahedral mesh was used with size of 0.0005m for the solid particles and size 0.0003m mesh was 
used for the fluid. Figure 5.19 shows the mesh for the particles and fluid zone and boundary layers 
at the x-y plane. The total number of cells was about 1,656,732 for the 10 particles and the fluid 
zone. 
 
             
 
Figure 5- 19; close-up of wall and particle boundary layers. 
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5.3.2 Simulation model development 
CFD simulations of coupled flow, heat transfer, diffusion, and reaction were carried out in a 3D 
full tube column. Focus was on the 6 active particles, and the simulation was intended to represent 
the overall behavior of the actual experiment tube.  
The governing equations described in chapter 3 were solved using the finite volume commercial 
CFD code FLUENT 6.3. The pressure-based segregated solver was used, with the SIMPLE 
scheme for pressure-velocity coupling. First-order upwind interpolation was used for the 
convection terms; all diffusion terms used second-order discretization. Under-relaxation factors 
were left at the FLUENT default settings, unless some instability was observed in the iterations, 
when they were occasionally reduced.  
 
5.3.3 Operating conditions and settings 
The boundary conditions were set similar to the real experimental work. The reactor inlet 
boundary condition was assumed as velocity inlet and the outlet boundary condition was specified 
as pressure outlet with zero gauge pressure. In addition, the reactor tube around the particles was 
taken as a wall boundary condition with constant temperature. 
The particles were assumed to be solid, the fluid through the packed bed was a mixture of 
methane, hydrogen, carbon monoxide, carbon dioxide, and water vapor. The mixture properties 
were assumed based on the ideal gas properties. The reactor tube conditions and the fluid and 
solid properties are given in Table 5.9 for methane steam reforming reaction. The density of the 
particles was calculated by dividing the 4-holes particle mass by the volume of the full cylinder 
particles to avoid more reaction due to the filled holes. 
 The inlet and the tube wall boundary conditions were different for various experiment run 
conditions (different inlet temperatures and different steam to carbon ratios). The inlet feed 
included methane, hydrogen and water in the same ratios as the experimental case study. Aspen 
HYSYS 3.2 software was used to calculate the inlet velocity and composition to put in the 
105 
 
 
Validation of CFD model with experiment 
(5.7)
(5.8)
(5.9)
simulation model. The tube wall temperatures were assumed to be the same as the outside 
thermocouple (TC-out) of the experiments and the inlet temperatures were varied between 
798.15- 1023.15K depending on the experiment case study. The inlet mass fraction at S/C=4.5 
were 0.151 for methane, 0.012 for H2 and 0.837 for H2O. 
 Table 5- 10;  reactor conditions and properties 
Phase Tin(K) Twall(K) Vin(m/s) P[kPa]  [kg/m3] pc [J/kg · 
K] 
k[W/m · 
K] 
 [Pa · s] 
Fluid 798.15 -1023.15 TC-out 0.06309 2159 6.1616 2395.38 0.0876 51000.3 
Solid 798.15 -1023.15    853 1000 1  
 
The MSR reaction scheme simulated was: 
 
CH4+H2O  CO + H2 
CO+H2O  CO2 + H2 
CH4+2H2O  CO2 +4H2 
These reactions were represented in the solid particles using user-defined scalars to mimic species 
transport and reaction, with user-defined functions supplying reaction rates and heat sources/sinks 
(Taskin et al. 2010). Species transport in the pellets was calculated using straight-pore Knudsen 
and molecular diffusion coefficients (which are available in appendix C) corrected using pellet 
porosity and tortuosity values of ε=0.44 and τ=3.54 (Xu and Froment, 1989b). Under MSR tube 
inlet conditions; these gave values in the range 5 × 10-7 m2/s (CO2) to 2.5 × 10-6 m2/s (H2). The 
source terms in the solid phase were based on the kinetic model of Hou and Hughes (2001) for 
methane steam reforming over a Ni/Al2O3 catalyst. The UDS diffusivities for both the fluid and 
solid (in kg/m-s) were supplied by user defined function (UDF).  
 
5.3.4 Results and discussion: 
Initially a case study with steam to carbon ratio of 4.5 and inlet temperature of 898.15K was 
simulated. The 6 active particles in the experiment are shown in Figure 5.20(a) and the mass 
fraction of methane and hydrogen and temperature on the surface of the 6 active particles from the 
106 
 
 
Validation of CFD model with experiment 
simulation are illustrated in Figures 5.20(b), (c) and (d).  As can be expected the methane mass 
fraction decreased from bottom to top particles due to the reaction on the surface and inside of the 
particles. The hydrogen mass fraction changed from 0.0123 to 0.033 in particle 1 to particle 6 
because of the methane steam reforming and water gas shift reactions. Temperature of the 
particles increased from 852 to 895K; this was due to the faster reactions in the beginning active 
particles at the bottom of the reactor. However with reduced methane levels in the top particles 
the endothermic reaction decreased and caused increasing temperature.  
 
 
(a) 
 
 
(b) 
 
 
 
(c) 
 
 
 
(d) 
 
Figure 5- 20; (a) 6 active particles in the experimental test, (b) hydrogen mass fraction, (c) methane mass 
fraction and (d) temperature(K) at the surface of the active particles in the CFD simulation 
 
To get a better sense of the intra particle gradients, an x-y cross-sectional plane was created at the 
middle of active particle number 4 at a constant z position. Temperature, velocity, methane and 
hydrogen mass fraction contours are shown in Figure 5.21 (a), (b), (c) and (d) respectively.  The 
temperature decreased from the fluid zone to the core of the active particle because of the 
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endothermic reaction. The velocity contour indicates that high velocity areas are located inside the 
grooves. Methane mass fraction decreased from the surface of the particle to the core due to the 
reaction; however the highest amount of hydrogen mass fraction is located inside the particle. 
 
 
(a) 
 
 
(b) 
 
 
(c) 
 
 
(d) 
Figure 5- 21; (a) temperature (K), (b) velocity, (b) methane mass fraction, and (d) hydrogen mass fraction 
contours, at the intersection plane in the middle of active particle number 4. 
 
The mole fraction percentages of the reactants and products along the active particles in the fluid 
zone are given in Figure 5.22. The inlet gas temperature was 898.15K (625ºC) and the steam to 
carbon ratio was 4.5 for this simulation. The methane mole fraction declined from 0.15% to 
0.11%, while the hydrogen mole fraction increased from 12% to 22%. The CO and CO2 mole 
fractions increased slightly. The hydrogen mole fraction was higher than other products (CO and 
CO2). The water mole fraction decreased from 72.5% to 62.5% along the active particles due to 
the methane steam reforming reaction.  
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(5.10)
(5.11)
(5.12)
 
Figure 5- 22; mole fraction of reactants and product along the active particles in the fluid zone 
 
The conversion of methane and yield and selectivity of the hydrogen as desired product are shown 
in Figure 5.23. The conversion of the methane (Equation 5.10) increased to 28% along the active 
particles. The selectivity of hydrogen which is moles of hydrogen to moles of all products ratio 
(Equation 5.11) decreased from 92 to 85%. The yield of hydrogen which is moles of produced 
hydrogen as the desired product to the moles of hydrogen if all methane had reacted completely 
(Equation 5.12) increased from 17 to 33%.  
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Figure 5- 23; conversion of methane and yield and selectivity of hydrogen along the active particles in the fluid 
zone 
 
Different simulations were carried out at different inlet temperatures 798, 848, 898K at a steam to 
carbon ratio of 4.5 (S/C=4.5). The comparisons between the CFD results and the experimental 
results are shown in Figure 5.24. The weighted volume averages of the particle temperatures were 
taken and compared to the thermocouple temperatures inside the particles in the experiment. The 
overall results show excellent quantitative and qualitative agreement between CFD and 
experiment for all inlet temperatures conditions. As can be noticed, the CFD temperature for high 
inlet temperature (898K) is lower than experimental at the beginning of the active particles (1 and 
2); this is because of higher methane content in the inlet feed in the CFD compared to the 
experiment. In the experiment at high temperatures some MSR reactions occurred before the 
active pellets due to the high temperature and reduced the methane content of the feed, therefore 
the reaction rate in the experiment is lower than the reaction of the CFD model in the bottom 
particles.  
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Figure 5- 24; Comparison of CFD to experiment of inside active particle temperature (K) for different inlet gas 
temperatures at S/C=4.5 
 
The conversion of the methane for the experiment and CFD modeling at different temperature is 
presented in Figure 5.25. The methane conversion was enhanced at higher temperature due to the 
faster reaction rate of methane steam reforming. The methane conversion trend had a good 
agreement between the CFD model and experiment. However, the CFD conversion was slightly 
higher than the experimental value, and this was because of deactivation with sintering/poisoning 
of catalysts during the MSR reaction process which caused reduction of catalyst performance and 
activity and this was not considered in the CFD simulation.  
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Figure 5- 25; Comparison of CFD to experiment methane conversion at different temperatures 
 
A simulation was carried out to compare to the experiment with inside and outside thermocouples 
of the particles at 798.15K and 848.15K and S/C=4.5. Figures 5.26 (a) and (b) showed the 
comparison between CFD and experiment. The inside temperature was clearly lower than outside 
temperature; this was due to the endothermic reaction at the surface and inside catalyst particles. 
As can be noticed the gradient of temperature between the inside and outside at the bottom 
particles is higher compared to the top particles, this was because the reactants had higher 
concentration at the beginning and therefore the reaction was higher. The CFD and experiment 
results had good agreement. However, the CFD temperature was lower than actual experiment. 
This was due to the reaction at high temperature condition (973.15K) in the experiment before 
active particles that reduced methane content of the feed in the experiment compared to the CFD 
for active particles. 
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(a) (b) 
Figure 5- 26; CFD and experimental of inside and outside temperature (a) at 798K inlet gas temperature, and 
(b) at 848K inlet gas temperature 
 
5.4 Conclusions: 
The highly endothermic commercial methane steam reforming (MSR) reaction was studied 
experimentally in a fixed bed reactor. The MSR reaction showed strong effects on the temperature 
profile along the reactor. Computational fluid dynamics models of fixed bed reactor under 
methane steam reforming reaction have been used and compared with experimental data. In both 
CFD and experiment temperature inside catalyst particles increased from inlet to the outlet in the 
MSR fixed bed reactor. Earlier particles had lower temperature due to the higher reaction of fresh 
reactants. CFD and experiment showed overall excellent agreement for fixed bed under reacting 
conditions. 
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6. Heat transfer in a fixed bed column 
6.1 Introduction 
Heat transfer in fixed bed columns is a very important topic in the chemical industry because 
fixed beds are extensively used as reactors, thermal storage units and adsorption or desorption 
plants (Derkx and Dixon 1997). In particular, multitubular fixed bed reactors with low tube-to-
particle diameter ratio (N) are used for extremely exothermic or endothermic reactions such as 
partial oxidations and steam reforming of methane respectively.  Heat can transfer into or out of a 
narrow reactor tube much faster. 
Current research for heat transfer in fixed-bed reactors is based on measuring temperature across 
radial or axial direction and comparing them with empirical correlations or numerical models. 
Unfortunately the large numbers of variables involved in fixed-bed reactors are difficult to predict 
from experiments. The materials that catalysts is made, the shape of catalysts, the ratio of the 
catalyst diameter to the bed diameter and many others parameters create difficulties in predicting 
a temperature gradient solution in these type of reactors (Dixon et. al., 2006).  
To simulate heat transfer in a fixed-bed reactor, two parameters are important. First, the heat 
transfer coefficient, hw, for the heat transfer prediction between tube wall and the inlet gas. It 
makes extra heat transfer resistance and causing a temperature jump near the wall and described 
via the relation: 
 
Secondly, the heat transfer resistance through the packing and fluid inside the bed is described by 
the effective radial thermal conductivity kr (reported in dimensionless terms of kr/kf) which lumps 
together all heat transfer mechanisms. 
In the past, lots of research has been carried out to simulate the heat transfer in fixed bed reactors 
by using kr/kf and hw. Most models for kr/kf and hw are based on a direct correlation with Re and N. 
Although most models seem to predict kr/kf very well, a lot of problems still exist in predicting hw 
(Logtenberg and Dixon, 1998) and (Dixon 1996).  
( )r w r R wq h T T 
(6.1) 
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It is often too difficult to measure actual near-wall temperature during experimental tests, and 
since the thin boundary layer of the fluid has an important effect on convection heat transfer, it is 
hard to obtain accurate temperature gradients near the tube wall of the fixed beds. 
 
To investigate fluid and heat transfer of fixed beds, CFD simulations were used in this study. The 
CFD simulation geometry can be compared to the construction of the actual experimental setup. 
When the CFD model converged, a complete flow profile of the simulation geometry is available 
and this is a big advantage of the CFD, because of physical limitations compared to experiment.   
The aim of using CFD in this work was to obtain models suitable for industrial application that 
include better understanding of flow in fixed beds and then to develop a new heat transfer model 
with emphasis on industrial application for conduction and convection heat transfer in fixed bed 
tubes without using kr/kf and hw. 
 
6.2 Heat transfer mechanism in fixed-bed columns 
There are three mechanism of heat transfer in fixed bed columns; conduction, convection and 
radiation. In the range of temperatures that was used in this study only conduction and convection 
heat transfer apply. Conduction is the transfer of energy from particle to particles or particle to the 
tube wall; convection is the exchange of energy due to the bulk movement of fluid. The heat 
transfer in the fixed bed depends on the size and shape of particles and column as well as the fluid 
flow rate. 
To simulate heat transfer in low N fixed bed tubes, one of the main problems is a strong deviation 
near the wall region. This deviation occurs because of physical mechanisms of the wall that 
strongly affect the total heat transfer in the tube.  
Near the wall of a fixed bed, there is an increase in resistance to radial heat transfer which was 
studied in many publications (Kalthoff and Vortmeyer, 1980; Haidegger et al., 1989; Lerou and 
Froment, 1977; Froment and Bischoff, 1979; Papageorgiou and Froment, 1995). The wall 
resistance heat transfer is caused by the packed bed reactor due to laminar (viscous) boundary 
layer, changes in the bed thermal conductivity due to changes in void fraction and damping of 
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radial convective heat transfer due to decreased lateral displacement of fluid (Leising and Dixon 
2005). Since it is not possible to investigate it experimentally, CFD can help us to study it 
carefully. 
 
- Viscous boundary layer 
Due to the no-slip condition at the wall, a viscous boundary layer exists close to the wall of the 
tube. The thickness of the boundary layer depends on the Reynolds number of the flow. This layer 
performs as a resistance to momentum and mixing and causes a similar thermal boundary layer in 
the near-wall region. The thickness of the thermal boundary layer can be obtained by the Prandtl 
number of the fluid.  
 
- Change in bed thermal conductivity 
For a low N fixed bed, particles are placed in the radial position across the fixed bed. The porosity 
has a significant change across the bed close to the tube wall. The porosity near the wall is close 
to one, which implies that only pure fluid is present. But, in a small distance from the wall the 
particles existence change would change the porosity rapidly. This sharp change of the porosity 
causes significant change of the bed thermal conductivity in the wall vicinity. So the main heat 
transfer mechanism would be convection compared to conduction at the wall vicinity. 
 
- Damping of mixing 
Changing of the bed porosity near the wall region makes a channeling effect. This is because of 
higher velocity and less turbulent fluid in the high voidage area close to the tube wall. The 
channeling effect makes the flow become more parallel and less radial close to the wall. The 
mixing which takes place in the center of the fixed bed between particles is damped near tube 
wall.  
 
 
116 
 
 
Heat Transfer in fixed bed 
6.3 Problem statement 
To model heat transfer in a fixed bed, we need to focus on the boundary layer in our thermal 
model approach due to temperature drops over the viscous layer, which can be large at high 
Reynolds number, and industrial flow. Experimental results showed a significant change in 
temperature in near-wall regions. Many investigations have been carried out to model the radial 
temperature profile in low N fixed beds (Brunell et al. 1977; Bey and Eigenberger 2001; Demirel 
et al. 2000; Li and Finlayson 1977; Magnico 2009).  In many researches the classical pseudo-
continuum heat transfer model and its boundary conditions were used as following: 
 
 
 
 
 
 
 
 
To model heat transfer, effective radial thermal conductivity, kr was used to predict bed heat 
transfer resistance, and the heat transfer coefficient of the wall, hw, was introduced to predict the 
temperature jump at the wall. The heat transfer coefficient the heat transfer resistance in the wall 
vicinity and gives a convincing mathematical model especially for the large N fixed beds. The 
resistance of the boundary layer due to changes in conduction and radial mixing will not be 
lumped at the wall. Then the heat transfer coefficient value and radial effective thermal 
conductivity must be estimated by running experiments for different types of fixed beds to be 
used in the classical pseudo-continuum heat transfer model.  
To avoid the problem of experimental prediction in the classical continuum model, a new velocity 
field heat transfer model was introduced which presented the energy balance in a 
pseudohomogeneous equation as following:  
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(6.2) 
(6.3), (6.4), (6.5) 
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(6.6) 
 
 
 
 
 
In the new velocity field energy equation, the heat transfer coefficient was removed from the 
boundary condition and the wall temperature was used as the wall boundary condition. In this 
model radial and axial velocity were introduced for convection heat transfer. The conduction heat 
transfer was obtained with radial thermal conductivity, ݇௥଴ from Zehner-Schlünder model (1970), 
equation 6.10, as function of fluid thermal conductivity, solid thermal conductivity and bed 
porosity in the radial position.  
     
(6.10) 
 
where;  
 
                     (6. 11),                                                  (6. 12),      (6. 13) 
 
Earlier researches showed that CFD is a reliable tool to get multiple numerical data in low tube-
to-particle diameter ratio fixed bed reactors without any intrusive experimental errors 
(Nijemeisland and Dixon 2001). CFD can collect various data locally from the real discrete 
particle model in low N fixed beds. To find out the correct convection model, true velocities in the 
radial and axial direction needed to be introduced. CFD was used to calculate velocity field of 3D 
discrete particle model in fixed beds. Then velocities obtained from the discrete model were 
applied to the new velocity field pseudohomogenous heat transfer model.  
To solve the energy equation 6.6 COMSOL software was used to simulate the energy balance in 
the fixed bed. The COMSOL model was based on the pseudohomogeneous solution. A schematic 
diagram for the proposed approach can be seen in Figure 6-1.  
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This model represents a two dimensional (2D) thermal model of low N fixed bed reactor. The 
convection heat transfer was simulated using the 2D flow field obtained from the 3D discrete 
model in FLUENT. The 2D model made a simplification in the solution process to predict the 
heat transfer of a packed bed column in the radial and axial directions. This is an important 
parameter in an industry-scale model.  
 
 
 
 
 
 
 
 
 
 
Figure 6- 1; schematic diagram of the new thermal model 
 
6.4 Validation  
6.4.1 CFD model validation with experimental results 
Several experiments have been carried out by former students (Nijemeisland, 2002; Walls, 2011) 
to study the accuracy of CFD compared to the laboratory experiments for fixed beds. During a 
laboratory experiment, a heated tube wall packed bed was used by Nijemeisland (2002) with N=2 
at laboratory flow rates of air Rep < 2000. Thermocouples were used to acquire temperature 
profiles as functions of radial position. Also CFD was used to model flow and energy balance. A 
very good quantitative as well as an excellent qualitative agreement between CFD simulation and 
experimental results were obtained for heat transfer of N=2 fixed bed column in the laboratory 
(Nijemeisland and Dixon, 2001). In addition, Walls (2011) studied the heat transfer of industrial 
rig packed bed columns at Johnson Matthey Catalysts at industrial flow rates 1800< Rep < 22,000 
and compared it with CFD model and a good agreement between experiment and CFD was 
achieved for the fixed bed column of  N=5.44 (G. Walls 2011). Therefore CFD was validated as a 
reliable tool to be used for low N fixed bed columns without any intrusive experimental errors. 
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6.4.2 Validation of COMSOL model with analytical solution 
COMSOL software was used to model heat transfer of the fixed bed in a pseudo-continuum two 
dimensional model. The heat transfer in COMSOL is based on the pseudohomogeneous energy 
equation. To verify heat transfer of the COMSOL model for low N fixed bed, the COMSOL 
model was compared with the analytical solution of the classical pseudo-continuum heat transfer 
equation for a plug flow (PF) model (equation 6.14). To solve the analytical solution, the classical 
pseudohomogeneous energy equation was changed to a dimensionless equation by obtaining 
radial thermal conductivity from equation (6.7). In order to obtain the pseudohomogeneous plug-
flow model, the following assumptions from Borkink et al. (1993) were used: 
 
 Steady state system 
 System is pseudohomogeneous 
 No reaction takes place 
 No axial dispersion of heat 
 No free convection of heat 
 No radiation 
 Constant superficial gas velocity 
 Constant pressure through the packed bed 
 Constant wall temperature 
 
 
(6.14) 
 
Given the following boundary conditions: 
 
 
 
 
 
(6.15) 
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These equations can be made dimensionless by defining: 
 
 
 
 
 
 
 
 
 
Thus, the dimensionless model equation is: 
 
 
 
 
The boundary conditions are: 
 
At  
 
At  
 
At  
 
Then by solving the classical continuum model and considering the boundary conditions the 
following equation can be obtained: 
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The model in the COMSOL was created as 2D model to be solved; Figure 6.2 represents the 
model in COMSOL and the boundary conditions same as the analytical solution.  
 
 
Figure 6- 2; geometry and boundary condition of the model 
 
The boundary conditions were based on the experimental data for N=4, Bi=1.2075 and kr/kf 
=103.654 for ceramic spheres with 2” diameter, obtained in the laboratory. The inlet feed was air 
in this experiment. All boundary conditions are presented in Table 6.1.  
 
Tale 6- 1; boundary conditions of low N fixed bed column based on experimental conditions 
Re G (kg/m2s) kr/kf Bi Tin(K) Twall(K) 
1349 1.982461 103.654 1.2075 298.15 368.15 
 
 
A program code was used to solve the analytical equation and to obtain heat transfer in a low N=4 
fixed bed.  The COMSOL model was simulated using a heat transfer coefficient based on 
experimental conditions, and the temperature contours are presented in Figure 6.3. 
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Figure 6- 3; temperature contours (K) in COMSOL model 
 
The analytical solution and COMSOL model temperature at 3 different lengths (z/L=1/3, z/L=2/3 
and z/L=1) for N=4 fixed bed column are shown in Figure 6.4. The COMSOL model and 
analytical solution showed excellent agreement for heat transfer of low N fixed bed with same 
boundary conditions and heat transfer coefficient.  
 
Figure 6- 4; analytical solution vs. COMSOL temperature (K) at different lengths 
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6.5 Wall Segment model 
6.5.1 Geometry and mesh 
To study the heat transfer model for a fixed bed column, 2 models were investigated; 120° wall 
segment (WS) model with N=4 packed including sphere particles was designed (Figure 6.5) and 
full fixed-bed column. Gambit/ANSYS software was used to create the geometry, 
Gambit/ANSYS is a program specially designed to create geometry and meshes to be used in 
modeling software.  
One of the main problems in modeling 3D geometry of fixed bed tubes is the contacting point 
between particles. The contact point between particles cannot be meshed. One technique to avoid 
this problem is to shrink the particle diameter so the particles are no longer touching each other 
and there would be a thin layer of fluid between them. This removes the problem for meshing 
contact point between particles and wall and particles. It has been reported that shrinking of the 
diameter of particles by 99% of the original diameter, gives us good results compare to the 
experiment for velocity field and energy balance (Nijemeisland, 2002).  
Depending on the mesh density, the solution will be more accurate but computationally 
expensive. The mesh used boundary layer prism cells at both the inside and outside particle 
surfaces and at the tube wall, with tetrahedral cells in the main fluid volume. The surface of 
catalyst particles were set as a wall boundary condition, and the interior of the bed was set as fluid 
(one face as the flow inlet and another one as the flow outlet).  
 
 
Figure 6- 5; 120° wall segment geometry with N=4 
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26 points 
6.5.2 Averaging methods from 3D to 2D 
Since the packed bed geometry in FLUENT was in 3D and the pseudohomogenous thermal model 
in COMSOL was in 2D, then an averaging method was applied to obtain radial velocity as 
function of (r,z), axial velocity as a function of (r) and void fraction as function of (r). 
To calculate average of axial velocity and void fraction as a function of radial position, 26 
constant-radius cylinder planes were defined from r=0.0002m to r=0.05016m, with the greatest 
radius (r=0.05016m) located exactly at the wall. The heights of these 26 cylinders were equal 
(0.043759m) which was the total height of the wall segment. Figure 6.6 shows the wall segment 
and the different averaging planes. By the area vertex averaging of axial velocity and fluid 
volume fraction from these 26 planes, 26 points were calculated instead of whole wall segments. 
Figure 6.7 shows a schematic of these points.  
 
 
 
Figure 6- 6; (a) 120° wall segment model with spheres packing, (b) averaging planes in radial position 
 
 
 
     
 
Figure 6- 7; 26 points in radial direction from averaging of wall segment 
 
To obtain radial velocity as function of axial and radial positions, two methods were developed. In 
the simpler method, 26 constant radius cylinder planes were defined in the radial direction and 
then divided into 20 parts in the axial direction, so 26(radial) × 20(axial) points were obtained by 
Wall 
(a) (b) 
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averaging of these surfaces. Figure 6.8 illustrates the wall segment and the 26(radial) × 20(axial) 
planes. Vertex average was applied for radial velocity of these planes, and 26(radial) × 20(axial) 
points were extracted a schematic for the points is shown in Figure 6.9. 
 
 
 
Figure 6- 8; (a) 120° wall segment model with sphere packing, (b) averaging planes in radial and axial 
positions 
 
 
       
       
       
       
       
 
Figure 6- 9; 26(radial) × 20(axial) points in the radial and axial direction from averaging of wall segment 
 
In the second method, to calculate the radial velocity as function of two directions (r,z), 25 
angular planes  were defined in FLUENT. The angle between two of these surfaces in the 120° 
wall segment was 5°. Figure 6.10 shows these surfaces in the wall segment. Each of these 25 
angular surfaces included 200(radial) × 200(axial) points, but each surface had a different 
direction position. To average all surfaces together an interpolation was done for each surface 
with 200(radial) × 200(axial) points in order to have the same position direction for all points at 
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different angles. Then an average of 25 angular surfaces was carried out to have 200(radial) × 
200(axial) points in a surface as can be seen in figure 6-11.  
 
  
 
 
 
Figure 6- 10; (a) 120° wall segment model with sphere packing, (b) averaging planes  in angular positions 
 
 
       
       
       
       
       
 
Figure 6- 11; 200(radial) × 200(axial) points in radial and axial direction from averaging of wall segment 
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- Bed voidage(r), Vz(r) and Vr(r,z) 
The average of voidage in the radial direction is shown in Figure 6.12. The porosity profile for the 
120° wall segment column and N=4 is very sharp. There are two minima in the curve, 
corresponding to the two different layers of spheres at the radial position. Two minima are 
observed, one at r/rt = 0.21, and the other one r/rt = 0.7, which correspond to the radial position of 
the center of the sphere layers.  
Axial velocity was assumed only as a function of radial position,  ruu zz  . This was because of 
the periodic flow of the symmetric structure in the WS, and thus the axial velocity did not have 
significant changes in axial position. Radial velocity was assumed to be a function of radial and 
axial positions  zruu rr ,  because the radial velocity did not have the same distribution in the 
axial and radial positions. In addition, it was the main parameter affecting turbulence and mixing. 
Due to its impact on the convection and heat transfer, it should be defined as a function of radial 
and axial positions. 
Average axial velocity was similar to the porosity and was obtained as a function of radial 
position. 26 points were extracted from vertex averaging of 26 cylindrical planes throughout the 
WS at different radial positions. The axial velocity as a function of radial position can be seen in 
Figure 6.13. 
Figure 6- 12; average of voidage in radial position for a 120° wall 
segment 
 
Figure 6- 13; average of axial porosity in radial position in a 120° wall 
segment 
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The axial velocity profile had two dips corresponding to the two layers of spheres in the radial 
position. Close to the wall axial velocity increased suddenly and then dropped to 0m/s at the wall 
due to the boundary layer of fluid at this area.  As expected, the porosity profile was similar to the 
axial velocity profile except close to the wall. Therefore slow velocities were located in high 
porosity regions, but in the wall vicinity, axial velocity increased and then decreased due to the 
boundary layer and no-slip condition at the wall. 
The radial velocity as function of radial and axial positions was obtained by two methods, small 
parallel layers of the 26(radial) × 20(axial) points, and angular methods by 200(radial) × 
200(axial) points. The radial velocities for both methods are shown in Figures 6.14(a) and (b). 
The radial velocities had a range of values between 0.12m/s to -0.22m/s. The radial velocities 
obtained from both methods had the same general velocity fields in the radial and axial positions. 
 
 
(a) 
 
(b) 
Figure 6- 14; radial velocity contour maps (m/s) from; (a) 26(radial) × 20(axial) points, (b) 200(radial) × 
200(axial) points 
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6.5.3 Model development 
FLUENT software was used to simulate the 3D model of a 120° wall segment.  Since the wall 
segment included only two layers of pellets the inlet flow was assumed as periodic boundary 
condition. The inlet Reynolds number was assumed 240, and the inlet fluid and wall temperature 
were set to 298.15K and 368.15K, respectively. 
COMSOL software was used to simulate a 2D pseudo-continuum thermal model. The wall 
temperature was set to 368.15K, the same as the CFD model, however the inlet temperature 
boundary condition was not assumed to be the same temperature in the CFD model as in the 
COMSOL model. Since solid thermal conductivity affected on the temperature profile at the inlet 
in CFD WS model, the inlet temperature boundary condition of COMSOL model was obtained 
from the CFD inlet (z =0) model  as a function of radial position. The effective zero-flow radial 
thermal conductivity k0r was calculated by the Zehner-Schlünder model based on the fluid and 
solid thermal conductivity and porosity profiles that were obtained from the CFD model and were 
supplied as a function of radial position to the COMSOL. The axial velocity and the radial 
velocity from the CFD were introduced to COMSOL to predict the convection heat transfer of the 
model. Figures 6.15(a) and (b) illustrate the CFD as a 3D model and COMSOL as a 2D model 
with their boundary conditions. 
 
            
(a) 
 
 
  
 
 
 
(b) 
 
Figure 6- 15;  (a) 120° wall segment model with sphere packing and boundary conditions, (b) 2D model with 
boundary conditions. 
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The air properties are presented in Table 6.2. The air properties were calculated at the average 
temperature (333.15K) between inlet air and wall temperature. Thermal conductivity of the fluid 
kf and particle ks are shown in the Table 6.3. The radial thermal conductivity was calculated by the 
Zehner-Schlünder model. 
 
 
Tale 6- 2; air properties at 333.15°K 
Parameters Quantity 
ρ 1.059545 (kg/m3) 
µ 2.0291 E-5 (kg/m.s) 
Cp 1800(J/kg.K) 
 
 
Tale 6- 3; thermal conductivity of fluid and particles 
Parameters Quantity 
kf(air @333.15°K ) 0.0287(W/m.K)
ks(alumina particle) 1(W/m.K) 
 
 
6.5.4 Results 
The temperature contours of the CFD and COMSOL models are given in Figures 6.16(a) and (b). 
Figure 6.16(a) illustrates the CFD average temperature in 2D for a 120° wall segment with N=4, 
this result was obtained by 26(radial) × 20(axial) surfaces averaging method and Figure 6.16(b) 
shows the pseudohomogenous model which was simulated by COMSOL. The COMSOL thermal 
model result had very good agreement with CFD result overall. Both CFD and COMSOL 
temperature contours had 2 pikes of temperature development to the center of the bed close to the 
tube wall at z=0.01m and z=0.03m which was due to the radial velocity distribution from heated 
tube wall to the center of the bed. As can be realized from the contours of the temperature close to 
the wall, convection heat transfer played a major role in heat transfer in low N fixed bed column. 
The results of the CFD and COMSOL model had great agreement for the 120° wall segment but 
they were not exactly the same in all locations; this was due to the averaging method and loss of 
some information in the transition from 3D to 2D model. 
 
Figure 6.17(a) illustrates the temperature profile of CFD and COMSOL at the outlet of the bed 
(z/L=1). The temperature profile of the COMSOL model had excellent quantitative and 
qualitative agreement with the CFD in the bed, but in the fluid area close to the wall (Figure 
6.17b) the COMSOL temperature is higher than CFD. This was due to the high sensitivity of the 
laminar boundary layer and contact point problem between the tube wall and particles in the CFD 
model.  
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(a) CFD 
 
(b) COMSOL 
Figure 6- 16; (a) CFD temperature contour map which obtained by averaging of 26(radial) × 20(axial) 
surfaces, (b) COMSOL temperature contour map 
 
 
(a) 
 
(b) 
Figure 6- 17; (a) comparison of temperature for CFD and COMSOL result at outlet (z/L=1), (b) comparison of 
temperature for CFD and COMSOL result at outlet (z/L=1) close to the wall. 
 
Comparison of temperatures at z/L=0.5 between COMSOL model vs. CFD model is presented in 
Figure 6.18 (z/L=0.5). As can be seen the CFD and COMSOL models had good agreement 
generally, but the temperature of the COMSOL model was lower (between r/rt=0.45 to r/rt=0.95) 
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than the CFD temperature in the packed bed area. Figure 6.18(b) shows the temperatures at 
z/L=0.5 close to the wall.   
 
(a) (b) 
Figure 6- 18; (a) comparison of temperature for CFD and COMSOL result at z/L=0.5, (b) comparison of 
temperature for CFD and COMSOL result at at z/L=0.5 close to the wall. 
 
 
6.5.4.1 Improving results in COMSOL 
To improve the accuracy of the COMSOL model close to the tube wall, we increased the number 
of averaging surfaces close to the tube wall to obtain more accurate Vr(r) and Vz (r,z) of the WS in 
the CFD model and in addition used refined meshes near the tube wall in the COMSOL geometry  
 
Three different cases were defined and compared together; a COMSOL case with normal mesh 
and Vr(r,z) from averaging  of 26(radial) × 20(axial) surfaces in CFD, a COMSOL case with 
boundary layer mesh in COMSOL and Vr(r,z) from averaging of 26(radial) × 20(axial) surfaces in 
CFD, and a COMSOL case with boundary layer mesh and Vr(r,z) from averaging of 200(radial) × 
200(axial) surfaces in CFD. The results of these three COMSOL cases are compared with CFD at 
the outlet (z/L=1) in Figures 6.19(a) and (b). According to Figure 6.19(a) the temperatures of all 
three cases were very close to the CFD temperature profile at the outlet. Figure 6.19(b) shows the 
results close to the tube wall from r/rt=0.9 to r/rt=1. As can be seen the boundary layer mesh with 
Vr(r,z) from 200(radial) × 200(axial) surfaces had a better agreement compared to the CFD result. 
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increasing the number of averaging surfaces especially close to the wall in the CFD model 
improved the pseudo-continuum thermal model results. 
 
(a) (b) 
Figure 6- 19; (a) comparison of temperatures of CFD and COMSOL model at z/L=1, (b) comparison of 
temperatures of CFD and COMSOL model at z/L=1 close to the wall. 
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6.6 Full Fixed bed columns 
6.6.1 Geometry and boundary conditions  
N=3.96, 5.96 and 7.99 full packed beds columns were created in Gambit to simulate fluid flow 
and heat transfer. To remove the problem for meshing contact point between particles and wall 
and particles the shrinking technique of the diameter of particles by 99% of the original diameter 
were used. 
The sizes of the column and particles are presented in Table 6.4. The particle diameter is 0.0254m 
in all columns and the tube diameter for N=3.96, 5.96 and 7.99 are 0.1009m, 0.151384m and 
0.202946 respectively. The bed started from a distance about 0.0254 from the inlet boundary 
condition. The outlet boundary condition was located at a distance of 0.0508m after the bed to 
avoid the inconvenience effects of the outlet boundary condition. The boundary conditions 
applied to the full packed bed column are available in Table 6.5. The velocity boundary condition 
was used instead of periodic boundary condition (which has been used in wall segment model), 
since the full packed bed column is a real geometry (rather than wall segment), the velocity can 
develop in the entire bed, then the periodic boundary condition was changed to the velocity inlet 
boundary condition. A constant wall temperature was defined at the tube wall and the heat 
transfer from the wall into the bed was obtained by the velocity field from CFD model for 
convection mechanism and Zehner-Schlünder model (1970) for conduction mechanism. 
 
Tale 6- 4; full fixed bed columns sizes for N=3.96, 5.96 and 7.99 
 Before bed length(m) Bed length(m) After bed length(m) 
N=3.96 0.0254 0.50180 0.0508 
N= 5.96 0.0254 0.34674 0.0508 
N=7.99 0.0254 0.37368 0.0508 
 
 
Tale 6- 5; boundary conditions in CFD model 
Boundary condition CFD 
Fluid zone Air 
Solid zone Alumina 
Inlet temp 298.15 K 
Wall temp 368.15 K 
Pressure Atmospheric 
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The N=3.96 fixed bed column geometry is presented in Figures 6.20 (a) and (b). Figure 6.20 (a) 
shows the x-y view and Figure 6.20 (b) shows y-z view of the particles. The porosity of N=3.96 is 
shown in Figure 6.21. The porosity of N=3.96 profile has two gaps corresponding to the two 
layers of spheres in the radial position. The averaged axial velocity of Rep=240 is given in Figure 
6.22. The axial velocity followed closely the porosity profile, therefore slow velocities are located 
in high porosity regions but at the wall vicinity axial velocity increased and then decreased due to 
the boundary layer and no-slip condition at the wall. The porosity and axial velocity were 
obtained from average of different radius cylindrical planes inside the fixed bed column.  
 
The N=5.96 fixed bed column geometry is presented in Figure 6.23 (a) and (b). Figure 6.23 (a) 
shows the x-y view and Figure 6.23 (b) shows y-z view of the particles. The porosity of N=5.96 is 
shown in Figure 6.24 and the average axial velocity of N=5.96 and Rep=240 is given in Figure 
6.25. The axial velocity had three gaps corresponding to the three layers of spheres in N=5.96 
fixed bed column. 
 
The N=7.99 fixed bed column geometry is presented in Figure 6.26 (a) and (b). Figure 6.26 (a) 
shows the x-y view and Figure 6.26 (b) shows the y-z view of the particles. The porosity of 
N=7.99 is shown in Figure 6.27 and the average axial velocity of N=7.99 and  Rep=240 is given in 
Figure 6.28. The axial velocity had four gaps corresponding to the four layers of spheres in 
N=7.99 fixed bed column. 
 
The mesh used boundary layer prism cells at outside particle surfaces and at the tube walls, with 
tetrahedral cells in the main fluid volume. The unstructured mesh cell size was 1.524 10-3 m and 
the boundary layer mesh size was 7.62 10-5 m on the tube wall and 2.54 10-5m on the particles 
surfaces. The N=3.96, 5.96 and 7.99 total cell size were 10.25M, 15.579M and 28.47M cells 
respectively. 
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(a) 
  
 
 
(b) 
Figure 6- 20; the layout of the CFD geometry of N=3.96 full packed bed column, (a) x-y view, (b) z-y view 
 
 
Figure 6- 21; porosity profile for full packed bed column, N=3.96 
 
 
Figure 6- 22; axial velocity profile for full packed bed column, 
N=3.96, Re=240 
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(a) 
 
 
  (b) 
Figure 6- 23; the layout of the CFD geometry of N=5.96 full packed bed column, (a) x-y view, (b) z-y view 
 
Figure 6- 24; porosity profile for full packed bed column, 
N=5.96 
 
Figure 6- 25; axial velocity profile for full packed bed column, 
N=5.96, Re=240 
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(a) 
 
 
(b) 
Figure 6- 26; the layout of the CFD geometry of N=7.99full packed bed column, (a) x-y view, (b) z-y view 
 
Figure 6- 27; porosity profile for full packed bed column, 
 N=7.99 
Figure 6- 28; axial velocity profile for full packed bed column, 
N=7.99, Re=240 
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6.6.2 Flow and energy analysis, N=3.96, Re=240 
Laser Doppler Anemometry (LDA) and Magnetic Resonance Imaging (MRI) have been recently 
used to measure flow in fixed beds and visualize the flow patterns. But they have some limitation 
for large range of Reynolds numbers and clear fluids. Computational Fluid Dynamics can show 
complete flow data in a 3 dimensional geometry easier and faster. There are several ways to 
visualize flow in CFD such as; flow contours, vectors and pathlines. 
 
6.6.2.1 Convection and conduction heat transfer 
- Temperature and velocity contour analysis  
The axial and radial velocity and temperature contours of a plane at x=0 in the z and y direction 
for the N=3.96 fixed bed column and Rep=240 are presented in Figures 6.29 (a), (b) and (c) 
respectively when convection and conduction heat transfer both  controlled the energy balance.  
  
The axial velocity was the main velocity part of the total velocity magnitude which passed the 
beds from the inlet to the outlet. The axial velocity is high at the center of the bed where the bed 
voidage is close to 1 and near the tube wall at about r/rt=0.98 and then decreased to 0 m/s because 
of the wall boundary layer condition. In addition the axial velocity plot shows that the flow 
velocities near the particle surfaces are zero, as defined by the no-slip condition on all the solid 
surfaces in the geometry. If we compare the axial flow plot with the velocity magnitude plot, it 
can be seen that the axial component makes up most of the flow, so when there is a difference 
between these two contour plots, it must mean another component of flow can control the flow, in 
this case it is the radial component.  
 
The radial velocity was a combination of positive and negative velocities from -0.75 to 0.82. The 
positive radial velocities mean those velocity vectors which moved from center of the bed to the 
tube wall, and negative radial velocities mean those velocities which moved from tube wall to the 
center of the bed. Radial velocity had a significant effect on the temperature distribution at the 
local places in the beds, when radial velocity is negative the flow direction was to the center of the 
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bed and high temperature flows from heated tube wall penetrate into the center of bed, the line 
box in the Figure 6.29 (a), (b) and (c) can illustrate this fact.  
 
The temperature contours show that the temperature did not develop smooth and flat from inlet to 
the out let of the bed. The temperature contours had development and reduction in the radial 
position. This was due to the effect of the radial velocity and conduction of the particles that 
dominate the heat transfer mechanism compared to the axial velocity. The line box on the 
temperature contours in Figure 6.29 (c) shows the development and reduction of the temperature 
in to the center of the bed.  
 
- Velocity vectors analysis  
The velocity vector plot is representing the fluid velocity magnitude and direction at each control 
volume. To study the line box in Figure 6.29, the vector velocity is presented in Figure 6.30(a) 
which is colored by axial velocity and Figure 6.30(b) which is colored by radial velocity. Figure 
6.30 (c) shows the temperature development and reduction more clearly in the line box. The 
velocity vectors that colored by axial velocity were high at the center and close to the tube wall in 
the low porosity area where the distance between particles or between particles and the wall was 
larger. The velocity vectors colored by radial velocity had negative and positive values depending 
on the particle distributions randomly. The radial velocity vectors can illustrate how the 
temperature distribution to the center of the bed was changed locally in the radial position. When 
the radial velocities were negative and the velocity vectors left the tube wall to the center of the 
bed (between particles 4, 5 and 6), the temperature profiles were developed to the center of the 
bed due to the transferring of high temperature fluid from heated tube wall. However when the 
radial velocities were positive and the velocity vector approached to the tube wall the temperature 
profiles were reduced (between particle 1, 2 and 3).  
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Figure 6- 29; (a) axial velocity countours, (b) radial velocity countours and (c) temperature (K), in the x=0 
plane of the N=3.96 and Rep=240 
 
 
Figure 6- 30; (a) velocity vector colored by axial velocity (m/s), (b) velocity vector colored by radial 
velocity(m/s) and (c) temperature contours (K) in the line box of the N=3.96 and Rep=240 
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6.6.2.2 Convection and conduction heat transfer vs. only convection heat transfer 
The effects of the particles conduction mechanism on the temperature development contours 
when convection and conduction heat transfer both controlled the heat transfer and when only 
convection heat transfer controlled heat transfer are presented in Figure 6.31 (a) and (b) 
respectively. Conduction is an important heat transfer mechanism in the fixed bed column which 
depends on the material content of the particles and the positions of the particles to particles and 
particles to the tube wall. In this study the particles were assumed as alumina with 1 W/(m.K) 
solid thermal conductivity (ks).  
 
The axial and radial velocities were similar for the both cases since the geometries were the same, 
however the temperature contours were not the same due to the neglect of the conduction heat 
transfer for the particles in the only convection heat transfer case. Comparison between Figure 
6.31 (a) and (b) shows that the temperature when both convection and conduction mechanism 
controlled the heat transfer was developed significantly more than when only convection 
mechanism controlled heat transfer.  The particles close to the tube wall can easily heat up and 
then with conduction heat transfer between particles to particles the temperature improved more 
to the center of the bed.  
 
The radial velocity of the line box is presented in Figure 6.32 (a) and the temperature contours for 
both cases are given in Figure 6.32 (b) and (c). Figure (b) and (c) show that the effects of the 
radial velocity were the same for both cases in development and reduction of temperature from 
tube wall to the center of the bed.  The negative radial velocities between particles 4, 5 and 7 
developed temperature to the canter of the bed and the positive radial velocities between particles 
1, 2 and 3 reduced the temperature to the tube wall.  
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Figure 6- 31; (a) temparature (K) for convection and conduction heat transfer, (b) temperature (K) for only 
conduction heat transfer, in the x=0 plane of the N=3.96 and Rep=240 
 
 
Figure 6- 32; (a) velocity vector colored by radial velocity (m/s), (b) temperature (K) for convection and 
conduction heat transfer, (c) temperature (K) for only conduction heat transfer, in the line box of the N=3.96 
and Rep=240 
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6.6.3 Average of radial velocity in full fixed bed column from 3D to 2 D 
To determine radial velocity as a function of radial and axial positions, the averaging method for 
the wall segment with small cylindrical planes in the radial and axial direction was not used. It 
was difficult to define many small surfaces inside the fixed bed column.  Thus we applied 
“angular method” to average planes at different angles inside the column. Figure 6.33 shows the 
position of angular planes inside the fixed bed in x-y direction. We defined 32 angular planes 
from center of the bed to the tube wall and then took the average of the planes. Each angular plane 
included many radial velocities for all the cells in the plane. To make the average, all velocities 
were averaged at the same r and z position in the all angular planes together. But the cells in the 
angular planes were not located in the same r and z positions because of the different structure of 
the tetrahedral meshes at each plane. Therefore we used interpolation for all planes to have certain 
positions values of the radial velocities at the same r and z positions and then average them. 
Interpolation was performed for the angular planes that were obtained from FLUENT software in 
the Tecplot software and 200(radial) × 200(axial) points were extracted for each plane. Then all 
points of the planes were averaged together.  Figure 6.34 shows the average of bed voidage, 
temperature, radial velocity and axial velocity for N=3.96 at Rep=240. As can be seen in Figure 
6.34(a) the 2D porosity distribution in the bed  represents that assuming the porosity profile as a 
function of only radial direction was a reasonable assumption, since the high bed voidage area are 
located at the center of the bed and close to the tube wall in all axial direction. The axial velocity 
profile following the porosity profile and it was not changed significantly in the axial direction 
then it was assumed as function of radial position (Figure 6.34d). But the radial velocity (Figure 
6.34c) had a variety of different numbers in all axial and radial directions, and so it had to be 
assumed as a function of r and z direction.  
 
Figure 6- 33: x-y view of the angular planes inside the N=3.96 fixed bed column 
 
11.25° 
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Figure 6- 34; averaged of 32 angular surfaces; (a) porosity, (b) temperature (K), (c) radial velocity (m/s), (d) 
axial velocity (m/s). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Bed voidage (b) Temperature (K) (c) Radial velocity (m/s) (d) Axial velocity (m/s) 
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6.7 Results and Discussion 
To simulate the pseudo-continuum energy equation with COMSOL for low N fixed bed column 
the axial velocity Vz(r) and radial velocity Vr(z,r) were extracted from a discrete particle model in 
CFD to be used in the COMSOL for convection heat transfer. The conduction heat transfer was 
represented by the Zehner-Schlünder model (eq. 6.2) based on the fluid and solid thermal 
conductivity and porosity of the bed.  The axial velocity was extracted from averaging of different 
cylinder plane in the radial direction inside the fixed bed and the radial velocities were obtained 
from averaging of different angular planes in different angular positions. The average of radial 
velocity contours of N=3.96, 5.96 and 7.99 fixed bed columns are presented in  Figures 6.35 (a), 
(b) and (c) respectively for Reynolds number of  80. The radial velocity played a significant role 
in the local distribution of energy from heated tube wall into the bed. 
 
The comparisons between the CFD and COMSOL temperature are presented in the Figures 
6.36(a), (b) and (c) for Rep=80. The CFD temperature contours in Figure 6.36 (a) (b) and (c) were 
obtained from averaging of the same 32 angular planes that have been used for radial velocity 
from discrete particle model. As it can be seen the COMSOL results had excellent quantitative 
agreement with the CFD result. The pseudohomogenous model predicted the axial temperature 
distribution fairly well; in addition the radial temperature distribution was predicted very well. 
The temperature of the fixed bed had rough distribution in the axial direction due to the particles 
heat transfer by conduction and radial velocities distribution between particles. The COMSOL 
and CFD model both illustrated development and reduction of the temperature into the center of 
the bed at the same locations. This proved that our model can predict the convection and 
conduction heat transfer with pseudohomogenous energy equation very well in a 2D model for 
low Reynolds numbers (Rep<100) locally.  
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The radial velocity of Rep=240 are given in Figure 6.37(a), (b) and (c) for N=3.96, 5.96 and 7.99 
respectively. The radial velocity of Rep=240 for all N had same shape as Rep=80 but the velocity 
range was wider in both negative and positive velocity field.  The temperature contours of 
Rep=240 for all N are shown in Figure 6.38(a), (b) and (c). The temperature contours between 
CFD and COMSOL had good agreement. However close to the center of the bed the CFD 
temperature model developed more than the COMSOL model. Since the center of the bed was 
assumed as a symmetric boundary condition the velocity profile close to the center was affected 
with boundary condition limitation and could not develope as the CFD model. 
 
The radial velocity of Rep=950 are given in Figure 6.39 (a), (b) and (c) for N=3.96, 5.96 and 7.99 
respectively. The temperature contours of Rep=950 for all N are shown in Figure 6.40 (a), (b) and 
(c). The Rep=950 can be run as laminar or turbulent model in the CFD, in this simulation Rep=950 
was assumed as laminar flow and the flow from CFD showed reasonable results. The averaging 
method for higher Reynolds number are more sensitive compared to the low Reynolds numbers 
since the radial velocity have lower negative and higher positive values, then we need to average 
more angular surfaces to avoid low or high radial velocities of different points and cancel them 
with averaging method. Averaging of more angular surfaces can extract better radial velocities to 
be used in the COMSOL model. 
 
The radial velocity of Rep=1900 are given in Figure 6.41(a), (b) and (c) for N=3.96, 5.96 and 7.99 
respectively.  The temperature contours of Rep=1900 for all N are shown in Figure 6.42(a), (b) 
and (c).  
 
The CFD and COMSOL model energy comparison showed some differences in the results. This 
was due to the changing of 3D to the 2D. However overall the COMSOL model based on the 
velocity field pseudohumongous heat transfer introduced reasonable results compared to the CFD 
without using any new adjustable parameter such as kr/kf and hw from experiment.  
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(a) 
 
(b)  
 
(c)  
 
 
Figure 6- 35: average of radial velocity contours in fixed bed column of (a) N= 3.96, (b) N=5.96 and (c) 7.99 for 
Rep=80 
 
 
(a) (b) (c) 
 
Figure 6- 36: comparison of CFD and COMSOL temperature in fixed bed column of (a) N= 3.96, (b) N=5.96 
and (c) 7.99 for Rep=80 
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(a)  
 
(b) 
 
(c) 
 
 
Figure 6- 37: average of radial velocity contours in fixed bed column of (a) N= 3.96,  (b) N=5.96 and (c) 7.99 for 
Rep=240. 
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(c) 
 
Figure 6- 38; comparison of CFD and COMSOL temperature in fixed bed column of (a) N= 3.96,  (b) N=5.96 
and (c) 7.99 for Rep=240 
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    (a) 
 
(b) 
 
(c) 
 
 
 
Figure 6- 39: average of radial velocity contours in fixed bed column of (a) N= 3.96,  (b) N=5.96 and (c) 7.99 for 
Rep=950 
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Figure 6- 40; comparison of CFD and COMSOL temperature in fixed bed column of (a) N= 3.96,  (b) N=5.96 
and (c) 7.99 for Rep=950 
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(a) 
 
(b)  
 
(c) 
 
 
 
Figure 6- 41; average of radial velocity contours in fixed bed column of (a) N= 3.96,  (b) N=5.96 and (c) 7.99 for 
Rep=1900. 
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Figure 6- 42; Comparison of CFD and COMSOL temperature in fixed bed column of (a) N= 3.96,  (b) N=5.96 
and (c) 7.99 for Rep=1900 
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6.7 Conclusions 
The convection and conduction heat transfer in low N fixed beds were studied based on a 
pseudohomogenous energy equation. Fluid flow fields in fixed beds of tube to particle ratio 3.96, 
5.96 and 7.99 were obtained by solving the 3D Navier–Stokes equation and using commercial 
software FLUENT 6.3.26. The heat transfer was modeled by using a pseudohomogenous energy 
equation. COMSOL 3.5 was used to simulate heat transfer based on pseudo-continuum energy 
equation in 2D. Effective radial thermal conductivity was calculated from Zehner-Schlünder 
model as function of bed porosity position, fluid thermal conductivity and solid thermal 
conductivity. The convection heat transfer was calculated in the 2D flow fluid from the CFD run. 
The axial velocity, Vz(r), and radial velocity, Vr(r,z) was used from 3D  discrete particle model in 
CFD instead of heat transfer coefficient of wall, hw. Transportation of velocities from 3D CFD 
model to 2D model in COMSOL was the main challenge.  
Results were obtained for Reynolds numbers in the range 240–1900. The accuracy of the new 
model has been validated by analytical solution. The temperature calculated by the 
pseudohomogenous energy equation showed reasonable quantitative agreement with values 
predicted by CFD model. 
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7. Conclusions and recommendations 
 
7.1 Conclusions 
Computational fluid dynamics model was used to simulate heat and mass transfer, fluid flow and 
chemical conversion of 3D low N fixed bed reactors by especial consideration of catalysts 
deactivation. Two important commercial reactions in industry were studied; propane 
dehydrogenation and methane steam reforming.  
 
Temperature in low N fixed beds jumped close to the tube wall due to the boundary layer and no 
slip condition at wall vicinity. The temperature distribution into the bed from heated tube wall 
was function of axial and radial velocity distribution and the bed voidage. The simulations 
provided initial distributions of temperature and species on the surface of the particles, showing 
that they depended both on the strongly directional temperature gradient from the heated tube 
wall, and on the accessibility of the surface to fluid flow. 
 
Carbon formation is an important and costly problem in chemical industry.  Carbon formation 
leads to catalysts deactivation and increases of the pressure drop in fixed bed reactors. Contour 
maps of the time evolution of the carbon accumulation and main reaction rate inside the particles 
for PDH reaction simulation showed the self-limiting behavior of the reactions, where carbon was 
initially deposited fastest at the high-temperature locations, which then deactivated fastest and 
equalized the local reaction rates to be in line with other areas of the pellet. A slow progression of 
the active region, from particle shell to interior, suggested classical “shrinking-core” behavior. 
PDH deactivation of the endothermic reactions caused a slow increase in the average particle 
temperature, which partially compensated for the decrease in reaction rates due to coking, and 
affected the average species distribution due to a shift in equilibrium composition.  
 
MSR deactivation simulation showed lower carbon production compared to the PDH reaction, 
this was because of the reversible nature of carbon formation reactions in MSR. The high steam to 
carbon ratio caused the carbon formation reaction proceeded to the backward. The potential of 
carbon formation in MSR was high at the low steam concentration and hot spot areas in the 
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catalysts particles. Increased of CO2/CH4 encourage the carbon formation reactions to produce 
more carbon. 
 
An experimental research was carried out to study heat transfer of endothermic methane steam 
reforming reaction inside catalyst particles in a low N fix-bed reactor. The temperature 
contributions inside catalyst particles were measured. The MSR reaction showed strong effects on 
the temperature profile along the reactor. The experimental work was shown that temperature 
inside catalyst particles increase from bottom to top of the reactor. Earlier particles have lower 
temperature due to the higher reaction of fresh reactants at these particles. A CFD model was used 
to predict temperature profiles under MSR reaction conditions.  Comparison of CFD and 
experimental data showed very good qualitative as well as quantitative agreement for temperature 
inside catalyst particles at different inlet gas temperatures. 
 
Fixed bed columns of N =3.96, 5.96 and 7.99 were investigated at different Reynolds numbers 
(80-1900). The heat transfer of a new velocity field pseudohomogenous energy equation was 
solved with velocity fields which were obtained from discrete particle model without using any 
adjustable parameters. The pseudohomogenous and CFD model showed very good quantitative 
agreement at different Reynolds numbers. The velocity field pseudohumongous model predicted 
axial and radial distribution of temperature very well compared to the classical pseudo-continuum 
model. The main challenge of this work was averaging of velocities from 3D discrete particle 
model in CFD and transferring them to a 2D model in COMSOL. 
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7.2 Recommendations 
7.2.1 Diffusional limitation in deactivation model 
Deactivation model of catalyst with coke formation for PDH and MSR reactions were studied in 
chapter 4. Carbon deposition movement for PDH reaction was showed inside catalyst particle at 
different times. The coke formation started from the surface of particles at the hot spot areas and 
then extended inside the particles with time. All of the simulations in chapter 4 were carried out at 
constant diffusion for all species inside the particles. However, the diffusional limitation may 
change due to carbon formation inside the particles. Diffusion in particles depends on various 
parameters such as: the pore diameter, the species, temperature and pressure gradients, as well as 
external forces (Mason & Malinauskas, 1983). To consider correct diffusional limitation variation 
with deposited carbon, a new user define function (UDF) should be developed to predict the 
effective diffusion of all species in the solid particles with dusty gas model at different times 
depend to the amount of deposited carbon at each cell. The solid diffusivity value in our CFD 
model was an effective Fickian diffusivity derived by Hite and Jackson from the dusty gas model 
as following equations: 
 
 
(7.1) 
 
 
(7.2) 
 
 
The effective diffusivities were obtained from the following equation: 
 
(7.3) 
 
where; 
ε: fractional free space (porosity) 
τ: torousity 
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The carbon formation on the surface of catalyst particle can change the porosity of the particles. 
Therefore, to take into account the new porosity in the CFD model, the porosity of particle should 
be defined as a function of deposited carbon formation inside the particles at each cell. 
 
7.2.2 Velocity field development in fixed beds 
 The velocity distribution in fixed beds can be obtained by CFD with 3D details. The axial 
velocity as function of radial position and the radial velocity as function of axial and radial 
positions were used from CFD run in the new velocity field pseudohomogenous energy equation 
in chapter 6. However, CFD is not easy to access for complex fixed bed geometries all the times. 
A predicted velocity field is a good alternative which can be used in the pseudohomogenous 
energy equation without running CFD simulation for different Reynolds numbers. The axial 
velocity as a function of radial position can be predicted for different Reynolds number easily 
from different correlations. However, the axial velocity is not enough to model the heat transfer 
accurately. In order to predict the mechanism of radial heat transfer dispersion the radial velocity 
distributions in the fixed bed must be known. Therefore, it is necessary to obtain the radial 
velocity. This can be accomplished with continuum models in a two-dimensional model based on 
the porosity distribution and the pressure drop. The two-dimensional velocity distributions can be 
extracted by solving the Navier Stokes equations for the pseudohomogeneous medium together 
with the continuity equation. The model momentum equations for steady state are presented 
below: 
 
 Continuity equation: 
(7.4) 
 
 Momentum balance equations: 
 
(7.5) 
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where;  
(7.7) 
 
 
The obtained two-dimensional bed voidage distribution from CFD geometry for different N=3.96, 
5.96 and 7.99 can be used in above equations. Figure 7.1(a), (b) and (c) represent the bed voidage 
distribution in different packed beds as function of radial and axial positions (r,z). 
 
 
 
 
(a) 
 
 
 
 
(b) 
 
 
(c) 
Figure 7- 1; Bed voidage distribution of (a) N=3.96, (b) N=5.96 and (c) N=7.99 fixed beds from CFD 
 
So future work should do this and see if (u,v) obtained can give same results as in chapter 6. 
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8. Nomenclature 
 
cp = specific heat, J/kg ·K 
CC = accumulated coke concentration on the catalyst, kmol/m3 
Ci = concentration of species i, kmol/m3 
d = distance along the test line inside the particle, m 
dp = particle diameter, m 
dt = total length of the test line inside the particle, m 
Dk = fluid diffusivity, m2/s 
Dije = effective binary fluid diffusivity of species i and j, m2/s 
DKie=effective Knudsen diffusivity, m2/s 
k = thermal conductivity, w/m ·K 
ki = rate constant for reaction i, s-1 
Mi = molecular weight of species i 
N= tube-to-particle diameter ratio 
Nsp= number of species 
P = static pressure, kPa 
Q = heat generation/consumption term, w/m3 
qwall = wall heat flux, w/m2 
ri=  reaction rate i, kmol/m3 · s 
ri0 = initial (undeactivated) reaction rate i, kmol/m3 · s 
Re = Reynolds number, ρdpvz/μ 
Si= source term for species i, kg/m3 · s 
Sφk = source term for user-defined scalar k, kg/m3 · s 
Sct = turbulent Schmidt number, μt/ρDt 
T = temperature, K 
u = velocity vector, m/s 
U= overall heat transfer coefficient, W/m-K 
U+= dimensionless velocity, wall function unit 
Vz = axial velocity, m/s 
y+ = dimensionless wall coordinate 
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yk = mole fraction of species k 
Yk =mass fraction of species k 
G superficial mass flow rate (kg/m2.s) 
kf fluid thermal conductivity (W/m.K) 
kr effective radial thermal conductivity (W/m.K)
L length of the heated bed (m) 
Pr Prandtl number (μcp/kf)  
r radial coordinate (m) 
R tube radius (m) 
x, y coordinates (m) 
z axial coordinate (m) 
 
 
Greek Letters 
α = deactivation parameter, m3/kmol 
αi,j = stoichiometric coefficient of i in reaction j 
ΔHj = heat of reaction j, kJ/mol 
ε= pellet porosity 
Γk = mass diffusion coefficient for scalar k, kg/m · s 
φk =kth user-defined scalar 
μ = fluid viscosity, kg/m · s 
μt =turbulent viscosity, kg/m · s 
ρ = density, kg/m3 
ρs =solid density, kg/m3 
τ=pellet tortuosity 
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Appendices-A  
- Propane Dyhydroganation 
The reaction parameters for propane dyhydroganation kinetic model are the following: 
݇௜ ൌ 	݁ݔ݌	ሺܽ௜ െ ܾ௜ܴܶሻ 
݇௘௤,௜ ൌ 	 ܴܲܶ ݁ݔ݌	ሺܣ௜ െ
ܤ௜
ܴܶሻ 
 
Table 1; Reaction rates constants 
Reaction ai 
 
bi Ai Bi 
1 9.64 72000 16.749 130000 
2 15.22 140000 - - 
3 16.71 160000 - - 
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- Metane Steam Reforming  
 The reaction parameters for Hou & Hughes’ (2001) metane steam reforming kinetic model are the 
following: 
Table 2; Reaction rates constants 
Reaction Pre-exponential factor 
 (kmol.kgcat-1.s-1) 
Activation energy 
 (kJ.mol-1) 
1 5.922.108 209.2 
2 6.028.10-4 15.4 
3 1.093.103 109.4 
 
 
Besides 
ܭ஼ை ൌ 5.127	. 10ିଵଷ. ݁
భరబ
ೃ೅  
ܭு ൌ 5.68	. 10ିଵ଴. ݁
వయ.ర
ೃ೅  
ܭுమை ൌ 9.251. ݁
షభఱ.వ
ೃ೅  
ܭ௉ଵ ൌ 1.198	. 10ଵ଻. ݁
షమల,ఴయబ
೅  
ܭ௉ଶ ൌ 1.767	. 10ିଶ. ݁
ర,రబబ
೅  
ܭ௉ଷ ൌ 2.117	. 10ଵହ. ݁
షమమ,రయబ
೅  
 
 
where RT is in kJ.mol-1. 
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 The reaction parameters for Xu anf Froment (1997) metane steam reforming kinetic model are the 
following: 
 
Reaction Keqi(Equilibrium constant) 
1 1.198ൈ1017exp(-26830/T) kPa2 
2 1.767ൈ10-2exp(4400/T) 
3 2.117ൈ1015exp(-22430/T) kPa2 
 
 
 
 
Reaction k0(kmol/(kg.hr)) k0 (kmol/(kg.s)) Ei(kJ/mol) 
1 4.225ൈ1015 bar0.5 1.1736ൈ1013 kPa0.5 240.1 
2 1.955ൈ106 bar-1 5.430556 kPa-1 67.13 
3 1.020ൈ1015 bar0.5 2.833ൈ1012 kPa0.5 243.9 
 
 
 
 
Species K0j ∆ܪj(kJ/mol) 
CH4 6.65ൈ10-6 kPa-1 -38.28 
CO 8.23ൈ10-7 kPa-1 -70.65 
H2 6.12ൈ10-11 kPa-1 -82.90 
H2O 1.77ൈ105 88.68 
 
 
 
 
 
 
 


 
RT
Ekk iii exp0



 
RT
H
KK jjj exp0
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Appendix-B 
Kinetic model parameters corresponding rate equation describing carbon formation in steam 
reforming reactions (Snoeck et al. 2001): 
 
Table1; The rate and adsorption coefficients over ICI 46-9S (2%wt K2O) catalyst. 
  ICI 46-9S 
݇ெା  
ܣெା  55619 
ܧெା(J/mol) 65053 
ܭ௥" 
ܣெ"  251893 
∆ܪெ௥଴" (J/mol) 95489 
݇ைାᇱ 
ܣைାᇱ 1.67ൈ 109 
ܧைାᇱ(J/mol) 148916 
k 
ܣ 1.33ൈ 10-6 
ܧ(J/mol) -75955 
KO,H2O 
AO,H2O 17372 
∆ܪ 0O,H2O(J/mol) 60615 
KCH4 ACH4 0.1099 
ܭெ,௔௩∗  
ܣெ,௔௩∗  2.45ൈ 107 
∆ܪெ,௔௩∗ (J/mol) 122325 
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Appendix-C  
Applying the Maxwell-Stefan for based model (Propane Dehydrogenation) 
The following values were taken in order to apply the Maxwell-Stefan based model. 
 
Turtuosity:  τ = 3.54  
Void fraction:  ε = 0.44  
Mean pore size:  rp = 103 Å = 10-5 cm  
Pressure: P = 1 atm 
Temperature: T = 873.15 K 
 
The moles fractions taken are the inlet moles fractions: 
 
YC3H8=  0.90  
YH2  =  0. 05  
YCH4  =  0. 05 
 
Finally, the following parameters for the binary diffusivity are used:  
 
Species ቀ෍࢜ቁ
࢘
 Mr (g.mol
-1) 
C3H8 65.34 44 
C3H6 64.38 42 
CH4 24.42 16 
H2 7.07 2 
 
Table 1 - Parameters for the binary diffusivity 
 
In order to use the fluxes approximation, we need to identify the dominant reaction. For the inlet 
conditions, the following reaction is the dominant reaction: 
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C3H8    = C3H6 + H2 
 Therefore 
஼ܰଷு଼
஼ܰଷு଺
ൌ െ1;			 ஼ܰଷு଺
஼ܰଷு଼
ൌ െ1;			 ுܰଶ
஼ܰଷு଼
ൌ െ1;			 ஼ܰଷு଼
ுܰଶ
ൌ െ1;				… 
 
After few calculations we obtain the following results: 
Species ࡰ࢘,࢓ (cm2.s-1) ࡰ࢘ (cm2.s-1) ࡰ࢘ࢋ (m2.s-1) 
C3H8 1.206 0.1023 3.8.10-6 
C3H6 0.502 0.0501 2.29.10-6 
CH4 0.123 0.063 -5.56.10-5 
H2 3.024 0.044 1.15.10-5 
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Applying the Maxwell-Stefan for based model (Methane Steam Reforming) 
 
The following values were taken in order to apply the Maxwell-Stefan based model. 
 
Turtuosity:  τ = 3.54 (Xu & Froment, 1989, p. 99) 
Void fraction:  ε = 0.44 (Hou & Hughes, 2001) 
Mean pore size:  rp = 103 Å = 10-5 cm (Hou & Hughes, 2001) 
 
Pressure: P = 21.3 atm 
Temperature: T = 834.15 K 
 
The moles fractions taken are the inlet moles fractions: 
 
yCH4  =  0.2392 yCO2  =  0.0776 
yH2  =  0.0005 yH2O  =  0.6777 
yCO  =  0.0005 
 
Finally, the following parameters for the binary diffusivity are used:  
 
Species  ሺ∑࢜ሻ࢘ Mr (g.mol-1) 
CH4 24.42 16 
H2 7.07 2 
CO 18.9 28 
CO2 26.9 44 
H2O 12.7 18 
 
Table 2 - Parameters for the binary diffusivity 
 
179 
 
 
Appendices 
In order to use the fluxes approximation (chapter IV.2.c), we need to identify the dominant 
reaction. For the inlet conditions, the following reaction is the dominant reaction: 
CH4 + 2 H2O = CO2 + 4 H2 
 Therefore 
ுܰమ
஼ܰுర
ൌ െ4;			 ஼ܰை
஼ܰுర
ൌ 0;			 ஼ܰைమ
஼ܰுర
ൌ െ1;			 ுܰమை
஼ܰுర
ൌ 2;				… 
After few calculations we obtain the following results: 
Species ࡰ࢘,࢓ (cm2.s-1) ࡰ࢘ (cm2.s-1) ࡰ࢘ࢋ (m2.s-1) 
CH4 0.123 0.104 1.3.10-6 
H2 0.225 0.202 2.5.10-6 
CO 0.072 0.063 8.0.10-7 
CO2 0.049 0.044 5.0.10-7 
H2O 0.209 0.158 2.0.10-6 
 
 
 
 
 
 
 
 
 
  
 
 
