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Abstract
A class of Fock representations of a four-parameter non-central
extension of the dieomorphism algebra in N+1 dimensions is con-
structed, generalizing work of Eswara-Rao and Moody. The repre-
sentations act on trajectories in N -dimensional space, and functions
along such trajectories. Non-trivial relations and singular vectors are
found. Analogous representations of current algebras are also con-
structed. The Virasoro and Kac-Moody algebras are recovered when
N = 0.
1 Introduction
This paper concerns the algebra of dieomorphisms in N+1-dimensional
space-time, diff(N+1). The classical representations act on space-time
functions (more generally, tensor densities), which may be viewed in two
ways. First, as a nite-dimensional but non-linear realization acting on
space-time points, too small to be of interest in the construction of lowest-
energy representations. Alternatively, we can consider the linear but innite-
dimensional realization on function space. Now an energy can be dened by
Fourier transformation with respect to an arbitrarily chosen time direction,
but this realization is too big to be useful, because the Fock construction
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fails. More precisely, normal ordering formally gives rise to a central ex-
tension proportional to the number of time-independent functions, which is
innite except in 0 + 1 dimensions, where the Virasoro algebra is obtained.
This is in accordance with the appearently well-known fact that diff(N+1)
does not admit central extensions except when N = 0.
The solution to this problem (on which I was stuck for almost a decade)
was obtained by Eswara-Rao and Moody [7], who started from a realization
which in size lies between the two above. Their work is restricted to certain
vertex representations for dieomorphisms on a torus, but their ideas have
wider applicability. The purpose of the present paper is to rephrase their
results in arbitrary local coordinates, in order to extract the geometrical
meaning, and to generalize in several directions. It turns out that they
considered the action of space-time dieomorphisms on trajectories in space
(not space-time!), the extra time dimension being the parameter along the
trajectory. This realization is both non-linear and innite-dimensional, but
essentially smaller than space-time functions. The crucial observation is that
a trajectory is always one-dimensional, irrespective of the dimensionality of
space-time, and hence normal ordering is possible. The result is a certain non-
central extension of diff(N+1). Albeit non-central, the extension is abelian
in the sense its various components commute among themselves, but not with
the dieomorphism generators. The construction above can be generalized to
include functions along the trajectories (\trajectory elds") and nitely many
transverse derivatives, in addition to the trajectories themselves, because the
property of having only one independent variable is not destroyed.
The situation is similar for the algebra of g-valued functions on space-
time, map(N+1; g). Earlier work on dieomorphism algebras also include
[1], [3], [5], [6], [10], [13], [14], [19] and [20].
Section 2 contains some background information on Virasoro and Kac-
Moody algebras. This serves mainly to x notation and collect useful for-
mulas needed in subsequent sections. In section 3 we give the classical (new,
but not normal ordered) form of the diff(N+1) action on trajectories. For
every representation of diff(1) nmap(1; gl(N+1)) we obtain a new repre-
sentation of diff(N+1). Section 4 contains an explicit description of certain
non-central Lie algebra extensions of diff(N+1), some of which are new. By
normal ordering the realization in section 3, we obtain in section 5 a Fock
representation of these Lie algebras for each representation of V irn
\
gl(N+1),
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thus considerably generalizing the vertex representations in [7].
Clearly, dierential geometry on space-time can be phrased in the lan-
guage of diff(N+1) modules. In section 6 we investigate how this observa-
tion can be generalized to trajectories. We prove a certain correspondence
between tensor elds and trajectory elds, which allows us to construct a
trajectory analog of almost every aspect of local dierential geometry, while
retaining normal orderability. Some modules have a natural interpretation
as quantum theories of gravity.
As discussed in section 7, the same construction can be applied to current
algebras ([4], [8], [17]). Of particular interest here is the case so(N+1),
because trajectory analogs of the Dirac and Einstein-Cartan equations can
be constructed. An application to Mickelsson-Faddeev type extensions is
also discussed. Section 8 contains the construction of singular vectors in
some modules.
2 Preliminaries
We take space-time to be periodic in the temporal direction. This means
that generalized (operator-valued) functions on space-time may be expanded
in a Fourier series.
f(t) =
1
2
1
X
m= 1
f
m
e
 imt
; f
m
=
Z
2
0
dtf(t)e
imt
: (2.1)
The delta function and its derivatives have the representations
(t) =
1
2
1
X
n= 1
e
 int
;
_
(t) =
1
2i
1
X
n= 1
ne
 int
; (2.2)
etc. The Kronecker delta is represented by

m
=
1
2
Z
dt e
imt
: (2.3)
Here and henceforth, the summation and integration ranges are understood.
Functions can be split into positive and negative energy parts, f(t) = f
>
(t)+
3
f0
=2 + f
<
(t), where
f
?
(t) =
1
2
X
m?0
f
m
e
 imt
: (2.4)
A similar split is made for operators in Fock space, but depending on whether
f
0
annihilates the Fock vacuum or not, it is included in f
<
or f
>
, respectively.
The Virasoro algebra V ir
[L
m
; L
n
] = (n m)L
m+n
 
c
12
(m
3
 m)
m+n
; (2.5)
has lowest-weight representations characterized by
L
 m
jh; ci = 0; 8  m < 0
L
0
jh; ci = hjh; ci (2.6)
In a unitary representation, h  0 and
c = 1 
6
m(m + 1)
; m 2 N ; or c  1: (2.7)
By Fourier transformation,
L(t) =  
1
2i
X
m
L
m
e
 imt
; L
?
(t) =  
1
2i
X
m?0
L
m
e
 imt
; (2.8)
the Virasoro algebra takes the form
[L(s); L(t)] = (L(s) + L(t))
_
(s  t) +
c
24i
(
...

(s  t) +
_
(s  t)): (2.9)
The smeared generators L

=
R
ds(s)L(s) satisfy
[L

; L

] = L
[;]
 
c
24i
Z
ds (
...
 (s)(s) +
_
(s)(s))
= L
[;]
 
c
24i
Z
ds (
_
(s)(s)  (s) _(s)): (2.10)
where [; ] =  _  
_
. In particular, the Hamiltonian is the generator of
rigid time translations.
H = L
 i
d
dt
=  i
Z
dsL(s) = L
0
: (2.11)
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The lowest-weight condition becomes
L
<
(s)jh; ci = 0 Hjh; ci = hjh; ci: (2.12)
By involution we obtain
L
y
m
= L
 m
; L
y
(t) =  L(t); L
y

=  L


; (2.13)
where

denotes complex conjugation. L
y
satises a Virasoro algebra with
signs opposite to (2.9). The interesting representations are of highest-energy
type. Since H = L
0
= L
y
0
, the Hamiltonian has real eigenvalues, whereas
L(t) and L

are purely imaginary operators (for real ).
A Virasoro primary eld of conformal weight  and shift parameter ! is
dened by the following equivalent relations.
[L
m
; 
n
] = n
m+n
+ (1  )m
m+n
+ !
m+n
;
[L(s); (t)] = ((s)  (1  )(t))
_
(s  t) + i!(s)(s  t)
=  
_
(s)(s  t) + (t)
_
(s  t) + i!(s)(s  t);
[L

; (t)] =  (t)
_
(t)  
_
(t)(t) + i!(t)(t): (2.14)
Clearly, ! is only dened up to an integer. The simplest non-primary eld
is the Virasoro connection
[L(s); (t)] =   (s)
_
(s  t) 

(s  t): (2.15)
Introduce the canonically conjugate (t) = =(t) satisfying canonical com-
mutation relations (CCR)
[(s); (t)] = (s  t); [(s); (t)] = [(s); (t)] = 0: (2.16)
(t) is a primary eld with conformal weight 1    and shift  !. diff(1)
acts naturally on the following modules.
1. H(): the linear span of (t). A basis is given by the Fourier compo-
nents f
n
g
n2Z
.
2. S
(k)
(): the symmetrized tensor power of H(), with basis
f
n
1
:::
n
k
g
n
1
::n
k
.
3. Functions over , i.e. the symmetric ring S() = 
k
S
(k)
().
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4. Vector elds over , V() = S()
H().
5. Dierential operators over , D() = S()
 S().
Indeed, (2.14) denes an embedding diff(1) ,! V(), and the diff(1) action
is simply inherited from that of V(). H() is graded by the L
0
eigenvalue,
but the other modules are not, because the homogeneous subspaces would
be innite-dimensional. E.g., in S
(2)
(), all states of the form 
n

m n
have
the same eigenvalue m. However, normal ordering yields an action of V ir on
the Fock module F(), which is obtained by eliminating all states in D()
containing negative energy modes. F() has the basis
f
n
1
:::
n
k

m
1
:::
m
`
g
n
1
::n
k
0;m
1
::m
`
>0
: (2.17)
Equivalently, F() = D()j0i, where the vacuum j0i satises

<
(t)j0i = 
<
(t)j0i =
Z
dt (t)j0i = 0: (2.18)
The Fock module can be decomposed into submodules F
(r)
() where r = k `
is constant; each of these modules is graded and the L
0
eigenvalue is bounded
from below.
The modications in the fermionic case are obvious and we will use an
analogous notation there. The canonical anti-commutation relations are
f(s);  (t)g = (s  t); f(s); (t)g = f (s);  (t)g = 0; (2.19)
where the fermionic eld has the mode expansion
 (t) =
1
p
2i
X
k2Z
^
 (k +
1
2
)e
 i(k+
1
2
)t
: (2.20)
The operator  is a two-valued function of t, but any non-zero matrix element
consists of an even number of fermions and is thus single-valued. Analogous
modules can be constructed for several bosonic elds 
i
and fermionic elds
 
j
; e.g., S(
1
; 
2
; :::;  
1
;  
2
; :::) denotes the corresponding graded symmetric
ring. Moreover, similar modules can also be constructed for non-primary
elds such as the connection, as well as for other algebras.
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Let g be a nite-dimensional Lie algebra with structure constants f
abc
and
generators J
a
, and let map(N+1; g) be the algebra of g-valued space-time
functions. The Kac-Moody algebra
^
g dened by
[J
a
m
; J
b
n
] = if
abc
J
c
m+n
  km
ab

m+n
[L
m
; J
b
n
] = nJ
b
m+n
; (2.21)
is the central extension of map(1; g). With J
a
(t) =
1
2
P
m
J
a
m
e
 imt
, the
brackets become
[J
a
(s); J
b
(t)] = if
abc
J
c
(s)(s  t) +
k
2i

ab
_
(s  t)
[L(s); J
b
(t)] = J
b
(s)
_
(s  t) (2.22)
The smeared generators J
X
=
R
dtX
a
(t)J
a
(t) obey
[J
X
; J
Y
] = J
[X;Y ]
+
k
2i
Z
dtX
a
(t)
_
Y
a
(t)
[L

; J
Y
] = J
Y
; (2.23)
where (Y )
a
= 

@

Y
a
.
Let v be a vector in the carrying space of a nite-dimensional g represen-
tation. For brevity, we write the action of g as
J
a
v = s
a
v; (2.24)
where s
a
is a nite-dimensional matrix. A
b
g primary eld transforms as
[J
a
(s); (t)] = s
a
(s)(s  t): (2.25)
The simplest non-primary eld is the
b
g connection
[J
a
(s); A
b
(t)] = if
abc
A
c
(s)(s  t) + 
ab
_
(s  t); (2.26)
which transforms as a diff(1) primary eld of conformal weight one.
Of particular interest is the case g = gl(N+1). The brackets are
[T


; T


] = 


T


  


T


: (2.27)
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The fundamental gl(N+1) representations are contravariant vectors, covari-
ant vectors, and densities of weight .
[T


; v

] = 


v

;
[T


; v

] =  


v

;
[T


; w] =  


w; (2.28)
respectively. The action on a general tensor density, dened by
u

1
:::
p

1
:::
q
= v

1

 :::
 v

p

 v

1

 :::
 v

q

 w (2.29)
is
[T


; u

1
:::
p

1
:::
q
] =
p
X
i=1


i

u

1
::::
p

1
:::
q
 
q
X
j=1



j
u

1
:::
p

1
::::
q
  


u

1
:::
p

1
:::
q
: (2.30)
We will often suppress indices and write
[T


; u] = t


u; (2.31)
where the matrix t


can be read o from (2.30).
The associated Kac-Moody algebra
\
gl(N+1) reads
[T


(s); T


(t)] = (


T


(s)  


T


(s))(s  t)
 
1
2i
(k
1






+ k
2






)
_
(s  t): (2.32)
Since we take the structure constants to be real, the generators are purely
imaginary, which is reected in the sign of the extension. There are two
independent extensions, because gl(N+1)

=
sl(N+1)  gl(1). Explicitly,
T


(s) =
~
T


(s) + 


E(s), where
~
T


(s) = 0. In an obvious notation,
k
1
= k
sl(N+1)
; k
2
= k
gl(1)
 
k
sl(N+1)
N+1
: (2.33)
In particular, k
1
2 N . The
\
gl(N+1) primary elds are tensor-valued func-
tions,
[T


(s); u(t)] = t


u(s)(s  t); (2.34)
and the
\
gl(N+1) connection transforms as
[T


(s); 


(t)] = (


 


(s)  


 


(s))(s  t) + 





_
(s  t);
[L(s); 


(t)] =   


(s)
_
(s  t): (2.35)
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3 Classical representations
Now consider the algebra of dieomorphisms in N+1-dimensional space-
time, diff(N+1). Denote space-time points by x = (x
0
; x
i
) and the partial
derivative by @

= @=@x

. Here and henceforth we use greek letters ;  =
0; 1; :::; N for space-time indices and latin letters i; j = 1; 2; :::; N for spatial
indices. Let   

(x)@

be a vector eld on space-time. To be specic,
we consider vector elds which are polynomial in exp(ix
0
) and the spatial
coordinates x
i
, i.e. nite sums of monomials of the type
(x
1
)
m
1
::(x
N
)
m
N
exp(im
0
x
0
)@

; (3.1)
although most formulas presumably hold for more general vector elds. The
bracket of two vector elds  and  reads
[; ] = (

(x)@



(x)  

(x)@



(x))@

; (3.2)
the class of vector elds (3.1) is preserved under this operation. diff(N+1)
is the Lie algebra with generators L

and relations
[L

;L

] = L
[;]
: (3.3)
Geometrically, L

is the Lie derivative.
The irreducible representations are tensor densities and closed dierential
forms [18]. We here describe these representations in a way that later can be
generalized to trajectories. Consider the 2(N+1)-dimensional phase space
with basis (q

; p

) subject to the CCR
[p

; q

] = 


; [q

; q

] = [p

; p

] = 0: (3.4)
This Heisenberg algebra acts on spaces S(q), V(q), D(q), and F(q) = D(q)=
fpj0i = 0g, analogous to the diff(1) modules described in section 2. Tensor
densities correspond to the following embedding L

,! V(q)
 gl(N+1).
L

= 

(q)p

+ @



(q)T


; (3.5)
where the T


satisfy (2.27). For each gl(N+1) moduleM, we have diff(N+1)
modules like S(q) 
 M (M-valued functions, i.e. tensor densities) and
9
D(q) 
M (M-valued dierential operators). For every smearing function
f(x), x 2 R
N+1
and gl(N+1) tensor u (2.31), dene
Q(f)  f(q)u: (3.6)
The diff(N+1) action is given by
[L

; Q(f)] = Q(`

f); (3.7)
`

f  

@

f + @



ft


; (3.8)
where t


is given by (2.30), (2.31). Note that gl(N+1) acts from the right
on f . The Fock module is uninteresting; F(q)

=
S(q).
Alternatively, (3.5) denes an action on M-valued space-time functions
(x), according to the formula
[L

;] =  

@

 + @



t


: (3.9)
We denote this representation by T (; p; q). It extends to S() and D(),
but it is not possible to construct a Fock module. Although (x) may be
expanded in a temporal Fourier series,
(x)  (t;x) =
1
2
1
X
n= 1

n
(x)e
 int
; (3.10)
this does not induce a grading on H() because the homogeneous subspaces
are innite-dimensional. This innity prevents normal ordering, which is in
accordance with the fact that diff(N+1) admits a central extension only
when N = 0 [7]. To explicitly describe the equivalence to (3.7), introduce
(f) 
Z
dV (x)f(x)(x); (3.11)
where dV (x) = d
N+1
x
p
jg(x)j is a volume form and
p
jg(x)j is a priviledged
tensor density of weight 1, which could be taken as the square root of the
determinant of the metric. Integrating by parts, we nd
[L

;(f)] = (`

f): (3.12)
Since Q(f) and (f) transform identically, these two types of realizations
are closely related. We catch this property in the following denition.
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Denition 3.1 Two realizations of diff(N+1) are in correspondence if it is
possible to construct functionals transforming identically for every smearing
eld.
Clearly, at least one realization must be non-linear.
Inspired by [7], we consider trajectories in N -dimensional space. A tra-
jectory is simply a vector-valued function of time, q
i
(t), which satises the
CCR together with its canonically conjugate momentum p
j
(t).
[p
j
(s); q
i
(t)] = 
i
j
(s  t); [q
i
(s); q
j
(t)] = [p
i
(s); p
j
(t)] = 0: (3.13)
We denote the corresponding modules by S(q), etc.; boldface indicates that
the basis is given by N -dimensional rather than N+1-dimensional vectors.
By dierentiating with respect to t, we obtain the useful relation
[p
j
(s); _q
i
(t)] =  
i
j
_
(s  t): (3.14)
Since space-time is periodic in time, the trajectories can be mode expanded.
p
j
(t) =
1
2
X
m
p
jm
e
 imt
; q
i
(t) =
X
n
q
i
n
e
 int
: (3.15)
The modes satisfy
[p
jm
; q
i
n
] = 
i
j

m+n
; [q
i
m
; q
j
n
] = [p
im
; p
jn
] = 0: (3.16)
The trajectories may formally be extended to space-time, by dening time
components q
0
(t) and p
0
(t) as
q
0
(t) = t; p
0
(t) =   _q
i
(t)p
i
(t): (3.17)
The oscillators q

(t) = (q
0
(t); q
i
(t)) and p

(t) = (p
0
(t); p
j
(t)) satisfy the
following algebra.
[p

(s); q

(t)] = (


  
0

_q

(s))(s  t);
[p

(s); _q

(t)] =  (


  
0

_q

(s))
_
(s  t);
[q

(s); q

(t)] = [q

(s); _q

(t)] = 0
[p

(s); p

(t)] =


0

p

(s) + 
0

p

(t)

_
(s  t): (3.18)
Note that p
0
(t) satisfy diff(1) (2.9), and that _q
0
(t) = 1, q
0
(t) = _q

(t)p

(t) =
0.
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Theorem 3.2 There is an embedding diff(N+1) ,! V(q) 
 (diff(1)
nmap(1; gl(N+1))).
L

=
Z
dt 

(q(t))p

(t) + 
0
(q(t))L(t) + @



(q(t))T


(t)
=
Z
dt 
i
(q(t))p
i
(t)  
0
(q(t)) _q
i
(t)p
i
(t) + 
0
(q(t))L(t) + @



(q(t))T


(t);
where 

(q(t)) = 

(t; q
1
(t); :::; q
N
(t)), L(t) satises diff(1) and T


(t) satis-
es map(1; gl(N+1)).
The Hamiltonian is the generator of rigid time translations.
H  L
 i@
0
=  i
Z
dt (  _q
i
(t)p
j
(t) + L(t)) (3.19)
It is amusing to note that Hamilton's equations hold:
_q
i
(t) =  i[q
i
(t);H]; _p
j
(t) = i[p
j
(t);H]: (3.20)
Proof of theorem 3.2: Introduce the abbreviated notation 

(t)  

(q(t))
for the smearing elds and set ~p

(t) = p

(t) + 
0

L(t). Then
[~p

(s); q

(t)] = (


  
0

_q

(s))(s  t);
[~p

(s); ~p

(t)] = (
0

~p

(s) + 
0

~p

(t))
_
(s  t);
[~p

(s); T


(t)] = 
0

T


(s)
_
(s  t): (3.21)
The diff(N+1) generators take the form
L

=
Z
dt 

(t)~p

(t) + @



(t)T


(t): (3.22)
[L

;L

] =
ZZ
dsdt [

(s)~p

(s) + @



(s)T


(s); 

(t)~p

(t) + @



(t)T


(t)]
=
ZZ
dsdt 

(s)
n
@



(t)(


  
0

_q

(s))(s  t)~p

(t)
+

(t)
0

~p

(s)
_
(s  t)
o
12
+

(s)
n
@

@



(t)(


  
0

_q

(s))(s  t)T


(t)
+@



(t)
0

T


(s)
_
(s  t)
o
+@



(s)@



(t)


T


(s)(s  t)   $ ; (3.23)
where  $  stands for the same expression with  and  interchanged ev-
erywhere. We now rewrite the terms proportial to the derivative of the delta
function by noting that
ZZ
dsdt f(s)g(t)
_
(s  t) =
ZZ
dsdt f(s) _g(t)(s  t)
=
Z
f _g =  
Z
_
fg: (3.24)
We suppressed the function arguments in the single integrals, because no
confusion is possible. This leaves us with
Z


(@



  
0

_q

@



)~p

+ 

_


0

~p

+

@

@



(


  
0

_q

)T


+ 

@

_


0

T


+ @



@



T


   $ 
=
Z


@



~p

+ 

@

@



T


+ @



@



T


   $ 
=
Z
(

@

)

~p

+ @

(

@



)T


   $  = L


@


   $ ; (3.25)
where we used that _

= _q

@



. Hence [L

;L

] = L
[;]
, and the theorem is
proved. 2
For every diff(1)nmap(1; gl(N+1)) module M, theorem 3.2 denes a
non-linear action on H(q)
M (M-valued trajectories). Several diff(N+1)
modules are associated to this non-linear realization: S(q)
M (M-valued
functionals on trajectory space), D(q)
M (M-valued dierential operators
on trajectory space), S(q)
S(M) (functionals on trajectory space andM),
etc. It will be shown below (proposition 6.3) that M-valued trajectories
correspond (in the sense of denition 3.1) to ordinary tensor densities. Thus,
the main importance of this result is that it serves as the starting point for
normal ordering, which is the subject of section 5.
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4 The non-central extension
In this section we describe a seven-parameter non-central extension of diff(N+1)
as an abstract Lie algebra. We denote this algebra by
]
diff(N+1; c
1
; c
2
; c
3
; c
4
;
a
1
; a
2
; a
3
), or simply
]
diff(N+1) if the parameters are understood. Only the
four parameters c
i
are cohomologically non-trival; the a
i
can be absorbed
into a redenition of the generators but are included for convenience.
A symmetrized n-tensor is an object that can be expanded as
f = f

1
::
n
(x)dx

1
 ::  dx

n
; (4.1)
where f

1
::
n
(x) is some function of space-time, totally symmetric in all in-
dices, and the ring () denotes the symmetrized tensor product of dieren-
tials. This object transforms under diff(N+1) as
[L

; f ] = `

f  (

@

f

1
::
n
(x) + n@

1


f

2
::
n
(x))dx

1
 ::  dx

n
: (4.2)
The dierential of (4.1), dened by
df = @

f

1
::
n
(x)dx

 dx

1
 ::  dx

n
; (4.3)
transforms reducibly except when n = 0. Another dierence compared to
skew tensors is that d
2
6= 0. The symmetric product extends to arbitrary
symmetric tensors,
f  g = f

1
::
m
(x)g

1
::
n
(x)dx

1
 ::  dx

m
 dx

1
 ::  dx

n
; (4.4)
in a fashion compatible with (4.2). Note that the indices in (4.4) are au-
tomatically symmetrized. In accordance with previous sections, we denote
the time direction by t = x
0
and the corresponding dierential by dt = dx
0
.
Further, dt
m
= dt  :::  dt (m times). The following formulas are helpful.
`

(f  g) = `

f  g + f  `

g; (4.5)
d@

f = @

df (4.6)
`

df = d(`

f) + nd

 @

f; (f n-tensor) (4.7)
`

dt
m
= md
0
 dt
m 1
(4.8)
[; ]
0
= `


0
   $  (4.9)
d[; ]

= `

d

   $  (4.10)
d
2
[; ]

= `

d
2


  @



d
2


   $  (4.11)
@

[; ]

= `

@



   $  (4.12)
d@

[; ]

= `

d@



   $  (4.13)
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To prove e.g. (4.10), we note that
d[; ]

= d(

@



)   $ 
= 

@

d

+ d

@



   $  = `

d

   $ : (4.14)
The other formulas are proven similarly.
Proposition 4.1 Let h be a symmetric n-tensor, f a function, and let S
n
(h)
be a linear functional on n-tensors. Then the transformation law dened by
[L

; S
n
(h)] = S
n
(`

h)  (n  1)S
n+1
(d
0
 h); (4.15)
S
1
(df) = 0; (4.16)
S
n+m
(h  fdt
m
) = S
n
(fh) (4.17)
denes a diff(N+1) representation. The normalization is such that
S
0
(f) =  
1
2i
Z
dt f(t) (4.18)
for every function depending on time only.
Proof: First we prove that (4.15) denes a diff(N+1) representation.
[L

; [L

; S
n
(h)]]   $ 
= [L

; S
n
(`

h)  (n  1)S
n+1
(d
0
 h)]   $ 
= S
n
(`

`

h)  (n  1)S
n+1
(d
0
 `

h)  (n  1)S
n+1
(`

(d
0
 h))
+(n  1)nS
n+2
(d
0
 d
0
 h)   $ 
= S
n
(`
[;]
h)  (n  1)S
n+1
(d[; ]
0
 h   $ )
= [L
[;]
; S
n
(h)]: (4.19)
In the second last step, we used that the S
n+2
term vanishes due to the
symmetry, and
`

(d
0
 h)  d
0
 `

h   $  = `

d
0
 h   $  = d[; ]
0
 h; (4.20)
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by (4.10). Remains to prove the consistency of the constraints. Eq. (4.16):
[L

; S
1
(df)] = S
1
(`

df) = S
1
(d(`

f)); (4.21)
by (4.7), which vanishes modulo itself. Eq. (4.17):
[L

; S
m+n
(h  fdt
m
)] = S
m+n
(`

(hf)  dt
m
)
+mS
m+n
(fh  d
0
 dt
m 1
)  (m+ n  1)S
m+n+1
(d
0
 h  fdt
m
)
= S
n
(`

(hf))  (n  1)S
m+n+1
(d
0
 h  fdt
m
)
= [L

; S
n
(hf)]; (4.22)
by (4.8) and (4.17). Finally, to prove the consistency of (4.18), we note that
for space-independent functions,
`

f = 

@

f = 
0
_
f;
S
1
(d
0
f) =  S
1
(
0
df) =  S
1
(
0
_
fdt) =  S
0
(
0
_
f); (4.23)
and thus
[L

; S
0
(f)] = S
0
(`

f) + S
1
(d
0
f) = 0: 2 (4.24)
Proposition 4.2 Let g be a 1-tensor, h a symmetric n-tensor, and f a
function. Further, let R
n
(g; h) be a bilinear functional depending on a 1-
tensor and an n-tensor. Then the transformation law dened by
[L

; R
n
(g; h)] = R
n
(`

g; h) +R
n
(g; `

h)
 (n + 1)R
n+1
(g; d
0
 h)  R
n+1
(d
0
; g  h)
+S
n+2
(g

d
2


 h)  S
n+3
(d
2

0
 g  h); (4.25)
R
n
(fg; h) = R
n
(g; fh) (4.26)
R
n
(df
0
; df
1
 ::  df
n
) + S
n+2
(d
2
f
0
 df
1
 ::  df
n
)
+n permutations = 0; all f
j
functions (4.27)
R
m+n
(g; h  fdt
m
) = R
n
(g; fh); (4.28)
R
n
(fdt; h) = 0; (4.29)
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denes a diff(N+1) representation.
Proof: The proof consists of a straightforward but tedious verication of
the representation condition and the consistency of all constraints, and it
will not be reproduced here. An alternative proof of this result is given in
proposition 5.2 below, where an explicit realization of the abstract operators
R
n
are given. 2
Theorem 4.3 The following expression denes a Lie algebra.
[L

;L

] = L
[;]
+ ext(; ); (4.30)
where
ext(; ) = c
1
S
1
(@



d@



) + c
2
S
1
(@



d@



)
+ c
3
(R
1
(d
0
; d
0
) + S
3
(d
2

0
 d
0
))
+ c
4
S
2
(d
0
 d@



  d
0
 d@



)
+ a
1
(S
2
(d
2


@


0
  d
2


@


0
)  S
3
(d
2

0
 d
0
  d
2

0
 d
0
))
+ 2a
2
S
1
(d
0

0
) + a
3
(S
1
(d
0
@



)  S
1
(d
0
@



)): (4.31)
[L

; S
n
] and [L

; R
n
] are given by propositions 4.1 and 4.2, respectively, and
[S
m
; S
n
] = [R
m
; R
n
] = [S
m
; R
n
].
We denote this Lie algebra by
]
diff(N+1; c
1
; c
2
; c
3
; c
4
; a
1
; a
2
; a
3
). The
modied generators
L
0

= L

  a
1
S
2
(d
2

0
)  a
2
S
0
(
0
)  a
3
S
0
(@



) (4.32)
satisfy the same algebra with a
i
= 0.
We refer to the various terms as extensions of type c
i
and a
i
, respectively.
The extension of type c
1
was rst described in [7], whereas c
2
was found by
17
this author using trial and error [13], [14]. The c
3
and c
4
types have not been
explicitly described before. Dzhumadildaev [3] has given an exhaustive list
of all cohomologically non-trivial extensions of diff(N+1) by tensor density
modules. In his table 1, the c
2
extension is denoted by  
W
1
; strangely enough,
I have not been able to identify type c
1
. Moreover, two more cocycles in his
list are closely related to c
1
and c
2
. Consider an operator 
2
(!) dened for
every two-form !, with the diff(N+1) action [L

;
2
(!)] = 
2
(`

!). A
symmetric one-tensor f is also a one-form, and hence the following equality
can be written down.
S
1
(f) = 
2
(d
^
f); (4.33)
where d
^
denotes the exterior derivative (not to be confused with the sym-
metric derivative d). With this substitution, the extensions of type c
1
and
c
2
give rise to Dzhumadildaev's cocycles  
W
4
and  
W
3
, respectively. The ex-
tensions of types c
3
and c
4
are not included in Dzhumadildaev's list, because
of the operators in (4.31), only S
1
transforms as a tensor density. More pre-
cisely, if we denote the smallest module containing S
n
or R
n
by the same
letter, we have the following inclusions
S
0
 S
1
S
2
 S
3
 S
4
 : : :
\ \ \
R
0
 R
1
 R
2
 : : :
(4.34)
The most striking feature with type c
3
and c
4
is the time-space asymmetry;
the temporal index 0 appears explicitly in these terms.
Proof of theorem 4.3: The Jacobi identities involving at least two S's or
R's are trivial, and those of type LLS and LLR follow from propositions 4.1
and 4.2. Remains to check the LLL identity for the four dierent types of
extensions. The extension of type c
1
:
[L

;L
[;]
+ S
1
(@



d@



)] + : : :
= S
1
( d@



@

[; ]

) + S
1
(`

(@



d@



)) + : : :
= S
1
( d@



(@



@



+ 

@

@



) + d@



(@



@



+ 

@

@



)
+

@

(@



d@



) + d

@



@

@



) + : : :
= S
1
(d(

@



@

@



)  d@



@



@



+ d@



@



@



+ : : :)
= S
1
( d(@



@



@



) + d(@



@



@



)); (4.35)
which vanishes due to (4.16). Eq. (4.7) was used in the second step. The
dots : : : indicate the two terms obtained by cyclically permuting , , and .
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We also used that
[L

;L
[;]
] + : : : = 0; (4.36)
which is the Jacobi identity for diff(N+1) itself. The extension of type c
2
:
[L

;L
[;]
+ S
1
(@



d@



)] + : : :
= S
1
( d@



(@



@



+ 

@

@



  @



@



  

@

@



)
+

@

(@



d@



) + @



d

@

@



) + : : :
= S
1
(d(@





@

@



)) + : : : = 0: (4.37)
In view of (4.27), the extension of type c
3
can also be written as
 R
1
(d
0
; d
0
)  S
3
(d
2

0
 d
0
): (4.38)
The Jacobi identity reads
[L

;L
[;]
 R
1
(d
0
; d
0
)  S
3
(d
2

0
 d
0
)] + : : :
=  R
1
(d
0
; d[; ]
0
)  S
3
(d
2

0
 d[; ]
0
)
 R
1
(`

d
0
; d
0
)  R
1
(d
0
; `

d
0
)
+2R
2
(d
0
; d
0
 d
0
) +R
2
(d
0
; d
0
 d
0
)
 S
3
(@


0
d
2


 d
0
) + S
4
(d
2

0
 d
0
 d
0
)
 S
3
(`

(d
2

0
 d
0
)) + 2S
4
(d
0
 d
2

0
 d
0
) + : : : (4.39)
We now use (4.10) in the form
d[; ]
0
= `

d
0
  `

d
0
; (4.40)
and
`

d
2

0
+ d
2


@


0
= d(`

d
0
); (4.41)
which is straightforward to verify. Eq. (4.39) contains terms of the form
 R
1
(d
0
; `

d
0
) R
1
(`

d
0
; d
0
)
 S
3
(d
2

0
 `

d
0
)  S
3
(d(`

d
0
)  d
0
) + : : : ; (4.42)
and
3R
2
(d
0
; d
0
 d
0
) + 3S
4
(d
0
 d
2

0
 d
0
) + : : : ; (4.43)
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both of which is zero due to (4.27). The extension of type c
4
:
[L

;L
[;]
+ S
2
(d
0
 d@



  d
0
 d@



)] + : : :
= S
2
(d
0
 d@

[; ]

  d[; ]
0
 d@



)
+S
2
(`

(d
0
 d@



  d
0
 d@



))
 S
3
(d
0
 (d
0
 d@



  d
0
 d@



)) + : : : (4.44)
The S
3
term vanishes, whereas (4.10) and (4.13) can be used to transform
the rst S
2
term into
S
2
(d
0
 (`

d@



   $ )  (`

d
0
   $ )  d@



) + : : : ; (4.45)
which cancels the second S
2
term. We have thus veried the Jacobi identi-
ties; however, we should also prove that the extensions of type c
1
  c
4
are
non-trivial. This follows because the restriction to the temporal subalgebra
dened below is isomorphic to the Virasoro algebra, whose non-triviality is
well known. The extension of type a
1
is both veried and eliminated by the
following calculation.
[L

;L

] = [L
0

+ S
2
(d
2

0
);L
0

+ S
2
(d
2

0
)]
= L
0
[;]
+ S
2
(

@

d
2

0
+ 2d

 @

d
0
)  S
3
(d
0
 d
2

0
)   $ 
= L
0
[;]
+
n
S
2
(d
2
(

@


0
))
 (S
2
(@


0
d
2


)  S
3
(d
2

0
 d
0
))   $ 
o
: (4.46)
The parameters a
2
and a
3
are eliminated similarly. 2
The extension of type c
4
is cohomologically non-trivial, but it can be
\explained" as follows. For each n 6= 1, the generators
L
0

= L

+
c
4
n  1
S
n
(d
n
@



) (4.47)
satisfy a certain Lie algebra extension of diff(N+1). Although (4.47) is ill
dened for n = 1, this algebra is not; it is the extension of type c
4
.
The explicit description of the extension immediately yields some con-
straints on the parameters in unitary representations. Consider the temporal
20
subalgebra generated by vector elds of the form  = 
0
(t)@
0
. The extension
becomes
c
1
S
1
(
_

0

0
dt) + c
2
S
1
(
_

0

0
dt) + c
3
(R
1
( _
0
dt;
_

0
dt) + S
3
(
_

0

0
dt
3
))
+c
4
S
2
((
0
_

0
 


0
_
0
)dt
2
) + a
1
(S
2
((
0
_

0
 


0
_
0
)dt
2
)
 S
3
((
0
_

0
 


0
_
0
)dt
3
)) + 2a
2
S
1
(
_

0

0
dt)
= (c
1
+ c
2
+ c
3
+ 2c
4
)S
0
(
_

0

0
) + 2a
2
S
0
(
_

0

0
): (4.48)
In view of the normalization (4.18), the temporal subalgebra is a Virasoro
algebra (2.10) with central charge c
Temp
, where
c
1
+ c
2
+ c
3
+ 2c
4
=
c
Temp
12
; (4.49)
provided that we choose a
2
= c
Temp
=24. Eq. (4.49) gives a necessary con-
dition on unitary representations of
]
diff(N+1). It is not clear if it is su-
cient; unitarity for
]
diff(N+1) may well be more restrictive than that of its
temporal subalgebra. Since
]
diff(1) coincides with its temporal subalgebra,
theorem 4.3 may be viewed as a natural higher-dimensional generalization of
the Virasoro algebra.
The spatial subalgebra is generated by vector elds satisfying 
0
= @
0

i
=
0. The last two types of extensions vanish and we are left with
ext(; ) = c
1
S
1
(@
j

i
d@
i

j
) + c
2
S
1
(@
i

i
d@
j

j
): (4.50)
We are now in the position to prove the non-triviality of the extensions of type
c
i
in theorem 4.3, by noting that the restriction to the temporal subalgebra is
the Virasoro algebra, which is a non-trivial extension of diff(1). Moreover,
the rst two extension, which are included in Dzhumadildaev's list, can not be
equivalent to the two others, because the restriction to the spatial subalgebra
(4.50) is dierent.
Some nite-dimensional subalgebras are also of interest. Consider rst the
momentum operator P

= L
 i@

which generates translations (the Hamilto-
nian H = P
0
). Setting 

= 


, we see that ext(P

; ) = 0 for every vector
eld . Consider next the operators I


= L
x

@

. The cohomologically non-
trivial part of (4.31) restricts to
ext(; x

@

) = 
0

n
c
3
R
1
(dx

; d
0
)  c
4
S
2
(dx

 d@



)
o
(4.51)
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Thus, the extension does not in general vanish for vector elds of this type,
except for the dilation operator I


: ext(; x

@

)  0. In particular,
ext(x

@

; x

@

) =  c
3

0


0

R
1
(dx

; dx

) 6= 0: (4.52)
The I


's satisfy a certain non-central extension of gl(N+1). Explicitly,
[I


; I


] = 


I


  


I


  c
3

0


0

R

1
[I


; R

1
] = 


R

1
+ 


R

1
+ 
0

R
2
(dx
[
; dx
]
dx

), etc., (4.53)
where R

1
= R
1
(dx

; dx

) =  R

1
. The extension only enters when  =  =
0 and  and  are spatial indices, and thus the spatial operators I
i
j
generate
a proper gl(N) algebra. We can also consider angular momentum operators
I

= g
[
I
]

; (4.54)
where g

is a constant metric (the constancy is preserved by so(N+1)).
The extension (4.53) is inherited by so(N+1), and in particular the spatial
components I
ij
generate a proper so(N) algebra.
The interesting
]
diff(N+1) modules have a unique lowest-energy state
jhi, satisfying
Hjhi = hjhi; L
<

jhi = 0; (4.55)
for every L
<

containing negative-frequency components. However, the ground
state can be characterized by other quantum numbers as well. A consistent
choice is a system at rest: P

jhi = 
0

hjhi, because the P

's commute, even
after the extension has been taken into account. Another possibility is to
equip the ground state with xed spin, because the Hamiltonian commutes
with the spatial angular momentum operators, also after extension. This
kind of representation will be considered in section 8.
Finally, consider the case N = 1. The coordinates are t = x
0
or r =
exp(it), and ' = x
1
. Set
z = re
i'
= e
i(t+')
@
z
=
1
2
e
 i'
(@
r
 
i
r
@
'
) =  
i
2
e
 i(t+')
(@
t
+ @
'
)
z = re
 i'
= e
i(t ')
@
z
=
1
2
e
i'
(@
r
 
i
r
@
'
) =  
i
2
e
 i(t ')
(@
t
  @
'
) (4.56)
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]diff(2) has two \conformal" subalgebras generated by
L
m
= L

m
; L
m
= L

m
; (4.57)
where the vector elds are

m
= z
m+1
@
z
=  
i
2
e
im(t+')
(@
t
+ @
'
)

m
= z
m+1
@
z
=  
i
2
e
im(t ')
(@
t
  @
'
): (4.58)
If the extensions are ignored, L
m
and L
m
generate two commuting Witt
algebras. Introduce the following constants

0
= 
1
= i 
0
=  
1
= i;

0
= 
1
=  
i
2

0
=  
1
=  
i
2
; (4.59)
which satisfy




= 



= 1; 



= 



= 0: (4.60)
The components of the vector elds (4.58) now become


m
= 

z
m
; @

z
m
= m

z
m
;


m
= 

z
m
; @

z
m
= m

z
m
: (4.61)
Consider now the restriction of the extensions in theorem 4.3 to the subalge-
bra spanned by L
m
. The other subalgebra is completely analogous and will
be ignored henceforth. Introduce the following generators
S
kjn
=  i( 
i
2
)
k
S
k
(z
n
(

dx

)
k
);
[L
m
; S
kjn
] =  i( 
i
2
)
k
n
S
k
(

z
m
n

z
n
(

dx

)
k
+k

m

z
m
dx

 

z
n
(

dx

)
k 1
)
 (k   1)S
k+1
(
0
mz
m


dx

 z
n
(

dx

)
k
)
o
= (n+ km)S
kjm+n
  (k   1)mS
k+1jm+n
: (4.62)
The normalization (4.18) and the condition (4.16) become
S
0j0
=  iS
0
(1) = 1; (4.63)
mS
1jm
=
1
2
S
1
(mz
m


dx

) =
1
2
S
1
(d(z
m
)) = 0: (4.64)
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As a consistency check, we note that
[L
m
; S
0j0
] = mS
1jm
= 0: (4.65)
From (4.64) it follows that S
1jm
/ 
m
. We may also assume
S
kjm
= 
m
; R
k
(

dx

; z
n
(

dx

)
k
) = 0; (4.66)
for every k, because
[L
m
; S
kjn
] = (n+ km)
m+n
  (k   1)m
m+n
= (m+ n)
m+n
= 0;
[L
m
; R
k
(

dx

; z
n
(

dx

)
k
)] / (m
2
 m
2
)
m+n
= 0; (4.67)
and it is also consistent with the normalization (4.63). Inversion of (4.62)
yields
S
0
(z
m
) = i
m
;
S
1
(z
m


dx

) =  2
m
;
S
2
(z
m
(

dx

)
2
) =  4i
m
;
S
3
(z
m
(

dx

)
3
) = 8
m
: (4.68)
The extensions in theorem 4.3 restrict to
c
1
: S
1
(m



z
m
 n
2




z
n


dx

)
= mn
2
S
1
(z
m+n


dx

) =  2m
3

m+n
c
2
: S
1
(m



z
m
 n
2




z
n


dx

)
= mn
2
S
1
(z
m+n


dx

) =  2m
3

m+n
c
3
: R
1
(n
0
z
n


dx

; m
0
z
m


dx

) + S
3
(n
2

0
z
n
(

dx

)
2
m
0
z
m


dx

)
=  
mn
4
R
1
(

dx

; z
m+n


dx

) 
mn
2
4
S
3
(z
m+n
(

dx

)
3
)
= 0  2m
3

m+n
c
4
: S
2
(
0
mz
m
 n
2
z
n
(

dx

)
2
   $ )
= (mn
2
  nm
2
)( 
i
2
)S
2
(z
m+n
(

dx

)
2
) =  4m
3

m+n
a
1
: S
2
(
0
(n
2
m  nm
2
)z
m+n
(

dx

)
2
)
 S
3
((
0
)
2
(n
2
m  nm
2
)z
m+n
(

dx

)
3
) = 0
a
2
: 2S
1
((
0
)
2
mz
m+n


dx

) = m
m+n
a
3
: S
1
(
0
mz
m
nz
n


dx

)   $  = 0: (4.69)
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The conformal subalgebra is thus a Virasoro algebra with central charge c
Conf
given by
c
1
+ c
2
+ c
3
+ 2c
4
=
c
Conf
24
; (4.70)
if we make the choice a
2
= c
Conf
=12.
5 Normal ordering
In section 3, we embedded diff(N+1) ,! V(q)
(diff(1)nmap(1; gl(N+1))).
Thus, for each diff(1) n map(1; gl(N+1)) module M, there are proper
diff(N+1) modules S(q)
M and D(q)
M. V(q) acts not only on D(q)
but also on the Fock module F(q) = D(q)j0i. The action does not extend to
diff(N+1), because the Hamiltonian has an innite vacuum eigenvalue, but
this problem is easily solved by normal ordering. As usual, normal ordering
gives rise to a Lie algebra extension, which is of the form described in the
previous section.
Proposition 5.1 The following expression provides a realization of the ab-
stract operators dened in Proposition 4.1.
S
n
(h) =  
1
2i
Z
dt _q

1
(t):: _q

n
(t)h

1
::
n
(q(t)): (5.1)
Proof: Eq. (4.15):
[L

; S
n
(h)] =  
1
2i
Z
n
_q

1
:: _q

n
(

@

h

1
::
n
  
0
_
h

1
::
n
)
+n(
_


1
  
0
q

1
 
_

0
_q

1
) _q

2
:: _q

n
h

1
::
n
o
=  
1
2i
Z
n
_q

1
:: _q

n
(

@

h

1
::
n
+ n@

1


h

2
::
n
) 
d
dt
( _q

1
:: _q

n

0
h

1
::
n
)
 (n  1) _q

1
:: _q

n
_q

@


0
h

1
::
n
o
= S
n
(`

h)  (n  1)S
n+1
(d
0
 h): (5.2)
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Eq. (4.16):
S
1
(df) =  
1
2i
Z
_q

@

f =  
1
2i
Z
_
f = 0: (5.3)
Eqs. (4.17) and (4.18) are obvious, because _q
0
= 1. 2
Proposition 5.2 The following expression provides a realization of the ab-
stract operators dened in Proposition 4.2.
R
n
(g; h) =  
1
2i
Z
dt q

(t) _q

1
(t):: _q

n
(t)g

(q(t))h

1
::
n
(q(t)) (5.4)
Proof: Eq. (4.25):
[L

; R
n
(g; h)] =  
1
2i
Z
n
q

_q

1
:: _q

n
(

@

(g

h

1
::
n
)  
0
d
dt
(g

h

1
::
n
))
+nq

(
_


1
  
0
q

1
 
_

0
_q

1
) _q

2
:: _q

n
g

h

1
::
n
+(



  
0
...
q

  2
_

0
q

 


0
_q

) _q

1
:: _q

n
g

h

1
::
n
o
=  
1
2i
Z
n
q

_q

1
:: _q

n
(

@

g

h

1
::
n
+ g



@

h

1
::
n
+n@

1


g

h

2
::
n
+ @



g

h

1
::
n
  (n + 1)q

_q

1
:: _q

n
_q

@


0
g

h

1
::
n
)
 
d
dt
(q

_q

1
:: _q

n

0
g

h

1
::
n
) + _q

_q

_q

1
:: _q

n
@

@



g

h

1
::
n
 


0
_q

_q

1
:: _q

n
g

h

1
::
n
o
= R
n
(`

g; h) +R
n
(g; `

h)  (n + 1)R
n+1
(g; d
0
 h)
+S
n+2
(d
2


g

 h)  R
n+1
(d
0
; g  h)  S
n+3
(d
2

0
 g  h); (5.5)
where the last two terms came from expanding


0
. Eqs. (4.26) and (4.28)
are obvious, whereas (4.27) is proved by expanding
 
1
2i
Z
d
dt
(
_
f
0
_
f
1
::
_
f
n
) = 0: (5.6)
Finally, (4.29) follows from q
0
= 0. 2
As promised in the previous section, this proposition justies proposition
4.2 a posteriori.
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We now proceed to calculate the algebra extension. Split the delta func-
tion into positive and negative energy parts.

>
(t) =
1
2
X
m>0
e
 imt
; 
<
(t) =
1
2
X
m0
e
 imt
: (5.7)
Lemma 5.3
i: 
>
(t)
<
( t)  
>
( t)
<
(t) =  
1
2i
_
(t)
ii: 
>
(t)
_

<
( t) 
_

>
( t)
<
(t) =
1
4i
(

(t) + i
_
(t))
iii:
_

>
(t)
_

<
( t) 
_

>
( t)
_

<
(t) =
1
12i
(
...

(t) +
_
(t))
Proof:
i: 4
2
 LHS =
X
m>0
X
n0
(e
 i(m n)t
  e
i(m n)t
) =
X
k>0
k
X
m=1
(e
 ikt
  e
ikt
)
=
X
k>0
k(e
 ikt
  e
ikt
) =
X
k
ke
 ikt
= 2i
_
(t) where k = m  n:
ii: 4
2
i  LHS =
X
m>0
X
n0
(ne
 i(m n)t
 me
i(m n)t
)
=
X
k>0
k
X
m=1
(m  k)e
 ikt
 me
ikt
=
X
k>0
 
k(k   1)
2
e
 ikt
 
k(k + 1)
2
e
ikt
=  
X
k
k(k   1)
2
e
 ikt
= 

(t) + i
_
(t):
iii:  4
2
 LHS =
X
m>0
X
n0
(mne
 i(m n)t
 mne
i(m n)t
)
=
X
k>0
k
X
m=1
m(m  k)(e
 ikt
  e
ikt
) =
X
k>0
 
k
3
  k
6
(e
 ikt
  e
ikt
)
=  
X
k
k
3
  k
6
e
 ikt
=
1
6
(2i
...

(t) + 2i
_
(t)): 2
Introduce
~

i
(t) 
~

i
(q(t)) = 
i
(q(t))  _q
i
(t)
0
(q(t)): (5.8)
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By @
j
~

i
(t) we denote the derivative with respect to q
j
(t), keeping _q
j
(t) con-
stant, i.e.
@
j
~

i
(t) = @
j

i
(q(t))  _q
i
(t)@
j

0
(q(t)): (5.9)
Lemma 5.4 The expressions dened in (5.8) satisfy the following relations.
@
i
~

i
= @



 
_

0
(5.10)
@
j
_
~
j
_

0
= (@

_

  
0
)
_

0
(5.11)
@
i
_
~
j
@
j
~

i
= @

_

@



  _q

@

_

@


0
+ @


0
_q

@

_


+ _q

@

_
0
_

0
  _
0
_q

@

_

0
  
0
_

0
+
d
dt
(
_

0
_
0
 
_


@


0
): (5.12)
Proof: Eq. (5.10) is true because both sides equal @
i

i
  _q
i
@
i

0
, and (5.11)
is an immediate consequence of this result. Remains (5.12), which equals
(@
i
_
j
  q
j
@
i

0
  _q
j
@
i
_
0
)(@
j

i
  _q
i
@
j

0
)
= @
i
_
j
@
j

i
  ( _q

@

_
j
  @
0
_
j
)@
j

0
 @
i

0
q

@


i
+ ( _q

@


0
  @
0

0
)q

@


0
 @
i
_
0
( _q

@


i
  @
0

i
) + ( _q

@

_
0
  @
0
_
0
)( _q

@


0
  @
0

0
)
= @

_

@



  _q

@

_

@


0
  q

@



@


0
+ _
0
q

@


0
  @

_
0
_


+ _q

@

_
0
_

0
: (5.13)
Eq (5.12) is now obtained by noting that q

@



=



  _q

@

_


. 2
The generators in Theorem 3.2 take the form
L

=
Z
dt
~

i
(t)p
i
(t) + 
0
(t)L(t) + @



(t)T


(t) (5.14)
Normal ordering consists of replacing
~

i
(t)p
i
(t) by
:
~

i
(t)p
i
(t) : =
~

i
(t)p
<
i
(t) + p
>
i
(t)
~

i
(t); (5.15)
where the zero mode p
i0
is included in p
<
i
(t). Note that there is no need to
normal order
~

i
(t), since the various q's commute among each other. Now,
[p
?
i
(s); q
j
(t)] = 
j
i

?
(s  t);
[p
?
i
(s); _q
j
(t)] =  
j
i
_

?
(s  t) (5.16)
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because
[p
>
i
(s); q
j
(t)] =
1
2
X
m>0
X
n
[p
im
; q
j
n
]e
 i(ms+nt)
=
1
2
X
m>0

j
i
e
 im(s t)
= 
j
i

>
(s  t); (5.17)
etc. Dene

>

j
i
(s; t)  [p
>
i
(s);
~

j
(t)] = @
i
~

j
(t)
>
(s  t) + 
j
i

0
(t)
_

>
(s  t): (5.18)
and 
<

analogously. We are now ready to state our main result.
Theorem 5.5 Let L(t) satisfy the Virasoro algebra (2.9) and T


(t) the Kac-
Moody algebra
\
gl(N+1) (2.32). Then the following expression, together
with propositions 5.1 and 5.2, provides a realization of the Lie algebra
]
diff(N+1; 1 + k
1
; k
2
; (c+ 2N)=12  2; 1=2; 1; (c+ 2N)=24; i=2).
L

=
Z
dt :

(q(t))p

(t) : + 
0
(q(t))L(t) + @



(q(t))T


(t)

Z
dt
~

i
(q(t))p
<
i
(t) + p
>
i
(t)
~

i
(q(t)) + 
0
(q(t))L(t) + @



(q(t))T


(t):
Proof: We begin by considering L
0

=
R
dt :
~

i
(t)p
i
(t) : .
[L
0

;L
0

] =
ZZ
dsdt [
~

i
(s)p
<
i
(s) + p
>
i
(s)
~

i
(s); ~
j
(t)p
<
j
(t) + p
>
j
(t)~
j
(t)]
=
ZZ
dsdt
n
  (~
j
(t)
<i
j
(t; s) + 
>i
j
(t; s)~
j
(t))p
<
i
(s)
+
~

i
(s)(
<j
i
(s; t)p
<
j
(t) + p
>
j
(t)
<j
i
(s; t))
+(
>j
i
(s; t)p
<
j
(t) + p
>
j
(t)
>j
i
(s; t))
~

i
(s)
 p
>
i
(s)(~
j
(t)
<i
j
(t; s) + 
>i
j
(t; s)~
j
(t))
o
=
ZZ
dsdt
n
[
~

i
(s); p
>
j
(t)]
<j
i
(s; t) + 
>j
i
(s; t)[p
<
j
(t);
~

i
(s)]
+
~

i
(s)

j
i
(s; t)p
<
j
(t) + p
>
j
(t)
~

i
(s)

j
i
(s; t)
 ~
j
(t)

i
j
(t; s)p
<
i
(s)  p
>
i
(s)~
j
(t)

i
j
(t; s)
o
: (5.19)
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where we used that 
>

+ 
<

= 

. The regular piece is
ZZ
dsdt (
~

i
(s)

j
i
(s; t)   $ )p
<
j
(t) + p
>
j
(t)(: : :)
=
Z
(
~

i
@
i
~
j
 
_
~

j
~
0
   $ )p
<
j
(t) + p
>
j
(t)(: : :)
=
Z
(

@


j
  _q
j


@


0
   $ )p
<
j
+ p
>
j
(: : :)
=
Z
(
^


@


j
 
^


@


j
)p
<
j
+ p
>
j
(: : :) = L
0
[;]
; (5.20)
which could have been anticipated from the calculation in section 3. The
extension becomes
ext
0
(; ) =
ZZ
dsdt (
>j
i
(s; t)
<i
j
(t; s)  
>i
j
(t; s)
<j
i
(s; t))
=
ZZ
dsdt (@
i
~
j
(t)
>
(s  t) + 
j
i

0
(t)
_

>
(s  t))
(@
j
~

i
(s)
<
(t  s) + 
i
j

0
(s)
_

<
(t  s))   $ 
=
ZZ
dsdt
n
@
i
~
j
(t)@
j
~
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where Lemma 5.3 was used in the third equality and Lemma 5.4 in the last.
Now consider the full algebra.
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Thus
ext(; ) = ext
0
(; ) 
c
24i
Z
(
_

0

0
  
0
_
0
)
 
k
1
2i
Z
@



@

_

 
k
2
2i
Z
@



@

_

=  
1 + k
1
2i
Z
_q

@

@



@



 
k
2
2i
Z
_q

@

@



@



+
1
2i
Z
_q

_q

n
@

@



@


0
  @


0
@

@



+
1
2
(@


0
@

@



  @


0
@

@



)
o
+
1
2i
Z
_q

_q

_q

( @

@


0
@


0
+ @


0
@

@


0
)
+(2 
c+ 2N
12
)
1
2i
Z
(q

@


0
+ _q

_q

@

@


0
) _q

@


0
 
1
4
Z
_q

(@



@


0
  @


0
@


0
) +
c + 2N
24i
Z
_q

@


0

0
31
= (1 + k
1
)S
1
(d@



@



) + k
2
S
1
(d@



@



)
+S
2
( d
2


@


0
+ @


0
@
2


+
1
2
(d@



 d
0
  d
0
 d@



))
+S
3
(d
2

0
 d
0
  d
0
 d
2

0
)
+(
c+ 2N
12
  2)(R
1
(d
0
; d
0
) + S
3
(d
2

0
 d
0
))
+
i
2
S
1
(@



d
0
  d
0
@



) 
c+ 2N
12
S
1
(d
0

0
): 2 (5.23)
The temporal subalgebra is Virasoro algebra with central charge (4.49)
c
Temp
= c+ 2N + 12(k
1
+ k
2
) (5.24)
and the Hamiltonian has the same vacuum value as L
0
: h
Temp
= h. In a
unitary representation, c
Temp
> 2N .
The generators in theorem 5.5 act on the Fock space in a manifestly
consistent fashion. With the vector eld  of the form (3.1), L

becomes an
innite sum of nite, normal-ordered monomials in the Fourier modes q
i
m
,
p
jm
, L
m
and T

m
. However, only nitely many terms in this sum contain
no negative energy modes. The space of states obtained by acting on the
vacuum with nitely many positive energy modes is thus preserved by any
nite normal-ordered power of L

, and matrix elements of any such operator
are nite.
This is a good point to compare our results with those obtained by
Eswara-Rao and Moody [7]. Consider the free Z-module on generators 
M
,
M = 1; 2; ::; `+ 2N . Set

i
= 
`+i
; d
j
= 
`+N+j
; (5.25)
where i; j = 1; 2; ::; N . Let (j) be the symmetric bilinear form
(
p
j
q
) =
_
A
p;q
p; q;= 1; 2; ::`
(d
j
j
i
) = 
i;j
(d
i
jd
j
) = (
i
j
j
) = 0: (5.26)
This is, apart from a trivial relabelling, their (3.2). In the remainder of this
section, we write the Kronecker delta as 
i;j
, to avoid confusion with the root
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i
. Consider the Heisenberg algebra
[(m); (n)] = (j)
m+n;0
;
(m) =
`+2N
X
M=0

M
a
M
(m) (5.27)
and the vertex operator
X(; z) = z
(j)
2
exp( 
X
n
:
1
n
(n)z
 n
: ) (5.28)
Eswara-Rao and Moody give the following expressions for the
]
diff(N+1)
generators (their (5.3-4)).
L
i
(r)  T
d
i
r
n
(
r
) =
1
2i
Z
:d
i
(z)X(
r
; z) :
dz
z
z
r
0
(5.29)
L
0
(r)  L
r
0
(
r
) =  
1
2i
Z
`+2N
X
M=1
:a
M
(z)a
M
(z)X(
r
; z) :
dz
z
z
r
0
;
where 
r
=
P
N
i=1
r
i

i
. Dene
z = e
it
;
dz
z
z
m
= ie
imt
dt
_q
i
(t) = 
i
(z); p
j
(t) = 2id
j
(z): (5.30)
Then it is clear that q
i
and p
j
generate a Heisenberg algebra (3.13). Note
that in (5.29), only vertex operators associated with 
i
appear. In this case,
(j) = 0 and normal ordering is irrelevant, and hence
X(
r
; z)
dz
z
z
r
0
= exp( 
X
n
1
n
r
i

i
(n)e
 int
)ie
ir
0
t
dt
= i exp(ir
i
Z
_q
i
(t)) exp(ir
0
q
0
(t))dt
= i exp(ir

q

(t))dt (5.31)
We also note that
2N
X
i=1
:a
`+i
(t)a
`+i
(t) : = 2i: _q
i
(t)p
i
(t) : (5.32)
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and thus (5.29) takes the form
L
i
(r) =  i
Z
dt :p
i
(t)e
ir

q

(t)
: = L
 i exp(ir

x

)@
i
(5.33)
L
0
(r) =  i
Z
dt : (  _q
i
(t)p
i
(t) + L(t))e
ir

q

(t)
: = L
 i exp(ir

x

)@
0
where
L(t) =
1
2i
:
`
X
p=1
a
p
(t)a
p
(t) : (5.34)
satises the Virasoro algebra. Eq. (5.33) is recognized as a special case of
theorem 5.5, expressed in a Fourier basis, with the choices (5.34) for the
Virasoro generators and T


(t) = 0 for
\
gl(N+1).
6 Dierential geometry of trajectories
We will now show that the non-linear realization in theorem 3.2 corresponds
to tensor elds (3.5) in the sense of denition 3.1. Since dierential geometry
largely is the theory of tensor elds, we expect that it possesses a trajectory
analog. This analogy is pursued here.
In this section, we ignore normal ordering and work with the classical
generators of theorem 3.2, but the results are relevant also for Fock modules.
Consider the Fock module F(q; ) built from the trajectories and a set of
Virasoro elds .
]
diff(N+1) acts on states of the form F (q
>
;p
>
; 
>
; 
>
)j0i,
as follows
L

F j0i = [L

; F ]j0i+ FL

j0i: (6.1)
If the functional F is independent of p
>
j
, normal ordering is irrelevant for
computing the commutator, because L

is linear in p
j
,  and ; the only non-
linearity comes from q
i
. This type of calculation appears in the construction
of singular vectors.
Let (t) transform under the Virasoro algebra as a primary eld of con-
formal weight  and shift ! (2.14), and under
\
gl(N+1) as a tensor density of
weight  with p upper and q lower indices (2.32). From theorem 3.2 follows
the action of diff(N+1) on this eld.
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Denition 6.1 (t) is a primary trajectory eld of type P(; !; ; p; q) , if
it transforms in the following homogeneous way under diff(N+1)
[L

; 

1
:::
p

1
:::
q
(t)] =  
0
(q(t))
_


1
:::
p

1
:::
q
(t)  
_

0
(q(t))

1
:::
p

1
:::
q
(t)
+i!
0
(q(t))

1
:::
p

1
:::
q
(t)  @



(q(t))

1
:::
p

1
:::
q
(t)
+
p
X
i=1
@



i
(q(t))

1
::::
p

1
:::
q
(t) 
q
X
j=1
@

j


(q(t))

1
:::
p

1
::::
q
(t): (6.2)
Notation:  2 P(; !; ; p; q).
To distinguish between the two dierent kinds of weights, we refer to  as
the causal weight and to  as the ordinary weight.
P(; !; ; p; q) is not a diff(N+1) module by itself, since the transfor-
mation law involves the trajectory q
i
(t). However, P(; !; ; p; q)
S(q) and
P(; !; ; p; q)
D(q) are modules. This situation motivates the following
Denition 6.2 M is a diff(N+1) metamodule ifM
S(q) is a diff(N+1)
module.
By theorem 3.2, every diff(1)nmap(1; gl(N+1)) module is a diff(N+1)
metamodule. Submetamodules and metamodule maps are dened in the
obvious fashion.
Here and henceforth in this section we suppress the time dependence.
With the abbreviated notation of (2.31), (6.2) becomes
[L

; ] =  
0
_
  
_

0
+ i!
0
+ @



t


: (6.3)
All parameters are additive; given two primary trajectory elds 
k
(t) 2
P(
k
; !
k
; 
k
; p
k
; q
k
), k = 1; 2, their equal-time tensor product 
1
(t)
2
(t) 2
P(
1
+ 
2
; !
1
+ !
2
; 
1
+ 
2
; p
1
+ p
2
; q
1
+ q
2
).
The time derivative of  2 P(; !; ; p; q) transforms as
[L

;
_
] =  
0

  (1 + )
_

0
_
+ i!
0
_
+ @



t


_

 


0
+ i!
_

0
+ @

_


t


: (6.4)
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The last three terms prevent the time derivative from being a primary eld.
Even if we take  = ! = t


= 0, the second time derivative will not transform
homogeneously, since the time derivative shifts the causal weight by one. To
compensate for this, we introduce a priviledged scalar trajectory eld, the
proper time eld (t) 2 P(0; 0; 0; 0; 0). The proper time derivative d=d 
_
 1
_
, transforms as
[L

;
d
d
] =  
0
d
d
  
_

0
d
d
+ i!
0
d
d
+ @



t


d
d
 
d
_

0
d
+ i!
d
0
d
+ @

d

d
t


: (6.5)
In particular, if  is a scalar trajectory eld of type P(0; 0; 0; 0; 0), so are all
its proper time derivatives.
The scrupulous reader may object to using _
 1
(t), since (t) is an op-
erator. However, it should be considered as shorthand for the following
construction. Introduce another eld T (t) 2 P( 1; 0; 0; 0; 0), subject to the
polynomial constraint
_ (t)T (t) = T (t) _(t) = 1: (6.6)
Then diff(N+1) acts on factor modules like S(q; ; T; )=(6:6), and we may
identify T (t) with _
 1
(t).
From theorem 5.5,
[L

; q

] = 

  _q


0
[L

; _q

] =
_


  q


0
  _q

_

0
; (6.7)
etc. The trajectory q

(t) is not a primary eld, but because
_


= @



_q

, its
time derivative is; _q

2 P(1; 0; 0; 1; 0). Dene the velocity u

2 P(0; 0; 0; 1; 0)
as the proper time derivative of the trajectory,
u

(t)  _
 1
(t) _q

(t): (6.8)
If 

2 P(; !; ; p; q+1) is a primary eld with at least one lower index,
it has an invariantly dened longitudinal part 
L
 _q



2 P(+1; !; ; p; q).
A transverse eld is a eld whose longitudinal part vanishes. Set
_q



= 0; ~

= 

  _q


0
;
~


= 

  _q


0
; (6.9)
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where 

is the canonical conjugate to 

. The -dependent part of a
diff(N+1) generator can be rewritten as
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  
_

0


+ i!
0


  @





+ @



t




o
=
Z
n

0
_
~

+ (1  )
_

0
~

+ i!
0
~

  @

~


~

+ @



~

t


 ( _q

@

~


  q


0
)
0
o


+
n

0
_
0
  
_

0

0
  @


0
~

+ i!
0

0
+@




0
t


o
_q



: (6.10)
If we now employ the transversality constraint (6.9), and note that
_
~


=
_q

@

~


  q


0
, the total generator becomes
L


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
i
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
i
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+
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

)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(6.11)
where
~p

= p

+
d
dt
(
0


);
~

0
= ~
0
 0: (6.12)
The elds q
i
, ~p
j
, 
j
and ~
i
span a closed Heisenberg algebra,
[~p
j
(s); q
i
(t)] = [~
i
(s); 
j
(t)] = 
i
j
(s  t)
[~p
j
(s); ~
i
(t)] = 
i
j
_
(s  t)
0
(t) 
d
ds
(
0
(s)
i
j
(s  t)) = 0; (6.13)
and all other brackets vanish. Thus, (6.11) denes, after normal ordering,
an action on the corresponding Fock space. This \transverse" Fock module,
F(q; 
j
)  F(q; 

), is a new type of representation not covered by theorem
5.5.
Dene a trajectory connection to be an object that transforms as a pri-
mary eld apart from terms proportional to the unit operator. There are four
types of diff(N+1) connections, which we refer to as type I{IV, respectively.
[L

; ] =  
0
_
  
_

0
  


0
: (6.14)
[L

; 


] =  
0
_
 


 
_

0
 


  @



 


+ @



 


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
_


: (6.15)
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
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
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0
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
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

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 


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
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
+ @
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: (6.16)
[L

;

] =  
0
_


  @





  @


0
: (6.17)
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It is straightforward to verify the representation condition for (6.14-6.17).
The existence of connections of type I and II are in fact implicit in Theo-
rem 3.2; they correspond to choosing the Virasoro connection (2.15) and the
\
gl(N+1) connection (2.35) to represent diff(1) and map(1; gl(N+1)), re-
spectively. The Type III connection is, however, genuinelyN+1-dimensional.
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
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
)   $  = [[L

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
]; 


]; (6.18)
where reg stands for regular terms, proportional to  . In the second last
equality, we used that
_


= _q

@



. The proof for type IV reads
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
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]   $ 
= reg + 
0
@

_

0
+ @



@


0
  @

@


0
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
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

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)   $ 
= reg   @

(

@

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)   $  = [[L

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
];

]: (6.19)
Connections of type I and II can be expressed in terms of other trajectory
elds.
 (t)  _
 1
(t)(t);  


(t)  _q

 


(t): (6.20)
It is straightforward to verify that diff(N+1) acts in the same fashion on
both sides of the equalities. For this reason we will often drop the qualifaction
"type III", and simply refer to (6.16) as the connection.
The covariant time derivative and covariant proper time derivative of a
primary eld eld  2 P(; !; ; p; q) are
D
Dt
=
_
   + i! _q



+  


t


;
D
D
= _
 1
D
Dt
; (6.21)
respectively. Clearly,D=Dt 2 P(1+; !; ; p; q) andD=D 2 P(; !; ; p; q).
In particular, since the velocity is a primary eld, its covariant derivatives
transform homogeneously under diff(N+1). They can thus consistently be
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equated to zero; this yields the trajectory geodesic equation Du

=Dt = 0 (or
D _q

=Dt = 0). Explicitly,
D _q

Dt
 q

+   _q

+  


_q

= 0;
D _u

Dt
 _u

+  


u

= 0: (6.22)
Whereas the geodesic equation in usual dierential geometry is usually re-
garded as a dierential equation for the geodesics, its trajectory counterpart
may also be considered as an algebraic equation for some components of the
connection. Indeed, from
q

+   _q

+  

0
_q
0
+  

j
_q
j
= 0; (6.23)
it follows that
 

0
  

00
+ _q
i
 

i0
=  q

    _q

   

j
_q
j
(6.24)
( _q
0
 1!), expressing the N+1 elds  

00
in terms of the remaining compo-
nents of the connection.
It will be useful to dene a connection of type V by   = _q

 

. From the
zeroth component of the geodesic equation,
   _q

 

=   
0

_q

; (q
0
= 0; _q
0
= 1); (6.25)
so  

=   
0

_q

.
Clearly, trajectory elds have many features in common with tensor elds.
The underlying reason is the following result.
Proposition 6.3 A trajectory eld  2 P(0; 0; ; p; q) corresponds (in the
sense of denition 3.1) to a tensor eld of type T (; p; q), and the functional
is given by
(f) =
Z
dt _ (t)f(q(t))(t) (6.26)
for every smearing eld f(x).
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Proof: We must show that (f) transforms in the same fashion as (f)
(3.11).
[L

; (f)] =
Z
n
( 
0
  
_

0
_)f+ _(

@

f   
0
_
f)
+ _f( 
0
_
+ @



t


)
o
=  
Z
d
dt
(
0
_f) +
Z
_(

@

f + @



ft


)
= (`

f); (6.27)
where `

f is given by (3.8). The purpose of the proper time eld  is to elimi-
nate a term proportional to
_

0
which would otherwise arise in the integration
by parts. 2
Correspondence can be extended to elds with non-zero shift parameter as
follows. To  2 P(0; !; ; p; q) we associate exp( i!t)(t) 2 P(0; 0; ; p; q),
which corresponds to the tensor eld exp( i!x
0
)(x). Hence  itself corre-
sponds to a shifted tensor eld transforming as
[L

;] =  

@

 + i!
0
 + @



t


: (6.28)
Notation:  2 T (!; ; p; q). However, trajectory elds with non-zero causal
weight do not seem to correspond to tensor elds in any natural fashion. Cor-
respondence can also be applied to more complicated objects; e.g, the trajec-
tory connection of type III corresponds to the ordinary connection (Cristoel
symbol).
We may now ask what corresponds to the derivative of a tensor eld. Since
a trajectory eld depends on one variable only, it can contain no information
about derivatives transverse to the trajectory. This is a necessary price for
normal orderability, but it is nevertheless fruitful to introduce the concept of
a partial derivative 
;
by enlarging the set of elds.
Denition 6.4 The derivative of a trajectory eld  2 P(0; !; ; p; q) is
a diff(N+1) metamodule P
;1
(0; !; ; p; q) with basis f(t); 
;
(t)g, corre-
sponding to a tensor eld  2 T (!; ; p; q) in the following fashion.  corre-
sponds to  as in proposition 6.3, and the functionals

0
(f) =
Z
dt _ (t)f

(q(t))
;
(t)
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0
(f) =
Z
dV (x)f

(x)@

(x) (6.29)
transform identically for every set of smearing elds f

(x).
Explicitly, the transformation law reads
[L

; 
;
] =  
0
_

;
+ i!
0

;
+ @



t



;
  @




;
+i!@


0
+ @

@



t


: (6.30)
It is straightforward to verify that this formula indeed denes a diff(N+1)
representation.
When N = 0, the trajectory eld coincides with its tensor counterpart,
i.e.
_
(t) = 
;0
(t) = @
0
(t) in this case. In general, the longitudinal part of

;
must equal the time derivative of , i.e.
_
  _q


;
; (6.31)
or equivalently u


;
 d=d . This condition is satised by (6.30). Eq.
(6.31) can be considered as the denition of the derivative in the case  6= 0.
If  2 P(; 0; 0; 0; 0), we obtain from (6.4),
[L

; _q


;
] =  
0

  (1 + )
_

0
_
  


0
: (6.32)
The rst two terms arise from the product of two primary elds. Moreover


0
= q

@


0
+ _q

_q

@

@


0
=  (  _q

+  


_q

)@


0
+ _q

_q

@

@


0
= _q

(  @


0
   


@


0
+ @

_

0
): (6.33)
Hence the transformation law for 
;
becomes
[L

; 
;
] =  
0
_

;
  
_

0

;
  @




;
+ ( @


0
+  


@


0
  @

_

0
): (6.34)
Unless the causal weight is zero, the transformation law involves the connec-
tion.
The derivative condition (6.31) can be explicitly solved as follows. Intro-
duce the canonical momenta ; 
;
satisfying
[(s); (t)] = (s  t); [
;
(s); 
;
(t)] = 


(s  t); (6.35)
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and all other brackets vanish. By a calculation similar to (6.11), we can
rewrite
L

=
Z
n
~


p

+ ( 
0
_
+ i!
0
+ @



t


)
+
;
( 
0
_

;
+ i!
0

;
+ @



t



;
  @




;
+i!@


0
+ @

@



t


)
o
=
Z
n
~

i
~p
i
+ ~( 
0
_
+ i!
0
+ @



t


)
+~
;i
( 
0
_
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+ i!
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;i
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


t

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  @
i
~

j
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+i!@
i

0
+ @
i
@



t


  @
i

0
_
)
o
; (6.36)
where
~p
i
= p
i
+
d
dt
(
0

i
); ~ =   _
;0
; ~
;i
= 
;i
  _q
i

;0
: (6.37)
This shows that diff(N+1) is embedded in the Heisenberg algebra generated
by q
i
; ~p
j
;; ~;
;j
; ~
;i
only; the dependence on 
;0
was eliminated by (6.31).
The restriction of (6.36) to the temporal subalgebra is
L

=
Z
n
~( 
0
_
+ i!
0
+
_

0
t
0
0
)
+~
;i
( 
0
_

;i
+ i!
0

;i
+
_

0
t
0
0

;i
)
o
: (6.38)
Although (6.36) has a rather complicated structure, the restriction (6.38)
consists of N+1 primary Virasoro elds , 
;i
with shift parameter ! and
conformal weight  (when p = q = 0), and their canonical momenta ~, ~
;i
.
This observation will be used in section 8.
It is clear how to extend denition 6.4 to higher derivatives. The n:th
derivative of a trajectory eld  2 P(0; !; ; p; q) is a metamodule P
;n
(0; !;
; p; q), with basis f(t); 
;
(t); :::; 
;
1
::
n
(t)g, where 
;
1
::
n
is symmetric in
all indices. The exact form of the diff(N+1) action can be computed by
employing correspondence with the n:th derivative of a shifted tensor den-
sity T (!; ; p; q). 
;
1
::
n
transforms as P(0; !; ; p; q + n) apart from terms
proportional to lower order derivatives, and relations
_q


;
1
::
n

=
_

;
1
::
n
(6.39)
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hold. Write P
;n
 P
;n
(0; !; ; p; q) and P
;0
 P(0; !; ; p; q). There is an
innite sequence of metamodules
P
;0
 P
;1
 :::  P
;n
 ::: (6.40)
The derivative can be regarded as a metamodule map
P
;n
 ! P
;n+1

;
1
::
n
7! 
;
1
::
n

: (6.41)
In particular, (6.39) is the n:th derivative of (6.31). By choosing the functions
f

1
::
n
(x) = x

1
::x

n
=n!, we can construct the object
X
1
n!
Z
dt 
;
1
::
n
(t)q

1
(t)::q

n
(t)

=
(x): (6.42)
We nd it plausible that the notion of higher derivatives can be extended to
non-zero causal weights, but we have not been able to prove it.
Sometimes the metamodules P
;n
(0; !; ; p; q) admit a non-trivial decom-
position. E.g., P
;1
(0; 0; 0; 0; 0) = P(0; 0; 0; 0; 1) P(0; 0; 0; 0; 0), because 
;
is itself a primary eld. Similarly, an analog of the exterior derivative exists.
Let 
p
 P(0; 0; 1; p; 0) and 
q
 P(0; 0; 0; 0; q) be submetamodules which
are totally skew in its p upper and q lower indices, respectively (it is easy to
verify that these indeed are submetamodules), and let 
p
;1
and 
q;1
be their
rst derivatives. Then there are embeddings

p 1
 
p
;1

q+1
 
q;1


1
::
p 1
= 

1
::
p 1
;
; 

1
::
q

= 
[
1
::
q
;]
;
(6.43)
where the bracket denotes anti-symmetrization. The proof, which is the same
as for ordinary tensor elds, consists of noting that anti-symmetry makes
inhomogeneous term proportional to @
[
@
]


= 0.
The derivative can be extended to the product of two (not necessarily
primary) trajectory elds by Leibniz' rule. This is consistent with (6.31),
because
d
dt
( ) =
_
 + 
_
 
= _q


;
 +  _q

 
;
= _q

( )
;
: (6.44)
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The derivative can further be extended to an arbitrary polynomial in trajec-
tory elds and their derivatives by linearity and Leibniz' rule. This polyno-
mial will transform in the same fashion as the corresponding tensor expres-
sion. In particular, if the tensor expression transforms homogeneously, so
does its trajectory analog, and it may consistently be put to zero.
If  2 P(; !; ; p; q), we dene its covariant derivative

;
= 
;
   

+ i!

+  


t


; (6.45)
where the connections were dened in (6.14{6.17). The covariant derivative
satises _q


;
 D=Dt and 
;
2 P(; !; ; p; q+1). Being a primary eld,
the covariant derivative does furnish a representation of diff(N+1). The
denition of higher covariant derivatives is obvious, at least when the causal
weight vanishes.
Let the notation  2 P
;n
(0; !; ; p; q) refer to the trajectory eld and its
rst n derivatives. The following modules can now be constructed.
1. S(q; ): symmetric (or anti-symmetric, if  is a fermion) combinations
of q
i
; ; :::; 
;
1
::
n
;
2. D(q; ): the tensor ring based on q
i
; ; :::; 
;
1
::
n
and the conjugate
momenta p
j
; ; :::; 
;
1
::
n
, modulo the commutation relations;
3. the Fock module F(q; ) (the positive-energy part of D(q; )).
The generalization to several types of trajectory elds is obvious. Some of
the elds may be non-primary, e.g. a connection.
In some cases these modules contain interesting submodules. This is the
case when a non-trivial polynomial expression which transforms homoge-
neously can be written down; schematically,
P (q(t); (t)) = 0; [L

; P (q(t); (t))] / P (q(t); (t)) = 0: (6.46)
Further relations are generated by considering derivatives of P (q(t); (t)),
provided that those are dened, i.e. the derivatives of  are of at most n:th
order. All these relations generate an ideal in S(q; ), which we for simplicity
denote by P (q; ), and the factor module S(q; )=P (q; ) is well dened.
Moreover, (6.46) also generates an ideal in D(q; ). Geometrically, we may
view (6.46) as the locus of a manifold embedded in the innite-dimensional
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space spanned by (q; ), and the canonical conjugates (p; ) as vectors in
this space. Since the manifold is invariant, the diff(N+1) action can only
depend on tangential vectors, and thus the dependence on the normal vectors
must disappear from L

. We thus obtain a module D(q; )=P (q; ). By
restriction to positive energy, this yields a submodule F(q; )=P (q; ) of
the Fock module. An example of this construction is the elimination of the
longitudinal part of the derivative, where the polynomial is given by (6.31).
The original elds (q
i
; p
j
;; ;
;
; 
;
) were restricted to (q
i
; ~p
j
;; ~;
;j
; ~
;i
)
in (6.36). In the general case, we only write down equations for the elds,
because the canonical momenta are automatically eliminated.
We now construct an interesting module with the procedure described
above. Fix an n  0 and consider the following bosonic trajectory elds.
1. The trajectory q
i
.
2. The proper time  2 P(0; 0; 0; 0; 0).
3. The metric g

2 P
;n
(0; 0; 0; 0; 2).
4. The inverse metric g

2 P
;n
(0; 0; 0; 2; 0).
5. The connection  


and its derivatives up to order n  1.
Now a set of polynomial constraints are imposed by the following procedure.
1. For every eld , eliminate each time component of the derivatives by
(6.39), rewritten in the form

;
1
::
n
0
=
_

;
1
::
n
  _q
i

;
1
::
n
i
: (6.47)
2. Eliminate the inverse metric by
g

(t)g

(t) = g

(t)g

(t) = 


: (6.48)
3. Eliminate the connection by
g
;
= 0; (6.49)
which yields the explicit expression for the connection.
 


=
1
2
g

(g
;
+ g
;
  g
;
): (6.50)
Its rst n  1 derivatives are dened by dierentiating this formula.
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4. Eliminate the proper time by
g

u

u

= 1 or g

_q

_q

= _
2
(6.51)
The motivation for this constraint comes from physics: if p = mu, then
u
2
= 1 ) p
2
= m
2
. Note that it is not possible to impose conditions
involving the momentum p
j
(t) itself, because that would not commute
with the other constraints which depend on q
i
(t). Eq. (6.51) can be
regarded as the denition of _ .
5. Eliminate the trajectory q
i
by the geodesic equation (6.22).
6. Trajectory analogs of the curvature, Ricci and Einstein tensors can be
dened in terms of the metric and connection exactly as for tensor
elds. Impose Einstein's equation in empty space to eliminate some
components of the metric
G

(g(t); (t)) = 0: (6.52)
Due to the non-linear nature of the Einstein equation, we have not been
able to explicitly determine its solution space, but a heuristic argument can
be given. Consider rst the case n = 1. The Einstein equation is of second
order in the metric, and hence it does not exist. The independent elds are
thus the

N + 2
2

(1 +N) elds g

; g
;i
: (6.53)
If n = 2, we start from the

N + 2
2

(1 +N +

N + 1
2

) elds g

; g
;i
; g
;ij
: (6.54)
The Einstein tensor has
 
N+2
2

components, which can be used to eliminate
g

, at least if nave counting is valid. For general n, we can also dene
derivatives of (6.52), up to order G
;i
1
::i
n 2
= 0. Again proceeding navely,
this leaves us with the two highest order derivatives of the metric, i.e. the

N + 2
2

(

N + n  2
n  1

+

N + n  1
n

) elds g
;i
1
::i
n 1
; g
;i
i
::i
n
(6.55)
46
as independent elds. Clearly, this is very dierent from the classical sit-
uation, where the solutions are parametrized by the metric at time 0, i.e.
g

(0).
It is now clear that the relations (6.22) and (6.47 { 6.52) generate a
non-trivial ideal I in the diff(N+1) module S = S(q; ; 


; g

; g

), be-
cause all conditions transform homogeneously under dieomorphisms. Thus,
S=I is a well-dened diff(N+1) module. The corresponding Fock mod-
ule F(q; ; 


; g

; g

)=I can also be constructed. It evidently enjoys the
following properties:
 It is generally covariant (up to a non-central extension).
 It is a Fock space with energy bounded from below.
 All matrix elements of normal ordered operators are manifestly nite.
 The elds satisfy equations corresponding to the Einstein and geodesic
equations.
In my opinion, these are the crucial algebraic properties of a successful theory
of quantum gravity in empty space.
Finally we note that an analogous construction can be carried out for the
corresponding collection of tensor elds, with three important modications.
First, the geodesic equation will not be an integral part of the representation,
because tensor elds are functions of space-time rather than functions of time.
Second, only the symmetric module S can be constructed. Tensor elds
depend on more than one variable and can therefore not be normal ordered;
the Fock module is ill dened. Third, the two top trajectory derivatives
are independent elds, whereas the classical Einstein equation can be solved
for g

(0); this is manifestly true when we work with P
;1
, where (6.52) is
undened. Apart from these modications, the corresponding construction
for tensor elds goes through, yielding a diff(N+1) action on the set of
solutions to classical gravity in empty space.
7 Gauge algebras
The techniques used in the previous sections also apply to gauge (or current)
algebras, i.e. the algebra map(N+1; g) of maps from space-time to a nite-
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dimensional Lie algebra g. We denote the corresponding one-parameter Lie
algebra extension by gmap(N+1; g; k), or simply gmap(N+1; g) if the param-
eter is understood.
Theorem 7.1 Let J
a
(t) obey the Kac-Moody algebra
b
g and let q

(t) be a
trajectory (3.13). Then
J
X
=
Z
dt X
a
(q(t))J
a
(t) (7.1)
satises Lie algebra gmap(N+1; g; k), with brackets
[J
X
;J
Y
] = J
[X;Y ]
  kS
1
(X
a
dY
a
)
[J
X
; S
1
(h)] = 0; (7.2)
where
S
1
(h) =  
1
2i
Z
ds _q

(t)h

(q(t)) (7.3)
as dened in proposition 5.1. Moreover, J
X
admits a intertwining action of
]
diff(N+1).
[L

;J
Y
] = J
Y
; [L

; S
1
(h)] = S
1
(`

h); (7.4)
where Y = 

@

Y and `

h is given by (3.8).
Proof: The only part of the theorem which is not immedately clear is
the form of the extension. It is calculated as follows.
[J
X
;J
Y
] =
ZZ
dsdt X
a
(s)Y
b
(t)

if
abc
J
c
(s)(s  t) +
k
2i

ab
_
(s  t)

=
Z
if
abc
X
a
Y
b
J
c
+
k
2i
Z
X
a
_
Y
a
=
Z
[X; Y ]
c
J
c
+
k
2i
Z
_q

X
a
@

Y
a
: 2 (7.5)
This result extends the vertex representations of Moody, Eswara-Rao,
Yokonuma, and Fabbri ([4], [8], [17]). Their results are obtained by picking a
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vertex representation for the Kac-Moody algebra
b
g. Since vertex representa-
tion are conned to level 1 [11], and we only assume that the J
a
(t)'s generate
a Kac-Moody algebra at any level, (7.1) is more general. Note that theorem
7.1 denes a central extension of map(N+1; g) (indeed, the most general one
[12], [7]); however, when the semidirect product structure is taken into ac-
count, the extension is no longer central because it does not commute with
]
diff(N+1).
There are two types of trajectory gauge connections, which we refer to as
type I and type II.
[J
X
; A
b
] = if
abc
X
a
A
c
 
_
X
b
; A
b
2 P(1; 0; 0; 0; 0)
[J
X
; A
b

] = if
abc
X
a
A
c

  @

X
b
; A
b

2 P(0; 0; 0; 0; 1):
(7.6)
Type I is already included in 7.1, using the representation (2.26) for the
Kac-Moody generators. The validity of type II is shown as follows.
[J
X
; [J
Y
; A
c

]] X $ Y = [J
X
; if
bcd
Y
b
A
d

  @

Y
c
] X $ Y
= if
bcd
Y
b
(if
ade
X
a
A
e

  @

X
d
) X $ Y
= if
ace
[X; Y ]
a
A
e

  @

[X; Y ]
c
= [J
[X;Y ]
; A
c

]: (7.7)
Moreover, we can consistently identify the type I gauge connection with type
II's longitudinal part: A
b
 _q

A
b

. Therefore, we will simply refer to type II
as the gauge connection.
Every
b
g primary eld (2.25) gives rise to a gmap(N+1; g) primary eld,
satisfying
[J
X
; (t)] = X
a
(q(t))s
a
(t): (7.8)
In analogy with denition 3.1, we say that (t) corresponds to theM-valued
space-time function (x) transforming as
[J
X
;(x)] = X
a
(x)s
a
(x); (7.9)
because the functionals
(f) =
Z
dt _ (t)hf(q(t)); (t)i
(f) =
Z
dV (x)hf(x);(x)i (7.10)
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transform identically. Here h; i denotes the inner product onM and f(x) is
anM-valued smearing eld. Similarly, the trajectory gauge connection (7.6)
corresponds to the usual gauge connection.
The derivative of (t) transforms as
[J
X
; 
;
] = X
a
s
a

;
+ @

X
a
s
a
: (7.11)
The gauge-covariant derivative is obtained by covariantizing (6.45) w.r.t.
map(N+1; g) as well. It takes the form

;
 
;
   

+ i!

+  


t


+ A
a

s
a
: (7.12)
Clearly, 
;
transforms homogeneously under diff(N+1) n map(N+1; g).
The derivative of the gauge connection transforms as
[J
X
; A
b
;
] = if
abc
X
a
A
c
;
+ if
abc
@

X
a
A
c

  @

@

X
b
: (7.13)
It can be veried that the eld strength,
F
a

= A
a
;
  A
a
;
+ if
abc
A
b

A
c

; (7.14)
transforms as a primary eld (in the adjoint representation of g).
The case g = so(N+1) is of special interest, because we can dene a
vielbein eld e
I

2 P(0; 0; 0; 0; 1) and its inverse e
I
2 P(0; 0; 0; 1; 0), which
both transform in the vector representation of so(N+1). The inverse is
dened by
e
I
(t)e
I

(t) = 


; e
I
(t)e
J

(t) = 
IJ
; 8t: (7.15)
Here I; J = 0; 1; ::; N denote so(N+1) indices and 
IJ
is the so(N+1) metric
(not to be confused with the vector eld ). The algebraic property which
excludes other g is that (7.15) can only be dened for square matrices. The
vielbein may consistently be identied with the square root of the metric,
g

= e
I

e
I

: (7.16)
The trajectory analog of the Dirac equation reads
e
I

I
 
;
= im ; (7.17)
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where  is a primary eld transforming in the 2
[(N+1)=2]
-dimensional spinor
representation of so(N+1), and 
I
are the Dirac matrices in N+1 dimen-
sions. The mass m is a free parameter and the gauge covariant derivative
was dened in (7.12), with A
a

replaced by a spin connection !
IJ

; spinor in-
dices are suppressed. Another possible equation can be formulated with the
velocity u

:
u

e
I


I
 =  : (7.18)
Using that f
I
; 
J
g = 2
IJ
, (7.18) implies (6.51).
We now construct an interesting
]
diff(N+1) n gmap(N+1; so(N+1))
module Q, which may be viewed as quantum gravity coupled to a massive
fermion eld. In the next section, the module Q will be the starting point in
the search for singular vectors. Start from the following eld content.
1. The trajectory q
i
.
2. The proper time  .
3. The metric g

, its inverse, and the connection  


as in section 6.
4. 2
[(N+1)=2]
fermions  2 P
;n
(; !; ; 0; 0), transforming in the spinor rep-
resentation of so(N+1), and their derivatives to n:th order (spinor
index suppressed).
5. The vielbein: N+1 bosonic vectors e
I

2 P
;n
(0; 0; 0; 0; 1) and their
derivatives to n:th order.
6. The inverse vielbein e
J
2 P
;n
(0; 0; 0; 1; 0).
7. The spin connection !
IJ

2 P
;n 1
(0; 0; 0; 0; 1).
The Fock module F  F(q; ;  ; e
I

; e
J
; !
IJ

) contains an ideal I, generated
by the following procedure.
1. Eliminate the inverse vielbein by (7.15).
2. Eliminate the proper time by (7.18).
3. Eliminate the metric by (7.16).
4. Eliminate the inverse metric and the connection as in the previous
section.
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5. Eliminate the spin connection by demanding metricity and absense of
torsion.
!
IJ

= !
IJ

; e
I
[;]
 e
I
[;]
+ !
IJ
[
e
J
]
= 0: (7.19)
6. Eliminate the trajectory by the geodesic equation (6.22).
7. Eliminate the fermion and its derivatives of order less than n   1 by
the Dirac equation (7.17).
8. Eliminate some components of the vielbein by Einstein's equation.
Since this equation is second order, we expect that the two highest-
order derivatives remain.
9. Eliminate time derivatives by the derivative conditions
_
 = _q

 
;
; _e
I

= _q

e
I
;
; (7.20)
and similar for higher derivatives.
This procedure leaves the following independent elds in the factor module
Q = F=I:
 
;i
1
::i
n
2
[(N+1)=2]

N + n  1
n

fermions. (7.21)
e
I
;i
1
::i
n 1
; e
I
;i
1
::i
n

N + 2
2



N + n  2
n  1

+

N + n  1
n


bosons.
The vielbein counting suers from the same uncertainty as the metric count-
ing in the previous section did. This does not jeopardize the existence of Q;
the only problem is whether the two highest order derivatives of the vielbein
suce to describe it. There is no such problem for the fermions, because
the Dirac equation is linear; the solution for lower order derivatives reads
explicitly
 
;i
1
::i
k
=
1
im
(e
I

I
 
;
)
;i
1
::i
k
: (7.22)
Current algebras admit a dierent class of non-central extensions, the
Mickelsson-Faddeev extension [15], [16], and its generalizations found by the
Gothenburg group [2], [21]. It is a certain central extension of the Lie algebra
[[X; Y ]]  [X; Y ] + [dX; dY ]; (7.23)
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where X; Y are g-valued forms of even degree. Eq. (7.23) is satised by
^
X = X + dX, because
[
^
X;
^
Y ] = [X; Y ] + d[X; Y ] + [dX; dY ]
=
\
[X; Y ] + [d
^
X; d
^
Y ] =
\
[[X; Y ]]; (7.24)
where we used that d
2
= 0.
We do not nd a realization of a central extension of (7.23), but rather
of a more general non-central extension, by the following procedure. Let
fX
a

1
::
n
(x)g
N+1
n=0;n even
be a collection of functions on space-time, totally skew
in its lower indices. Further, let J
a
(t) 2 P(1; 0; 0; 0; 0) be a basis for a
map(1; g) representation, and introduce a primary Grassman eld 

(t) 2
P(0; 0; 0; 1; 0), satisfying f

(s); 

(t)g = 0. Then it is clear that the following
expression yields a realization of (7.23).
J
X
=
N+1
X
n=0; n even
Z
dt J
a
(t)
n


1
(t)::

n
(t)X
a

1
::
n
(q(t))
+

1
(t)::

n
(t)

(t)@

X
a

1
::
n
(q(t))
o
(7.25)
Upon normal ordering, we obtain a lowest-energy representation of a certain
non-central extension of (7.23), acting on the space F(q; )
M, where M
is a Kac-Moody module.
An analogous class of diff(N+1) extensions can be constructed as fol-
lows. Split the diff(N+1) generators of theorem 3.2 as L

= L
0

+T
d
, where
(d)


= @



, and
L
0

=
Z
dt
~

i
(q(t))p
i
(t) + 
0
(q(t))L(t);
T
X
=
Z
dt X


(q(t))T


(t); (7.26)
where the operators T
X
generate map(N+1; gl(N+1)). The specialization
of (7.25) to the case g = gl(N+1) (and relabeling J
X
) T
X
) yields a
non-central (and even non-abelian) extension of diff(N+1), which contains
four derivatives. It appears that some of these extensions are included in
Dzhumadildaev's list [3]. Normal ordering yields other non-central (three-
derivative) extensions, as in section 5.
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8 Singular vectors
The construction of singular vectors is based on the simple observation, that
if  2 P(1; m; 0; 0; 0), m 2 N , then I
m

R
dt(t) exp( imt) is invariant.
Namely,
[L

; I
m
] =
Z
( 
0
_
 
_

0
+ im
0
)e
 imt
=  
Z
d
dt
(
0
e
 imt
); (8.1)
which vanishes because space-time is periodic in the temporal direction (the
integral would also vanish for dieomorphisms with compact support; in this
case m need not be an integer). Given this invariant, I
m
j0i is a singular
vector, because
L
<

I
m
j0i = [L
<

; I
m
]j0i+ I
m
L
<

j0i = 0: (8.2)
where L
<

is the negative energy part of L

. More generally, (I
m
)
j
j0i is a
singular vector for every j 2 N .
One way of constructing singular vectors is the following, which essentially
is an adaption of the method used in [9]. Let  2 P(; !; 0; 0; 0) be a scalar
fermion, with mode expansion (2.20). The graded Fock space splits into
modules with xed fermion number,
F  F(q;  ) =
M
r2Z
F
(r)
; (8.3)
where the canonical conjugate (t) has fermion number  1. If j0i is the
vacuum vector in F (and in F
(0)
),
jri =
^
 (r  
1
2
):::
^
 (
3
2
)
^
 (
1
2
)j0i (8.4)
is the ground state in F
(r)
. The temporal subalgebra is a Virasoro algebra
with
c
Temp
= c
q
+ c
 
; h = h
q
+ h
 
; (8.5)
where h is the eigenvalue of the Hamiltonian (3.19) and there are contribu-
tions both from the trajectory q
i
and from the fermion  . From (5.24),
c
q
= 2N; h
q
= 0; (8.6)
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whereas the fermionic contribution is
h
 
=
1
2
n
(!   r)
2
  ( 
1
2
)
2
o
;
c
 
=  2(6
2
  6+ 1) = 1  12( 
1
2
)
2
: (8.7)
Consider

(n)
(t)   (t)
_
 (t):::
d
n 1
 (t)
dt
n 1
2 P(n +

n
2

; n!; 0; 0; 0): (8.8)
The time derivatives of  are not primary elds, due to inhomogeneous
terms in their transformation laws, but 
(n)
is primary; the inhomogeneous
terms are proportional to lower-order derivatives and vanish because of the
fermionic property. Thus (8.8) can be used to construct an invariant provided
that
n +
n(n  1)
2
= 1; n! = m: (8.9)
This equation selects innitely many points on a curve in (; !)-space. The
invariant I
m
=
R
dt
(n)
(t) exp( imt) now gives rise to a singular vector
(I
m
)
j
j0i 2 F
(jn)
. If n is odd, I
m
is fermionic and (I
m
)
j
vanishes automatically,
so we may limit ourselves to the case n even. (I
m
)
1=2
is then a well-dened
operator on F
(n=2)
. Set therefore j = s=2, s 2 Z. Eq. (8.7) becomes
c
 
= 1  12(
1
n
 
n
2
)
2
;
h
 
=
1
2
n
(
t
n
 
sn
2
)
2
  (
1
n
 
n
2
)
2
o
; s; t 2 Z; (8.10)
where we renamed m ) t. By eliminating n we obtain Kac' formula for
reducibility of the Virasoro Verma module.
For a given value of , (8.9) is a quadratic equation for n which has two
complex solutions
n

=  ( 
1
2
)
r
( 
1
2
)
2
+ 2: (8.11)
Of special interest is the case when the point (; !) lies on the intersection of
two such curves, because then the module is doubly reducible. This occurs
when there are two integers m
+
and m
 
, such that
! =
m
+
n
+
=
m
 
n
 
: (8.12)
55
This Diophantine equation has a solution if
n
+
=
s
 2m
+
m
 
; n
 
=
s
 2m
 
m
+
; (8.13)
(m
+
m
 
< 0), or
( 
1
2
)
2
=  
(m
+
+m
 
)
2
2m
+
m
 
: (8.14)
Substituting these special values into (8.10), we nd
c
 
= c
V ir
(m;n)  1 
6(m  n)
mn
h
 
= h
V ir
(m;n) 
(sm  tn)
2
  (m  n)
2
4mn
; m; n; s; t 2 N ; (8.15)
where m = m
+
, n =  m
 
. This is the discrete series of irreducible Virasoro
representations. This is not a surprising result; indeed, it could be found
much easier by substituting L(t) in theorem 5.5 with representations from
the Virasoro discrete series. However, a similar technique may be used to
construct more interesting singular vectors.
Let 

0
::
N
= 

0
::
N
denote the anti-symmetric symbol, which is +1 if

0
; :::; 
N
is a positive permutation of 0; :::; N ,  1 if 
0
; :::; 
N
is a negative
permutation of 0; :::; N , and zero otherwise. The anti-symmetric symbol
can be regarded as two types of primary elds: 

0
::
N
2 P(0; 0; 1; N+1; 0)
or 

0
::
N
2 P(0; 0; 1; 0; N+1), respectively. This is proved by noting that
constant, anti-symmetric elds of the above types commute with diff(N+1);
e.g.
[L

; 

0
::
N
] =  
0
_

0
::
N
  @





0
::
N
+
N
X
j=0
@



j


0
::::
N
= 0  @





0
::
N
+
N
X
j=0
@

j


j


0
::
j
::
N
= 0: (8.16)
In the second equality, we used that 

0
::::
N
= 0 unless  = 
j
.
Now consider the module Q = F=I constructed in the previous section.
Introduce the notation
A(n) = 2
[(N+1)=2]

N + n
n

;
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B(n) = 2
[(N+1)=2]

N   1 + n
n

;
C(n) =

N + 2
2



N + n  2
n  1

+

N + n  1
n


: (8.17)
We argued in (7.21) that the independent elds were B(n) fermions and C(n)
bosons. Let 
;
1
::
n
be the canonical momenta of the fermi elds  
;
1
::
n
,
dened by the canonical anti-commutation relations. The fermion number
operator
N
 
=
n
X
k=0
Z
dt tr 
;
1
::
k
(t) 
;
1
::
k
(t); (8.18)
where the trace is taken over the 2
[(N+1)=2]
spinor components, commutes with
every generator of
]
diff(N+1)ngmap(N+1; so(N+1)), as well as all relations
used to dene Q. It therefore exists a decomposition into submodules Q
(r)
with xed fermion number,
Q =
M
r2Z
Q
(r)
: (8.19)
Note that Q
(r)
can not be further decomposed into modules with xed viel-
bein number, because the vielbein number operator does not commute with
Einstein's equation used to dene Q. Let j0i 2 Q
(0)
be the vacuum vector,
satisfying the dening relations
Hj0i = hj0i; I
ij
j0i = L
<

j0i = 0; (8.20)
where angular momentum was dened in (4.54). Moreover, we demand that
j0i transforms trivially under gmap(N+1; so(N+1)).
For each component of the fermionic eld, let
 (t) =  
1
(t):: 
2
[(N+1)=2]
(t); 
^
 (k) =
^
 
1
(k)::
^
 
2
[(N+1)=2]
(k) (8.21)
be the product over all spinor components with the same argument. Then
jr;ni = 
^
 
;1::1
(r  
1
2
)::
^
 
N::N
(r  
1
2
):::
^
 
;1::1
(
1
2
)::
^
 
N::N
(
1
2
)j0i
/ 
^
 
;1::1
(r  
1
2
)::
^
 
;1::1
(
1
2
):::
^
 
N::N
(r  
1
2
)::
^
 
N::N
(
1
2
)j0i (8.22)
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is the vacuum inQ
(rB(n))
, which satises (8.20) and transforms trivially under
map(N+1; so(N+1)). The construction is continued to negative r by
j   r;ni = 
^

;1::1
(r  
1
2
)::
^

;N::N
(r  
1
2
):::
^

;1::1
(
1
2
)::
^

;N::N
(
1
2
)j0i
(8.23)
We claim that
	
(n)
(t)   (t)  
;1
(t):: 
;N
(t)  
;11
(t)::: 
;NN::N
(t)
/  
;00::0
(t)  
;10::0
(t):: 
;N0::0
(t)  
;11::0
(t)::: 
;NN::N
(t) (8.24)
is a primary eld on Q. Namely,  can be expressed in terms of  
;
because
of the Dirac equation (7.17), whereas the derivative condition (6.39) elimi-
nates
_
 . Higher-order terms containing at least on time derivative similarly
eliminated by dierentiating the Dirac equation. Now, the derivatives in
(8.24) can be replaced by covariant derivatives,  
;
1
::
n
)  
;
1
::
n
, because
the dierence consists of lower-order terms which vanish due to the fermionic
property; e.g.,
  
;
=   
;
+ (i!

+  


t


+ !
I

s
I
) 
2
; (8.25)
and  
2
= 0. The rst two elds (8.24) are explicitly
	
(0)
(t) =  
	
(1)
(t) =   
;1
:: 
;N
/ 
01::N
 
;0
 
;1
::: 
;N
/ 

0

1
::
N
 
;
0
 
;
1
:: 
;
N
(8.26)
In general, 	
(n)
(t) contains A(n) factors, each with n lower indices, and it
transforms homogeneously because the inhomogeneous terms cancel other
fermions. Thus,
	
(n)
2 P(A(n);A(n)!;A(n); 0; nA(n)); (8.27)
as a
]
diff(N+1) representation, while transforming trivially under gmap(N+1;
so(N+1)). The nA(n) lower indices can be contracted with nA(n)=(N+1)
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permutation symbols 

1
::
n
(t) 2 P(0; 0; 1; N+1; 0), each carrying an ordi-
nary weight  = +1;
	
(n)
2 P(A(n);A(n)!;A(n)(+
n
N+1
); 0; 0): (8.28)
The module Q also contains two priviledged scalar elds,
det e / 
I
0
::I
N


0
::
N
e
I
0

0
::e
I
N

N
2 P(0; 0; 1; 0; 0);
_ 2 P(1; 0; 0; 0; 0): (8.29)
det e and _ are needed to translate between causal and ordinary weights,
which is necessary in the construction of singular vectors. Clearly, both can
be expressed in terms of the vielbein. Consider
Q
(n;`)
(t) = _ (t)(det e(t))
`
	
(n)
(t)
2 P(1 + A(n);A(n)!; `+ A(n)( +
n
N+1
); 0; 0): (8.30)
The integral
I(n; `;m) =
Z
dt Q
(n;`)
(t) exp( imt) (8.31)
is invariant if Q
(n;`)
(t) 2 P(1; m; 0; 0; 0), i.e.
 = 0; A(n)! = m 2 Z; A(n)( +
n
N+1
) = ` 2 Z: (8.32)
Now, the vector
I(n; `;m)
j
j0i (8.33)
is singular. It is an element in the module Q
(rB(n))
provided that the fermion
number is correct, i.e. jA(n) = rB(n), r =
N+n
N
j. Actually, I(n; `;m)
j
is
non-zero (for j > 1) only if I(n; `;m) is bosonic, i.e. it contains an even
number of fermions, so the procedure can be considered to half-integer j =
s=2 as above.
s
2
A(n) = rB(n); r =
N + n
2N
s; s 2 Z: (8.34)
Equations (8.32) and (8.34) yield sucient conditions for the existence of a
singular vector of the form (8.33) in the module Q
(rB(n))
.
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We stress that these modules, with singular vectors modded out, are
perfectly well dened. However, it would be desirable to describe them more
explicitly; in particular we want to express the lowest energy h in terms of
the parameters  and !. To make progress, we make the following
Assumption: The temporal subalgebra acts as a Virasoro algebra with
the independent primary elds listed in (7.21): B(n) fermions  
;i
1
::i
n
with
conformal weight  and shift !, and C(n) bosons e
I
;i
1
::i
n 1
, e
I
;i
1
::i
n
with  =
! = 0.
This assumption is not completely unjustied. Indeed, we saw in section
6 that the derivative condition (6.31) could be solved explicitly (6.36), and
the restriction to the temporal subalgebra (6.38) gave precisely the analogous
result. If the assumption is true, the Virasoro parameters have independent
contributions from the vielbein and fermion sectors: c
Temp
= c
e
+ c
 
and
h  h
Temp
= h
e
+ h
 
. It can be shown that a single boson contributes
c =  1 + 12( 
1
2
)
2
; h =  (1  )  !(1 + !): (8.35)
Since the vielbein has  = ! = 0, the total vielbein contribution is
c
e
= 2C(n); h
e
= 0: (8.36)
We now turn to the fermionic sector. The vacuum (8.22) has the decompo-
sition jr;ni = jri 
 ::
 jri (B(n) factors). In analogy with (8.7)
c
 
= B(n)
n
1  12( 
1
2
)
2
o
h
 
=
1
2
B(n)
n
(!   r)
2
  ( 
1
2
)
2
o
(8.37)
The central charge of the temporal algebra is not so interesting, although it
can be used to distinguish between inequivalent modules; the prime motiva-
tion for considering the temporal subalgebra is that it gives an expression
for the Hamiltonian eigenvalue h. Equations (8.17), (8.32), (8.34) and (8.37)
now give reducibility conditions for the module Q
(r)
(modulo the assumption
above).
We now specialize to the case N = 1, i.e.
]
diff(2). The functions (8.17)
become
A(n) = 2(n+ 1); B(n) = 2: (8.38)
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With x = A
 1
(n), the reducibility conditions (8.32) can be rewritten as
xA(2(`x  )) = 2x(2(`x  ) + 1) = 1 (8.39)
where x = !=m, m 2 Z. Hence,
(x) 
1
2
= `x 
1
4x
c
 
(x) = 2(1  12( 
1
2
)
2
) = 2(1  12(`x 
1
4x
)
2
)
h
 
(x) = (mx 
s
4x
)
2
  (`x 
1
4x
)
2
(8.40)
These equations admit a certain duality transformation x  ! x
0
, where
xx
0
= 1=4`.
(x) 
1
2
=
1
4x
0
 
4`x
0
4
=  ((x
0
) 
1
2
)
mx 
s
4x
=
m
4`x
0
 
4s`x
0
4
=  (m
0
x
0
 
s
0
4x
0
) (8.41)
where we introduced m
0
= `s, s
0
= m=`. The problem becomes self-dual if
we limit ourselves to m 2 `Z, which we do. Set m = `t; t 2 Z.
c
 
= 2(1  12(`x 
1
4x
)
2
)
h
 
= (t`x 
s
4x
)
2
  (`x 
1
4x
)
2
(8.42)
Eq. (8.42) denes a curve in the (c
 
; h
 
) parameter space, which is the locus
of reducible modules. Points which lie on the intersection of two or more of
these lines are of special interest, because they correspond to modules with
several singular vectors, and the factor modules are exceptionally small.
There are two singular vectors with the same value of ` if
`!
m
1
 
m
1
4!
=
`!
m
2
 
m
2
4!
; m
1
; m
2
2 Z: (8.43)
Then
 
1
2
=  (m
1
+m
2
)
r
 `
4m
1
m
2
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c 
= 2
n
1 + 3
`(m
1
+m
2
)
2
m
1
m
2
o
h
 
=  
`
4m
1
m
2
n
(sm
1
+ tm
2
)
2
  (m
1
+m
2
)
2
o
(8.44)
In particular, for ` = 2 we obtain
c
 
= 2c
V ir
(m
1
; m
2
); h
 
= 2h
V ir
(m
1
; m
2
); (8.45)
where c
V ir
and h
V ir
label the discrete series of irreducible Virasoro represen-
tations (8.15). This is quite satisfactory, because
]
diff(2) contains the two
conformal Virasoro subalgebras (4.57), and we expect that there should be
]
diff(2) modules whose restriction to (4.57) yield the Virasoro discrete series,
e.g. the
]
diff(2) module induced from V ir  V ir. It appears that we have
constructed such
]
diff(2) modules.
However, there is an embarresment of riches. For other values of `, e.g.
the simpler choice ` = 1, there are singular vectors that do not correspond to
(8.15). The resolution to this paradox may be that truly interesting modules
can be embedded in Q in more than one way. Consider the two-dimensional
Ising model, which is described by c
V ir
= 1=2, i.e. c
 
= 1. Eq. (8.44)
becomes
m
1
m
2
=  6`(m
1
+m
2
)
2
; (8.46)
which has innitely many solutions of the form m
1
= 1 m
2
. The rst few
solutions are
` m
1
m
2
h = h
 
1 3  2 ((3s  2t)
2
  1)=24
2 4  3 ((4s  3t)
2
  1)=24
5 6  5 ((6s  5t)
2
  1)=24
7 7  6 ((7s  6t)
2
  1)=24
12 9  8 ((9s  8t)
2
  1)=24
(8.47)
In all cases, the lowest energy has the form h = (k
2
  1)=24 for some k 2 N ,
which includes h = 0 (unit), h = 1=8 (spin), and h = 1 (energy).
Physically, it is quite natural that a
]
diff(2) module isomorphic to the
two-dimensional Ising model exists. From a passive point of view, a dieo-
morphism is simply a coordinate transformation; an object is a
]
diff(N+1)
representation if it is generally covariant, rather than an artifact of the choice
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of coordinate system. It appears to me that every sensible object living in
N+1 dimensions must have this property; in particular, it should be true
also for the three-dimensional Ising model. By analogy with the N = 1 case,
it seems natural that its critical exponents could be found by solving (8.17),
(8.32), (8.34) and (8.37) with N = 2; however, numerical attempts indicate
that this hypothesis is false.
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