Abstract. In this paper we derive rates of convergence for regularizations of the multidimensional two-phase Stefan problem and use the regularized problems to define backward-difference in time and C° piecewise-linear in space Galerkin approximations. We find an L2 rate of convergence of order \^ in the e-regularization and an L rate of convergence of order (h2/e + Ai/ \6F) in the Galerkin estimates which leads to the natural choices £ ~ A4/3, A; ~ A4/3, and a resulting 0(/i2//3) L2 rate of convergence of the numerical scheme to the solution of the differential equation. An essentially 0(h) rate is demonstrated when e = 0 and A/ ~ h2 in our Galerkin scheme under a boundedness hypothesis on the Galerkin approximations. The latter result is consistent with computational experience.
Here 77( • ) is the discontinuous enthalpy function, / is a Lipschitz continuous real function, and the initial function t/0 is a bounded continuous function satisfying «0 E 77'(ß) Pi W2'xiQ,) with 77(«0) G L°°(ß). These hypotheses will be maintained throughout the paper, although not all the results to follow require the full strength of the hypotheses. via the Kirchhoff transformation. In (1.2) we assume that k is bounded above zero and that c, s, and k are piecewise smooth functions of the temperature 6 discontinuous at the nominal change of phase temperature 0; these represent the specific heat, the latent energy content, and thermal conductivity, respectively. Writing (1.4) Q(6) = o(6)+s(6),
we define H = Q ° K~x. We assume that H is a monotone increasing function, C1 in (-oo,0) and (0, oo) such that 77'(0 -) and H\0 + ) exist, with a jump discontinuity of height A at 0 and derivative satisfying (l.5i) 0< A <#'(£) *=/*<»> |^0.
The normalization is chosen so that (1.5Ü) 7V(0-) = 0, and the jump condition takes the form (1.5ÜÍ) 7Y(0+)=,4>0. Equation (l.H) has been used to model heat transfer in permafrost by J. Wheeler ([39] , [40] ) and others. It is applicable when the partially frozen soil is saturated, i.e., when liquid water and ice jointly occupy the entire void space of the porous medium. Heat transfer due to convection has been ignored and the underlying porous medium is assumed to be nondeformable, so that frost heave and subsidence are not taken into account.
Unlike the classical Stefan problem, which concerns the freezing of bulk water, the modelling of heat transfer in permafrost must account for the fact that liquid water and ice coexist at a bracket of subzero temperatures. In this case, zero degrees represents the maximum, though not unique, temperature at which both phases coexist in the soil. The constant A represents the product of the heat of fusion B with that fraction of moisture content solidified at the nominal freezing point. The function ä describes the latent energy associated with various moisture content percentages as a function of temperature and is here normalized by translation by A so that j(0 -) = 0. Minor modifications permit the inclusion of the multi-phase Stefan problem; what is required is a piecewise smooth function H satisfying a condition like (1.5i) between successive jump discontinuities. For simplicity of analysis only, we have chosen a perfectly insulated boundary condition and have provided a Lipschitz body heating term g in the equation ( 1.2) which transforms via f=goK-K Let Dx = {u< 0}, S = [u = 0}, and D2 = {w > 0}. Then the system (1.1) is formally equivalent to the pointwise form of Eq. (1.1) on 7), U D2 adjoined to the formally specified conditions 
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use D2 to Dx; these assert temperature equilibrium on S and conservation of energy across S. For simplicity, we have written (1.6) as though S were a "surface"; it is of course possible to generalize (1.6) to the case where S has positive measure. We also note that the case A -0, B ¥= 0 is physically possible (cf. [2, pp. 94-99]) but less interesting since it leads to standard models (cf. sequel) for which kvO is continuous across S. Incidentally, if S is the zero set of a smooth function </>, then multiplication of (1.6ii) by | V<f> | gives the familiar relation connecting the velocity of the front and the inner product of v</> with the jump in the vector flux. The relations (1.1) and (1.6) lead directly to the weak solution formulation given by (cf. [25] ) Definition 1.1. Suppose the initial functions t/0 £ 7/'(ß), 7/(w0) E L2(ß) are specified. Then a function u E L°°(0, T0; 7/'(ß)) with 77(iz) satisfying holds for all f G ß where D = ß X (0, T0) and (1.8Ü) ß= L"(0, T0; HX(Q)) n #'(0, T0; L2(ß)).
Remark 1.1. The existence of weak solutions for such equations can be deduced from the work of Kamenomostskaja [20] and Friedman [15] , although neither author considers a term /( • ), Neumann boundary conditions, or the existence of the time derivative as an L2 function which is necessary for our work. Minor modifications of [17] , where a Dirichlet boundary condition is specified, leads to the existence of a solution u satisfying u, E L2(D), i.e., u E Q. Recent work of Caffarelli and Evans [8] and DiBenedetto [12] has demonstrated that essentially bounded weak solutions are continuous. We remark that our characterization of weak solutions must be modified in our analysis of numerical procedures. This is due to the fact that the estimates to follow require a satisfactory substitute for the pointwise equations. This substitute requires the introduction of a bounded linear operator T from F = (//'(ß))' to 7/'(ß) which is given by an inverse of -A subject to Neumann boundary data. The reader may conveniently think of the equivalent "lifted" relation as an abstract integral equation. The mapping T has been used to obtain error estimates for Galerkin approximations for linear parabolic equations by Bramble, Schatz, Thomée, and Wahlbin [4] and has been used by the second author to analyze finite element methods for degenerate parabolic equations arising in fluid flows in a porous medium [29] . Finally, for essentially bounded weak solutions, the second integral in (1.8i) has the usual meaning. More generally, it has a duality interpretation. 
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Note that the norm induced by (1.10) is equivalent to the standard norm on 77'(ß) (cf. Sobolev [35] ). We shall use (1.10) in this paper. The linear mapping T, whose restriction to L2(ß) is positive-definite and self adjoint, induces the following norm on F equivalent to that induced by the standard duality norm:
(1.12) ||/||f={</,77>}1/2.
It is not possible, in general, to identify F with a subspace of 77~'(ß), since //¿(ß) is not dense in 7/'(ß). which shows that the distributional derivative 3T'7/(i/)/3i is equal to -u -7/(w) + ;(«)/| ß | . Since 77(u) G L\D), it follows that d2THiu)/dxf G L\D), / = 1,.. .,7Y, and the remaining second order partial derivatives are in L2iD) from the properties of u. It follows that THiu) E H2iD). In particular, (1.14) can be integrated by parts to obtain (1.13) since £ is arbitrary and the left-hand side of (1.13) is continuous in / as a mapping into L2(ß). The final statement follows similarly. D Remark 1.3. The first numerical work on the two-phase Stefan problem of which we are aware, in which the enthalpy formulation was a basic starting point, was the constructive existence analysis of [20] , based on an explicit differencing scheme, and the paper of Milton Rose [30] . During the 1960's there appeared two papers in the Russian literature modelled on [20] , viz., Samarskiï and Moiseenko [32] and Budak, Solev'eva and Uspenskii [7] . The advantage of the enthalpy formulation of course is that explicit tracking of the free boundary is unnecessary. Prior to Meyer's work in [26] , in which an implicit scheme was analyzed in conjunction with smoothing, there were earlier papers by Solomon [36] and Lazaridis [24] . A subsequent finite element analysis was carried out by Ciavaldini [10] . The present work combines a new regularity analysis for solutions of (1.8), estimation of error in the smoothing, and the rate of convergence of the continuous Galerkin and fully discrete Galerkin schemes.
Finally, we introduce the smoothing of [18] . For e > 0 we define n v (0 *,(*) = #'(*). *<(U>e,
Here qc is the uniquely determined quadratic polynomial satisfying
He is defined by (1.17) 77(;|) = /\tt)#.
Remark 1.4. It was shown in [18] that, for 0 < £ < e0, some e0 < 1, He is a continuously differentiable Lipschitz function on R satisfying (1.18) 0<\<Hfó)<y/e, | G R.
Moreover, He and H'e converge uniformly to H and 77', respectively, on compact sets excluding 0, and H' and H'e agree off the interval [0, e]. Let J = H'x and Jt = H;X. Since \HiZ)-H¿Í)\<ne for|¿|>e, we have |//i|) -/(tj)|<
(1 + /x/A)e for tj G R. Here/ is a Lipschitz continuous function. Remark 1.5. At various points in this paper we shall use the inequality ll»('o)ll*<H«IL-(o.r.:x). 0</0<r0, for v E L°°(0, T0; X). Although such an inequality does not hold in general, we shall apply it only when v: [0, T0] -» X is continuous or when the supremum holds over the entire interval [0, T0]. We shall also assume for simplicity that/(0) = 0.
2. Regularity Theory. We begin by defining a class of regularized problems via the enthalpy smoothing (1.17).
Definition 2.1. Let He be defined by (1.17) for 0 < e < e0. Then ue is the unique solution of the parabolic boundary value problem
Remark 2.1. There exists a unique solution we of (2.1) satisfying (2.2) ue E ûD = Hx(0, T0; L2(ß)) n L°°(0, T0; HX(Q)) n L2(0, T0; #2(ß)). Proposition 2.1. There exists a constant C such that the relations
||//e(t/e)||^(0,ro;//'W)^C//e", hold for 0 < e < e0. In (2.4i), C depends continuously upon ||77(w(-,0))||L2(a).
Proof. The second and third of these relations are a consequence of the horizontal line analysis of [17] . Thus, (2.4ii) follows from Lemma 3.5 of [17] ; we use the fact that 77£'(£) » A. In a similar way, (2.4iii) follows if we use the bound H'ei£) *£ y/e and otherwise use the proof of Lemma 3.5. Finally, (2.4i, iv) may be proved as follows. Integrate (2.1i) against 7/£(t/£) to obtain ljt\\H£u')fsi0) + (Viz6, VHt(u*))L2(a) = -(Hc(uA, f(u*))L2m. Remark 2.2. Estimates (2.4ii, iii) follow formally by multiplying (2.1i) by u\ and integrating by parts to obtain (2.5) ( \-He(uA, M£) rto) + 111| vutfLW + ( /(««). "f)L2(ß) = 0.
From this, (2.4ii, iii) follow after integration in time and an application of Gronwall's inequality. This is purely formal, however, since it is not known that u] E 7/'(ß). Proof. The technique used in establishing (2.6) is an auxiliary equation argument due to Kruzhkov [22] . If «e is a solution of (2.1i) with initial function in a fixed ball centered at 7Y(«( •, 0)) in L2(ß), we have
Fixing t0, 0 < t0 < r0, we define f = fc to be the solution of the (backward) linear parabolic boundary value problem,
where (2,o) *u.)=(B^:y))(x..)>x>o.
We note that a bounded solution f of (2.9) exists in the regularity class (2.2) satisfying (2.11) lflk-<iv<i.
The solution may be constructed by use of evolution operators as in Kato [21] . In this construction, the parabolic problems
where <" is a fixed point in (0, t0), generate semigroups whose step-function sequences converge to the evolution operators. One can verify the maximum principle (2.13) IWUzy ^M«' -oe)(-^o)lk-(0) < 1 for the solution of (2.12), (2.9ii,iii) and this yields (2.11). We now have, for L\Q)
The second term on the right-hand side of (2.17) presents no difficulty as Ai -» 0. Indeed, it approaches the limit /r/0 II ",e II/.'(«) ds which is clearly bounded above independently of £ by (2.4ii). The first term on the right-hand side is more delicate. This we estimate by the method of Unes which is a rigorous substitute for the continuity of (2.1i) at t = 0. It is clearly enough to show that At'
by a discrete analogue of (2.4ii), so that the verification of (2.20) reduces to the inequality
At'
Now fix a number 8 > 1, and for g 6 L'(Û) set S¡¡~ g = -58+ (-g), where
'six), g(x)>l/8,
Fix p > 1 and, for v E Z/(ß), v ¥= 0, set 7^ ° v = v | v f~2/\\v\\l7¿Qy Finally, for 0 ¥= v E 7/'(ß) and 1 <p < 2, set W^;s(u; x) = (^ ° 5,5±(u))(x), and note that W1^ G //'(ß). Now the following facts are evident: (Note the monotonicity of
To verify (2.21), select v = u\ -ue0 and multiply (2.19), for n -1, by W^siv; ■).
Integrate over ß, neglect the energy term and let 8 -> oo. We obtain, following two applications of Holder's inequality, The right-hand side is bounded by the hypothesis on t/0 and estimates on u\ derived in [17] . Note that we have applied the Lebesgue dominated convergence theorem and the fact that u\ -ueQ and Heiucx) -HeiueQ) have the same sign. The boundedness of the right-hand side of (2.17) independent of e is sufficient to insure (2.6), since almost every t is a Lebesgue point (cf. Hille and Phillips [16, p. 88] ). This completes the proof under the asumption, say, that t/0 G 7/2(ß). A standard smoothing argument completes the proof under the hypothesis w0G W/2'1(ß) stated in the introduction.
The final statement follows from the isometric inclusion of L'(ß) in A/(ß) and the weak-* compactness of the latter [14] and the standard identification of the limit. □ Remark 2.3. By inequality (3.3), to follow, we see that the proof of the preceding proposition yields the estimate lklL-(o,r;¿'(0» < C for some constant C independent of £.
The following result is a strengthening of (2.4i). Proposition 2.3. There is a constant C independent of e such that (2-23Í) K("')|L»<o,r0;2-(a)) < C,
Proof. We sketch a proof based on the method of horizontal lines where / is evaluated explicitly. Thus, we consider the semidiscretization, for We need only a gradient estimate to verify (2.31). Integrate (2.1i) against Heiu') to see that
Since H'e < y/e, (2.32) || V//e("£)Hl»(o,r0;L2W) ^¡M«') V"C°( 0,r0;Z.2(ß)) E and (2.31) follows. D 3. Uniqueness Estimates and Convergence of the Regularization. We begin by establishing an a priori estimate for solutions of (1.8) which implies a uniqueness result (cf. also Damlamian [11] ). Proof. Let u and w be solutions in G of (1.8). Subtracting relation (1.13), satisfied by w from the corresponding relation satisfied by u, we have, after multiplication by Hiu) -Hiw) and integration over ß,
a relation which holds for 0 < t < T0. From (1.11) it follows that
and substitution of this relation into (3.1), followed by integration in time, yields
0 \ I I i£ ùi } for all 0 < / < T0. By (1.5i) we have the inequality
so that the second term in (3.2) is nonnegative. Direct estimation and the CauchySchwarz inequality yield
The right-hand side of (3.2) is thus bounded from above by
for arbitrary n > 0, and the right-hand side of (3.5) is bounded above by By Gronwall's inequality,
Thus, THiu0) = THiw0) implies Hiu) = Hiw) and u = w, 0 < t < T0. D We shall need to make an additional assumption* concerning the initial function u0ix):
(3.9) I [x G ß:0 <«"(*) *s e} |< Ce, 0 < e ^ e0.
Remark 3.1. Assumption (3.9) is unnecessary if we define the initial data for the regularized problem to be Ht(ue(x,0)) = H(u0(x)) on ß.
*Strict inequality at 0 would be preferred. This is possible if H(u0) vanishes a.e. when u0 vanishes.
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However, the choice we made in (2. liii)
is more natural. Although it would suffice to assume the right side of (3.9) is only Oife) for some of our results, (3.9) is not at all restrictive. We establish convergence rates for the regularization in the following Theorem 3.2. Let u be the solution of (1.8), and let ue be the solution of the regularized problem (2.1). Then there exists a constant C such that the estimates , N (i) \\He(uA-H(u)\\L«(0,To;F)<c{e, (3.10) (Li) ||we -u\\l\d) < Cye , hold for 0 < £ < £0.
Proof. We find it convenient to use the inverse formulation, with J = H-X, Je = H;x, v = H(u) and ue = 77e(t/e).
Using (1.13) for both u and t/E, we have, after subtraction, multiplication by t/ -v and integration over ß,
The right side of (3.11) may be bounded by
where we have used the arguments used to derive (3.8).
The third term in (3.12) is estimated by
since by the definition of J and Je \\Je(v) -4«)||L-(0,r0;i.-(ß)) « Reusing (1.18) and (4.21), respectively, we can absorb into the left-hand side of (3.11) the second term in (3.12) and the first term on the right-hand side of (3.13). We get for n -0,1,... ,M. Let u" denote i/(-, t") and u*'" denote «e(-, tn), where u and ue are the solutions of ( 1.1 ) and (2.1 ), respectively. Then for some constant rj (3.19) Max\\HXu*)" -Hiu)"\fF + i) 2 \\ue'n -u"\\hü) ■ At < cl^-+ e), » n=o \ e / so that u", Hiu)" are in L°°(ß) with the boundo/(2.23) and Notice that we may replace the second term on the left side of (3.27) with (jXv<>"+x)-J(v"+x),v-»+x-v»+x)LHa).
Multiply the modified version of (3.27) by Ai, sum on n, and use the discrete version of Gronwall's lemma [17, Lemma 3.3, p. 251] to obtain where we have used (2.22) and (3.9). Reverting to the notation of (1.1) and (2.1) and using (3.16), we obtain (3.20). □ 4. Error Estimates for a Continuous Time Galerkin Scheme. Let [Ah}h>0 be a family of triangulations of ß (cf. [9] ). For r E Ah we define p(t) (respectively <j(t)) to be the radius of the smallest ball containing t (respectively largest ball contained in t). For convenience we shall assume that ß = ß" = Ut, We shall restrict ourselves to the use of continuous piecewise-linear elements because the regularity theory presented in Section 2 for the solution of (1.8) is not strong enough to justify the use of spaces with higher order approximation properties. Moreover, the effectiveness of C° piecewise-linear finite element approximation has been demonstrated in [39] , [40] . (4.4ÍÜ) P"HXUM) = P"HXu°i-,0)) = P"HXu0).
Here e is a nonnegative parameter to be determined later and Ph is defined to be the orthogonal projection of L2(ß) onto Mh. The existence and uniqueness of i/A(0) when £ is positive is a consequence of the theory of maximal monotone operators [5] ; Ph ° Hc is a continuous, coercive, monotone operator from Mh into itself. The existence of a unique solution of (4.4) for 0 < t < T0 follows from the fundamental theorem of ordinary differential equations, since H'e and / are Lipschitz continuous with the former bounded above zero. Remark 4.1. We shall also require in this section unique solutions of (4.4) when e = 0, i.e., when He is replaced by H. As in the case of Eq. (1.8), unique solutions exist in the class 6. Solutions of (4.4iii) follow from the theory of (multivalued) maximal monotone operators [5] . In this case, the time derivative of HiUh) is not necessarily a function. Although the initial function (4.4iii) is convenient for our analysis, it is more practical to choose (4.5) Uh(0) = Ehu0,
where Eh is the projection of //'(ß) onto Mh defined in (4.9) below. The additional analysis needed to treat the second choice of initial data will be given below (cf.
Remarks 4.5, 4.8-4.11).
We shall assemble certain facts here which will be used in the derivation of the error estimates later in this section. We begin with a counterpart Th of the operator T which maps F continuously onto Mh. Definition 4.1. Given I E F, we define wh -Thl E Mh as the unique element satisfying In the case where / = xp E L2(ß), the approximation property (4.11) ||(r-Th)xpy(S)=\\w -why(a) < CA2||Hk2(0) < ch2\\xpym is known to hold (cf. [9] , [38] ), where we have used the relation
||^||^(a)<C||^||^(D).
Finally, it is possible to obtain a relation analogous to (2.3) by comparing (4.4i) and We may extend II • IIF to a seminorm on F by defining the associated (semi) inner product, (lx,l2)F = (lx,Thl2) for all /"/2 G F.
In particular, if f, xp E L2(ß), then If the nonnegative second term of (4.4i) and the third term are estimated in the standard fashion, the resultant expression yields, via the Gronwall inequality, < 7IK7 -Eh)u0\\L2m < c-||«oIIhj(0) < c--An alternative hypothesis is given by the following analogue of (3.9): for e < e0A2, some e0 > 0, (**) \{x E Q: 0 < u0(x) < e or 0 < (E"u0)(x) < e}| = \Aj < Ce.
This implies, for positive e sufficiently small,
||77E(«0) -HXEhu0)fL2(a)
= \\HXu0) -HXEhuQ)\\2L2(Ath) +\\HXu0) -HXEhu0)\\2LHa^Aih) < Ce + C\\(I -£Ä)a0H^(B) < C(e + A2) < CA2.
We will use the fact that (**) implies \\HXu0)-HXEhu0)\\Fh^Ch to verify the conclusions of Theorems 4.5 and 4.6 when the initial function is given by (4.5). The case 770 = 77 requires a modified form of (**) at 0 (cf. (3.9) ).
Remark 4.6. Although one must choose e to be proportional to A4/3 to obtain 0(A2/3) convergence in the proof of Theorem 4.2, under a different choice of e one can achieve first-order convergence of the scheme (4.4). Under a very plausible assumption on the L00 boundedness of 77E(t/A), we shall show that the scheme (4.4) is essentially 0(A)-accurate with any e satisfying 0 < e < e0A2 for some positive constant e0. Because 377(t/)/3i is known only to be a finite regular Baire measure of bounded total variation, it will be necessary to estimate (II) in the proof of the previous theorem by L°°(ß) -M(ß) duality. By A/(ß) we mean the finite regular Baire measures, normed with the total variation norm. Although Af(ß) is the natural dual of C(ß), the use of the norm-preserving Lebesgue extension [14] permits the inequality (4.34) fb(ds) Jo |t"(ß)||fi||A/(ß) for all f G L°°(ß).
We now cite the required finite element estimates. due to R. Scott [34] for the Neumann problem. This is followed by the approximation estimate min Un -xlU-(O) < CiA2-"/'||7Î||h*'(0) (C, ind. of p > 1), xew» which in turn is followed by the Agmon-Douglis-Nirenberg estimate (cf. [1] and [19]) ||H||n^(ß) < C2p\\f\\LP(a) (C2ind. ofp).
Combining these estimates gives 11(7--T")S\\L~{Q) < CMl/h)(ph- 4) and still obtain essentially first-order convergence. This raises the question of why we introduced the e-regularization. It turns out that when one introduces the backward-difference time discretization of (4.4), the resulting nonlinear algebraic problem is easier to solve by standard methods with e = e0A4/3 than e = 0. Also, the restriction on the size of the time step is less severe.
Remark 4.8. If we assume (**) as in Remark 4.5, then Theorem 4.5 is valid for the initial function (4.5). An obvious modification is required when e = 0.
In some media it is possible that the unfrozen moisture content is a continuously differentiable function of temperature even at 0°C. In this case the enthalpy function is a continuously differentiable function which satisfies (1.18) for some positive parameter e; we denote this enthalpy as 77E(f), where the e is now of physical significance.
If e is sufficiently large with respect to the mesh spacing A, then estimate (4.26) becomes significant with t/e representing the physical transformed temperature variable. The same comment applies to the fully discrete estimate (5.14). Proof. We shall need a new bound for term (II) in (4.19) . We cite the finite element estimate [9] , [38] (5.In) P"HXuh°) = PhHXu*(-,0)) = 7>"77E(t/0).
The parameter e will be determined later. For convenience in formulation, the reader should understand [77E(t/,,)]" in (5.1i) to mean 77E(C/An). Remark 5.1. The existence and uniqueness of U° in (5.1ii) follows from the theory of maximal monotone operators. For e 3= 0, the existence of unique solutions of (5.1i) can be demonstrated by pseudomonotone operator theory [25] . Under assumption (**) of Remark 4.5, all of our results are valid if we choose the initial function U° = Ehu0 instead of (5.Hi); with a modification for (**) for 770 = 77.
Remark 5.2. The operator Th induces a pointwise relation on ß satisfied by the solution of (5.1i). Comparing the latter with (4.6), we obtain (5.2) [d+(ThHXUh))]"+Uhn+l = -Thf(Uh"+x) +T¿T/l/;+1. We shall first estimate the term (IV)n+,. We have
WJ\l\Q) + ~r,e\\HXu')n+l ~ hXu¿+í)\\l1
and the choice tj = l/(4y), coupled with (4.21), permits the second term on the right-hand side of (5.7) to be absorbed on the left-hand side of (5.6). In estimating the first term on the right-hand side of (5.7), we shall interchange T and 3/3/ and use the inequality In order to put this in a form suitable for an application of the discrete Gronwall inequality, we estimate the first term on the right-hand side of (5.9). This yields + 2 Kí^r'-^t/r'^Aí.
Applying the discrete Gronwall inequality to (5.11) yields, for some tj > 0, 2 M (5.12) Max ||77E(t/£)"-77E(c/;)|fA + T, 2 (#E("E)" " HXW), (u*)" -Uh") At
Using (2.4ii, iii), we see that the right-hand side of (5.12) is bounded above by C(A4/e2 + (A/)2/e). Comparing this bound with that given in Theorem 3.3, estimate (3.19), i.e., with the identification (we)" = uc", where the latter inequality makes use of (2.4i) sharpened by the continuity of 77E(t/e). (5.16Ü) is the finite element analogue of (2.4i) and the fully discrete analogue of (4.32); its validity is an assumption of Theorem 5. Theorem 5.1 is a bit surprising; one might expect the usual constraint Ar < c • A2 to be necessary to maintain the global convergence rate. We get the latter in our next result, because the analysis of (5.1) with e = 0 requires a cruder estimate of term (IV)"+1. 
Proof. Returning to inequality (5.6), we bound the terms (I)"+1 and (III)"+I as previously. We also bound the term in (II)"+1 involving iTh -T)fiue)"+X as in (4.52). A different duality estimate is required for the remaining term. We have l("')n+1| = |((^ -r)(3+77E(t/<))", HX*y+} -HXUh-'))L2(Ö)| <\\(Th-T)^+HXu'))%m\HXu')n+l-HXur< c||(rA-r)(3+77E(^))n|W(ß), where we have used(2.23i), (4.34), and (5.17). Thus,
where the interchange of (TA -T) and 3/3r may be justified by using (l. Under the quasiuniformity assumption (4.2), we also have (5.26) Max\\H(uy-HXUh")\\F^Ch.
If the regularity hypothesis (5.27) ||VK,e|U*(Z»<C, 0<e<£0, is valid, then we need only assume that 0 < £ < e0A2 and At < cA to obtain (5.25) and (5.26) provided, for the latter, (3.10i) holds uniformly in t.
Proof. We need a new bound for term (II)"+, in (5. Use (2.4i) and the finite element estimate [9] , [38] The same estimate also holds with the choice dictated by (5. Hi). and Uhs is the step-function with value l/A" on tn < t < rn+1.
6. Conclusions. The Stefan problem (1.1) is similar to a problem discussed in Wheeler's paper [40] . Wheeler considers the problem (1.2), instead of the transformed version (1.1), and assigns the boundary data where 3ß is the disjoint union of 3ß, and 3ß2; our notation is as in Section 1. Provided b and q are C1 functions of their arguments and that q is linear in 0, the error analysis of this paper can be extended with minor modifications to treat (1.2)-(6.1) with the initial temperature (6.2L) 0(.,O) = 0o(.)G772(ß), (6.2Ü) o(60) + s(00)EL°°(ü).
Wheeler computes the integrals over ß exactly in the nonlinear algebraic equations corresponding to (5.1). He then uses a constrained Newtonian iteration scheme to approximate the solution of the algebraic problems. The scheme was found to converge decently with e = 0 but setting £ > 0 accelerated the convergence.
The error analysis of the scheme (5.1) is of interest chiefly in a neighborhood of the phase transition region {(*, t): w(x, t) = 0}. Away from the front (l.li) becomes the heat equation, m(x, /) is smooth [23] , and one would expect an optimal-order 0(h2 + At) local L2 convergence rate. This suggests that for the e = 0 scheme a coarse triangulation with mesh size Ac proportional to Jhf be used away from the front, where hf is the fine mesh spacing employed near the phase transition. The time step size may be chosen as in Theorem 5.2 to maintain an overall Oihf) convergence rate.
