Implicit large eddy simulation of environmental urban flows by Drikakis, Dimitris et al.
Implicit Large Eddy Simulation of Environmental
Urban Flows
Charikleia Papachristou
Submitted for the Degree of Ph.D.
Department of Aerospace Sciences
Cranfield University
Cranfield, UK
Cranfield University
School of Engineering
PhD
Academic Year: 2009-2010
Charikleia Papachristou
Implicit Large Eddy Simulation of
Environmental Urban Flows
Supervisors: Dimitris Drikakis, Evgeniy Shapiro
July 18, 2010
c© Cranfield University, 2009.
All rights reserved. No part of this publication may be reproduced
without the written permission of the copyright holder.
Abstract
MANY environmental flows are turbulent flows. Depending on the physical as-pects of the wind and the urban topology, turbulence might result into un-
favourable or even dangerous conditions for the pedestrians. Turbulence can also play
a very important role in the transport of toxic pollutants from accidental or intentional
releases. Thus, it is vital to understand its complex characteristics so that its features
are accurately predicted when computational methods are used. Real urban environ-
ment involving separation and reattachment regions provides an excellent testcase for
investigating such complex flows.
This thesis is focused on analysing the physics involved in flows around building mod-
els pertinent to environmental flows in urban areas and to evaluate the applicability
of Implicit Large-Eddy Simulation in simulating the specific type of flows. For this
purpose, a number of high resolution schemes in the context of Implicit Large-Eddy
Simulation (each representing different degrees of spatial discretisation accuracy) was
assessed.
The evaluation of the schemes involved direct validation against experimental data as
well as comparisons with DNS and LES data regarding flows within roughness ele-
ment arrays in staggered arrangements. Initially, the flow within an uniform height
cubical matrix was simulated. Four numerical schemes were tested in three differ-
ent grid resolutions. The results were found in very good agreement with the Laser
Doppler Anemometry data and they even exhibit DNS-like characteristics in specific
locations of comparisons. Thus, it was concluded that high order spatial discretisation
schemes allow the accurate representation of reality even in relatively coarse compu-
tational meshes.
The second case under investigation involved flows within a more realistic representa-
tion of urban topology. Results obtained within an array of sixteen elements with five
different heights reveal that although the roughness of the area is increased, the wind’s
velocity profile above the obstacles shares almost the same slope as in the case of the
array of the four cubical element.
It is believed that this thesis has expanded the range of applications in the context
of Implicit Large Eddy Simulation using high resolution schemes and contributed in
persuading the scientific community for its potentials.
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Introduction
THIS thesis focuses on turbulent flows in urban environment. From the earlier Ne-olithic and Bronze Age up to modern period, the design of building structures was,
most of the times, influenced by the need to withstand unfavourable wind and weather
conditions. Nearly all of the most difficult phenomena to predict in the field of fluid dy-
namics are encountered in flows around stationary obstacles. Separation, reattachment
and vortical structures are just a few of the flow features due to the complex interaction
of wind and buildings. Depending on the wind’s speed and direction, the local topol-
ogy and the building characteristics, turbulence occurs in different scales contributing
in various ways to the pedestrian comfort and safety. Additionally, in cases of acciden-
tal or intentional release of high concentrations of toxic chemicals, turbulence plays
an important role in the dispersion and transport of the pollutant in the urban environ-
ment. Thus, it is of vital importance to understand and predict as accurately as possible
the complex features of turbulence in order to determine a viable environment for the
populace.
The subject of building aerodynamics has attracted enormous interest during the last
decades and because of its complexity it is far from being closed. Important infor-
mation about the flow characteristics around single and multiple building configura-
tions has been provided by experiments. However, full scale experiments may become
relatively expensive and time consuming. Therefore, scaling of the model and inves-
tigation of individual physical parameters is essential most of the times. During the
last decades, Computational Fluid Dynamics (hereafter CFD) has developed rapidly
as a new analysis tool in many engineering applications, attempting to overcome the
experimental drawbacks. Nonetheless, CFD has to face its own challenges. Higher
numerical accuracy without increasing the requirements in CPU time is one of them.
In this chapter, the description of environmental flows in urban areas will be given,
followed by a brief description of the basic ideas of the turbulence. Moving from single
isolated elements to arrays of roughness elements (a more realistic representation of
urban areas), the flow structure will be discussed based on published experimental
results. In addition, a review of state of the art numerical methods for simulating
turbulence in wind engineering will be included. Finally, the chapter will close with
an outline of the aims and objectives of the thesis.
2 Introduction
1.1 Atmospheric Flows
In this section, the features of atmospheric flows will be discussed. Specifically, the
definition and concepts of the Atmospheric Boundary Layer will be given, followed by
a description of the flow mechanisms observed in building aerodynamics.
1.1.1 Urban Aerodynamics
One of the most important environmental factors with a great impact on people’s daily
activities is wind. Wind is the consequence of the air moving from areas of higher to
lower pressure due to the pressure gradient force. As soon as the air sets into motion,
the Coriolis force occurs as a result of the Earth’s rotation. As the air moves from high
to low pressure its speed increases, so does its Coriolis deflection until the Coriolis
and pressure gradient force are in geostrophic equilibrium. In that ideal situation the
air flows along the isobars. However, due to the friction near the Earth’s surface, this
equilibrium breaks and the air moves slightly across the isobars.
The lowest part of the atmosphere directly affected by the Earth’s surface is called
Atmospheric Boundary Layer (hereafter ABL). The ABL extends from ground level
to Gradient Height, which is considered as the minimum height at which the wind
speed is equal to the Wind Gradient speed. Above this point the wind velocity remains
constant. The actual thickness of the ABL can vary from hundreds to a few thousands
of meters.
Two regions can be identified within the ABL depending on the effects of surface fric-
tion. The outer and the inner region. In the outer region, also known as Ekman layer,
the effects of surface friction are negligible and the wind is nearly undisturbed. In the
inner region, air circulates closer to the Earth’s surface giving rise to frictional forces
which cause sudden changes in wind speed and direction. Thus turbulence is gener-
ated. Significant exchange of momentum, heat and mass between the atmosphere and
the surface takes place in the ABL due to the presence of turbulence [4]. These phe-
nomena appear more intense as the roughness of Earth’s surface is increased because
of mankind activities such as growth of urbanisation.
The inner region can be divided further: the urban canopy layer which is directly
affected by the presence of the roughness elements, the roughness sublayer still adjust-
ing to the effects of the urban surface and finally the inertial sublayer that has already
adapted and can be described with standard Atmospheric Boundary Layer formulas. A
schematic representation of the inner region is given in Figure 1.1.
Three types of flow can be identified in the ABL, mean wind, waves and turbulence.
Those types exist either on their own or in combination with one or both of the re-
maining types. Mean wind corresponds to the streamwise velocity component and its
magnitude ranges between 2 and 10 m/s in the outer region, whereas its minimum
value (zero) is reached on the surface. The other two velocity components are consid-
ered generally negligible.
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Figure 1.1: Schematic representation of flow over an urban area [9] .
When the suitability of a building structure and its environment are under investigation,
a mathematical expression of the wind profile in the vicinity of the ground and over
rough obstacles is required. Therefore, measurements of the boundary layer are essen-
tial in order to identify consistent and repeatable parameters that characterise the flow.
Once the parameters are found, they can be combined into empirical relationships to
describe the wind profile.
In the boundary layer, important key parameters are friction velocity (u∗) due to surface
shear stress, zero plane displacement (d) and surface roughness parameter (z0). The
zero plane displacement (d) expresses the height above ground (in meters) at which
the mean wind velocity is zero due to the presence of roughness elements, whereas the
surface roughness parameter (z0) is a measure of the effect of the obstacle’s roughness.
By taking the above parameters into account, the wind speed profile can be approxi-
mated as a logarithmic profile given by
u =
u∗
k
(
ln
(
z − d
z0
)
+ ψ(z, z0, L)
)
, (1.1.1)
where k is the Von Karman constant (approximately equal to 0.4), ψ a stability term
and L is the Monin-Obukhov length as described in the similarity theory [24].
Due to diurnal heating and cooling of Earth, atmospheric conditions alter between
thermally unstable and stable states [55]. More precisely, during the day, temperature
changes with height above the Earth’s surface leading to buoyancy production. Con-
vective turbulence is then dominant and instabilities arise which are controlled using a
stability term as in Equation 1.1.1.
During the night, however, when little heating or cooling occurs at the surface, temper-
ature stays approximately constant with height. Hence, the shear production of turbu-
lent kinetic energy is much larger than the buoyant production. In situations where the
mechanical shear influences in a greater extent the turbulence production and buoy-
ancy remains negligible, atmosphere tends to neutral conditions [3]. Under neutral
conditions the stability term drops out and Equation 1.1.1 becomes
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u =
u∗
k ln
(
z − d
z0
)
. (1.1.2)
This thesis will only be focusing in flows under neutral conditions.
Parameters z0 and d can be determined using several methods. Land-use methods
provide tables with values of z0 corresponding to different types of land. The land-
use categories are widely defined in order to cover as many land types as possible.
Therefore, there are times where the suggested categories do not take into account ur-
ban/industrial areas as in the work of Stull [75]. The relation of z0 with five urban areas
is detailed in the study of Davenport et al. [15] (see Table 1.1). However, it is noted that
further analysis is required in order to determine the zero plane displacement (d). In
Grimmond and Oke [26], twelve land use types are proposed based on extensive wind
velocity profile measurements in many urban areas. According to their conclusions, d
ranges from 2 to 5 m in residential and industrial sites, whereas z0 varies between 0.2
and 1.3 m.
Category z0 Description of urban/industrial areas
Roughly open 0.1 m Moderately open country with occasional obstacles
such as low height buildings at relative
separations of at least twenty obstacles heights.
Rough 0.25 m Scattered buildings and/or industrial obstacles
at relative separations of
eight to twelve obstacle heights.
Very rough 0.5 m Area moderately covered by low building
and/or industrial tanks at relative
separations of three to seven obstacle heights.
Skimming 1.0 m Densely built-up area without
much obstacle height variation.
Chaotic 2.0 m City centers with mixture
of low- and high-rise buildings.
Table 1.1: Summary of the surface roughness length (z0) based on the work of Davenport
et al. [15]. The table has been cited originally in the work of Britter and Hanna [9].
A more precise method of estimating z0 and d is through the calculation of the λ f
(the non-dimensional frontal area) and λp (the non-dimensional plan area) parameters
using information regarding the size and spacing of buildings. The λ parameters are
calculated as
λ f =
A f
AT
, λp =
Ap
AT
, (1.1.3)
where Ap is the total building plan view, A f is the total building frontal area and AT is
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Figure 1.2: Areas of interest in determination of the λ parameters.
the building lot area as shown in Figure 1.2. An evaluation of many techniques using
the λ parameters was performed by Grimmond and Oke [26]. They found three types
of flows within urban areas: for small values of λ f , the buildings act in isolation; for
larger values of λ f the wakes of the buildings interfere with each other while for much
larger values of λ f , the skimming flow over the buildings has limited access to the
empty areas between the buildings.
Based on field and laboratory measurements of λ f and λp parameters, Britter and
Hanna [9] proposed the set of mathematical formulas for z0 and d as given below
z0
Hr
=
{
λ f for λ f < 0.15
0.15 for λ f > 0.15
(1.1.4)
d
Hr
=

3λ f for λ f < 0.05
0.15 + 5.5(λ f − 0.05) for 0.05 < λ f < 0.15
0.7 + 0.35(λ f − 0.15) for 0.15 < λ f < 1.0 ,
(1.1.5)
where Hr represents the mean building height.
All the above discussion was made on the basis that there was a possible way to esti-
mate the key parameters in order to obtain the logarithmic wind profile. Nonetheless,
in cases where it is not possible to define z0 and d the wind profile is approximated
with the power law as follows
u
ur
=
(
z
zr
)a
. (1.1.6)
According to Equation 1.1.6, the wind speed u at a height z can be expressed through a
known reference velocity ur at a a reference height zr. When the conditions are neutral,
the value of a is approximately 1/7.
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1.1.2 Building Aerodynamics
As mentioned before, when rough elements such as buildings are placed in the ABL,
they submerge in an already turbulent and three dimensional atmosphere. Hence, the
interaction with the airflow results in a modification of the existing turbulent structure
and transfer procedure [67]. Proper understanding of the flow mechanisms in urban
areas is vital for preserving pedestrian safety and comfort. Therefore, the features of
three dimensional flows around buildings will be discussed. A review of experimental
studies, concerned with both the fundamental case of flow around an individual obsta-
cle and the more complex flow fields around multiple building structure is presented.
Major contribution in the field of building aerodynamics has been made by experi-
mental studies whose main aim was to represent the fundamental physics in the most
accurate way possible. Most of the times, experiments were conducted in environ-
mental wind tunnels using scale models. However, a few full scale experiments have
been reported in the literature. Parameters affecting the flow pattern such as building
geometry, wind speed and direction, dependency on Reynolds number, scaling of the
model and the extent of boundary layers, were the main areas of interest.
The most comprehensive experimental study that can be found in the literature, de-
scribing in detail the aerodynamics around an isolated cube is the one performed by
Martinuzzi and Tropea [53]. A typical flow field around a cuboid obstacle is given
in Figure 1.3. According to Martinuzzi and Tropea [53], when air reaches the solid
Figure 1.3: Schematic representation of the flow field around a cube [53] .
boundaries (walls) of the cube, a rapid change in its direction occurs leading to the
presence of vortices (recirculation areas) in front of the cube close to ground level,
after the upstream leading edge of the roof and in the wake. Due to the redirected
flow around the sides of the cubes a system of vortices is created. A horseshoe vortex
and side vortices are formulated, whereas an arc vortex appears in the lee of the cube.
Separation and reattachment of the flow are observed at the sharp leading edge of the
roof of the cube. From the above, it can be noted that just a single snapshot of the
field pattern around a simplified geometry such as a cube reveals the complexity and
unsteadiness of the flow.
Very limited early studies were reported in the literature dealing with the wake behind
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the cube due to its highly turbulent nature. However, Castro and Robins [10] conducted
an experiment focusing mainly on this specific region as an attempt to understand the
way it is affected by the upstream turbulence and shear. In particular, flow around a
single cube placed either normal to the flow direction or at an angle of 450 was inves-
tigated. An indication for the total flow was extracted using measurements of surface
pressure on the front and back face of the cube as well as mean and fluctuating veloc-
ities in the wake. A visualisation of the flow structure in the wake showed that when
the flow was normal to the front face of the cube, the addition of upstream turbulence
and shear resulted into reduced cavity zone. Regarding the second case where the cube
was placed at an angle of 450, the wake was dominated by strong vortices very similar
to the ones observed in delta wings.
An oil visualisation technique for highly turbulent recirculation flows around cuboids
with various shapes was conducted by Hunt et al. [38]. Separation and reattachment
locations were shown by identifying the nodal and saddle points. The mean flow pat-
terns were sketched using mean flow streamlines and surface stress lines, leading to
the conclusion that in flows around surface mounted obstacles closed surface stream-
lines did not exist. This conclusion contradicts an earlier study of Halitsky [32] that
supported the exact opposite assumption.
A comprehensive study of flow around a three dimensional rectangular prism was con-
ducted by Schofield [68]. Although the geometry under investigation was different, the
conclusions drawn were similar to the case of single cube. Two main regions of in-
terest were identified around the obstacle: the perturbation and recovery region. Here,
three major features of the flow were outlined in conjunction with previous studies on
the same subject. Firstly, it was stated that formulation of closed bubbles did not ex-
ist on the wall around the three dimensional obstacle; a statement that confirmed the
conclusions drawn by Hunt et al. [38]. Secondly, four vortices were traced near the
frontal face of the prism despite the fact that it was stated that it was often difficult to
visualise the vortices by using mean surface streamlines. The third feature involved the
reattachment of the mean flow at the top of the obstacle at shorter streamwise lengths
than for flows around two dimensional obstacles.
A very recent wind tunnel experiment regarding the flow around a medium rise rect-
angular building was conducted by Bartoli and Ricciardelli [7]. The aim of the study
was to investigate the features of pressure fluctuations on the leeward and side faces of
buildings and to assess the accuracy of calculating the wind load using the quasi-steady
method. A number of wind tunnel tests were performed simulating flows around two
scale models, two flow regimes (open land and urban exposure) and two directions
of incoming flow (perpendicular to the wide and narrow faces of the building respec-
tively). Based on the results, it was concluded that the propagation of pressure fluc-
tuations in the wake is related to the length of the wake and it lasts longer than the
time it takes for a particle to travel along the depth of the building with the flow veloc-
ity. Finally, regarding the evaluation of the quasi-steady approach, it was found that it
was indeed a valid method for estimating the pressure distributions on the faces of a
building.
8 Introduction
A more realistic representation of urban areas is given by experimental studies inves-
tigating flows within arrays of rough elements resembling buildings. The studies were
focusing on examining the effects of the building height, building configuration and
spatial density of the buildings, as well as the direction of the wind. A number of the
above parameters was investigated by Stathopoulos and Storms [72] and Stathopoulos
and Wu [73]. More precisely, results were obtained from a boundary layer wind tunnel
experiment simulating flows around two rectangular based buildings [72]. The study
was focusing on the ramifications of a number of parameters such as building height,
passage width (distance between the buildings) and wind directions (imposed along
the centreline of the building passage). Comparisons in terms of amplification and
reduction ratios of velocities and turbulent intensities, with and without the presence
of the buildings, led to the following conclusions. When the passage width remained
constant and the buildings were of equal heights, it was found that for a wind direc-
tion ranging between 0 and 30 degrees, the difference of velocity amplification ratios
was very small and the highest velocity was noticed at 30 degrees. However, a reduc-
tion of velocity occurred when the wind direction belonged in the range from 60 to
90 degrees. For the latter range, the turbulent intensities were drastically increased.
By choosing to keep the wind azimuth constant and modify the height and passage
width, it was found that any increase of the passage width resulted in a decrease of the
velocity amplification, where buildings of different heights are affected the most.
A similar study can be found in Stathopoulos and Wu [73]. The wind tunnel experi-
ment was examining the flow conditions in a street block consisting of eight uniform
low rise buildings and one high rise placed in the center of the group. The effects of
height difference were investigated by modifying the height of the tall building. Firstly,
it was deduced that, when buildings were uniformly distributed, the wind speed could
be defined as a function of the blockage ratio RB. The blockage ratio is given by
RB =
AS
AF
, AS = Wh , AF = (W + LA)2 . (1.1.7)
A schematic representation of the areas of interest is given in Figure 1.4.
Therefore, any increase of RB (resulting from increased building height or decreased
passage width) would lead to a reduction in velocity magnitude. Secondly, the wind
speed variation within the given building configuration was related to the height differ-
ence between the high and low rise buildings, the passage width and the blockage ratio
by using linear regression analysis. Based on the above relation, it was stated that the
wind reached its maximum value at the leading edge of the tall building. An observa-
tion like that could be explained by stating that with increasing height difference, the
air flow of the upper levels is drifting sideways around the building rather than moving
vertically to the street level.
An early study is the one found in Murakami et al. [60]. The main purpose of the study
was to specify the extent to which a high rise building affects the flow pattern when
the surrounding area consists of lower height blocks. Very important conclusions were
drawn using field observations before and after the actual construction of a high rise
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Figure 1.4: Areas of interest in determination of the RB [73] .
building in the city of Tokyo; as well as by conducting wind tunnel experiments investi-
gating the connection between buildings shapes, building heights and wind conditions.
According to field measurements, the existence of the high rise building changed the
direction of the wind dramatically. Specifically, at a location where the most frequent
wind directions were North-West and South originally, the presence of the building
redirected the wind to North-West and East. The amplification factor of wind speed
almost got double in some cases, whereas the gust factor (the ratio of gust speed to
mean wind speed) was reduced. Important information was gathered from the experi-
mental study by using a surface film of pigmented oil for flow visualisation at the tall
building, at first on its own and then with the surrounding building. The presence of the
surrounding buildings altered the flow pattern significantly with the adverse flow at the
upstream face of the building appearing more intense due to the interaction of the cir-
culation areas generated from the high building and the surrounding ones. Regarding
the flow over the top of the building, it appeared reinforced with strong recirculation at
the back of the building resulting in a strong upward reverse flow at ground level. An
approximately 2.5 times higher amplification factor was observed when the surround-
ing buildings were present when comparing with only one building. By examining the
effects of the height of the building, it was noticed that any increase in the height of
the building with the building area being constant led to an increase in amplification
factor and velocity magnitude. However, the rate of increase started reducing when the
height of the building reached 6 times the height of the surrounding ones. Furthermore,
a very strong wind area was developed at the front of the building and the sideways
when the height of the tall building was 2 to 3 times the height of the small ones.
Meinders and Hanjalic [54] also performed a wind tunnel experiment investigating the
flow around a cubical matrix consisting of 25x10 elements along the streamwise and
10 Introduction
spanwise direction, respectively. The experimental study provides very useful infor-
mation about the flow characteristics within the array. Specifically, it was found that
the flow appeared to be highly turbulent in the immediate vicinity of the buildings,
whereas above them and in the passage between them the flow was almost undistorted.
Flow separation took place as soon as the flow reached the top leading edge by creat-
ing a recirculation bubble whereas additional vortices were formed at the side edges.
A horseshoe vortex, detected at the upstream face of the cube, was diverted towards
the wake where it started weakening due to its interaction with the vortices of the
neighbour cubes. The wake of the cube was dominated by the existence of an arch vor-
tex. The presence of vortex shedding in the wake of the building caused high velocity
gradients which were believed to be resulting in high turbulent kinetic energy.
One of the latest wind tunnel experiment that provides a detailed description of flow
around arrays of roughness elements is the one performed by Cheng and Castro [12].
The high Reynolds number flow around groups of buildings of different configuration
(staggered or aligned) and of different heights (cases with uniform heights or random
heights) was measured. The existence of three dimensional turbulent flow within the
building envelope has been confirmed by the results. From the results, it was concluded
that the depth of the roughness sublayer is a function of the building height and that
the staggered building alignment produces a greater drag than the aligned configuration
for the same building array. The spatially averaged mean velocity profile within both
sublayers, roughness and inertial, was fitted in a log law profile at a given friction
velocity. Finally, it was found that the upper limits of the inertial sublayer for the cases
of random and uniform building heights were very similar with the only difference
being the thicker roughness sublayer in case of the random height building array. The
work of Cheng and Castro [12] was discussed further in Castro et al. [11].
A wind tunnel study aiming in revealing the relationship between the building density
and the mean wind speed in residential areas was performed by Kubota et al. [47]. Two
measures of building density were used in the present study, the gross building cover-
age ratio and the gross floor area of the neighborhood. Twenty two test cases (under the
same wind conditions) were performed each one corresponding to a different Japanese
residential area. The results revealed the strong connection between the gross building
coverage ratio and wind speed. Any increase in the coverage ratio will consequently
lead to a decrease of the mean velocity magnitude. It was also found that for areas with
the same percentage of coverage, favorable or unfavorable pedestrian conditions were
created depending on current climatic conditions.
The flow feature of lateral channeling within two arrays of aligned cubes was discov-
ered during the water channel experiment conducted by Princevac et al. [63]. The
definition of lateral channeling was given as followed: As flow enters the three dimen-
sional array, it gets redirected at the sideways after the first row of building elements.
If the second row of elements is considered as ”one block” with gaps, then this block
will still produce a longitudinal resistance leading to outflow conditions for the first
row; thus lateral channeling. Based on a detailed investigation for a range of Reynolds
numbers, it was concluded that the specific flow feature was visible in all different flow
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conditions and that it was the result of streamlines being deflected by the array and low
pressures regions at the sides of the array.
Boundary layer wind tunnel experiments investigating the effect of urban design in
flows within city street models were performed by Hang et al. [33]. Two forms of
cities were assessed; a round and a rectangular city with one or more intersecting
streets. From the results obtained it was concluded that the structure of the city model
had a great influence on the generated flow pattern around and within the model. More
precisely, for a single street city model, it was found that the round city model produced
smaller separation flow and fewer vertical structures than the square city model. The
flow pattern became more complex when two intersecting streets (a primary and a
secondary) were included. The most important flow features seemed to be present
in the secondary street and their characteristics depended on the city model. On one
hand, helical inflow was formed in the square city model whereas on the other hand,
a helical outflow was generated in the round city model. Finally, it was shown that
the wind within a round city model with more than two intersecting streets was much
stronger than in the similar structure of a square city model.
By summing up all the above observations, it can be stated that building aerodynamics
are very complex with highly turbulent features and with a flow field being affected
by any change of the outdoor environment regarding the shape, size and orientation of
the building elements. Important information has been gathered from the experimental
studies conducted over the decades. However, the simplified geometries and the re-
quirements for model scaling due to limited physical space will never allow full scale
investigation of the flow physics neither around very complex building structures nor
in real modern urban areas such as the ones shown in Figure 1.5.
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(a) Dubai Towers (construction on hold) (b) Burj al Arab, Dubai development
(c) Tokyo city
Figure 1.5: Modern Building Construction [1].
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1.2 Characteristics of Turbulence
In the chapter so far, atmospheric flows were always referred to as turbulent flows.
Before continuing further, it is important to provide a description of this complex phe-
nomenon called turbulence. In the section that follows, the characteristics of turbulence
will be outlined as part of completing the understanding of the physics behind it.
1.2.1 The History of Turbulence
Turbulence manifests itself in nature in various ways: smoke coming out of a chimney,
waterfalls and strong wind. In 1937, Taylor and Von Karman characterised turbulence
as an irregular motion which in general makes its appearance in fluids, gaseous or
liquid, when they flow past solid surfaces or even when the neighboring streams of the
same fluid flow past or over one another [85]. The distorted fluid motion in whirlpools
seemed to fascinate Leonardo da Vinci who was the first one to conceive the idea of
turbulence and imprint it into his sketches. However, the first representation of turbu-
lence using the physical properties of a fluid is attributed to Osborne Reynolds [50].
Reynolds used a flow visualization technique in order to investigate the conditions un-
der which a flow is laminar or turbulent. His investigation resulted in the establishment
of a parameter that indicates the ratio of inertial to viscous forces and distinguishes
the two states of a flow. The parameter was named after him and is the well known
Reynolds number.
During the period between the two World Wars, important advances in the field of
turbulence were made by von Karman, Prandtl and Taylor. The physical behaviour of
various sized eddies composing turbulence was described by Richardson [64] in the
concept of energy cascade. According to Richardson’s hypothesis energy transfer oc-
curs from the large scales to the smaller, following a multi-stage procedure until energy
is dissipated into heat. The smallest scales in turbulence responsible for dissipating en-
ergy were determined by Kolmogorov [45]. A more detailed description of the energy
transfer procedure and the scales of turbulence will follow.
Despite all these important studies through the centuries, there is no complete defini-
tion of turbulence to date. Nevertheless, in typical free shear flows, the three dimen-
sional motion of the fluid can be described as random, chaotic and unsteady with the
velocities varying significantly in time and space.
1.2.2 The Scales of Turbulence
Turbulence consists of vortical structures in various scales that coexist. The dynamics
of turbulence involved can be described through the energy cascade concept as given
in Richardson’s hypothesis.
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Richardson’s Hypothesis
According to Richardson’s hypothesis, turbulence is composed of vortical structures
(also called eddies) of different sizes. Eddies with a length comparable to the char-
acteristic length l exhibit a velocity equal to the characteristic velocity u(l) and the
timescale t=u(l)/ l. Thus, the Reynolds number of the large eddies is comparable to the
global Reynolds number Re = u(l)l/ν. In high Reynolds numbers, where the viscous
effects are negligible and dissipation does not take place, the fluid accumulates kinetic
energy in the large scales that has to be transferred to the smaller scales. The shape of
the eddies gets distorted and finally they break down into smaller scales. In the same
fashion, smaller eddies break down into even smaller ones until the Reynolds number
is sufficiently small enough so that the smallest eddies are dissipated into heat. At
that point, the multi stage energy transferring procedure following a hierarchy order of
eddy scales comes to an end and energy is dissipated into heat due to viscous stresses.
The rate of energy transfer can be calculated as
u2
τ
=
u3
l (1.2.1)
where u2 the energy contained in a large scale and τ is the eddy turnover time τ = l/u
denoting the lifetime of a large eddy.
Kolmogorov’s Hypotheses
Kolmogorov’s hypotheses answered fundamental questions regarding the scales of tur-
bulent flows and the assessment of energy transfer. In his first hypothesis, Kolmogorov
states that large eddies are anisotropic and their geometry is affected by the boundary
and mean flow conditions. Due to the energy cascade anisotropy is lost, resulting in
locally isotropic small eddies.
Kolmogorov’s hypothesis of local isotropy: At sufficiently high Reynolds number, the
small scale turbulent motions are statistically isotropic [62].
Apart from losing anisotropy, information regarding the geometry of large scales is lost
as well. Since the small eddies are not affected by the boundaries, Kolmogorov argued
that the small eddies have a universal character for all turbulent flows of a similar
Reynolds number. Because of their relatively short lifespan, smaller scales are directly
influenced by molecular interactions and have the ability to adapt quickly in order to
obtain an equilibrium with the rate of energy transfer from the larger scales. Based
on the above characteristics of small eddies, it can be concluded that their universal
character depends on two parameters: the kinematic viscosity ν and the heat dissipation
rate .
Kolmogorov’s first similarity hypothesis: In every turbulent flow at sufficiently high
Reynolds number, the statistics of the small scale motions have a universal form that
is uniquely determined by ν and  [62].
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By using the above, the following definitions of the Kolmogorov length, velocity and
time scales can be given
η ≡ (ν3/)1/4 ,
uη ≡ (ν)1/4 ,
τη ≡ (ν/)1/2 .
These scales are known as Kolmogorov scales. The Reynolds number using the Kol-
mogorov scales is equal to unity, a fact that shows consistency with Richardson’s hy-
pothesis, according to which dissipation occurs for the smallest possible eddies.
The ratios of the Kolmogorov scales over the characteristic scales present in the mean
flow, are related to the global Reynolds number and are given by
η/` ≡ Re−3/4 ,
uη/u ≡ Re−1/4 ,
τη/τ ≡ Re−1/2 .
Since the largest and the smallest scales of turbulence have been defined, that leaves
out a range containing scales which are smaller than l but higher than η. In this in-
termediate range, only energy transfer occurs from the largest to the smallest scales.
Thus, the region can be characterised by only one parameter, the heat dissipation rate
.
Kolmogorov’s second similarity hypothesis: In every turbulent flow at sufficiently
high Reynolds number, the statistics of scales ranging between l and η have a universal
form that is uniquely determined by , independent of ν [62].
The length scale of turbulence that belongs to the specific range is called Taylor’s
microscale λT . The ratios of λT over the global length scale and over Kolmogorov’s
length scale verifies that λT is indeed smaller than l, but higher than η
λT/` ≡ Re−1/2 ,
λT/η ≡ Re1/4 .
1.2.3 Energy Spectrum Analysis
The typical distribution of kinetic energy of homogeneous turbulence among eddies
of different sizes is given in Figure 1.6. The motion of the different length scales
corresponds to a wavenumber k and the velocity profile u(k) is decomposed into Fourier
series. The amount of energy E(k) that each length scale contains is then calculated by
multiplying the velocity with its complex conjugate.
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Figure 1.6: Schematic of a typical turbulent kinetic energy spectrum [62].
According to Figure 1.6, the energy spectrum can be divided into three ranges on the
basis of the corresponding length scales; the energy containing range, the inertial sub-
range and the dissipation range.
In the energy containing range, the large scales are anisotropic and their geometry is
influenced by the mean flow and the boundary conditions. They are characterised by
small wavenumbers. Kinetic energy is piled up at larger scales, up to the point where
breakdown of the large scales takes place and energy is transfered to the smaller scales.
The parameters that dominate this range are the shear stress and the dissipation rate.
In the inertial subrange, the viscous effects are negligible and kinetic energy is trans-
fered to progressively smaller scales. Kolmogorov’s realisation of the energy spectrum
within the inertial sublayer is given by
E(k) = C2/3k−5/3 ,
where C is a universal constant.
Finally, the last range of the energy spectrum is the dissipation range. This region is
characterised by the smallest possible scales (high wavenumbers). The viscous effects
are present and dissipate energy into heat. The dominant parameters are the kinematic
viscosity and the dissipation rate.
1.3 Numerical Models
Experimental studies provide essential information about one of the most complicated
flow fields. However, they can be relatively expensive, time consuming and produce
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limited data. In order to overcome the experimental drawbacks, CFD has gained pop-
ularity as a new analysis tool during the last decades. CFD allows for combinations of
solution parameters in one single case without being unaffordable in CPU requirements
and without any scaling of the model.
Numerical modelling in the field of building aerodynamics has to face several chal-
lenges. Firstly, an accurate representation of the wind profile in an urban area and any
effects that the building structures have upon it requires good knowledge of the fea-
tures of the ABL and mean speed and turbulent data. Often though, it is not possible to
extract this information from the available meteorological data. Additionally, modern
urban areas involve complex geometries and topologies that result into a challenging
domain discretisation.
As mentioned in Section 1.2.2, turbulence consists of eddies appearing in different
sizes. Depending on the scales of the vortical structures that are resolved or mod-
elled, there are three main numerical approaches: Direct Numerical Simulation (DNS),
Large Eddy Simulation (LES) and Reynolds Averaged Numerical Simulation (RANS).
More precisely, all scales are modelled in RANS, whereas the large scales are resolved
and the smallest are modelled in LES. Finally, the complete range of scales, even the
smallest ones, are captured by the DNS. A fourth approach called Implicit Large Eddy
Simulation (ILES) has also been introduced. Although ILES belongs to the family
of LES, it is considered simpler and more computational efficient than classical LES.
In order to provide the reader with an insight into the advances of each approach, a
description of all the available numerical approaches will follow.
Direct Numerical Simulation (DNS)
DNS is considered the most accurate approach to simulate turbulence. The Navier-
Stokes equations are solved directly without any additional turbulence model. Thus,
DNS is free from any modelling errors. Since all motions are captured, excessive grid
refinement is required in order to resolve all scales even the smallest ones including the
Kolmogorov microscales. To meet this requirement, the total number of grid points (in
one dimension) is proportional to the ratio of characteristic length over Kolmogorov
length scale, l/η = Re3/4. Therefore, for a three dimensional case the number of grid
points reaches the value of Re9/4. Additionally, the time step is limited by the short
lifetime of Kolmogorov microscales which leads to a total number of time steps of
order of Re3/4.
The cost of DNS is calculated from the product of the total number of grid points and
time steps, according to which the total cost is estimated as Re3. Based on the last
remark, it can be said that the computational cost of DNS increases rapidly with an
increasing Reynolds number. It becomes clear that DNS is limited to simulate flows
on low Reynolds numbers due to its prohibitive computational cost. The restriction
is the reason why DNS cannot be used as a design tool for industrial applications,
but only as a research tool for understanding the mechanisms of turbulence. In the
future, the rapid technological progress might allow computers with sufficient speed
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and memory to resolve turbulent flows at high Reynolds numbers.
Very few DNS studies of flows around solid obstacles are reported in the literature.
Therefore only three conducted by Hwang and Yang [39], Yakhot et al. [89] and Coceal
et al. [14] as validation studies against experimental studies are mentioned here.
A very detailed description of the vortical structure around a single element located in
a channel was provided in the work of Hwang and Yang [39]. The changes in flow
structure at the front and the rear of the building were discussed in cases where the
Reynolds number was ranging from 5 to 3500. Specifically, it was found that the
horseshoe vortex became visible only when the Reynolds number was increased above
300. Any further increase in Reynolds number led to an increase in the number of vor-
tices appearing in pairs. An equation defining the relationship between the Reynolds
number and the distance between the saddle point and the upstream face of the build-
ing was defined as well. Finally, it was stated that despite the fact that the windward
region was steady, the leeward region was turbulent even at low Re.
A DNS study of flows around a cube in a fully developed channel flow was performed
by Yakhot et al. [89] as part of investigating the applicability of the immersed boundary
method to turbulent flows. The study involved flows at Reynolds number of 5610.
From the results, it was noticed that the flow reattached at the top of the cube and that
the recirculation region in the wake of the cube appeared shorter than the one described
in the experimental study of flows at Reynolds numbers of 40000 by Martinuzzi and
Tropea [53]. However, comparisons with existing experimental studies were found to
be in good agreement with the DNS data when mean and turbulent statistics were used.
Finally, a recent DNS study by Coceal et al. [14] is reported in the literature involv-
ing flows within cubic obstacles representing urbanlike areas. The results revealed
that the flow features between aligned and staggered arrays were completely different,
indicating the high dependency of the vortical structure upon the building configura-
tion. Comparisons with experimental data in terms of mean flow statistics showed
very good agreement. The importance of the specific DNS study lies in the fact that
through the detailed resolution of the flow, essential information was gathered for the
characteristics of turbulence around roughness elements.
Reynolds Averaged Navier Stokes (RANS)
The most popular approach for engineering applications is the Reynolds Averaged
Navier Stokes (hereafter RANS). RANS was named after Osborne Reynolds, accord-
ing to whom the instantaneous flow properties can be decomposed into an averaged
and a fluctuating part. Consequently, the instantaneous variables in Navier Stokes
equations are replaced by the sum of these two components. However, this transfor-
mation results in additional unknowns, the so-called Reynolds stresses. For the sake of
system closure, a turbulence model has to be introduced, most of the time in the form
of additional PDEs. It becomes clear, due to the complexity of each turbulent flow, that
it is unlikely that they can be represented by one single model.
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A review of the most representative studies using the Standard k- RANS model will be
discussed here. The robustness and reduced requirements in CPU time of the RANS
model was presented in the work of Ehrhard and Moussiopoulos [22]. However, it
overpredicts the turbulent kinetic energy near stagnation points and specifically at the
leeward face of a single cube. Studies testing the ability of RANS in predicting the
complex flow around cubical models for moderate and high Reynolds numbers are
reported in Tutar and Oguz [81]. In Tutar and Oguz [81], the performance of two
RANS models, the Standard and the RNG k-, was investigated for three test cases
involving flows around one, two and nine building structures. The results showed that
the accurate prediction of the basic flow features depended on the choice of turbulence
model and grid resolution. It was found that RNG model produced data that was in
better agreement with available experimental data when compared with the Standard
k- model, which failed in predicting the anisotropy of turbulence. Regarding the
channeling effect, it was observed that an increase of the width of the passage between
buildings resulted in an increase of the length of the recirculation region. Therefore,
the strength of the vortical structures and the velocity magnitude within the passage
were reduced.
In Murakami [58, 59], it is stated that RANS appears to be inaccurate in the near wall
region. Specifically, it is noted that it fails to accurately predict the complex flow
pattern around a surface mounted obstacle representing a building. The reason lies
in the oveprediction of kinetic energy near the stagnation points due to inability to
accurately calculate the adverse pressure gradient at the frontal face of a cube.
Large Eddy Simulation (LES)
Although great advances have been made in the field of numerical modelling, difficul-
ties still remain due to the high complexity of the flow field. With the rapid increase
in computer technology, Large Eddy Simulation (hereafter LES) has been developed
in order to bridge the gap of computational expense between DNS and RANS. LES,
derived from the pioneering work of Smagorinsky [71], can be used for simulating
three dimensional time dependent problems at higher Reynolds number. LES exhibits
superior performance in comparison with RANS without requiring the high refined
computational grids of DNS.
According to Kolmogorov’s theory, large eddies depend on the mean flow conditions
whereas the small eddies have an universal character for all types of turbulence. Hence,
large eddies can be calculated explicitly while the small ones (also referred as sub grid
scales) are modelled, using most of the times, a sub-grid scale model (hereafter SGS).
In classical LES, the separation of the large from the small scales is obtained by using
filters. Filters associated with both spatial and temporal cutoff scales can be employed.
However, the spatial filters, written as G(x,∆) where ∆ is the filter width, are the most
commonly applied ones in the context of LES.
Assume the incompressible Euler set of equations as given below
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∇ · u = 0 , (1.3.1)
∂u
∂t
+ ∇ · (u ⊗ u) + 1
ρ
∇p = 0 (1.3.2)
where u, t, ρ and p are the velocity vector, time, density and pressure, respectively.
Once the filtering operation has been performed, variable f , which stands for any of
the variables appearing in the equations above, is decomposed into f = ¯f + f ′ where
¯f = G(x,∆) · f is the resolved and f ′ is the sub grid part. Therefore, the filtered form
of Equation 1.3.1 and 1.3.2 is
∇ · u = 0 , (1.3.3)
∂u
∂t
+ ∇ · (u ⊗ u) + 1
ρ
∇p = −∇ · τsgs − m; (1.3.4)
where τsgs is the subgrid scale stress tensor and m is the commutation error term.
Commutation errors occur in near wall regions and on stretched or non uniform grids
where the differential operators do not commute with the filtering procedure, ∂ f
∂x
,
∂ f
∂x
.
It is possible that commutations errors may not arise in cases where uniform grids
are used and the ∆ is constant [18]. Truncation errors are also originated from the
discretisation of the above equations. Generally, the effect on the solution of this type
of errors is assumed negligible and it is omitted. However, this assumption is not
always valid [25].
The subgrid stress tensor, τsgs, in Equation 1.3.4 is defined as
τsgs = u ⊗ u − u ⊗ u. (1.3.5)
From the filtering procedure u is equal to u + u′, thus Equation 1.3.5 can be written as
τsgs =
(
u ⊗ u − u ⊗ u
)
+
(
u ⊗ u′ + u′ ⊗ u
)
+
(
u′ ⊗ u′
)
, (1.3.6)
where Li j = (u ⊗ u − u ⊗ u) is the Leonard stresses (representing the interactions
between the resolved stresses), Ci j = u ⊗ u′ + u′ ⊗ u is the Cross stress tensor (cor-
responding to the interactions between the unresolved and the resolved stresses) and
finally Ri j = u′ ⊗ u′ is the Reynolds stresses (standing for the interactions between
the unsolved stresses). Despite the above decomposition, it is preferred that the τsgs is
directly modelled as a single unit [18].
Consider now the following equation, which corresponds to the modified form of N-S
in respect to only one dimension,
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Ut + ∇ · E(U) = ∇ · τsgs(U) (1.3.7)
where U stands for the array of the dependent variables and E is the non-linear inviscid
flux vector which will be discussed further in Chapter 2.
For Equation 1.3.7, the most widely applied sudgrid stress model in the context of LES
is the Smagorinsky model [71] and it is given by Equation 1.3.8
τsgs = −C∆2|∇U |∇U , (1.3.8)
where C is a constant and ∆ is the width of the cell. In order to derive the formulation
of the change of global kinetic energy [18], τsgs in Equation 1.3.9 is substituted with
the one given in Equation 1.3.8
¯E =
∫
∂U
∂x
τsgs dx′ . (1.3.9)
Consequently, Equation 1.3.10 is obtained according to which the global kinetic energy
is always decreasing in time. Thus the Smagorinsky model is strictly dissipative.
¯E = −C∆2
∫ ∣∣∣∣∣∂U∂x
∣∣∣∣∣3 dx′ ≤ 0 . (1.3.10)
Apart from its dissipative characteristics, the Smagorinsky model does not take into ac-
count any interactions between the largest unresolved scales and the smallest resolved
scales. In order to overcome these drawbacks, the scale similarity models were de-
veloped. Specifically, Bardina et al. [6] introduced a model in which the subgrid scale
tensor represents the error difference between procedures using two different filter sizes
(2∆ and 4∆). The subgrid stress is then defined as
τsgs = −C∆2∇U∇U (1.3.11)
where as in Equation 1.3.8, C is a constant and ∆ is the width of the cell.
Following the same procedure as above and substituting Equation 1.3.11 into Equation
1.3.9, the change of kinetic energy now becomes
¯E = −C∆2
∫ (
∂U
∂x
)3
dx′. (1.3.12)
Based on Equation 1.3.12, it is concluded that the scale similarity models are hardly
dissipative.
Finally, due their non dissipative character and the fact that they encounter for outscat-
ter and backscatter, the scale similarity models are most of the times used in conjuction
with the Smagorinsky model forming the mixed subgrid scale models [18].
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The popularity of the LES method is evident in the literature. The collection of con-
ducted studies include flows around single and multiple wall mounted obstacles. The
first application of LES to meteorological flows was reported in the work of Dear-
dorff [16]. Since then, many researchers used LES in their studies either for validation
against existing experimental data or as a reference model against RANS models. Im-
portant reviews of LES and comparison studies showing a very good agreement with
experiments can be found in Rodi et al. [66] and Rodi [65].
Validation studies against existing experimental data are reported in the literature, with
some of them being conducted by Shah and Ferziger [70], Sedighi and Farhadi [69],
Krajnovic and Davidson [46] and He and Song [36]. More precisely, in Shah and
Ferziger [70], the flow pattern around a surface mounted cube was calculated at high
Reynolds number. It was concluded that, despite some differences regarding the tur-
bulence kinetic energy profiles, the numerical solution seemed to present a reasonable
agreement with the experiment conducted by Martinuzzi and Tropea [53]. A simi-
lar study investigating the effect of Reynolds number was performed by Sedighi and
Farhadi [69]. The results revealed the presence of more than one horseshoe vortex at
low Reynolds number, whereas with increasing Reynolds number the vortices merge,
forming only one as shown in the study of Martinuzzi and Tropea [53]. It was found
that the higher the Reynolds number, the shorter the length of reattachment and the
higher the values of turbulent intensities and Reynolds stresses at the core of the vor-
tices and the sideways of the cube.
A range of different visualisation techniques were used by Krajnovic and Davidson
[46] in order to illustrate the flow field around an individual cube. Regardless of the
visualisation method, the main features of the flow as described in Martinuzzi and
Tropea [53] were captured, an outcome that verified LES applicability to complex
flows. Finally, in the work of He and Song [36], the performance of LES was tested for
three practical test cases involving different building geometries and wind directions.
Flows around arrays of buildings have been simulated with LES as well. A recent
validation study of Xie and Castro [87] and Xie and Castro [86] produced a comparison
between RANS and LES model. The performance of each model in predicting the flow
in arrays of buildings, consisting of elements with uniform or non uniform height, in
staggered or aligned configurations, was investigated. The RANS approach was found
to be unable to predict the flow in the canopies between the buildings, whereas LES
was more accurate in estimating the unsteadiness of the region. Therefore, RANS
was deemed as inappropriate for simulating these specific kind of flows. Analogous
studies verifying the applicability of LES in building aerodynamics are described in
the investigations of Stoesser et al. [74], Kanda et al. [42] and Cheng et al. [13].
Stoesser et al. [74] examined the applicability of LES to flows within clusters of cubes
at relatively low Reynolds number. More precisely, aligned and staggered cubical
arrays were placed in channels of small and large depth. Good agreement with ex-
perimental and DNS data in terms of mean and fluctuating quantities were obtained
and an accurate representation of the flow structure was achieved. Kanda et al. [42]
investigated the channeling effects between the aligned buildings. Turbulent organised
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structures (TOS) and turbulent statistics were considered for predicting the differences
between urban canopy and vegetation flows. Simulations showed the resemblance of
urban canopy flows to flows within the surface layer. Flows around vegetation were
found analogous to those in mixing layers. Numerical data was in good agreement
with the experimental data especially for the regions above the canopy. However, the
velocity magnitude was underestimated within the building canopy and the velocity
profile depends significantly on the area density between the buildings. Finally, a com-
parison between the Standard k −  RANS model and LES involving flows around a
matrix of cubes at high Reynolds numbers can be found in Cheng et al. [13]. LES
was able to predict all the important flow features and quantitative data was in good
agreement with experimental data. RANS results, however, showed an overestimation
of the length of the recirculation zones in the wake of the cube. Consequently, the
mean streamwise velocity profiles were underestimated upstream at the frontal part.
Although LES seemed to be the most appropriate approach for simulating the com-
plexity of the flows around bluff bodies it was found approximately 100 times more
expensive in CPU time than the Standard k −  RANS model.
So far, it has been proven that LES is reliable in simulating many engineering applica-
tions. However, drawbacks exist associated with the approach’s potential in the field
of wall bounded flows. With the scales becoming smaller and smaller in the near wall
region, two options are available: either to modify the SGS model or to use wall mod-
els. However, both options could increase the complexity of the SGS model rapidly
and become unaffordable in high Reynolds numbers [27].
Implicit Large Eddy Simulation (ILES)
Based on the idea of Von Neumann and Richtmyer [84] for shock capturing, back in
the 50’s, a trend of abandoning the conventional LES and use implicit instead of ex-
plicit SGS models was first introduced by Boris et al. [8]. The new method was named
Implicit Large Eddy Simulation (hereafter ILES). The ILES approach comprised high
resolution methods for solving the non linear inviscid part of the equations and fi-
nite volume differencing. In Drikakis and Rider [18], it was shown that the specific
combination naturally generated a truncation error that not only appeared in the same
divergence form as the sub grid scale stress tensor in classical LES but also had similar
effects on the solution. In this section the similarities and differences between LES and
ILES will be discussed as well as presenting the ILES field of applications.
Since no explicit filter is required, the subgrid scale stress tensor and the commutation
error are emitted. Their place is taken by the truncation error, τ, and Equation 1.3.4 is
now written as below
∂u¯
∂t
+ ∇ · (u¯ ⊗ u¯) + 1
ρ
¯∇p = −∇ · τ. (1.3.13)
The over-bars appearing in Equation 1.3.13 correspond to averages obtained from the
finite volume formulation (which can be considered as implicit filtering) in contrast
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with LES where they denote the filtered grid scales. High order discretisation and
fine grid resolution ensure that the leading truncation error remains small and provides
adequate dissipation in order to satisfy the SGS properties and produce physical results
[21, 28].
In order to demonstrate the similarities between the subgrid stress tensor in LES, τsgs,
and the truncation error term in ILES, τ, Drikakis and Rider [18] focused on investi-
gating the spatial errors in one dimensional equation of the following formulation
Un+1j = Unj −
∆t
∆x
[
E j+1/2 − E j−1/2
]
, (1.3.14)
where U stands for the array of the dependent variables and E is the non-linear inviscid
flux vector as mentioned above in Section 1.3. The superscript n denotes the current
time level and the subscript j represents the position in space. When the flow field is
approximated via piecewise constant discretisation, the dependent variables are double
valued at the cell interface. To determine the fluxes using the left and right values
of the conserved variables a reconstruction step and a Riemann solver are used (a
more detailed description of high resolution methods is given in Section 2.3). The
transported fluxes at the cell boundary are then given by
E j+1/2 =
1
2
[
E j+1/2,R + E j+1/2,L
]
−
|E′|
2
[
U j+1/2,R − U j+1/2,L
]
, (1.3.15)
with E′ being equal to ∂E/∂U.
As found in Drikakis and Rider [18], the general form of the modified Equation 1.3.14,
produced a truncation term at second order of accuracy given by
τ = −c1∆
2E′∇2U − c2∆2E′′ (∇U∇U) , (1.3.16)
where c1 and c2 are two constants depending on the discretisation scheme and ∆ is
the cell width. Clearly, the leading term of the truncation error is identical to scale-
similarity subgrid model in conventional LES (see Equation 1.3.11). Therefore, the
SGS properties are satisfied without the need for an explicit subgrid model thus the
ILES approach is proven simpler and more computationally efficient.
A limited number of studies using ILES for simulating incompressible flows around
bluff bodies can be found in Fureby et al. [23]. The first study dealt with the flow past
a circular cylinder at Reynolds numbers of 3900 and 140000. Results obtained with
various models including two variants of LES models, ILES coupled with FTC limiter
and a wall model, two RANS models, the Reynolds stress equation model and finally
DNS were compared against experimental data. Mean streamwise velocity profiles
at cross sections revealed very good agreement with the experimental data and there
was no obvious difference in the results when the LES and the ILES models are used.
Nevertheless, RANS was the least accurate among all. Comparisons along the center-
line showed that the LES models were underpredicting the velocity profile to a small
extent, whereas the ILES maintained its accuracy in prediction.
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Flow around a surface mounted cube representing a prototype for flows around build-
ings, was used in order to investigate the performance of ILES [23]. Data produced
from this study was compared against the experimental study of Martinuzzi and Tropea
[53] and the LES study found in Rodi [65].The simulated flow features were found to
show accurate representation of the flow physics apart from the location of the horse-
shoe vortex which was expected to be closer to the upstream face of the cube and the
size of the recirculation zone at the wake. However, the time averaged velocity profiles
provide reasonable agreement with the experimental data.
Regarding the limited number of cases dealing with environmental flows, it becomes
clear that the field of modelling urban areas using ILES has not been explored yet.
1.4 Aims and Objectives
Many environmental flows are inherently turbulent, but in cases where wall mounted
obstacles are interfering, the complexity of the flow field is rapidly increased. The
accurate representation of this type of flow is of great interest in many engineering
applications involving pedestrian comfort, pollutant dispersion and urban design. Im-
portant experimental work has been conducted, providing essential information about
the physics of the flows. With the rapid technological progress, Computational Fluid
Dynamics became a new analysis tool promising accurate prediction of the flows with
reduced expense. However, increased accuracy may result in a complex numerical
formulation and unaffordable CPU time requirements. The challenge in CFD is to de-
velop a universal model able to be applied in every turbulent flow with the same degree
of accuracy and with the simplest possible formulation.
To date, the most promising approach in simulating turbulent flows is the Large Eddy
Simulation. However, the requirements of a subgrid model depending on the flow un-
der investigation and grid resolution places LES in the category of relatively expensive
numerical methods. In the same family of approaches, Implicit Large Eddy Simula-
tion is gaining popularity due to its implicit treatment of turbulence. However, in the
field of ILES there are still many unexplored regions regarding its mechanisms and its
applicability to all turbulent flows.
The aim of this thesis is to evaluate the applicability of Implicit Large Eddy Simulation
to flows around model-buildings pertinent to environmental flows in urban areas. The
choice of simulating flows within arrays of obstacles lies on the fact that the case
specific boundary conditions (fully periodic conditions) remove the need for setting
appropriate inlet conditions as it would have been required for flows around a single
obstacle. Additionally, the flow pattern within a matrix of models shares some of the
key features found around a single isolated model, however, the flow in an obstacle’s
wake is always affected by the presence of its neighboring ones.
The specific objectives are:
• Evaluate the performance of ILES and analyse the physics involved in flows
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around uniform height urban-like roughness elements and validate against avail-
able experimental, DNS and LES data,
• Evaluate the flow topology in a more complex case regarding non uniform height
elements.
The content of this thesis is outlined as follows:
Chapter 1. Introduction to the basic ideas of atmospheric boundary layer, building
aerodynamics and turbulence.
Chapter 2. Description of the governing equations and the numerical framework.
Chapter 3. ILES of flows around arrays of uniform height wall roughness elements in
staggered configuration.
Chapter 4. ILES of flows around arrays of non uniform height roughness elements in
staggered configuration.
Chapter 5. A summary of this thesis, conclusions extracted and recommendations for
future work.
Additional detailed information complementing the main body of the thesis is provided
in the appendices.
C H A P T E R 2
Numerical Approach
A three dimensional unsteady compressible solver is used for the numerical simu-lations of this study. Although the flows under investigation are incompressible,
it was decided to proceed with the compressible solver based on the fact that initial
attempts to simulate high order schemes with an incompressible code at moderate to
high Reynolds numbers produced results with less efficiency than the compressible
code. Therefore, throughout the description of the numerical framework, the flow will
be denoted as compressible with low Mach number features.
A finite volume method is applied by using a curvilinear coordinate system and the
fluid’s governing equations are solved by employing a number of space and time dis-
cretization schemes. More precisely, different approaches are used for the spatial
discretisation of the inviscid and viscous fluxes. For the former, a high-resolution
Godunov-type method, whereas for the latter a central difference scheme are used.
The time integration is obtained by explicit Runge Kutta methods. Finally, the code
allows for parallel computing and domain decomposition.
2.1 Governing Equations
The motion of a fluid is described by a set of fundamental equations, the Navier Stokes
equations (hereafter N-S), for continuity, momentum and energy. These equations
are the mathematical expressions for the three fundamental conservation laws (Mass
Conservation, Newton’s Second Law, First Law of Thermodynamics) upon which all
fluid dynamics is founded [2].
The set of N-S for an unsteady three dimensional compressible viscous fluid flow in
conservation form is displayed below:
Continuity Equation
∂ρ
∂t
+ ∇ · (ρu) = 0 , (2.1.1)
Momentum Equation
∂ρu
∂t
+ ∇ · (ρu ⊗ u) = +∇ · S , (2.1.2)
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Energy Equation
∂e
∂t
+ ∇ · (eu) = +∇ · (S · u) − ∇ · q , (2.1.3)
where u represents the velocity components along all three directions, ρ the density, e
the total energy per unit volume and q the heat flux. The stress tensor S denotes fluid’s
stress in terms of thermodynamic pressure p and the viscous stresses [18, 83]. The
stress tensor S can be written as
S = −p I + T , (2.1.4)
where I is the unity tensor
I =

1 0 0
0 1 0
0 0 1
 , (2.1.5)
and T is the viscous stress tensor
T =

τxx τxy τxz
τyx τyy τyz
τzx τzy τzz
 . (2.1.6)
A complete description of T is given in Appendix A.
The heat flux q expresses the net rates of heat transfer across the boundaries of a
volume due to temperature gradients. Their mathematical relation is given by Fourier’s
heat conduction law
q = −κ∇T , (2.1.7)
where κ is the thermal conductivity coefficient and T is the temperature.
When counting the number of equations and unknown variables in the N-S equations
as described above, it is noticed that the number of equations is less than the number
of variables; five equations whereas six variables. In order to close the set of N-S, the
gas is assumed to be a perfect gas (negligible inter molecular forces) and the thermal
equation of state is used,
p = ρRT , (2.1.8)
where the gas constant of air is typically R = 287.05 Nm/(kg · K).
Based on the above assumption, an unknown T is introduced which leads to a second
assumption that the perfect gas is calorically perfect (constant specific heats). Tem-
perature T is then related to internal energy ei according to the caloric equation of
state
ei = cvT . (2.1.9)
Additional relations specifying the constant specific heats cv and cp and the ratio of
specific heats γ are given as
cp − cv = R , cv =
R
γ − 1
, cp =
γR
γ − 1
, γ =
cp
cv
. (2.1.10)
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The typical value of γ for air is equal to 1.4.
The total energy per unit volume is often defined as the summation of internal energy
per unit volume and kinetic energy per unit volume. Thus, the energy equation can be
written as
e =
p
γ − 1
+
ρ
2
(
u2 + v2 + w2
)
. (2.1.11)
Complementary equations indicating the fluid’s properties should be introduced as
well. The relation between the dynamic viscosity coefficient µ and absolute tempera-
ture T of an ideal gas is expressed in Sutherland’s law
µ = µ0
(
T
T0
)3/2 T0 + 110.4K
T + 110.4K , (2.1.12)
where T is in Kelvin and the reference viscosity is µ0 = 1.7894× 10−5 kg/(m · s) at the
reference temperature T0 = 288.16 K.
The last coefficient to be defined is the thermal conductivity coefficient κ. In Anderson
[2] it is stated that when the fluid is assumed to be a perfect gas, Prandtl number (Pr)
is constant (approximately equal to 0.71) and κ can be obtained by solving:
Pr =
cpµ
κ
, (2.1.13)
Before closing this section, it should be mentioned that the variables in the N-S are of-
ten replaced by their dimensionless counterparts. Non dimensionalisation of the flow
field parameters simplifies the physical system by removing the units of the variables,
a very useful transformation especially when numerical simulation techniques are ap-
plied and validated against experiments.
Non-dimensionalisation is attained by scaling all variables that appear in the N-S with
basic reference quantities for the density (ρ∞), flow velocity (u∞), dynamic viscosity
(µ∞) and length (l∞). The scaled dimensionless variables are the following
t∗ =
t
l∞/u∞
, x∗ =
x
l∞
, y∗ =
y
l∞
, z∗ =
z
l∞
,
ρ∗ =
ρ
ρ∞
, u∗ =
u
u∞
, v∗ =
v
u∞
, w∗ =
w
u∞
, (2.1.14)
e∗ =
e
ρ∞u2∞
, p∗ =
p
ρ∞u2∞
, µ∗ =
µ
µ∞
.
Specifically, l∞ corresponds to the reference length scale, ρ∞ to the free stream density
whereas the values of u∞ and µ∞ are derived from Equation 2.1.15.The calculation of
µ∞ is determined in such way that the numerical Reynolds number and the reference
Reynolds number provided by the experiment are consistent.
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u∞ = M
√
γp
ρ
, µ∞ =
u∞
Ur
µr (2.1.15)
where M is the Mach number, p the pressure, ρ the density and finally Ur the free
stream velocity.
All variables in the N-S can now be replaced by their dimensionless counterparts and
therefore the new set of N-S is written in the following form
∂ρ∗
∂t∗
+ ∇ · (ρ∗u∗i ) = 0 , (2.1.16)
∂ρ∗u∗i
∂t∗
+ ∇ · (ρ∗u∗i ⊗ u∗i ) = −∇ · S∗ , (2.1.17)
∂e∗
∂t∗
+ ∇ · (e∗u∗i ) = −∇ · (S∗ · u∗i ) − ∇ · q∗ , (2.1.18)
where u∗i is the non dimensional velocity vector, q∗ is the non dimensional heat flux
defined as
q∗ =
γ
Pr
∇T ∗ , (2.1.19)
and S∗ is the non-dimensional stress tensor given by
S∗ = −p∗I + 1
Re
T∗ (2.1.20)
where Re is the Reynolds number given by
Re =
ρ∞u∞l∞
µ∞
. (2.1.21)
Hereafter, all variables will be considered dimensionless and the superscript ∗ will be
omitted for clarity.
2.1.1 Cartesian And Curvilinear Equations in Matrix Form
The set of N-S for compressible flows, Equations 2.1.16 to 2.1.18, can be handled as a
single equation. The equation consists of vectors representing the unknown variables
as well as the inviscid and viscous fluxes. The usefulness of having only one equation
lies on the fact that the number of algebraic operations is minimised, thus the complex-
ity of developing CFD codes is reduced. The conservative matrix form of the N-S in
Cartesian coordinates is given by:
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∂U
∂t
+
∂E
∂x
+
∂F
∂y
+
∂G
∂z
=
∂L
∂x
+
∂M
∂y
+
∂N
∂z
, (2.1.22)
where U is the unknown solution vector; E,F,G and L,M,N correspond to the inviscid
and viscous Cartesian fluxes respectively,
U =

ρ
ρu
ρv
ρw
e

, E =

ρu
ρu2 + p
ρvu
ρwu
(e + p)u

, F =

ρv
ρuv
ρv2 + p
ρwv
(e + p)v

, G =

ρw
ρuw
ρvw
ρw2 + p
(e + p)w

,
L =
1
Re

0
τxx
τxy
τxz
uτxx + vτxy + wτxz − qx

, M =
1
Re

0
τyx
τyy
τyz
uτyx + vτyy + wτyz − qy

,
N = 1
Re

0
τzx
τzy
τzz
uτzx + vτzy + wτzz − qz

. (2.1.23)
In Equation 2.1.23, qx,y,z represent the net rates of heat transfer along x-, y- and z-
direction and τi j stand for the viscous stress as described in Appendix A.
Most CFD applications do not deal with simple geometries and cannot be represented
by Cartesian coordinates. A transformation of the Cartesian coordinates to curvilinear
coordinates is required. The transformation is obtained using the Jacobian [18, 31].
Equation 2.1.22 is multiplied with the Jacobian determinant (hereafter J) and the Carte-
sian (x, y, z) coordinates are replaced with the curvilinear (ξ, η, ζ) counterparts. The
Jacobian determinant can be written as
J =
∣∣∣∣∣ ∂(x, y, z)∂(ξ, η, ζ)
∣∣∣∣∣ = xξ (yηzζ − yζzη) + yξ (zηxζ − zζxη) + zξ (xηyζ − xζyη) , (2.1.24)
where ξ = ξ(x, y, z, t), η = η(x, y, z, t), ζ = ζ(x, y, z, t) and τ = t
The independent variables appear in the form of derivatives in the equations therefore
the derivatives should be transformed from (x, y, z) space to (ξ, η, ζ) space. The deriva-
tive transformation will be achieved by following the chain rule of differential calculus
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as shown below
∂
∂x
=
(
∂
∂ξ
)
∂ξ
∂x
+
(
∂
∂η
)
∂η
∂x
+
(
∂
∂ζ
)
∂ζ
∂x
,
∂
∂y
=
(
∂
∂ξ
)
∂ξ
∂y
+
(
∂
∂η
)
∂η
∂y
+
(
∂
∂ζ
)
∂ζ
∂y
,
∂
∂z
=
(
∂
∂ξ
)
∂ξ
∂z
+
(
∂
∂η
)
∂η
∂z
+
(
∂
∂ζ
)
∂ζ
∂z
,
∂
∂t
=
∂
∂τ
.
(2.1.25)
As a result, the fluxes in curvilinear coordinates using the Jacobian matrix are written
as
Inviscid f luxes =

˜E = J(E ∂ξ
∂x
+ F∂ξ
∂y + G
∂ξ
∂z
),
˜F = J(E∂η
∂x
+ F∂η
∂y + G
∂η
∂z
),
˜G = J(E ∂ζ
∂x
+ F∂ζ
∂y + G
∂ζ
∂z
).
(2.1.26)
Viscous f luxes =

˜L = J(L ∂ξ
∂x
+ M∂ξ
∂y + N
∂ξ
∂z
),
˜M = J(L∂η
∂x
+ M∂η
∂y + N
∂η
∂z
),
˜N = J(L ∂ζ
∂x
+ M∂ζ
∂y + N
∂ζ
∂z
),
(2.1.27)
Finally, the new system of compressible N-S in curvilinear coordinates is given by
Equation 2.1.28:
∂ ˜U
∂t
+
∂ ˜E
∂ξ
+
∂ ˜F
∂η
+
∂ ˜G
∂ζ
=
∂ ˜L
∂ξ
+
∂ ˜M
∂η
+
∂ ˜N
∂ζ
, (2.1.28)
where
˜U = JU (2.1.29)
In the sections that follow, any reference to the set of N-S will assume Equation 2.1.28.
2.2 The Finite Volume Concept
The governing equations are solved using a Finite Volume method. According to this
specific concept the domain under investigation is divided into a number of control
volumes (or finite volumes).They can be of any shape therefore this method is suitable
for unstructured grids and complex geometries. The derivatives in space are discretised
at the centre of the control volume (i, j, k) using the inter-cell flux values across the
faces. A schematic representation of the discretisation scheme is given in Figure 2.1.
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(i + 1/2, j, k)(i − 1/2, j, k)
(i, j + 1/2, k)
(i, j − 1/2, k)
(i, j, k + 1/2)
(i, j, k − 1/2)
(i, j, k)
ξ
η
ζ
Figure 2.1: Three-dimensional notation for a finite volume [30]
Consequently, for piecewise constant fluxes, Equation 2.1.28 can be written as
∂U
∂t
= −
Ei+1/2, j,k − Ei−1/2, j,k
∆ξ
−
Fi, j+1/2,k − Fi, j−1/2,k
∆η
−
Gi, j,k+1/2 − Gi, j,k−1/2
∆ζ
+
Li+1/2, j,k − Li−1/2, j,k
∆ξ
+
Mi, j+1/2,k − Mi, j−1/2,k
∆η
+
Ni, j,k+1/2 − Ni, j,k−1/2
∆ζ
,
(2.2.1)
or
∂U
∂t
= RHS (2.2.2)
All the discretised fluxes comprising the right-hand side (RHS) of the equation are
calculated independently and once obtained they are added up. The complete system
is then integrated in time.
The inviscid fluxes, E, F and G, are non-linear and their spatial discretisation involves a
Riemann solver and high resolution reconstruction methods, whereas the linear viscous
fluxes L, M and N, are simply given by a central difference scheme.
2.3 High-Resolution Methods
High-resolution methods are non-linear methods even when the equations they approx-
imate are linear. They are designed to eliminate or reduce oscillations in areas where
shock waves occur and the variables are discontinuous. They also allow higher than 1st
order of accuracy when the solution is smooth. To achieve the above, they introduce
non-linear differencing methods where the computational stencil is a function of space
and time. The stencil adapts itself depending on the local solution in order to produce
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physical results even in areas characterised by high gradients.These are the main dif-
ferences between high-resolution methods and non-linear adaptive methods (such as
the non-linear combination of two 1st order methods) and yet not high-resolution.
According to Harten’s definition [34], high-resolution methods have the following
properties:
1. Provide at least second order of accuracy in smooth areas of the flow.
2. Produce numerical solutions relatively free from spurious oscillations,
3. In the case of discontinuities, the number of grid points in the transition zone
containing the shock wave is smaller in comparison with that of first order mono-
tone methods.
In numerical approaches where the flow field is approximated via piecewise constant
discretisation, which represents the volumetric averages of the exact problem, the con-
served variables are double valued at cell edges. In order to reduce those disconti-
nuities, high-resolution methods introduce an interpolation step that reconstructs the
variables in such way that they are a more accurate representation of the exact solu-
tion. With the reconstructed left and right cell values obtained, the next step to be taken
is to apply a Riemann solver.
During the last decades, a number of high-resolution schemes were introduced with the
most popular being the Monotonic Upwind Scheme for Conservation Laws, the essen-
tially nonoscillatory and the weighted essentially nonoscillatory. Some of the schemes
are also utilising the so called slope limiters. The limiters are correction mechanisms
that ensure that the reconstructed values satisfy at least one of the three properties
of high resolution methods (Monotonicity Preserving, Total Variation Diminishing or
Monotone) and that the generation of oscillations is avoided near discontinuities.
As part of this thesis, two reconstruction schemes were used for the interpolation step
with different orders of accuracy. These are the Monotonic Upwind Scheme for Scalar
Conservation Laws (MUSCL) by van Leer [82] and the Weighted Essentially Non-
Oscillatory (WENO) scheme by Liu et al. [51].
2.3.1 MUSCL Schemes
The interpolation formula for calculating the left and right states of the conservative
variables using the MUSCL schemes according to Toro [80] is
UL,i+1/2 =Ui +
1
4
[
(1 − k) φ (rL) (Ui − Ui−1) + (1 + k) φ
(
1
rL
)
(Ui+1 − Ui)
]
,
UR,i+1/2 =Ui+1 −
1
4
[
(1 − k) φ (rR) (Ui+2 − Ui+1) + (1 + k) φ
(
1
rR
)
(Ui+1 − Ui)
]
,
(2.3.1)
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where −1 ≤ k ≤ 1 and φ is a limiter function based on the slopes of the conserved
variables. Different variants of the MUSCL scheme are produced depending on the
value of k from fully upwind for k = −1, centrered scheme for k = 0.
Second-order limiters. The definition of second-order accurate limiter mechanisms
is given by the left and the right ratio of the slopes of the cell averaged conserved
variables at (i − 1), (i), (i + 1) and (i + 2),
rL =
Ui+1 − Ui
Ui − Ui−1
,
rR =
Ui+1 − Ui
Ui+2 − Ui+1
.
(2.3.2)
The most popular second-order limiters, satisfying monotonicity and reducing to a
piecewise linear method near local extrema in order to avoid unphysical oscillations,
are the MinMod, Van Leer and Van Albada limiters. They can be found in Laney
[48], LeVeque [49], Toro [80].
The Van Albada limiter (hereafter VA) is employed in this thesis and it is defined as
φVA =
0 if r ≤ 0r(1+r)
1+r2 if r > 0
, (2.3.3)
Fifth-order limiter.
A fifth-order accurate MUSCL scheme proposed by Kim and Kim [43] uses a six-point
stencil (i − 2), (i − 1), (i), (i + 1) (i + 2) and (i + 3). The slope ratios are calculated as
rL,i =
Ui+1 − Ui
Ui − Ui−1
,
rR,i =
Ui − Ui−1
Ui+1 − Ui
,
(2.3.4)
and the limiter φ is calculated by
φ∗L,M5 =
−2/rL,i−1 + 11 + 24rL,i − 3rL,irL,i+1
30 ,
φ∗R,M5 =
−2/rR,i+2 + 11 + 24rR,i+1 − 3rR,i+1rR,i
30 .
(2.3.5)
To ensure monotonicity the function φ is limited and its final form is given by
φ L
R ,M5 = max(0,min(2, 2r LR ,i, φ
∗
L
R ,M5
)) (2.3.6)
2.3.2 WENO Schemes
WENO schemes were introduced in order to overcome any drawbacks that occurred
in ENO schemes while preserving their robustness and high order of accuracy. ENO
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schemes were first proposed by Harten et al. [35]. They do not support any limiter
function, instead they choose the smoothest candidate stencil that is possible to cover
a zone in the computational domain. The stencil adapts to any change of the solution
(for example round off perturbations near zeroes of the solution) and even in smooth
regions where adaptation is not necessary [41].
As new improved schemes, WENO schemes were introduced by Balsara and Shu [5]
and Jiang and Shu [41]. WENO schemes use a convex combination of all the available
stencils instead of using only one in order to interpolate an interface value. A weight
is assigned to each candidate stencil, indicating the contribution to the final result.
The weights are chosen in such a way that smooth regions have higher contributions,
whereas regions near discontinuities have no contribution. WENO schemes can obtain
an accuracy of 2s − 1, with s being the size of the stencil.
The WENO schemes employed in this thesis are 5th and 9th order accurate. However,
only the 5th order WENO scheme will be presented as an example in this section
[56, 57].
Any WENO scheme can be defined by the following general formulation
U j+1/2 =
s∑
k=1
ωkUkj+1/2, (2.3.7)
where Ukj+1/2 is the interpolated value for each stencil at the interface j+ 1/2, ωk is the
weight for each stencil and k = 1...s. Equation 2.3.7 can be used for either the left or
right extrapolated variable.
In Titarev and Toro [79], the weights ωk are calculated as
ωk =
αk∑s
i=1 αi
, (2.3.8)
αk =
ω¯k
( + βk)p , (2.3.9)
where ω¯k are the optimal weights,  is a small positive number used in order to avoid
division by zero in case of smooth flow, βk are the smoothness indicators for each
stencil and p is a free parameter.
For the specific case of the 5th order accurate WENO scheme three stencils are re-
quired. The three available stencils for reconstruction are
S 1 =( j, j + 1, j + 2) ,
S 2 =( j − 1, j, j + 1) ,
S 3 =( j − 2, j − 1, j) .
(2.3.10)
For s = 3, Equation 2.3.7 is written as
U j+1/2 =
3∑
k=1
ωkUkj+1/2 (2.3.11)
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The smoothness indicators are given by
β1 =
13
12
(U j − 2U j+1 + U j+2)2 + 14(3U j − 4U j+1 + U j+2)
2 ,
β2 =
13
12
(U j−1 − 2U j + U j+1)2 + 14(U j−1 − U j+1)
2 ,
β3 =
13
12
(U j−2 − 2U j−1 + U j)2 + 14(U j−2 − 4U j−1 + 3U j)
2
(2.3.12)
and the optimal weights for the left reconstructed variable ULj+1/2 are
ω¯0 =
3
10 , ω¯1 =
3
5 , ω¯2 =
1
10 . (2.3.13)
Since the optiomal weights and the smoothness indicators are known, ULj+1/2 can be
calculated using Equation 2.3.7.
In a similar way the right extrapolated variable URj−1/2 can be found by using the same
smoothness indicators and the following optimal weights obtained by symmetry
ω¯1 =
1
10 , ω¯2 =
3
5 , ω¯3 =
3
10 (2.3.14)
However, in the work of Henrick et al. [37] it is mentioned that the above formulation
does not attain maximum accuracy around critical points. To overcome the problem
and improve the order of accuracy, mapping of the weights has been suggested in
Mosedale [57]. The amended weights are:
ωMk =
α∗k∑3
i=1 α
∗
i
, (2.3.15)
α∗k = gk(ωk) , (2.3.16)
gk(ωk) =
ωk(ω¯k + ω¯2k − 3ω¯kωk + ω2k)
ω¯2k + ωk(1 − 2ω¯k)
. (2.3.17)
2.4 Low Mach Number Modification
The Finite Volume (FV) high-resolution schemes have been successful in simulating
a variety of applications in the context of compressible flows [77]. However, they ex-
hibit poor performance due to excessive numerical dissipation when simulating low
Mach number features. Specifically, Guillard [29] found that when artificial viscosity
is added to stabilise the solution in areas with steep discontinuities, the calculated pres-
sure at the cell interface contained an undesirable scaling factor with respect to Mach
number which led to one order higher pressure. There was no reported analytical study
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in the literature in which the link between the generation of local entropy and kinetic
energy dissipation rate had been investigated. An extensive study was performed by
Thornber et al. [78] on the specific study. Based on the study’s findings, it was stated
that the increase of dissipation in Low Mach numbers was a property of the discrete
system arising from the interaction between the governing equations and the recon-
struction process. Specifically, it was proven that in Finite volume Godunov method,
the local increase of entropy was proportional to the ∆u2
α
where u is the velocity nor-
mal to the cell interface and α is the speed of sound. Therefore, the rate of kinetic
energy was rapidly decreased with decreasing Mach numbers (irreversible dissipation
of kinetic energy under the assumption of low local production of entropy).
In order to improve the scheme so that both compressible and incompressible flows
can simulated accurately, a modification was proposed by Thornber et al. [77]. The
modified numerical approach locally adapts the reconstructed variable in such way
that minimum dissipation is allowed, shock waves are captured and, most importantly,
there is no need for modifying the governing equations. The reconstructed left and
right interface values combined with the Low Mach Correction (hereafter as LM) are
defined as
ULML =
1
2
((1 + Mmin)UL + (1 − Mmin)UR), (2.4.1)
ULMR =
1
2
((1 + Mmin)UR + (1 − Mmin)UL) (2.4.2)
where Mmin = min(1,M).
2.5 Riemann Solver
The reconstructed left and right values at the cell faces lead to discontinuities equiva-
lent to the discontinuous states in the shock tube problem. In order to achieve only one
flux transported through the cell boundary, local Riemann problems need to be solved.
Due to the cost of this procedure, even under the best of circumstances, and the rela-
tively small practical value of an exact Riemann solution, the exact Riemann solvers
have been replaced by approximated Riemann solvers in the vast majority of cases.
The approximate Riemann solvers give a direct approximation of the intercell fluxes.
A wave configuration (distinguishing the constant states of the solution) is assumed
and, given the fact that the wave speeds can be obtained by an algorithm, an approx-
imated expression of the fluxes is produced by applying the integral form of the con-
servation laws. In this thesis, the HLLC solver was applied for solving the inviscid
fluxes as described in Toro [80]. A more detailed description of the solver is given in
the following section.
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2.5.1 HLLC Riemann solver
As mentioned above, the approximate Riemann solver assumes a wave configuration
that separates the constant states of the solution. In the HLL solver, there were two
waves (S L and S R) distinguishing three constant states (UL, UR and the Star interme-
diate region), whereas in the HLLC solver there are three waves and four regions. The
third wave in the HLLC solver represents the missing contact wave. The Star Region
is now split into two regions by the third additional wave.
Once the wave speeds are obtained, they are combined with the constant states of the
variables in order to calculate the fluxes.
According to Toro [80], the fluxes are calculated in the following sequence:
1. Calculate the left and right states of the primitive variables using high-resolution
reconstruction as described in Section 2.3.
2. Estimate the pressure in the star region using the left and right states of the
primitive variables
p∗ =
1
2
(pL + pR) − 12(uR − uL)(ρ¯a¯) ,
where ρ¯ and a¯ are the averaged density and speed of sound respectively
ρ¯ =
1
2
(ρL + ρR), (2.5.1)
a¯ =
1
2
(aL + aR). (2.5.2)
3. Proceed with the calculation of the S L and S R speeds using
S L = uL − aLqL , S R = uR − aRqR ,
with
qK =
{ 1 if p∗ ≤ pK
[1 + γ+12γ (p∗/pK − 1)]
1
2 if p∗ > pK
,
where K indicates the left or right states.
4. Determine the star wave speed
S ∗ =
pR − pL + ρLuL(S L − uL) − ρRuR(S R − uR)
ρL(S L − uL) − ρR(S R − uR) .
5. Calculate the U∗L and U∗R states given by
U∗K = ρK
(
S K − uK
S K − S ∗
)

1
S ∗
vK
wK
EK
ρK
+ (S ∗ − uK)
[
S ∗ + pKρK (S K−uK )
]

.
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6. Obtain the flux by applying the Rankine-Hugoniot conditions
FHLLCi+1/2 =

FL i f 0 ≤ S L
FL + S L(U∗L − UL) i f S L ≤ 0 ≤ S ∗
FR + S R(U∗R − UR) i f S ∗ ≤ 0 ≤ S R
FR i f 0 ≥ S R
.
2.6 Time Marching
The time derivatives appearing in the N-S described in the previous sections indicate
unsteady problems whose solution can be obtained by time marching methods. Ac-
cording to the explicit time marching concept, the dependent variable under investiga-
tion is calculated at all grid points at time n+1 from all the known values at time n. In
this fashion, the solution is progressively obtained by marching in steps of time.
The time integration approach that will be used in this thesis is the explicit Runge-
Kutta method. The Runge-Kutta approaches are directly constructed from a Taylor
series expansions. One of the key advantages is their simplicity when dealing with
time step changes. That can be explained based on the fact that they are self-contained
methods within a time step and they do not require storage across more than one time
step [17, 18]. Higher accuracy is achieved when the number of stages (intermediate
steps on which the current solution will be based on) is increased.
When rearranging Equation 2.1.28, the time derivative can be defined as a summation
of the spatial derivatives
∂U
∂t
= −
∂E
∂ξ
−
∂F
∂η
−
∂G
∂ζ
+
∂L
∂ξ
+
∂M
∂η
+
∂N
∂ζ
= f (U) , (2.6.1)
In this thesis, only a 3rd order Runge-Kutta was used as time integration method. For
the sake of completeness, however, the simplest form of the method (1st order Runge-
Kutta) will be described as well.
2.6.1 First-Order Runge-Kutta
This is the most basic formulation of the Runge-Kutta methods. Only one previous
time step is required in order to obtain the solution for the next time step according to
Un+1 − Un
∆t
= f (Un) , (2.6.2)
with ∆t being the time step, Un+1 = U(t + ∆t) and Un = U(t). The method is first order
accurate in time. The 1st order Runge-Kutta algorithm is also known as the forward
Euler method.
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2.6.2 Third-Order Runge Kutta
There are several Runge-Kutta algorithms of 3rd order accuracy.
The standard 3rd accurate Runge-Kutta method is a modification of the 1st Runge-Kutta
algorithm and it is given by
U1 − Un
∆t
=
1
3 f (U
n) ,
U2 − Un
∆t
=
2
3 f (U
1) ,
Un+1 − Un
∆t
=
1
4
[
f (Un) + 3 f (U2)
]
.
(2.6.3)
The 3rd TVD Runge-Kutta is being commonly used and its formulation, as given in
Drikakis and Rider [18], consists of the following sequence
U1 − Un
∆t
= f (Un) ,
U2 − Un
∆t
=
1
4
[
f (Un) + f (U1)
]
,
Un+1 − Un
∆t
=
1
6
[
f (Un) + 4 f (U2) + f (U1)
]
.
(2.6.4)
2.6.3 CFL Condition
When hyperbolic PDEs are solved numerically using explicit time integration schemes,
the Courant-Friedrichs-Lewy number (hereafter CFL) is used as stability condition.
The CFL number ensures that the global computational time step must be less or equal
than the time it takes for the fastest acoustic wave to travel to the adjacent grid point.
Hence, CFL is defined as
∆t = min
(
J
CFL
λmax
)
, (2.6.5)
where J represents the local cell Jacobian determinant and λ are the associated local
eigenvalues related to the inviscid fluxes E, F, G.
Depending on the time integration scheme, the value of CFL changes in order to reach
a stable solution in time.
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2.7 Parallel Computing
Simulating three dimensional turbulent flows demands high memory storage and high
computational time. The solution to these problems is given via parallel computing.
The physical domain is split into a number of individual blocks which are then assigned
to a number of processors. The governing equations are solved in each one of these
blocks separately, thus, instead of solving one global problem that would have high
requirements in time, several smaller local problems are solved and run in parallel.
A decomposition of a two dimensional grid into four equally sized blocks which are
assigned to four processes is presented in Figure 2.2.
PROCESS 1
PROCESS 3
PROCESS 2
PROCESS 4
GLOBAL DATA GRID
LOCAL DATA GRID
DECOMPOSITION
Figure 2.2: Decomposition of a two-dimensional global data domain over four processes
[30].
For each process to be able to produce a solution to the local block requires communi-
cation and exchange of information among all the adjacent blocks.This communication
is achieved by the MPI-1 standard. Further details on how the MPI procedure operates
can be found in MacDonald et al. [52], Pacheco [61].
2.8 Case Specific Methodology
Two cases investigating the applicability of a number of high resolution schemes in
the context of Implicit Large Eddy Simulation in flows within arrays of roughness
elements will be presented in this thesis. The first case deals with flows within an array
of four cubical elements in staggered configuration, whereas the second one simulates
a more realistic representation of urban areas regarding flows around sixteen buildings
of five different heights in the same alignment as in the first case.
The cases under investigation were simulated using the Compressible Navier Stokes
Solver (hereafter CNS3D), a three dimensional compressible solver implemented in
Fortran 77. The origins of the specific computational code are found in the works of
Drikakis and Tsangaris [20], Drikakis and S. Tsangaris [19] and Zoltak and Drikakis
2.8 Case Specific Methodology 43
[90]. All geometries were meshed in the commercial software GridgenV15 using
multi-block configurations.
The numerical studies had similar set up. To allow direct comparisons with the exper-
imental data specific pre- and post- process procedures needed to be implemented in
the CNS3D solver. The pre- processing procedure comprised of the addition of a con-
stant pressure gradient term in the set of N-S equations right after the reconstruction
step discussed in Section 2.3. Depending on the case under investigation a different
value of the pressure gradient was added. The post- processing procedures involved
the averaging of the numerical flow field ad hoc and also the collection of mean flow
statistics (velocity and turbulent statistics) at a priori specified locations within each
one of the two geometries under investigation.
2.8.1 Numerical Settings
The flows under consideration were simulated in near incompressible condition at
Mach number of 0.2 using a compressible solver. The specific value of M=0.2 was
based on recommendations found in Kokkinakis [44] where the effect of the choice
of the Mach number for a channel flow was investigated. From the results, it was
noticed that the flow at M=0.2 preserved a steady mean value and the variations of
density were below the acceptable maximum incompressible limit of 4%. Therefore,
the above acted as an indication that the solution remained physically sensible when
a compressible solver is used to simulate incompressible flows. In the same extend,
the density variations were also checked for all of the cases under investigation in this
thesis. It was found that they remained at approximately 3% for all cases verifying the
right choice of Mach number.
Fully periodic boundary conditions were imposed along the streamwise and the span-
wise directions simulating infinite building arrays whilst the upper boundary was set
to symmetry. Symmetry condition is an artificial condition that differs from the flow
in the boundary layer. However, this has no effect on the results since the main area
of interest in this thesis is the vicinity of the roughness elements and it was shown in
previous studies [87] that flow above the elements remains almost undisturbed. The
lower boundary of the domain was considered wall, as well as the faces of the rough-
ness elements, thus the no slip condition was chosen. When fully periodic boundary
conditions are imposed to the N-S, a constant pressure gradient or mass flux has to be
added as a forcing term. In Xie and Castro [87], it was concluded that both methods
provide nearly identical results hence choosing a fixed pressure gradient as a driving
force was considered a valid method. The derivation of the constant pressure gradient
was obtained by
∂p
∂x
=
ρu2τ
Ly
, (2.8.1)
where Ly is the height of the computational domain and uτ is the total wall friction
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velocity extracted from the definition of roughness Reynolds number
Reτ =
uτh
v
, (2.8.2)
where h is the height of the cube and v is the kinematic viscosity of the fluid.
Non-dimensionalisation of the pressure gradient was essential in order to be imple-
mented in CNS3D. Although M does not correspond to the experimental free stream
conditions, the solver preserves the same flow conditions (CNS3D simulates the same
Reynolds number as in the experiment) by adapting the viscosity through Sutherland’s
Law. Therefore, the non dimensional experimental pressure gradient should be equal to
the non dimensional numerical one. Non-dimensionalisation of the pressure gradient
using the reference values of the wind tunnel experiment yields
∂p∗
∂x∗
=
h
ρu2
∂p
∂x
, (2.8.3)
where ∂p
∗
∂x∗
denotes the non-dimensional pressure gradient, ρ is the density, h is the
height of the cube and finally u is the free stream velocity.
All flow parameters and dimensions presented from onwards are non-dimensionalised
unless it is stated differently.
2.8.2 Flow Statistics
In order to be able to quantify the flow dynamics a number of flow indicators were
calculated in conjuction with the main flow variables.
Mean Velocities and Turbulence Stresses
Mean profiles of all velocity components were obtained at specific locations indicated
in the experiments. These locations refer to constant streamwise and lateral coordinates
and the profiles were extracted from all the available grid points along the vertical
dimension. Additional flow characteristics such as fluctuating velocities and Reynolds
stresses were calculated at the specific locations as well. A more detailed description
of the averaging procedure is given for the streamwise velocity component U. The rest
of the velocity components are calculated in a similar way. All the mean flow and
turbulent statistics are non-dimensional.
Before proceeding, it is important to specify the time window in which the mean statis-
tics were collected. The starting point was specified by identifying the end of the tran-
sitional state, using the instantaneous velocity time signal at the locations of interest.
A representative example of the signal of the streamwise velocity in the cavity between
two cubes is given in Figure 2.3. As seen, the numerical solution starts to develop at
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tcur = 120; where tcur is the current non-dimensional computational time. Thus, the
averaging procedure begins at tstart = tcur and all data up to that point is discarded.
Figure 2.3: Computational starting point.
Mean flow statistics are gathered at every time step along the y dimension at given
constant x- and z-coordinates. The averaged velocity profile at the specific location is
then extracted from all the available grid points along a line. More precisely, assume
a line that consists of n number of grid points so each grid point can be denoted as
p = 1, ..., n. On each grid point the primitive variables are calculated. In order to
proceed with time averaging, variables keeping the summation of the instantaneous
values at each grid point for every time step need to be defined. The accumulated
variable U is calculated as
U sump = U sum−1p + Up ∆t (2.8.4)
where Up is the instantaneous U velocity at each grid point along the line at each time
step, U sump is the summation of all instantaneous U velocities at each grid point p over
time and finally ∆t is the current time step.
The mean velocity over a time window T is defined as
up =
U sump
T
, (2.8.5)
where T = treal − tstart and treal is the computational time since the beginning of the
simulation.
The fluctuating velocities can now be obtained by
u
′
p = up − Up. (2.8.6)
Finally, the Reynolds stresses are calculated based on the same concept
(u′p)2sum = (u
′
p)2sum−1 + (u
′
p)2 ∆t (2.8.7)
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¯u2 p =
(u′p)2sum
T
(2.8.8)
To ensure solution convergence, the velocity profiles were checked at regular time win-
dows. The solution was considered converged when the changes in the magnitude of
the profiles were small relative to the increase in computational time. A representative
example of a converged solution is given in Figure 2.4. As shown, the difference be-
tween the velocity profiles is significantly reduced as the simulation progressed in time
and finally reaches the point where the profiles almost collide.
Figure 2.4: Effect of the computational time window.
Kinetic Energy Spectrum
Important information for the existence of fully developed turbulence can be derived
from the evolution of eddies in time and space. However, due to the irregular character
of turbulence it is not always possible to obtain information from a large area at any
time instant. Even individual spatial snapshots can be difficult and expensive.
The solution to the problem was given by the Taylor’s hypothesis of frozen turbulence.
According to his hypothesis, under certain conditions where the turbulence is assumed
stationary and homogeneous, the required time for an eddy to go past a fixed point
in space is so small that its change in size is not noticeable. Thus, the turbulence
is considered frozen. Therefore, it is expected that the energy spectrum in time will
exhibit the same behaviour as the energy spectrum in space. In the sections that follow
the distribution of turbulent kinetic energy will be obtained by using the time signal of
instantaneous fluctuating velocity components at fixed points is space.
The fluctuating velocity profiles are decomposed using Fourier analysis, where the en-
ergy spectrum analysis is based on the wavenumber (k) and the decomposed velocity
component. The Fast Fourier Transform (hereafter FFT) used in this thesis is obtained
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by splitting the discrete Fourier transform of N points into two discrete Fourier trans-
forms of N/2 points. One is formed from the even-numbered points and the second
formed from the odd numbered points. The FFT is described by the following equa-
tion
Fk =
N
2 −1∑
j=0
e
2piik j
N
2 f2 j + Wk
N
2 −1∑
j=0
e
2piik j
N
2 f2 j+1 = Fek + WkFok , (2.8.9)
where N is the number of points, k = 1...N, Fok and Fek stand for the kth component of
the Fourier transform of N/2 points formed from the odd- and even-numbered points.
Finally, W is defined as the complex number
W = e
2pii
N . (2.8.10)
Once the Fourier transformation is complete, the turbulent kinetic energy is calculated
by multiplying the decomposed velocity with its complex conjugate;
E(k) = U(k)U∗(k), (2.8.11)
where k is the frequency in the range of kmin = 1T and kmax =
1
2∆t , T is the sampling
time and ∆t the sampling interval. Here, U(k) is the decomposed velocity component
and U∗(k) is the complex conjugate.
The Q-criterion
Visualisation of the flow topology can be obtained by using the Q-criterion, the second
invariant of the velocity gradient, as given by Jeong and Hussain [40].
Q = 1
2
(||Ω||2 − ||S||2) . (2.8.12)
The shear strain rate and vorticity magnitude are defined as
||S||2 = tr(SST ) , and ||Ω||2 = tr(ΩΩT ) , respectively (2.8.13)
where S is the symmetric component of ∇u defined as
S i, j =
1
2
(∂ui
∂x j
+
∂u j
∂xi
) (2.8.14)
and Ω is the anti-symmetric component of ∇u defined as
Ωi, j =
1
2
(∂ui
∂x j
−
∂u j
∂xi
) . (2.8.15)
This specific method enables the comparison between the numerical schemes in terms
of accurate prediction of the smallest possible length scales.
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C H A P T E R 3
Uniform Height Building Array
IN this chapter, the performance of four high-resolution schemes in the context ofImplicit Large Eddy Simulation and their sensitivity to low Mach number features
is assessed for flow in an array of four uniform height cubical elements in staggered
configuration. The systematic evaluation of the schemes involves direct validation
against wind tunnel data available in Cheng and Castro [12], and comparisons with
DNS and LES studies conducted by Coceal et al. [14] and Xie and Castro [87], respec-
tively. To facilitate direct comparisons, the numerical grid and settings were based on
information extracted from both the experimental and the numerical studies.
3.1 Numerical Details and Settings
Real urban environment is characterised by randomness of building height, shape,
alignment and area density. Therefore, it is rather impossible for a wind tunnel model
to combine and investigate such a large number of characteristic variables. In Cheng
and Castro [12], only the effects of building height and alignment were investigated,
whereas the rest of the parameters remained constant. Consequently, the size of a
repeating unit was determined in order to permit variability of building height while
preventing significant flow development at the same time.
Two cases described in Cheng and Castro [12] were chosen as part of this thesis. The
first case deals with flow within a matrix of four uniform height cubical elements in
staggered alignment whereas the second case concerns with a more complex case of
flow around sixteen buildings of non-uniform heights in a similar arrangement. The
latter will be the subject of Chapter 4.
Domain Decomposition
The three dimensional computational domain consists of four repeating units arranged
in regular staggered manner. Each unit consists of a one cube with a 25% covering
area as shown in Figure 3.1(a).
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(a) One cube repeating unit.
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(c) Computational domain.
Figure 3.1: Three dimensional illustration of the domain.
The size of the domain is Lx x Ly x Lz = 4h x 4h x 4h, where h = 0.02m is the cube
height as described in the LES study of Xie and Castro [87]. A representation of the
computational domain is given in Figure 3.1(c). The domain appears relative small to
be able to capture all the scales of turbulence. However, in the DNS study of Coceal
et al. [14], it is stated that the mean velocity and turbulence statistics almost identical
to those obtained with larger size domains, apart from the area near the top boundary.
Grid Resolution
The computational domain was meshed using structured multiblock grids of three dif-
ferent resolutions. The first computational mesh consists of approximately 0.2 million
cells with 16 x 16 x 16 grid points per cube height (ILES16, coarse grid ). The sec-
ond grid comprises approximately 0.6 million cells with 24 x 24 x 24 grid points per
cube height ( ILES24, medium grid ) whereas the third grid is considerably finer with
approximately 1 million cells and 32 x 32 x 32 grid points per cube ( ILES32, fine
grid ), see Figure 3.2. All grids are clustered around the faces of the cubes in order
to increase the accuracy in the near wall region. The coarse and fine grids were con-
structed in reference to the work of Xie and Castro [87], while the medium grid was
constructed as an intermediate resolution between the two meshes. A summary of the
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grid characteristics is provided in Table 3.1.
Grid Lx × Ly × Lz Grid points per h y+
ILES16 4 × 4 × 4 16 × 16 × 16 ≈ 23
ILES24 4 × 4 × 4 24 × 24 × 24 ≈ 19
ILES32 4 × 4 × 4 32 × 32 × 32 ≈ 10
Table 3.1: Summary of ILES grid characteristics.
In Table 3.1, y+ stands for the distance in wall units of the centre of the first cell from
the wall and it is determined using Equation 3.1.1 and 3.1.2
y+ =
uτy
ν
, (3.1.1)
uτ =
√
(∂u
∂y )
ν
, (3.1.2)
where uτ is the local friction velocity, y is the distance of the first cell from the wall
and ν is the kinematic viscosity.
Results obtained using all three grids will be compared against other numerical studies
available in the literature using grid resolutions as shown in Table 3.2. By comparing
the two tables, two remarks can be made; the coarser grid in ILES has the same grid
resolution as the medium grid in LES and the values of y+ are not similar in both
numerical methods. To increase the grid resolution in areas of interest, standard wall
models were used in LES whereas, despite the high values of y+, no turbulent wall
model was included in ILES. The decision was based on a previous study conducted
by Thornber [76] in which the flow within an open cavity was simulated using the
5th order MUSCL scheme combined with the Low Mach Correction Treatment. The
values of y+ were ranging between 20 and 55 and no wall model was used either.
Although the boundary layer was considered greatly under resolved, the mean and
turbulent statistics were in very good agreement with the experimental data and all the
important flow physics were accurately predicted.
Grid Lx × Ly × Lz Grid points per h y+
LES8 4 × 4 × 4 8 × 8 × 8 ≈ 12
LES16 4 × 4 × 4 16 × 16 × 16 ≈ 9
LES32 4 × 4 × 4 32 × 32 × 32 ≈ 6
DNS64 4 × 4 × 4 64 × 64 × 64
Table 3.2: Summary of the grid resolutions of referenced numerical studies [87], [14].
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(a) Block structured grid.
(b) Coarse grid. (c) Medium grid.
(d) Fine grid.
Figure 3.2: Computational grids.
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Numerical Settings
As mentioned in Chapter 2, fully periodic boundary conditions were imposed along
the x- and the z- direction for simulating an infinite cubical array as in Figure 3.1(b).
The top boundary (along the y- direction) was set to symmetry. The lower boundary of
the domain was considered as wall, as well as the faces of the cubes, thus the no-slip
condition was chosen. A constant pressure gradient of -1.59 Pam−1 was imposed as
described in 2.8.1.
The case is simulated at a Reynold number of Re=5000 based on free stream velocity
and cube height.
As part of this thesis, the second-order MUSCL scheme combined with the Van Albada
limiter, the fifth-order MUSCL scheme, the fifth- and the ninth-order WENO scheme
have been employed. In the following sections, the above schemes will be referred
to as 2ndVA, 5thM, 5thWN and 9thWN, respectively. During the simulations, the
schemes were used either in their original form or including the Low Mach Correction
Treatment.
Finally, time integration was performed by the third-order TVD Runge-Kutta scheme.
The value of CFL was set to 0.5 in all simulations apart from the cases investigating
effects of the computational time step where its value was 0.3.
3.2 Flow topology
A three dimensional impression of the flow field is given in Figure 3.3. Volume lines
coloured with velocity magnitude were used for the flow visualisation with the particle
lines starting from XY planes attached to the faces of the cubes. When the flow enters
the computational domain, it gets redirected by the presence of the buildings. As a
result, strong vortical structures are created at the side faces of the cubes, revealing
the turbulent character of the flow in the cavity between the buildings. The presence
of vortices close to the end of the computational domain, indicates a near wall region
ahead which verifies the periodic boundary conditions imposed along the spanwise
direction.
Information regarding the structure of the flow field was also derived by means of
velocity contours and vectors at constant z and y positions as shown in Figure 3.4
and Figure 3.5, respectively. The results presented here were obtained using the 5thM
scheme on the ILES16 computational mesh.
In Figure 3.4(a), the flow field is illustrated using velocity contours. As expected, the
near wall region is dominated by low velocities or zero on the wall, whereas the ve-
locity magnitude increases as the flow approaches the top boundary. By using velocity
vectors in all planes, the vortical structures become visible in the vicinity of the cubes
whilst above the obstacles the flow seems to be nearly undistorted. A typical flow
pattern around an isolated obstacle [53] consists of the front recirculation region, side
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(a) Side view
Flow
(b) View from the front of the domain
Figure 3.3: Three dimensional impression of the flow.
recirculation zones, detached wake and a separation and reattachment on the top of
the building leading to a vortical structure above the roof. As seen in Figures 3.4(b)
- 3.4(e), as soon as the oncoming flow strikes the windward edge, it separates and
moves over the obstacle resulting into a small circulation area very close to the leading
edge. Another important flow structure is the formulation of an upstream vortex at the
vicinity of the frontal face of each cube.
Similarly, the recirculation areas at the sides and the wake of the cubes have been iden-
tified in Figure 3.5 in terms of velocity contours and vectors. Due to flow separation
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at the upstream face of the cube, a complex vortical structure is formulated around the
sides and wake. The flow is redirected along the left and right walls and wraps around
each cube until it starts weakening further downstream. Finally, the presence of two
vortices in very close proximity to the leeward face of the cube indicates the existence
of legs of the arc-type vortex.
As described in 2.8.2, the Q-criterion of Jeong and Hussain [40] can be used as an
additional means of flow visualisation. Instantaneous turbulent scales, predicted with
the four numerical schemes on identical grids, can be seen in Figure 3.6 and Figure
3.7. Depending on the scheme’s order of accuracy, different range of length scales was
captured. More precisely, differences in the range of scales are seen between schemes
of the same family. The fifth-order MUSCL (5thM) resolves smaller scales than the
second-order MUSCL (2ndVA), whilst in the same manner the ninth-order WENO
(9thWN) scheme predicts a wider range of scales than fifth-order WENO (5thWN).
The clearest distinction is shown when comparing the 2ndVA and the 9thWN scheme.
Based on the above observations regarding the flow field within the cube array, it can
be stated that the flow characteristics resemble those seen in the fundamental case of
flow around a single cube in Martinuzzi and Tropea [53]; a promising indication of the
capabilities of ILES in accurately predicting environmental flows.
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(a) Location of the XY slices (b) Slice at z=0.5
(c) Slice at z=1.5 (d) Slice at z=2.5
(e) Slice at z=3.5
Figure 3.4: Time averaged velocity contours and vectors in XY planes.
3.2 Flow topology 57
(a) Location of the XZ slice
(b) Slice at y=0.5
Figure 3.5: Time averaged velocity contours and vectors at y=0.5.
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(a) 2nd Order MUSCL with Van Albada limiter
(b) 5th Order MUSCL
Figure 3.6: Q-criterion in MUSCL schemes - Isosurfaces of instantaneous Q=0.3.
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(a) 5th Order WENO
(b) 9th Order WENO
Figure 3.7: Q-criterion in WENO schemes - Isosurfaces of instantaneous Q=0.3.
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3.3 Results
In order to evaluate the performance and applicability of ILES in flows characterised by
complex turbulent features, the results are validated against available experimental data
[12]. Additional comparisons with existing numerical studies will also be included.
The effects of the choice of grid resolution, numerical scheme, Low Mach Correction
Treatment and computational time step on the numerical solution will be the main
focus of this investigation.
All quantities presented hereafter are non dimensionalised with the reference variables
described in Chapter 2, unless it is stated differently. The statistics of the flow field
have been averaged over a sufficient time window for the larger scales to converge.
3.3.1 Grid Resolution Dependency
The sensitivity of the results on the spatial discretisation was assessed by comparing
results obtained on the three grids (as described in 3.1) against experimental data. The
comparisons in terms of vertical profiles of mean streamwise velocity and turbulent
intensities were made at four distinct locations above and within the cube cavity as
shown in Figure 3.8. In Castro et al. [11], it is stated that despite the fact that the four
locations were originally chosen to represent the different regions of the flow, purely
based on intuition, it has been proven that they are indeed representative of the specific
type of the geometry. In the comparisons that follow, results were obtained using the
5thM scheme coupled with the Low Mach Correction Treatment.
Y X
Z
Flow
p3
p0 p1
p2
Figure 3.8: Highlighted locations of comparison.
Figure 3.9 shows comparisons between the ILES data obtained with three different
grid resolutions and experimental data. From the results, it is evident that solutions
obtained on either the ILES16 or ILES24 grid exhibit a very good agreement with
the experiment for most of the locations. However, a clear difference in magnitude
is noticeable when the solution is obtained on the finest grid. The extracted vertical
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velocity profiles indicate that the numerical simulation leads to an overpredicted free
stream velocity. This observation was verified further by calculating the mass flow rate
on the coarse and the finest grid by integrating over the same plane of the domain. As
expected, the mass flow rate on the finest grid was overestimated, with the discrepancy
reaching ≈ 16%. Although all three cases have been set up in the same manner, it
seems that different flow conditions are developing when the finest grid is used. One
possible reason could be that the combination of increased grid resolution and high
order spatial discretisation scheme, coupled with Low Mach Correction Treatment,
does not produce adequate numerical dissipation [44].
The picture changes in Figure 3.10. Comparisons in terms of stresses show that the
peaks of the shear layer are well captured with all three meshes. However, the best
agreement with the LDA data is seen with the finest grid in the wake and in front of
the cube. The ILES16 and ILES24 results seem to predict the correct shape of the
stresses but they lack in magnitude independent of the location. The stresses appear
overpredicted in the cavity between the two cubes when the ILES32 is used. This
specific behaviour can be explained in the same way as stated immediately above.
When the solution is lacking dissipation, then the turbulent scales are over resolved.
The effect of the imposed symmetry condition at the top boundary is also illustrated
in Figure 3.10. As discussed in Section 2.8.1, the symmetry condition is an artificial
condition that does not correspond to the real urban environment where there is no
wall as an upper boundary. This explains, the sudden decrease of the normal stress
(Vrms stress) as the flow approaches the top boundary. Finally, it is believed that the
poor grid resolution near the upper boundary of the computational domain (the grid
has been clustered only around the faces of the cubes) is responsible for the kinked U
and Urms profiles at the specific area.
Based on the above remarks, it can be stated that when high-order schemes are coupled
with Low Mach Correction Treatment, it could be possible to obtain a more accurate
flow estimation on a coarser grid. Therefore, it was decided to present comparisons on
the ILES16 computational mesh in order to investigate whether indeed Low Mach Cor-
rection treatment leads to accurate results while reducing the numerical requirements
at the same time.
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(a) LDA vs 5thM scheme at location p0 (b) LDA vs 5thM scheme at location p1
(c) LDA vs 5thM scheme at location p2 (d) LDA vs 5thM scheme at location p3
Figure 3.9: Grid resolution dependency of mean velocity profiles.
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(a) Urms at location p1 (b) Vrms at location p1
(c) Urms at location p2 (d) Vrms at location p2
(e) Urms at location p3
Figure 3.10: Grid resolution dependency of mean stress profiles.
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3.3.2 Numerical Scheme Dependency
The effects of the numerical schemes on the solution will be presented in this part of the
thesis. The four schemes in their original form will be compared against experimental
and numerical data using vertical profiles of mean statistics at the same four locations
as described in the Section 3.3.1. For simplicity, the Laser Doppler Anemometry ex-
perimental data will be referred to as LDA data in the comparisons that follow.
(a) Location p0
(b) Location p1
Figure 3.11: Scheme dependency investigation at locations p0 and p1.
Comparisons above the height of the cube are given in Figure 3.11(a). The 5thM and
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(a) Location p2
(b) Location p3
Figure 3.12: Scheme dependency investigation at locations p2 and p3.
the 5thWN scheme show very good agreement with the LDA data, although slight
undeprediction and overprediction are noticed, respectively. The two schemes seem to
share approximately the same value at the top boundary. The 2ndVA scheme appears to
be less accurate but still close to the experiment whereas the 9thWN is able to predict
the shape of the velocity profile. However, it shows a clear difference in magnitude.
Comparisons in the wake of the cube are illustrated in Figure 3.11(b). All schemes
exhibit a similar behaviour below the height of the cube where the density of the grid
is increased. However, the picture changes above the cube, with the schemes acting the
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same way as in Figure 3.11(a). The LDA data continues to lie between the 5thM and
5thWN scheme. The 2ndVA overpredicts the velocity magnitude up to 3.5h (where h
is the height of the cube), whereas after that point, the velocity profile is in between
the profiles of 5thM and 5thWN scheme. The 9thWN scheme continues to be lacking
in magnitude.
Velocity profiles in the cavity between the two cubes are given in Figure 3.12(b). Since
the 5thWN scheme appears to possess slightly more negative values than the 5thM in
Figure 3.11(b), as the flow develops, the 5thM velocity profile should be higher than
the 5thWN. This is verified in Figure 3.12(b). Also, the 2ndVA scheme gives a higher
velocity profile than the the 5thWN. Regarding the 9thWN, it can be said that this
specific scheme develops smoother than the rest of the schemes because of the smaller
velocity difference in the shear layer, shown in Figure 3.11(a) and Figure 3.11(b).
Finally, all profiles have smoothed out as the flow develops and reaches location p3 in
Figure 3.12(a). The specific location can be considered to be the end of the domain
since periodic boundary conditions are imposed. By summing up all the observations
from all the previous locations, it can be stated that indeed that 9thWN had a quicker
transition to a smoother velocity profile. Despite the fact that, among all schemes, the
2ndVA had to overcome a higher velocity gradient, it managed to produce results with
very good agreement with the LDA data. The difference between the 5thM and 5thWN
in location p3 seem to be bridged, with the profiles being now almost identical above
the height of the cube.
Based on the comparisons presented, it can be concluded that the behaviour of the
schemes depends on the location. At location p0 where the flow starts to develop
within the computational domain, the difference among the schemes is more obvious.
However, as the flow develops and moves towards the end of the domain, the profiles
seem to converge and only small differences in magnitude are seen. Depending on
the velocity gradient that has to be overcome at the shear layer, the schemes reach
the smooth velocity profile in a different manner. Nonetheless, the ILES results are
comparable to the LDA data at all four locations.
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3.3.3 Low Mach Correction Treatment Dependency
The aim of this section is to establish whether there is any effect on the solution when
the Low Mach Correction Treatment is chosen as means of minimising any exces-
sive dissipation. A same procedure will be followed as in the previous section, with
the schemes incorporating the Low Mach Correction Treatment being now compared
against the original schemes and LDA data. In the comparisons that follow, the suffix
‘LM’ will be added to the schemes names when the Low Mach Correction Treatment
is used.
Comparisons over the top of the cube are presented in Figure 3.13. Very good agree-
ment with the LDA data is seen when the mean velocity profile is produced using the
2ndVA scheme combined with the Low Mach Correction Treatment. Same shape of
velocity profile is predicted with the 2ndVA scheme in its original form, but the ve-
locity magnitude is higher. However, both cases seem to converge to the same mean
velocity at the top boundary. Regarding the 5thM scheme, different shapes of profiles
are seen between the original form of the scheme and its modified counterpart. Specif-
ically, although the two profiles are almost identical near the roof of the cube, they
start to diverge slightly until they cross each other and finally obtain dissimilar values
at the upper boundary. No effect is seen in the case of the 5thWN scheme until the
flow reaches the height of approximately 2.5 times the height of the cube. In a same
way as in the case of 5thM, crossing velocity profiles are seen, but they tend to a com-
mon value at the end of the domain. Finally, a clear divergence in the velocity profiles
is shown in the case of the 9thWN. Among all profiles, the 9thWN seems the most
strongly affected when coupled with the Low Mach Correction Treatment. As an over-
all conclusion, regarding position p0, it can be said that three out of the four schemes
appear to produce better results when using the Low Mach Correction Treatment.
Mean velocity profiles in the wake of the cube are given in Figure 3.14. Below the
height of the cube where the computational grid is clustered for increased accuracy,
all schemes even the 9thWN scheme demonstrate similar results to their counterparts.
The best comparison with the experimental data is the 2ndVA scheme in both forms.
As the flow develops further, the velocity profiles exhibit similar behaviour to the one
in Figure 3.13. The gap remains between the two profiles in the case of the 9thWN.
However, it is slightly reduced.
Comparisons at location p2 are illustrated in Figure 3.15. As the profiles approach a
smoother shape, even the slightest differences between the 2ndVA and 5thWN with
their counterparts are eliminated, whereas the 5thWN and 9thWN schemes seem to
predict the streamwise velocity accurately without the need of Low Mach Correction
Treatment. On one hand, the Low Mach Correction Treatment leads to an under-
predicted velocity profile when applied to the 5thM scheme. On the other hand, the
velocity gets overpredicted when the 9thWN scheme is used.
Comparisons in the cavity between the two cubes are illustrated in Figure 3.16. The
effect of the Low Mach Correction seems reduced for the 2ndVA scheme in compari-
son to the profiles at locations p0 and p1. Better results are obtained with the 2ndVA
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Figure 3.13: Low Mach Correction effect at location p0.
when the treatment is used. Nonetheless, the differences in the velocity magnitudes
can be considered negligible. Unlike locations p0 and p1, same shapes of the velocity
profiles are seen at location p3 when the 5thM scheme is used. The original formu-
lation of the scheme provides a higher velocity magnitude that compares better with
the experimental data. The 5thWN scheme remains less affected with almost identical
velocity profiles. Finally, the 9thWN profiles have come closer than at locations p0
and p1. However, the profiles do not share the same shape since they cross each other
at approximately 1.5 times the height of the cube.
Figure 3.17 shows comparisons of Reynolds stresses behind the cube. All schemes in
their original formulation seem to capture the peaks of the stresses in the shear layer
with reasonable accuracy. As the order of the scheme increases, the turbulent statistics
become more comparable with the LDA data. Hence, the 9thWN scheme produces
a more accurate prediction of the Reynolds stresses than the 2ndVA. Although the
mean velocity profiles, calculated with 5thWN and 2ndVA, appear unaffected by the
Low Mach Correction Treatment, a dependency is noticed here with the stresses being
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Figure 3.14: Low Mach Correction effect at location p1.
underpredicted above the height of the cube.
Reynolds stresses in front of a cube are presented in Figure 3.18. As at location p1, the
9thWN scheme seems to follow the shape of the streamwise Reynolds stresses closely.
The 5thWN scheme, in both forms, appears comparable to the LDA results as well.
However, the stresses are underpredicted above the height of the cube. Finally, the
2ndVA scheme produces better turbulent statistics than its counterpart. As at location
p1, the Reynolds stresses calculated with the 5thM are lacking in magnitude above the
height of the cube.
Finally, comparisons in terms of turbulent statistics are given in Figure 3.19. The
5thM scheme continues to produce less accurate results in terms of Reynolds stresses.
The effect of the Low Mach Correction Treatment is more evident in the cases of the
2ndVA and 9thWN, especially above the cube. Nonetheless, both schemes in their
original form provide better prediction of the stresses. However, below the cube,
the 9thWN LM resembles the 2ndVA profile and vice versa. Regarding the 5thWN
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Figure 3.15: Low Mach Correction effect at location p2.
scheme, the stress profiles are alike up to middle of the computational domain and
in good agreement with the experiment. Further comparisons of Reynolds stresses
regarding the above locations in terms of Vrms and Wrms can be found in Appendix B.
By taking into account all the comparisons presented so far, some initial conclusions
can be drawn regarding the effect of the Low Mach Correction Treatment. Almost all
schemes appear to be able to predict the shape of the vertical velocity profiles and the
Reynolds stresses of all locations with or without the Low Mach Correction Treatment
being employed. Furthermore, the least affected scheme, exhibiting very good agree-
ment between experimental and numerical data, is the 5thWN followed by the 2ndVA.
The 5thM scheme seems able to predict to a reasonable extent the mean flow and turbu-
lent statistics, but its performance is affected mainly by the location of the comparison
point. The most affected scheme is the 9thWN scheme whose performance is actually
reduced when the Low Mach Correction Treatment is chosen.
The reason behind the overprediction of the velocity profile lies in the fact that the
9thWN scheme (using a five node computational stencil) reduces the numerical dissi-
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Figure 3.16: Low Mach Correction effect at location p3.
pation via higher order of spatial discretisation. Hence, in conjunction with the Low
Mach Correction Treatment, the scheme becomes unable to produce adequate dissipa-
tion and eventually results into an overwhelmed solution with unphysical behaviour as
also seen in the work of Kokkinakis [44]. It should be noted that the Low Mach Correc-
tion Treatment was mainly proposed for the 5thM scheme [78]. However, the turbulent
statistics overall appear sensitive to the choice of Low Mach Correction Treatment with
the 9thWN scheme providing the best comparison with LDA data.
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Figure 3.17: Reynolds stresses at location p1.
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Figure 3.18: Reynolds stresses at location p2.
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Figure 3.19: Reynolds stresses at location p3.
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Comparison with DNS data
Comparisons between the available DNS study of Coceal et al. [14] and the ILES
simulations (with and without the Low Mach Correction Treatment) will be presented
in this section of the thesis. The size of the computational domain and the arrangement
of the cubes are identical for both numerical approaches. However, the DNS results
were produced on a much finer computational grid (64x64x64 grid points per cube
height) than the ILES simulations (16x16x16 grid points per cube height), see Table
3.1 and Table 3.2. Comparisons in terms of mean velocity profiles between DNS and
ILES16 will follow.
(a) 2nd Order MUSCL with Van Albada limiter (b) 5th Order MUSCL
(c) 5th Order WENO (d) 9th Order WENO
Figure 3.20: ILES against DNS data at location p0.
At location p0, the best agreement between DNS and ILES data is seen when the
5thWN scheme is used, see Figure 3.20. Both formulations of the scheme are very
close to DNS until the flow reaches a height of 2.5h where the profiles separate. After
that point the DNS lies between the two 5thWN profiles. Low Mach Correction seems
to have a positive effect on the 2ndVA and 5thM schemes, where the results are in
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very good agreement with the DNS, especially in case of 2ndVA LM. However, as the
flow approaches the upper boundary, the 5thM profiles are crossing each other and as
a result the 5thM profile becomes now closer to DNS. Finally, DNS is placed between
the 9thWN profiles.
(a) 2nd Order MUSCL with Van Albada limiter (b) 5th Order MUSCL
(c) 5th Order WENO (d) 9th Order WENO
Figure 3.21: ILES against DNS data at location p1.
Comparisons in the wake of the cube are illustrated in Figure 3.21. The 2ndVA LM
profile continues to be in very good agreement with the DNS data, whereas the 5thM
performs better now. Both forms of 5thWN overpredict to a small extent the velocity
profile in comparison with DNS. Since the DNS and LDA data have been in very good
agreement so far, it was expected that the DNS would be found between the 9thWN
results.
Regarding location p2, the best agreement between the two numerical methods is seen
in Figure 3.22(c). Both forms of 5thWN and DNS produce the same velocity profile
which is slightly underpredicted when compared to the LDA data. The 5thM LM
seems to resemble the DNS profile up to three times the height of the cube. However,
the 5thM profile starts to diverge from the DNS results at an earlier location. An almost
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(a) 2nd Order MUSCL with Van Albada limiter (b) 5th Order MUSCL
(c) 5th Order WENO (d) 9th Order WENO
Figure 3.22: ILES against DNS data at location p2.
negligible overprediction is seen between the 2ndVA profiles and DNS up to 2.5 times
the height of the cube. As the flow develops, the profiles converged as if they almost
collide. Finally, the LDA data lies between the DNS and 9thWN profile. After the
point where there is no available experimental data, DNS crosses 9thWN.
Comparisons at the last location are given in Figure 3.23. An underprediction is seen
between the ILES results and the DNS data when the 2ndVA scheme is used. However,
the ILES exhibits better comparison with the LDA data than the DNS. Below and above
the cube, the 5thM scheme produces very good agreement with the LDA data. The best
comparison, though, is seen when the 5thWN is compared against DNS above the cube
height. Comparisons between the 9thWN scheme and DNS show that 9thWN is now
closer to the LDA than the DNS, although it was originally diverging from both DNS
and LDA profiles at locations p0 and p1.
By summing up all the above remarks, the results reveal the same trend is seen as in the
comparisons with LDA data with most of the schemes exhibiting an similar behaviour
to the DNS simulations. Results obtained with ILES16 achieved very good agreement
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(a) 2nd Order MUSCL with Van Albada limiter (b) 5th Order MUSCL
(c) 5th Order WENO (d) 9th Order WENO
Figure 3.23: ILES against DNS data at location p3.
with DNS and even better comparison with the LDA data at some locations. The
ability of ILES to produce DNS-like characteristics on a relatively coarse grid, which
consequently means reduced CPU requirements, is a very encouraging indication for
the applicability of ILES.
Comparison with LES data
Further assessment of ILES involved comparisons between ILES16 and LES data. The
LES data presented in this section was obtained using three different grid resolutions,
see Table 3.2. For simplicity, the LES results will be referred as LES8, LES16 and
LES32, each one representing the number of grid points per cube height.
Comparisons between ILES16 and LES at location p0 are shown in Figure 3.24. The
2ndVA coupled with the Low Mach Correction Treatment gives results directly com-
parable with LES8 whereas the 2ndVA lies between LES16 and LES32. However, the
velocity values at the top of the boundary are closer to the values obtained with LES8.
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Regarding the 5thM, LES8 is in good agreement with the 5thM LM until the flow
reaches 3 times the height of the cube. A similar picture presents itself for 5thWN.
Comparisons indicate agreement of the 5th LM with the LES8, whereas 5thM gives
results between the LES16 and LES32. Discrepancies in the velocity magnitude are
seen with the 9thWN.
(a) 2ndVA scheme (b) 5thM scheme
(c) 5thWN scheme (d) 9thWN scheme
Figure 3.24: ILES against LES data at location p0.
Comparisons at location p1 can be found in Figure 3.25. The 2ndVA scheme pro-
duced results comparable to LES16 which was obtained using the same grid reso-
lution. However, when the Low Mach Correction Treatment was implemented, the
results appeared closer to LES32. Regarding the 5thM scheme, it seems to be in good
agreement with the LES8. The 5thWN scheme (either blended or not with Low Mach
Correction Treatment) gives results that resemble those of LES32. For the first time the
9thWN LM appears to be comparable with other numerical data at location p1. Specif-
ically, 9thWN LM slightly underpredicts the velocity profile in comparison with LES
on the same grid size.
Regarding location p2, shown in Figure 3.26, the LES profiles show a general tendency
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(a) 2ndVA scheme (b) 5thM scheme
(c) 5thWN scheme (d) 9thWN scheme
Figure 3.25: ILES against LES data at location p1.
of diverting from the ILES profiles when the two numerical approaches are compared
at the same grid resolution. Almost all high-resolution schemes, either in their original
form or coupled with Low Mach Correction Treatment, appear close to LES8. Only
the 9thWN LM scheme seems to overpredict the velocity magnitude.
Finally, comparisons at location p3 are seen in Figure 3.27. The numerical methods
follow the same behaviour as in Figure 3.26 over the top boundary of the cube, whereas
below the height of the obstacle ILES seems to be closer to the LDA data. The most
accurate results among all ILES and LES data are given by the 9thWN scheme.
Summing up, it can be said that although increased grid resolution would be expected
to result into higher accuracy on the contrary LES8 provided the best comparison with
the LDA data. It should also be noted that the same behaviour was seen in the ILES
results when obtained on the three different grids as shown in Section 3.3.1.
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(a) 2ndVA scheme (b) 5thM scheme
(c) 5thWN scheme (d) 9thWN scheme
Figure 3.26: ILES against LES data at location p2.
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(a) 2ndVA scheme (b) 5thM scheme
(c) 5thWN scheme (d) 9thWN scheme
Figure 3.27: ILES against LES data at location p3.
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3.3.4 Spatial Averaged Velocity Profile
Under neutral conditions, the vertical wind variation within the inertial sublayer can be
described by the logarithmic law given in Equation 1.1.1. In Cheng and Castro [12], it
is stated that, in order to obtain a representative wind profile, spatial averaging of the
mean velocity data over a sufficient number of individual locations is required. An area
of 40 x 40 mm containing one cube was chosen as the area under consideration, see
Figure 3.28. Initially, 25 measurement points (represented by the black dots in Figure
3.28) were identified within the specific area. For each point the mean vertical velocity
profiles were gathered and they were averaged at each fixed height giving a 25-point
spatial averaged velocity profile. The spatial averaged mean velocities were calculated
according to
usa =
1
n
n∑
i=1
ui, (3.3.1)
where n is the number of individual measurement points within the repeating unit and
usa is the spatial mean velocity. Considering the method as relatively time-consuming
for an experiment, it was decided to investigated whether a much smaller number of
locations would be sufficient to represent the logarithmic wind profile [12]. Conse-
quently, the same procedure was followed using data gathered from only four locations
illustrated by the red squares in Figure 3.3.1. Finally, data obtained using each method
separately was fitted within a logarithmic curve and the two methods were compared
against each other. Comparisons showed that both methods give very similar results, a
fact that simplifies the calculation procedure significantly. However, it should be noted
that such a simplification may not be appropriate for more complex cases.
In Equation 1.1.1, the friction velocity u∗ is used as the slope fit in the logarithmic
law profile. Therefore, its value needs to be calculated in contrast with the zero plane
displacement (d) and surface roughness parameter (z0) which can be obtained through
the fitting of velocity data into a logarithmic curve. When the viscous contribution
is assumed negligible, u∗ can be determined by calculating the drag force from the
pressure distribution on the front and back faces on the cubes. As shown in Equations
3.3.2 to 3.3.4, the friction velocity can then be determined from the wall shear stress
which is obtained from the drag force.
D =
∫
(p f − pb)dA, (3.3.2)
τp =
D
Ac
, (3.3.3)
u∗(p) =
√
τp
ρ
, (3.3.4)
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where p f and pb are the pressures over the front and back face of the cubes respectively,
D is the drag force, τp stands for the shear stress due to the drag, Ac is the plan area
equal to 4h2, ρ is the density of the fluid and finally, u∗(p) is the friction velocity.
Nonetheless, there are cases where a direct measurement of the drag force is not pos-
sible, so the u∗ is deduced from turbulence shear stress measurements in the region
above the roughness surfaces [12]. Depending on whether the information is obtained
from the inertial, roughness or even both sublayers combined, u∗ is defined as u∗(IS ),
u∗(RS ) and u∗(IS &RS ), respectively. Different values of zero-plane displacement (d)
and roughness length (z0) were found when the logarithmic law was fitted using various
u∗. A summary of the surface characteristics of the staggered cubical array extracted
from the four locations only, is shown in Table 3.3 as presented in the work of Cheng
and Castro [12].
Roughness Parameters u∗(p) u∗(IS &RS ) u∗(RS ) u∗(IS )
u∗/Ur 0.0724 0.0635 0.0631 0.0639
d 0.725 0.835 0.975 0.74
z0 0.0665 0.0405 0.0475 0.0345
Table 3.3: LDA surface characteristics [12].
As part of the numerical scheme dependency investigation, mean velocity profiles have
been obtained with all schemes (either in their original form or modified) at specific
locations consistent with the methodology presented in Cheng and Castro [12]. The
profiles were then spatially averaged and fitted into the logarithmic Equation 1.1.1 us-
ing linear regression analysis along with least square fitting. Given the fact that the
wind logarithmic profile contains three unknowns, u∗, d and z0, two curve fitting pro-
cedures were followed each one involving a different degree of freedom. Specifically,
the first one considered the third constant, the roughness parameter z0, as a known
variable whereas the remaining two variables were obtained. The z0 was chosen on the
basis that the computational array is identical to the one described in the experimental
study of Cheng and Castro [12] hence the two arrays have the same roughness. The
experimental surface parameters which were obtained based on information gathered
from both the inertial and roughness sublayer, provided a better fit, thus the value of
z0 was set to 0.0405 accordingly. In the second procedure, all three variables u∗, z0
and d, which introduce three degrees of freedom, were attained from the curve fitting.
For simplicity, the surface characteristics obtained with the two and three-parameter fit
will be referred as ILES UH2 and ILES UH3 respectively.
Results obtained with the two parameters fitting procedure using information gathered
from the 25 and 4 points are given in Table 3.4 and Table 3.5, respectively. The ILES
surface parameters exhibit very good agreement with the experiment parameters using
the value u∗(IS &RS ) as slope fit. All numerical velocity profiles seem to follow the
logarithmic profile. Very small differences are seen in the surface parameters between
the schemes however all values look reasonable. More precisely, the 2ndVA LM and
the 5thM LM gave very close results to the LDA data. Despite the fact that the 9thWN
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Figure 3.28: Highlighted locations of spatial averaging.
seemed to diverge in magnitude when predicting the mean velocity profiles, it was
proven that it is capable for providing results that follow the logarithmic profile. It is
also verified that the 25-point and the 4-point spatial averaged profiles show very small
differences in magnitude. Therefore, spatial averaging using only four locations it is
indeed a valid method for the specific case.
Table 3.6 presents results found using the three parameter fit when the velocity profiles
are spatially averaged among the four locations. By comparing Table 3.6 and Table 3.5,
the three parameter fit shows discrepancies with the LDA data, in six out of the eight
schemes used in this thesis, due to the highly overpredicted value of the roughness
factor,z0. However, the 2ndVA LM and the 5thM LM maintain their good agreement
with the experimental data. Specifically, the percentage difference in terms of z0 ranges
between 3% − 4% as given in Table 3.7.
Roughness Parameters 2ndVA LM 2ndVA 5thM LM 5thM 5thWN LM 5thWN 9thWN LM 9thWN
u∗/Ur 0.0657 0.0719 0.0657 0.0701 0.0712 0.0719 0.0774 0.0690
d 0.8280 0.8746 0.8280 0.9174 0.8545 0.9099 0.8868 0.7805
Table 3.4: ILES surface parameters using the 2-parameter fit over 25 points.
Roughness Parameters 2ndVA LM 2ndVA 5thM LM 5thM 5thWN LM 5thWN 9thWN LM 9thWN
u∗/Ur 0.0650 0.0715 0.0652 0.0702 0.0705 0.0718 0.0776 0.0692
d 0.8011 0.8612 0.8203 0.9065 0.8275 0.9000 0.8841 0.6976
Table 3.5: ILES surface parameters using the 3-parameter fit over 4 points.
In addition to the tables presented so far, the logarithmic velocity profiles using LDA
roughness parameters within the IS&RS regions and ILES using the 5thM LM were
plotted against each other. The LDA data is compared against the unfitted spatially av-
eraged ILES profile and against the profiles obtained with the two fitting procedures.
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Roughness Parameters 2ndVA LM 2ndVA 5thM LM 5thM 5thWN LM 5thWN 9thWN LM 9thWN
u∗/Ur 0.0655 0.1028 0.0655 0.0924 0.0921 0.1000 0.0892 0.0542
d 0.7944 0.5110 0.7946 0.6919 0.5694 0.6221 0.7816 0.9007
z0 0.0420 0.1570 0.0419 0.1144 0.1147 0.1386 0.0704 0.0121
Table 3.6: ILES surface parameters using the 3-parameter fit.
Roughness Parameters 2ndVA LM 5thM LM 9thWN
u∗/Ur 3.1% 3.1% 14.6%
d 4.8% 4.8% 8%
z0 3.7% 3.4% 70%
Table 3.7: Percentage difference between ILES and LDA surface parameters using
3-parameter curve fitting.
Although the roughness parameters were directly determined from the mean velocity
profiles using statistical methods, Figure 3.29 clearly shows that ILES data is compa-
rable to LDA data.
Figure 3.29: LDA against ILES in terms of spatial averaged velocity profiles.
3.3.5 Computational Time Step Dependency
According to the CFL definition, a smaller computational step should result in more
accurate prediction. However, high order spatial discretisation schemes allow accurate
results to be computed for higher values of CFL. Therefore, it was decided to investi-
gate the computational time step dependency by reducing the CFL number when the
ninth-order accurate WENO scheme is used for spatial discretisation. It should be
noted that the current CFL value already produced results comparable to experimental
data.
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Roughness Parameters CFL=0.5 CFL=0.3
u∗/Ur 0.0875 0.087
d 0.7979 0.7978
z0 0.0663 0.066
Table 3.8: Surface parameters obtained from 25 points for evaluating the CFL condition.
Roughness Parameters CFL=0.5 CFL=0.3
u∗/Ur 0.0892 0.089
d 0.7816 0.7817
z0 0.0704 0.07
Table 3.9: Surface parameters obtained from 4 points for evaluating the CFL condition.
Comparisons between two CFL numbers are presented in terms of roughness element
parameters in Table 3.8 and Table 3.9 using the 25 points and 4 points spatial averag-
ing procedure, respectively. The results show very small discrepancies, verifying that
higher order discretisation scheme are capable of using higher values of CFL without
affecting their accuracy.
3.3.6 Energy Spectral Analysis
In order to obtain information about the characteristics of the flow topology, the three
dimensional energy spectra was employed using the time signal of the instantaneous
streamwise velocity. The existence of fully developed turbulence can be proven based
on Kolmogorov’s theory that the energy spectra for homogeneous and isotropic tur-
bulence is proportional to the k−5/3 where k is the wavenumber. To assess the perfor-
mance of ILES, the energy spectra (using a Fourier series transformation as described
in Chapter 2) was calculated for the five distinctive points shown in Figure 3.30. Each
location refers to a recirculation area around one cube: in the front, at the sides and in
the wake of the cube.
Figure 3.30: Highlighted locations for calculating the energy spectrum.
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Schemes Position A Position B Position C Position D Position E
2ndVA −1.78 −1.79 −1.76 −1.76 −1.79
5thM −1.67 −1.67 −1.76 −1.76 −1.79
5thWN −1.75 −1.77 −1.77 −1.79 −1.76
9thWN −1.78 −1.79 −1.79 −1.76 −1.79
Table 3.10: Energy spectra slopes for schemes in their original form.
Schemes Position A Position B Position C Position D Position E
2ndVA −1.78 −1.79 −1.76 −1.76 −1.78
5thM −1.81 −1.79 −1.81 −1.77 −1.81
5thWN −1.78 −1.80 −1.79 −1.77 −1.81
9thWN −1.78 −1.74 −1.75 −1.76 −1.74
Table 3.11: Energy spectra slopes for schemes using Low Mach Correction Treatment.
In Figure 3.31, the energy spectra obtained at all locations using the 5thM LM scheme
is given as an example. The results were compared against Kolmogorov’s theory of
k−5/3 and the slopes of energy spectra were calculated by fitting a power law curve, see
Table 3.10 and Table 3.11. From the results, it can be stated that Kolmogorov’s theory
is approached in the wake of the cube and specifically at location D. It should be noted
that the fitted curve slopes were compared against the reference slope of −5/3 ≈ −1.67.
The peaks at k=10 is just noise.
Based on the results, it can be said that the energy spectral slopes are similar for all
schemes however small differences are present. Thus, when the schemes are used
in their original form, Kolmogorov’s theory is reached earlier with the 5th MUSCL
scheme almost in all locations. However, the 9thWN scheme approaches the slope
k−5/3 when the schemes are modified using the Low Mach Correction Treatment.
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(a) Location A (b) Location B
(c) Location C (d) Location D
(e) Location E
Figure 3.31: Energy spectra.
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3.4 Summary
Implicit Large Eddy Simulation using high-resolution methods was applied to flows
around a staggered array of four cubical elements representing buildings. Real ur-
ban environment involving separation and reattachment areas due to wind’s interaction
with buildings or other roughness elements, provides an excellent test case for assess-
ing the accuracy of ILES in predicting such highly complex flows. The investigation
was performed in stages focusing on the effects of numerical parameters on the so-
lution. Three computational grids referring to different resolution depending on the
number of grid points per cube height were used in the simulations. Therefore ILES16,
ILES24 and ILES32 correspond to 16, 24 and 32 grid points, respectively.
Initially, the effects of grid resolution were assessed using results obtained on the three
different computational grids. The results were then compared against experimental
data in terms of mean and turbulent statistics at four distinct locations within the do-
main. It was concluded that, in cases where the ILES16 or ILES24 grid was used, the
comparisons between the numerical and experimental data were in very good agree-
ment. Surprisingly however, the numerical solution deteriorated when the grid resolu-
tion was increased. More precisely, a higher mass flow rate was detected in the ILES32
case, indicating that the value of the imposed constant forcing term does not preserve
a constant mass flow throughout the domain.
The dependency on the numerical scheme was examined by applying four high res-
olution schemes in their original form on the ILES16 grid. The schemes were the
2nd order accurate MUSCL scheme coupled with the Van Albada limiter, the 5th or-
der accurate MUSCL scheme, the 5th order accurate WENO scheme and finally the
9th order accurate WENO scheme. As a second stage of investigating the numerical
scheme dependency, all the above schemes were combined with the Low Mach Cor-
rection Treatment in order to further examine the sensitivity on the same computational
mesh. From the results obtained, it is clear that almost all schemes, with exception of
the 9thWN scheme, exhibit similar behaviour and reasonable agreement with the LDA
data. For the specific case of the 9thWN scheme, a dependency upon the location of
the comparison point is observed. Here, the best performance is achieved when pre-
dicting the streamwise velocity profile within the cube cavity and in front of a cube.
In a similar manner, the 9thWN scheme seems to be strongly affected when combined
with the Low Mach Correction Treatment.
By comparing the velocity profiles obtained with the 9thWN scheme and the grid re-
finement procedure, it could have been said that the results seemed to be in the opposite
direction. However, this observation is not valid due to the fact that an asymptotic be-
haviour would have been observed only if the results in Section 3.3.1 have indicated a
fully grid converged solution.
As an additional measure of the schemes performance, the logarithmic wind profile
above the cube height was fitted to the spatially averaged mean velocity data using
the least squares method. According to the calculated roughness parameters, the best
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agreement with the experimental data is given by the 5thM LM and the 2ndVA LM
scheme followed by the 9thWN scheme. Combining all the statements made during
the first two stages, it can be said that the most accurate prediction of the mean flow
and turbulent statistics is shown when the 5thM LM and 9thWN scheme are used with
low grid resolution.
Based on the conclusions drawn from all the previous stages, the best performing
schemes were chosen in order to proceed with the computational time step dependency.
The value of CFL was reduced by 60% of its original value in order to investigate
the computational time step effect. As expected, for high-order spatial discretisation
schemes such as 9th WENO scheme, it is possible to obtain accurate results in higher
CFL numbers.
As part of this chapter, the energy spectra was calculated at five distinct locations
around the cube, each referring to an identified recirculation area. The 9thWN scheme
was compared against Kolmogorov’s theory of k−5/3 and it was found that the slope
of −5/3 is approached when the scheme was coupled with the Low Mach Correction
Treatment. However, based on comparisons among the schemes in their original for-
mulation, the 5thM scheme was able to approach the k−5/3 in the most accurate way.
In this chapter, an extensive investigation of the performance of the numerical schemes
was presented in terms of mean and turbulent statistics. However, before closing this
part of the thesis, a comparison in terms of CPU requirements for each scheme is
provided for simulations performed on the computational mesh of approximately 0.2
million cells with 16 x 16 x 16 grid points per cube height. CPU requirements are
given in Table 3.12 and correspond to the equivalent of a single processing time. The
simulations were performed using 16 processors (Intel EM64T Xeon 51xx (Woodcrest)
3000 MHz (12 GFlops)) at the same CFL =0.5. All the comparisons given below refer
to the same number of iterations (200000). As seen, the higher the scheme’s order
of accuracy, the longer the time window that ensures the convergence of the solution.
Nonetheless, it can be stated that the requirements in CPU increase in a reasonable
manner without becoming unaffordable. However, an inconsistency is noticed between
the CPU hours for the 2ndVA scheme. Although, cases incorporating the Low Mach
Correction treatment would have been expected to require additional CPU time, the
exact opposite case is seen. One potential reason could be the overloading of the
system.
Schemes Original formulation With Low Mach Correction Treatment
2ndVA 964.8 958.4
5thM 1006.4 1009.6
5thWN 1408 1419.2
9thWN 1432 1652.8
Table 3.12: CPU requirements in hours.
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C H A P T E R 4
Random Height Building Array
FLOWS over a more realistic representation of urban areas is the subject of thischapter. More precisely, high resolution schemes in the context of ILES will be
assessed for simulating flows around sixteen buildings of five different heights in a
staggered alignment. The aim of this chapter is to investigate the performance of high
resolution schemes in a more complex geometry and to enhance the knowledge of the
flow structure. The results were obtained by applying the 5th order accurate MUSCL
scheme coupled with the Low Mach Correction Treatment. Comparisons with exper-
imental data provided in Cheng and Castro [12] and numerical data found in Xie and
Castro [87] will be presented in terms of mean statistics.
4.1 Numerical Details and Settings
In a similar way as for the case of four cubes discussed in Chapter 3, the numerical
set up of the case under investigation was based upon information found in the wind
tunnel experiment of Cheng and Castro [12] and the LES study of Xie and Castro [87].
More details will be given in the section that follows.
Domain Decomposition
The computational domain consists of sixteen rough elements representing buildings.
Each three dimensional element has a square footprint of hmean×hmean, with hmean being
the mean building height equal to 0.01 m. The height of the buildings is ranging from
0.0028 m to 0.0172 m based on a normal distribution with a mean deviation of 0.01 m
and a standard deviation of 0.003 m. The size of the domain is Lx x Ly x Lz = 8hmean
x 10hmean x 8hmean. The width of the passage between the buildings is 0.01 m, whereas
the density of the area remains 25%. An illustration of the computational domain is
given in Figure 4.1.
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Figure 4.1: Computational domain.
(a) Computational domain (b) Grid resolution along plane x=4.5
Figure 4.2: Computational grid.
Grid Resolution
The computational grid is blocked structured with the complete domain being split
into 64 individual blocks as shown in Figure 4.2(a). Only one grid resolution was used
for this case consisted of approximately 2 million cells with 16 x 16 grid points per
hmean × hmean. Figure 4.2(b) shows the grid resolution along a YZ plane. The highest
element along the specific slice is also the highest obstacle in the domain. As seen, the
grid density is increased near the wall region for better accuracy.
Numerical Settings
The exact same boundary conditions were imposed as in the four cubes case. Fully
periodic conditions along the streamwise and spanwise direction, symmetry at the top
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boundary, whereas the lower boundary and the faces of the buildings were considered
as walls thus the non slip condition was chosen. In order to investigate the effect of
the source term (pressure gradient), two different constant pressure gradients of ∂p1
∂x
=
−1.59Pam−1 and ∂p2
∂x
= −5.14Pam−1 were simulated at the same Reynolds number of
6100. In the same extent, the physical dependency of the solution on the choice of
the Reynolds number was examined using two different Reynolds numbers of 5000
and 6100 at a constant pressure gradient. The set up of the cases was based on the
experimental studies of Cheng and Castro [12]. Both Reynolds numbers were based
on the free stream velocity and mean height of the building [12]. Finally, the 5th order
accurate MUSCL scheme with the Low Mach Correction Treatment was used for the
spatial discretisation whereas, the time integration was performed with the third order
TVD Runge-Kutta scheme. The value of CFL was set to 0.5 in all simulations.
All dimensions, flow parameters and comparisons of mean statistics are presented in
their non-dimensional form.
4.2 Flow Topology
As part of this thesis, a description the flow within the non uniform height building
array will be attempted. Visualisation of the flow field will be made in terms of mean
and instantaneous flow parameters. The flow structure is expected to maintain some
of the basic flow characteristics as described in the case of the isolated cube [53] and
the four cube array [12]. To facilitate the flow description, a plan view of the array is
given in Figure 4.3(a) showing the element height and the orientation of the faces as
front (F), back (B), left (L) and right (R). Additionally, the buildings were numbered
as shown in Figure 4.3(b) and hereafter they will be referenced by their number.
(a) Orientation of the flow and indications of
the element height
(b) Numbering of the elements
Figure 4.3: Plan view of the building array.
A three dimensional impression of the flow field within the array is given in Figure 4.4.
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The flow is visualised using volume ribbons coloured with velocity magnitude. The
flow appears highly complex and irregular with intense turbulent structure at the sides
of the buildings.
Figure 4.4: Flow structure within the domain.
In order to be more descriptive and obtain a clearer view of the flow structure, the
computational domain was split into four areas. Each unit contains four elements of
which at least two have different heights. Since the blocks have the same arrangement
as in the case of four cubes the intention here is to investigate whether the flow pattern
changes with ranging building height. The flow was visualised using velocity vectors
at XZ planes. Specifically, two planes were extracted of which plane y=0.14 was used
for describing the flow structure in unit A and y=0.5 for all remaining units.
Scenario A consists of blocks B1 (h = 0.28), B2 (h = 1.0), B5 (h = 0.64) and B6(
h = 1.0) as shown in Figure 4.5(a). The incoming flow, through B1 and B2, gets
redirected towards their wakes but also towards B5; see Figure 4.5(b). Since, B1 is the
shortest block in the whole array, its blockage effect seems to be very small with the
flow appearing to be mostly affected by the presence of B2. Thus, the side vortices of
B1 look weak whereas a relatively big vortex is formulated at the neighbouring face of
B2. The flow that gets through the gaps of the buildings, returns back to B1, due to the
presence of B5, and takes part into the formulation of a very small vortex at the left
back side of B1. Although, vortices should have been seen at the sides of B5 and B6,
one big vortex is created instead. The vortex covers almost the whole area between B5
and B6 and seems to be closer to B6. Unfortunately, the wake vortices are not visible
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(a) Domain of unit A
(b) Time-averaged velocity vectors in unit A
Figure 4.5: Flow structure in Unit A (y=0.14).
for all four elements, possibly due to the chosen XZ plane which is very close to the
ground.
In both rows of Unit B, the highest block (h = 1.36) is followed by a shorter block
(h = 1.0), see Figure 4.6(a). In Figure 4.6, the velocity vectors (extracted in plane
y=0.5) show that whenever blocks of different height are adjacent, the side vortices
between the neighboring faces tend to be shifted towards the face of the tallest block.
The same behaviour was seen between B5 and B6 in Unit A. The redirected flow
between B3 and B4 moves towards the wakes of the blocks until it gets stopped by B7.
The only clear formulation of wake vortices can be seen behind B4.
In Unit C, all blocks are of different height as shown in Figure 4.7. A clear view of all
side and wake vortices can be seen around B10 and B13, the highest buildings of the
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(a) Domain of unit B
(b) Time-averaged velocity vectors in unit B
Figure 4.6: Flow structure in Unit B (y=0.5).
unit, whereas the flow topology around the shortest element B14 (h = 0.64) is barely
visible; Figure 4.7(b). Finally, regarding Unit D, the interesting flow characteristic,is
noticed in the wake of B12, see Figure 4.8(b). Although two vortices should have been
present, there is only one and yet it is diagonal with its core found almost at the center
of the wake. Before closing, it should be noted that the recirculation areas at the side
and in the wake of the buildings are visible depending on the chosen plane, indicating
that the location of the vortices vary with ranging height.
Visualisation of the flow structures around the buildings is given in Figure 4.9 using iso
surfaces of the Q-criterion. The instantaneous flow field is clearly turbulent, exhibiting
more intense vorticity around the buildings. As expected, based on the typical flow
around an isolated obstacle, the vortical structures are visible in front, at the sides and
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(a) Domain of unit C
(b) Time-averaged velocity vectors in unit C
Figure 4.7: Flow structure in Unit C (y=0.5).
in the wake of the element. It must be noted that larger turbulent structures are seen in
the vicinity of the highest building (element coloured in red).
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(a) Domain of unit D
(b) Time-averaged velocity vectors in unit D
Figure 4.8: Flow structure in Unit D (y=0.5).
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Figure 4.9: Instantaneous flow field visualisation using the Q-criterion - Isosurfaces of
Q=0.2.
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4.3 Results
The applicability of high-resolution methods in flows around rough elements has been
discussed extensively in Chapter 3. In the sections that follow, the dependency of the
solution on the Reynolds number and the validity of imposing a constant pressure gra-
dient as a driving force under periodic conditions will be investigated in flows over
a non uniform height building array. Additionally, comparisons between similar lo-
cations in the uniform and non uniform building matrix will be presented in order to
investigate any significant differences in the flow features.
Six comparison points were identified as shown in Figure 4.10. Four out of the six lo-
cations around and above B6 (HB6 = 1.0, corresponding to the mean building height),
were chosen in the same way as in the case of four cubes. As seen in Figure 4.10(b),
vertical velocity profiles were extracted at positions (4,3), (4,4), (3,3) and (3,4) repre-
senting locations above B6, in the wake, in the cavity and in front of B10, respectively.
The last two locations in the wake of B2 and B9 (HB2 = HB9 = HB6 = 1.0) were chosen
in order to investigate whether similar positions exhibit altered velocity profiles due to
the presence of non uniform height neighbouring obstacles.
(a) Plan view indicating the block configuration (b) Comparison points
Figure 4.10: Highlighted locations of comparisons.
The ILES results were compared against Hot Wire Anemometer data (HWA hereafter)
[12] and available LES studies [87, 88] in terms of mean vertical velocity profiles.
Additionally, a number of mean velocity profiles was gathered and, after being spatially
averaged, they were fitted into a logarithmic curve. The deduced surface parameters
were compared with HWA data, but also with the parameters found in the case of four
cubes.
As mentioned before, all mean and turbulent statistics are presented in their non di-
mensional form and have been averaged over a sufficient time window (approximately
140 flow-through-times) to ensure convergence of the large scales as shown in Section
2.8.2.
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4.3.1 Constant Pressure Gradient Dependency
In Xie and Castro [87], it was stated that the choice of imposing a constant pressure
gradient as a driving force for fully periodic boundary conditions was a valid method.
However, in Chapter 3 of this thesis discrepancies in the velocity profiles were seen
when the same value of pressure gradient was used with different grid resolutions. To
assess the dependency of the results on the choice of the constant pressure gradient,
two simulations referring to a different value of ∂p
∂x
were performed. The first pressure
gradient was equal to the one used in the four cubes case ∂p
∂x
= −1.59Pam−1 whereas
the second one was set to −5.14Pam−1 in accordance to the LES study of Xie et al.
[88] of flows in a similar non uniform height array. In the comparison that follows,
the different values of ∂p
∂x
will be referred as Pgrad1 and Pgrad2. The flow conditions
within the element array corresponded to a Reynolds number of Re=6100 based on
mean building height and free-stream velocity [12].
(a) Location (4,3) (b) Location (4,4)
(c) Location (3,4) (d) Location (3,3)
Figure 4.11: Pressure gradient dependency in terms of mean statistics.
Figure 4.11 illustrates results obtained at the four locations around B6. Specifically,
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at locations (4,3) and (4,4), the profiles attained with the two pressure gradients seem
identical at the region below hmean = 1.0. However, above B6 their slopes change and
as a consequence they cross each other at approximately five times the hmean. Results
calculated with Pgrad2 are in very good agreement with the HWA data up to the crossing
point where the behaviour changes and the experimental data is now closer to the ILES
using Pgrad1. The mean velocity profiles at positions (3,4) and (3,3), in Figure 4.11(c)
and Figure 4.11(d) respectively, are smoother than the previous two locations. They
still develop in a different way but they both compare better with the HWA data until
they diverge at a higher point of approximately six times hmean. After that point, the
velocity magnitude is overpredicted in comparison to the HWA when Pgrad2 is used.
Nonetheless, results using Pgrad1 seem to follow the HWA profile in a better way and
to reach a slightly underpredicted velocity value at the upper boundary.
Regardless of the position, it is evident that there is a degree of dependency on the
choice of the pressure gradient. Based on the fact that increasing the absolute value of
∂p
∂x
led to an overpredicted velocity magnitude at the top boundary, it was decided that
further investigations will be conducted using only ∂p
∂x
= −1.59Pam−1.
4.3.2 Reynolds Number Dependency
In the LES study of Xie and Castro [87], it was stated that the Reynolds number depen-
dency is very weak when flows over uniform and non uniform height obstacle arrays
are simulated within the range of Re = 5000 and Re = 50000. The conclusion was
based on the fact that the surface drag was mainly pressure drag and that the dominant
turbulent scales were comparable to the roughness element scales. Thus, when the
flow within the variable height array was simulated at Reynolds numbers of 5000 and
6100 (in the LES study Xie et al. [88] and experimental study of Cheng and Castro [12]
respectively), the results were in very good agreement. In order to investigate whether
the specific remark could apply to the ILES study, it was decided to proceed with two
simulations each one corresponding to the Reynolds numbers mentioned above at a
constant pressure gradient ∂p
∂x
= −1.59Pam−1.
Vertical velocity profiles were extracted at locations (4,3), (4,4), (3,3) and (3,4) and
compared against HWA data. As shown in Figures 4.12(a) and 4.12(b), both simula-
tions underpredict the velocity profile apart from the area close to the top boundary. At
the specific location, the velocity magnitude seems to be predicted well in both cases.
However, the simulation performed at Re=5000 gave better results. Slightly differ-
ent picture can be seen in Figures 4.12(d) and 4.12(c) where the velocity shape and
magnitude are predicted accurately when the flow conditions correspond to Re=6100.
Nonetheless, at the top boundary, the flow recovers values closer to the ones obtained
at Re=5000.
By using information from both sections examining the effects of constant pressure
gradient and Reynolds number, it can be concluded that flow within the non uniform
height obstacles should be simulated with an imposed pressure gradient of −1.59Pam−1
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at Re=6100.
(a) Location (4,3) (b) Location (4,4)
(c) Location (3,4) (d) Location (3,3)
Figure 4.12: Reynolds number dependency in terms of mean statistics.
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4.3.3 Obstacle Configuration Dependency
In this section, the effect of the randomness in obstacle height will be presented in terms
of mean and spatial averaged velocity profiles. Specifically, mean vertical velocity pro-
files were extracted in the wake of two buildings of hmean = 1.0. The obtained results
were compared against HWA and LES data at the same locations and also against the
mean velocity profile found in the wake of a cube as described in Chapter 3. Addi-
tionally, the spatial mean averaged profile was fitted in the logarithmic law curve and
it was plotted against the fitted logarithmic profile found in the four cubes array.
Mean Velocity Profile
Locations (3,2) and (1,6) can be found in Figure 4.10(b). Based on the fact that peri-
odic boundary conditions are imposed along the streamwise and spanwise directions,
obstacle B2 (h = 1) is considered to be placed in the wake of obstacles B13 (h = 1.36)
and B14 (h = 0.64) and in front of B5 (h = 0.64) and B6 (h = 1.36). Furthermore,
its adjacent obstacles are B1 (h = 0.28) and B3 (h = 1.36). Element B2 also seems to
be surrounded by obstacles of different height ranging between of B2 ± 0.36, with the
only exception of B1 which is the lowest obstacle. Element B9, however, is adjacent
to obstacles of four different heights, with the biggest difference in height noticed to
the B10 (h = 1.72).
(a) Location (3,2) (b) Location (1,6)
Figure 4.13: Obstacle configuration dependency in terms of mean statistics.
As seen in Figure 4.13(a), the numerical simulations (ILES and LES) seem to pre-
dict a similar velocity magnitude up to a certain height, whereas both profiles diverge
from the HWA data as the flow approaches the top boundary. Specifically, ILES is in
good agreement with the HWA data up to approximately eight times hmean while LES
produces slightly better results, but diverges earlier of approximately 6 times hmean.
Nonetheless, it can be stated that ILES captured the shape of the velocity profile in an
appropriate manner. A different picture is seen in the wake of B6 in Figure 4.13(b).
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Both numerical simulations appear to diverge from the HWA data at an even earlier
point. Up to four times the mean obstacle height, ILES appears to follow the shape
of the HWA profile while after that height the profile becomes steeper. LES and ILES
seem to achieve the same velocity value at the top of the domain.
(a) Streamwise Reynolds stresses (b) Crosswise Reynolds stresses
Figure 4.14: Reynolds stresses at location (3,2) - Station A.
Reynolds stresses at Station A are given in Figure 4.14. The streamwise and crosswise
stresses are compared against available experimental and LES data. In Figure 4.14(a),
ILES appears to follow the LES profile below the height of the highest building how-
ever it is lacking in magnitude. The shear layer is underpredicted as well. Above
approximately three times the hmean, the ILES Urms profile seems to diverge from the
HWA and LES data. One possible explanation could be the reduced resolution above
the highest element of the array. Figure 4.14(b) presents comparisons in terms of cross-
wise Reynolds stresses. Different behaviour is seen here, with the ILES profile having
the same shape as LES but relatively less in magnitude. Nonetheless, both numerical
methods seem to underpredict the Reynolds stresses when compared against the HWA
data.
Figure 4.15 shows comparisons in terms of Reynolds stresses at Station B. In Figure
4.15(a), the streamwise profile appears to be captured better at the specific location.
The shape of the profile is predicted correctly up to four times hmean. Past that point and
for approximately two times the hmean, the ILES stresses deviate. However the shape
of profile is recovered and retained until the top boundary. Figure 4.15(b) shows cross-
wise Reynolds stresses at Station B. The magnitude of the stresses appears reduced in
comparison to the LES and HWA data. The shear layer is predicted at a higher location
than expected (near the top boundary of the tallest element of the array). As at Station
A (Figure 4.14(b)), both LES and ILES are below the HWA data.
Figure 4.16 shows the comparison between the two profiles obtained over the non
uniform obstacle array and the velocity profile behind the cube as found in Chapter
3. To facilitate the comparison, the velocity profiles are shown only up to four times
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(a) Streamwise Reynolds stresses (b) Crosswise Reynolds stresses
Figure 4.15: Reynolds stresses at location (1,6) - Station B.
Figure 4.16: Comparison between random and uniform element array.
hmean which corresponds to the top boundary of the four cubes case. There is a clear
discrepancy of the velocity profiles in magnitude. The profiles are sharper for the non
uniform block array and the velocity values are smaller than the ones seen in the case
of the four cubes. Since the top boundary has been lowered to just two times the height
of the highest building for the sake of comparison, it can be said the flow has not
recovered yet and it is still developing. Thus the velocity magnitude is lower than in
the case of the four cubes.
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Spatially Averaged Velocity Profile
In this section, the spatially averaged mean velocity profile will be fitted to a logarith-
mic law curve. Taking the given random and complex geometry into account, it was
decided to investigate whether the specific unit could produce enough information so
that the logarithmic law wind profile is obtained in the same manner as in the case of
the four cubes. Therefore, sixty four locations at heights above the highest element
were identified as shown in Figure (4.17).
For simplicity, the acronyms of LDA UH and HWA RH will be used when referring
to the experimental surface parameters of uniform height and random height array, re-
spectively. Acronyms will also be used for the ILES data. ILES RH2 and ILES RH3
represent the parameters obtained using the two and three-parameter fit respectively.
Since, both fitting procedures produced similar results for the case of uniform height
element array, the cases will be referred as ILES UH hereafter.
The information gathered was fitted into a logarithmic curve following two procedures.
The first procedure concerns the fit of the spatial averaged velocity profiles using linear
regression analysis with least square fitting of two unknown parameters, u∗/Ur and d,
while z0 was set equal to 0.064 as in the experimental study of Cheng and Castro [12].
The second one involved a fit where all three parameters were unknown. The surface
parameters were compared against those found in the experimental study of Cheng and
Castro [12], but also against the parameters found in the four cubes case. A summary
of the surface characteristics obtained from the HWA experiment and ILES, for both
uniform and variable obstacle height, is given in Table 4.1.
As seen in Table 4.1, experimental data collected within the inertial and roughness
sublayer show that the slope of the velocity profile (given by the ratio u∗/Ur) remains
almost identical in the case of the uniform and non uniform array. This is an indication
that the shape of the profile is preserved despite the variable element height. However,
the values of d and z0 are higher, stating that the random surface is rougher than the
one in uniform height array.
Comparisons between the HWA and ILES data showed that, despite the different linear
regression approaches, the values of the surface parameters are reasonable and com-
parable to the experiment. Specifically, the ratios of u∗/Ur are slightly higher than the
HWA ratio. The value of d is underpredicted when z0 is known, whereas d is overpre-
dicted when z0 is deduced as well. The difference in both cases is approximately ±0.2
which corresponds to an approximate average of ±16% as seen in Table 4.2. Finally,
the fitted value of z0 seems to be in very good agreement with the HWA data; an indi-
cation that the curve fit with three degrees of freedom is able to produce valid results
for the case of random height element array.
Comparisons between the ILES surface parameters within the uniform and non uni-
form array are shown in Table 4.1. All parameters are higher than in the case of four
cubes. However, the slope of the curve does not seem to change significantly within
the two arrays. Specifically, it was noted that, when the numerical data is fitted using
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Figure 4.17: Locations of spatial averaged mean velocity profiles.
linear regression with two degrees of freedom, the ratio of u∗/Ur is higher than the one
in the four cubes case but also higher than the three parameter fit. Considerably higher
are the values of d and z0. However, this remark is consistent with the idea that the
array consists of more elements with ranging heights (thus increased roughness).
Roughness parameters LDA UH HWA RH ILES UH2 ILES UH3 ILES RH2 ILES RH3
u∗/Ur 0.0635 0.0644 0.0652 0.0655 0.06835 0.0675
d 0.835 1.24 0.8203 0.7946 1.065 1.47
z0 0.0405 0.064 0.0405 0.0419 0.064 0.0675
Table 4.1: Surface parameters obtained from ILES data.
Roughness parameters HWA RHvsILES RH2 HWA RHvsILES RH3
u∗/Ur 6.1% 5%
d 14% 18%
z0 0% 5.4%
Table 4.2: Percentage difference between ILES and HWA surface parameters.
4.3.4 Energy Spectral Analysis
As described in Chapter 2, the existence of fully developed turbulence can be proven
based on Kolmogorov’s theory of k−5/3 assuming the turbulence as isotropic and ho-
mogeneous. To obtain this information, the time signal of instantaneous streamwise
velocity was gathered in the wake of five elements, each representing one of the five
different block heights. The signal was then transformed using a Fourier series (for
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more details revisit Chapter 2) and the results were compared against Kolmogorov’s
theory as seen in Figure 4.18.
Based on the results, it can be stated that the slope of the velocity signal approaches
Kolmogorov’s (-5/3) in the wake of the highest building, B10, and not behind B5. The
observation is verified by the summary of the energy spectral slopes given in Table
4.3. As seen in Figure 4.10(a), the wake of B5 is dominated by the tallest elements.
Thus, the flow requires additional time to reach the fully turbulent stage due to the
blockage effect of B10. Using the same argument for the wake of B10, it can be said
that the flow adapts quicker to changes due to the presence of shorter buildings, hence
Kolmogorov’s (-5/3) is finally reached. As mentioned before in Section 3.3.6, the
peaks at k=10 is noise.
Schemes wake of B1 wake of B5 wake of B6 wake of B7 wake of B10
5thM LM −1.67 −1.75 −1.68 −1.67 −1.65
Table 4.3: Energy spectral slopes for random height array.
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(a) In the wake of B1 (b) In the wake of B5
(c) In the wake of B6 (d) In the wake of B7
(e) In the wake of B10
Figure 4.18: Energy spectral in non uniform obstacle array.
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4.4 Summary
Flows within an array of variable height roughness elements representing real urban
environment was investigated in the context of Implicit Large Eddy Simulation. The
prediction of such complex flows was examined using the 5th order MUSCL scheme
combined with the Low Mach Correction Treatment. The simulations were performed
on only one computational grid of 16x16x16 grid points per mean building height.
The effect of the imposed constant pressure gradient was investigated by performing
two simulations, with different value of ∂p
∂x
. Results obtained in terms of mean velocity
statistics showed a dependency on the choice of the pressure gradient. The effect of
Reynolds number was also examined at a given constant pressure gradient. Based on
the results, it was concluded that different flow conditions produced different magni-
tude of the velocity profiles, a statement that contradicts the findings of the experimen-
tal and LES studies. Detailed information regarding the way that the pressure gradient
was imposed in the LES study is not available, therefore, it is not possible to proceed
with an explanation regarding those opposite findings.
Mean velocity profiles were extracted in the wake of buildings with the same height in
order to investigate the effect of the neighbouring obstacles. The results were compared
against HWA and LES data at the same stations, and also with the velocity profile
behind a cube as described in Chapter 3. The profiles were found to be steeper and
lower in magnitude. To progress it further, the profiles were fitted to a logarithmic
curve and the roughness parameters were calculated. The fit produced parameters that
were in good agreement with the HWA data. Additionally, the slope of the fitted curve
was comparable with the one found in the case of the four cubes. Finally, from the
energy spectral analysis, it was found that Kolmogorov’s theory of k−5/3 is reached
slower behind the highest building of the array due to its sheltering effect.
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Conclusions and Future Work
IN this thesis, a range of subjects related to the numerical prediction of flow aroundwall mounted obstacles was covered in the context of Implicit Large Eddy Simula-
tion. The findings of the specific investigation will be presented here. Additionally,
suggestions for future work will be given that would increase the reliability of the nu-
merical simulations so that a more accurate representation of reality is produced at a
reasonable computational cost.
5.1 Conclusions
Flows in real urban environment are characterised by separation and reattachment due
to the wind’s interaction with any roughness element, from rocks and trees to building
structures. Thus, it produces an excellent testcase for assessing the applicability of
Implicit Large Eddy Simulation to the specific type of flows. In the first case under
investigation, the performance of high-resolution schemes, namely the 2nd order Van
Albada, the 5th order MUSCL, the 5th order WENO and the 9th order WENO, has been
assessed for the flow within a uniform height obstacle array in a staggered arrange-
ment. The schemes were used either on the original form or coupled with the Low
Mach Correction Treatment which was mainly designed to reduce the excessive dissi-
pation produced by the 5th order MUSCL scheme. In the same context, the effects of
the choice of numerical parameters such as grid resolution and temporal discretisation
were also investigated. Simulations were performed on three computational meshes
with different number of grid points per cube side. The results were compared against
available experimental data produced by the Laser Anemometer method and against
other numerical studies DNS and LES studies. It was concluded that simulations per-
formed either on the coarse or medium grid produced results which were in very good
agreement with the experimental and the numerical data. However, the mean velocity
statistics were deteriorating with increasing grid resolution. One possible explanation
could be that the production of dissipation could not be adequate enough when high
grid resolution grids and high order numerical schemes are combined. The latter ob-
servation gave rise to the interest of investigating the numerical scheme dependency in
combination with the Low Mach Correction Treatment.
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Almost all numerical schemes exhibit similar behaviour and result in very good agree-
ment with the experimental data without being affected by the Low Mach Correc-
tion Treatment. However, strong effects were seen when the 9th WENO scheme was
used. It appears that the combination of high-order scheme (which could be consid-
ered similar to producing results in a very fine grid) and Low Mach Correction Treat-
ment produces over-turbulent results. The specific finding verified the initial thought
that high-resolution schemes and Low Mach Correction Treatment may not be always
compatible.
As an additional measure of the schemes applicability, the mean vertical velocity pro-
files were fitted to a logarithmic curve and the roughness parameters characterising the
flows were obtained. According to calculations, the 2ndVA and the 5th order MUSCL
scheme with Low Mach Correction produced results with the best agreement with
LDA data based on shear stresses calculation within the inertial and roughness sub-
layer. Hence, it was concluded that it is possible to produce accurate results on a
relatively coarse grid, given that a high order spatial discretisation scheme is used.
The effect of temporal discretisation was examined as well by reducing the value of
CFL in a case using the 9th order WENO scheme. As expected, accurate results can
be calculated at high CFL numbers when high order spatial discretisation schemes
are used. Finally, energy spectral were calculated from the decomposed instantaneous
streamwise velocity signal at specific locations around a cube. From the comparisons
with Kolmogorov’s theory of k−5/3, it was found that the slope of −5/3 was approached
quicker in the wake of the cube.
In summary, it can be said that ILES was successfully validated against the LDA data
for flow over a uniform height obstacles array. The most interesting finding was the
part that ILES was proven able to produce results with DNS characteristics on a coarser
grid when high order spatial discretisation schemes were employed. This is a very
important conclusion because this proves that apart from the simpler formulation of
ILES in comparison with the conventional LES, ILES using high resolution methods
is capable of producing results at a reasonable computational cost.
The second case under examination considers flow within a more realistic representa-
tion of urban areas. Results were obtained by using the 5th MUSCL scheme coupled
with the Low Mach Correction Treatment on one only grid resolution since grid res-
olution and numerical scheme dependency were extensively investigated in the four
cubes case. The areas under investigation involved validation of the method of impos-
ing a constant pressure gradient as a driving force in every cell as well as the Reynolds
number effects. More specifically, the ILES results revealed that the mean velocity
profiles are overpredicted when the case specific pressure gradient is used. Hence, it is
believed that presumably the preservation of a constant level of mass flow rate could
lead to more consistent results.
Regarding the Reynolds number dependency, it was found that there is indeed a de-
gree of sensitivity that produces different shapes of profiles, a point that contradicts
the statement of Cheng and Castro [12] and Xie et al. [88] that flow conditions that
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correspond to the Reynolds number range of 5000 to 50000 produce mean and turbu-
lent statistics with insignificant differences. Finally, the mean vertical velocity profiles
were spatially averaged and fitted into a curve assuming that logarithmic wind profile
is present. The roughness parameters were then obtained and their values were found
comparable with the HWA data.
As it was stated in Grinstein et al. [27], although ILES has been proven accurate in
simulating classical cases of turbulence such as shock waves and mixing materials,
it has not been enough to persuade the scientific community of its applicability for
simulating complex flows. With this thesis, it is believed that the point has been made
that Implicit Large Eddy Simulation using high-resolution methods is indeed able to
accurately reproduce the flow conditions in obstacle arrays representing urban areas
without any model modifications.
5.2 Future Work
A considerable amount of work has been produced in this thesis. However, there is
always space for improvement. For the case of the staggered array of four cubical ele-
ments, further investigation of the discrepancies seen on results obtained with different
grid resolutions might be required. The fact that the mass flow rate was found higher
than expected on the finer grid leads to the suggestion of using an alternative approach.
It might be worth investigating whether maintaining a constant mass flow rate through
a variable pressure gradient could be a more appropriate method. The specific sug-
gestion requires additional experimental information which at the present study was
not available. Further investigation of the boundary conditions might also be required.
The symmetry condition imposed on the top boundary of the computational domain is
artificial and does not correspond to the flow conditions found in the boundary layer.
The reason for choosing the specific condition was based solely on facilitating direct
comparison with DNS and LES studies found in the literature. However, it is proposed
to progress the case further and impose conditions that resemble open air conditions
such as the farfield condition.
A number of additional investigations is also proposed for flows over variable height
roughness elements. Firstly, further investigation is proposed in the direction of in-
creasing the size of the computational domain. According to the four cubical element
case, the domain consisted of four times a repeating unit consisting of one element.
Therefore, it is suggested to create a larger computational domain which will include
four times the existing domain of the non uniform height obstacle array. The intention
here is to examine whether the size of the domain affects the outcome of the simula-
tions despite the imposed periodic boundary conditions. Secondly, it would be useful
to perform additional simulations with different grid resolutions in order to examine
whether the solution deterioration with increasing grid resolution was case specific or
it is also present in the non uniform height element array.
Finally, regarding both studies presented in this thesis, it is suggested to proceed with
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cases which do not deal exclusively with the height variability. Real urban flow condi-
tions are affected by a number of other parameters such as variability of building shape,
alignment and area density (distance between the buildings). Thus, it is believed that
combinations of the above parameters will be one of the next steps to be taken in the
context of Implicit Large Eddy Simulation of Building Aerodynamics.
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A P P E N D I X A
Viscous Stress Tensor
According to Stoke’s hypothesis the summation of the normal stresses is zero in or-
der to maintain equilibrium in a control volume [83]. Therefore the second viscosity
coefficient is given by
λ = −
2
3µ (A.0.1)
where λ represents the second viscosity coefficient and µ is the dynamic viscosity of
the fluid.
Based on the above hypothesis, the viscous stress components of an isotropic Newto-
nian fluid can be written as
τxx =
(
−
2
3 µ div u + 2 µ
∂u
∂x
)
,
τyy =
(
−
2
3 µ div u + 2 µ
∂v
∂y
)
,
τzz =
(
−
2
3 µ div u + 2 µ
∂w
∂z
)
,
τxy = τyx = µ
(
∂u
∂y
+
∂v
∂x
)
,
τxz = τzx = µ
(
∂u
∂z
+
∂w
∂x
)
,
τyz = τzy = µ
(
∂v
∂z
+
∂w
∂y
)
.
A-2 Viscous Stress Tensor
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Figure B.1: Time-averaged crosswise stresses at location p1.
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Figure B.2: Time-averaged spanwise Stresses at location p1.
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Figure B.3: Time-averaged crosswise stresses compared against LDA data at location p2.
B-4 Reynolds Stresses Comparisons With LDA Data
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Reynolds Stresses Comparisons With DNS
and LES Data
(a) ILES16 vs DNS 2ndVA (b) ILES16 vs LES8 2ndVA
(c) ILES16 vs LES16 2ndVA (d) ILES16 vs LES32 2ndVA
Figure C.1: Time-averaged turbulent intensities obtained with 2ndVA scheme at location p1.
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Figure C.2: Time-averaged turbulent intensities obtained with 5thM scheme at location p1.
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Figure C.3: Time-averaged turbulent intensities obtained with 5thWN scheme at location p1.
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Figure C.4: Time-averaged turbulent intensities obtained with 9thWN scheme at location p1.
