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Biological Neural Network 
The importance of neural networks as a subject is partly owing to the possibility of the 
comparison of machines to biological brains. The first model of a neural network was 
proposed by Warren McCulloch and Walter Pitts over fifty years ago. It is believed that 
the large number of neurons and their hierarchical organization in the brain are a 
prerequisite for an organism to be conscious and exhibit complex behavior. The neural 
network acts as an information processing unit that receives information from the organs 
of its body which are reacting to the external conditions of the environment. The 
information that is received is decoded and processed to generate an appropriate 
response. 
Historically, neural networks have been compared to computers or machines and vice 
versa. According to John von Neumann, the description of machines in the future would 




The fundamental differences between machines and biological neural networks are the 
built-in parallelism and the redundancy with which a biological network gains reliability 
as compared to individual stand alone computational systems. The following figure 
shows the typical biological neuron. 
 
Figure-1, A Biological Neuron 
As seen in Figure 1, the neuron consists of a cell body which houses the nucleus, a thin 
long body structure called the axon and the branching structures called dendrites. The 
dendrites act as connectors to other neurons or to vital organs. The signals that are 
generated by the organs are carried by these neurons to the brain, which is a complex 
network of millions of such entities. The brain is thought of as an abstract computational 
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machine for which many models have been proposed, but, none of which match the 
potential of a biological network. These models stress the issues of information 
processing and information storage/retrieval. 
Artificial Neural Networks 
Artificial neural networks are designed keeping into consideration that the information 
processing capacity of a neuron is limited and that as a whole, a neural network should be 
able to generate intelligent behavior. Two kinds of networks are considered in the 
literature; the feedback networks and the feedforward networks. Feed-forward neural 
networks allow the signals to be travelling in only one direction. In the feedback 
networks, on the other hand, signals can travel in any direction until the network reaches 
















Figure-3, Feedback neural network 
Information Storage 
Information storage is generally viewed as a pattern of activity [2]-[7] while in other 
models, it is seen as information stored at specific locations [8]-[9]. Also, there is the 
question of the processing power of an individual neuron. Is a neuron limited to 
processing very low fundamental information? Or is it capable of processing higher level 
information? There is substantial evidence reported by Quiroga et al, that specific 
neurons are “selectively activated by strikingly different pictures of individuals, 
landmarks or objects and in some cases, even by letter strings with their names [9] ”. 
Fifty years ago, the American-born Canadian neurosurgeon Wilder Graves Penfield made 
an amazing observation [16] . While operating on the brain of patients to cure them of 
epilepsy, he noticed that as he was stimulating the outer cortex of the brain, patients 
seemed to recall past experiences. Recently, scientists who were operating on an obese 
man to reduce his appetite, have confirmed this finding. Scientists who had injected 
electrodes into the man‟s brain and were trying to stimulate certain regions of his brain, 
to could control his appetite [11] , found that the patient had claimed that he was 





indicates there are control/activity centers in the brain and certain information might be 
indexed at specific locations in the brain. When a stimulus is given to this particular 
neuron or set of neurons, it led to the retrieval of a specific memory. 
A mathematical model based on the B-Matrix approach does show how memories are 
retrieved from a single neuron in a network. This uses the Hebbian rule of learning and 
can be adapted to multiple such generator neurons. In this thesis, we examine new 
implications of the B-Matrix approach and show how it may be modified to lead to 






REVIEW OF LITERATURE 
 
Hebbian Model 
The Hebbian model was proposed by Donald Hebb in 1949 [2] . In this model, it is 
assumed that the synaptic strength between two neurons is changed based on the pre-
synaptic neuron‟s persistent stimulation of the post-synaptic neuron. The Hebbian 
learning rule is given by 
            
where x is the input vector and W is the weight matrix, which is an n x n matrix 
containing the weights of successively firing neurons. A memory is successfully stored in 
the network if 
           





The B-Matrix network is a feedback network with indexed memory retrieval. Developed 
by Kak, the B-matrix Approach [12] , [13] is a generator model for memory retrieval. In 
it, the activity starts from one neuron and then spreads to the adjacent neurons to increase 
the fragment length. The new fragment is fed back to the network recursively until the 
memory is generated. 
The use of the B-matrix approach together with a specified proximity matrix for the 
neurons was recently shown by Kak [12]. In this thesis, we perform experiments to see 
the relationship of single neuron memories to their location using the proximity matrix. 
The location of memories and the capacity for this storage was obtained by experiments 






Figure-4, B-Matrix generator model 
 
Recollection of memories in the B-Matrix Approach is by using the lower triangular 







T = B + B
t
 
The activity starts from one single neuron and then spreads to additional neurons as 
determined by the proximity matrix which stores the synaptic strength between neurons. 
Starting with the fragment f 
1
, the updating proceeds as:  
f 
i





 is the i
th
 iteration of the generator model. Notice that the i
th 
iteration of the 
generator model produces only the value of the i
th 
binary index of the vector memory but 
does not alter the „i-1‟ values already present. 
This model relies heavily on the geometric organization of the network. The proximity 
matrix is a matrix which holds the geometric proximity of each of the neurons with every 
other neuron in the network. 
The neural network of n neurons may be thought of as a three dimensional network of n 
nodes interconnected with each other with different synaptic strength between each node. 
We can construct a two dimensional graph of the network as a polygon of n sides with all 
diagonals connected and each corner being a node. For example, consider the neural 
network of 6 nodes as shown in Figure 5. 
Let us assume without loss of generality that this network is already trained with a set of 
memories. When retrieving a memory from this network, the activity starts from one 
node and then spreads to the adjacent nodes as described by the proximity matrix. 
Assume that the activity starts at the second neuron and spreads from there on. If the 
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synaptic order given by the proximity matrix is [2 5 3 1 4 6], then memory retrieval 







Figure 5. Graph showing the Neural Network and Activity Spread from Neuron 2. 
 
Each neuron is capable of storing and retrieving a particular memory by the spread of 
activity as long as the network is not overwhelmed with information. As seen in the 
above example, it is possible to retrieve the right memories if we do know what the index 
of the neuron to be stimulated is, and what should be used to stimulate that selected 
neuron. Hence indexing plays a major role in the retrieval of memories. To better 
understand how a complex neural network might function, we introduce the concept of a 
sub-neural net and an indexing neural net. A different approach to indexing is provided in 
[10] , [15] . 
This model eliminates the need for a complete vector of memory needed for verification 













example, consider a person listening to a song. The next time he hears the song, he need 
not listen to the whole song to remember that this was the song he heard. All he needs is a 
small fragment of the song to help him recollect and maybe even sing the song. 
Widrow-Hoff Learning: 
The Widrow-Hoff learning rule was proposed to increase the memory storage capacity of 
the Hebbian network [3] . In this learning, we try to adjust the weights that are stored in 
the network iteratively to increase the chances of retrieving memories from the network. 
The idea behind this mode of learning is that as new memories are brought into the 
network, the learning of these new memories would have an overwriting effect on the 
previously learned memory.  
The Widrow-Hoff model proceeds by first calculating the error associated with the 
retrieval of the memory from the network. Based on the error matrix obtained, the 
weights are so adjusted that the error for the particular memory is minimized. This 
procedure is repeated iteratively until all the memories of the network have been stored 
with no error, or with a permissible threshold.  
Summarizing,  
                , where                  ,  W is the weight matrix, 
xi is the present input, and                                . 
This way of learning is “batch learning” as opposed to “single stimulus learning” of 
Hebbian Learning. It has been shown that batch learning does converge faster to the 
correct solution than single stimulus learning.  
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An error vector is estimated for every iteration of the weight matrix adjustment. We then 
calculate an error term associated with these vectors, and average it over the number of 
memories that are trained to the network. Defining a good bound on this error term forms 
a critical problem.  
Multi-Level/Non-Binary Neurons 
In the discussions above, we were considering binary neural networks. It is not easy to 
compare such networks to the neural networks in biological organisms, since the 
biological neurons not only carry electrical impulses of varying magnitude, but they are 
also associated with a train of voltage spikes. Conversions of all data that is being fed to 
the network to the binary form can cause loss of information. Non-binary or n-ary neural 
networks were proposed [14] motivated by the complexity of biological neural networks. 
Consider the construction of a quaternary neural network [14] instead of a binary neural 
network. Such a network implements the same principles as does a binary one, with the 
exception that the neurons now, map to a larger set of activations. 
          
 
 
     
              
           
               
             
  
The problem involved in extending this approach to the B-Matrix approach would 
involve the inclusion of varying levels of thresholds at each step of the multiplication of 
the B-Matrix to the fragment, considering that there are a different number of neurons 
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involved in each step. Specifically, the number of neurons involved increases by one in 
each step. Hence, the selection of a good function which would accommodate the number 








Sub-Neural Nets and Indexing Neural Nets 
Consider a complex neural network, similar to the human brain, which can store and 
retrieve memories. This entire neural network can be further divided into much smaller, 
functional units of networks with the same capabilities as discussed above. In this sub-
neural net, each neuron is connected with every other neuron with a proximity matrix that 
is based on the synaptic strengths of its interconnections. 
As mentioned in a previous chapter, it is possible to retrieve the right memories if we 
know which neuron to stimulate and what signal to stimulate this neuron with. Since a 
complex neural network is large, it is safe to assume that the network is made up of small 
sub-neural networks, which are again interconnected with each other to retrieve and store 
memories. Thus, we can visualize this complex network as a network of networks. 
Collectively, these neural networks are managed by indexing neural networks, which 
may help in the retrieval of memories by clamping a certain set of neurons as illustrated 











Figure 6. An Indexing Neural Net surrounded by Sub-Neural Nets 
The sub-neural nets are the building blocks for the larger network. They are responsible 
for storing and retrieving memories. The indexing neural network, on the other hand, 
receives a signal from an external source, say an organ, and then stimulates a few sub-
neural nets with varied signals until the memories from each are retrieved. Our proposed 
active sites model is based on these ideas. 
Active Sites 
The motivation behind defining active sites comes from the fact that different organs in 
the human body generate signals which are directed to specific parts of the brain. We 
assume that this particular signal is not only sent to a specific neural network, but also a 




























so as to generate the specified memories that are stored in the network. A set of 
activations sites would retrieve for us a memory, and a different set might retrieve 
another. 
Consider a network consisting of n neurons. According to the Hebbian rules of learning, 
the activations/synaptic strengths that are contained within the network, n(n-1)/2 in 
number, can be represented in an n x n matrix with the lower and upper triangles 
containing the specified strengths between successive neurons. By saying that a network 
can identify a neuron as a possible active site, we propose that the network not only 
assigns a synaptic strength between two neurons, but also assigns an activation level for 
the specified neuron. In such a case, when the network is stimulated externally, it is these 
activation sites that are triggered and these are the sites from where activity spread takes 
place.  
Identifying Active Sites 
The neural network identifies the active sites within it during training. We would like that 
triggering the right neurons with the right stimulus, yields successful memory retrieval. 
This makes identifying the right neurons to be the crux of the problem. For a given set of 
memories, say, M [1 : m], having a hamming distance of at least 1 among each other and 
a neural network of size n, we try to identify those sites in M[i] which are distinct from 
the memories of M[1 : m] – M[i]. Indirectly, we are trying to find those neurons for a 
particular memory, M[i], where the input for that particular neuron is different than the 
other M[1 : m]-M[i] memories.  
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After identifying the various active sites for a particular memory, the neural network then 
assigns an activation level on these neurons. Different memories have different activation 
sites. The network cannot identify which activation belongs to which memory, but it can 
differentiate between activation levels of neurons corresponding to different memories 
based on the level of activation. For the simulation purposes, the activation levels are 
represented by prime numbers. 
We now consider the problem of trying to retrieve memories from the active sites. Here, 
we confront questions such as 1) How many of these active sites do we use to retrieve 
memories?, 2) How do we generate update orders for potentially non-successive active 
sites?. For this, we propose three methods for determining the update order. 
Determining the Update Order 
Previously, as we were clamping single neurons, the update order of a neuron was 
dictated by the corresponding row of the proximity matrix for that particular neuron. 
However, while considering active sites, there is always a possibility that there are more 
than one active site for a particular memory, and that the activity spread should ideally 
take place from these sites until the network reaches a stable state. In order to generate 
such an order, we propose three methods 
 Arbitrary : Here, the neurons in the network are selected arbitrarily from the set of 
neurons for the update order. 
 Averaged : Here we consider the average of the proximity matrix with regard to 
the synaptic strength between the active sites and then obtain the new update 
order relative to these active sites. 
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 Independent : Here, the partial memories retrieved from all active sites are taken 
individually along with the values obtained from the (B x clamp) and these values 
are then taken as a summation over the set of active sites to determine the 
resultant memory retrieved from the network. 
 
Decreasing the Computational Complexity 
Consider the case where a neural network of size 64 is used and the number of memories 
that are fed to the network is 6. Assume that the length of the fragment that is being 
considered for retrieval from this given neural network is 4. In such a case, we need to 
consider the number of combinations in which the sites are chosen in the classical B-
Matrix approach. The total number of combinations of fragments and their originators are 
characterized by the selection of the number of sites and the fragment with which it is 
being stimulated. 
                                                   
              
            
            
            
   
            
 
 
   
 
where n is the size of the network and r is the chosen fragment size. 
Consider that the active sites model is presently being used. In such a scenario, the 
number of neurons that are presently under consideration are the neurons which are 
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chosen as active sites for each memory. Hence, every memory has at most r such sites 
from which we need to retrieve memories. 
                                                   
             
           
           
           
   
            
 
 
   
 
 
As we can notice, the number of executions of the retrieval process are reduced 
drastically, which would help reduce the computational complexity of the network. 
Delta Rule for the Active Sites Model 
The Widrow-Hoff learning rule was implemented with one goal in mind, to incrementally 
increase the memory retrieval capacity of the Hebbian model. At each iteration of a 
particular memory, the effectiveness of the retrieval capacity of the network is improved. 
Hence, comparing the results of the increase in Hebbian model to the B-Matrix approach 
or the active sites model would not be justified. 
Since at each step, the delta rule computes the change it needs to make to the weight 
matrix such that it can accommodate the incoming memory into the network. For the 
same result to be expected from a delta rule for the B-Matrix approach, we need to know 
which site has to be selected for learning the particular memory. Hence, the active sites 




Once the site/sites are chosen by the active sites model, the delta rule would then update 
the rows individually until the desired memory is retrieved from the weight matrix. 
                                             
                                                                                                    
where η is the learning constant. 
The delta rule discussed can be applied to a non-binary neural network, as we can specify 
the threshold individually for each level at learning. This model solves the problem of 
implementing a non-binary neural network for the B-Matrix approach. 
The delta rule can be implemented with having one active site per memory and multiple 
active sites per memory. Forcing the restriction of having only one active site per 
memory, gives us only 16 unique active sites per memory and hence, a maximum of only 
16 memories can be trained to the network. On removing that restriction however, we 
have many combinations of active sites available and hence, a higher probability of 
memory storage. For generating the update order of multiple active sites, the averaged 
method mentioned above is used. 
 
Experimental Setup 
The proposed method was programmed in Matlab and used to carry out the above 
procedure for a given number of iterations. In each iteration, the neural network is trained 
incrementally, one memory at a time, i.e., once a memory is fed into the neural network, 
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the process of counting the number of stored memories and the number of retrieved 
memories is executed. After execution, the program generates the following output : 
1) A plot of the average of the number of memories stored against the number of 
memories fed to the network. 
2) A plot of the average of the number of memories retrieved against the number of 
memories fed to the network. 
3) A 2-D graph of the neural network with highlighted generators. 
Calculation of the Proximity Matrix: 
Since we do not have a physically defined neural network and we are simulating one, we 
need to create the proximity matrix for the simulated network. The labeling of neurons as 
[ 1,2,…n ] comes from the fact that we select a neuron to be labeled as 1 and the 
proximity order or the update order defines the labeling of the rest of the neurons as 
2,3,4… in the increasing order of synaptic strength. Since the simulated neural network is 
already labeled, we need to create a proximity matrix such that it has the update order of  
[ 1 , 2 , 3 , …n]. Having established this, we define a bound on the maximum geometric 
strength value possible (increasing order of proximity matrix values implies decrease in 
the geometric strength of neurons). Consider that the maximum possible value for any 
element in the proximity matrix can never exceed (n-1). So the rest of the elements 
(excluding the update order of [ 1 , 2 , 3, …n]  and having all the diagonal elements to be 
zero) are filled with random values in between 0 and (n-1). This implementation works 
fine, except that we are not constructing a fair proximity matrix. 
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Since we are pre-specifying a proximity order of [ 1 , 2 , 3,…n ], it is quite possible that 
neuron-1 might have a very high synaptic strength with neuron-2 and hence, always tend 
to produce an update order that starts with [ 2 , 1 , …. ]. To give a fair chance for all the 
other neuron to be able to be geometrically closer to such neurons, the assignment of the 
proximity values for the update order [ 1 , 2 , ….n ] should be closer to the mean of all 
the possible values for the proximity matrix. Hence, the values to be associated with the 










Experiment – 1 : B-Matrix Approach 
A. Relationship between the size of the network and the number of one-bit generators  
 




Figure 8. 512 neurons, B-Matrix Approach 
 




Figure 10. 128 neurons, B-Matrix Approach 
 




Figure 12. 32 neurons, B-Matrix Approach 
 




As can be noted from the graphs ( Figures 7 – 13 ), the number of retrieved memories 
does increase with the increase in the fed memories until a certain point and declines 
from there on. This is expected, When we overwhelm the network with lots of 
information, the network becomes incapable of storing additional memories and may 
even lose the memories that it had already stored in it. 
Looking at the graphs, we can notice that for smaller neural networks, the B-Matrix 
approach gives us a better chance at retrieving more memories as compared to the 
traditional approach. But as the number of memories increases, the memories retrieved by 
the B-Matrix approach fall below the traditional approach. Also as the size of the neural 
network increases, the effectiveness of the B-Matrix approach decreases. This can be 
observed in the 512 and the 1024 neural network example, as the retrieved memories 
using the B-matrix approach never exceeds the traditional method. 
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B. The number of unique generators associated with a network 
 
Figure 14. 16 neuron generators 
 




Figure 16. 32 neuron generators 
 
The Figures 14 – 16 show the graphs of a neural network of 16, 32 and 64 neurons, 
trained with 4, 4 and 5 memories respectively. The highlighted neurons are the ones that 
have generated a memory successfully. The rest of the neurons are the ones that have not 
successfully generated any memory. Each color of the nodes corresponds to a different 
memory. 
From the figures, we can see that as the size of the neural network grows, the number of 
neurons that can successfully generate a stored memory also increases, but the percentage 
of neurons that do not generate any memory increases (31.25%, 40.62%, and 75%). By 
this we can conclude that as the size of the network increases, the increase in the number 
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of generators (memory retrieving single neurons) is not proportional. Another interesting 
property relates to the number of neurons generating a single memory. Even though the 
number of generators that produce a particular memory may increase with the increase in 
the size of the network, the percentage of generators that produce a particular memory is 
decreasing (25%, 21.87% and 7.81% in the best cases).  
Experiment – 2 : Active Sites Model 
A. Relationship between the size of the network and the number of memories retrieved 
 
 




Figure 18. 16 neuron Active Sites model – Method 2 
 




The graphs, Figures 17 – 19, show the results obtained from the three methods of 
determining an update order. Tables 1, 2 and 3 depict how successful memory retrieval is 
as the size of the network increases using the arbitrary method, averaged method and the 
independent method respectively. 
 
Number of Neurons Trained Memories Successful Retrieval 
12 8 3.4 
16 8 3.2 
20 8 3.2 
24 8 3 
Table 1 
 
Number of Neurons Trained Memories Successful Retrieval 
12 8 2.4 
16 8 2.4 
20 8 2.3 




Number of Neurons Trained Memories Successful Retrieval 
12 8 4.5 
16 8 4.3 
20 8 4 
24 8 3.8 
Table 3 
The tables above show that the memory retrieval from the neural network is high, when 
the size of the neural network is comparatively small. As the size of the network grows, 
the memory retrieval capacity of the network decreases. Although, the pattern that the 
three methods follow seem to be similar, the rate of the decrease in the memory retrieval 
capacity does seem to increase across these methods. 
We note that the number of memories that are being retrieved are comparably more than 
the number of memories that were retrieved using the previous approaches. We also 
notice that the averaged method does not give us a better chance at retrieving memories 
when compared to the arbitrary or the independent methods. We also notice that as the 
number of memories being trained to the network increases, the number of verified 




B. Reduction in computational complexity  
 
 
Figure 20. Active Site Generators 
 
Figure 20 shows the 2-dimensional spread of the active sites through the neural network. 
Each color represents a different set of active sites pertaining to a separate memory. 
These groups of neurons give us a better chance at memory retrieval than the classical 





Experiment – 3 : Delta Rule 
 
Figure 21. Active sites model with Widrow-Hoff learning 
 




Figure 23. 32 neuron Delta Rule 
 
In Figure 21 , we notice that the number of memories retrieved never goes higher than 2 
memories, no matter how many memories are fed to the network. Hence, using the 
Widrow-Hoff learning rule to the sctive sites/B-Matrix approach is not justifiable as this 
rule was developed to increase memory capacity of a Hebbian model and not the B-
Matrix approach. 
Figures 22 and 23 show the results of the delta rule applied to the active sites model. We 
can notice from the figures that the number of memories that are being retrieved from the 
neural network has increased significantly. The increase in retrieval capacity of the neural 
network has increased more than a 100% as compared to the active sites approach. The 
number of retrieved memories peaks off slightly over the n/2 mark, where n is the 
number of neurons in the network. For a neural network of size 16, we can retrieve nearly 
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9 memories out of the 10 that are trained to the network. After that, the number of 
memories stored falls. The reason for this could be that since 16 neurons are available for 
potential active sites, the later memories are given active sites where they aren‟t actually 
as active, but they keep rewriting the already learnt memories, which reduces retrieval. 
 
Experiment – 4 : Non-Binary Neural Network 
 




Figure 25. Non-binary 32 neuron Delta Rule 
 




Figure 27. Non-binary 16 neuron Delta Rule with 3 Active Sites per memory 
 
Figures 24 and 25 show the delta rule being applied to a non-binary neural network to 
networks of size 16 and 32 respectively. We notice that non-binary retrieval does not fare 
as well as the binary neural network. The maximum retrieved memories peaks off at 
around 6.5 and 13 for the non-binary model as compared to the 9 and 16 of the binary 
model. However, considering the amount of information that is stored in these networks, 
the non-binary memory incorporates twice as much information than the binary model. 
Hence, the non-binary model stores more information than the binary model. 
Figures 24, 26 and 27 show the application of the delta rule with more than one active 
site per memory. We see that the number of memories retrieved successfully increases 
with the increase in the number of active sites (6.5 for one active site, 7.5 for 2 active 
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sites and 9 for three active sites). Increasing the number of active sites does increase 
memory retrieval but increases the computational complexity of the model, as there are 









In the examination of indexing of memories by the B-Matrix approach, we found that 
triggering the right neurons with the right stimulus gives us the retrieved memory. This 
may be compared to the thinking or recollecting action performed by humans. When we 
are thinking about a past memory or an event, it is quite possible that we might stimulate 
an indexing neural network, which then stimulates its corresponding sub-neural networks 
until the pieces of memory are retrieved. If the retrieved fragments collectively are not 
the desired memory, then the indexing neural network may be subjected to another 
stimulus in anticipation of successful retrieval. 
Further work needs to be done on the retrieval patterns and behavior of single generators 
and multi generators consisting of multiple neurons. Also, as this model is heavily based 
upon the geometrical proximity of the neurons in the network, there needs to be further 
research on the properties of the proximity matrix.  
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In the active sites model, we were able to sustain a retrieval capacity even though the 
number  of  memories being fed to  the neural  network have been increasing. This can be 
attributed to the fact that as we keep accumulating new memories, some of our old 
memories fade away. The proposed model thus, incorporates the B-Matrix approach and 
determines a way of storing or retrieving memories with better computational complexity 
and maintaining a sustained retrieval of memories. 
The Widrow-Hoff model proposed for higher retrieval capacity of the Hebbian model 
does not increase the memory retrieval capacity of the B-Matrix or the active sites model. 
The proposed delta rule increases the memory retrieval capacity of the neural network by 
more than a 100% and using more active sites per memory increases the retrieval 
capacity. 
The delta rule proposed in this thesis gives us a new insight on how a complex biological 
neural network might perform. A complex biological network need not be a binary 
model, for, the communication between the neurons and the brain has many non-binary 
elements to it.  
This work provides an understanding into how sub-neural nets in a large network might 
perform. Future work could include the functioning of the indexing neural network and 
how it would integrate with the workings of the sub-neural network. Other interesting 
questions that come to mind are : 1). Are there other ways in which the update order may 
be modified? 2) Can a neural network theoretically evolve over time where it changes the 
proximity relations it has for the neurons that belong to it? 3) What is the complexity of 
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such an approach? 4) How does the indexing neural network work? 5) Are the memories 
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