Abstract. In this paper a generalization of some results from Fourier analysis on periodic function spaces to the almost periodic case is given. We consider almost periodic distributions which constitute a subclass of tempered distributions. Under suitable conditions on the spectrum A C R, a distribution T E S'(lR) is almost periodic if it can be represented as E A E A where the sequence (aA)EA is tempered. 
Introduction
In recent years some spaces of generalized almost periodic functions attracted much interest. A reason for this is that the study of partial differential equations with almost periodic coefficients has been considerably developed, and almost periodic function spaces of Sobolev type are useful tools (see, for example, [3, 7, 151 and the references therein).
Unfortunately, the problem of regularity is delicate because of the lack of an appropriate version of the Sobolev embedding theorem in the whole space [2: Esempio 11. However, in subspaces cut out by suitable spectral restrictions a similar result can be obtained (see [131) . The purpose of this paper is to apply some results from Fourier Analysis on periodic function spaces to the almost periodic case.
Our work is based essentially on the paper [2] and on the book [16] . Although the methods of Fourier Analysis are largely used in the theory of function spaces, it seems that this point of view is unusual in the context of almost periodic functions. Our principal goal is to handle almost periodic functions, also defined in the sense of Besicovitch, as elements of S'(R3 ), the space of tempered distributions on Rs. To obtain this, we require a structural condition on the spectrum. This hypothesis leads us to a definition of Sobolev-Besicovitch spaces analogous to that of periodic Sobolev spaces [16, 19] . Moreover, Fourier multipliers for subspaces with given spectrum can be considered. R. Grande: Universitá di Roma "La Sapienza", Dipartimento di Metodi e Modelli Matematici per le Scienze Applicate, Via A. Scarpa 16, 1-00161 Roma, Italia
Preliminaries
We refer the reader to the monographs [1, 7, 8, 10, 14] for the classical theory of uniformly almost periodic functions. A detailed account about the main properties of ap spaces may be found in the papers [2, 5, 9] and in the monograph [7] (where also other spaces of generalized almost periodic functions are considered). For a different point of view, see the papers [12, 171 and the monograph [15] .
We recall that, for any .s E N, P(R S ) denotes the complex vector space of all (generalized) trigonometric polynomials of s variables, that is P E P(R 3 
if A a(P), (1.2) where QT = Thus the space C(R) of all uniformly almost periodic functions is the completion of P(R 3 ) with respect to the norm II P Ij°° = sup P(x)I (P E P(R3)).
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The spaces C(R) (m E N) and C(R) are defined in an obvious way. For any fixed q E [1, oo) we shall denote by B(R s ) the completion of P(R 3 ) with respect to the norm defined by
(1.4)
P(x)
The Hence, in particular, when f is the polynomial P given by (1.1), we have
For any f E B(R 3 ) one has:
We 
T--
We denote also by B(1R 3 ) (q € (0, 1)) the completion of the metric space (2(R 3 ), dq).
Almost periodic distributions and tempered distributions
Let A be a non-empty subset of R 5 . According to [2] , we say that A satisfies the natural to consider at least a semigroup structure for A.
In this section, we shall consider almost periodic functions such that a(f) C A with A satisfying the (a)-condition. Therefore, we set
and, analogously, 2(R8,A), C m (R',A), C(l 3 ,A) and B(R 3 ,A).
Observe that these ap s p a c e s a r e s e p a r a b l e . In [2] the space S0 (A) of almost periodic test functions and the space S(A) of almost periodic distributions are defined and some of their properties are presented. Here, we will recall only basic facts. Since it is without meaning to consider almost periodic functions with compact support or rapidly decreasing, we consider almost periodic functions which possess uniformly convergent Bohr-Fourier series with all the series obtained from them by differentiation.
Remark 2.3. Let us consider E C(R 8 ). For every multi-index c E N° we have ap

Dp -E a(.;)())0etAz
and, by the Parseval equality,
= a(A; 2)I2I(A)°I2. AE a 0P)
A consequence is that the spectrum a(p) must be unbounded, to guarantee (by the techniques used in [131) that Dtp may be represented in C°(R) by an uniformly convergent Bohr-Fourier series.
The set 
3) for all m E N U {O}. Here M = M(m) is an appropriate positive constant. It holds a = a(A;ç) (A E A).
Conversely, if (aA)EA is a sequence of complex numbers which satisfies (2.3), then the series >AEA a,\ e"\ x converges in Sap(A). If is its sum, it holds a(A; ) = aj (A E A).
Let S(A) denote the topological dual space of Sap(A). The elements in this space are the continuous and sesquilinear functionals on S 0 (A). We call T € S(A) an almost periodic distribution. For every T ES Z (A) and E Sap(A) we set T() = (T]).
The Bohr transform of the distribution T and its Bohr-Fourier series are defined in the following way:
AEA Detailed information about the space S(A) and its natural topology may be found in [2, 3) . However, we point out that the next result holds (for a proof, see [2: Teorema 4.5)). 
Proposition 2.5. Every almost periodic distribution T E S(A) can be represented
Conversely, if (aA)AEA is a tempered sequence of complex numbers, then EAEA aAez converges in S(A). If T is its sum, it holds a(A; T) = aA (A E A).
Let D(R s ) denote the space of test functions and let V'(R 3 ) be the space of distributions. By S(R 3 ) we denote the Schwartz space of rapidly decreasing and infinitely differentiable functions on 1R 3 and by S'(R3 ) its topological dual, the space of tempered distributions. Then the Fourier transform F is given by 
JR. e'(x)dx
for all
Then the equality F'8 = ( 2 7 r)_ 3 /2 e iz (A E A) holds. It may happen that a sequence of tempered distributions converges to a tempered distribution in the sense of V'(1R 9 ), but this fact does not generally imply the convergence in the sense of S'(R 3 ). However, the following result is true. Now, it follows easily that the series E X EA a(A) converges, provided -y E N and -y > Therefore, the series (2.7) converges in the sense of S'(R 3 ) and its sum T is a tempered distribution.
Conversely, assume that the sum T of the series (2.7) belongs to S'(R 3 ) and by way of contradiction that (aA)A E A is not a tempered sequence. Then, also the statement Continuing in this way, we obtain a sequence ( A k )kEN C A such that, for all k, Fourier Now we show that vk -v in the sense of S(R-). Continuing as above with the same notations, we must prove that the quantity
converges to zero. But if we suppose k > m = Icel, from (2.5) it follows that
provided x E (A,, 12 ) and j ^! k. Since (1 + IA j 1) m_I -0 if k -, we get the desired convergence. Finally, we verify that (T I vk) -oo as k -* co. Indeed,
and the proposition is proved I
We note that a trigonometric polynomial P E 1(R-, A) (which is an almost periodic function in the sense of Bohr) with spectrum a(P) c A, that is
AEo(P)
defines an element P E S 1 (Rs ) if we set where the series converges in S'(R 3 ). The collection of all these tempered distributions is denoted by S(R 3 ).
.
Remark 2.9.
Observe that S(R 3 ) is non-empty. Moreover, there exists a correspondence between S, 9 (A) and S (R') which is one-to-one. This allows to identify T E S' P (A), with T E SA ' (R"), via (2.4).
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Fourier multipliers for trigonometric polynomials
Let A C R3 be a finite subset and let (MA)A EA be a set of complex numbers. AEA for any trigonometric polynomial P E P(R 3 , A). 
(F'M)(y)P(x -y)dy.
Let in 0. We recall that H' , ' (R-) are the usual Bessel potential spaces. These spaces can be defined via 
Therefore, formula (3.2) can be applied and we get
For fixed x € R3 we have by the Nikolskij inequality for entire analytic functions [9: Section 1.
suppF[F'(t,b(d'.)M)P(x -.)] C{y: jyj :5 3dA}.
Consequently, the right-hand side of (3.6) can be estimated again with the help of the Nikolskij inequality [19: Section 1.3.2/Remark 1]. We get
M(.X)a(.X; P) e''
AEA ' (37)
\. J.
Taking the quasi-norms in B(Rs) (0 <q oo) on both sides we obtain
In the last estimate we used[16: Proposition 1.7.51, (1.3) and (3.5) . Thus the theorem is proved I
As a application of (3.4) we can deduce an inequality of Bernstein type for trigonometric polynomials. for any I € S(R-).
Fourier multipliers for Besicovitch spaces
Our aim is to extend the above definition to Besicovitch spaces with fixed spectrum A satisfying the (c)-condition. Therefore, it seems to be natural to give the following definition (see [16: The following is the main result of this section.
R. Grande Theorem 4.3. Let 1 < q < oo and let M E L°°(1R 3 ) be a Fourier multiplier for L(Rs). Suppose additionally that M is continuous at all points A € A. Then M (M(A)) AE ,, is a Fourier multiplier for B(R 3 ,A) with Cj CM for the constants from (4.1) and (4.2).
Here, we assume that cm and c j, are the minimal constants in the corresponding inequalities.
We begin the proof by considering some lemmas. Then, the following result also holds. In the integral extended over {x E RS lx -Al ^:} the factor 6: 3 / 2
Lemma 4.4. Let f € C(R'). Then
lim e2 I. R. 1(x) e' 2 dx = lim ----f 1(x) dx.(4.
M(x)[F(Pwa)](X)F(Qw)(x)dx
Iz -AI2/4iFc) (27rae)"2 tends uniformly to 0 as e -0, while the factor e_(I z_ P1 2 /47 (27rfle)' 2 has total integral (27r ) , /2 when extended over 1R 3 . It follows that '2 f..AI>1/2 -0 as e -0.
The same argument, with the roles of A and z interchanged, shows that e"2 f 1 
e-O
Since + = , the limit above is the limit, as -0, of the Gauss-Weierstrass integral of M. It is well known (see [18] ) that this limit is M(A) provided A belongs to the Lebesgue set of M. But this is the case since M is assumed to be continuous at A. This proves equality (4.6) when
T-.c IQrI JQr
Thus the statement is proved I
Proof of Theorem 4.3. Assume that 1 < q < cc. Let q' be the conjugate exponent to q. Then 1 + = 1 and 1 < q < cc. We first prove that there exists c 11 :^ cm such that Finally, taking the supremum over all polynomials Q satisfying IIQII' 1, we obtain (4.7) (see, for example, [4] ). Hence, the linear operator TM defined on the class of trigonometric polynomials P(R 3 , A) by
TM (P) = >M(A)a(A;P)e'
AEA is bounded, with bound not exceeding C M . Then it has a unique bounded extension to the whole B(R 3 , A) and it is this extension that satisfies the required assertion I Remark 4.8. Similar results are well known in the periodic case (see, e.g., [18] is also a Fourier multiplier for B(R3 , A) if it is restricted to A.
Sobolev-Besicovitch spaces
In this section we consider a set A C R3 satisfying the (c)-condition, and some classes of almost periodic distributions. Proof. It is quite similar to that used in [6: P. 1421 in the case of ordinary Sobolev spaces. Here we give only the principal steps for reader's convenience.
We invoke the Michlin-Hörmander multiplier theorem to obtain that the function x(1 + xI 2 )_ 1 /2 is a Fourier multiplier for L(R-) (1 < q < ). Therefore, it is also a Fourier multiplier for B(R 3 , A) if it is restricted to A. We get Using the Michlin-Hörmander multiplier theorem once more and a suitable function x on l, we obtain that the functions The proof is now complete U
