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1. I
Let us consider the system of differential equations
dy
dx = [W(x) + R(x)]y + F(x, y), (1.1)
where W,R ∈ C ([x0,+∞[ ;Rn×n) , F ∈ C([a,+∞[×Rn;Rn) ,
W(x) = diag [W1(x), . . . ,Ws(x)]
with
Wi(x) =

ωi1(x)I2 Ii2(x) O2 . . . O2 O2
O2 ωi2(x)I2 Ii3(x) . . . O2 O2
O2 O2 ωi3(x)I2 . . . O2 O2
...
...
...
. . .
...
...
O2 O2 O2 . . . ωini−1(x)I2 Iini(x)
O2 O2 O2 . . . O2 ωini(x)I2

(1.2)
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for i = 1, . . . , r,
Wi(x) =

ωi1(x) 1 0 . . . 0 0
0 ωi2(x) 1 . . . 0 0
0 0 ωi3(x) . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . ωini−1(x) 1
0 0 0 . . . 0 ωini(x)

(1.3)
for i = r + 1, . . . , s.
Here, r ∈ {0, . . . , s} and ∑ri=1 2ni + ∑si=r+1 ni = n,1
Iik(x) =
(
l(2)ik (x) −l(1)ik (x)
l(1)ik (x) l(2)ik (x)
)
(k = 2, . . . , ni, i ∈ {1, . . . , r}),
I2 is the identity matrix, O2 is the zero matrix of the second order; ωik, l(1)ik , l
(2)
ik ∈
C ([x0,+∞[;R) are so that
lim
x→+∞ l
(1)
ik (x) = 0, limx→+∞ l
(2)
ik (x) = 1 (k = 2, . . . , ni, i ∈ {1, . . . , r}),
lim
x→+∞ωik(x) = ω
0
i = const (k = 1, . . . , ni, i ∈ {1, . . . , r}).
We can reduce the quasilinear equation
u(n) =
n−1∑
k=0
[p0k(t) + p1k(t)]u(k) + q(t, u, u′, . . . , u(n−1)) (1.4)
to form (1.1) by means of some real transformation if q : [a,+∞[×Rn → R ,
p1k : [a,+∞[→ R (k = 0, . . . , n − 1) are “small” in some integral sense for contin-
uous functions, p0k : [a,+∞[→ R (k = 0, . . . , n − 1) are continuously differentiable
functions such that there are ϕ, ψ ∈ C2 ([a,+∞[ ; ]0,+∞[) for which
lim
t→+∞ ak(t) = a0k = const, limt→+∞ bk(t) = b0k = const (k = 0, . . . , n − 1),
where
ak(t) = ϕ−1(t)ψ−1−k(t)
(
ϕ(t)ψk(t)
)′
, bk(t) = ψk−n(t)p0k(t) (k = 0, . . . , n − 1).
Then, in system (1.1), each block (1.2) corresponds to complex conjugate roots of
multiplicity ni of the algebraic equation
n−1∏
j=0
(λ + a0 j) =
n−1∑
k=1
b0k
k−1∏
j=0
(λ + a0 j) + b00 (1.5)
and each block (1.3) corresponds to a real root of (1.5) of multiplicity ni.
1In case r = 0, the matrix W consists of the blocks Wi of type (1.3), whereas for r = s the matrix W
consists of the blocks Wi of type (1.2). If k > m, we assume that
m∑
j=k
[. . . ] = 0.
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In this paper, we obtain asymptotic representations for solutions of the system of
quasilinear differential equations of form (1.1). I. T. Kiguradze’s results [1] on the
asymptotic behaviour of solutions of (1.4), obtained for the case of simple roots of
(1.5), are extended here to the case where multiple roots of (1.5) may exist. By virtue
of the structure of equation (1.4) and that of the transformation reducing this equation
to system (1.1), asymptotic formulas are obtained for solutions of system (1.1) with
some consideration for small additive perturbations.
Many papers (see, e.g., [2–6]) are devoted to the study of the asymptotic equiva-
lence between solutions of a quasilinear system and those of the corresponding linear
system. Note that the results presented in this paper cannot be obtained by allying
the results from [2–6].
2. B          (1.1)
Let us consider the following auxiliary linear system of differential equations cor-
responding to system (1.1):
du
dx = W(x)u. (2.1)
In order to obtain an asymptotic representation of the fundamental system of solu-
tions of (2.1), we need some notation.
We write
N1 = 0, Ni =
i−1∑
k=1
mk (i = 2, . . . , s),
where
mi =
{
2ni if i ∈ {1, . . . , r},
ni if i ∈ {r + 1, . . . , s}.
We introduce two sets
J0 = {(i, j) : j = 1, . . . , ni, 1 ≤ i ≤ s} , J = {(i, k) : k = 1, . . . ,mi, 1 ≤ i ≤ s}
and denote by epv, where (p, v) ∈ J, the n-dimensional vector whose Np + vth com-
ponent equals 1, whereas the others are equal to zero.
Setting, for every i ∈ {1, . . . , s},
dim(x) = exp
∫ x
a
(ωim(s) − ωim−1(s)) ds (m = 2, . . . , ni),
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we define the functions Bi
mk (1 ≤ m ≤ k ≤ ni, 1 ≤ i ≤ s) and Biµmk (1 ≤ m ≤ k ≤ ni,
1 ≤ i ≤ r; µ = 1, 2) by the following recurrence relations:
Bikk(x) = 1, Bi1kk(x) = 0, Bi2kk(x) = 1 (1 ≤ k ≤ ni),
Bi
mk(x) =
∫ x
βi
mk
Bi
m+1k(t)dim+1(t)dt, (1 ≤ m < k ≤ ni),
Biµ
mk(x) =
∫ x
α
iµ
mk
[
Biµ
m+1k(t)l(2)im+1(t) + (−1)3−µBi 3−µm+1k(t)l(1)im+1(t)
]
dim+1(t)dt
(1 ≤ m < k ≤ ni),
where
βi
mk =
{
a if Bi
mk0 = +∞,
+∞ if Bi
mk0 < +∞,
Bi
mk0 =
∫ +∞
a
∣∣∣ Bi
m+1k(t)
∣∣∣ dim+1(t)dt,
α
iµ
mk =
 a if Biµmk0 = +∞,+∞ if Biµ
mk0 < +∞,
Biµ
mk0 =
∫ +∞
a
∣∣∣∣ Biµm+1k(t)l(2)im+1(t) + (−1)3−µBi 3−µm+1k(t)l(1)im+1(t)∣∣∣∣ dim+1(t) dt.
Using these functions, we also introduce the functions Dik j (1 ≤ k ≤ j ≤ ni, i =
r + 1, . . . , s) and Diµk j (1 ≤ k ≤ j ≤ ni, i = 1, . . . , r; µ = 1, 2) by the recurrence
relations
Dikk(x) = 1 (k = 1, . . . , ni),
Dik j(x) = −
j∑
m=k+1
Bikm(x)Dim j(x) (1 ≤ k < j ≤ ni);
Di1kk(x) = 1, Di2kk(x) = 0 (k = 1, . . . , ni),
Diµk j(x) = −
j∑
m=k+1
(
Bi2km(x)D
iµ
m j(x) + (−1)µBi1km(x)Di 3−µm j (x)
)
(1 ≤ k < j ≤ ni; µ = 1, 2).
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Integrating the system “upside down,” we obtain
uNi+2k−1(x) = exp
∫ x
a
ωik(s)ds
ni∑
j=k
(
CNi+2 j−1Bi2k j(x) −CNi+2 jBi1k j(x)
)
,
uNi+2k(x) = exp
∫ x
a
ωik(s)ds
ni∑
j=k
(
CNi+2 j−1Bi1k j(x) + CNi+2 jBi2k j(x)
)
(k = 1, . . . , ni, i = 1, . . . , r);
uNi+k(x) = exp
∫ x
a
ωik(s)ds
ni∑
j=k
CNi+ jBik j(x) (k = 1, . . . , ni, i = r + 1, . . . , s),
where (Cm)nm=1 = C is a constant vector. Setting C = epv (v = 1, . . . ,mp; p =
1, . . . , s) we find for (2.1) a fundamental matrix of solutions of the form Φ(x) =
diag [Φ1(x), . . . ,Φs(x)], where
Φi(x) =

Φi11(x) Φi12(x) . . . Φi1ni(x)
Oi Φi22(x) . . . Φi2ni(x)
...
...
. . .
...
Oi Oi . . . Φinini(x)

with
Oi =

O2 for i ∈ {1, . . . , r},
0 for i ∈ {r + 1, . . . , s}
and
Φik j(x) =


Bi2k j(x) −Bi1k j(x)
Bi1k j(x) Bi2k j(x)
 exp ∫ xa ωik(s)ds if 1 ≤ k ≤ j ≤ ni, i = 1, . . . , r
Bik j(x)exp
∫ x
a
ωik(s)ds if 1 ≤ k ≤ j ≤ ni, i = r + 1, . . . , s.
It is not difficult to see that the inverse matrix for Φ(x) is given by the equality
Φ−1(x) = diag
[
Φ−11 (x), . . . ,Φ−1s (x)
]
, where
Φ−1i (x) =

(Φ−1i (x))11 (Φ−1i (x))12 . . . (Φ−1i (x))1ni
Oi (Φ−1i (x))22 . . . (Φ−1i (x))2ni
...
...
. . .
...
Oi Oi . . . (Φ−1i (x))nini

(i = 1, . . . , s)
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with
(Φ−1i (x))k j =


Di1k j(x) −Di2k j(x)
Di2k j(x) Di1k j(x)
 exp (− ∫ xa ωi j(s)ds),
if 1 ≤ k ≤ j ≤ ni, i = 1, . . . , r,
Dik j(x)exp
(
− ∫ x
a
ωi j(s)ds
)
,
if 1 ≤ k ≤ j ≤ ni, i = r + 1, . . . , s.
In what follows, we assume that the following condition (S B) is satisfied for system
(1.1):
(S B) For every i ∈ {1, . . . , s},
Bi1m(x) , 0 (m = 1, . . . , ni)
in some neighbourhood of +∞ and, moreover, for arbitrary j and m such that
1 ≤ j ≤ m ≤ ni, the relations
lim sup
x→+∞
∣∣∣∣∣∣ Bi1 j(x)Biµjm(x)Bi1m(x)
∣∣∣∣∣∣ < +∞ if i ∈ {1, . . . , r}, µ = 1, 2,
lim sup
x→+∞
∣∣∣∣∣ Bi1 j(x)Bijm(x)Bi1m(x)
∣∣∣∣∣ < +∞ if i ∈ {r + 1, . . . , s}
are true.
Lemma 1. If condition (S B) is satisfied, then there are constants c1 ≥ 1 and x1 ≥ x0
such that for all i ∈ {1, . . . , s} and all natural k and j with 1 ≤ k ≤ j ≤ ni, the
estimates
j∑
m=k
∣∣∣∣Bi1m(x)Diµm j(x)∣∣∣∣ ≤ (2c1) j−k ∣∣∣∣Bi1 j(x)∣∣∣∣ if i ∈ {1, . . . , r} (µ = 1, 2),
j∑
m=k
∣∣∣∣Bi1m(x)Dim j(x)∣∣∣∣ ≤ (2c1) j−k ∣∣∣∣Bi1 j(x)∣∣∣∣ if i ∈ {r + 1, . . . , s} (2.2i)
are valid for x ≥ x1.
Lemma 1 is proved similarly to Lemma 1 from [7].
Proof of Lemma 1. In view of condition (S B), there are constants x1 ≥ x0 and c1 ≥ 1
such that the relations∣∣∣∣∣∣ Bi1 j(x)Biµjm(x)Bi1m(x)
∣∣∣∣∣∣ ≤ c12 (i = 1, . . . , r; µ = 1, 2),∣∣∣∣∣ Bi1 j(x)Bijm(x)Bi1m(x)
∣∣∣∣∣ ≤ c1 (i = r + 1, . . . , s)
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are satisfied.
Let us show that (2.2i) is true for x1 ≥ x0. We fix an arbitrary number i ∈ {1, . . . , s}
and prove (2.2i) by induction in j − k (0 ≤ j − k ≤ ni − k).
Indeed, let i ∈ {1, . . . , r}. Since Di1kk(x) = 1 and Di2kk(x) = 0 for k = 1, . . . , ni, we see
that, for all j, k ∈ {1, . . . , ni} such that j − k = 0, estimate (2.2i) is true.
Let us suppose that (2.2i) holds for all j, k ∈ {1, . . . , ni} that satisfy the condition
j − k = l < ni − k. We shall show that (2.2i) is valid for arbitrary j, k ∈ {1, . . . , ni}
satisfying the condition j − k = l + 1 < ni − k. By the definition of the functions Diµk j,
1 ≤ k ≤ j ≤ ni, i = 1, . . . , r, µ = 1, 2, using the assumption of the induction and
taking condition (S B) into account, for j − k = l + 1, we obtain
j∑
m=k
∣∣∣∣Bi1m(x)Di1m j(x)∣∣∣∣ = ∣∣∣∣Bi1k(x)Di1k j(x)∣∣∣∣ + j∑
m=k+1
∣∣∣∣Bi1m(x)Di1m j(x)∣∣∣∣ ≤
≤
∣∣∣∣∣∣Bi1k(x) j∑m=k+1 Bi1km(x)Di2m j(x)− Bi2km(x)Di1m j(x)
∣∣∣∣∣+(2c1)l ∣∣∣∣Bi1 j(x)∣∣∣∣ ≤
≤
∣∣∣∣∣∣Bi1k(x) j∑m=k+1 Bi1km(x)Di2m j(x)
∣∣∣∣∣∣ +
∣∣∣∣∣∣Bi1k(x) j∑m=k+1 Bi2km(x)Di1m j(x)
∣∣∣∣∣∣+
+(2c1)l
∣∣∣∣Bi1 j(x)∣∣∣∣ ≤ c12 j∑
m=k+1
∣∣∣∣Bi1m(x)Di2m j(x)∣∣∣∣ + c12 j∑
m=k+1
∣∣∣∣Bi1m(x)Di1m j(x)∣∣∣∣ +
+(2c1)l
∣∣∣∣Bi1 j(x)∣∣∣∣ ≤ 2 c12 (2c1)l ∣∣∣∣Bi1 j(x)∣∣∣∣ + (2c1)l ∣∣∣∣Bi1 j(x)∣∣∣∣ ≤ (2c1)l+1 ∣∣∣∣Bi1 j(x)∣∣∣∣
for x ≥ x1. Similarly,
j∑
m=k
∣∣∣∣Bi1m(x)Di2m j(x)∣∣∣∣ ≤ (2c1) j−k ∣∣∣∣Bi1 j(x)∣∣∣∣
for x ≥ x1.
If i ∈ {r + 1, . . . , s}, then
j∑
m=k
∣∣∣∣Bi1m(x)Dim j(x)∣∣∣∣ = ∣∣∣∣Bi1k(x)Dik j(x)∣∣∣∣ + j∑
m=k+1
∣∣∣∣Bi1m(x)Dim j(x)∣∣∣∣ ≤
≤
∣∣∣∣∣∣Bi1k(x) j∑m=k+1 Bi1km(x)Dim j(x)
∣∣∣∣∣∣ + (2c1)l ∣∣∣∣Bi1 j(x)∣∣∣∣ ≤
≤ c1
j∑
m=k+1
∣∣∣∣Bi1m(x)Dim j(x)∣∣∣∣ + (2c1)l ∣∣∣∣Bi1 j(x)∣∣∣∣ ≤ c1(2c1)l ∣∣∣∣Bi1 j(x)∣∣∣∣+
+(2c1)l
∣∣∣∣Bi1 j(x)∣∣∣∣ ≤ (2c1)l+1 ∣∣∣∣Bi1 j(x)∣∣∣∣
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for x ≥ x1.
The lemma is proved. 
3. M 
In order to formulate the theorems, besides the notation introduced in Section 2,
we also need some other definitions.
For an arbitrary pair (i, k) ∈ J0, we write
Hi2k−1(x) = Hi2k(x) = Bi1k(x) exp
∫ x
a
(ωi1(t) − ωik(t)) dt if i ∈ {1, . . . , r},
and
Hik(x) = Bi1k(x) exp
∫ x
a
(ωi1(t) − ωik(t)) dt if i ∈ {r + 1, . . . , s}.
We also define the matrix
∆(x) = diag [∆1(x), . . . ,∆s(x)] ,
where ∆i(x) = diag [Hi1(x), . . . ,Himi(x)] (i = 1, . . . , s), and denote by Rnb the follow-
ing set:
Rnb =
{(
z j
)n
j=1 ∈ R
n : |z1| ≤ b, . . . , |zn| ≤ b
}
.
Definition 1. Let γ = (γi)si=1 be an n-dimensional vector function with the continuous
components γi : [a,+∞]→ ]0,+∞[ (i = 1, . . . , s).
We shall say that a system of continuous functions µim :]a,+∞[→ R (m = 1, . . . , ni,
i = 1, . . . , s) satisfies the condition (M − L)pq (where (p, q) ∈ J0) on the interval
[x0,+∞[⊂]a,+∞[ with the weight coefficient γ if, for arbitrary (i,m) ∈ J0, either
inf
{∫ x
τ
[µpq(s) − µim(s)]ds − ln γi(x)
γi(τ) : x ≥ τ ≥ x0
}
> −∞
and
lim
x→+∞
[ ∫ x
x0
[µpq(s) − µim(s)]ds − ln γi(x)
γi(x0)
]
= +∞
or
sup
{∫ x
τ
[µpq(s) − µim(s)]ds − ln γi(x)
γi(τ) : x ≥ τ ≥ x0
}
< +∞.
If condition (M − L)pq holds with the weight coefficient γ = (γi)si=1, we use the
diagonal matrix
Γ(x) = diag [γ1(x)Im1 , . . . , γs(x)Ims] ,
where Imi (i = 1, . . . , s) is the identity matrix of order mi.
Theorem 1. Let condition (S B) be satisfied and, for a certain pair (p, v) ∈ J and some
n-dimensional vector function γ = (γi)si=1 with continuous components γi : [a,+∞[→]0,+∞[(i = 1, . . . , s), the following conditions hold:
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(i) The system of functions
µik(x) = ωi1(x) +
(
Bi1k(x)
)′
Bi1k(x)
(k = 1, . . . , ni, 1 ≤ i ≤ s)
satisfies the condition (M − L)pq, where q is defined by the equality2
q =
{ [
v+1
2
]
if p ∈ {1, . . . , r}
v if p ∈ {r + 1, . . . , s}
on the interval [x0,+∞[ ⊂ ]a,+∞[ with the weight coefficient γ;
(ii) For every (i, k) ∈ J and all m ∈ {1, . . . , v}, one has∫ +∞
x0
γi(x)
∣∣∣∣∣∣ Hik(x)Hpm(x)rNi+kNp+m(x)
∣∣∣∣∣∣ dx < +∞;
(iii) For arbitrary (i, k), (l,m) ∈ J∫ +∞
x0
γi(x)
γl(x)
∣∣∣∣∣ Hik(x)Hlm(x)rNi+kNl+m(x)
∣∣∣∣∣ dx < +∞;
(iv) There is a number b ∈]0,+∞[ and there exists a continuous function
φ : [a,+∞[→ R+
such that, for all (i, k) ∈ J and all z ∈ Rnb, the relations∣∣∣FNi+k(x,∆−1(x)Γ−1(x)ξpq(x)z + Φ(x)epv∣∣∣ ≤ φ(x)
and ∫ +∞
x0
γi(x)φ(x)
∣∣∣∣∣∣Hik(x)ξpq(x)
∣∣∣∣∣∣ dx < +∞
are true.
Then system (1) has at least one solution ypv(x) that admits the following asymp-
totic representation for x→ +∞:
ypv(x) = Φ(x)epv + ∆−1(x)Γ−1(x)o
(
ξpq(x)
)
,
where
ξpq(x) = Bp1q(x) exp
∫ x
a
ωp1(s)ds.
Proof. Given the numbers (p, q) ∈ J0 and the n-dimensional vector function γ, we
introduce the auxiliary functions
gim(x, τ) =
γi(x)Bi1q(x)B
p
1q(τ)
γi(τ)Bi1q(τ)B
p
1q(x)
exp
∫ x
τ
(
ωi1(s) − ωp1(s)
)
ds,
2Here, [. . . ] denotes the integer part of the expression.
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m = 1, . . . , ni, i = 1, . . . , s, and
fpv(x) = ∆(x)Φ(x)
ξpq(x) epv.
Due to the structure of the matrices ∆ and Φ, the components of the vector
fpv(x) =
(
( fpv)k
)n
k=1 are determined as follows: for all η ∈ {1, . . . , q},(
fp2q−1
)
Np+2η−1 (x) =
Bp1η(x)B
p2
ηq (x)
Bp1q(x)
,
(
fp2q−1
)
Np+2η
(x) =
Bp1η(x)B
p1
ηq (x)
Bp1q(x)
,
(
fp2q
)
Np+2η−1 (x) = −
Bp1η(x)B
p1
ηq (x)
Bp1q(x)
,
(
fp2q
)
Np+2η
(x) =
Bp1η(x)B
p2
ηq (x)
Bp1q(x)
,(
fp2q−1
)
j (x) = 0,
(
fp2q
)
j (x) = 0 ( j , Np + 1, . . . ,Np + v)
if p ∈ {1, . . . , r} and(
fpq
)
Np+η
(x) =
Bp1η(x)B
p
ηq(x)
Bp1q(x)
,(
fpq
)
j (x) = 0 ( j , Np + 1, . . . ,Np + q)
if p ∈ {r + 1, . . . , s}.
In view of condition (i) of the theorem, the set J0 is decomposed as the union of
two disjoint subsets J1pq and J2pq,
J0 = J1pq
⋃
J2pq,
such that
lim
x→+∞ gim(x, τ) = 0 for all τ ≥ x0
and
ηim = sup {|gim(x, τ)| : x ≥ τ ≥ x0} < +∞
when (i,m) ∈ J1pq, and
ηim = sup {|gim(x, τ)| : τ ≥ x ≥ x0} < +∞
when (i,m) ∈ J2pq.
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According to this decomposition of the set J0, the matrix Φ can be represented as
the sum of two diagonal matrices
Φ(ρ)(x) = diag
[
Φ
(ρ)
1 (x), . . . ,Φ
(ρ)
s (x)
]
(ρ = 1, 2),
where Φ(ρ)i (x) (i ∈ {1, . . . , s}, ρ = 1, 2) are the mith order matrices with the elements(
Φ
(ρ)
i (x)
)
jm =
{ (Φi(x)) jm if (i,m) ∈ Jρpq,
0 if (i,m) < Jρpq .
We consider
αρ =
{
x2 for ρ = 1,
+∞ for ρ = 2.
We shall show that, for a sufficiently large number x2 ≥ x1, where x1 is as in
Lemma 1, the system of integral equations
z(x) =
2∑
ρ=1
∫ x
aρ
Kρ(x, τ)
[
G(τ)
{
z(τ) + Γ(τ) fpv(τ)
}
+
+
1
ξpq(τ)Γ(τ)∆(τ)F
(
τ,∆−1(τ)Γ−1(τ)ξpq(τ)z(τ) + Φ(τ)epv
)]
dτ,
(3.2)
where
Kρ(x, τ) = ξpq(τ)
ξpq(x)Γ(x)∆(x)Φ
(ρ)(x)Φ−1(τ)∆−1(τ)Γ−1(τ),
G(τ) = Γ(τ)∆(τ)R(τ)∆−1(τ)Γ−1(τ),
has at least one solution z = (zk)nk=1 ∈ C
(
[x2,+∞[; Rnb
)
vanishing when x→ +∞.
In this system,
K(ρ)(x, τ) = diag
[
K(ρ)1 (x, τ), . . . ,K
(ρ)
s (x, τ)
]
(ρ = 1, 2),
Kρi (x, τ) =
ξpq(τ)γ(x)
ξpq(x)γ(τ)∆i(x)Φ
(ρ)
i (x)Φ−1i (τ)∆−1i (τ).
Here, Kρi consists of the blocks
(
Kρi (x, τ)
)
k j =


(
Kρi (x, τ)
)(1)
k j −
(
Kρi (x, τ)
)(2)
k j(
Kρi (x, τ)
)(2)
k j
(
Kρi (x, τ)
)(1)
k j
 if 1 ≤ k ≤ j ≤ ni,
O2 if 1 ≤ j < k ≤ ni,
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where
(
K(ρ)i (x, τ)
)(µ)
k j =
j∑
m=k
(i,m)∈Jρpq
gim(x, τ)
Bi1k(x)Bi 3−µkm (x)Bi1m(x)
Bi1m(τ)Di1m j(τ)
Bi1 j(τ)
+
+(−1)µ B
i
1k(x)B
i µ
km(x)
Bi1m(x)
Bi1m(τ)Di2m j(τ)
Bi1 j(τ)
 (µ = 1, 2)
for i = 1, . . . , r, and, for i = r + 1, . . . , s, it consists of the blocks
(
Kρi (x, τ)
)
k j =

j∑
m=k
(i,m)∈Jρpq
gim(x, τ)
Bi1k(x)Bikm(x)
Bi1m(x)
Bi1m(τ)Dim j(τ)
Bi1 j(τ)
if 1 ≤ k ≤ j ≤ ni
0 if 1 ≤ j < k ≤ ni.
The matrix G is given by
G(τ) =

G11(τ) . . . G1s
...
. . .
...
Gs1(τ) . . . Gss
 ,
where Gil is the block of dimension mi × ml having the elements
(Gil(τ))k j =
γi(τ)
γl(τ)
Hik(τ)
Hl j(τ) rNi+kNl+ j(τ), (i, k), (l, j) ∈ J.
Considering the representations above, we rewrite (3.2) as
zk(x) =
∫ x
x2
ψ1k(τ, x, z(τ)) dτ +
∫ +∞
x
ψ2k(τ, x, z(τ)) dτ (k = 1, . . . , n), (3.3)
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where the functions ψρk (ρ = 1, 2, k = 1, . . . , n) are defined as follows: for all
ν ∈ {1, . . . , nη}, we put
ψρNη+2ν−1(τ, x, z) =
s∑
i=1
mi∑
m=1
s∑
l=1
nη∑
j=ν
{(
K(ρ)η (x, τ)
)(1)
ν j
(
Gηl(τ)
)
2 j−1 m −
−
(
K(ρ)η (x, τ)
)(2)
ν j
(
Gηl(τ)
)
2 j m
}
zNi+m+
+
v∑
m=1
nη∑
j=ν
{(
K(ρ)η (x, τ)
)(1)
ν j
(
Gηp(τ)
)
2 j−1 m −
−
(
K(ρ)η (x, τ)
)(2)
ν j
(
Gηp(τ)
)
2 j m
}
γp(τ)
(
fpv(τ)
)
Np+m
+
+
nη∑
j=ν
γη(τ)
ξpq(τ)
{(
K(ρ)η (x, τ)
)(1)
ν j Hη 2 j−1(τ)F˜Nη+2 j−1(τ, z)−
−
(
K(ρ)η (x, τ)
)(2)
ν j Hη 2 j(τ)F˜Nη+2 j(τ, z)
}
and
ψρNη+2ν(τ, x, z) =
s∑
i=1
mi∑
m=1
s∑
l=1
nη∑
j=ν
{(
K(ρ)η (x, τ)
)(2)
ν j
(
Gηl(τ)
)
2 j−1 m +
+
(
K(ρ)η (x, τ)
)(1)
ν j
(
Gηl(τ)
)
2 j m
}
zNi+m+
+
v∑
m=1
nη∑
j=ν
{(
K(ρ)η (x, τ)
)(2)
ν j
(
Gηp(τ)
)
2 j−1 m +
+
(
K(ρ)η (x, τ)
)(1)
ν j
(
Gηp(τ)
)
2 j m
}
γp(τ)
(
fpv(τ)
)
Np+m
+
+
nη∑
j=ν
γη(τ)
ξpq(τ)
{(
K(ρ)η (x, τ)
)(2)
ν j Hη 2 j−1(τ)F˜Nη+2 j−1(τ, z)+
+
(
K(ρ)η (x, τ)
)(1)
ν j Hη 2 j(τ)F˜Nη+2 j(τ, z)
}
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when η ∈ {1, . . . , r}, and we put
ψρNη+ν(τ, x, z) =
s∑
i=1
mi∑
m=1
s∑
l=1
nη∑
j=ν
(
K(ρ)η (x, τ)
)
ν j
(
Gηl(τ)
)
j m zNi+m+
+
v∑
m=1
nη∑
j=ν
(
K(ρ)η (x, τ)
)
ν j
(
Gηp(τ)
)
j m γp(τ)
(
fpv(τ)
)
Np+m
+
+
nη∑
j=ν
γη(τ)
ξpq(τ)
(
K(ρ)η (x, τ)
)
ν j Hη j(τ)F˜Nη+ j(τ, z)
if η ∈ {r + 1, . . . , s}. Here,
F˜k(τ, z) = Fk
(
τ,∆−1(τ)Γ−1(τ)ξpq(τ)z + Φ(τ)epv
)
(k = 1, . . . , n).
Let us choose c1 as in Lemma 1 and introduce the constant
c =
r∑
i=1
(2c1)nini2ηi +
s∑
i=r+1
c1(2c1)ni−1ni2η,
where
ηi = max{ηim : 1 ≤ m ≤ ni} (i = 1, . . . , s).
We set
ζ(x, τ) = c1
c

r∑
i=1
ni∑
k=1
ni∑
j=k
j∑
m=k
(i,m)∈J1pq
|gim(x, τ)|

∣∣∣∣∣∣∣B
i
1m(τ)Di1m j(τ)
Bi1 j(τ)
∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣B
i
1m(τ)Di2m j(τ)
Bi1 j(τ)
∣∣∣∣∣∣∣
 +
+
s∑
i=r+1
ni∑
k=1
ni∑
j=k
j∑
m=k
(i,m)∈J1pq
|gim(x, τ)|
∣∣∣∣∣∣∣B
i
1m(τ)Di1m j(τ)
Bi1 j(τ)
∣∣∣∣∣∣∣

if J1pq , , and ζ(x, τ) = 0 for J1pq = .
Furthermore, we set
g(τ) = c

s∑
η=1
nη∑
ν=1
b s∑
i=1
mi∑
m=1
s∑
l=1
mη∑
j=νη
∣∣∣∣(Gηl(τ)) jm∣∣∣∣ +
+ dpγp(τ)
v∑
m=1
mη∑
j=νη
∣∣∣∣(Gηp(τ)) jm∣∣∣∣ +
mη∑
j=νη
γη(τ)φ(τ)
∣∣∣∣∣∣Hη j(τ)ξpq(τ)
∣∣∣∣∣∣

 ,
where
νη =
{
2ν − 1, if η ∈ {1, . . . , r},
ν, if η ∈ {r + 1, . . . , s}, dp =
{
c1
2 for p ∈ {1, . . . , r},
c1 for p ∈ {r + 1, . . . , s}.
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Taking conditions (ii)–(iv) into account, we can choose the number x2 ≥ x1 so
large that the inequality ∫ +∞
x2
g(τ)dτ ≤ b
be satisfied. Note that, by virtue of condition (S B) and relation (3.1), for all z ∈ Rnb,
the following estimates are true:
|ψ1k(τ, x, z)| ≤ ζ(x, τ)g(τ) for x2 ≤ τ ≤ x (k = 1, . . . , n),
|ψ2k(τ, x, z)| ≤ g(τ) for x2 ≤ x ≤ τ (k = 1, . . . , n).
Therefore, by using (3.1), we get
ζ(x, τ) ≤ 1 for x ≥ τ ≥ x2
and
lim
x→+∞ ζ(x, τ) = 0 for τ ≥ x2.
Thus, for the chosen x2 ≥ x1, system (3.3) satisfies all the conditions of Lemma 7.6
in the book [1] (Chapter II, §7, p. 201) and, therefore, it has at least one solution zpv(x)
vanishing as x→ +∞.
Setting
zpv(x) =
Γ(x)∆(x)ypv(x) − Γ(x)∆(x)Φ(x)epv
ξpq(x)
in (3.2), we note that ypv is a solution of system (1.1) for which the asymptotic rep-
resentation
ypv(x) = Φ(x)epv + ∆−1(x)Γ−1(x)o
(
ξpq(x)
)
is valid as x→ +∞.
The theorem is proved. 
For some fixed pair (p, l) ∈ J, let us now consider the system of n-dimensional
vector functions
uNp+ j(x) = Φ(x)ep j ( j = 1, . . . , l).
Using these vector functions, we consider the functions
Ypl(x) =
l∑
i=1
CiuNp+i(x),
where C1, . . . ,Cl are real constants.
Our question now is in which cases system (1.1) has a solution that is asymptoti-
cally close, as x→ +∞, to Ypl(x).
In order to study this problem, we formulate the following.
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Definition 2. We say that a system of continuous functions qim : [a,+∞[×[a,+∞[→
R (m = 1, . . . , ni, i = 1, . . . , s) satisfies condition (M − L) on [x0,+∞[× [x0,+∞[ if,
for arbitrary (i,m) ∈ J0, either
lim
x→+∞ qim(x, τ) = 0 (τ ≥ x0)
and (3.4)
θim = sup {qim(x, τ) : x ≥ τ ≥ x0} < +∞,
or
θim = sup {qim(x, τ) : τ ≥ x ≥ x0} < +∞. (3.5)
Theorem 2. Let condition (S B) be satisfied and, moreover,∫ +∞
x0
∣∣∣∣∣∣ Hiν(x)H jm(x)rNi+νN j+m(x)
∣∣∣∣∣∣ dx < +∞
for all (i, ν) and ( j,m) in J. Furthermore, assume that, for some fixed pair (p, k) ∈ J0,
there exists a function Upl ∈ C ([a,+∞[ ; ]0,+∞[), where
l =
{
2k if p ∈ {1, . . . , r}
k if p ∈ {r + 1, . . . , s}
such that, for each j ∈ {1, . . . , l},
Upl(x) = O
 Np+ j∑
i=Np+1
∣∣∣(uNp+ j(x))i∣∣∣

as x→ +∞, and the following conditions hold:
(i) The system
qim(x, τ) =
Upl(τ)Bi1m(x)
Upl(x)Bi1m(τ)
exp
∫ x
τ
ωi1(s) ds ((i,m) ∈ J0)
satisfies condition (M − L) on [x0,+∞[×[x0,+∞[;
(ii) For all (η, j) ∈ J and arbitrary m, ξ with 1 ≤ m ≤ k and m ≤ ξ ≤ k,∫ +∞
x0
1
Upl(x)
∣∣∣∣∣∣ Hη j(x)Hp 2m−ρ(x)rNη+ jNp+2m−ρ(x)Bpµmξ(x)
∣∣∣∣∣∣ exp
∫ x
a
ωpm(s)ds dx < +∞
if p ∈ {1, . . . , r} (ρ = 0, 1 , µ = 1, 2) and∫ +∞
x0
1
Upl(x)
∣∣∣∣∣∣ Hη j(x)Hp m(x)rNη+ jNp+m(x)Bpmξ(x)
∣∣∣∣∣∣ exp
∫ x
a
ωpm(s)ds dx < +∞
when p ∈ {r + 1, . . . , s};
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(iii) There is a number b ∈ ]0,+∞[ and there is a continuous function
φ : [a,+∞[→ R+
such that, for every (i, ν) ∈ J and arbitrary z ∈ Rnb,∣∣∣FNi+ν(x,∆−1(x)Upl(x)z + Ypl(x))∣∣∣ ≤ φ(x)
and ∫ +∞
x0
φ(x)
Upl(x) |Hiν(x)| dx < +∞.
Then system (1.1) has at least one solution ypl(x) that satisfies the asymptotic re-
lation
ypl(x) = Ypl(x) + ∆−1(x)o
(
Upl(x)
)
when x→ +∞.
Proof. By the definition of the vector function Ypl(x) =
(
(Ypl) j
)n
j=1, its components
are determined as follows: for every ξ ∈ {1, . . . , k}, we have(
Ypl
)
Np+2ξ−1 (x) =
k∑
ν=ξ
[
C2ν−1Bp2ξν (x) −C2νBp1ξν (x)
]
exp
∫ x
a
ωpξ(s)ds,
(
Ypl
)
Np+2ξ
(x) =
k∑
ν=ξ
[
C2ν−1Bp1ξν (x) −C2νBp2ξν (x)
]
exp
∫ x
a
ωpξ(s)ds,(
Ypl
)
j (x) = 0 ( j , Np + 1, . . . ,Np + l)
when p ∈ {1, . . . , r}, and(
Ypl
)
Np+ξ
(x) =
k∑
ν=ξ
CνBpξν(x) exp
∫ x
a
ωpξ(s)ds,(
Ypl
)
j (x) = 0 ( j , Np + 1, . . . ,Np + l)
when p ∈ {r + 1, . . . , s}.
Under condition (i) of the theorem, the set J0 decomposes as the union of disjoint
subsets J1pl and J2pl,
J0 = J1pl
⋃
J2pl,
such that if (i,m) ∈ J1pl, then estimate (3.4) is true and if (i,m) ∈ J2pl, then relation
(3.5) is correct. Therefore,
Φ(x) = Φ(1)(x) + Φ(2)(x)
with
Φ(ρ)(x) = diag
[
Φ
(ρ)
1 (x), . . . ,Φ
(ρ)
s (x)
]
(ρ = 1, 2),
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where Φ(ρ)i (x) (i ∈ {1, . . . , s}; ρ = 1, 2) are mith order matrices with the elements
(
Φ
(ρ)
i (x)
)
jm =

(Φi(x)) jm for (i,m) ∈ Jρpl
0 for (i,m) < Jρpl.
Let us show that, for a sufficiently large number x3 ≥ x2 (where x2 is as in Theo-
rem 1), the system of integral equations
z(x) =
2∑
ρ=1
∫ x
aρ
Qρ(x, τ)
[
G(τ)
{
z(τ) + 1
Upl(τ)
}
+
+
1
Upl(τ)∆(τ)F
(
τ,∆−1(τ)Upl(τ)z(τ) + Ypl(τ)
)]
dτ
(3.5)
with
Qρ(x, τ) = Upl(τ)
Upl(x)∆(x)Φ
(ρ)(x)Φ−1(τ)∆−1(τ),
G(τ) = ∆(τ)R(τ)∆−1(τ),
and
aρ =
{
x3 if ρ = 1
+∞ if ρ = 2,
has at least one solution z = (zk)nk=1 ∈ C
(
[x3,+∞[; Rnb
)
vanishing when x→ +∞.
Here,
Q(ρ)(x, τ) = diag
[
Q(ρ)1 (x, τ), . . . ,Q
(ρ)
s (x, τ)
]
(ρ = 1, 2),
Qρi (x, τ) =
Upl(τ)
Upl(x)∆i(x)Φ
(ρ)
i (x)Φ−1i (τ)∆−1i (τ) (i = 1, . . . , s; ρ = 1, 2),
For i = 1, . . . , r, the matrices Qρi consist of the blocks
(
Qρi (x, τ)
)
ν j =


(
Qρi (x, τ)
)(1)
ν j −
(
Qρi (x, τ)
)(2)
ν j(
Qρi (x, τ)
)(2)
ν j
(
Qρi (x, τ)
)(1)
ν j
 if 1 ≤ ν ≤ j ≤ ni
O2 if 1 ≤ j < ν ≤ ni,
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where
(
Q(ρ)i (x, τ)
)(µ)
k j =
j∑
m=k
(i,m)∈Jρpq
qim(x, τ)
Bi1k(x)Bi 3−µkm (x)Bi1m(x)
Bi1m(τ)Di1m j(τ)
Bi1 j(τ)
+
+(−1)µ B
i
1k(x)B
i µ
km(x)
Bi1m(x)
Bi1m(τ)Di2m j(τ)
Bi1 j(τ)
 (µ = 1, 2),
and, for i = r + 1, . . . , s, they consist of the blocks
(
Qρi (x, τ)
)
ν j =

j∑
m=ν
(i,m)∈Jρpl
qim(x, τ)
Bi1ν(x)Biνm(x)
Bi1m(x)
Bi1m(τ)Dim j(τ)
Bi1 j(τ)
if 1 ≤ ν ≤ j ≤ ni
0 if 1 ≤ j < ν ≤ ni.
Using the notation
zm(x) =
∫ x
x3
λ1m(τ, x, z(τ)) dτ +
∫ +∞
x
λ2m(τ, x, z(τ)) dτ (m = 1, . . . , n), (3.6)
we rewrite (3.5) as (3.6), where the functions λρm (ρ = 1, 2, m = 1, . . . , n) are given
in the following way: for all ν ∈ {1, . . . , nη}, we have
λρNη+2ν−1(τ, x, z) =
s∑
i=1
mi∑
m=1
s∑
ξ=1
nη∑
j=ν
{(
Q(ρ)η (x, τ)
)(1)
ν j
(
Gηξ(τ)
)
2 j−1 m −
−
(
Q(ρ)η (x, τ)
)(2)
ν j
(
Gηξ(τ)
)
2 j m
}
zNi+m+
+
l∑
m=1
nη∑
j=ν
{(
Q(ρ)η (x, τ)
)(1)
ν j
(
Gηp(τ)
)
2 j−1 m −
−
(
Q(ρ)η (x, τ)
)(2)
ν j
(
Gηp(τ)
)
2 j m
} 1
Upl(τ)
(
Ypl(τ)
)
Np+m
+
+
nη∑
j=ν
1
Upl(τ)
{(
Q(ρ)η (x, τ)
)(1)
ν j Hη 2 j−1(τ)F˜Nη+2 j−1(τ, z)−
−
(
Q(ρ)η (x, τ)
)(2)
ν j
∑
Hη 2 j(τ)F˜Nη+2 j(τ, z)
}
22 V. M. EVTUKHOV AND L. I. KUSICK
and
λρNη+2ν(τ, x, z) =
s∑
i=1
mi∑
m=1
s∑
ξ=1
nη∑
j=ν
{(
Q(ρ)η (x, τ)
)(2)
ν j
(
Gηξ(τ)
)
2 j−1 m +
+
(
Q(ρ)η (x, τ)
)(1)
ν j
(
Gηξ(τ)
)
2 j m
}
zNi+m+
+
l∑
m=1
nη∑
j=ν
{(
Q(ρ)η (x, τ)
)(2)
ν j
(
Gηp(τ)
)
2 j−1 m +
+
(
Q(ρ)η (x, τ)
)(1)
ν j
(
Gηp(τ)
)
2 j m
} 1
Upl(τ)
(
Ypl(τ)
)
Np+m
+
+
nη∑
j=ν
1
Upl(τ)
{(
Q(ρ)η (x, τ)
)(2)
ν j Hη 2 j−1(τ)F˜Nη+2 j−1(τ, z)+
+
(
Q(ρ)η (x, τ)
)(1)
ν j Hη 2 j(τ)F˜Nη+2 j(τ, z)
}
,
when η ∈ {1, . . . , r}; and we have
λρNη+ν(τ, x, z) =
s∑
i=1
mi∑
m=1
s∑
ξ=1
nη∑
j=ν
(
Q(ρ)η (x, τ)
)
ν j
(
Gηξ(τ)
)
j m zNi+m+
+
l∑
m=1
nη∑
j=ν
(
Q(ρ)η (x, τ)
)
ν j
(
Gηp(τ)
)
j m
1
Upl(τ)
(
Ypl(τ)
)
Np+m
+
+
nη∑
j=ν
1
Upl(τ)
(
Q(ρ)η (x, τ)
)
ν j Hη j(τ)F˜Nη+ j(τ, z)
when η ∈ {r + 1, . . . , s}. Here,
F˜ j(τ, z) = F j(τ,∆−1(τ)Upl(τ)z + Ypl(τ)) ( j = 1, . . . , n).
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Let c1 be chosen as in Lemma 1 and
ζ(x, τ) = c1
c2

r∑
i=1
ni∑
ν=1
ni∑
j=ν
j∑
m=ν
(i,m)∈J1pl
|qim(x, τ)|

∣∣∣∣∣∣∣B
i
1m(τ)Di1m j(τ)
Bi1 j(τ)
∣∣∣∣∣∣∣ +
+
∣∣∣∣∣∣∣B
i
1m(τ)Di2m j(τ)
Bi1 j(τ)
∣∣∣∣∣∣∣
 + s∑
i=r+1
ni∑
ν=1
ni∑
j=ν
j∑
m=ν
(i,m)∈J1pl
|qim(x, τ)|
∣∣∣∣∣∣∣B
i
1m(τ)Dim j(τ)
Bi1 j(τ)
∣∣∣∣∣∣∣

if J1pl , , and ζ(x, τ) = 0 in the case where J1pl = . We have put
c2 =
r∑
i=1
(2c1)nini2θi +
s∑
i=r+1
c1(2c1)ni−1ni2θ,
where
θi = max{θim : 1 ≤ m ≤ ni} (i = 1, . . . , s).
It is easy to see that
ζ(x, τ) ≤ 1
for x ≥ τ ≥ x3.
For p ∈ {1, . . . , r}, we set
q(τ) = c3

s∑
η=1
nη∑
ν=1
b s∑
i=1
mi∑
m=1
s∑
ξ=1
mη∑
j=νη
∣∣∣∣(Gηξ(τ)) jm∣∣∣∣ +
+
1
Upl(τ)
l∑
θ=1
Cθ
k∑
m=1
mη∑
j=2ν−1
k∑
ξ=m
exp
∫ τ
a
ωpm(s)ds
(∣∣∣∣Bp1mξ(τ)∣∣∣∣ + ∣∣∣∣Bp2mξ(τ)∣∣∣∣)×
×
(∣∣∣∣(Gηp(τ)) j 2m−1∣∣∣∣ + ∣∣∣∣(Gηp(τ)) j 2m∣∣∣∣) +
mη∑
j=2ν−1
φ(τ)
Upl(τ)
∣∣∣Hη j(τ)∣∣∣


and, for p ∈ {r + 1, . . . , s}, we put
q(τ) = c3

s∑
η=1
nη∑
ν=1
b s∑
i=1
mi∑
m=1
s∑
ξ=1
mη∑
j=νη
∣∣∣∣(Gηξ(τ)) jm∣∣∣∣ +
+
1
Upl(τ)
l∑
θ=1
Cθ
k∑
m=1
mη∑
j=ν
k∑
ξ=m
exp
∫ τ
x0
ωpm(s)ds
∣∣∣∣Bpmξ(τ)∣∣∣∣ ∣∣∣∣(Gηp(τ)) jm∣∣∣∣ +
+
mη∑
j=2ν−1
φ(τ)
Upl(τ)
∣∣∣Hη j(τ)∣∣∣

 .
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Using now the conditions assumed in Theorem 2, we choose the number x3 so
large that the relation
∫ +∞
x3
q(τ)dτ ≤ b for each z ∈ Rnb be satisfied. Then
|λ1m(τ, x, z)| ≤ ζ(x, τ)q(τ) for x3 ≤ τ ≤ x (m = 1, . . . , n)
and
|λ2m(τ, x, z)| ≤ q(τ) for x3 ≤ x ≤ τ (m = 1, . . . , n).
Hence, system (3.6) has at least one solution zpl(x) such that lim
x→+∞ zpl(x) = 0. To
complete the proof, we define the function ypl(x) as follows:
zpl(x) =
∆(x)ypl(x) − ∆(x)Ypl(x)
Upl(x) .
The theorem is proved. 
Remark 1. If the function Upl(x) from Theorem 2 satisfies the condition
Np+ j∑
i=Np+1
∣∣∣(uNp+ j(x))i∣∣∣ = O(Upl(x)) for each j ∈ {1, . . . , l}
when x→ +∞, then condition (ii) of Theorem 2 can be dropped.
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