The Fibonacci search technique for maximizing a unimodal function of one real variable is generalized to the case of a given first evaluation. This technique is then employed to determine the optimal sequential search technique for the maximization of a concave function.
as f increases in [ a , x ] . If x > x , then f(x) < f(x) as f decreases in [ x , b ] .
The definition of unimodality is chosen so as to guarantee that FIBONACCI SEAECH [Feb. (1.3) Whenever a unimodal function f has been evaluated for two arguments x t and x 2 with a ^ x t < x 2 ^ b, then some maximum of f must lie in Proof. If f(xi) ^f ( x 2 ) , then x A and x 2 cannot be both in that portion of the interval [a,b] in which the function decreases. In other words, x cannot lie to the left of x 1# Thus x E [ x 4 , b ] , and x is a maximum of f by (1.2). Similarly, if f(x t ) ^=f(x 2 ), then x E [a,x 2 ] .
As the restriction of a unimodal function to a closed subinterval of [a,b] is again unimodal, this argument can be repeated. Hence, a sequential search based on (1.3) will successively narrow down the interval in which a maximum.
of f is known to lie. Such an interval is called the (1.4) Interval of Uncertainty.
Kiefer [3] has asked the question of optimally conducting this search,, and answered it by developing his well known Fibonacci search.
The Fibonacci search gives a choice of two arguments for which to make the first evaluation. But what happens if by mistake or for some other reason the first evaluation took place at some argument other than the two optimal ones? How does one optimally proceed from there?
In this paper, we shall therefore ask and answer the question for an optimal sequential searchplan with given arbitrary first evaluation. The resulting technique is applied to improving on Fibonacci search for functions known to be concave. The technique may also be of interest in the context of stability of Fibonacci search in the presence of round-off e r r o r s as studied by By L k (x), 0 < x < l , we denote the length to which the interval of uncertainty (1.4) can surely be replaced by k evaluations in addition to a first one at x. Extending a r e c u r - (2,6)
? k+2
w h e r e F 4 = 1 , F 2 = 1, F 3 = 2, F 4 = 3 5
Fibonacci n u m b e r s .
Proof. The c a s e k = 2 requires special treatment F r o m (2.5), [Feb. y -x for (x,y) £ At : = jo < | < J } x for (x,y) G A 2 : = j | s 5 < l j
4)
(
We are now able to determine S 2 (x,y) in each of the four regions A. Pi B.
separately:
Aj fl Bj : S 2 (x,y) = max j y -x, y -x} = y -x .
A t H B 2 : S 2 (x,y) = max jy -x, 1 -y} = l -y . , ' i -y
in accordance with (2.6). The case k ^ 3 is now proved by induction over k. We have
We d e t e r m i n e S, (x,y) in all. r e g i o n s A. D B . with i ^ j . F o r the r e m a i n -
ing r e g i o n s , we u s e (2.4).
(1 -x ) F k _ x ^ (1 -y ) F k + 1 i and t h e r e f o r e (y -x j F^ = (1 -x j F^ Indeed ? multiplying the f o r m e r inequality by F, and adding it to the l a t t e r gives xF f e + y F k _ 1 ^ F^ .
, and t h e r e f o r e (y -x )
The s c h e m a t i c r e p r e s e n t a t i o n of S. (x,y) then i s given by F i g . 4" T h e r e a r e b r e a k s along the line x = 1 -y in a r e a s A 2 D B 2 and A 4 n B 4 . The f e a t h e red l i n e s a r e again those b o u n d a r i e s of l i n e a r i t y r e g i o n s at which S, d e c r e a s e s for fixed x. The a b s c i s s a e of i n t e r s e c t i o n points of feathered l i n e s a r e t h e r efore c r i t i c a l . The f i r s t one of t h e s e c r i t i c a l a r g u m e n t s we denote by v. It The l a s t c r i t i c a l a r g u m e n t finally h a s the value 1/2. F o r 0 < x < v the v a l u e s of S, (x,y) at the i n t e r s e c t i o n of the v e r t ical through x with the two feathered l i n e s (2.7) and (2.9) a r e potential m i n im a . The equations of t h e s e l i n e s can be r e w r i t t e n as and
As t h e s e t e r m s also r e p r e s e n t the value of S, ( x , y ) , we have
F o r v ^ x < 1/3 locally m i n i m a l points a r e to be found on line (2.9) and in the a r e a w h e r e S, (x,y) a s s u m e s the value x / F . -.
F o r 1/3 < x < w only the line (2.9) i s i n t e r e s t i n g , and M k (x) still t a k e s the value
F o r w ^ x ^ 1/2 and beyond the m i n i m u m i s a s s u m e d within the e nt i r e line s e g m e n t s which m e e t s the a r e a in which S. (x,y) = x / F k .
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T h u s , finally
and (2.6) follows i m m e d i a t e l y from (2.1).
Note also that (2.11) i m p l i e s (2.12)
SEARCH STRATEGY In the p r e v i o u s s e c t i o n , y?e have d e t e r m i n e d the optimal length of unc e r t a i n t y L , ( x ) , which can be achieved in k evaluations in addition to one evaluation at x EE [ 0 , 1 ] , We have yet to d e s c r i b e a s e a r c h s t r a t e g y which r e a l i z e s L, (x)
. T h i s amounts to specifying the a r g u m e n t y of the f i r s t evaluation in addition to x. In view of (2.12), this r e d u c e s to d e t e r m i n i n g y such that M, (x) = S, (x,y) f o r g i v e n x between 0 and 1/2, a task which h a s been p e r f o r m e d a l r e a d y while calculating M, (x).
If o ^ x ^ v, then t h e r e a r e two optimal solutions y, since S, (x,y) = 1 k , J F * k + l along both feathered l i n e s in Fig. 4 . T h i s n o n -u n i q u e n e s s i s not s u r p r i s i n g .
Indeed, if x = 0, then the evaluation at this a r g u m e n t does not contribute at all t o w a r d s n a r r o w i n g the i n t e r v a l of u n c e r t a i n t y , and the optimal continuation i s just plain Fibonacci with one evaluation wasted. And in this c a s e t h e r e a r e two opi points s t two optimal a r g u m e n t s , n a m e l y the f i r s t and second ( k -1 ) o r d e r Fibonacci 
In both intervals v < x < 1/3 and 1/3 < x ^ w, the optimal solution y is unique. In this case, there is a question whether the additional information should be accepted. It is indeed conceivable that reducing the interval of uncertainty and subsequently continuing from a non-optimal evaluation point would in the final analysis lead to a larger interval of uncertainty than ignoring the additional information and doing a straightforward Fibonacci search.
That this is not so, is essentially the content of the following. For all x such that X -C * and are both in one of the four intervals I. above, 
CONCAVE FUNCTIONS
We shall see that a "spy" is available if the unimodal function to be maximized is known to be concave. The information that the function f is concave can thus be used in o rder to reduce the interval of uncertainty.
In order to complete the description of the proposed search method for concave functions, a few more conventions are necessary. At the ends of the interval [ a , b ] , we pretend that the function has value -QQ and if it has been evaluated there, we pretend that there are two values for the same abscissa, one of the values being infinite. Three evaluations will therefore reduce the interval of uncertainty as indicated in Fig. 6 .
We proceed to show that (5.5) concavity is an almost unpredictable spy (4.3).
Proof. Suppose we have five points a < Xo < Xl •<= x 2 < x 3 < x 4 ^ b , we have finite function values f(x.) 9 whereas f(x 0 ) and f(x 4 ) are possibly infinite, provided x 0 more that a or x 4 = b 5 respectively,, We suppose further-
