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INTRODUCTION
The representation theory of a reductive p-adic group G seems to be
locally modeled on the representation theory of afﬁne Hecke algebras or
closely related algebras. More precisely, one can often ﬁnd subcategories of
the category of admissible representations of G, which are Morita equiv-
alent to module categories over various afﬁne Hecke algebras, and the
hope is that all admissible representations may be thus described. See, for
example, [BK] and [HM] for GLn, [Ki] for other classical groups, [L1] for
unipotent and [M] for level-zero representations, and [Ro] for the rami-
ﬁed principal series. The advantages of this approach depend in part on
the possibility of explicit calculations in afﬁne Hecke modules.
To describe the calculations we have in mind, recall that an afﬁne Hecke
algebra  is generated by two subalgebras, 0 and , where  is the coor-
dinate ring of a complex torus T, which is a maximal torus in a reductive
Lie group G, and 0 is generated by operators Ts, where s runs over a ﬁxed
set  of simple reﬂections in the Weyl group W of G, satisfying the usual
braid relations along with the relation Ts − qsTs + 1 = 0 for certain
parameters qs > 0 (see Section 1 for more details). For reasons that will
become clear, we are especially interested in the case of “unequal param-
eters,” that is, when the map s → qs is not constant.
Let E be a ﬁnite-dimensional -module. Its restriction to the commuta-
tive algebra  decomposes as
E =⊕
τ∈T
Eτ
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where the “weight space” Eτ consists of the vectors in E annihilated by
some power of the maximal ideal τ in . The essential problem is to
calculate the Eτ, at least as vector spaces and ultimately as -modules.
For a wide class of simple -modules E, we give here an explicit algebro-
geometric description of each weight space Eτ. Our result is new for Hecke
algebras with unequal parameters and is also new when E does not contain
the trivial or sign characters of 0. We also describe the action of Ts on
each sum of pairs Eτ ⊕Esτ (the sum is preserved by Ts), which in principle
gives the complete structure of the -module E.
When E comes from a representation V of G by some categorical equiv-
alences as above, then the actions of  and 0 determine the irreducibility
of induced representations, square-integrability/temperedness, restriction to
maximal compact subgroups, and other essential features of an admissible
representation. Some of these deductions are illustrated in Section 7 below
for a particular square-integrable unipotent representation of E8 arising
in [R4]. The detailed treatment of this example was deferred to the present
paper as it requires the results given herein.
Of course, we need some information about the -module E to begin
such computations. Every simple module E can be embedded in a principal
series module M , and we suppose that the embedding of one weight space
Eτ ⊆ Mτ is known. Then, in principle, it sufﬁces to describe the actions of
 and Ts on M .
In [R1] we constructed an explicit basis for each weight space Mτ in M .
Here, in Section 2, we give the matrices for  and Ts on M in terms of this
basis. Actually, we work with certain operators Fs which map Eτ to Esτ,
from which the action of Ts is easily recovered.
We have twice hedged with “in principle,” inviting the suspicion that
our explicit formulas may contain practical difﬁculties. For arbitrary simple
-modules E this is so. The entries in our matrices share many properties
with Kazhdan–Lusztig polynomials (see Section 6) and, in particular, are
only deﬁned recursively.
However, for certain simple -modules E we can reﬁne these to give
effective formulas for the weight spaces Eτ, in terms of partial derivatives
(cap-products, in geometric terms).
These special E’s are those containing the following kind of weight. Say
that τ ∈ T has “standard singularity of type J” if the centralizer in G of τ is
connected and if the centralizer in W of the hyperbolic part τh of τ is the
subgroup WJ generated by a set of simple reﬂections J ⊆ . If τ has stan-
dard singularity, then there is a unique simple -module E with Eτ = 0,
and we say that E has standard singularity as well. If G is simply connected,
then each principal seriesM (equivalently, each category of -modules with
given central character) contains at least one irreducible constituent E with
standard singularity.
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The main result in this paper is an explicit formula for the weight spaces
in a simple -module with standard singularity. It is valid for any parameter
set qs.
Suppose τ ∈ T has standard singularity of type J. Let W J be the set of
shortest representatives for W/WJ . Every w ∈ W may be uniquely expressed
as w = yz with y ∈ W J , z ∈ WJ . For any x ∈ W , let xτ be the ﬂag variety
of the centralizer of xτ in G. Let H∗ and H∗ denote singular cohomology
and homology with complex coefﬁcients. There is a natural surjective ring
homomorphism,
jxτ  −→ H∗xτ
by which H∗xτ becomes an -module under the cap-product. Now we
can state our main result.
Theorem. Suppose τ has standard singularity of type J and that E is the
unique simple -module with Eτ = 0. Let w = yz, as above.
(1) As -modules, we have Mwτ  H∗wτ which in turn is isomor-
phic to the twist by y of the -module H∗zτ.
(2) The -module Ewτ is isomorphic to the twist by y of the
-submodule of H∗zτ generated by the cap-product
jzτ
( ∏
β∈Rzτy
eβ − eβzτ
)
∩ zτ
where Rzτy is a certain set of roots depending on y, zτ, and the parameters
deﬁning  (see (5.5c)), and zτ is the fundamental class of zτ.
(3) The dimension of Ewτ equals that of the span of all partial deriva-
tives of the polynomial ( ∏
β∈Rzτy
∂β
)
zτ
where zτ is the harmonic polynomial corresponding to zτ and ∂β is the
derivation on polynomials extending β.
The proof is given in Section 5. It is item (3) that solves our computa-
tional problem effectively for simple -modules with standard singularity.
The theorem was already known for certain modules. If J has one ele-
ment, it was proved in [R1, (10.11)]. If  has equal parameters qs ≡ q,
then the simple -modules containing the trivial and sign characters of 0
have standard singularity. For these modules, the theorem was proved in
[R2, Section 5] using Whittaker functions and can be deduced from the
geometric view of Hecke algebras in [KL] (see also [CG]). Moreover, if E
contains the sign character of 0, then the generator in (3) is a scalar times
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the harmonic polynomial corresponding to the fundamental class of a con-
nected component of the variety attached to E in [KL].
For unequal parameters, our theorem is incomplete on this last point,
since it gives no interpretation of the polynomial in (3) as a geometrically
deﬁned cycle. However, as evidence for a larger geometric picture in the
unequal parameter case, we prove en route (see Section 4) the following.
Proposition. Let τ ∈ T, and let M be a principal series module with
Mτ = 0. Then
(1) If E is any subquotient ofM , then the  action on Eτ factors through
jτ, so that Eτ is an H∗τ-module.
(2) The -module Mτ is isomorphic to H∗τ if and only if it is cyclic.
The ﬁnal section, 7, contains the promised application to unipotent rep-
resentations of E8.
1. LOCALIZED HECKE ALGEBRAS
For more details in this section, see [R1, Sections 1–6]. The main new
result here is (1.9) below, which describes multiplication in a localized
Hecke algebra (which is no longer an algebra), which will lead to our prin-
cipal series matrices.
(1.1) We begin with a complex reductive Lie group G, with maximal
torus T, having roots, positive roots, and simple roots , +, and , respec-
tively, and Weyl group W . We assume that this root system is irreducible.
For w ∈ W , let lw be the length of w, and let Nw be the set of posi-
tive roots made negative by w. The W -action on T is denoted w τ → wτ,
and Wτ is the stabilizer in W of τ ∈ T.
Let  = T be the ring of regular functions on T, and let  = T
be the ﬁeld of rational functions on T. The Weyl group acts on  and 
by fwτ = f wτ. Let X∗T be the character lattice of T. For λ ∈ X∗T,
we write eλ ∈  for the corresponding character. Then ewλ = ew−1λ.
For τ ∈ T, let τ be the maximal ideal of  at τ, and let τ ⊂  be the
localization of  at τ. So τ consists of those rational functions which are
holomorphic at τ, and ˜τ = ττ is the maximal ideal of τ.
(1.2) In this paper, an afﬁne Hecke algebra  attached to G is deﬁned
by a collection of positive real numbers
q0 qβ β ∈ 
with qwβ = qβ for all w ∈ W , as follows.
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First let 0 be the Hecke algebra of W , with parameters qβ. It has
a -basis Tw  w ∈ W  with multiplication rules TxTy = Txy if lxy =
lx + ly, and Tsα − qαTsα + 1 = 0, for a simple root α ∈ . Let us
write
Bsα = Tsα − qα α ∈ '
Next, for each β ∈  deﬁne the rational function ζβ ∈ , as follows. If
G = SO2n+1 and β is a short root, then
ζβ =
q1/2β q1/20 − eβq1/2β q−1/20 + eβ
1− e2β
' (1.2a)
Via the symmetry of the corresponding afﬁne Dynkin diagram (of type C˜n),
we may assume q0 ≤ qβ.
In all other cases,
ζβ =
qβ − eβ
1− eβ
' (1.2b)
Then the afﬁne Hecke algebra  is a twisted tensor product of two
subalgebras
 = 0⊗˜
where the cross multiplication is given, for a simple reﬂection s = sα, by
θBs = Bsθs + θs − θζα θ ∈ ' (1.2c)
(1.3) Let τ ∈ T. Corresponding to  ⊂ τ ⊂ , we have  ⊂ τ ⊂ 
where
τ =  ⊗ τ = 0 ⊗ τ  =  ⊗  = 0⊗˜'
Note that  is an algebra over the W -invariants W , not over , and τ
is not an algebra in general, only an  − τ bimodule.
We have an evaluation homomorphism
F → Fτ τ −→ 0
given on pure tensors by T ⊗ θ → θτT , for T ∈ 0 θ ∈ τ.
Let
τ = /τ = τ/˜τ
identiﬁed with  via evaluation at τ. Deﬁne the principal series -module
Mτ =  ⊗ τ = τ ⊗τ τ'
The vector vτ = 1⊗ 1 ∈Mτ generates Mτ over 0.
afﬁne hecke module matrices 763
(1.4) For each simple reﬂection s = sα, let
Fs = Bs + ζα ∈ '
If w = sk · · · s1 is a reduced expression, we let
Fw = Fsr · · ·Fs1
the product taken in  . By [R1, (4.3)], Fw is independent of the reduced
expression chosen for w and Fw  w ∈ W  is a (left and right) -basis of
 . By (1.2c) we have
θFw = Fwθw θ ∈  (1.4a)
which, along with [R1, (4.3)(2)], implies that
FxFy = Fxyηx y (1.4b)
where
ηx y =
∏
β∈Ny
xyβ>0
ζβζ−β'
In particular, we have
FsFy = Fsyηs y
where
ηs y =
{ ζαζ−αy if sy < y
1 if sy > y.
If sx > x, then computing FsFxFy in two ways using (1.4b) shows that
ηs xyηx y = ηsx y sx > x' (1.4c)
(1.5) Let τ0 ∈ T be a common zero of all ζα, for α ∈ . All Fw belong
to τ0 , and we deﬁne
Bw = Fwτ0'
Then Bw  w ∈ W  is a new basis of 0, which we use from now on [R1,
Section 5]. From (1.4a), (1.4b) we get the multiplication rule
BsBw = ηswτ0Bsw − ζwα τ0Bw (1.5a)
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(1.6) Deﬁne rational functions px y ∈  by the expansion
Fy =
∑
x
Bxpx y '
Then pxx = 1 and px y = 0⇒ x ≤ y, under the Bruhat order of W . From
(1.5a) we get the following recursive formula for px y :
px sw = ζwα − ζxατ0pxw + ηs sxτ0psxw for w < sw' (1.6a)
I do not know a closed form for px y , except in particular cases. For exam-
ple [R1, Section 5], we have
pew =
∏
β∈Nw
ζβ' (1.6b)
We also have
Lemma 1.7. Suppose x < y are adjacent in the Bruhat order, so ly =
lx + 1 and there is a positive root β with y = xsβ. Then
px y = ζβ − ζβτ0'
Proof. There are u v ∈ W and a simple reﬂection s = sα, such that x =
uv, y = usv, with additive lengths in these expressions. Note that vβ = α.
We assume u to be chosen to have minimal length. If u = 1, our assertion
is immediate from (1.6a). If u = 1, suppose t = sγ is a simple reﬂection
such that tu < u. By induction, we have
ptx ty = ζβ − ζβτ0
so we have to show that px y = ptx ty . By (1.6a) it sufﬁces to show that
x ≤ ty. Since both elements have the same length, it sufﬁces to show that
x = ty. But x = ty would contradict the minimality of u.
For additional properties of px y , see Section 6.
(1.8) Let τ ∈ T and w ∈ W . Let wτ denote the -span (left or right,
it is the same) of Fx  xτ = wτ. Deﬁne
w τ = τ ∩ wτ '
Then [R1, Section 6] we have a decomposition
τ =
⊕
w∈W/Wτ
w τ (1.8a)
and w τ is a free right τ-module. An τ-basis Hx  xτ = wτ of w τ is
constructed as follows. By (1.6), there are unique rational functions rx y ∈ 
such that ∑
yτ=wτ
pz yry x = δz x
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where δz x = 1 if z = x, δz x = 0 if z = x. Then the basis elements Hx are
given by
Hx =
∑
yτ=wτ
Fyry x' (1.8b)
We also have
Fx =
∑
yτ=wτ
Hypy x' (1.8c)
Finally, the expansion of Hx in terms of By ’s has the form
Hx = Bx +
∑
yτ =wτ
Byhy x hy x ∈ τ' (1.8d)
Proposition 1.9. The left multiplication of  on w τ is given in terms
of the basis Hx  xτ = wτ as follows:
(1) We have wτw τ = w τ, with multiplication formula
θHx =
∑
zτ=wτ
Hz
[ ∑
yτ=wτ
pz yθ
yry x
]
 θ ∈ wτ'
In particular, the term in brackets belongs to τ.
(2) We have ˜nwτw τ ⊆ w τ˜τ where n = Wτ.
(3) If s = sα is a simple reﬂection such that swτ = wτ, then Fsw τ ⊆
sw τ, with multiplication formula
FsHx =
∑
zτ=wτ
Hsz
[ ∑
yτ=wτ
psz syηs yry x
]
'
(4) If swτ = wτ, then Bsw τ ⊆ w τ, with multiplication formula
BsHx = ηs xτ0Hsx − ζxατ0Hx'
Proof. We have τ = τ by deﬁnition, and wτ = wτ by (1.4a), so
at least w τ = w τ. For any θ ∈ , the formula in (1.9)(1) follows from
relation (1.4a). By (1.8b), the coefﬁcient∑
yτ=wτ
pz yθ
yry x (1.9a)
in (1.9)(1) is also the coefﬁcient of Bz in θHx, hence it belongs to τ, at
least if θ ∈ .
If, moreover, θ ∈  is holomorphic and nonzero at wτ, then the coefﬁ-
cients (1.9a) form an upper triangular matrix (for an appropriate ordering
766 mark reeder
on wWτ) whose diagonal entries are units in τ and whose entries above
the diagonal are in τ. Hence the inverse matrix has entries in τ, so∑
zτ=wτ
Hz
[ ∑
yτ=wτ
pz yθ−1yry x
]
∈ w τ
proving (1).
By [R1, (6.8)], the vectors Hxvτ, for xτ = wτ, form a basis of the
space Mτwτ of vectors in Mτ annihilated by some power of wτ. From
[R1, (6.2)] we in fact have
˜nwτMτwτ = 0'
Let θ ∈ ˜nwτ. For xτ = wτ, we have
θHx =
∑
zτ=wτ
Hzθz x
for some θz x ∈ τ, by (1). Since θz xvτ = θz xτvτ, we have
0 = θHxvτ =
∑
z
Hzθz xτvτ'
Since the vectors Hxvτ are linearly independent, this shows θz x ∈ ˜τ for
all x z, so (2) holds.
As for (3), it is clear that
Fs
wτ
 =  swτ and Bsτ = τ'
If swτ = wτ, then ζα ∈ wτ, so we have ζαw τ ⊆ w τ, by (1). Since
Fs = Bs + ζα, it then follows that
Fsw τ ⊆ sw τ'
The formula in (3) follows from (1.8b), (1.8c).
If swτ = wτ, then Fswτ = wτ and ζαwτ = wτ , by (1.4a), so Bswτ ⊆
wτ . Since also Bsτ ⊆ τ, we have Bsw τ ⊆ w τ' Therefore
BsHx =
∑
zτ=wτ
Hzbz x (1.9b)
for some bz x ∈ τ. Now (1.8d) implies that bz x is also the coefﬁcient of
Bz in BsHx and that
Hx = Bx +
∑
yτ =wτ
Byhy x hy x ∈ wτ'
By (1.5a) we then have
BsHx = BsBx +
∑
yτ =wτ
ηs yτ0Bsy − ζyατ0Byhy x' (1.9c)
Comparing coefﬁcients of Bz in (1.9b) and (1.9c), we ﬁnd that bz x is in
fact the coefﬁcient of Bz in BsBx, so (4) follows from (1.5a).
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2. MATRICES FOR THE PRINCIPAL SERIES
Let τ ∈ T, and let M = Mτ. Recall that the vectors Hxvτ = Hx ⊗ 1,
for xτ = wτ, form a basis of the space Mwτ of vectors in M annihilated by
some power of wτ.
Choose a numbering wWτ = w1 ' ' '  wn, and form the matrix
Pwτ = pwiwj '
LetDθ1 ' ' '  θn be the diagonalmatrix with diagonal entries θ1 ' ' ' θn ∈.
From (1.9)(2), we have
Proposition 2.1. The matrix of θ ∈ wτ acting on Mwτ, with respect to
the basis Hwjvτ  1 ≤ i ≤ n, is[
PwτDθw1 ' ' '  θwnP−1wτ
]
τ'
Here each entry of the matrix PwτDθw1 ' ' '  θwnP−1wτ is evaluated at τ.
(2.2) If s = sα is a simple reﬂection such that swτ = wτ, then (1.9)(3)
gives the matrix of the map
Fs Mwτ −→Mswτ
in terms of the bases Hwjvτ, Hswjvτ, as[
PswτDηsw1 ' ' '  ηsw1P−1wτ
]
τ' (2.2a)
Since (2.1) gives the matrix of ζα on bothMwτ andMswτ, one can recover
from (2.2a) the matrix of Ts acting on Mwτ ⊕Mswτ.
More generally, if wτ s1wτ ' ' '  sm · · · s1wτ are distinct, then at each step
we are in the situation of (1.9)(3). Using (1.4c) we get
Proposition 2.3. Suppose y = sm · · · s1 is a reduced expression and that
the points wτ, s1wτ ' ' '  sm · · · s1wτ are distinct. Then the map Fy  Mwτ −→
Mywτ is given in terms of the bases Hwjvτ, Hywjvτ by the matrix[
PywτDηyw1 ' ' '  ηywnP−1wτ
]τ'
For τ ∈ T, deﬁne
Sτ = β ∈ +  ζβζ−βτ = 0' (2.3a)
Corollary 2.4. For yw as in (2.3), the map Fy  Mwτ −→ Mywτ is an
isomorphism of vector spaces if and only if Ny ∩Nx−1 ∩ Swτ =  for all
x ∈ wWτ.
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Proof. The stated conditions are equivalent to each ηywi being a unit
in τ.
Now consider the case essentially opposite to (2.4). That is, assume that
Ny ∩ Swτ ⊆ Nx−1 for every x ∈ wWτ.
Since
Ny−1 ∩Nx−1y−1 ∩ Sywτ = −yNy ∩ −y−1Nx−1y−1 ∩ Swτ
⊆ −yNx−1 ∩ −y−1Nx−1y−1 = 
we know from Proposition 2.3 and Corollary 2.4 that the map
Fy−1  Mywτ −→Mwτ
is an isomorphism, with matrix PwτDηy−1 yw1 ' ' '  ηy−1 ywnP−1ywττ. Let
F−1
y−1  Mwτ −→Mywτ
be the inverse map.
We have ηywi · ηy−1 ywi = µ
wi
y , where
µy =
∏
β∈Ny
ζβζ−β'
Hence, by (2.3), the matrix of Fy  Mwτ −→Mywτ is the evaluation at τ of
PywτDηyw1 ' ' '  ηywnP−1wτ
=
[
PywτD
(
η−1
y−1 yw1
 ' ' '  η−1
y−1 ywn
)
P−1wτ
]
·
[
PwτD
(
µw1y  ' ' '  µ
wn
y
)
P−1wτ
]
'
The ﬁrst matrix on the right side is that of F−1
y−1 , and by (2.1) the second is
that of µy ∈ wτ acting on Mwτ.
Let Rwτy be the set of all roots β ∈  such that β and yβ have opposite
signs and ζβwτ = 0. Then
µy = ξ
∏
β∈Rwτy
eβ − eβwτ
where ξ is a unit in wτ. We have proved
Proposition 2.5. Suppose yw are as in (2.3) and that Ny ∩ Swτ ⊆
Nx−1 for every x ∈ wWτ. Then there is a unit ξ ∈ wτ such that the map
Fy  Mwτ −→Mywτ is given by
F−1
y−1 ◦ ξ ◦
∏
β∈Rwτy
eβ − eβwτ'
In particular, the kernel and image of Fy  Mwτ −→ Mywτ are isomorphic to
those of
∏
β∈Rwτyeβ − eβwτ acting on Mwτ.
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3. WEIGHT SPACES IN MORE GENERAL -MODULES
(3.1) For any ﬁnite-dimensional -module E and τ ∈ T, let Eτ be the
space of vectors in E which are killed by some power of the maximal ideal
τ. The action of  on Eτ extends to the localization τ, inducing a left
-module homomorphism
τ ⊗ Eτ −→ E
denoted H ⊗ v → Hv. As recalled in (1.8a), we have a decomposition of
right τ-modules,
τ =
⊕
w∈W/Wτ
w τ
and Proposition 1.9(2) shows that
w τEτ ⊆ Ewτ (3.1a)
with equality if E is generated by Eτ over  .
We note that Nakayama’s Lemma extends to τ.
Lemma 3.2. Let H ∈ τ, and suppose HEτ = 0 for all ﬁnite-dimensional
-modules E. Then H = 0.
Proof. For each positive integer ν, deﬁne a “higher jet” principal series
by
Mντ = τ ⊗τ τ/˜ντ'
Now τ is right-free over τ, with basis Hx  x ∈ W , so Mντ is right-
free over τ/˜ντ, with basis Hx ⊗ 1  x ∈ W . Write H =
∑
x∈W Hxθx,
with θx ∈ τ. Then in Mντ we have
0 = H ⊗ 1 = ∑
x∈W
Hx ⊗ θx'
It follows that each θx belongs to ˜ντ for every ν, hence θx = 0 for all x, so
H = 0.
(3.3) We shall give another basis of w τ depending on choices of
reduced expressions of elements in wWτ, but having the advantage of being
in simple closed form.
For τ ∈ T, let +τ denote the set of positive roots β for which ζβ is not
holomorphic at τ. Let s = sα be a simple reﬂection. Deﬁne
Fs τ =
{
Fs if α /∈ +τ
Bs if α ∈ +τ '
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Since Bs = Hs if α ∈ +τ , we see that
Fs τ = Fs sτ ∈ s τ ∩ s sτ' (3.3a)
By (3.1a), we have
Fs τEτ ⊆ Esτ (3.3b)
for any ﬁnite-dimensional -module E.
Let w = sk ' ' '  s1 be a sequence of simple reﬂections in W such that
w = sk · · · s1 has length lw = k. For 1 ≤ i ≤ k, let τi = sisi−1 · · · s1τ and
deﬁne
Fw τ = Fsk τkFsk−1 τk−1 · · ·Fs1 τ1 '
If Nw ∩ +τ = , then Fw τ = Fw by (3.3a) and is therefore independent
of the reduced expression for w. However, if G = GL3, τ = 1 t 1
with t = 1, w = s1 s2 s1, then
Fw τ = Bs1 + ζα1Bs2Bs1 + ζα1
= Fs1s2s1 − ζα1ζ−α1ζα1+α2 '
The ﬁrst term in the last line is symmetric in 1 2, but the second is not.
Thus, in general, Fw τ depends on the reduced expression w, not just on w.
Lemma 3.4. (1) In  we have
wτFw τ ⊆ τ'
In particular, Fw τ ∈ τ.
(2) If E is a ﬁnite-dimensional -module, we have
Fw τEτ ⊆ Ewτ'
Proof. By induction on lw, it sufﬁces to prove (1) for w = s, a simple
reﬂection. Since both sides are closed under left multiplication by 0, it
sufﬁces to check that sτFs τ ⊆ τ' Let θ ∈ sτ. We have
θFs τ =
{
Fsθ
s if α /∈ +τ
Bsθ
s + ζαθs − θ if α ∈ +τ '
In both cases, the right side belongs to τ. Assertion 2 follows from
(3.3b).
Proposition 3.5. (1) For every x with x ∈ wWτ, we have Fx τ ∈ w τ.
(2) If we choose one reduced expression x for each x ∈ wWτ, then the
collection Fx τ is a right τ-basis of w τ.
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Proof. By Lemma 3.4(1), we know that Fw τ ∈ τ, so there are hy ∈ y τ
such that
Fw τ = hw +
∑
yτ =wτ
hy'
By Proposition 1.9(2), we have hyEτ ⊆ Eyτ for every ﬁnite-dimensional
-module E and every y. But then Lemma 3.4(2) implies that hyEτ = 0, if
yτ = wτ. Then Lemma 3.2 forces these hy = 0. This proves Assertion 1.
Since we insist that x be a reduced expression, Eq. (1.5a) shows that
Fx τ − Bx belongs to the right τ-span of By  y < x. Now (2) follows
from (1.8d).
Corollary 3.6. If E is a ﬁnite-dimensional -module which is generated
by Eτ, then
Ewτ =
∑
xτ=wτ
Fx τEτ'
Thus, if Eτ is a known subspace of a principal series module M , then the
matrices in (2.1) and (2.3) can be used to calculate the remaining weight
spaces Ewτ. In the next two sections we simplify this procedure in a spe-
cial case.
4. WEIGHT SPACES AND COHOMOLOGY
Let τ ∈ T. We assume that the centralizer Gτ is connected. Then Wτ is
generated by the reﬂections about the roots in +τ , and these roots cor-
respond to a Borel subgroup Bτ ⊂ Gτ. In this section we review some
well-known facts about the cohomology of the ﬂag variety τ = Gτ/Bτ
(cf. [BGG]).
(4.1) Recall that τ is the maximal ideal in  at τ. The action of
Wτ on  preserves τ, and we let Iτ be the ideal in  generated by the
Wτ-invariants in τ. The quotient /Iτ is naturally isomorphic to the coho-
mology ring H∗τ. More precisely, H∗τ is commutative, and we have
a natural ring isomorphism
jτ /Iτ −→ H∗τ (4.1a)
such that
jτeλ = eλτ expcλ = eλτ
[
1+ cλ +
1
2!
c2λ + · · ·
]

where cλ is the ﬁrst Chern class of the line bundle Lλ on τ induced by eλ.
The group Wτ acts on both sides of (4.1a), and jτ is Wτ-equivariant. Both
sides of (4.1a) are isomorphic to the regular representation of Wτ.
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It follows from (4.1a) that the homology H∗τ is a module over /Iτ,
via the cap-product. This can be made more explicit: Let τ be the base of
+τ and let  be the ring of polynomials in variables hβ, for β ∈ τ. For an
arbitrary positive root β ∈ +τ , we deﬁne hβ as follows: If βˇ =
∑
α∈τ cααˇ
then hβ =
∑
cαhα.
For λ ∈ X∗T, let ∂λ be the derivation of  determined by the condition
∂λhβ = λ βˇ '
Then  is a locally ﬁnite -module on which eλ acts by the operator
eλτ exp∂λ = eλτ
[
1+ ∂λ +
1
2!
∂2λ + · · ·
]
'
Let H ⊂  be the space of polynomials annihilated by the Wτ-invariants
in τ. Dual to (4.1a), we have a Wτ-equivariant isomorphism
H∗τ −→ H
sending the fundamental class τ to the polynomial
τ =
∏
β∈+τ
hβ
such that the cap product by cλ on H∗τ corresponds to the operator
∂λ on H.
In view of (2.5), we are interested in the kernels and images of the follow-
ing kinds of elements of τ acting on H. Let R ⊆  be a set of roots. Put
mR =
∏
β∈R
eβ − eβτ ∂R =
∏
β∈R
∂β'
As operators on H we have
mR = c∂R + · · · 
where c is a nonzero constant, and · · · indicates operators of order larger
than #R. It follows that the kernel and image of mR, after grading accord-
ing to the ﬁltration of H by increasing degree, become isomorphic to those
of ∂R. In particular, the nullity and rank of mR are equal to those of ∂R.
(4.2) Now suppose that E is an -module which can be realized as a
subquotient of some principal series module Mτ′.
Proposition 4.3. In this situation, the ideal Iτ annihilates Eτ. Hence Eτ
is a module over H∗τ, via the isomorphism (4.1a).
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Proof. We may assume that Eτ = 0. Since E is a subquotient of Mτ′,
we have wτ′ = τ for some w ∈ W , and moreover it sufﬁces to prove the
result for E = Mτ′. Suppose θ ∈ τ is ﬁxed by Wτ. Then θw ∈ τ′ is
ﬁxed by Wτ′ . Let
θx zx z∈wWτ′
be the matrix of θ acting on Mτ′τ, as in (2.1). So θx z is the evaluation
at τ′ of ∑
y∈Wτ′
pxwyθ
wyrwy z = θw
∑
y∈Wτ′
pxwyrwy z = θwδx z
where δx z is the identity matrix. Hence θx z = θwτ′δx z = 0'
Proposition 4.4. Let M = Mτ be a principal series module and let
w ∈ W . Then the -module Mwτ is isomorphic to H∗wτ if and only if it is
cyclic.
Proof. By Section 4.1 and Poincare´ duality, the -module H∗wτ is
cyclic and is generated by the fundamental class of wτ. Conversely, sup-
pose we have a surjective -homomorphism  −→ Mwτ. By (4.3) we then
have a surjection
/Iwτ −→Mwτ'
By Section 4.1, the dimension of /Iwτ is Wτ, and the same is true of Mwτ
(cf. [R1, (2.2)]). Finally, Iwτ is the annihilator of wτ], so /Iwτ  H∗wτ
as -modules.
5. STANDARD SINGULARITIES
Each τ ∈ T has a canonical polar decomposition τ = τeτh, such that for
all λ ∈ X∗T we have eλτe = 1, eλτh > 0. For any subset J ⊆ , let
WJ be the corresponding standard parabolic subgroup of W , generated by
reﬂections from J. The centralizer Wτh of τh in W is conjugate to WJ for
some J.
Deﬁnition 5.1. We say that τ has standard singularity of type J, for
J ⊆ , if the centralizer Gτ is connected and Wτh = WJ .
If G has a simply-connected derived group, then Gτ is always connected
(Steinberg’s Theorem). In this case, every W -orbit in T contains an element
with standard singularity. For example, we can choose τ in its W -orbit so
that eβτh ≤ 1 for all β > 0. Then τ has standard singularity.
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If τ has standard singularity, we will show that all weight spaces in Mτ
are W -twists of one another, in the following sense: If we have an -module
π  −→ EndN
and w ∈ W , then θ ∈  acts on the twisted module wN via πθw.
Proposition 5.2. Suppose that τ has standard singularity, and M =
Mτ. If τ′ ∈ Wτ, then there exists w ∈ W such that τ′ = wτ and
Mwτ  wMτ as -modules.
Remarks. Note that Mwτ depends only on wτ, and we will see later that
the isomorphism class of the -module wMτ is also independent of the
choice of w in its Wτ-coset. At this stage, however, we choose a suitable w,
and the isomorphism in (5.2) will then be given by Fw.
The result is false without the hypothesis of standard singularity, as can
be seen from the example in G = GL3, where τ = 1 q 1. Then Mτ
splits into two one-dimensional -modules, whereas Mq11 and M11q
are indecomposable (cf. [R1, (4.6), (15.5)]).
Proof. By [R1, (10.13)], we can choose a sequence of simple reﬂections
s1 s2 ' ' '  sk such that the points
τ s1τ ' ' '  sk · · · s1τ = τ′
are distinct and the expression sk · · · s1 is reduced. It follows that
Fsk···s1 = Fsk · · ·Fs1 ∈ τ'
By induction on k, we show that Fsk'''s1 gives the desired isomorphism. Let
w1 = sk−1 · · · s1, and let s = sk = sα. Assume that
Fw1  Mτ −→Mw1τ
is bijective. We want to show that
Fs Mw1τ −→Msw1τ
is also bijective. By (2.4), it sufﬁces to assume that ζαζ−αw1τ = 0 and
then to show that sx > x for every x ∈ w1Wτ.
Note that Wτ ⊆ WJ , since the polar decomposition of τ is canonical. Let
W J = y ∈ W  yJ ⊂ +. Write x = yz, where y ∈ W J and z ∈ WJ . Since
ζαζ−αw1τ = 0, we have
1 = eαw1τ = eαxτ = eαxτh = eαyτh'
It follows that y−1α does not belong to the span of J, so sy ∈ W J . Now
from sw1 > w1 it follows (cf. [J, 2.22b]) that sy > y. Since
Nx−1 = Ny−1 ∪ yNz−1
and Nz−1 is contained in the span of J, we cannot have α ∈ Nx−1, so
sx > x as desired.
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Proposition 5.3. Assume that τ has standard singularity. Let M =Mτ.
Then every weight space Mwτ is cyclic over , hence, by (4.4), it is isomorphic
to H∗wτ.
Proof. Suppose that τ has standard singularity of type J. By (5.2), it
sufﬁces to prove that Mτ is cyclic. Let
MJ =
⊕
z∈WJ/Wτ
Mzτ' (5.3a)
Let J0 ⊂ 0 be the subalgebra generated by Tsα for α ∈ J, and let J
denote the subalgebra
J = J0⊗˜ ⊆  '
Then MJ is a principal series module over J , generated by vτ, and is
irreducible by Kato’s criterion [K, Theorem 2.2], since ζατ = 0 for all
α ∈ J , as noted in the proof of Proposition 5.2. (Note that condition
(ii) in Kato’s theorem holds automatically by our assumption that Gτ is
connected.) Therefore the vector BJ = BwJvτ generates MJ over J .
For α ∈ J we have
BsαBJ = −1+ qαBJ
by (1.5a). Thus, BJ is the unique vector in MJ up to scalar, which affords
the sign character of J0, so BJ = MJ . Let BJτ be the projection of BJ
to Mτ according to decomposition (5.3a). Then Mτ = BJτ.
Corollary 5.4. If τ has standard singularity and w ∈ W , the isomor-
phism class of the -module wMτ depends only on wτ.
Proof. Let Wτ be the tensor product of  and the group algebra of
Wτ, with multiplication rule
θ · x = x · θx'
By the naturality of Chern classes, the actions of  and Wτ on H∗τ com-
bine to make the latter an Wτ module. It follows that the isomorphism
class of the -module H∗τ is invariant under twisting by any x ∈ Wτ.
The same holds for Mτ, by Proposition 5.3.
(5.5) We are ready to complete the proof of the theorem stated in the
Introduction. Suppose that τ ∈ T has standard singularity of type J.
Let wJ be the longest element of W J , and set τ¯ = wJτ. Then τ¯ has
standard singularity of type J¯ = wJJ. Let M = Mτ¯. As in the proof of
(5.3), the sum of weight spaces ⊕
z∈WJ/Wτ
Mzτ
776 mark reeder
is an irreducible principal series module over J . It follows that there is a
unique-up-to-isomorphism simple -module E = Eτ such that Eτ = 0,
namely, E is the unique simple quotient of Mτ. By [R1, (3.8)], E is also
the unique submodule of M . In fact, E is the submodule of M generated
by Mτ and Ezτ =Mzτ for all z ∈ WJ .
Examples. If eβτh ≥ 1 for all β > 0, then Eτ has standard singu-
larity. And by [K, Theorem 2.4], Eτ is the unique constituent of Mτ
containing the trivial character of 0. (This requires q0 ≤ qβ in (1.2a).)
Likewise, if eβτh ≤ 1 for all β > 0, then Eτ has standard singularity
and is the unique constituent of Mτ containing the sign character of 0.
If G = GL4 and τ = q q 1 q2, then τ has standard singularity and
Eτ is the full induced module from trivial⊗sign on the A1 ×A1 parabolic
subalgebra, hence Eτ contains neither the trivial nor the sign characters
of 0.
We want to compute the weight space Ewτ, for w ∈ W . We may and
shall choose w to have minimal length in its Wτ-coset. Write w = yz with
y ∈ W J , z ∈ WJ .
By (3.6), we have
Ewτ =
∑
xτ=wτ
FxτEτ
for ﬁxed choices of reduced expressions x. Now xτ = wτ means x = yzu
for some u ∈ Wτ ⊂ WJ , and associating zu to x gives a bijection
x ∈ W  xτ = wτ ↔ v ∈ WJ  vτ = zτ'
We may choose reduced expressions y, v, such that
x = y v
is also reduced. Moreover, Fyτ = Fy , since Ny ∩ +τ ⊆ Ny ∩ +J = .
Thus
Ewτ =
∑
xτ=wτ
FxτEτ = Fy
∑
vτ=zτ
FvτEτ = FyEzτ = FyMzτ' (5.5a)
We want to verify the hypotheses of (2.5). The data τwwτ y of (2.5)
are here τ¯ zwJ−1 zτ y.
Let y = sk · · · s1 be a reduced expression. By the minimality of lw, the
points zτ s1zτ ' ' '  sk · · · s1zτ are distinct. It will sufﬁce to show that
Ny ⊆ Nx−1 (5.5b)
for all
x ∈ zwJ−1Wτ¯'
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This last is zWτwJ−1 ⊆ WJwJ−1 so x−1 ∈ wJWJ = WJ¯wJ . Write x−1 =
twJ with t ∈ WJ¯ .
Now
Ny = s1 · · · si−1αi  1 ≤ i ≤ k'
If y = wJ , one checks, by downward induction on the length of y, that there
are simple reﬂections sk+1 ' ' '  sm such that
y < sk+1y < sk+2sk+1y < · · · < sm · · · sk+1y = wJ'
Then wJ = smsm−1 · · · s1 is reduced and
smsm−1 · · · siαi  1 ≤ i ≤ m = −NwJ−1 = −+\+J¯ '
For 1 ≤ i ≤ k we have
x−1s1 · · · si−1αi = tsmsm−1 · · · siαi ∈ −t+\+J¯  ⊆ −+
since t ∈ WJ¯ . Hence (5.5b) holds, and we can apply Proposition 2.5. Recall-
ing (5.5a), this tells us that the -module Ewτ is the twist by y of the
image of ∏
β∈Rzτy
eβ − eβzτ ∈ zτ (5.5c)
acting on Mzτ, where Rzτy is the set of roots β ∈  for which β and yβ
have opposite signs and ζβzτ = 0.
Recalling Proposition 5.3 and the remarks at the end of Section 4.1, we
have proved our main result:
Theorem 5.6. Suppose τ has standard singularity of type J and let E
be the unique simple -module such that Eτ = 0. Then the weight space Ewτ
may be computed as follows. Choose w to have minimal length in its Wτ-coset.
Write w = yz with y ∈ W J , z ∈ WJ . Then Ewτ is isomorphic to the twist by y
of the -submodule of H∗zτ generated by
jzτ
( ∏
β∈Rzτy
eβ − eβzτ
)
∩ zτ'
Moreover, the dimension of Ewτ equals the dimension of the -submodule of
 generated by ( ∏
β∈Rzτy
∂β
)
zτ'
778 mark reeder
Remark 5.7. When computing
(∏
β∈Rzτy ∂β
)
zτ, one can replace Rzτy
by a set of positive roots, namely the set
Ny ∩ Szτ = β ∈ Ny  ζβzτζ−βzτ = 0'
For, if β ∈ Rzτy, then exactly one of ±β belongs to Ny ∩ Szτ and vice
versa, so ∏
β∈Rzτy
∂β = ±
∏
β∈Ny∩Szτ
∂β'
6. REMARKS ON THE MATRIX Pτ
We give here two formulas involving the matrix
Pτ = pu vu v∈Wτ
reminiscent of identities between Kazhdan–Lusztig polynomials.
Proposition 6.1. Assume Wτ ⊆ WJ , for some J ⊆ . Let w ∈ W , and
write w = yz with y ∈ W J , z ∈ WJ . Then Pwτ = Pzτ.
Proof. Replacing τ by zτ, we may assume z = 1 and w ∈ W J . Suppose
sw < w. Then sw ∈ W J as well. It sufﬁces to show that
pswu swv = pwuwv
for all u v ∈ Wτ. Since w ∈ W J u ∈ WJ , we have
Nw−1 ⊆ Nwu−1
so swu < wu for all u ∈ Wτ. Using the recursion (1.6) we have
pwuwv = ζswvα − ζwuα τ0pwu swv + pswu swv'
It sufﬁces to show that wu ≤ swv. But if wu ≤ swv, then w ≤ wu ≤ swv,
and since w ∈ W J , no reduced expression for w can end in a root from J.
Hence w < sw, a contradiction.
The second formula is an inversion formula for Pτ, assuming the stronger
condition Wτ = WJ . Then we may as well assume that Wτ = W and consider
the matrix
P = pzxz x∈W '
Denote the inverse matrix coefﬁcients by
P−1 = pzxz x∈W '
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Proposition 6.2. We have
pzx = Bxzpw0xw0z
where B is the sign character of W and w0 is the longest element of W .
Proof. Recalling the deﬁnition of pzx, we have to prove the following
identity in  , for every x ∈ W :
Bx =
∑
z∈W
FzBxzpw0xw0z' (6.2a)
By induction on length, we may assume that (6.2a) holds for x and let
s = sα be a simple reﬂection such that sx > x. Then, by (1.5),
Bsx = ζxατ0Bx + BsBx
= ζxατ0
∑
z∈W
FzBxzpw0xw0z +
∑
z∈W
Fs − ζαFzBxzpw0xw0z
= ζxατ0
∑
z∈W
FzBxzpw0xw0z +
∑
z∈W
Fszηα z − FzζzαBxzpw0xw0z
= ∑
z∈W
FzBsxz
{ζzα − ζxατ0pw0xw0z + ηα szpw0xw0sz}
so we must show that the expression in    is pw0sxw0z. For sz < z, this is
obtained by applying the recursion (1.6) to pw0xw0sz, then using the identity
ζβ + ζ−β = 1+ qβ' Suppose sz > z. Applying (1.6) to pw0xw0z and pw0sxw0z
gives
pw0xw0z = ζzα − ζx−ατ0pw0xw0sz + pw0sxw0sz
ζzα − ζxατ0pw0sxw0sz = pw0sxw0z − ζαζ−αxτ0pw0xw0sz'
The conclusion follows as in the previous case.
Continue to assume that Wτ = WJ . Let wJ be the longest element of WJ .
Let
C = θxx∈WJ
be a diagonal matrix indexed by WJ , with diagonal entries θx ∈ τ, and let
π = πx zx z∈WJ = PτCP−1τ '
We have seen that generators of  act on the principal series Mτ by
matrices of the form πτ.
Corollary 6.3. (1)
πzx =
∑
x≤y≤z
Byzθypx ypwJzwJy '
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(2)
πwJzwJx = BxzπwJ x z
where πwJ is obtained from π by replacing C by CwJ .
(3)
πewJ = BwJζwJ
∑
y∈WJ
Byθy'
If θy = eyλ, where λ ∈ X∗T is J-dominant, the sum in (3) is νwJχJλ,
where νwJ is the numerator of ζwJ , and χJλ is the character of the repre-
sentation of the Levi subgroup LJ , with highest weight λ. Since τ belongs
to the center of LJ , it follows that the matrix coefﬁcient πewJ τ is given
by the Weyl dimension formula.
7. AN EXAMPLE
Let G = F4, with simple roots labelled 1—2 ⇐ 3—4' For c > 0,
consider the afﬁne Hecke algebra  c attached to G, with parameters q0 =
q1 = q2 = q > 1, q3 = q4 = qc .
Let k be a nonarchimedean local ﬁeld of residue cardinality q. Let  be
an Iwahori subgroup of the p-adic Chevalley group F4k. Then 1 is the
 -spherical Hecke algebra of F4k. The irreducible admissible represen-
tations of F4k containing a ﬁxed vector under  correspond bijectively
to the ﬁnite-dimensional irreducible representations 1, via the functor
V → V  ; see [B].
Although it is useful to let the parameter c vary continuously, we are most
interested in 4, which arises as follows. Let P be the parahoric subgroup in
E8k of type D4, and let σ be the unique cuspidal unipotent representation
of the reductive quotient of P . We view σ as a representation of P . Then
4 is isomorphic to the algebra of smooth compactly supported functions
f  E8k −→ Endσ, such that f pgp′ = σpf gσp′ for all g ∈ G,
pp′ ∈ P . The irreducible admissible representations V of E8k containing
σ upon restriction to P correspond bijectively to the ﬁnite-dimensional
irreducible representations of 4, via the functor V → V σ = HomPσ V ;
see [L1, M].
If V  = 0, or V σ = 0, respectively, then V is square integrable if and
only if all weights τ in V   V σ have the property eλτ < 1 for every
dominant weight λ of G = F4. From [KL] we know that F4k has
exactly 18 square integrable representations of F4k with V  = 0. Like-
wise, in [R4], there are listed 18 square integrable representations V of
E8k with V σ = 0. (This list is now known to be complete.) Most of the
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corresponding representations V σ of 4 have standard singularity, in the
sense of Deﬁnition 5.1. One of these, labelled A1E7−3 in [R4], can-
not be analyzed by the results in [R1]. To describe its weights, we write
τ = t1 t2 t3 t4 ∈ T, a maximal torus of F4, where eαiτ = q−ti (all ti
will be real, in this example).
Suppose c > 2. Consider the weights
τ = 0 1 0 c − 2 τ′ = 1− c 0 c 0 ∈ T'
These have standard singularities of type J = α1 α3, J ′ = α2 α4,
respectively.
Each W -orbit in T forms a graph, with an edge between τ1 and τ2 iff
there is a simple root α such that sατ1 = τ2 and ζατ1ζ−ατ1 is ﬁnite
nonzero. The weight multiplicities are constant on the components of the
graph [R1, 3.6]. In this case, τ and τ′ belong to the same component,
τ = 0 1 0 c − 2 4— 0 1 c − 2 2 − c 3— 0 c − 1 2 − c 0
2— c − 1 1− c c 0 1— 1− c 0 c 0 = τ′ '
Hence there is a unique simple  c-module Ec containing τ τ′, and these
weights have multiplicity 4 = Wτ in Ec . Now, E4 is our module A1E7−3.
We will use Theorem (5.6) to ﬁnd the weights in Ec . This will show, among
other things, that E4 is square integrable. Since τ = τh, we have z = 1 in
Theorem 5.6.
We have
τ = hα1hα3 τ′ = hα2hα4 '
Since
∂α2τ = −hα1 − hα3 = 0 ∂α3τ′ = −2hα4 − hα2 = 0
we ﬁnd that Ec contains the components of s2τ and s3τ′, namely,
1 1−2 c 3— 1−1 2 c − 2 4— 1−1 c 2 − c
and
c − 1 1−c c 1— 1− c c−c c 2— 1−c c c
and these weights have multiplicity two in Ec .
Since Ns1s2 ∩ Sτ = α2 α1 + α2 and Ns4s3 ∩ Sτ = α3 α3 + α4, we
have
∂α1+α2∂α2τ = −1+ 1 = 0 ∂α3+α4∂α3τ′ = −2 + 2 = 0
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so the weights s1s2τ and s4s3τ′ do not appear in Ec . On the other hand,
Ns4s3s2 ∩ Sτ = α2 2α2 + α3 + α4
and
∂2α2+α3+α4∂α2τ = 3 = 0
so s4s3s2τ is a weight in Ec with multiplicity one. Its component is
s1s2s3τ
′ = −1 1−c c c 2− −c c−1 2−c c 3− −c 1 c−2 2 4− −c 1 c−2∣∣∣1 ∣∣∣1 ∣∣∣1
c−1 2−c c 3− c 1−c c−2 2 4− c 1−c c−2∣∣∣2 ∣∣∣2
1 c−1−c 2 4− 1 c−1 2−c−2∣∣∣3
1 1 c−2−c = s4s3s2τ'
Continuing in this way, we ﬁnd no more weights in Ec . Writing each of
the fundamental dominant weights as linear combinations of simple roots,
one veriﬁes the square-integrability condition for c = 4.
The weights provide additional information about the corresponding rep-
resentation V of E8k that is needed in [R4]. The co-roots αˇi are naturally
associated to simple roots of E8 outside the Levi subgroup L of type D4,
by means of the diagram
αˇ1 — αˇ2 — αˇ3 — • — • — • — αˇ4∣∣
•
Let Lad be the adjoint group of L. Since L has a connected center, it follows
from [B2, 15.7] that the natural homomorphism L −→ Lad is surjective on
k-rational points. Now σ may be viewed as a representation of a hyperspe-
cial maximal compact subgroup of Ladk. Via compact induction, we get
an irreducible supercuspidal representation σ of Ladk. We view σ as
a representation of Lk via the surjection Lk −→ Ladk.
The torus T may be identiﬁed with the set of unramiﬁed characters of
Lk. For τ ∈ T, with τ¯ as in Section 5.5, we have [R3, (6.1)]
IndE8kQk σ ⊗ τ
)σMτ¯
where Mτ¯ is the principal series module for 4, as in Section 1, and
Q is the standard parabolic subgroup of E8 with Levi L. Since E4 is the
unique irreducible submodule of Mτ¯ (see Section 5.5), we know that
V is the unique irreducible subrepresentation of IndGkQkσ ⊗ τ. But the
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weights say more: The map Fs1  E4s2s3τ′ −→ E4s1s2s3τ′ has a one-dimensional
kernel U . Since Fs3 and Fs4 kill E
4
s2s3τ
′ , this kernel is invariant under the
parabolic subalgebra 4I ⊂ 4, where I = α1 α3 α4. Therefore E4 is a
quotient of the smaller induced representation  ⊗I U' It follows that V is
a quotient of a representation induced from theA1×E6 parabolic in E8k.
Since eα1s2s3τ′ = q−1, the inducing representation is Steinberg on the A1
factor. Since eα3s2s3τ′ = eα4s2s3τ′ = q−4, the E6-factor is the unique
square integrable representation of simply connected E6k containing σ .
(See [R4, Section 11], where there are three such representations of adjoint
E6k, differing by unramiﬁed twists. These become mutually isomorphic
on the isogenous image of simply connected E6k.) A similar analysis can
be made with the weight s4s3s2τ to see that V is a quotient of an induced
representation from the A2 ×D5 parabolic in E8k.
Next, we consider the restriction of V to maximal compact subgroups
of E8k. This is equivalent to restricting E4 to maximal parahoric subal-
gebras of 4 [R4, Section 4]. Since τ = τh, it sufﬁces to restrict to the
subalgebra 0 (the other restrictions then being obtained by restricting to
reﬂection subgroups of W F4; see [R5, 5.7]).
There are two methods. First, we invoke our description of E4 as part
of a one-parameter family of modules. Since the operators Ts on Ec have
continuous matrix entries for c > 0, we can let c → 1 without changing the
restriction to the ﬁnite-dimensional semisimple subalgebra 0. Fortunately,
the representation E1 comes from a square-integrable representation of
F4k. (It can happen that E4 is square-integrable, but E1 is not even tem-
pered.) Since E1 is tempered, we can calculate the restriction in E1 using
results of Lusztig, along with Shoji’s calculation of Green polynomials (see
[R4, Section 8]). We ﬁnd that
E40 = φ12 4 +φ′8 9 +φ′′8 9 +φ9 10 +φ4 13 +φ1 24' (7.1)
These are representations of the Weyl group W F4, as in [C, 13.2], which
correspond to unipotent representations of E8	q, as tabulated in [C, 13.9].
In the second method, we use the weights to arrive at Eq. (7.1) in another
way, which is more elementary and does not rely on a deformation c → 1.
Instead, we deform q → 1. The resulting representation Eq=1 is now a
(reducible) representation of the afﬁne Weyl group W˜ F4. We want to
determine its restriction to the ﬁnite Weyl group W F4. From our previous
observations on parabolic induction we see that Eq=1 is contained in both
of the representations
IndW F4s1 s3 s4 11 ⊗ 111 Ind
W F4
s1 s2 s4 111 ⊗ 11
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where 1n is the sign character of Sn. Decomposing these using Alvis’ tables
[A], we ﬁnd that
Eq=1 = aφ12 4 + bφ′8 9 +φ′′8 9 + cφ9 10
+ dφ4 13 + eφ1 24 + fφ′6 6 + gφ16 5
with a b d e f g ≤ 1 c ≤ 2. Now, from the weight multiplicities, we get
dimEq=1 = 42
and one easily calculates (see [R4, (9.5a)]) the trace of s1 to be
trs1 Eq=1 = −10'
Using the character table of W F4 or [C, 11.3.6], we again obtain the
decomposition (7.1).
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