Summary. We present a new proof of Janson's strong hypercontractivity inequality for the Ornstein-Uhlenbeck semigroup in holomorphic algebras associated with CAR (canonical anticommutation relations) algebras. In the one generator case we calculate optimal bounds for t such that Ut is a contraction as a map L2(H) → Lp(H) for arbitrary p ≥ 2. We also prove a logarithmic Sobolev inequality.
1. Introduction. We say that a semigroup U t is hypercontractive if for some t > 0 it is bounded as a map U t : L r → L p for some ∞ > p > r > 1. In 1973 Nelson [N] proved his famous result: Theorem 1. Let A γ be the Dirichlet form operator for the Gauss measure dγ(x) = (2π) −n/2 e −|x| 2 /2 dx on R n . For 1 < r ≤ p < ∞ and f ∈ L p (R n , γ), e −tAγ f p ≤ f r for t ≥ t(r, p) = 1 2 ln p − 1 r − 1 .
For t < t(r, p), e −tAγ is not bounded from L r to L p .
Gross used this inequality to show that the boson energy operator in a model of 2-dimensional Euclidean quantum field theory has a unique ground state. There are several generalizations of that result. The complete version of the hypercontractivity result in its sharp form (optimal time to contraction) for fermions (canonical anticommutation relations) is due to Carlen and Lieb [CL] . Biane [Bia] generalized their result to the case of Bożejko and Speicher's q-commutation relations (see [BKSp] ) and then in [K2] it was extended to a large class of algebras connected with so called general commutation relations (see [JSW] ). In the non-commutative setting estimates for p = ∞ have also been obtained (see [Bo] ). There is also another sort of extension of Nelson's result. We say that U t is complex hypercontractive if for any holomorphic function f such that f ∈ L p (R 2n , µ) and for any p ≥ r > 0 there exists t(r, p) such that U t (f ) p ≤ f r for t ≥ t(r, p). In 1983 Janson proved that contractivity in the complex case is attained in a shorter time than in the real case.
where R 2n ∼ C n and Hol(C n ) denotes the set of holomorphic functions. Then for U t being a linear extension of U t (H n ) = e −tn H n , where H n is the nth Hermite polynomial,
In 2005 Kemp [Ke] proved an analog of Janson's complex hypercontractivity inequality for q-Gaussian algebras. Precisely, he showed that an analog of the above inequality holds with the same constant for p being any even natural number and r = 2, i.e. t(2, 2k) = 1 2 ln k. We propose another proof of his result. We show that the problem of complex hypercontractivity reduces to the one generator case and we calculate explicitly the L p norms of elements of interest in the case of p even using combinatorial methods and for arbitrary p ≥ 1 using a modified matrix model. We also prove a logarithmic Sobolev inequality.
The paper is organized as follows. In Section 2 we recall the classical representation of the CAR algebra, a construction of an analog of the algebra of holomorphic functions and describe its basic properties. Section 3 contains the first part of the main results. We prove an inequality which reduces the problem to the one generator case and deduce a formula for L 2k norms. In Section 4 we present an alternative matrix model for our algebra, prove the hypercontractive inequality for the one generator case, but without the previous restriction on p, i.e. for all p ≥ 2. As a corollary we get the logarithmic Sobolev inequality.
2. The Clifford algebra. We begin by recalling some well known facts about fermions. The fundamental elements satisfy the canonical anticommutation relations (CAR)
x k x j + x j x k = 2δ kj for j, k ∈ I, a finite index set.
They can be concretely represented as operators on some Hilbert space. We define the matrices
Let H denote the n-fold tensor product of C 2 with itself (n = |I|):
and on H define
where Q occurs in the jth place. The operators just defined are easily seen to satisfy the canonical anticommutation relations.
In the non-commutative fermionic holomorphic setting we begin the construction of our algebra HOL(I) by doubling the number of generators:
where k = 1, . . . , |I|. We take
where P occurs in the jth place. Denote by z k the operator given by
. Define the holomorphic algebra HOL(I) as the algebra over C generated by {z 1 , . . . , z |I| }, i.e. all polynomials in variables z i , i ∈ I (the adjoints are not included).
Since HOL(I) is a subalgebra of 2 n × 2 n matrices (n being the number of elements in I), we have on it the standard normalized trace tr. The following lemma contains some properties of the operators z and z * . All the statements can be verified by easy calculations (see also [Ke] ).
Lemma 1. The following properties hold:
Non-commutative analogs of L p norms can be introduced, namely for 1 ≤ p < ∞ we put
We will need an estimate of the L p norm of an arbitrary element a ∈ HOL(I). In the next section we will show that the problem of hypercontractivity can be reduced to the one generator case. The proof will go by induction on the number of generators. We end this section with a remark which is the first tool for that reduction.
Remark 1. Let a ∈ HOL(I). Then a can be uniquely decomposed as
for any j ∈ I and b, c ∈ HOL(I \ {j}).
For more information about CAR algebras see [BR] .
3. Complex hypercontractivity. All the statements of this section remain true also for the so called mixed spin holomorphic algebra HOL(I, σ). Let σ: I × I → {−1, 1} be symmetric, i.e. σ(k, j) = σ(j, k), and constantly −1 on the diagonal, i.e. σ(k, k) = −1. Then HOL(I, σ) is the algebra over C generated by {z 1 , . . . , z |I| }, where
Proof. Without loss of generality we can assume that j = 1. Denote z 1 = z. We have to prove that
Assign to each sequence from {0, 1} 2p a term from the left hand side and the corresponding term from the right hand side in the following way:
The corresponding terms are either zero or the term on the left hand side is less than or equal to the term on the right hand side. Assume that there exists a pair of indices s < j, both even, such that a s = 1, a j = 1 and for all s < k < j, a k = 0 (for l < s or l > j, a l can be arbitrary). Then
From Lemma 1 we have
where
Then since z 2 = 0 we get
The same method shows that the corresponding term on the right hand side of the inequality is also zero. In a similar way we find that if there exists a pair of indices s < j, both odd, such that a s = 1, a j = 1 and for all s < k < j, a k = 0, then
Also if the number of indices s for which a s = 1 is odd then
Take now sequences such that if a s = 1, a j = 1 and a k = 0 for s < k < j then s + j is odd and the number of indices s for which a s = 1 is even. Then
where d j ∈ {b, c, b * , c * , b, c, b * , c * }. By Hölder's inequality
The last equality holds because the L 2p norms of any element d and d in our algebra are the same. Now to end the proof it is enough to apply the triangle inequality. Now we calculate the norm 1+βz 2p 2p as a function of β. Since it depends only on |β|, we can assume without any loss of generality that β > 0.
Lemma 3. Take β > 0 and arbitrary j. Let z = z j have the properties listed in Lemma 1. Then for any p ∈ N we have
Proof. We have
Since z j (z * j z j ) n = z j , z * j (z j z * j ) k = z * j and tr(z j ) = tr(z * j ) = 0 we can exclude all sequences such that the number of elements in {j : γ j = 1} is odd. Therefore
Further, since z 2 j = 0, if there exists a pair of indices j < k which are either both odd or both even, γ j = γ k = 1 but γ s = 0 for all j < s < k then tr((1 − γ 1 + γ 1 βz * ) · · · (1 − γ 2p + γ 2p βz)) = 0. Denote the set of such γ by J. Now
We are left with calculating the number of γ ∈ {0, 1} 2p such that #{j : γ j = 1} = 2k and γ / ∈ J for fixed k ≥ 1. Take a sequence j 1 , . . . , j 2k such that γ(j 1 ) = · · · = γ(j 2k ) = 1. Notice that j s − j s−1 must be odd. Then
We have two cases: j 1 can be either odd or even.
If j 1 is odd, then the number of such sequences is equal to the number of sequences of 2k odd natural numbers with sum less than or equal to 2p. This is equal to the number of sequences of 2k nonnegative even integers with sum less than or equal to 2p − 2k. This is the same as the number of sequences of 2k nonnegative numbers with sum less than or equal to p − k, and finally it is the same as the number of sequences of 2k positive numbers with sum less than or equal to p + k. All these numbers are equal to p+k 2k . Analogously, if j 1 −1 is odd, we are interested in the number of sequences of 2k numbers with sum less than or equal to 2p − 1. But because we sum up 2k numbers, the sum has to be even, so instead of 2p − 1 we can write 2p − 2. Therefore our number is equal to p+k−1 2k
. For p = k we set
Lemma 4. Let β ∈ C. Take z as in the previous lemma. Then for any natural number p, 1 + tβz 2p ≤ 1 + βz 2 if and only if |t| 2 ≤ 1/p. Additionally, for β = 0 and p = |t| = 1 the above inequality becomes an equality.
Proof. First notice that 1 + t 1 βz 2p ≤ 1 + t 2 βz 2p for |t 1 | ≤ |t 2 |. Therefore it is enough to show that
Both sides of ( * ) are polynomials in |β|. By comparing the corresponding coefficients for k ≥ 2 we get 1 2
For k = 1 we have b(p, 1) = p 2 . That means that the coefficient of |β| 2 on the left hand side coincides with the corresponding coefficient on the right hand side of ( * ). This ends the "if" part of the first statement. The "only if" part is covered by Theorem 3 below in a more general setting. Now we are ready to formulate our theorem (see also [Ke] ).
Theorem 3. For any fixed index set I and any X ∈ HOL(I) and U t defined as a linear extension of U t (z j 1 · · · z jn ) = e −tn z j 1 · · · z jn for j 1 < · · · < j n , we have
This means that the Janson time cannot be improved in the non-commutative setting.
Proof. The sufficiency follows by induction on the number of generators. Fix j ∈ I. Assume that X / ∈ HOL(I \ {j}) (i.e. it contains z j ). From Remark 1, X = b + z j c for some b, c ∈ HOL(I \ {j}) and U t X = U t b + e −t z j U t c. From Lemma 2,
Further using Lemma 4, for e −2t ≤ 1/p we get
By inductive assumption U t b 2p ≤ b 2 and U t c 2p ≤ c 2 and so
Since tr(b * z j c) = tr(z j cb * ) = 0 we have
For the necessity, let x( ) = 1 + z, where z = z j for some j ∈ I. Then
Hence for x(e −t ) 2p 2p ≤ x( ) 2p 2 we must have
and so as → 0, it follows that e −2t ≤ 1/p.
Remark 2. The equalities ( ) and ( ) are also true without the assumption that p is natural. The above necessary condition can be extended to arbitrary p ≥ q ≥ 1, i.e. if x(e −t ) 2p ≤ x( ) 2q then e −2t ≤ q/p. 4. Matrix model. In this section we present another approach to calculating L p norms of elements of the form 1 + αz. Since in the one generator case, z and z * are 2 × 2 matrices, we can calculate the eigenvalues of the selfadjoint, positive operator |1 + αz| 2 = (1 + αz * )(1 + αz). Indeed,
The L p norm is calculated using the normalized trace on 2 × 2 matrices. Then
The characteristic polynomial of that matrix is W (λ) = λ 2 − (2 + |α| 2 )λ + 1, so there are two eigenvalues λ 1 and λ 2 such that λ 1 + λ 2 = 2 + |α| 2 , λ 1 λ 2 = 1 and λ 1 , λ 2 > 0. We need the following inequality:
Translating the above to the language of hyperbolic functions by setting (λ 1 + λ 2 )/2 = cosh y we get cosh py ≤ (p cosh y + 1 − p) p for all y > 0, p ≥ 1.
Lemma 5. For all λ, p ≥ 1, ( * We take t = 0 and obtain g (0) = −4 tr(|y| 2 ln |y|) − y
