Abstract. In order to automatically identify noun synonyms, we propose a new idea which opposes classical polysemous representations of words to monosemous representations based on the "one sense per discourse" hypothesis. For that purpose, we apply the attributional similarity paradigm on two levels: corpus and document. We evaluate our methodology on well-known standard multiple choice synonymy question tests and evidence that it steadily outperforms the baseline.
Introduction
Identifying and extracting synonyms is a crucial issue for NLP systems. Indeed, synonyms are widely used, even in narrow domains, to refer to the same concept thus avoiding repetition. Discovering close synonyms is a difficult task. Some methods detect broad range of semantic relatedness including but not limited to synonymy such as in [1] . Other methods make use of syntactic contexts which tighten the set of detected relations but they tend to correctly solve less polysemous cases as shown in [2] . Due to the fact that only about 25% of the words are polysemous, this kind of methods solve the problem for the most part of the vocabulary. Nevertheless, most frequent words are usually highly polysemous and represent a large proportion of the texts [3] . As a consequence, there is a critical need for methods capable of separating the different meanings of a polysemous word in distinct representations. In this paper, we propose a methodology to measure syntactic oriented attributional similarity based on the "one sense per discourse" hypothesis [4] . Instead of relying exclusively on corpus distributions, we build noun representations and compare them within document limits. This paper presents extended evaluation and analysis of our previous work [5] . In order to test this assumption, we implement the vector space model based on the cosine similarity measure over Term Frequency weighted by Inverse Document Frequency, Pointwise Mutual Information [6] and Conditional Probability [7] . We also implement two probabilistic similarity measures: the Ehlert model [8] and the Lin model [9] . Finally, we evaluate our methodology on a noun subset of well-known standard multiple choice synonymy question tests and evidence that it steadily outperforms the baseline.
Related Work
Most related research works use multiple choice synonymy questions for evaluation. Each question consists of five words: the target word and four response words, one of which is the correct answer and the other ones are called decoys. In this context, the problem aims at defining a function that highlights the best synonym candidate. One of the most famous works is proposed in [1] where document distribution is used to measure word similarity. They show that the accuracy of Latent Semantic Analysis (LSA) is statistically indistinguishable from that of a population of non-native English speakers on the same questions. More recent works have focused on the window based vector space model (VSM). A context vector built on co-occurrence basis within the entire corpus is associated to each word from the multiple choice test. For instance, in [6] , a variety of similarity metrics and weighting schemes of contexts are studied and their DR-PMI achieves a statistical tie compared to the PMI-IR proposed by [10] . The PMI-IR is one of the first works to propose a hybrid approach to deal with synonym detection. Indeed, it uses a combination of evidences such as the Pointwise Mutual Information (PMI) and Information Retrieval (IR) features like the "NEAR" and "NOT" operators of a search engine to measure similarity between pairs of words. At this point, it is important to notice that this work does not follow the attributional similarity paradigm but rather proposes a heuristic to measure semantic distances. Later, [11] refined the PMI-IR algorithm and proposed a module combination to include new features such as LSA and thesaurus evidences. However, the introduction of thesaurus features biases radically the test of synonym detection. In parallel, some works have used linguistic resources to measure similarity. Results for a number of relatively sophisticated thesaurus-based methods which look at path lengths between words in the heading classifications of Roget's Thesaurus are given in [12] . However, this methodology does not follow the attributional similarity paradigm. In the syntactic attributional similarity paradigm, word context vectors associated to all target words of the test are indexed by the words they co-occur with within a given corpus for a given syntactic relation. For example, (good, adjective) and (have, direct-obj) are attributes of the noun "idea" as illustrated in [13] . Unfortunately, to our knowledge, unlike window based approaches, syntactic based methodologies have not been evaluated against synonymy test. Rather, they have been used to build linguistic resources. All the systems reviewed so far share the difficulty to deal with the polysemous words since they merge all the senses of a word in a single statistical representation. The importance of sense information for the purpose of semantic relation discovery is illustrated by the attempt of [14] at word sense induction (WSI). For a word w he looks for pairs of strongly associated to w words such that their context vectors sum up to the one of w and at the same time are as different as possible. This pair of words and their context vectors describe two distinct senses of w. Thus on the TOEFL task vectors pertaining to specific senses are compared and the method achieves 92.5% accuracy. In order to summarize the most significant works proposed so far, in Table 1 we present the different results over the TOEFL question set.
Attributional Similarity
Theoretically, an attributional similarity measure can be defined as follows. Suppose that Table 1 . Accuracy on TOEFL question set.
(or attributes) associated with a label i, the similarity between two units i and j is defined as
where f is some function of the observed values. In our context, we must evaluate the similarity between two nouns which are represented by their respective word context vectors. For our purpose, the attributional representation of a noun consists of tuples v, r where r is an object or subject relation and v is a given verb appearing within this relation with the target noun. For example, if the noun "brass" appears with the verb "cast" within a object relation, we will have the following triple brass, cast, object and the tuple cast, object will be an attribute of the word context 1 vector associated to the noun "brass". As similarity measures are based on real-value attributes, our task is two-fold. First, we must define a function which will evaluate the importance of a given attribute v, r for a given noun. Our second goal is to find the appropriate function f that will accurately evaluate the similarity between two verb context vectors.
Weighting Attributes
In order to construct more precise representations of word meanings, numerous weighting schemas have been proposed. In this section, we will point at the most common ones although many others could be used.
Word Frequency and IDF The simplest form of the vector space model treats a noun n as a vector which attribute values are the number of occurrences of each tuple v, r associated to n i.e. tf (n, v, r ). However, the usual form of the vector space model introduces the inverse document frequency defined in the context of syntactic attribute similarity paradigm in Equation 1 where n is the target noun, v, r a given attribute, N is the set of all the nouns and |.| the cardinal function.
1 From now on, we will talk about verb context vectors instead of word context vectors.
Pointwise Mutual Information The value of each attribute v, r can also be seen as a measure of association with the noun being characterized. For that purpose, [6, 10] have proposed to use the Pointwise Mutual Information (PMI) as defined in Equation 2 where n is the target noun and v, r a given attribute.
Conditional Probability Another way to look at the relation between a noun n and a tuple v, r is to estimate their conditional probability of co-occurrence as in Equation 3 . In our case, we are interested in knowing how strongly a given attribute v, r may evoke the noun n.
Similarity Measures
There exist many similarity measures in the context of the attributional similarity paradigm [7] . They can be divided into two main groups: (1) metrics in a multi-dimensional space also called vector space model, (2) measures which calculate the correlations between probability distributions.
Vector Space Model To quantify similarity between two words, the Cosine similarity measure is usually applied and estimates to what extent two vectors point along the same direction. It is defined in Equation 4 .
Probabilistic Models Probabilistic measures can be applied to evaluate the similarity between words when they are represented by a probabilistic distribution. In this paper, we present two different measures i.e. the Ehlert and the Lin models. Ehlert model: Equation5 proposed in [8] evaluates the probability to interchange two word context vectors (i.e. what is the probability that the first word is changed for the second one).
with A={ v,r |∃(n1,v,r)∧ v,r |∃(n2,v,r)}.
Lin model: [9] defines similarity as the ratio between the amount of information needed to state the commonality of two words and the total information available about them and is defined in Equation 6. 
Global and Local Attributional Similarity
The approaches reviewed earlier which build context attributional representations of words do so from a corpus as one huge text and do not respect the document limits. We call Global similarities (Gsim), the similarity estimations obtained in this manner. However, this approach poses many problems for polysemous nouns as contexts which are pertinent to different meanings are gathered into a single global representation when they should be differentiated. In this context, [2] attempt to introduce a measure of difficulty of tests based on polysemy. They automatically build a number of test cases by taking two words from a synset of WordNet [15] and three randomly other words for decoys. As a result, they find strong positive correlation between polysemy and error level. However, they do not take into account the decoys. They divide their tests with respect to the sum of polysemy of the target word and the correct answer and observe that the more polysemous the test is, the more difficult it is to be solved. The conclusion is that polysemy level is characteristic of the difficulty of the test. According to [4] ". . . if a polysemous word such as 'sentence' appears two or more times in a well-written discourse, it is extremely likely that they will all share the same sense". From this assumption follows that if a word representation is built out of single discourse evidences it probably describes just one sense of the word. Hence if we obey document borders we can avoid mixing all word senses together. On the other hand Turney [10] demonstrates that synonyms tend to co-occur in texts more often than by chance. On a similar supposition is grounded [1] which seek for synonyms among words that co-occur in the same set of documents. Thus, our proposal to apply the "one sense per discourse" paradigm takes advantage of the fact that people do not tend to repeat words; yet they repeat ideas. As a consequence, we compare attributional representations of nouns only within document's limits. Apparently, statistics gathered from a unique short text may not be reliable. In order to obtain more stable results, we average attributional similarity values over the set of documents in which both nouns occur and introduce the Lsim(., .) function in Equation 7 , where sim(., .) is any function from Section 3.2. We call this value Local similarity (Lsim).
As a result, nouns that co-occur in a document but with different meanings will rarely share contexts and will end with low similarity. On the other hand, nouns that co-occur as synonyms will share contexts with greater probability hence will receive higher similarity estimations. Rapp [14] observed that when multiple first order associates taken as a vector are used as a sense descriptor only the most frequent sense of the word tends to be reflected. Therefor he uses as sense descriptors the context vectors of set of strong first order associate words and ensures they specify as narrow as possible senses. On the other hand Local similarity relies on association vector that is monosemous and directly related to the meaning described. It can be seen as extension to the method of Rapp as he found that the multidimensional descriptor is more stable with respect to sampling errors. In this paper, we also propose that Global and Local approaches may have properties that complement each other. In order to take advantage of both heuristics, we propose the Product similarity (P sim) measure, a multiplicative combination of both Local and Global similarities as defined in Equation 8 .
In fact, Equation 8 is a generalization of all similarity measures. When α = 0 only the Local similarity is taken into account, while for α = 1 only the Global similarity is applied. We will see in section 5 that the combination of both similarity measures provides improved results in particular situations.
Corpus
Any work based on the attributional similarity paradigm depends on the corpus used to determine the attributes and to calculate their values. [6] 
use a terabyte of web data that contains 53 billion words and 77 million documents, [16] -a 10 million words balanced corpus with a vocabulary of 94 thousand words and [2,8] -the 256 million words North American News Corpus (NANC). For our experiments, we used the Reuters Corpus
Volume I (RCV1) [17] . However, our proposal needs co-occurrences of both synonym candidates to appear a few times each within a single document and we observed that substantial proportion of word pairs have zero occurrence in RCV1. As we did not want to reduce our test set, we decided to build a corpus suitable to the problem at hand. To build the Web Corpus for Synonym Detection (WCSD), we used the Google API and queried the search engine with set of different pairs of words. For each test case, we built 4 queries i.e. the target word and one of the candidate-synonyms. Subsequently, we collected all of the seed results and followed a set of selected links to gather more textual information about the queried pairs. The overall collection of web pages was then shallow parsed using the MontyLingua software [18] . Thus, the WCSD consists of 500M words in 110K documents in which each sentence is a predicate structure. The benefit of thus gathered corpus is to maximize the ratio of the observed instances to the volume of the text processed.
Results and Discussion
To illustrate the results of our methodology, we use 145 noun test cases i.e. all 23 noun questions taken from the ESL (English as a Second Language) multiple choice test, all 19 noun cases from the TOEFL (Test of English as Foreign Language) [1] . We also add the subset of all 103 noun questions out of the 301 manually collected test cases provided by Peter Turney [11] and referred as RD (Reader's Digest). The success over synonymy tests does not guarantee success in real-world applications and the tests also show problematic issues as shown in [2] . However, the scores have an intuitive appeal, they are easily interpretable, and the expected performance of a random guesser (25%) and of a typical non-native speaker are both known (64.5%), thus making TOEFL-like tests a good basis for evaluation. The Table 2 shows the differences in terms of accuracy obtained by comparing the RCV1 with the WCSD. As expected, the WCSD allows significant improvement in terms of accuracy. These results clearly show that the corpus used to compute the measures influences drastically the performance of any experiment and comparisons of different methodologies should always be made based on the same statistical evidences. As a consequence, the results given in Table 1 Table 2 . Comparison between RCV1 and WCSD.
In Table 2 , we present the overall results of our experiments. All the models proposed in this paper were tested on set of 145 noun questions. The figures in the table show the accuracy level by test set and measure. The Cos TfIdf as a Local similarity evidences the overall best result with an accuracy of 74% and 108 correct answers. The table shows that the Local similarity approach improves over the Global similarity for all measures. In parallel, the worst results were obtained by the Lin model and the Cos Prob for the Global approach reaching 54%. However, those are the measures that benefit most from the introduction of the Local approach respectively improving by 14% (20 additional correct guesses) and 8% (12) . This situation is in accord with the finding of [19] that the performance of Lin's distributional similarity score decreases more significantly than other measures for low frequency nouns [20] . Thus Global similarity fails to realize its advantage for the less polysemous yet less frequent cases and leaves more room for improvement by Local similarity. In order to have a better understanding of the results, we applied the measures to all tests individually, i.e. RD, TOEFL and ESL. The results are shown in Table 3 . The best results are obtained by (1) the Cos TfIdf as Local similarity with 69% for the RD multiple choice test, (2) the Cos Prob as Product similarity 2 with 84% for the TOEFL test and (3) the Cos TfIdf as Local similarity with 96% for the ESL. These results clearly show that the type of the test influences the overall performance and also point out the fact that different measures can be tuned for different tests. As a consequence, it is important to understand the behavior of each measure as well as the characteristics of each Cos All 145 TfIdf PMI Prob Ehlert Lin Global 68% 63% 54% 61% 54% Local 74% 66% 68% 68% 62% Product 72% 63% 68% 68% 61% L -G 6% 3% 14% 7% 8% RD 103 TfIdf PMI Prob Ehlert Lin Global 64% 62% 52% 60% 50% Local 69% 61% 65% 65% 56% Product 69% 61% 60% 65% 56% L -G 5% -1% 13% 5% 6% Cos TOEFL 19 TfIdf PMI Prob Ehlert Lin Global 74% 68% 47% 53% 74% Local 79% 74% 68% 74% 74% Product 74% 68% 84% 68% 68% L -G 5% 6% 21% 21% 0% ESL 23
TfIdf PMI Prob Ehlert Lin Global 78% 61% 70% 74% 52% Local 96% 83% 83% 74% 78% Product 83% 70% 83% 78% 74% L -G 18% 22% 13% 0% 26% Table 3 . Accuracy by test.
test set. Freitag and colleagues [2] were the first to introduce a measure to evaluate the difficulty of a test based on its polysemy. In this paper, we go further in this analysis by taking into account the level of polysemy of the correct answer compared to the decoys. The first column of Table 4 shows the level of polysemy 3 when the correct answer is the most polysemous noun among all the alternatives. Similarly, the second column shows the level of polysemy when the correct answer is the second most polysemous noun from all the decoys, and so on. The results show that on average all test sets have simi- Table 4 . Correct answers by polysemy rank. lar polysemy level. However, the distribution of the correct answers over the polysemy categories (i.e. Most, Second, Third and Least) is different especially for the TOEFL. This situation is crucial to understand why the Cos Prob, applied as a Product, gives better results for the TOEFL compared to other measures and test sets. In fact, the biggest proportion of correct answers is highly polysemous in TOEFL compared to RD and ESL. As a consequence, this similarity measure seems to benefit the extraction of most polysemous answers. This is indeed an important observation as most complicated cases to solve are the polysemous ones. However, we can not draw definitive conclusions from this first evidence. Indeed, we also need to understand better the behavior of each measure with respect to polysemy and frequency. In each column of Table 5 , we can find the accuracy level, the number of correct answers in brackets and the type of similarity approach which gives the best result (g for global, l for local and p for product)
. Similarly to what we observed from the results and from the analysis of the By Frequency Most Second Third Least Cos TfIdf 80% l 72% l 78% l 66% l Cos PMI 66% l 65% l 74% l 69% g Cos Prob 81% p 77% p 61% l 59% l Ehlert 73% l 66% l 61% l 72% g Lin 59% l 51% l 78% l 59% l By Polysemy Most Second Third Least Cos TfIdf 76% l 68% p 77% l 77% l Cos PMI 66% l 50% l 74% l 81% g Cos Prob 74% l 71% p 71% l 63% l Ehlert 66% l 61% l 74% l 79% g Lin 55% l 57% l 71% l 65% l Table 5 . Accuracy by test characteristics.
test sets, Table 5 shows that the Product similarity only appears as the best result when the correct answer is frequent word or polysemous one. In this case, the Cos Prob and the Cos TfIdf are the only measures to show this behavior. In parallel, the Global similarity provides best results when the correct answer is the least frequent or the least polysemous alternative. In this case, the Ehlert model and the Cos PMI are the only two elected measures. Finally, in order to understand better the differences between the Product, the Local and the Global similarity, we illustrate their behaviors by polysemy rank for the Cos Prob in Figure 1 . The reason why Local similarity performs better than the Global similarity for more polysemous cases is that it always compares monosemous representations and is not influenced by polysemous nouns. With the decreasing of the polysemy, Global similarity becomes enough informed to solve the test correctly while Local similarity looses because less polysemous nouns are less frequent and thus become less probable to be encounter both nouns in the same documents. This is illustrated by the convergence of the Local and Global lines in Figure 1 . In terms of Product similarity, its value depends on the rate of the polysemy of the test case. As we have seen before, the Product similarity is more tuned to solve more polysemous cases. Subsequently, in Figure 1 , we see that the Product similarity overtakes the similarity values of both the Global and the Local similarities for most polysemous cases. However, when polysemy decreases Local similarity performs better than all other measures. At the same time, the more meanings in the test set, the more the ability of the Local similarity to implicitly disambiguate is valued and the lower the value of α is. On the other hand more weight to Global similarity should be given when the test set contains rare words and there is no enough statistics for the Local similarity. All the observations made so far show that does not exist any single methodology to accomplish synonymy detection alone. Depending on the type of the multiple choice question set, different measures and weighting schemas may be applied to improve overall performance. However, we already saw that some measures seem highly correlated such as the Ehlert model and the Cos PMI for the Global similarity. In this case, the combination of these measures will not benefit the overall performance. For that purpose, we propose to measure the correlation between pairs of similarity measures with the Pearson Product-Moment Correlation test [21] (See Table 6 ). Additionally, we compute the overlap of correct answers in the second column and finally calculate the possible optimal performance that could be obtained by combining two measures both in percentage and number of possible correct answers. The results clearly show that all similarity measures would benefit the most from their association with the Cos Prob. In particular, the optimal case could achieve 86% accuracy by combining the Cos Prob and the Ehlert model. Indeed, both measures share the second smallest proportion of correct test cases i.e. 57.2% and the smallest correlation i.e. 0.132. Moreover, by looking at Table 5 , both measures individually show three of the best four results for the frequency distribution i.e. Cos Prob = 81% for the most frequent, Cos Prob = 77% for the second most frequent and Ehlert = 72% for the least frequent.
To conclude, this exhaustive evaluation allows us to say that (1) the corpus size matters, (2) the "one sense per discourse" paradigm improves steadily over the baseline i.e. the Global similarity, (3) different measures provide uncorrelated results and (4) the combination of similarity measures would lead to improved results.
Conclusion
In this paper, we presented a new heuristic based on the attributional similarity paradigm in attempt to alleviate word polysemy problem in synonymy discovery without performing explicit word sense disambiguation. Our method proved to gain greatest advantage over Global similarity namely in most polysemous cases.
In particular, we obtain 96% accuracy on ESL, 84% on TOEFL, 69% on RD and 74% over the all joined test cases. Further experiments have also been conducted to evidence result differences between web corpora over standard collections of texts motivated by recent discussions in the NLP area and show that optimal performance is obtained with web text collections tailored for our specific task. The main contribution is certainly the exhaustive evaluation and categorization of the different similarity measures that were tested. Indeed, as previously shown by [2] , the tests show problematic issues that can influence the results of different similarity measures. For that purpose, we have first shown the differences in terms of polysemy between the RD, the TOEFL and the ESL. Then, based on these results, we have conducted further experiments that showed that some similarity metrics are more tailored to solve polysemous cases than others (e.g. the Cos Prob). Finally, by looking at the Pearson Product-Moment Correlation coefficient between pairs of measures, we clearly evidence that multiple choice question tests for synonymy detection should be solved by the optimization of a learning function based on the combination of similarity measures.
