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HIGHER AUSLANDER-REITEN SEQUENCES AND t-STRUCTURES.
JUAN CAMILO ARIAS URIBE AND ERIK BACKELIN
Abstract. Let R be an artin algebra and C an additive subcategory of mod(R). We
construct a t-structure on the homotopy category K−(C) and argue that its heart HC is
a natural domain for higher Auslander-Reiten (AR) theory. In the paper [BJ] we showed
that K−(mod(R)) is a natural domain for classical AR theory. Here we show that the
abelian categories Hmod(R) and HC interact via various functors. If C is functorially finite
then HC is a quotient category of Hmod(R). We illustrate our theory with two examples:
When C is a maximal n-orthogonal subcategory Iyama developed a higher AR theory,
see [I]. In this case we show that the simple objects of HC correspond to Iyama’s higher
AR sequences and derive his higher AR duality from the existence of a Serre functor on
the derived category Db(HC).
The category O of a complex semi-simple Lie algebra fits into higher AR theory in the
situation when R is the coinvariant algebra of the Weyl group.
1. Introduction
1.1. In Auslander-Reiten (AR) theory one studies AR (or almost split) short exact se-
quences in an abelian category A. Throughout this paper R denotes an artin algebra.
Typically A = mod(R), the category of finitely generated left R-modules, but authors
have also considered modules over a complete local noetherian ring and coherent sheaves
on a projective variety, see e.g. [I2], [J] and references therein.
Let C be a full additive Karoubi closed subcategory of A. By a higher dimensional AR
theory in C we mean, loosely speaking, a theory that resembles classical AR theory where
the AR sequences are replaced by certain complexes in C. These complexes should be
“almost split” or minimal in some sense. Such a theory naturally takes place inside the
triangulated category TC
def
= K−(C) of bounded above complexes in C modulo homotopy.
We develop the theory under the additional assumption that C is A-approximating. This
means that for any object X ∈ TA there is an object XC ∈ TC and a quasi-isomorphism
XC → X which induces an isomorphism HomTC(, XC)
∼
−→ HomTA(, X)|TC of functors. The
guiding example is C = Proj(A) the full subcategory of projectives in A in the case when
A has enough projectives.
The theory we here develop is modelled on the approach to classical AR theory in [BJ].
We here briefly review this theory. A more detailed review is given in Section 2. On
TA there is a t-structure (T
≤0
A , T
≥0
A ) where T
≤0
A (resp. T
≥0
A ) is the strictly (i.e. closed
under isomorphisms) full subcategory generated by {X ∈ TA | X
i = 0 for i > 0} (resp.
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{X ∈ TA | X
i = 0 for i < −2 and H−2(X) = H−1(X) = 0}). Its heart HA
def
= T ≤0A ∩ T
≥0
A
is the abelian category whose objects are isomorphic to three-term sequences X = [X−2 →
X−1 → X0] with vanishing cohomology in negative degrees. In the case when A = mod(R)
then X is simple in HA if and only if X is an AR sequence in the usual sense, provided
that X0 is non-projective and indecomposable. Moreover, AR duality and the existence of
AR sequences is derived from a Serre functor SA : Proj(HA)
∼
−→ Inj(HA), where Inj(HA)
denotes the full subcategory of injectives in HA. (This is influenced by ideas of Krause,
[K],[K2].)
In this paper we will generalize this to a higher dimensional theory on anA-approximating
subcategory C as follows: There exists a t-structure (T ≤0C , T
≥0
C ) on TC with T
≤0
C
def
= {X ∈
TC | X
i = 0 for i > 0}. (At this level of generality T ≥0C can only be described as the right
orthogonal complement of T <0C .) We study this t-structure, its heart HC and argue that
this provides a convenient framework for higher AR theory. In this setting simple objects
of the abelian category HC serve as higher AR sequences and higher AR duality becomes
a form of Serre duality.
1.2. In Section 3 we merely assume that C is any A-approximating subcategory where
A is an arbitrary abelian category. We study the heart HC and some natural functors
between it and HA. We say that an abelian category has enough simples if each projective
has a simple quotient object. We show that if HA has enough simples then so does HC
(Proposition 3.19 and Corollary 3.21). We also show that there is an equivalence
P : C
∼
−→ Proj(HC), M 7→ PM
where PM is the complex with M concentrated in degree 0. We show that HC has enough
projectives and so it follows that TC ∼= D
−(HC) (Proposition 3.17). We also relate our
construction with the Yoneda embedding, which is a standard tool in classical AR theory.
In order to obtain more specific results we will from Section 4 and onwards make the
assumption that A = mod(R). This assumption guarantees that all Hom’s in the cat-
egories HA and HC are finitely generated modules over the center of R and provides a
duality functor D : mod(R) → mod(Rop). We show that the Serre functor SA induces
a Serre functor SC : Proj(HC)
∼
−→ Inj(HC), i.e. a functor together with an isomorphism
HomHC(PM , )
∼= DHomHC(, SC PM) (Proposition 4.1). We then show that the simple quo-
tient LM of PM is isomorphic to the image of a certain “minimal” map PM → SC PM
(Corollary 4.2).
The category C is called functorially finite if C is A-approximating and dually Cop is Aop-
approximating. This notion occurs frequently in the literature (see [AS], [BR], [I],[I2]). For
us its main importance is that it implies that HC has enough injectives and that these are
all of the form SC PC , for C ∈ C. These facts are proved in Proposition 4.3. In Theorem
4.5 we use them to prove that πC has a right adjoint and is a quotient functor.
All this could be summarized as a slogan: “higher AR theory takes place in a quotient
category of classical AR theory.”
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We say that A has finite C-dimension if all objects of A admit C-resolutions of uniformly
bounded length. This is equivalent to finiteness of the cohomological dimension of HC
(Corollary 3.18). Under this hypothesis T ≤0C ∩ T
b
C is a t-structure on T
b
C with the same
heart HC. Moreover, the Serre functor induces an equivalence of triangulated categories
SC : T
b
C
∼
−→ T bC (Corollary 4.4) which is a pleasant way to think of higher AR duality.
We give two examples of higher AR theories. Both are functorially finite and of finite
C-dimension.
1.3. Our first example is Iyama’s generalized AR theory, [I], [I2]. We assume in Section
5 that C is a maximal n-orthogonal subcategory of mod(R). In this case an object of HC
is an exact sequence V = [C−n−2 →֒ . . .→ C−1 → C0]. This object is simple in HC if and
only if it is an almost split sequence in the sense of Iyama. Our key observation is that the
injectives in HC take the specific form:
SC PX = [X
′ → I−n−1 → . . .→ I0]
where the Ij ’s are injective R-modules (Proposition 5.3). Now Serre duality leads to a
duality between X and X ′ which can be phrased as X ′ ∼= DTrΩnX , where Ωn is the
n’th syzygy in a projective resolution of X and DTr is Auslander and Reiten’s dual of
the transpose. Moreover, if V is simple and C0 is indecomposable and non-projective we
retrieve Iyama’s original formula for AR duality: C−n−2 = DTrΩnC0. This is showed in
Theorem 5.5. The material in this section is a shortened version of the master thesis [A]
of the first author.
1.4. In Section 6 we discuss the special duality features that arise when R is a Frobenius
algebra. We apply those results in Section 7 to the category O of Bernstein-Gelfand-
Gelfand of a complex semi-simple Lie algebra g. By theory of Soergel, see [S], the derived
category Db(O0) of the principal block O0 ⊂ O is equivalent to a full subcategory of
T bmod(R) where R is the coinvariant algebra of the Weyl group of g. The coinvariant algebra
is Frobenius. In Theorem 7.1 this allows us to interpret O as a quotient category of
Hmod(R). This provides an interesting relationship between O and AR theory in mod(R)
that deserves to be investigated further. In particular, there seem to be some interesting
links between AR theory and the so called dual Rouquier complex (see [EW]) which is an
interesting object since the cohomology of its coinvariants calculates higher extensions of
Verma modules. See Sections 7.2 and 7.3.
1.5. Acknowledgements. We like to thank Paul Bressler and Kobi Kremnizer for useful
conversations. We thank the referee for valuable suggestions and for pointing out an error
in an earlier version.
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2. Preliminaries
In this section we fix notations and review the results of [BJ].
2.1. Terminology. Throughout this paper we shall use the following terminology and
notations:
LetR be an artin algebra. Thus R is a finite algebra over its center k which is a commutative
artinian ring. Let mod(R) be the category of all finitely generated left R-modules.
Let E be an injective hull of k as a k-module. Then we have the duality functor M 7→
DM
def
= Homk(M,E) that interchanges finitely generated left and right R-modules; its
square is isomorphic to the identity. We also use the symbol D for the duality functor
Homk( , E) on mod(k) = mod(k
op). There is also the functor M 7→ M∗
def
= HomR(M,R)
that again interchanges left and right R-modules. We have P ∼= P ∗∗ whenever P is a
(finitely generated) projective.
Let P−1
∂
−→ P 0 → M → 0 be a minimal projective presentation of some M ∈ mod(R).
Then define TrM = Coker ∂∗ ∈ mod(Rop) and DTrM ∈ mod(R) (see [ARS]).
Let A denote a small abelian category, Proj(A) and Inj(A) the full subcategories of A
consisting of projectives and injectives, respectively.
Let C denote a full additive subcategory of A. We assume furthermore that C is Karoubi
closed (i.e. direct summands in A of C-objects belongs to C) and strictly full (i.e. closed
under isomorphisms). Let C−(C) be the category of bounded above complexes in C. Let
TC
def
= K−(C) be the triangulated category of bounded above complexes in C modulo homo-
topy and T bC
def
= Kb(C) its subcategory of bounded complexes.
For an object M ∈ C and n ∈ N we let M [n] ∈ TC denote the complex with M concen-
trated in degree −n.
Let T be a triangulated category and § a full subcategory. § is closed under extensions if
for any triangle A → B → C
+1
−→ in T with A,C ∈ S it follows that B ∈ S. S is closed
under left (resp. right) shifts if S[1] ⊆ S (resp. S[−1] ⊆ S). The right complement §⊥
(resp. left complement ⊥§) of § is the full subcategory of T whose objects are {X ∈ T |
HomT (§, X) = 0} (resp. {X ∈ T | HomT (X, §) = 0}).
Definition 2.1. (See [BBD].) A t-structure on a triangulated category T is a pair of full
additive subcategories (T ≤0, T ≥0) such that T ≤0 is closed under left shifts, HomT (T
≤0, T ≥0[−1]) =
0 and each M ∈ T fits into a triangle M ′ → M → M ′′
+1
−→ with M ′ ∈ T ≤0 and
M ′′ ∈ T ≥0[−1].
The heart H
def
= T ≤0 ∩ T ≥0 of the t-structure is an abelian category. The inclusion
functor T ≤0 → T (resp. T ≥0 → T ) admits a right adjoint τ≤0 : T → T ≤0 (resp. left
adjoint τ≥0 : T → T ≥0). Put T ≤n
def
= T ≤0[−n], τ≤n = [−n] ◦ τ≤0 ◦ [n] : T → T ≤n and
similarly define T ≥n, τ≥n, for n ∈ N. It is known that T ≥1 = (T ≤0)⊥, T ≤1 = ⊥(T ≥0) and
T ≤0 is closed under extensions.
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Conversely, assume that T ≤0 ⊆ T is a full subcategory closed under extensions and
left shifts and that the inclusion functor T ≤0 → T admits a right adjoint. Then the pair
(T ≤0, (T ≤−1)⊥) is a t-structure (see [KV]). We shall slightly abuse notations and refer to
such a subcategory T ≤0 as a t-structure.
2.2. In this section we shall discuss a t-structure T ≤0A on TA which is the strictly full
subcategory generated by
{X ∈ TA | X
i = 0 for i > 0}.
This t-structure is completely parallel to the t-structure T ≤0A ∩T
b
A on the bounded homotopy
category T bA that was introduced in [BJ], Section 2.2. They have the same heart. For the
purposes of this paper it turns out that we need to work in the unbounded category TA
however.
Lemma 2.2. T ≤0A is a t-structure on TA.
Proof. The argument from [BJ], Proposition 2.1, works also in TA, but for the sake of
completeness we include a proof here. Clearly, T ≤0A is closed under left shifts. To see that
T ≤0A is closed under extensions, let A→ B → C
+1
−→ be a triangle in TA with A,C ∈ T
≤0
A .
This gives a morphism C[−1] → A in TA. Chose a lift f : C[−1] → A of it to C
−(A).
Thus B ∼= Cone(f) in TA. Since Cone(f)
i = C i ⊕ Ai we conclude that B ∈ T ≤0A . Define a
functor τ≤0A : TA → T
≤0
A by
τ≤0A X = [. . .→ X
−2 → X−1 → Ker(X0 → X1)→ 0].
It is straightforward to verify that τ≤0A is right adjoint to the inclusion T
≤0
A → TA. 
It is easy to see that T ≥0A is the strictly full subcategory generated by
{X ∈ TA | X
i = 0 for i < −2 and H−2(X) = H−1(X) = 0}
and that the truncation τ≥0A is given by
τ≥0A (X) = [0→ Ker d
−1
X → X
−1 → X0 → . . .].
Therefore the heartHA is the abelian category whose objects are (homotopic to) complexes
[X−2 → X−1 → X0] with no cohomology except in degree 0. Morphisms are morphisms
of complexes modulo homotopy.
For a morphism f : X → Y in HA let f˜ : X → Y be a lift to a morphism in C
−(A). We
have
(2.1) Ker f
def
= τ≤0A (Cone(f˜)[−1]) = [X
−2 → X−1 ⊕ Y −2 → X0 ×Y 0 Y
−1],
Coker f
def
= τ≥0A (Cone(f˜)) = [X
0 ×Y 0 Y
−1 → X0 ⊕ Y −1 → Y 0].
Note that the localization functor TA → D
−(A) maps T ≤0A to the standard t-structure
D≤0 = {X ∈ D−(A) | H i(X) = 0 for i > 0} whose heart is A. Thus the functor
H0 : HA → A is exact.
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2.3. In this section we recall the most important properties of the abelian category HA
from [BJ] and also prove an extension of one of them in Lemma 2.3. Proofs for the
properties listed below can be found in [BJ], Corollary 2.5, Corollary 3.4, Proposition 4.6
and Section 4.
(1) If X0 is non-projective and indecomposable then X−2 →֒ X−1 ։ X0 is an AR
sequence in the traditional sense iff [X−2 → X−1 → X0] is simple in HA.
(2) The functor P : A → Proj(HA), M 7→ PM
def
= M [0], is an equivalence of categories.
HA has enough projectives and hence TA ∼= K
−(Proj(A)) ∼= D−(HA).
(3) There are exact sequences 0 → PA → PB → PC → [A → B → C] → 0; hence
gl. dim(HA) ≤ 2. (With equality unless A is semi-simple.)
(4) If A has enough injectives then HA has enough injectives and they are all of the
form [A→ I → J ] where I, J ∈ Inj(A).
Assume furthermore that A = mod(R). Then we have:
(5) Hom’s inHA are finitely generated k-modules. (However HA is neither a noetherian
nor an artinian category unless R has finite representation type.)
(6) Let M ∈ A be indecomposable. Then PM has a unique simple quotient L
A
M in
HA. If M /∈ Proj(A) then L
A
M equals an AR sequence [DTrM → N → M ]. If
M ∈ Proj(A) then LAM = [0→ radM →M ].
(7) Let M ∈ A. Then there is a unique object SA PM ∈ Inj(HA) such that
DHomHA(PM , )
∼= HomHA(, SA PM).
This defines a functor SA : Proj(HA)→ Inj(HA) which is an equivalence.
(8) If M ∈ A contain no projective direct summand we have SA PM = [DTrM →
I → J ] where 0 → DTrM → I → J is a minimal injective corepresentation. If
M ∈ Proj(A) we have SA PM = PD(M∗). (Note that in the latter case M
∗ is a
projective right R-module so that D(M∗) ∈ Inj(A) and hence PD(M∗) ∈ Inj(HA).)
Later on we shall need an extension of the isomorphism in item (7) from HA to TA.
The following result can be deduced from the extension of SA to T
b
A established in [BJ],
Proposition 4.6. We opted however to give an argument that works directly in TA.
Lemma 2.3. There is a functorial isomorphism DHomTA(PM , V )
∼= HomTA(V, SA PM)
for M ∈ A, V ∈ TA. It extends the isomorphism in item (7).
Proof. We first show that
(2.2) PM ∈
⊥(T ≥1A ) ∩
⊥(T ≤−1A ) and SA PM ∈ (T
≥1
A )
⊥ ∩ (T ≤−1A )
⊥.
We have PM ∈ HA ⊂ T
≤0
A =
⊥(T ≥1A ) and PM ∈
⊥(T ≤−1A ) holds trivially since PM has no
components in negative degrees. Also, we have SA PM ∈ HA ⊂ T
≥0
A = (T
≤−1
A )
⊥.
The only assertion that needs a proof is SA PM ∈ (T
≥1
A )
⊥. Since SA PM is injective we
have by item (4) above that SA PM = [A
d−2
−→ I
d−1
−→ J ] with vanishing cohomology in
negative degrees, A ∈ A and I, J ∈ Inj(A). Let X ∈ T ≥1A and f ∈ HomTA(X, SA PM). We
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must prove that f = 0. We may assume
X = . . .→ 0→ X−1
d−1
X−→ X0
d0
X−→ X1 → . . . ,
with vanishing cohomology in degrees ≤ 0. Hence f is given by a pair (f−1 : X−1 → I, f 0 :
X0 → J) such that d−1f−1 = f 0d−1X . Since d
−1
X is injective and I is injective there is a
map α0 : X0 → I such that α0d−1X = f
−1. Therefore (f 0 − d−1α0) ◦ d−1X = 0 and hence
the injectivity of J shows that there is a map α1 : X1 → J such that f 0 − d−1α0 = α1d0X .
Hence α = (α0, α1) defines a homotopy f ∼ 0.
Consider now the triangles τ≤0A V → V → τ
≥1
A V
+1
−→ and τ≤−1A V → τ
≤0
A V → τ
≤0
A τ
≥0
A V
+1
−→.
By (2.2) there are natural isomorphisms
HomTA(PM , V )
∼
← HomTA(PM , τ
≤0
A V )
∼
→ HomTA(PM , τ
≤0
A τ
≥0
A V )
and
HomTA(V, SA PM)
∼
← HomTA(τ
≤0
A V, SA PM)
∼
→ HomTA(τ
≤0
A τ
≥0
A V, SA PM).
On the other hand, since τ≤0A τ
≥0
A V ∈ HA we get from item (7) above the isomorphism
DHomTA(PM , τ
≤0
A τ
≥0
A V )
∼= HomTA(τ
≤0
A τ
≥0
A V, SA PM).
The lemma follows. 
3. Higher AR theory and a t-structure on TC
We here begin to study higher AR theory on an additive category C by means of a
t-structure on the triangulated category TC. Throughout this paper C will denote a full
subcategory of the abelian category A. Thus TC is a full triangulated subcategory of TA.
3.1.
Definition 3.1. Let M ∈ A and X ∈ TA.
(1) A C-cover (often called a surjective C-precover in the literature) ofM is a surjective
A-morphism C ։ M , where C ∈ C, that induces a surjection HomC(, C)։ HomA(-
,M)|C.
(2) A C-resolution of M is an exact sequence . . . → C−n → . . . → C0 ։ M such that
. . .→ HomC(, C
−n)→ . . .→ HomC(, C
0)։ HomA(,M)|C is exact.
(3) A C-approximation of X is a quasi-isomorphism XC → X which induces an isomor-
phism HomTC(, XC)
∼
−→ HomTA(, X)|TC , where XC ∈ TC.
(4) Dually, we define a contravariant C-resolution (resp. a contravariant C-approximation)
to be a Cop-resolution (resp. a Cop-approximation in TCop).
Remark 3.2. Assume that A has enough projectives and that Proj(A) ⊆ C. If XC →
X is a morphism in TA, with XC ∈ TC , such that HomTC(, XC) → HomTA(, X)|C is an
isomorphism, then XC → X is a quasi-isomorphism. This follows from the isomorphisms
HomTC(P [n], XC)
∼
−→ HomTA(P [n], X)|C for all P ∈ Proj(A), n ∈ Z.
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Remark 3.3. Whenever a C-approximation XC → X exists it is unique up to canonical
isomorphism. This follows from the Yoneda lemma because if X ′C → X is another C-
approximation then we are given isomorphisms HomTC(, XC)
∼= HomTA(, X)|TC
∼= HomTC(-
, X ′C) and hence an isomorphism XC
∼= X ′C over X . Note also that if C ։ M is a C-cover
then any map C ′ → M factors through it. Therefore C-resolutions behave pretty much as
projective resolutions.
Lemma 3.4. The following conditions are equivalent:
(1) Each M ∈ A has a C-cover.
(2) Each M ∈ A has a C-resolution.
(3) Each X ∈ TA has a C-approximation.
Proof. (1) =⇒ (2). Let C0 → M and C−1 → Ker(C0 → M) be C-covers and define
inductively C-covers C−n−2 → Ker(C−n−1 → C−n). Then C• → M is a C-resolution
because HomA(, ) is left exact.
(2) =⇒ (3). A C-approximation XC → X can be inductively constructed by Godement’s
method: Let N be he largest index such that XN 6= 0. We define XnC = 0 for n > N
and let XNC ∈ C be a C-cover of X
N . Let n ≤ N and assume that XmC and morphisms
dm : XmC → X
m+1
C have been constructed for all m ≥ n. Let F
n−1 = Ker dn ×Xn X
n−1 and
let Xn−1C → F
n−1 be a C-cover. The composition Xn−1C → F
n → Ker dn →֒ XnC defines
dn−1. It is straightforward to construct the morphism XC → X and to verify that it is a
C-approximation.
(3) =⇒ (1). Let M ∈ A and pick a C-approximation MC → M [0]. We claim that the
induced map M0C →M is a C-cover. To see this note that the isomorphisms H
0(MC)→M
and H0(HomTA(,MC))
∼
−→ HomA(,M) implies that the natural maps Ker(M
0
C → M
1
C ) →
M and Ker(HomA(,M
0
C )→ HomA(,M
1
C )) −→ HomA(,M) are surjective. Thus, M
0
C →M
and HomA(,M
0
C )→ HomA(,M) are surjective as well. 
Assume that every object of A admits a C-resolution. Then the C-dimension of M ∈ A
is defined to be the smallest number n ∈ N ∪ {∞} such that there is a C-resolution of the
form 0 → C−n → . . . → C0 → M → 0. The C-dimension of A is the supremum of the
C-dimensions of the objects of A.
Corollary 3.5. Let V ∈ TA and suppose that V
i = 0 for all i > k. Then V has a C-
approximation VC such that V
i
C = 0 for i > k. If furthermore A has C-dimension n and
V i = 0 for all i outside some interval [m, k] then V iC = 0 for i /∈ [m− n, k].
Proof. This is clear from the explicit construction of a C-approximation in the proof of
(2) =⇒ (3) in the above lemma. 
Definition 3.6. C is calledA-approximating if each object of TA admits a C-approximation.
Dually, C is called contravariantly A-approximating if Cop is Aop-approximating. If C is
both A-approximating and contravariantly A-approximating we call it functorially finite.
In the case when A = mod(R) we write DA = mod(Rop) and DC = {DM | M ∈ C}.
Note that if A = mod(R) then C is contravariantly A-approximating ⇐⇒ DC is DA-
approximating. We say R-approximating instead of A-approximating when A = mod(R).
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Guiding example. Let C = Proj(A). Then a C-resolution is a projective resolution and
C is A-approximating iff A has enough projectives.
Lemma 3.7. Assume that C is A-approximating. Then the inclusion functor TC →֒ TA has
a right adjoint πC : TA → TC which is a triangulated functor. The adjunction morphism
(TC →֒ TA) ◦ πC → IdTA defines a C-approximation πCX → X for each X ∈ TA. Moreover,
we can (and will) define πC such that πC |TC = IdTC .
Proof. Choose for each X ∈ TA a C-approximation πCX → X such that for X ∈ TC we
have πCX = X . Observe that for each morphism f : X → Y in TA there is a unique
morphism πCf : πCX → πCY that makes πC a functor and (TC →֒ TA) ◦ πC → IdTA a
natural transformation. By construction πC is right adjoint to (TC →֒ TA) and the previous
natural transformation is the adjunction morphism. 
Convention 3.8. Whenever C is A-approximating we shall tacitly assume that choices of
C-approximations have been made defining a functor πC : TA → TC which is right adjoint
to the inclusion TC →֒ TA, as in Lemma 3.7. We write XC = πCX for X ∈ TA.
Note that πCT
≤0
A ⊆ T
≤0
A by corollary 3.5.
Definition 3.9. Put T ≤0C
def
= TC ∩ T
≤0
A . Thus an object of T
≤0
C is isomorphic to a complex
X ∈ TC such that X
i = 0 for i > 0.
Proposition 3.10. Assume that C is A-approximating.
i) T ≤0C is a t-structure with heart HC and truncation functor τ
≤0
C
def
= πC ◦ τ
≤0
A |TC .
ii) Assume that A has finite C-dimension. Then T bC ∩ T
≤0
C is a t-structure on T
b
C with
heart equivalent to HC.
Proof. i) Clearly T ≤0C is closed under left shifts. It is closed under extension by the same
argument as in Lemma 2.2. Finally the inclusion T ≤0C → TC has the right adjoint πC◦τ
≤0
A |TC .
ii) The hypothesis implies that πC(T
b
A) = T
b
C . It follows as above that the inclusion
T bC ∩ T
≤0
C →֒ T
b
C has a right adjoint and the rest follows. 
3.2. There is a partial strengthening of and a converse to Proposition 3.10.
Proposition 3.11. i) Assume that the kernel in A of each C-morphism admits a C-cover.
Then T ≤0C is a t-structure.
ii) Assume that T ≤0C is a t-structure. Let K be the kernel in A of a C-morphism f :
M → N . Then there is a KC ∈ TC and a TA-morphism KC → K[0] which induces an
isomorphism HomTC(, KC)
∼
−→ HomTA(, K[0])|TC . Therefore if KC → K[0] in addition
happens to be a quasi-isomorphism then it is a C-approximation.
iii) Assume that T ≤0C is a t-structure, A has enough projectives, Proj(A) ⊆ C and any
object of C is isomorphic to the kernel of some A-morphism. Then C is A-approximating.
Proof. i) The argument of (2) =⇒ (3) of Lemma 3.4 applies in this situation and shows
that τ≤0A X admits a C-approximation (τ
≤0
A X)C → τ
≤0
A X , forX ∈ TC. By the same argument
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as in the proof of Lemma 3.7 this allows us to define a functor τ≤0C : TC → T
≤0
C , satisfying
τ≤0C X
∼= (τ
≤0
A X)C, which is right adjoint to the inclusion T
≤0
C → TC .
ii) Let X be the complex M
f
−→ N with M in degree 0 so that K[0] = τ≤0A X . Put
KC
def
= τ≤0C X . Then τ
≤0
A KC = KC and therefore we get by applying τ
≤0
A to the canonical
morphism KC → X a morphism KC → K[0]. We must show that the latter defines
isomorphisms
(3.1) HomTC(V,KC)
∼
−→ HomTA(V,K[0]), for all V ∈ TC.
It is enough to show that (3.1) holds when V = C[i], for C ∈ C and i ∈ Z. Assume first
that i ≥ 0. Then C[i] ∈ T ≤0C and we therefore obtain
HomTC(C[i], KC) = HomTC(C[i], τ
≤0
C X)
∼= HomTC(C[i], X) =
HomTA(C[i], X)
∼= HomTA(C[i], τ
≤0
A X) = HomTA(C[i], K[0]).
On the other hand if i < 0 we have HomTC(C[i], KC) = HomTA(C[i], K[0]) = 0 since KC is
(isomorphic to) a complex with no non-zero components in strictly positive degrees.
iii) This follows from ii) and Remark 3.2. 
Although it isn’t strictly necessary in order to obtain a t-structure we shall always
work with the notion of an A-approximating subcategory rather than with the weaker
assumptions of i) in the proposition.
3.3. For the rest of Section 3 we assume that C is A-approximating. We shall describe
the t-structure T ≤0C a bit closer.
Lemma 3.12. i) We have τ≥0C
∼= πC ◦ τ
≥0
A |TC . ii) T
≤0
C = πC(T
≤0
A ), T
≥0
C = πC(T
≥0
A ) and
consequently πC(HA) = HC.
Proof. i) Let X ∈ TC. Applying πC to the triangle τ
<0
A X → X → τ
≥0
A X
+1
−→ we get the
triangle
τ<0C X → X → πCτ
≥0
A X
+1
−→ .
Now the triangle τ<0C X → X → τ
≥0
C X
+1
−→ shows that πCτ
≥0
A X
∼= τ
≥0
C X .
ii) From the inclusions T ≤0C = πC(T
≤0
C ) ⊆ πCT
≤0
A ⊆ T
≤0
A ∩ TC
def
= T ≤0C we conclude that
T ≤0C = πCT
≤0
A . We show that T
≥0
C = πC(T
≥0
A ). For X ∈ T
≥0
C we have X
∼= τ
≥0
C X
∼=
πCτ
≥0
A X ∈ πCT
≥0
A , by i). On the other hand we have
HomTC(T
≤−1
C , πC(T
≥0
A )) = HomTA(T
≤−1
C , T
≥0
A ) = 0,
since πC is right adjoint to the inclusion TC →֒ TA and T
≤−1
C ⊆ T
≤−1
A =
⊥T ≥0A . Thus
πC(T
≥0
A ) ⊆ (T
≤−1
C )
⊥ = T ≥0C (where the right orthogonal complement is taken in TC). 
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3.4. Let f : X → Y be a morphism in HC and let f˜ : X → Y be a representative of it in
C−(C). By the definition of (co)kernels in the heart of a t-structure
Ker f = τ≤0C (Cone(f˜)[−1]) and Coker f = τ
≥0
C (Cone(f˜)).
Convention 3.13. From now on when we write “let X ∈ T ≤0C ” or “let X ∈ HC” we shall
tacitly assume that X i = 0 for all i > 0 and not merely that X is homotopic to such a
complex. The significance of this assumption is the assertion of Lemma 3.14 i) below.
Lemma 3.14. Let X, Y ∈ HC. i) X ∼= 0 ⇐⇒ X ∈ T
≤−1
C ⇐⇒ X
−1 → X0 is a split
epimorphism.
ii) f is surjective if and only if X0 ⊕ Y −1 → Y 0 is a split epimorphism.
Proof. i) The first equivalence holds since T <0C ∩ HC = 0. The last equivalence holds by
the definition of T ≤−1C .
ii) Assume that X0 ⊕ Y −1 → Y 0 is a split epimorphism. Then τ≥0A Cone(f˜) = 0. Thus
Coker f = πC(τ
≥0
A Cone(f˜)) = 0. Conversely, assume that Coker f = 0. Then we have
HomTA(Y
0[0], τ≥0A Cone(f˜)) = HomTC(Y
0[0],Coker f) = 0.
Since τ≥0A Cone(f˜) = [X
0 ×Y 0 Y
−1 → X0 ⊕ Y −1 → Y 0] this implies that X0 ⊕ Y −1 → Y 0
is a split epimorphism. 
Proposition 3.15. i) The inclusion TC →֒ TA is right t-exact; hence τ
≥0
A (HC) ⊆ HA and
τ≥0A : HC →HA is right exact.
ii) τ≥0A : HC → HA is left adjoint to πC : HA → HC and the adjunction morphism
IdHC → πC ◦ τ
≥0
A |HC is an isomorphism.
iii) πC : HA →HC is exact.
iv) Let A = Ker(πC |HA). Let µ : τ
≥0
A ◦ πC|HA → IdHA be the adjunction morphism and
let B be the set of objects isomorphic to Coker(µV ), for V ∈ HA (where the cokernel is
calculated in HA). Let C be the set of objects isomorphic to [X → C × Y → Z] ∈ HA,
where C → Z is a C-cover. Then A = B = C.
Proof. i) holds by definition since T ≤0C ⊆ T
≤0
A .
ii) For X ∈ HC, Y ∈ HA we have
HomHC(X, πCY )
∼= HomTA(X, Y )
∼= HomTA(τ
≥0
A X, Y ) = HomHA(τ
≥0
A X, Y )
where the second isomorphism holds since HomTA(τ
<0
A X, Y ) = 0 by the assumption on Y .
This proves the adjointness of the functors. Similarly, for all Z ∈ HC we have
HomTA(Z,X)
∼= HomTA(Z, τ
≥0
A X)
∼= HomTC(Z, πCτ
≥0
A X)
where the first isomorphism follows from the fact that HomTA(Z, τ
<0
A X) = HomTC(Z, τ
<0
C X)
= HomTC(Z, 0) = 0. Hence X
∼
−→ πCτ
≥0
A X .
iii) The functor πC : HA → HC is left exact since it has a left adjoint. We prove it is right
exact. Let X ։ Y be a surjection in HA. Then X
0 ⊕ Y −1 → Y 0 is a split epimorphism
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(by Lemma 3.14 ii) applied to the special case C equals A). Using Godement’s explicit
construction of C-approximations as in the proof of (1) =⇒ (2) of Lemma 3.7 we see that
X0C ⊕ Y
−1
C → Y
0
C is a split epimorphism as well. Hence XC → YC is surjective, again by
Lemma 3.14 ii).
iv) We show that A ⊆ B. Let V ∈ A. We get the exact sequence
τ≥0A πCV
µV−→ V → Coker µV → 0
Since πCV = 0 we have V ∼= Coker µV ∈ B.
We prove that B ⊆ C. Let V = [U → Y → Z] ∈ HA and consider Coker µV ∈ B. By
Godement’s construction we can chose a C-approximation VC → V where VC = [. . . →
V −1C
d−1
−→ V 0C ] and V
0
C → Z is a C-cover. Then τ
≥0
A VC = [Ker d
−1 → V −1C → V
0
C ]. We thus
get Coker µV ∼= [X → C×Y → Z], where X = V
0×Z Y and C = V
0
C . Thus Coker µV ∈ C.
We prove that C ⊆ A. Let V = [X → C × Y → Z] ∈ C where C → Z is a C-cover. Then
we can pick a C-approximation VC is of the form [. . .→ V
−1
C ⊕C → C] where V
−1
C ⊕C → C
is a split epimorphism; thus VC = 0 by Lemma 3.14 i). Hence, V ∈ A. 
Remark 3.16. Let C = Proj(A) and assume that A has enough projectives. Then HC ∼= A
and πC = H
0 : HA → A. This functor H
0 is exact since the canonical map TA → D
−(A)
is t-exact with respect to the standard t-structure on the derived category.
3.5. Projectives in HC. For M ∈ C recall that PM ∈ HC is the complex M concentrated
in degree 0. This gives a fully faithful functor
P : C → HC,M 7→ PM .
We have
Proposition 3.17. P defines an equivalence of categories P : C
∼
−→ Proj(HC). HC has
enough projectives. Hence, the natural morphism TC → D
−(HC) is an equivalence of cate-
gories.
Proof. We show PM is projective. Let f : X → Y be a surjection in HC and g : PM → Y
a morphism (thus g is given by g0 : M → Y 0). We must show that g factors through f .
By Lemma 3.14 we know that X0 ⊕ Y −1 → Y 0 has a splitting s : Y 0 → X0 ⊕ Y −1. Let
π : X0 ⊕ Y −1 → X0 be the projection and let g′ : PM → X be given by g
′0 = πsg0. Then
fg′ is homotopic to g.
Now, since any X is a quotient of PX0 it follows that a projective X is a direct summand
in PX0 . Hence X
∼= PM for some direct summand M of X0. 
It follows from the proposition that any V = [. . .→ C−1 → C0] ∈ HC admits a projective
resolution
(3.2) . . .→ PC−1 → PC0 → V → 0.
We obtain
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Corollary 3.18. A has finite C-dimension n =⇒ HC has finite cohomological dimension
≤ n + 2. Conversely, the C-dimension of A is bounded by the cohomological dimension of
HC.
Proof. Let V ∈ HC. Thus V ∼= UC for some U ∈ HA. Since U
i = 0 for i /∈ [−2, 0] we
conclude that V is isomorphic to an object of the form [C−n−2 → . . .→ C0]. Hence V has
projective dimension ≤ n+ 2 by (3.2).
The last assertion holds since the C-dimension ofM ∈ A equals the projective dimension
of (PM)C in HC. 
3.6. Simple objects in HC. Recall that an abelian category has enough simples if each
indecomposable projective has a simple quotient. It was shown in [BJ] that HA has enough
simples when A = mod(R).
Proposition 3.19. i) Let [X → Y → Z] be simple in HA. Then the C-approximation
[X → Y → Z]C is zero or simple in HC and Z ∈ C =⇒ [X → Y → Z]C is non-zero.
ii) Assume that A is a Krull-Schmidt category and let Z ∈ C be indecomposable. Then
all simple quotients of PZ in HC are isomorphic.
iii) If HA has enough simples then HC has enough simples. In fact, if [X → Y → Z] is
a simple quotient of PZ in HA then [X → Y → Z]C is a simple quotient of PZ in HC, for
Z ∈ C. All simples of HC are of this form.
iv) Assume that A is a Krull-Schmidt category and V = [X → Y → Z] ∈ HA is simple
with Z indecomposable. Then VC = 0 ⇐⇒ Z /∈ C.
Proof. i) Write V = [X → Y → Z]. To show that VC is simple or zero it is enough
to show that any non-zero map M → VC in HC is surjective. By adjointness M → VC
corresponds to a non-zero map τ≥0A M → V which is surjective since V is simple. Thus,
M ∼= πCτ
≥0
A M → VC is also surjective since πC is exact.
Assume now that Z ∈ C. Then we can take VC = [. . . → C
−2 → C−1 → Z], C i ∈ C,
and the map VC → V is IdZ in degree 0. Since V 6= 0 we know that Y → Z is not a
split epimorphism. It follows that C−1 → Z can not be a split epimorphism. Hence VC is
non-zero.
ii) Let L and L′ be simple quotients of PZ and let K = Ker(PZ → L) and K
′ = Ker(PZ →
L′). Then Im(K⊕K ′ → PZ) 6= 0 because K
0⊕K ′0 → Z cannot be a split epimorphism by
the Krull-Schmidt Theorem (since neither K0 → Z nor K ′0 → Z are split epimorphisms).
Since Im(K ⊕K ′ → PZ) is a quotient of both L and L
′ we conclude that L ∼= L′.
iii) This follows from i).
iv) Assume that Z /∈ C and let C → Z be a C-cover. Since neither this map nor Y → Z
are split the Krull-Schmidt Theorem gives that Y ⊕ C → Z is not split. Thus, [K →
Y ⊕ C → Z] (where K = Ker(Y ⊕ C → Z)) is a non-zero quotient object of V and hence
isomorphic to V since V is simple. Thus VC = 0 by Proposition 3.15 iv).
Conversely, assume that Z ∈ C. Then we saw during the proof of Proposition 3.15 iv)
that V ∼= [K → Y ⊕ C → Z] where C → Z is any C-cover. In particular we can take
C = Z and then it follows that V = 0 since Y ⊕ Z → Z is a split surjection. 
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Definition 3.20. If A is a Krull-Schmidt category and HA has enough simples we denote
by LZ the unique simple quotient of PZ in HC, for Z ∈ C.
To sum up we have showed
Corollary 3.21. Assume that A is Krull-Schmidt and that HA has enough simples. Then
HC has enough simples, each projective in HC has a unique simple quotient LZ and for
Z ∈ A indecomposable we have πC(L
A
Z ) = LZ, if Z ∈ C, and πC(L
A
Z ) = 0 else. (Recall that
LAZ denotes the simple quotient of PZ in A.) Since HC has enough projectives any simple
object is isomorphic to some LM .
3.7. Yoneda embedding. Let Mod C be the category of all additive functors Cop → Ab,
where Ab is the category of abelian groups. This is an abelian category where for φ a
morphism in Mod C, (Kerφ)(X) = KerφX and (Cokerφ)(X) = Coker φX . Let mod C be
the full subcategory of coherent functors, i.e. those functors F which admit (projective)
presentations
HomC(, X)→ HomC(, Y )→ F → 0,
with X, Y ∈ C. It is well known that if C has pseudo-kernels then mod C is abelian
and moreover the embedding mod C → Mod C is exact (see [AU]). Our category C is A-
approximating and therefore do have pseudo-kernels because if f : A→ B is a morphism
in C and K its kernel in A then the composition KC → K →֒ A is a pseudo-kernel of f .
The functor C ∋ X 7→ Hom(, X) ∈ Proj(mod C) defines an equivalence C ∼= Proj(mod C).
We have functors between triangulated categories
(3.3) TC
∼
−→ TProj(mod C)
∼
−→ D−(mod C)→ D−(Mod C).
These functors are t-exact with respect to T ≤0C and the tautological t-structures on the
derived categories. Thus, taking hearts, we get an equivalence followed by an exact fully
faithful embedding
ρC : HC
∼
−→ mod C → Mod C.
Let X ∈ C be indecomposable. If we assume that A is a Krull-Schmidt category, then
HomC(, X) has a (unique) maximal subobject J (, X) ∈ Mod C, called the radical. For
Y ∈ C we have J (Y,X) = {f : Y → X | f is not a split epimorphism.}. J (, X) may not
belong to mod C; for instance, if C is abelian then J (, X) ∈ mod C iff there is an almost
split short exact sequence ending with X , see [ARS].
Proposition 3.22. i) For any V ∈ HC we have V is simple ⇐⇒ ρCV is simple.
ii) Let X ∈ C be indecomposable. Assume that A is Krull-Schmidt and that PX admits
the (necessarily unique) simple quotient LX in HC. Then ρC LX ∼= HomC(, X)/J (, X).
Consequently, if LX = [. . . → C
−n d
−n
−→ . . . → C−1
d−1
−→ X ] then (d−1)∗HomC(, C
−1) = J (-
, X) and
(∗) . . .→ HomC(, C
−n)
(d−n)∗
−→ . . .→ HomC(, C
−1)
(d−1)∗
−→ J (, X)→ 0 is exact.
iii) Conversely, if [. . .→ C−n
d−n
−→ . . .→ C−1
d−1
−→ X ] ∈ HC satisfies (∗) then this object is
simple and thus isomorphic to LX .
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Proof. i) Assume that V is simple. Let φ : M → ρCV be a non-surjective map with
M ∈ Mod C. We must show φ = 0. Since M is a quotient of some direct sum ⊕i∈I HomC(-
, Xi), Xi ∈ C, we may assume M = ⊕i∈I HomC(, Xi). We have M = lim−→Mj , where
Mj = ⊕i∈Ij HomC(, Xi) = HomC(,⊕i∈IjXi) ∈ mod C, for some finite subset Ij ⊂ I. But
then φ|Mj : Mj → ρCV is given by a non-surjective map ⊕i∈IjXi → V by the Yoneda
lemma. The latter map is zero by the simplicity of V . Thus φ|Mj = 0 and we conclude
Imφ ∼= Im lim−→φ|Mj = 0.
Conversely, if ρCV is simple then V must be simple since ρC is exact and fully faithful.
ii) By i) we have that ρC(LX) is a simple quotient of ρC(PX) = HomC(, X); hence ρC(LX) =
HomC(, X)/J (, X). This proves exactness of (∗) in degree 0. Exactness in all other degrees
follows from the t-exactness of the functors in (3.3).
iii) If (∗) holds we get ρC(LX) = Hom(, X)/J (, X) is simple and thus isomorphic to LX . 
4. The structure of HC when C ⊆ mod(R)
In this section A = mod(R) and C is an A-approximating full additive subcategory of
A. We deduce the existence of a Serre functor SC. Under the additional hypothesis that
C is functorially finite we show that HC has enough injectives and deduce that HC is a
quotient category of HA.
4.1. Serre duality and injectives. Recall from Section 2.3 that there is a Serre functor
SA : Proj(HA)→ Inj(HA) on HA. This means that there is a functorial isomorphism
(4.1) DHomHA(PM , )
∼= HomHA(, SA PM), for M ∈ A.
Recall that Proj(HC) ⊆ Proj(HA). We define a Serre functor SC on HC by SC
def
= πC ◦
SA|Proj(HC) : Proj(HC)→HC.
Proposition 4.1. i) We have DHomHC(PM , )
∼= HomHC(, SC PM), for M ∈ C, and SC
takes values in Inj(HC).
ii) SC is fully faithful.
iii) For M ∈ HC indecomposable SC PM is an injective hull of LM .
iv) SC extends to a triangulated functor SC : TC → TC.
Proof. i) For M ∈ C and V ∈ HC we have
DHomHC(PM , V ) = DHomTA(PM , V )
∼=
HomTA(V, SA PM)
∼= HomTC(V, SC PM) = HomHC(V, SC PM).
Here, the second isomorphism holds by Lemma 2.3 and the third isomorphism holds because
πC is right adjoint to the inclusion TC →֒ TA. Since PM is projective it follows that HomHC(-
, SC PM) is exact so that SC PM is injective.
ii) For M,M ′ ∈ C we have isomorphisms
HomHC(PM ,PM ′)
∼
−→ DHomHC(PM ′, SC PM)
∼
−→ HomHC(SC PM , SC PM ′)
which proves that SC is fully faithful.
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iii) Since SC is fully faithful and PM is indecomposable we conclude that SC PM is inde-
composable. Moreover, since HomHC(LM , SC PM)
∼= DHomHC(PM ,LM) 6= 0 we conclude
that LM embeds to SC PM .
iv) The extension is given as follows (compare with [BJ], Proposition 4.6)
TC ∼= TProj(HC)
SC−→ TInj(HC) → THC → D
−(HC) ∼= TProj(HC)
∼= TC .

Let C ∈ C be indecomposable. Then EndHC(PC) = EndC(C) is a local artinian ring.
We let m be its maximal ideal. Now the simple quotient LC of PC can be characterized as
follows
Corollary 4.2. Let τ ∈ HomHC(PC , SPC) be non-zero such that τ ◦ m = 0. Then LC
∼=
Im τ . (The uniqueness of LC implies that such a τ is unique up to a scalar.)
Proof. Since HomHC(PC , SPC)
∼= DEndHC(PC) 6= 0 we can find 0 6= τ ∈ HomHC(PC , SPC)
with τ ◦m = 0.
We show Im τ is simple. Let i : L′ →֒ Im τ be an monomorphism which is not surjective.
We must show L′ = 0. This follows if we can show HomHC(L
′, SPC) = 0 which in turn
amounts to show that HomHC(PC , L
′) = 0.
Let f ∈ HomHC(PC , L
′). Since PC is projective i ◦ f = τ ◦ h for some h ∈ EndHC(PC).
Since i ◦ f is not surjective we get that h is a non-unit. Thus τ ◦ h = 0. Thus f = 0. 
4.2.
Proposition 4.3. Assume that C is functorially finite. Then HC has enough injectives.
1
They are of the form SCPC for C ∈ C. In particular, each injective in HC is the C-
approximation of some injective in HA.
Proof. LetM ∈ HC. We shall construct an embedding of M into an injective object of HC.
Let SA PX be an injective hull of τ
≥0
A M in HA. Let DC ։ DX be a DC-cover of DX in DA
and let X →֒ C be the dual map (i.e. a “C-hull”). By Proposition 4.1 SC PC ∈ Inj(HC).
We have
M = (τ≥0A M)C →֒ SC PX → SCPC .
Thus it remains to be shown that SC PX → SC PC is injective. This follows if we can show
that HomTC(V, SC PX) → HomTC(V, SC PC) is injective, for V ∈ HC. By adjointness this
amounts to show that
(4.2) HomTA(V, SA PX)→ HomTA(V, SA PC) is injective for V ∈ HC.
Note that DV ∈ K+(DC), where DV
def
= Hom•k(V,E) is the dual complex, and that the
natural map
HomK+(DA)(DV,PDC)→ HomK+(DA)(DV,PDX)
1Proposition 4.3 is not optimal in the sense that it frequently happens that HC has enough injectives
even when C is not functorially finite. E.g. if C = Proj(mod(R)), then HC ∼= mod(R) has enough injectives.
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is surjective since DC → DX is a C-cover. Thus (4.2) follows since we now have
HomTA(V, SA PX) = DHomTA(PX , V ) = DHomK+(DA)(DV,PDX) →֒
DHomK+(DA)(DV,PDC) = DHomTA(PC , V ) = HomTA(V, SA PC).

Corollary 4.4. Assume that C is functorially finite. Then SC : Proj(HC) → Inj(HC)
is an equivalence of categories. Moreover, if we assume in addition that A has finite C-
dimension then the extension SC : TC → TC restricts to an auto-equivalence SC : T
b
C → T
b
C
of triangulated categories.
Proof. That SC : Proj(HC) → Inj(HC) is an equivalence follows from Proposition 4.1 and
Proposition 4.3.
The assumption that A has finite C-dimension is equivalent to assume that HC has finite
cohomological dimension by Corollary 3.18. Thus SC : T
b
C → T
b
C is given by the composition
T bC
∼= T bProj(HC)
SC
∼
−→ T bInj(HC)
∼= Db(HC) ∼= T
b
C .

Theorem 4.5. Assume that C is functorially finite. Then πC : HA → HC is a quotient
functor, i.e. πC has a right adjoint σ such that the adjunction morphism πC ◦ σ → IdHC is
an isomorphism.
Proof. Let Ind(HA) be the abelian category of ind-objects in HA (see [KS]). Then πC
extends to an exact functor πC : Ind(HA) → Ind(HC) which commutes with direct sums.
Since Ind(HA) is a Grothendieck category πC has a right adjoint σ : Ind(HC)→ Ind(HA).
We show that σ restricts to an adjoint of πC : HA →HC, i.e. that σV ∈ HA for V ∈ HC.
Pick an injective corepresentation 0→ V → SC PC0
f
−→ SC PC1. Since σ is left exact (being
a right adjoint) we have σV ∼= Kerσ(f). On the other hand, to show that Ker σ(f) ∈ HA
it is enough to show that σSC PC ∈ HA for C = C
0, C1. This holds since we will actually
show
(4.3) σSC PC ∼= SA PC .
SinceHA is dense in Ind(HA), in order to establish (4.3), it suffices to note that forW ∈ HA
we have
HomInd(HA)(W,σSC PC)
∼= HomHC(πCW, SC PC)
∼= DHomHC(PC , πCW )
∼=
DHomHA(PC ,W )
∼= HomHA(W, SA PC).
We show that πC ◦ σ → IdHC is an isomorphism. Since πC ◦ σ is left exact and HC has
enough injectives it is enough to verify that πC ◦ σ(SC PC) → SC PC is an isomorphism.
This again holds since σSC PC ∼= SA PC . 
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5. The structure of HC when C is a maximal n-orthogonal subcategory
The material in this section is a condensed version of the master thesis [A] of the first
author. We keep the assumptions on A = mod(R) and C from Section 4. Following [I]
we study the case where C is a maximal n-orthogonal subcategory of A. We prove that
simples of HC are generalized AR sequences and reprove the main results of [I] with new
methods. A crucial point is that injectives in HC take a very specific form (Proposition
5.3) which allows us to establish the AR duality (Theorem 5.5).
5.1. Let n ≥ 0. Following [I] we call C a maximal n-orthogonal subcategory if it is
functorially finite, Proj(A), Inj(A) ⊆ C and for an object X ∈ A we have
X ∈ C ⇐⇒ Exti(C, X) = Exti(X, C) = 0, ∀ 1 ≤ i < n.
(For various examples of such subcategories see [I].) We assume throughout Section 5 that
C is maximal n-orthogonal.
Lemma 5.1. [see [I]] i) Let 0→ X−n−2
d−n−2
−→ . . .→ X−1
d−1
−→ X0 → 0 be an exact sequence
with terms in C. Then the following conditions are equivalent (1) d−1 is split ⇐⇒ (2)
d−n−2 is split ⇐⇒ (3) the sequence is homotopic to 0.
ii) Any X ∈ A has C-dimension ≤ n.
Proof. i). (1) =⇒ (2). Assume that (2) is false and let 1 < m < n + 1 be the smallest
integer such that X−m → Im d−m doesn’t split. Thus we have the exact sequence 0 →
X−n−2 → . . . → X−m → Im d−m → 0 with terms in C (since Im d−m is a direct summand
of X−m+1 it belongs to C). A simple de´vissage shows that Extn+1−mA (Im d
−m, X−n−2) ∼=
Ext1A(Im d
−m, Im d−m−1) 6= 0. This contradicts that Im d−m, X−n−2 ∈ C. The other impli-
cations are proved the same way.
ii) Let C−n−1
d−n−1
−→ . . .→ C−1
d−1
−→ C0
d0
։ X be the beginning of a C-resolution of X . Let
Ki = Ker di, K1 = X and Y ∈ C. We must prove K−n−1 ∈ C. Applying RHomA(, Y ) to
the short exact sequences Ki →֒ C i ։ Ki+1 we get by induction that ExtjA(K
−n−1, Y ) = 0
for all 1 ≤ j ≤ n. Thus K−n+1 ∈ C. 
Proposition 5.2. The set of objects in HC are precisely Λ := {V ∈ TC | V ∼= [C
−n−2 →
. . .→ C1 → C0], C i ∈ C, H i(V ) = 0 for i < 0}.
Proof. Let V ∈ HC. By Corollary 3.18 and ii) of the previous lemma we obtain that HC
has cohomological dimension ≤ n + 2. By (3.2) this implies that V ∼= [C−n−2 → . . . →
C−1 → C0] ∈ Λ. We also note for the record that it follows that V admits the projective
resolution
(5.1) 0→ PC−n−2 → . . .→ PC−1 → PC0 → V → 0.
Conversely, assume that V = [C−n−2
d−n−2
−→ . . . → C−1
d−1
−→ C0] ∈ Λ. Then evidently
V ∈ T ≤0C . To prove that V ∈ T
≥0
C we must show that HomTC(T
≤−1
C , V ) = 0. For this it
suffices to show that HomTC(X [i], V ) = 0, for X ∈ C and i > 0. This in turn holds because
HomTC(X [i], V ) = HomA(X, Im d
−i−1)/(d−i−1)∗HomA(X,C
−i−1)
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is isomorphic to a submodule of Ext1A(X, Im d
−i−2) and the latter vanishes because n-
orthogonality implies
Ext1A(X, Im d
−i−2) ∼= Ext2A(X, Im d
−i−3) ∼= . . . ∼= Extn−i+1A (X,C
−n−2) = 0.

5.2. Injectives.
Proposition 5.3. Let C be a maximal n-orthogonal subcategory. Then the injectives of
HC are precisely of the form [X → I
−n−1 → . . .→ I0] for X ∈ C and Ij ∈ Inj(mod(R)).
Proof. Let J = [X → I−n−1 → . . . → I0] ∈ HC and U ∈ HC be arbitrary. Then by (5.1)
we have
Ext1HC(U, J)
∼= Extn+3A (U,PX) = 0.
This shows that J is injective. Since retracts of J are clearly of the same form as J it now
suffices to show that any object V = [C−n−2 → C−n−1 → . . . → C0] ∈ HC embeds to an
object of the same form as J . Let J ′ = [C−n−2 → I ′−n−1 → . . . → I ′0] be a part of an
injective resolution of C−n−2 in A. The identity map on C−n−2 lifts to a map φ : V → J ′
that we shall prove is injective.
Adding an injective summand to I ′0 if necessary we can assume that the induced map
H0(V )→ H0(J ′) is injective. The last condition is equivalent to C−1× I ′−2 → C0×I′0 I
′−1
being surjective (see [BJ] Lemma 3.1). We have
Kerφ = [0→ C−n−1 → C−n × I ′−n−1 → . . .→ C−1 × I ′−2 → C0 ×I′0 I
′−1]C.
Since 0→ C−n−1 is split it follows from Lemma 5.1 i) that Kerφ = 0. 
5.3. AR sequences. By Corollary 3.21 we know that the simples of HC are precisely
the simple quotients LX of PX , for X ∈ C indecomposable. An AR sequence in C is by
definition a simple object LX ∈ HC such that X is non-projective.
According to [I] an (n+ 1)-almost split sequence in C is an exact sequence
(5.2) 0→ X ′ → C−n → . . .→ C−1 → C0 → X → 0
with terms in C with X indecomposable and non-projective which induces an exact se-
quence
0→ HomC(, X
′)→ HomC(, C
−n)→ . . .→ HomC(, C
0)→ J (, X)→ 0.
Let V = [X ′ → C−n → . . .→ C−1 → C0 → X ] ∈ HC.
Theorem 5.4. V is a simple object of HC; hence V ∼= LX . Conversely, since LX is simple
it defines an almost split sequence.
Proof. This follows from Proposition 3.22. 
This implies again that almost split sequences with ending term X are unique up to
homotopy.
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5.4. AR duality. Let X, Y ∈ C. Pick a part of a projective resolution P−n → . . . →
P 0 ։ Y in A and let K = Ker(P−n → P−n+1). Put V = [K → P−n → . . . → P 0 →
Y ] ∈ TA. We have SC PX = [X
′ → I−n−1 → . . . → I0] where the Ij’s are injective. Then
HomTC(PX , VC)
∼= HomTA(PX , V )
∼= HomA(X, Y ), where HomA is stable hom, see [ARS].
On the other hand
HomTC(VC, SC PX)
∼= HomTA(V, SC PX)
∼=
HomTA(V,X
′[n + 2]) ∼= Extn+1A (Y,X
′).
Here, the first isomorphism holds since SC PX starts in position −2 − n. To establish the
second last isomorphism we used the fact that any map K → X ′ lifts to a map V → SPX
which is unique up to homotopy since the Ij ’s are injective and V is acyclic. Thus we have
proved
Theorem 5.5. HomA(X, Y )
∼= DExtn+1A (Y,X
′).
This formula was proved in [I] with X ′ replaced by DTrΩnX where we recall that
ΩnX denotes the n’th syzygy in a minimal projective resolution of X (Ω0X = X .) Thus
X ′ ∼= DTrΩnX .
6. Frobenius algebras
In this section R is a finite dimensional commutative Frobenius algebra over a field k
and A = mod(R). C ⊆ A is a full additive subcategory satisfying DC = C and R ∈ C.
(Here, DC ⊆ mod(Rop) = A since R is commutative. See definition 3.6.)
6.1. Frobenius duality. The assumption that R is Frobenius implies that R is self injec-
tive. Thus D = ∗ = Homk(, k) = HomR(, R) in this case. All projectives in A are self dual;
in particular, Proj(A) = Inj(A). This leads to a nice duality theory on HA and HC.
Let M ∈ A. Assume first that M has no projective direct summand. Pick projective
resolutions
(6.1) P−1
∂
−→ P 0 →M → 0 and P ′−1
∂′
−→ P ′0 →M∗ → 0
We obtain
(6.2) DTrM
def
= D(Coker ∂∗) = (Coker ∂∗)∗ ∼= Ker ∂.
This implies that Ker ∂ →֒ P−1 → P 0 is an injective copresentation of DTrM ∼= Ker ∂.
Hence we have by property (8) in Section 2.3 that
(6.3) SA PM ∼= [Ker ∂ → P
−1 → P 0].
If M is projective the same property shows that SA PM ∼= PM .
A duality functor on a category is a contravariant autoequivalence whose square is iso-
morphic to the identity. In [BJ] a duality functor (here denoted) dA : HA → HA was de-
fined as follows: If M has no projective direct summand we first define dA PM = [Ker ∂
′ →
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P ′−1 → P ′0] and if M is projective dA PM
def
= PM . Taking direct sums we have defined
dA PM for an arbitrary M . For a general object V = [K → L→M ] ∈ HA we define
(6.4) dAV = Ker(dA PM → dA PL).
It is straightforward to verify that dA defines a contravariant functor satisfying dA ◦ dA ∼=
IdHA. By (6.3) and item (8) in Section 2.3 the functor dA relates with the Serre duality
functor as follows:
(6.5) dA PM = SA PM∗ , for M ∈ A.
Lemma 6.1. We have dAKer(πC|HA) = Ker(πC|HA).
Proof. Put K = Ker(πC|HA) and let V ∈ K. The following is equivalent: dAV ∈ K ⇐⇒
HomHC(W,πCdAV ) = 0, ∀W ∈ HC ⇐⇒ HomHC(PC , πCdAV ) = 0, ∀C ∈ C.
Here the last equivalence holds by Proposition 3.17. We have
HomHC(PC , πCdAV )
∼= HomHA(τ
≥0
A PC , dAV )
∼= HomHA(PC , dAV )
∼=
HomHA(V, dA PC)
∼= HomHA(V, SA PC∗)
∼= DHomHA(PC∗ , V )
∼=
DHomHA(τ
≥0
A PC∗ , V )
∼= DHomHC(PC∗ , πCV )
∼= DHomHC(PC∗ , 0) = 0.
Here we used that τ≥0A PC = PC , the adjointness (τ
≥0
A : HC ⇆ HA : πC), Serre duality
(see item (7) in Section 2.3) and (6.5). Hence dAK ⊆ K. Since d
2
A = IdHA we conclude
dAK = K. 
Definition 6.2. Define the functor dC
def
= πC ◦ dA ◦ τ
≥0
A : HC → HC.
Proposition 6.3. dC is a duality functor and dC ◦ πC ∼= πC ◦ dA.
Proof. Let µ : τ≥0A ◦ πC|HA → IdHA be the adjunction morphism and let V ∈ HA. We get
the exact sequence
(6.6) 0→ KerµV → τ
≥0
A πC(V )
µV−→ V → Coker µV → 0.
Since the adjunction morphism IdHC → πC ◦ τ
≥0
A is an isomorphism (Proposition 3.15)
we get after applying πC to (6.6) the isomorphism πCτ
≥0
A πC(V )
∼
−→ πCV and we con-
clude that πC KerµV = πC Coker µV = 0. By Lemma 6.1 it follows that πCdAKerµV =
πCdACoker µV = 0. Therefore, applying πC ◦ dA to 6.6 gives an isomorphism
πCdAτ
≥0
A πC(V )
∼
−→ πCdAV.
This isomorphism is functorial in V and hence (by definition of dC) gives the asserted
isomorphism of functors dCπC
∼
−→ πCdA. We now get
d2C = (dCπC)dAτ
≥0
A
∼= (πCdA)dAτ
≥0
A
∼= IdHC
since d2A
∼= IdHA and πCτ
≥0
A
∼= IdHC . 
Corollary 6.4. i) For C ∈ C we have dC PC ∼= SC PC∗. In particular, if C is self
dual we have dC PC ∼= SC PC. ii) If C,C
′ ∈ C are self dual, then HomHC(PC ,PC′)
∼=
HomHC(PC′,PC).
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Proof. i) follows from (6.5). For ii) we have
HomHC(PC ,PC′)
∼= DHomHC(PC′ , SC PC)
∼= HomHC(SC PC , SC PC′)
∼=
HomHC(dC PC , dC PC′)
∼= HomHC(PC′,PC).

6.2. Under the hypothesis of Section 6 we can improve Proposition 3.11 iii) as follows:
Proposition 6.5. Assume that T ≤0C is a t-structure on TC. Then C is A-approximating
and functorially finite.
Proof. Since R is Frobenius any M ∈ A is isomorphic to Ker f for some morphism Rn
f
−→
Rm, i.e. M is the kernel of a C-morphism. The result now follows from Proposition 3.11
iii) and the fact that C = DC. 
7. Category O
We apply our theory to the subcategory of projectives in the Bernstein-Gelfand-Gelfand
category O of a semi-simple complex Lie algebra g. By theory of Soergel, [S], this can be
studied by means of a certain subcategory of modules over the coinvariant algebra R of
the Weyl group. The coinvariant algebra is Frobenius so the results of Section 6 apply. In
Section 7.1 we review Soergel’s theory and conclude that category O this ways fits into
higher AR theory. We also discuss the Rouquier complex (see [EW]) in this context.
7.1. Category O, coinvariant algebra and higher AR theory. Let g be a complex
semi-simple Lie algebra, h ⊂ b ⊂ g a Cartan subalgebra contained in a Borel subalgebra.
LetW be the Weyl group and R
def
= S(h)/(S(h)W+ ) the coinvariant algebra. Here S(h)
W
+ are
the W -invariant polynomial functions on h∗ without constant term. For a simple reflection
s let Rs be the invariant ring and αs ∈ h
∗ the corresponding simple root. Note that R is
free over Rs with basis 1, αs. We write TR = Tmod (R), HR = Hmod(R) and dR = dmod(R), etc.
Let O be the Bernstein-Gelfand-Gelfand category of representations of g, see [H]. For the
sake of simplicity we shall restrict our attention to the so called principal blockO0 consisting
of modules with trivial generalized central character. Other blocks can be handled with
similar methods.
There is the standard duality functor dO : O0 → O0 given by taking the direct sum of
all the dual h-weight spaces in a module; dO fixes the simples. Let w0 ∈ W be the longest
element. Let Mx denote the Verma module with highest weight xρ− ρ, for x ∈ W , where
ρ is half the sum of the positive roots. Let Px be a projective cover of Mx. In [S] a functor
V : O0 → mod(R) with the following properties was constructed:
(1) V is exact.
(2) VPw0
∼= R.
(3) VMx is isomorphic to the trivial R-module C, for x ∈ W .
(4) V|ProjO0 is fully faithful.
(5) V ◦ dO ∼=
∗ ◦ V and VP ∼= (VP )∗ for P ∈ Proj(O0).
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For a simple reflection s define an R-bimodule Bs = R⊗Rs R. For x = (sm, . . . , s1) a
sequence of simple reflections put x = sm · · · s1 ∈ W . Define the Soergel module Bx =
V(Px) and the Bott-Samuelson module
BSx = Bsm ⊗R . . .⊗RBs1 ⊗R C ∈ mod(R).
Any Bott-Samelson module splits into a direct sum of Soergel modules and if x is reduced
then BSx ∼= Bx
⊕
⊕y<xB
ay,x
y , for some numbers ay,x (see [S2]). Consider the full subcate-
gory B of mod(R) whose objects are isomorphic to direct sums of Soergel modules. Then
we have an equivalence
V : Proj(O0)
∼
−→ B
From this and the fact that O has finite cohomological dimension we get equivalences
Db(O0) ∼= K
b(Proj(O0))
∼
−→ T bB .
The tautological t-structure on Db(O0) therefore corresponds to the t-structure T
≤0
B on T
b
B
which is the strictly full subcategory generated by {X ∈ T bB | X
i = 0 for i > 0}.2 We get
the induced equivalence
HV : O0
∼
−→ HB
def
= T ≤0B ∩ T
≥0
B
on hearts.
Category O fits into the framework of (Frobenius) higher AR theory as follows:
Theorem 7.1. i) B is R-approximating, functorially finite and R has finite B-dimension.
ii) O0 is equivalent to a quotient category of HR.
iii) There is a Serre functor SO : Proj(O0)
∼
−→ Inj(O0) with the property that
HomO0(P,M)
∼= DHomO0(M, SOP )
for P ∈ Proj(O0) and M ∈ O0. It extends to an auto-equivalence of triangulated categories
SO : D
b(O0)
∼
−→ Db(O0).
iv) We have SOP
∼
−→ dOP for P ∈ Proj(O0).
v) Any I ∈ Inj(O0) admits a projective resolution of the form P
a
w0
→ P bw0 → I → 0.
vi) dB ◦ HV ∼= HV ◦ dO, where dB is the duality functor on HB given by Definition 6.2.
vii) HomO0(P, P
′) ∼= HomO0(P
′, P ), for P, P ′ ∈ Proj(O0).
Proof. i) The first part follows from Proposition 6.5 since T ≤0B is a t-structure. R has finite
B-dimension since O0 has finite cohomological dimension.
ii) This follows from Theorem 4.5.
iii) SO is defined by transporting SB by means of HV. The last assertion follows from
Corollary 4.4.
2It would be interesting to know if T ≤0B is a t-structure for non-crystallographic Coxeter groups W as
the heart of this would serve as a category O for a non-existing Lie algebra. Compare with [EW] Remark
6.2.
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iv) We can assume that P is indecomposable. Thus P is a projective cover of some simple
module L ∈ O0. Then SOP and dOP are both injective hulls of L. Hence they are
isomorphic.
v) Let I ∈ Inj(O0). Then HVI ∈ InjHB. By Proposition 4.3 HVI is of the form πBJ
where J ∈ Inj(HR). Since the injectives in mod(R) are precisely the direct sums of copies
of R we obtain from (4) in Section 2.3 that J is of the form [A → Ra → Rb], for some
A ∈ mod(R). Thus
HVI ∼= [. . .→ B
−2 → Ra → Rb]
for some Bi ∈ B. On the other hand let P • ։ I be any projective resolution of I in O0.
Then by definition HV(I) = VP
•. Since V(Pw0)
∼= R we obtain P−1 ∼= P aw0 and P
0 ∼= P bw0 .
vi) Let M ∈ O0 and Q
−1 → Q0 → M → 0 be a projective resolution. Then dBHVM ∼=
Ker(dBHVQ
0 → dBHVQ
−1) and HVdOM ∼= Ker(HVdOQ
0 → HVdOQ
−1). Thus it suffices
to construct a functorial isomorphism HVdOP
∼
−→ dBHVP for P projective. By v) we can
pick a projective resolution P • ։ dOP of the form
P • = [. . .→ P−2 → P aw0
∂
−→ P bw0].
Then by definitionHV(dOP ) = VP
•. On the other hand, since VdOP ∼= VP we get an exact
sequence Ra
V∂
−→ Rb → VP → 0. By (6.3) and (6.5) we have dRVP ∼= [KerV∂ → R
a → Rb]
and therefore
dBVP = πBdRτ
≥0
R VP = πBdRVP
∼= πB[KerV∂ → R
a → Rb].
The latter is evidently isomorphic to VP •. Thus we obtain dBHVP = dBVP ∼= VP
•. This
proves the assertion.
vii) follows from Corollary 6.4. 
Remark 7.2. The existence of the Serre functor SO : Proj(O0)→ Inj(O0) is of course well-
known and follows from Eilenberg-Watts’ representability theorem applied to the functor
DHomO0(P, ), for P ∈ Proj(O0). The novelty here is how the Serre functor relates with
AR duality on mod(R).
7.2. Note about multiplicities in O. We know from Proposition 3.15 that
Ker πB = {[X → B × Y → Z] ∈ HR | B → Z is a B-cover}
is the kernel of the quotient functor πB : HR → HB.
By Corollary 3.21 a simple object [DTrX → Y → X ] ∈ HR belongs to Ker πB if and
only if X /∈ B; for X ∈ B we have [DTrX → Y → X ]C = LX . Therefore if one could solve
the (difficult, but only depending on the AR theory of mod(R)) problem of describing all
the simple subquotients of an object V ∈ HR one would in theory get a description of
the simple subquotients of πBV . This amounts to determine the multiplicities of simple
highest weight modules in H−1
V
πBV . Note that πBV has finite length, since O is a finite
length category, while V in general has infinite length.
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An interesting case is that of a Verma module Mx. Let cs =
1
2
(αs⊗ 1 + 1⊗αs) ∈ Bs
and let Ks be the complex R→ Bs, 1 7→ cs, with Bs in degree 0 and R in degree −1. Let
x = (sm, . . . , s1) be reduced. There is the dual Rouquier complex (see [EW])
Kx = Ksm ⊗R . . .⊗RKs1 ⊗RC.
One can show thatHV(Mx) ∼= Kx. The complexKx is rather complicated but the truncated
complex τ≥0R Kx equals the somewhat simpler expression
τ≥0R Kx = [Kerφ→ ⊕
m
i=1Bsm ⊗R . . . B̂si ⊗R . . .⊗RBs1 ⊗RC
φ
−→ BSx].
(See [EW] Lemma 6.17 for an important property of this complex.) Here B̂si ⊗R means
removing this factor from the tensor product and φ is the differential in Kx. It would be
interesting to know the simple subquotients of τ≥0R Kx.
7.3. Another interesting topic concerns ExtiO0(Mx,My). These groups are not well under-
stood at all, not even in the case y = e. In theory the latter can be computed by means of
the Rouquier complex. Because, since Me is projective we have
(7.1) ExtiO0(Mx,Me) = HomDb(O0)(Mx,Me[i])
∼= HomDb(HB)(Kx,C[i]).
By Theorem 4.5 πB has a right adjoint denoted σ. It is left exact and maps injectives to
injectives. Thus we get an adjoint pair πB : D
b(HB)⇆ D
b(HR) : Rσ. The duality functors
dR and dB from Section 6 naturally extend to duality functors on T
b
R
∼= Db(HR) and
T bB
∼= Db(HB), respectively. We denote these functors by the same letters. Let ι : T
b
B →֒ T
b
R
be the inclusion functor. Using the results of Section 6 one can show that Rσ ∼= dR ◦ ι◦dB.
Since Kx = πB ◦ τ
≥0
R Kx we obtain that (7.1) equals
HomDb(HB)(πBτ
≥0
R Kx,C[i])
∼= HomDb(HR)(τ
≥0
R Kx, RσC[i])
∼=
HomT b
R
(τ≥0R Kx, dR ◦ ι ◦ dBC[i]).
Because of this it would be interesting to describe the complex RσC = dR ◦ ι ◦ dBC. In the
case when g = sl2 then σ is the identity functor so one may hope that RσC in general is
somewhat simpler than the dual Rouquier complex itself.
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