ABSTRACT
InTRODuCTIOn
Offshore outsourcing is impacting many industries especially in information technology (IT). According to the Meta Group IT consulting firm's forecasting, the annual offshore outsourcing rate will continue to grow at 20%, reaching $10 billion in 2005 (Rottman, 2006) . Offshore outsourcing brings up opportunities and changes for both companies and many countries. Its benefit, as literally and practically illustrated, includes substantial cost savings, increased productivity, better access to new technology, and higher quality of service. However, there have been reported a lot of unsuccessful cases, for example, cost exceeding, deterioration in service quality, or even cultural conflict, and so forth. The Gartner IT consulting firm estimates a 50% failure rate for offshore outsourcing initiatives (Rottman, 2006) .
To some extent, IT offshore outsourcing is more risky than IT outsourcing. IT offshore outsourcing inherits naturally risks of IT out-sourcing, such as information dissymmetry, high dependency on service providers, and contains some unique characteristics. The first one is cost, as IT offshore outsourcing means much higher expense on selecting providers and instructing transaction, which might even offset the expected savings from outsourcing; the second one is culture, as IT offshore outsourcing involves potential conflict in region, moral, or even history between two countries in addition to differences between two company styles. Moreover, there might be more risk and difficulty in policy, law, security, and intellectual property, and so forth. The complication mentioned results in more difficulty to achieve objectives of cost, quality, and schedule. In order to guarantee the success of offshore outsourcing, risks need to be evaluated and managed more precisely due to the unique challenges posed by geographical, cultural, and other differences.
IT offshore outsourcing risk attracts much research interest and is discussed at great lengths. Rottman (2006) suggests that both the people involved in offshore projects and the projects themselves must be treated differently from internally developed projects, and instructs to establish processes that ensure successful delivery and protection of its intellectual property. Verhoef (2005) identifies the most prominent quantitative input needed to close goal-driven outsourcing deals, forwards five executive issues enabling rational decision making concerning cost, duration, return, ,financing, and especially risk aspects of outsourcing. Doh (2005) suggests that international labor and environmental standards and corporate codes of conduct could mitigate some of the most intense concerns raised about offshoring. Kliem (2004) believes that the risks should be managed throughout the life cycle of the offshore outsourcing projects to achieve benefits, and provides a framework of risks associated with outsourced projects and a process that can be used to develop a matrix of risks and controls appropriate for the project's objectives. Qu and Brocklehurst (2003) outline a framework for analyzing transaction costs and uses the framework for pinpointing where China is unable to compete with India. Nair and Prasad (2004) utilize a SWOT analysis technique for identifying a potential IT offshore outsourcing location. Carmel and Nicholson (2005) examined the factors using transaction cost theory (TCT) three stages, identify nine mitigation approaches to reduce transaction costs for small firms. Bahli and Rivard (2005) validated measures of risk factors based on transaction cost theory, which are adopted in this article.
The papers mentioned focus mainly on identification, analyzing framework, prioritization, and management planning of IT offshore outsourcing risks; yet further emphasis is needed on quantitative methodology for analyzing and assessing risks in order to support decision-making in uncertain environments. As literally and applicably demonstrated, IT offshore outsourcing risk evaluation is a complex, unstructured, or semi-structured decision-making process involving linguistic assessment and ambiguity. Additionally, IT related technology, product, and service evolve too fast for any decisionmaker to handle. Consequently, a synthetic methodology is needed, which is able to utilize both experts' knowledge and historical data, able to handle the ambiguity involved in data evaluation, able to eliminate bias of possible personal preference or discrimination, and the capability to handle potential errors.. FGDM is not only fit for handling the ambiguity involved in data evaluation and the vagueness of linguistic expressions (e.g., very high, high, middle, low, very low), but is also fit for alleviating bias arising from particular evaluator's personal preferences, which has been applied in propulsion/maneuvering system selection (Ölçer & Odabasi, 2005) and selection among computer integrated manufacturing systems (Bozdağ, Kahraman, & Ruan, 2003) and so on. Meanwhile, variable precision fuzzy rough set (VPFRS) forwarded by Mieszkowicz-Rolka & Rolka (2004) , which inherits the advantages of both VPRS (Ziarko, 1993) and fuzzy rough set (FRS) by Dubois and Prade (1992) . With a given upper limit u, VPFRS admits some level of misclassification, which is useful in analysis of fuzzy knowledge with uncertainty in inconsistent decision tables. Therefore it is reasonable to incorporate VPFRS and FGDM to risks in evaluate IT offshore outsourcing.
This article proposes a new integrated model called variable precision fuzzy rough group decision-making (VPFRGDM) to evaluate IT offshore outsourcing risk. After the historical knowledge is represented in a fuzzy decision table (FDT), based on recent work on FRS (Shen & Jensen, 2004) and VPFRS (MieszkowiczRolka & Rolka, 2004) , the model is utilized as follows: under a certain upper limit u of admissible inclusion error, it derives the weight of each feature to guide the subsequent process, turns linguistic evaluation given by evaluators into triangular fuzzy number (TFN), and then rates and ranks the aggregative risks of alternatives with the fuzzy technique for order performance by similarity to ideal solution (TOPSIS) approach in FGDM. Finally, it evaluates the risk on the whole admissible inclusion error interval to optimize decision-making. The model enhances the reasonableness of FGDM, further reduces bias possibly caused by preferences of evaluators, and improves the efficiency with better flexibility and comprehensiveness in IT offshore outsourcing risk decision-making.
This article is organized as follows: The second section first summarizes the theoretical background of basic ideas of VPFRS and TFN that are relevant to this work. Then it describes the proposed model in detail. The third section, based on the work of Bahli and Rivard (2005) , newly develops main metrics of the risk index system and briefly explains the reason of selecting those metrics. The fourth section, in order to demonstrate the applicability of the model, provides a numerical case of a synthetic evaluation of IT offshore outsourcing risk. The fifth section then provides the final concluding remarks and future work required.
ThE MODEL
At the beginning of this section, some basic definitions, notations, and principles will be reviewed briefly. They will be used throughout this article, until otherwise stated.
Basic Ideas of VPfRS
As shown in Shen and Jensen (2004) , let I =(U, A) be an information system, where U is a non-empty set of finite objects (the universe of discourse); A is a non-empty finite set of features. Let C  D = A and C  D = ∅, where C is the set of conditional features and D is the set of decision features.
Basic Concepts of the Rough Set Theory (RST)
For any P ⊆ A, IND(P) represents an indiscernible relation where
The partition of U, generated by IND(P) is denoted as U/P. Let X ⊆U, the P-lower approximation of a set is defined as
Let P and Q be equivalence relations over U, then the positive region is defined as
which is the set of all elements of U that can be uniquely classified into different classes of the partition U/Q, by the knowledge in features P.
Fuzzy Lower Approximations of FRS
For typical FRS applications, the decision values and the conditional values may all be fuzzy. The fuzzy P-lower approximations could be alternatively defined as:
The membership degree of an object x ∈ U, belonging to the fuzzy positive region, can be defined as:
which means that object x will not belong to the positive region only if the equivalence class it belongs to is not a constituent of the positive region.
Using the definition of the fuzzy positive region, the dependency function can be defined as follows:
where card (U) stands for the cardinality of set U.
The Mean Rough Fuzzy u-approximation of VPFRS
It is natural to bring VPRS into the fuzzy environment. A way of evaluating the variable precision fuzzy rough approximations is introduced (Mieszkowicz-Rolka & Rolka, 2004) . Consider a fuzzy compatibility relation R, and denote it by compatibility class X i on universe U. Any given fuzzy set F defined on the universe U can be approximated by the obtained compatibility classes. In order to evaluate the inclusion degree of a fuzzy set A in a fuzzy set B regarding particular elements of A, a new fuzzy set is obtained in a way, which is called the fuzzy inclusion set of A in B and denote by A B . To this end an implication operator → is applied as follows:
Only the proper elements of A (support of A) are considered as relevant. Herein the "→" stands for the fuzzy implicator. There are many kinds of definitions of fuzzy implicators, the Lukasiewicz implicator is adopted for its advantage (Mieszkowicz-Rolka &Rolka, 2004) , where x → y = min (1, 1 − x + y).
With the well known notion of α-cut, by which for any given fuzzy set A, a crisp set A α is obtained as follows:
With a given upper limit u, for the u-lower approximation of the set F by R is a fuzzy set on X/R with the membership function, which is defined as follows:
The set S i u contains those elements of the approximating class X i that are included in F at least to the degree α u provided that such α u exists. The membership f i u is then determined using the "better" elements from S i u instead of the whole class X i . The given definition helps to prevent the situation when a few "bad" elements of a large class X i significantly reduce the lower approximation of the set F. The measure of α-inclusion error e α (A,B) of any nonempty fuzzy set A in a fuzzy set B:
where
Triangular Fuzzy Numbers
Fuzzy numbers are a fuzzy subset of real numbers, representing the expansion of the idea of the confidence interval. TFN are adopted to characterize the membership function of the linguistic terms. According to the definition (Laarhoven & Pedrycz, 1983) , a TFN should possess the following basic features: A fuzzy number Ã on R would be a TFN if its membership function µ Ã :R → [0, 1] is equal to:
where L and U stand for the lower and upper bounds, respectively, of the fuzzy number Ã, and M stands for the middle value. As shown in (Chen, 2000) , the sum of two fuzzy numbers
The distance between two TFNs can be calculated as follows:
The Model and Analysis
In FGDM, one of the most popular methods to evaluate alternatives is FTOPSIS (Chen, 2000) . That is, the chosen alternative should have the biggest relative closeness to the ideal solution. In the model, VPFRS is initially utilized as a pre-processor for FGDM. Assume that there are a total of m features, denoted as C i (i=1, 2,…, m). In fact, IT offshore outsourcing risk evaluation on alternatives can also be dealt with as a FGDM problem, which may be described by means of the following sets: 
Herein, ( , , ) 
With a given FDT, rating and ranking of the risk of each alternative, in the model, involves four steps: Firstly, under a certain upper limit u, calculate the weight of each feature. Secondly, calculate the weight of each evaluator. Thirdly, rate and rank the risk of each alternative. Fourthly, utilize the mean method to evaluate the risk on the whole admissible inclusion error interval and make the final decision.
Step 1: Calculate the weight of each feature
Assume that there are m conditional features and one decision feature in FDT in all, denoted as C i (i=1,2…m) and D respectively. Then set P= {C i }, Q= {D}, according to equations (8) ~ (10), the dependency of each feature will be calculated individually.
Definition 1. The u-dependency function of feature D on feature C i is
Referring to Shen and Jensen (2004) , for any x ∈ U, if the definition of lower approximation in equation (4) is alternatively defined as follows
Then equation (6) will be:
There is a linkage between the two definitions in equations (17) 
Proposition 1. For a given upper limit u, if ∃
Proof. According to equation (5), (18) 
According to equation (9),
According to equation (9):
Since sup{a, 0} = a, ∀a ≥ 0, thus:
This completes the proof.
Since the dependency degree implies the importance of a conditional feature for the de-cision feature, the weight of each conditional feature can be calculated on the basis of the dependency function. Then the weight of feature C i will be calculated as follows:
After the weight of the feature is calculated, the weight of the item is calculated through AHP, within the same hierarchical feature. The reason is, compared to the weight of the feature that is critical to the evaluation result, the weight of the item is small enough to deny the bias. Though it could also be determined by calculating TFN, and so forth, it is efficient and practical to calculate them through AHP. While all the weights are calculated, they are fixed in the system and guide the whole rating and ranking process.
Step 2: Calculate the weight of each evaluator
After the weight of the feature is calculated, it is time to determine the weight of each evaluator, which will be calculated through the distance from each other (Xie, Zhang, & Lai, 2005) . Based on equation (13), the distance between evaluator k and l will be a weighted Euclidean distance defined as follows:
In order to reflect the difference between each evaluator and others, construct the distance matrix D ' as follows:
which reflects the difference between evaluation of evaluator k and of the others. The less is , u k d the more similar is the evaluation of evaluator k to those of the others.
Thus, weight of evaluator k will be:
It is easy to see that
Step 3: Evaluate the risk of each alternative under a given upper limit u After all the weights are calculated, the distance of each alternative to FPIS (Ã * ) and FNIS (Ã -) respectively will be calculated. The distance of alternative i to FPIS (Ã * ) will be seen in Box 1.
Similarly, the distance of alternative i to FNIS (Ã -) will be seen in Box 2.
The relative closeness to the ideal solution of alternative i is:
]
And the larger N) is, the better the alternative will be. Additionally, if there were two or more alternatives very close to each other by u i RC , there will be a complementary standard that, the larger d u (Ã i , Ã * ) is, the better the alternative will be.
Step 4: Evaluate the risk on the whole admissible inclusion error interval
Since the ranking of results is calculated under certain u, it is reasonable to consider the mean relative closeness to the ideal solution on the whole interval [γ, 1] . From the process, it is easy to know that Thus, the mean risk of alternative i will be:
Box 2. 
ThE InDEx SySTEM Of IT OffShORE OuTSOuRCIng RISk
Categorizing IT offshore outsourcing risks is not only the initial phase but is also the deterministic factor of the correctness of risk evaluation. There have been other offshore outsourcing risk index systems focusing on risk origin, such as financial, technical, and legal (Kliem, 2004) . However, it is confusing and controversial to analyze and evaluate risk this way due to different viewpoints or standards of different groups, as well as due to the difficulty in validating the index system and so on. To solve the problem, the TCT is a better option. The reasons are manifold. First of all, since the primary reason for outsourcing IT operation is to reduce cost, the cost should undoubtedly be the first objective to consider. Moreover, as any outsourcing deal shows, typical challenges and associated risks mainly consist of how to collaborate the resources among two organizations that are geographically or culturally spread apart. That is to say, risks from the process of transaction are the key to outsourcing risks. Finally, if risks in outsourcing are analyzed with just one uniform measurement, it will be more efficient, less controversial, and easily understood, as demonstrated in the case of Intel in measuring IT value. All in all, particular requirement is investigated in IT offshore outsourcing, and the index system is established on the basis of the work (Bahli & Rivard, 2005) . That is, IT offshore outsourcing risk is divided into three features, with 10 items altogether. The more important is, for the convenience of monitoring and measuring, the main metrics for each item are newly developed, as shown in Table 1 . The newly developed metrics for each risk item are briefly explained as follows:
1. Asset specificity refers to investments in physical or human assets that are dedicated to providing a specified service. In order to guarantee and enhance the capability of service providing, suppliers should focus on what the clients need and require. Since safety failure is always the most hazardous threat, suppliers should trace the threats and invest in safety related hardware and software. Needless to say, financial condition, human resource structure, and training are the basics to ensure normal operation and efficient work. 2. Multiple sources will reduce the risk in switching suppliers, which offer the client sufficient space to control and collaborate with suppliers. The two numbers listed in Table 1 are the bottom-line for the client to keep this kind of risk within an appropriate degree, though the cost might increase slightly.
Uncertainty reflects human limitations to
predict changes in environment, no matter where the changes come from. As the fast evolving technology is one of the most important characteristics of the IT offshore industry, and changes in client's requirements pose tremendous challenge and will affect the performance of IT offshore outsourcing, it is necessary and reasonable to concentrate on the effect of changes in technology and the resultant changes in requirements. 4. Relatedness, which is sometimes called interdependence or connectedness, refers to the interconnections between tasks, business units or functions, and even processes (Doh, 2005) . Relatedness is universal and complicated, which increases the difficulty in analyzing and measuring it. A practical way to measure the relatedness risk among main processes is to assess approximately the probability and possible loss, which is similar with the generally used method for measuring of risk exposure. 5. Two types of measurement problems have been identified (Alchian & Demsetz, 1972) : one is the team production, where it is impossible to evaluate individual contributions of the parties; the other is the measure of the fair value of these contributions. As a matter of fact, disagreement over measurement may bring negative effect on provider's morale and attitude, which will lead to service deterioration. Based on a detailed and flexible SLA, the first topic for both client and supplier to bear in mind is how to measure satisfaction.
Meanwhile, unclearly defined jobs often trigger disagreement and need much attention. 6. Expertise is defined as "special skill or knowledge that is acquired by training, study, or practice" (Sinclair, 1992) . End users and IT department are more than the receivers of service, since they play an important role in evaluation and even judgment of service. Moreover, IT service IT department usually manages IT assets of the whole organization and offers aid for both users and providers, its performance should be taken into account because of its effect on the performance of IT offshore outsourcing. 7. IT offshore outsourcing is executed via projects, which requires outstanding ability of project management. Just as mentioned, end users are important in the offshore outsourcing process, so the better they understand SLA, the better they will cooperate with suppliers, which will certainly propel and enhance IT offshore outsourcing. 8. The requirements for suppliers are different from, and undoubtedly more strict than, the client. The team, namely, the executor and implementer of service, should possess sufficient expertise accumulated in similar projects. Deep insight, clear understanding, and professional expression of the client's business process are critical for service quality. Besides maturity of project management, communicating skills of the supplier can be seen as one of the principal deterministic factors of successful project management, especially for the existence of culture difference and language obstacle.
A nuMERICAL CASE
FSC is one of the biggest semiconductor companies in the U.S., about $6B in annual revenue. This time, they want to develop a kind of embedded software, so they will select a supplier from three companies in P.R. China, who have provided similar IT service for FSC.
The generation of FDT is fulfilled among CIO and experts from the IT department and the business department, by analyzing the historical data in most representative cases, both successful and failed. Based on Table 1 , the team generated FDT as shown in Table 2 . In Table 2 , feature 'Transaction' is denoted as 'A,' 'Client' as 'B,' 'Supplier' as 'C,' the risk of the decision as 'D;' 'L' represents 'low,' 'M' 'medium,' and 'H' 'high.' Every data is the membership degree of an object belongs to the class 'low,' 'medium,' or 'high,' within the feature. 
Risk Rating and Ranking
The evaluators are divided into five groups of evaluators, including CIO, IT department, two user groups, and experts from a consulting company. Herein γ=0.4, namely u ∈ [0.6, 1]. The process is described as follows: Herein five linguistic values are used, namely, very high, high, medium, low, and very low; and they are abbreviated into VH, H, M, L, and VL respectively. To improve the accuracy, each evaluator will give a TFN to each item and the TFN of each feature will be the weighted sum of the items. The evaluation of each evaluator is shown in Table 3 . In Table 3 , the linguistic values seem to be the same among different evaluators, but the value is different from each other. TFN of each evaluator to each linguistic term are shown in Table 4 , which reflect the difference among evaluators' opinion on the linguistic terms. In the tables, 'evaluator' will be abbreviated into 'E' and 'alternative' into 'Alt,' and they will be used throughout this article, until otherwise stated. The TFN evaluation of each feature, after calculation and transformation, is shown in Table 5 .
According to equations (8) ~ (10), (21) & (24), the weight of each feature will be calculated, for example, when u= 1, the weight vector of each feature will be ( 0.46,0,0.54) . Similarly, all the weight of each feature under variable u can be calculated; the results are shown in Table 6 . It is easy to see that the weights vary with u. When u is big, they vary violently but they get stable after u is small enough (0.6< u <0.79). It demonstrates that, the risk of mistaken classification is significant when u is big, but the risk will be under control when u is small enough.
The weight vector of items is calculated through AHP and maintain unchanged as follows: Step 2: Calculate the weight of each evaluator According to equation (22) ~ (25), when u = 1, the weight vector of each evaluator is: 0.202, 0.218, 0.173, 0.192, 0.214) .
Similarly, all the weights vectors of each evaluator under various u can be calculated; the results are shown in Table 7 .
It is easy to see that weights of evaluators vary with u less violently than the weights of the features. However, there occurs a subtle fluctuation, which will affect the evaluation result too. After all the weights are calculated, according to equation (28) ~ (31), the risk of each alternative will be calculated. The evaluation results, according to various u, are shown in Table 8 , and the results of the mean method in Table 9 , where 'positive distance' and 'negative distance' are abbreviated into 'P-dis' and 'N-dis' respectively. Based on Table 9 , the final decision-making is to select alternative 2 and designate alternative 1 as backup. To demonstrate the advantage of the model, this article will also employ three other methods: the fuzzy evaluating algorithm (EFWA) presented by Ngai (2005) , the possibilistic method by Carlsson and Fuller (2001) , and FTOPSIS (Chen, 2000) . For convenience and ration, the evaluation data are all from Table 5 , the weight of each evaluator is assumed be the same, and the weights of each feature is (0.321, 0.302, 0.377) when u falls in (0.6, 0.67).
Then the overall risk level and result of the three alternative obtained with EFWA algorithm is shown in Table 10 , where the rate is Linguistic Value. And the result with the possibilistic method and FTOPSIS are shown in Table 11 and Table 12 respectively. 
Discussion
With the results in Table 8 compared, it is easy to see that the ranks of the alternatives are varying. The reason of these variations is the violent fluctuations in weights of features when u is big. When u>0.79, the weight of supplier's expertise is zero, which is inconsistent with common sense. The fact is, from the client's view, its own expertise is indeed less important and less relevant than the supplier's. However, the weight, namely, the importance of client's expertise, should never be denied. The extraordinarily small weight demonstrates the fact that, even though fuzzy method has been adopted to alleviate possible errors in data preprocessing, there might still exist significant classification errors, which might even be hazardous enough to cause negative influence leading to mistaken decision-making. When u<0.79, either the weight or the evaluation turns stable and more reasonable. It is the evidence that the classification error and its associated negative influence are under better control. The final result in Table 9 is clear and convincing, which demonstrates the effectiveness of the mean method to eliminate bias. The risk of the 2nd alternative is the lowest, which takes all possible u into consideration and is more reliable.
With the results in Table 10~12 compared, it is uneasy or even impossible to distinguish the best alternative from others, even mistaken rank occurs. However, this is not an issue in Table 9 , which demonstrates the advantage of the model.
The model is capable of dealing with all possible precision u and all possible evaluation is incorporated into just one model. It is also clear and 'transparent' enough for decision-makers to find out the stable and reasonable subinterval of u, that is, the convenience to probe into all ways of evaluation under variable precision requirements. In other words, they can easily decide which precision level to select in order to make a satisfactory resolution. Additionally, the process of calculating weight is simplified. Consequently, the decision-making efficiency is improved.
COnCLuSIOn
This article focuses on facilitating evaluation of IT offshore outsourcing risk, and proposes a model to evaluate IT offshore outsourcing risk, which is applied to select the most appropriate service supplier. The index system based on the TCT integrates risk features into three categories, which is easy to measure, and highlights the characteristics of IT offshore outsourcing. Furthermore, in the model, the weight of feature is derived directly from the fuzzy decision table, the weight of the evaluator is attained by distance, the rating and ranking of risk is achieved with the FTOPSIS approach, and the final decision is made on the whole admissible inclusion error interval. The model further enhances the capability to handle potential errors, improves fairness and efficiency in IT offshore outsourcing risk measurement and decision-making, which is verified by the provided numerical case.
As demonstrated in this article, the model is not only particularly suitable for FGDM in analyzing IT offshore outsourcing risk, it could also be generalized to other domains and other industries. Furthermore, VPFRS could certainly be more helpful in FGDM. For instance, since the greatest advantage of FRS is the capability to induct fuzzy rules, further research may be conducted in searching for fuzzy rules and fuzzy reasoning, which might be another tool to solve universal problems in evaluation of, and knowledge discovery in, risk. Thus, the decision-making process in risk management could be fulfilled by multiple methods and the decision-making could also be more efficient and reliable. 
