Surrogate models are frequently used in the optimization engineering community as convenient approaches to deal with functions for which evaluations are expensive or noisy, or lack convexity. These methodologies do not typically guarantee any type of convergence under reasonable assumptions.
Introduction
Engineers frequently consider (surrogate) models of the objective function to take its place for the purposes of its optimization. A surrogate model is typically less accurate or has less quality than the corresponding function, but is cheaper to evaluate or consumes fewer computing resources. Surrogate models can be classified (see [17, 18] ) as functional (when models are algebraic representations of the function, built from a class of basis functions, a procedure for sampling the function, and a regression or fitting criterion) or physical (when models are built from a physical or numerical simplification of the function or involve some form of correction, scaling or alignment using its information). Reviews of surrogate modeling can be found in [7, 10, 18] .
Booker et al. [4] introduced in 1998 an algorithmic framework to incorporate the use of surrogates in direct-search methods, which can also accommodate the use of heuristics. Since then this approach has been popular among optimizers and practitioners (see [1, 2, 4, 8, 12, 15, 19, 20, 22] ).
Part of the success of this approach relies on its simplicity. The iterations of direct-search methods (of directional type) have been organized in [4] around two major steps, a search step and a poll step. The search step is optional and not responsible for the main convergence properties of the overall direct-search method. It is required to evaluate the objective function at a finite number of points and the criterion to declare its success is simple. In fact, if global convergence of the direct-search method is ensured by using integer lattices and simple decrease, the search step is successful if it generates a point in the underlying mesh for which the objective function value is lower than the one at the current iterate [4] . If, on the other hand, global convergence is guaranteed by imposing a sufficient decrease condition based on a forcing function, all it is required from the search step is then to yield a sufficient decrease [11] . When the search step in unsuccessful, the method reverts to the poll step which can be viewed as a rigorous step, i.e., a step which must ensure some form of decrease for small step sizes at non-stationary points.
The purpose of this paper is to introduce a similar framework but when the rigorous steps are the trust-region ones, thus replacing the use of directsearch methods by trust-region ones in the surrogate management framework. We will consider unconstrained optimization problems of the form min x∈R n f (x). Given the type of scheme that ensures global convergence for trust regions, where no underlying mesh is available, the search step must be based on some form of sufficient decrease. In the search step one can fit a surrogate or use some heuristic procedure. As in the search/poll directsearch methods, the method reverts to the rigorous step (now a trust-region one) if the search step in not successful.
Another contribution of this paper is to rewrite the convergence of the overall trust-region method as a direct-search one, by showing first that there is a subsequence of non successful iterates where the step size (in our case the trust-region radius) tends to zero, when f is bounded from below. Such iterates correspond to non successful rigorous trust-region steps, where the size of the gradient of f is of the order of the trust-region radius. Convergence of a subsequence of iterates to a stationary point can then be easily guaranteed by taking the limit when the trust-region radius goes to zero, when f is continuously differentiable with Lipschitz continuous gradient. We also study under what conditions can one establish that all limit points are stationary. It is important to note that such a rewriting of the convergence theory of trustregion methods is not allowed in derivative-based methods, where, in fact, it is possible to show under appropriate conditions that the trust-region radius is bounded away from zero. In (interpolation-based) trust-region methods for derivative-free optimization (DFO), the presence of the so-called criticality step (taken when the model gradient is sufficiently small, and where the models are improved in a ball of appropriate radius) is essential to drive the trust-region radius to zero.
After this introduction the paper continues in Section 2 with a description of the type of surrogate management framework for trust-region methods that fits the above requirements. In Section 3 we show that such a framework enjoys global convergence to first-order stationary points. An example of a search step for derivative-free trust-region methods is given in Section 4 in the context of the solution of nonlinear least-squares problems (where a Gauss-Newton step can be attempted before the main trust-region step). The paper ends in Section 5 with some concluding remarks.
Surrogate management framework 2.1 The incorporation of a search step into a general framework
We start by describing, at an abstract level, the surrogate management framework for incorporating a search step and a trust-region method. In the search step we will refer to a real-valued function ρ(·). Later we will specify the properties which ρ(·) has to verify. For the moment one can think of something like ρ(∆) = c ∆, where c is a positive constant.
Algorithm 2.1 Surrogate Management Framework for TRM
Initialization: Choose an initial point x 0 and an initial trust-region radius ∆ 0 > 0. Initialize all sample sets, models, constants, and tolerances for both the Search
Step and the Rigorous TR Step. Set k = 0.
Search
Step: Try to find a point x with f (x) ≤ f (x k ) − ρ(∆ k ) by evaluating the function f (at a finite number of points), possibly by fitting a surrogate model to f and minimizing it. If such a point is found, then set x k+1 = x, declare the iteration and the Search Step successful, maintain or increase the trust-region radius (∆ k+1 ≥ ∆ k ), increment k by one, and return to the Search Step (skipping the Rigorous TR Step).
Rigorous Trust-Region
Step: Apply a step of a trust-region method (including setting the trust-region radius ∆ k+1 ), increment k by one, and return to the Search
Step.
In Section 4 we give a concrete example of a search step in the context of a trust-region method for DFO. For the sequel all we need to assume is that the search step evaluates the objective function at a finite number of points.
The incorporation of a search step into a derivativefree trust-region method
Now we choose the derivative-free trust-region method from [6, Section 4] (see also [7, Section 10.3] ) to concretize an example of the above surrogate management framework. This method requires the usage of fully linear models. A rigorous definition of a fully linear model will be given later (see Definition 3.1). For the moment, one can think of a fully linear model as a model (possibly quadratic but not necessarily) with accuracy properties similar to those of a first-order expansion Taylor model, in the sense of approximating the function values with an error of the order of the square of the length of the step. The derivative-free trust-region method in [6, 7] considers at each iteration k a quadratic model of the objective function
where g k ∈ R n and H k ∈ R n×n is symmetric. First one checks if the norm of the model gradient g k is too small. If it is, one enters a step (called criticality step) with the purpose of verifying if the gradient of f is also small. The details about the criticality step are unnecessary and therefore omitted, but essentially what it is done there is to keep reducing the trustregion radius ∆ k and computing a fully linear model in B(x k ; ∆ k ) until this radius is of the order of the model gradient (i.e., ∆ k ≤ µ g k with µ > 0). At the exit of the criticality step one also has β g k ≤ ∆ k (with β < µ).
Then one proceeds as in derivative-based trust-region methods (globally convergent to first-order stationary points) and compute a step s k which provides a fraction of Cauchy decrease (thus verifying (1) below). Any solution of the trust-region subproblem min s∈B(0;∆ k ) m k (x k + s) will trivially satisfy (1) . The acceptance of the step s k and the update of the trust-region radius ∆ k will depend on how well the model predicted the function. As in derivative-based trust-region methods, this is done by computing the ratio (2) below. However, in the derivative-free case, the trust-region radius is only decreased when the model is fully linear because only in such a situation one can consider valid (up to first-order accuracy) the model prediction. If the model did not predicted the function well and it is not fully linear, then one enters a model improvement step with the purpose of improving the quality of the model. The algorithm below also includes provision to accept iterates based on a simple decrease condition (ρ k ≥ η 0 = 0).
Algorithm 2.2 Surrogate Management Framework for TRM (a concrete example)
Initialization: Choose an initial point x 0 and an initial trust-region radius ∆ 0 ∈ (0, ∆ max ] for some ∆ max > 0. Initialize all sample sets, models, constants, and tolerances for the Search Step.
For the TR step: Choose an initial model m 0 (x 0 + s). The constants η 0 , η 1 , γ, γ inc , ǫ c , µ, and β should also be chosen such that 0 ≤ η 0 ≤ η 1 < 1 (with η 1 = 0), 0 < γ < 1 < γ inc , ǫ c > 0, and µ > β > 0. Set k = 0.
Search
Step: Try to find a point x with f (x) ≤ f (x k )−ρ(∆ k ) by evaluating the function f (at a finite number of points), possibly by fitting a surrogate model to f and minimizing it. If such a point is found, then set x k+1 = x, declare the iteration and the Search Step successful, maintain or increase the trust-region radius
, increment k by one, and return to the Search Step (skipping the Rigorous TR Step).
TR
Step 1 (criticality step): Apply some procedure when g k ≤ ǫ c yielding a new model m k (x k + s) (i.e., a new gradient model g k and a new Hessian model H k ) and a new trust-region radius ∆ k such that ∆ k ≤ µ g k and m k is fully linear on B(x k ; ∆ k ), and such that, if ∆ k is reduced, one has β g k ≤ ∆ k .
Step 2 (step calculation): Compute a step s k that sufficiently reduces the model m k , in the sense of
(with κ f cd ∈ (0, 1]), and such that x k + s k ∈ B(x k ; ∆ k ).
Step 3 (acceptance of the trial point): Compute f (x k +s k ) and define
If ρ k ≥ η 1 or if both ρ k ≥ η 0 and the model is fully linear on B(x k ; ∆ k ), then x k+1 = x k +s k and the model is updated to take into consideration the new iterate, resulting in a new model m k+1 (x k+1 + s); otherwise the model and the iterate remain unchanged (m k+1 = m k and x k+1 = x k ).
TR Step 4 (model improvement):
If ρ k < η 1 use a model-improvement algorithm to attempt to certify that m k is fully linear on B(x k ; ∆ k ) (if such a certificate is not obtained, one makes one or more suitable improvement steps). Define m k+1 (x k +s) to be the (possibly improved) model.
TR
Step 5 (trust-region radius update): Set
Increment k by one and go to the Search Step.
To avoid an infinite cycle of TR Steps 4, one has to assume that the models can be made fully linear in a finite, uniformly bounded number of improvement steps. Such a requirement is rigorously incorporated in Definition 3.1 below and can be satisfied when using, for instance, linear or quadratic interpolation (see [7, Chapter 6] ).
The search step is either successful (and those iterations will be labeled by indices in S search ) or not (in which case a rigorous TR step is executed). Note that the rigorous TR step of Algorithm 2.2 (composed by TR Steps 1-5) gives rise to four types of trust-region iterations:
1. Successful iterations (indices in S tr ), when ρ k ≥ η 1 (the new iterate is accepted and the trust-region radius is retained or increased).
2. Acceptable iterations, when η 1 > ρ k ≥ η 0 and m k is fully linear (new iterate is accepted and the trust-region radius is decreased). Note that there are no acceptable iterations when η 0 = η 1 ∈ (0, 1).
3. Model-improving, when η 1 > ρ k and m k is not certifiably fully linear (the model is improved and the new point might be included in the sample set but is not accepted as a new iterate).
4. Unsuccessful iterations, when ρ k < η 0 and m k is fully linear (the trust-region radius is reduced and nothing else changes). Note that this is the case when no (acceptable) decrease was obtained and there is no need to improve the model.
The successful iterations of the overall algorithmic framework will be those corresponding to either successful search steps or successful rigorous TR steps:
It is also important to note that unsuccessful iterations can only occur in the rigorous TR step.
Convergence to first-order stationarity
As is mentioned in [7, Chapter 10] , it might be possible (especially at the early iterations) that the function f is evaluated outside L(x 0 ) = {x ∈ R n : f (x) ≤ f (x 0 )} when considering sampling techniques used for modeling. If we assume that sampling is restricted to sets of the form B(x k ; ∆ k ) and that ∆ k never exceeds the given positive constant ∆ max , then the enlarged region where f is sampled can be rigorously described as
The derivation of convergence results for trust-region methods typically requires some form of continuous differentiability of the objective function. In the DFO context, one requires Lipschitz continuity of the gradient to be able to work with models which are fully linear. 2. For this class M there exists an algorithm, which we will call a 'modelimprovement' algorithm, that in a finite, uniformly bounded (with respect to x and ∆) number of steps can
• either establish that a given model m ∈ M is fully linear on B(x; ∆) (we will say that a certificate has been provided),
• or find a modelm ∈ M that is fully linear on B(x; ∆).
As in the convergence of most trust-region methods, we need to assume that the objective function is bounded from below and the model Hessians are uniformly bounded. Assumption 3.2 Assume that f is bounded below on L(x 0 ), that is there exists a constant κ * such that, for all x ∈ L(x 0 ), f (x) ≥ κ * . Assumption 3.3 There exists a constant κ bhm > 0 such that, for all x k generated by the algorithm in the rigorous TR steps,
The first piece of the convergence theory concerns only the rigorous TR step, and is a restatement of [6, Lemma 5.2] (see also [7, Lemma 10.6] 
where
We will now show that the trust-region radius converges to zero (this requires some modifications from [6, Lemma 5.5], see also [7, Lemma 10.9] , to accommodate the search step). 
Proof. The proof follows from known arguments when the number of successful iterations is finite (see, e.g, the proof of [7, Lemma 10.8] ). In this case, without loss of generality one can consider only iterations acceptable, model improvement or unsuccessful, where the trust-region radius is not increased. We then know that we can have only a finite (uniformly bounded, say by N ) number of model-improvement iterations before the model becomes fully linear, which shows that there is an infinite number of iterations that are either acceptable or unsuccessful (and in either case a reduction occurs in the trust-region radius). Moreover, ∆ k is decreased at least once every N iterations by a factor of γ. As a result, ∆ k converges to zero.
Let us now consider the case where there are infinitely many successful iterations (i.e., S is infinite). Two types of successful iterations are possible (depending if they occur in the search step or in the rigorous TR one). In the former case, when k ∈ S search , we obtain
In the latter case, when k ∈ S tr we have
By using the bound on the fraction of Cauchy decrease (1), we have that
Due to either performing or not the TR Step 1 of Algorithm 2.2 we have that
Since S is infinite and f is bounded from below, and by using Assumption 3.3 and the property assumed for ρ(·), the right-hand sides of the above expressions (6) and (7) have to converge to zero, for k ∈ S search and k ∈ S tr , respectively (whenever they occur an infinite number of times). Hence lim k∈S ∆ k = 0, and nothing else would remain to be proved if all iterations are successful. However, the trust-region radius can only be increased during a successful iteration, and it can only be increased by a ratio of at most γ inc , which then completes the proof. Now we can state that there is a subsequence of iterates along which the gradient of f goes to zero. The proof of this fact follows a new insight given by the fact that the trust-region radius is converging to zero. In fact, this behavior of the trust-region radius necessarily implies that there is an infinite number of iterations where it must be reduced. Also, the trust-region radius cannot possibly be reduced at search steps and thus we can focus on what happens in the rigorous TR ones. In more classical trust-region methods, one would immediately conclude that there is an infinite number of unsuccessful iterations. However, because of the more complex DFO setting, in particular the presence of the criticality step (main contributor for the convergence to zero of the trust-region radius) and the way in which simple decrease is handled (acceptable iterations), one has three rather than one type of situation responsible for a decrease in the trust-region radius. Fortunately, in all cases one has g k = O(∆ k ), allowing one to drive a subsequence of model gradients to zero, from which then the result stated below easily follows. Proof. From Lemma 3.2, we know that there must exist an infinite number of iterations where the trust-region radius is reduced (which must occur at rigorous TR steps). Thus, there is either an infinite number of criticality steps where the trust-region radius is reduced (and g k ≤ ∆ k /β holds) or an infinite number of either acceptable or unsuccessful iterations (where Lemma 3.1 applies), and let us denote all these iterations by the index sequence {ℓ i }. In any of these three cases, one has g ℓ i = O(∆ ℓ i ) and by taking limits when ∆ ℓ i goes to zero, one obtains
Also, in any of the cases, one has
and, from (8) and
It is possible to extend this result to the whole sequence of iterates, establishing a result of the lim-type given in [6, Theorem 5.9 ] (see also [7, Theorem 10.13] ). To do so, we need to impose that the search step x − x k = x k+1 − x k stays in a trust region of radius proportional to ∆ k and to compute at this step a model which is fully linear in such a trust region. This observation is aligned with the generalization of liminf to lim in direct-search methods which requires the search step to essentially be empty (or to coincide with a complete poll step which in turn can be seen as a way of implicitly building a fully linear model); see [11] and also [7, . Theorem 3.2 Let Assumptions 3.1, 3.2, and 3.3 hold, and γ f ac , γ ρ > 0 be constants independent of the iteration counter. If ρ(∆) = γ ρ ∆, and if in the search step
Proof. The proof is classical and only requires a few adjustments. We will follow closely the presentation in [7, Theorem 10.13] .
We have seen from Lemma 3.2 and Theorem 3.1 that in the case when S is finite the theorem holds. Hence, we will assume that S is infinite. Suppose, for the purpose of establishing a contradiction, that there exists a subsequence {k i } of successful iterations such that
for some ǫ 0 > 0 and for all i (we can ignore model-improving iterations, since x k does not change during such iterations). Then, we obtain that
for some ǫ > 0 and for all i sufficiently large. The explanation for this is twofold. In the search step it results from Lemma 3.2 and the fact that the models are required to be fully linear. The explanation for a TR step comes from the fact that the gradient of f goes to zero whenever the model one does (which can be seen from the proof of Theorem 3.1). Without loss of generality, we pick ǫ such that
Property (8) ensures the existence, for each k i in the subsequence, of a first iteration ℓ i > k i such that g ℓ i < ǫ. By removing elements from {k i }, without loss of generality and without a change of notation, we thus obtain that there exists another subsequence indexed by {ℓ i } such that
for sufficiently large i. We now restrict our attention to the set K corresponding to the subsequence of iterations whose indices are in the set
where k i and ℓ i belong to the two subsequences defined above in (11) .
We know that g k ≥ ǫ for k ∈ K. From lim k→+∞ ∆ k = 0 and Lemma 3.1 we conclude that for any large enough k ∈ K the iteration k is either successful or model improving.
Moreover, for each k ∈ K ∩ S we have that either (TR step)
and for any such k large enough, ∆ k ≤ ǫ κ bhm , or (search step)
Hence, we have for k ∈ K ∩ S sufficiently large,
Since for any k ∈ K large enough the iteration is either successful or model improving and since for a model improving iteration x k = x k+1 we have, for all i sufficiently large,
Since the sequence {f (x k )} is bounded below (Assumption 3.2) and monotonic decreasing, we see that the right-hand side of this inequality must converge to zero, and we therefore obtain that lim i→+∞
The first term of the right-hand side tends to zero because of the Lipschitz continuity of the gradient of f (Assumption 3.1), and is thus bounded by ǫ for i sufficiently large. The explanation for the second term is twofold. For a TR step, we use the fact that from (10) and the mechanism of the criticality step (TR Step 1) at iteration ℓ i , the model m ℓ i is fully linear on B(x ℓ i ; µ g ℓ i ). So, using this property and (11), we deduce for this step that the second term is bounded by κ σ µǫ (for i sufficiently large). In the search step, this term is also bounded by κ eg µǫ for i sufficiently large since the models are always fully linear and the trust-region radius converges to zero. The third term is bounded by ǫ by (11) . As a consequence, we obtain from these bounds and (10) that
for i large enough, which contradicts (9). Hence our initial assumption must be false and the theorem follows.
A numerical experiment
A simple example of a search step arises in the context of the derivative-free solution of unconstrained nonlinear least squares problems of the form
In fact, before the main rigorous trust-region step of a derivative-free trust-region method (based on interpolation models) and given its current sample set, one can first calculate an approximation J k for the Jacobian of F at x k . Then, a search step p k can be calculated by minimizing the linearization of F at x k in a trust region
where θ ≥ 1. The solution of (14) is denoted by p k , and x k + p k refers to the trial point x in the notation of Algorithms 2.1 and 2.2.
In our experiment we set θ = 2 and accepted the search step
In such a case we doubled the trust-region radius. We used the MATLAB routine trust.m (see [13] ) to solve (14) . The search step was always attempted when there were more than n points in the sample set, and in such cases we used the n closest points y [7, Section 2.4] ). We then calculated m simplex gradients (see, e.g., [7, Section 2.6]), one for each function in
and scaling back to g (14) approximates F (x) around x k with an accuracy of the order a multiple of ∆ 2 k , with a factor depending on the Lipschitz constants of the gradients of the F i 's and the conditioning of the matrix in the left-hand side of (15) .
The practical derivative-free trust-region method used for the illustration of this search step was the one developed and tested in [3] based on quadratic interpolation. It is a quite simple but effective method that replaces one point in the sample set by the one defined by the trust-region step, without any geometry precautions (as suggested in [9] ). The method starts from a sample set of 2n + 1 points and uses minimum Frobenius norm interpolation models until the cardinality of the sample set reaches (n + 1)(n + 2)/2 points (and until then no points are discarded and new trial points are always added independently of whether or not they are accepted as new iterates). Points that are too far from the current iterate when the trust-region radius becomes small are discarded. Such a procedure can be seen as having some of the effect of a criticality step since the next iterations are expected to refill the sample set. The trust-region radius is never reduced when there are less than n + 1 points.
To compare the interpolation-based trust-region algorithm of [3] with and without the above-mentioned Gauss-Newton type search step, we used data profiles on the test set suggested by [14] , which gathers 53 smooth unconstrained (mostly nonlinear) least squares problems. For each method or solver, a data profile [14] consists of a plot of the percentage of problems that are solved for a given budget of function evaluations. For explaining more precisely data profiles, let P be the set of problems and S the set of solvers. A problem is solved (up to some level τ of accuracy) when
where x 0 is the initial guess and f L is the best obtained objective function value among all the solvers. The value of f L is first computed by letting the solvers run for a large number of functions evaluations. Then the data profile is computed, for each solver s ∈ S, as the percentage of the problems that can be solved within κ function evaluations:
where n p is the number of variables of problem p ∈ P, and t p,s is the number of function evaluations required by solver s ∈ S on problem p to satisfy (16) for a given tolerance τ (t p,s = +∞ if the convergence test (16) is not satisfied after the maximum budget N of function evaluations). As suggested in [14] , the budget is measured in terms of units of n p + 1 function evaluations to account for the fact that the problems have different dimensions (and having in mind that n p + 1 is the minimum number of points necessary to compute a fully linear model when using interpolation) -this is reflected by the division by n p + 1 in (17) . In our case we have two solvers, the interpolation-based trust-region algorithm [3] without a search step (referred to as dfo-tr) and with the above mentioned Gauss-Newton search step (referred to as dfo-tr (search)). In the context of our experiment, since some of the problems are small and the algorithm [3] is quite rapid on many of them, we have tried a maximum number of N = 100 ( Figure 1 ) and N = 200 (Figure 2 ) function evaluations. We selected two levels of accuracy in (16), τ = 10 −1 , 10 −5 . In any of the experiments reported one can realize the advantage of trying such a search step. It is natural to observe no effect for very small values of the budget since part of it corresponds to the evaluation of the initial sample set of 2n + 1 points. If one had started the trust-region method with only n + 1 points, the benefits of the search step would even be more noticed, but we did not want to tailor the underlying method to the benefit of this step.
Taking advantage of the structure of the objective function is part of the reason for the success of this search step. Another reason lies in the fact that a number of these problems have a small residual F (x * ) at the solution, or a contribution of the Gauss-Newton part 2J(x * ) ⊤ J(x * ) of the Hessian matrix significantly larger compared to the neglected part m i=1 2F i (x * )∇ 2 F i (x * ). Also, we should point out here that there are other ways to take advantage of the structure of nonlinear least squares for derivative-free optimization, one being clearly the separate modeling of the individual functions F i (x) (see [21] ).
Concluding remarks
Surrogate models can be used and managed in a variety of forms in the search step of the framework described in this paper, in particular using any of the ideas in Booker et al. [4] or in the review [7, Section 12.2] . Given a type of sample-based surrogate models chosen for the search step, it will then be of particular interest to consider the communication between this step and the TR rigorous one. In fact, not only could the rigorous TR step benefit from any new function evaluations made in the search step (as long as they correspond to points not too far from the current trust region), but the same could happen the other way round, in particular since the models used in the search step could certainly be less locally based. The specifics of such a sample set communication are application dependent and out of the scope of this paper.
We have chosen as a rigorous trust-region method the one from Conn, Scheinberg, and Vicente [6] due to its high level of abstraction and applicability, but our choice could have also contemplated the more recent selfcorrecting geometry method of Scheinberg and Toint [16] , which dispenses with the model-improving iterations by judiciously updating the sample set with the incoming solution of the trust-region subproblem. It is also important to remark that such a form of surrogate management framework using rigorous trust-regions steps is not at all restricted to optimization without derivatives. In fact, the principle of a search or oracle step can also be applied to most derivative-based trust-region methods described in [5] .
