The Pisa pre-main sequence stellar evolutionary models: results for non-accreting and accreting models by TOGNELLI, EMANUELE
Scuola di Dottorato in Scienze di base ”Galileo Galilei”
Dottorato di Ricerca in Fisica
Graduate Course in Physics
University of Pisa
The School of Graduate Studies in Basic Science ”GALILEO GALILEI”
PhD Thesis:
The Pisa pre-main sequence
stellar evolutionary models:
results for non-accreting and
accreting models
Candidate Supervisors
Emanuele Tognelli Prof. Scilla Degl’Innocenti
Dr. Pier Giorgio Prada Moroni
May 2013

“...[] after all it is written in the stars.”
John Lennon, ”Woman”, from LP ”Double Fantasy”, 1980.

Contents
Introduction v
Publications ix
1 Updating pre main sequence models 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Macro-physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Convection . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Micro-physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3.1 Equation of state . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3.2 Opacity tables . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.3.3 Solar Mixture . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1.3.4 Nuclear network and deuterium burning . . . . . . . . . . . 49
1.4 Uncertainties on pre-MS models . . . . . . . . . . . . . . . . . . . . 57
1.4.1 Initial helium and metals abundances . . . . . . . . . . . . . 57
1.4.2 Initial model . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2 Pisa pre-MS tracks and isochrones database 67
2.1 Comparison among different sets of pre-MS models . . . . . . . . . 67
2.2 Pre-MS database . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
2.3 Observational tests on pre-MS stars . . . . . . . . . . . . . . . . . . 78
2.3.1 Bayesian method . . . . . . . . . . . . . . . . . . . . . . . . 81
2.3.2 Likelihood and prior distribution . . . . . . . . . . . . . . . 83
2.3.3 Testing the Bayesian method . . . . . . . . . . . . . . . . . 84
2.3.4 The models . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
2.3.5 Pre-MS binaries data set . . . . . . . . . . . . . . . . . . . . 87
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3 Lithium abundances in young open clusters and pre-MS stars 101
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.2 Lithium data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.3 Theoretical stellar models . . . . . . . . . . . . . . . . . . . . . . . 103
3.4 General features of pre-MS surface lithium abundance . . . . . . . . 104
ii CONTENTS
3.5 Theoretical uncertainties . . . . . . . . . . . . . . . . . . . . . . . . 107
3.5.1 Chemical composition . . . . . . . . . . . . . . . . . . . . . 107
3.5.2 Opacity coefficients. . . . . . . . . . . . . . . . . . . . . . . 110
3.5.3 Equation of State . . . . . . . . . . . . . . . . . . . . . . . . 112
3.5.4 7Li(p,α)α cross section and electron plasma screening . . . . 113
3.5.5 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . 114
3.5.6 Total uncertainty on 7Li surface abundance predictions . . . 115
3.6 Colour-magnitude diagram fitting . . . . . . . . . . . . . . . . . . . 117
3.7 Surface lithium abundance: theory vs observations . . . . . . . . . . 124
3.7.1 Young open clusters . . . . . . . . . . . . . . . . . . . . . . 124
3.7.2 Binary stars . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
3.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4 Accretion Model 133
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.2 Accretion model: theoretical scenario . . . . . . . . . . . . . . . . . 136
4.3 Parameters of the accretion model . . . . . . . . . . . . . . . . . . . 142
4.3.1 Accretion rate: m˙ . . . . . . . . . . . . . . . . . . . . . . . . 142
4.3.2 Initial model . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
4.3.3 Accretion energy fraction: αacc . . . . . . . . . . . . . . . . . 146
4.4 Dependence of the models on m˙ and αacc . . . . . . . . . . . . . . . 147
4.4.1 ARc accretion model: constant accretion rate . . . . . . . . . 147
4.4.2 ARmt accretion model: time-mass-dependent accretion rate . 157
4.4.3 ARb accretion model: bursts . . . . . . . . . . . . . . . . . . 159
4.5 Effect of the adoption of a different initial mass . . . . . . . . . . . 162
4.6 Uncertainties on accreting models . . . . . . . . . . . . . . . . . . . 167
4.7 Lithium evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
Conclusions 174
A 181
A.1 Construction of the SCVH95 and OPAL06 EOS tables . . . . . . . . . 181
A.1.1 SCVH95 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
A.1.2 OPAL06 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
A.1.3 Inclusion of radiation contribution in the OPAL06 and SCVH95
EOS tables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
B 191
B.1 Derivation of the time dependence of the luminosity for a gravita-
tional contracting star . . . . . . . . . . . . . . . . . . . . . . . . . 191
B.2 Derivation of an approximate relation for the central temperature
as a function of the stellar mass and radius. . . . . . . . . . . . . . 193
B.3 Qualitative properties of the accretion shock . . . . . . . . . . . . . 193
CONTENTS iii
B.4 Accretion models: comparison with Siess & Livio (1997) models . . 196
Ringraziamenti 200
Bibliography 203
iv CONTENTS
Introduction
Through the years the understanding of stellar physics has been continuously re-
fined thanks to the progress in the determination of the input physics for the
stellar models and in new observational capabilities. Now the general scenario is
well defined and confirmed by a vast amount of observational data for the Sun
and for field and cluster stars in our Galaxy. Several problems however are still
not completely solved (e.g. the accurate treatment of external convection, the
overshooting and diffusion efficiency . . . ) and the input physics adopted in the cal-
culations are often affected by not negligible uncertainties. However more and more
precise available observational data requires theoretical models the most reliable
and accurate as possible.
I emphasize that the computation of a stellar model is a quite challenging task
which involves different fields of physics due to the very wide range of physical
conditions (i.e. temperatures and density) covered by a star during its evolution.
Calculations require many and accurate ingredients related to the microphysics by
which I mean the study of the plasma properties in stellar conditions ( i.e. equa-
tions of state for the matter, opacity coefficients, cross sections for nuclear burning
etc. . . ), and to the macrophysics, that is the modelling of several processes present
in a stars such as the energy transport along the whole structure or the element
diffusion. All these quantities are obviously given within a specific uncertainty due
to, for example, the adopted physical approximations.
In this PhD thesis work I focused my attention to the pre-main sequence phase
(pre-MS), which is the early evolution of a star starting from a cold gravitational
contracting fully convective structure where no nuclear burning is active (Hayashi
track), to the first model sustained by the totally efficient central hydrogen burning
(the Zero Age Main Sequence model or simply ZAMS).
Pre-MS tracks and isochrones represent the indispensable theoretical tool to
infer the star formation history and the initial mass function of young stellar system
(see e.g., Delgado et al., 2007; Brandner et al., 2008; Nota et al., 2006; Sabbi et al.,
2007; Cignoni et al., 2009; Da Rio et al., 2009). In recent years new observations of
pre-MS stars in young open clusters or in stars forming regions with metallicity also
lower than solar one have been made available (see e.g., Romaniello et al., 2004;
Stolte et al., 2005; Gouliermis et al., 2006b; Romaniello et al., 2006; Carlson et al.,
2007; Gouliermis et al., 2007b, 2008). To take fully advantage of the continuously
growing amount of data in different environments, updated pre-MS models in a
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wide range of metallicity are needed to assign ages and masses to the observed
stars.
Although the pre-MS evolution of a star can be treated as a quasi-static grav-
itational contraction, therefore it should be, at least in principle, not too much
complex from the computational point of view, however the calculations are par-
ticularly challenging especially in the case of cold and dense matter, because they
require an accurate treatment. This is the case of low (0.4 . M/M⊙ . 1.0 )
and very-low mass stars (M < 0.4 M⊙). As already shown by several authors
(D’Antona, 1993; D’Antona & Mazzitelli, 1997; Baraffe et al., 1998; Siess et al.,
2000; Baraffe et al., 2002; Montalba´n et al., 2004), the theoretical predictions of
pre-MS stars sensitively depend on the adopted EOS, radiative opacity (mainly
molecular opacity), outer boundary conditions, and convection treatment. The
uncertainties due to these quantities progressively increase as the stellar mass de-
creases.
In this PhD thesis I analysed in detail the main uncertainty sources in the
input physics that affects the pre-MS evolution and, when possible, I upgraded the
current version the Pisa stellar evolutionary code (PROSECCO code, developed from
the FRANEC Degl’Innocenti et al., 2008; Tognelli et al., 2011; Dell’Omodarme et al.,
2012) to the current state-of-art of the input physics available (Chapter 1).
The theoretical models obtained by means of the PROSECCO code have been
compared to the results obtained by largely used evolutionary codes (Chapter 2),
to test both the reliability of the present computations and to show and discuss the
entity of the differences present among the current generation of stellar evolution-
ary models, differences that translate into uncertainties on the main parameters
inferred when comparing models to observational data for stars in different envir-
onments (i.e. isolated, clusters, star forming regions, or in binary systems).
In order to supply a powerful tool to analyse and investigate the large amount
of pre-MS data collected, I made available a large pre-MS tracks and isochrones
database, which cover a wide range of masses (0.2 - 7.0 M⊙), ages (1 - 100 Myr),
chemical compositions, and convection efficiency (Pisa pre-MS database1, Tognelli
et al., 2011).
The models have also been tested against a sample of pre-MS stars in binary
systems, which are ideal environments to check the validity of stellar computa-
tions. Indeed, contrarily to isolated stars, binaries allow a direct measurement of
the masses of the two stellar components. Moreover, there is a particular class
of binaries (the double-lined detached eclipsing binaries) for which also the radius
and the effective temperature ratio of the two components are measurable. It is
clear that such objects put strong constraint on the stellar models and in particular
allow, at least in principle, to better constrain the parameters adopted for theor-
etical stellar computations (i.e. convection efficiency). The comparison have been
performed by generalising/applying a robust statistical method (see Jørgensen &
Lindegren, 2005) to the case of binaries. Such method allows not only to quantify
1http://astro.df.unipi.it/stellar-models/
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the agreement level between predictions and data, but it also allows to unambigu-
ously discriminate the most probable model among a large ensemble of theoretical
models spanning a very large parameters space. Given such a situation, the method
has been applied to the Pisa pre-MS database using the whole available set of para-
meters.
The comparison with observation has been conducted also for few young and
well studied open clusters, in particular for what concerns the temporal evolution
of lithium surface abundance (Chapter 3). Lithium is a fragile element that is
destroyed into stars via proton capture at relatively low temperatures (2.5 × 106
K). Such temperatures can be easily reached even during the early pre-MS evolu-
tion along the Hayashi track. In these phases the stars are fully (or almost fully)
convective, thus the continuous mixing of the surface matter with the central one,
where the nuclear burning occurs, produces an observable depletion of lithium. The
temporal evolution of surface Li abundance strongly depends on the star charac-
teristics, mainly on its mass, on the temperature stratification inside the stellar
structure, and on the mixing mechanisms.
Despite of this simple picture, the difficulty of reproducing surface lithium
abundances even in young stars is a long-standing problem and an intriguing issue;
thus, it is worth to re-analyse the old lithium problem, in the light of the recent
updates in the input physics.
Given the large effort in collecting surface lithium abundances in isolated stars,
binary systems, and open clusters, from pre-MS to the late-MS phase (see e.g. Table
1 and references therein in Jeffries, 2000; Sestito & Randich, 2005), it has become
possible to have a quite clear view of Li depletion, which is a strong function of
both stellar mass and age.
I will discuss the comparison between theoretical predictions and data available
for 7Li by analysing in detail the theoretical uncertainties on the predicted surface
lithium abundances due to the errors on the adopted input physics. This is an
essential step to define in a consistent way (for the first time) quantitative error
bars for model predictions, and thus to give a more quantitative estimation of the
agreement/disagreement level between models and data. I will also show how the
comparison can give precious information about the convection efficiency during
the pre-MS phase.
The last topic that I will discuss in this PhD thesis concerns how the predictions
of theoretical models change if accretion processes are taken into account (Chapter
4). Indeed, stars form from the fragmentation of molecular clouds, which originate
the seeds (protostars) on which accretion processes occur. It is commonly accepted
that at some stage of the fragmentation an accretion disk forms. The presence of
circumstellar accretion disks has been largely demonstrated by the huge amount
of observations collected for young star-forming regions (see e.g., Hartmann et al.,
1998; Hillenbrand et al., 1998; Lada et al., 2000; Haisch et al., 2001a,b; Allers
et al., 2006; Lada et al., 2006; Luhman et al., 2008; Luhman & Muench, 2008;
Flaherty & Muzerolle, 2008; Herna´ndez et al., 2010; Luhman, 2012, and references
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therein). Such observations suggest that disks are quite common around young
objects (Lada et al., 2000; Luhman et al., 2005, 2008).
The detailed treatment of how the cloud fragmentation and the following ac-
cretion process occur is still largely debated and uncertain, however, in the recent
year, thanks to the development of hydrodynamical code, simulations of fragment-
ing molecular cloud, disk formation and accretion processes have became partially
accessible (see e.g, Masunaga et al., 1998; Masunaga & Inutsuka, 2000; Vorobyov
& Basu, 2005, 2006; Machida et al., 2010; Tomida et al., 2010; Vorobyov & Basu,
2010; Dunham & Vorobyov, 2012; Tomida et al., 2013).
Currently the accretion scenario can be divided into two geometries: 1) disk
and 2) spherical accretion. In the first case, the matter is supposed to fall onto a
central object from an accretion disk; depending on the structure of the disk, the
accretion can interest a small portion of the central object (i.e. polar accretion
caused by magnetic fields), or a large part of the stellar surface.
In the case of the spherical accretion, the matter falls (almost) radially on
the star, and the assumption that only a small fraction of the stellar surface is
interested by the accretion drops.
Concerning stellar evolutionary code, a formalism to tread the spherical accre-
tion scenario has been proposed in the pioneering work by Stahler et al. (1980a)
(see also, Stahler et al., 1980b, 1981, 1986; Palla & Stahler, 1991), while the disk
accretion model formalism has been proposed by Hartmann et al. (1997) and Siess
& Livio (1997). More recently, such work have been adopted as basis to develop
accretion evolution models by Hosokawa & Omukai (2009) (spherical accretion)
and Baraffe et al. (2009) (disk accretion).
I will focus on the thin-disk accretion, similarly to what done by Hartmann et al.
(1997), Siess & Livio (1997), and Baraffe et al. (2009). In this case the fraction
of the stellar surface where matter is accreted is very small compared to the total
surface, thus allowing the star to radiate almost freely. This approximation has
been confirmed to be valid by the observations conducted by Hartigan et al. (1991)
on a large sample of young accreting objects (T Tauri).
As a first step I will present the formalism adopted in the PROSECCO code to
treat the accretion process, and then I will discuss in detail the evolution of ac-
creting models. I will analyse the dependency of such models on the adoption of
several (poorly constrained) parameters (accretion rates, accretion history, accre-
tion energy parameter), to try to clarify the main parameters that strongly affects
the predictions. A qualitative comparison with few observational data will be also
shown.
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Chapter 1
Updating pre main sequence
models
The models presented in this work have been computed by means of the PROSECCO
code (Pisa Rapson-NewtOn Stellar Evolution Computation COde) with the state
of art of the input physics available in literature. In this chapter I will describe the
performed update of the input physics, analysing the most relevant effects during
the pre-main sequence evolution (pre-MS), for stellar masses in the range 0.01 - 7.0
M⊙ and for different chemical compositions. I will also discuss the main sources of
uncertainty that still affect pre-MS models.
1.1 Overview
PROSECCO is the most recent version of the FRANEC 1D stellar hydrostatic Henyey
code developed to compute the evolution of a star from the pre-MS evolution up
to the white dwarf cooling sequence (Degl’Innocenti et al., 2008; Tognelli et al.,
2011; Dell’Omodarme et al., 2012). The input physics and numerical resolution
methods adopted in the code allow to follow the evolution of stars more massive
than about 0.005 M⊙.
Similarly to other codes, in PROSECCO the models are computed by assuming a
pure spherical symmetry (i.e. without rotation, magnetic fields). The stellar struc-
ture is defined by solving the following system of equations (see e.g., Castellani,
1985),
dP
dr
= −Gmρ
r2
(1.1)
dm
dr
= 4πρr2 (1.2)
dL
dr
= 4πǫρr2 (1.3)
dT
dr
= f(m, r, L, T, P
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where P is the total pressure, T the temperature, m the mass contained inside a
shell of radius r, ρ is the gas density, ǫ is the total energy production per gram, and
f(m, r, L, T, P ) is a function that defines the temperature gradient in each region
of the star depending on the energy transport mechanism (radiative/convective
heat transport). There are 4 unknowns P, T, L, r (assuming m as the independent
variable), while the other physical quantities that appear in the eqs. (1.1) - (1.4)
are function of P, T, L, r, and m (as an example, the density can be obtained once
the pressure, temperature and chemical composition has been specified). Thus, to
completely solve the equations system given above, further ingredients are needed:
• Equation of state. It provides all the thermodynamical quantities required
for the integration of a model, such as the density ρ, specific heat at a constant
pressure cp, molecular weight µ, and the adiabatic gradient ∇ad (see Sect.
1.3.1).
• Radiative and conductive opacity coefficients. The radiative opacity
defines the level of interaction between radiation and matter. It depends on
several photon absorption processes or scattering on molecules, atoms, ions,
or electrons present in the stellar gas. For the integration of the model, the
radiative Rosseland mean opacity is used, which is an opacity averaged over
the frequency distribution approximated to a black body. Besides the photon
energy transport, in low-mass stars, or in stars that evolve in more advanced
post-main sequence phases (post-MS), also electron conduction becomes im-
portant, due to the high densities involved. Thus, for the calculations con-
ductive opacity has been added to the radiative one (see Sect. 1.3.2).
• Energy production. The energy production in a star occurs in two ways:
1) thermodynamical transformations of the gas (gravitational energy, ǫg)
and 2) nuclear burning (ǫN). For the sake of completeness, I mention that
in advanced evolutionary phases (post main-sequence phases), the produc-
tion of neutrinos not related to nuclear fusion (i.e. photon-, pair-, and
bremsstrahlung- production) becomes efficient (thermo-neutrinos). At the
gas densities typical of the regions where thermo-neutrinos are generated
there is a very weak interaction between neutrinos and matter, so part of
the energy is carried away and it is lost (−ǫν). The total energy production
coefficient can be written as ǫ = ǫN + ǫg − ǫν .
All these additional ingredients (input physics), which concern the treatment of the
micro-physics, have to be supplied to the code. I will present and discuss each of
them in detail in the next sections of this chapter. Moreover, to close the equation
system suitable boundary conditions are required. This is done by specifying the
physical quantities at the stellar surface (base of the atmosphere), and at the centre
(where the radius and luminosity are set equal to zero).
Another issue of primary importance in stellar modelling is the convection
treatment, which is the formalism adopted to treat the convective heat transport
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inside a star and in particular in the outermost stellar envelopes. Both these topics
are discussed in details in the next two sections.
To solve the set of equations (1.1) - (1.4), the structure is divided into two
regions. The first one extends from the center to a specified fraction of the total
mass (interiors), which for present calculations is set to 99.974%: in this zone
the mass m is adopted as the independent variable, and eqs. (1.1) - (1.4) must
be expressed as derivatives with respect to m. In the second region, where the
mass almost saturates, the total pressure is adopted as the independent variable
(sub-atmospheric region).
The solution of stellar structure equations (1.1) - (1.4) defines the hydrostatic
structure at each time-step. The procedure adopted to compute a complete stellar
evolutionary sequence is summarized below.
• Starting model. The starting model is obtained through the fitting method,
which consists, given four boundary conditions, two at the surface (luminos-
ity and effective temperature), and two at the center (central pressure and
temperature), in integrating the stellar structure equations from the surface
downward and from the centre upward. The interior and exterior solutions
have to match in a given point, the fitting point. With an iterative procedure,
the four boundary conditions are adjusted until the convergence at the fitting
point is achieved within a specified tolerance.
• Evolution. The model obtained from the fitting method (t = 0) or the model
computed for each time-step (t 6= 0) is then evolved. The evolution consists
in computing the structure at the next time-step, in other words at t + ∆t,
where t is the age of the current model. The time does not appear explicitly
in the structure equations, given the hydrostatic nature of the code, but it
appears in the equations that define the chemical evolution (through nuc-
lear burning, diffusion, mixing) and in the computation of the gravitational
energy, which contains the time derivatives of the physical quantities (i.e.
pressure, temperature, and molecular weight). The new model (i.e. the new
structure) is then computed with the Henyey method (Henyey et al., 1964):
the physical quantities obtained from the previous model are used as initial
guess. Since both the chemical composition and the gravitational energy have
changed, the equations of stellar structure are no longer satisfied adopting
the initial guess. Thus, in each mesh of the structure the physical quantities
have to be adjusted with an iterative procedure based on a Raphson-Newton
method. The convergence of the model is reached if in each mesh the struc-
ture equations are verified within a given tolerance. Such (relative) tolerance
is set to about 10−5 - 10−4.
In the next sections, I will discuss the input physics and parameters that mainly
affects the pre-MS evolution in the mass range achievable by the current version
of the PROSECCO. Where not explicitly stated, the reference models have been
computed with the input physics/parameters listed in Table 1.1.
4 Updating pre main sequence models
physical input/
parameter value reference section
Yini 0.2740 initial helium mass fraction, Sect. 1.4.1
Zini 0.01291 initial metals mass fraction, Sect. 1.4.1
[Fe/H]ini +0.0 initial [Fe/H], Sect. 1.4.1
Xd, ini 2× 10−5 initial deuterium mass fraction, Sect. 1.3.4
(Z/X) Asplund et al. (2005) heavy elements solar mixture, Sect. 1.3.3
αML 1.68 (solar calibrated) mixing length parameter, Sect. 1.2.2
BCs non-grey, boundary conditions, Sect. 1.2.1
Brott & Hauschildt (2005)
Castelli & Kurucz (2003)
Table 1.1: Reference values of the main parameters/input physics adopted for the models
calculation. The corresponding sections where each of them has been discussed is also shown.
The models presented in this PhD thesis have been evolved from the early
pre-MS phase up to the model completely supported by central hydrogen burning.
Just to give some definition, for the sake of clarity, in the following I will refer
to the locus of a fully convective pre-MS star as the Hayashi track, to the first
model completely supported by the central hydrogen burning (with the secondary
elements to their equilibrium configuration) as the Zero Age Main Sequence struc-
ture (ZAMS), and to the region where the star moves from the Hayashi track to the
ZAMS as the Henyey track.
1.2 Macro-physics
1.2.1 Boundary conditions
In order to solve the differential equations that define the stellar structure, suitable
boundary conditions (BCs) at the star surface and centre are required. At the
stellar centre it is enough to impose that the luminosity and radius vanish, hence
r(m = 0) = L(m = 0) = 0. For what concerns the surface, the situation is
slightly more complicated: the usual approach followed in standard evolutionary
codes consists in adopting the physical quantities at the base of the atmosphere as
BC values. In the specific case of the PROSECCO code, only the total pressure and
temperature at the base of the atmosphere are required. These quantities can be
obtained in two different ways: 1) by integrating an hydrostatic mono-dimensional
grey atmosphere, or 2) by adopting pre-computed detailed atmosphere structures
obtained solving the full radiative transport with a non-grey atmospheric structure.
In the first case (grey atmosphere), the integration of the structure is performed
specifying an analytic relation between the temperature and the optical depth
(τ) for a given effective temperature Teff , T = T (Teff , τ). The most commonly
adopted T = T (Teff , τ) relations are the Eddington (theoretical) approximation
1,
1In the Eddington approximation the temperature at a given optical depth τ is simply given
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and the Krishna Swamy (1966, hereafter KS66). The last one had been obtained
by performing a fit on specific lines profile observed in two K stars quite similar
to the Sun (ǫ Eridani and Gmc 1830). The obtained T − τ relation has then been
used to fit the lines profile observed in the Sun, showing a quite good agreement.
The authors provide the following relation for the integration of a grey T − τ
atmosphere,
T 4(Teff , τ) =
3
4
T 4eff(τ + 1.39− 0.815 e−2.54τ − 0.025 e−30τ) (1.5)
They also emphasized that such relation should not be used in the outermost
layers, where the technique they adopted is not valid. Moreover, such relation
is not valid even for large values of τ , where convection could play a crucial role
in determining the temperature-optical depth profile. Indeed, eq. (1.5) has been
obtained assuming that convection in the atmosphere has a negligible effect on the
energy transport.
The grey atmosphere method is simple and can be easily implemented in stellar
evolutionary codes. Indeed, under the hypothesis of hydrostatic equilibrium the
atmospheric structure is defined by the following equations,
dP
dτ
=
Gm
r2κ
=
g
κ
(1.6)
g =
Gm
r2
≈ GM⋆
r2
(1.7)
T = T (Teff , τ) (1.8)
ρ = ρ(P, T, µ) (1.9)
κ = κ(P, T, µ) (1.10)
dτ
def
= −ρκdr (1.11)
where P is the gas pressure, ρ is the density, µ is the mean molecular weight, r is the
radius, g the gravity, and κ is the Rosseland mean opacity (see Sect. 1.3.2). Notice
that in these equations the mass in the atmosphere m has been approximated to
M⋆, which is the total mass of the star. This is a good approximations since the
atmosphere contains only a very small fraction of the stellar mass (∆Matm/Mtot ∼
10−10 - 10−6 in dependence of the mass and evolutionary phase).
Once the equations (1.6) - (1.11) have been solved for each value of τ , giving
thus the atmospheric structure, one has to specify the point where the atmosphere
matches the interior, in other words the base of the atmosphere where the BCs are
specified. This choice is not univocal and different authors make different choices.
In order to define this point, one has to keep in mind that in the interior the
diffusive approximation of radiative transport must be satisfied. Indeed, if the
star interior is dense enough to guarantee that photons are almost trapped, then
the photon mean free path is very short compared to the region scale length, and
by the following expression, T 4(Teff , τ) =
3
4T
4
eff(τ +
2
3 ).
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consequently τ > 1. As usual τ = 1 is defined as the transition value from an
optically thin and optically thick region. With this in mind, a value of τ & 1
should be adopted as a good point to match atmosphere and interiors. In the case
of the KS66 or Eddington approximation τ = 2/3 is generally assumed (see the
following discussion).
The grey approximation is useful given its simplicity, but it is worth to point
out that it is not the best choice equally valid in a wide range of masses, chemical
compositions and effective temperatures, as discussed in several papers (see e.g.,
Auman, 1969; Dorman et al., 1989; Saumon et al., 1994; Allard et al., 1997; Baraffe
et al., 1998, 2002). Indeed, there are some approximations that drop in cool objects.
First of all the grey structure is computed adopting the Rosseland mean opacity
(κ), which is an average value of the opacity over the frequency. However, it
is well known that for effective temperature lower than about 4500 - 4000 K,
the molecules, which form in the atmosphere, become one of the main opacity
source (see e.g. Allard et al., 1997; Ferguson et al., 2005). When this occurs,
the opacity coefficients strongly depend on the frequency and the Rosseland mean
opacity should no longer be used; the atmospheric structure is strongly coupled
with the radiation field and the resolution of the full radiative transport equation
is required. Moreover, the use of a simple T (Teff , τ) relation that does not depend
neither on the surface gravity nor on the chemical composition is a too much
rough approximation. I also recall that in cool objects the atmospheric convection,
induced by atomic and molecules absorption, can reach the outermost layers of the
atmosphere, thus modifying the temperature profile. To this regard, the adoption
of the KS66 T (Teff , τ) relation requires that the convection contribution to the
energy transport must be necessary negligible in the whole atmosphere; this is no
longer true in cool objects.
Given such a situation, a much better approach consists in adopting as BCs the
physical quantities obtained from a detailed atmospheric structure. Of course, at
the present, there is no possibility to include such calculations within the stellar
evolutionary codes due to the large computational time required to integrate an
atmosphere. So, the boundary conditions are supplied to the code as tables com-
puted for several values of chemical compositions, surface gravities, and effective
temperatures.
I modified the code in order to accept the boundary conditions provided by
several atmospheric models. At the present the following BCs can be used:
• The Brott & Hauschildt (2005, BH05) (the reference ones), are available in
the range 2000K ≤ Teff ≤ 10 000K, −0.5 ≤ log g[cm s−2] ≤ +5.5, −4.0 ≤
[M/H] ≤ +0.5. These atmosphere models have been computed by means
of the PHOENIX code (see e.g. Hauschildt & Baron, 1999), by adopting the
Grevesse & Noels (1993, GN93) heavy elements solar mixture. Convection
in the atmosphere is treated according to the mixing length theory (Bo¨hm-
Vitense, 1958, see Sect. 1.2.2) with a mixing length parameter αatm = 2.0.
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• The Castelli & Kurucz (2003, CK03). The models are available for 3500K ≤
Teff ≤ 50 000K, +0.0 ≤ log g[cm s−2] ≤ +5.0, −2.5 ≤ [M/H] ≤ +0.5. Such
models are used to cover the Teff - log g plane where the BH05 are not available.
The adopted solar mixture is the Grevesse & Sauval (1998), while the mixing
length parameter is set to αatm = 1.25.
• The Allard et al. (2011, AHF11). These are the most recent atmosphere mod-
els computed by means of the PHOENIX code. With respect to the BH05,
new opacities, equation of state, and chemical composition have been adop-
ted. The range of validity is similar to the BH05, with extension to higher
temperatures, 2600K ≤ Teff ≤ 70 000K, −0.5 ≤ log g[cm s−2] ≤ +5.5,
−4.0 ≤ [M/H] ≤ +0.5. Similarly to the BH05 the mixing length parameter
is set to αatm = 2.0. The recent Asplund et al. (2009) solar mixture has
been adopted. Moreover, such models are available also for extremely low-
temperatures, but only for [M/H] = +0.0, in the range 600K ≤ Teff ≤
2600K, +2.5 ≤ log g[cm s−2] ≤ +5.5. This extension is indispensable to
compute very-low-mass stars structures down to the brown dwarfs/planets
limit (∼ 0.001 M⊙).
• Grey atmosphere. The Krishna Swamy (1966) T (Teff , τ) relation is adopted
for the integration of a grey atmosphere. In this case the input physics used
for for the atmosphere are exactly the same used for the computation of the
internal structure of the star.
In the following, where not explicitly stated, the models have been computed
using the BH05 for Teff < 10 000 K and CK03 for higher temperatures.
Independently of the adopted atmospheric model, the boundary conditions are
obtained by specifying the temperature and the pressure at the base of the atmo-
sphere.
While in the case of a grey model, the whole atmospheric structure is ac-
tually computed for the model chemical composition, effective temperature and
surface gravity, the situation is slightly different in the case of non-grey atmo-
spheres. Indeed, in this case, the atmospheric structures are tabulated for discrete
values of Teff , log g, and chemical composition (generally [M/H])
2; the boundary
conditions are functions of such parameters, namely P ([M/H], log g, Teff , τ) and
T ([M/H], log g, Teff , τ). To obtain P (τ) and T (τ) for the requested effective tem-
perature, gravity and chemical composition, an interpolation is required. I checked
several interpolation techniques, and I found that the best results can be achieved
if a spline interpolation over the whole grid of models in Teff and log g is adop-
ted. Regarding the chemical composition, I prefer to interpolate with a spline at
the same total metallicity Z of the internal stellar structure instead of the same
2[M/H]
def
= log
∑
(Ni/NH )⋆∑
(Ni/NH)⊙
, where Ni/NH is the ratio between then numerical abundance of
the i-th element and the hydrogen one (the abundances relative to the star are labelled with ⋆).
The sum is limited to the metals, which are all the elements heavier than helium.
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Figure 1.1: Comparison between non-grey models (BH05) with several masses in the range [0.01,
2.0] M⊙, computed adopting different τ values, namely τ = 2/3, 1, 10, and 100. Left panels : HR
diagram. Right panels : (log t[yr], R/R⊙) plane. A few specific evolutionary points, 1 Myr (filled
circle), 5 Myr (filled triangle), and 10 Myr (filled square) are also shown.
[M/H] value. I prefer this method because the atmospheric models generally ad-
opts a chemical composition quite different from the one actually adopted for the
interior computations, being different both the heavy elements mixture (metals
abundances) and helium content. Thus, the interpolation at a fixed Z (which is
independent of the choice made on the helium content and on the heavy element
mixture) should be safer.
Another point to discuss is the choice of τ . As anticipated such value should be
large enough to guarantee the diffusive approximation of the radiative transport
to hold. This would lead to the choice of τ & 1. However, one has to notice
that when a non-grey atmospheric model is adopted, the input physics used in
the atmosphere are in general different from the one used for the interior of the
star (i.e. the mixing length parameter, solar mixture, opacity. . .), so that a certain
degree of inconsistency is always present. In order to limit this effect, large values
of τ should be avoided (Montalba´n et al., 2004).
I recall that at this level the choice of τ is arbitrary, and once the two opposite
requirements discussed above have been satisfied, all the choices are equally valid.
I adopted the commonly used value of τ = 10 as the matching point between the
interior and the atmosphere (see e.g., Morel et al., 1994). However, I checked the
effect of a variation of τ on the track morphology in the HR diagram.
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Figure 1.1 shows the effect of the adoption of a different value of τ in the
range [2/3, 100] (keeping the atmosphere model constant to the BH05) for several
masses, in the HR diagram (left panels) and in the (log t[yr], R/R⊙) plane (right
panels). It is evident that the choice of τ affects mainly the position of the star in
the HR diagram through the effective temperature, leaving almost unchanged the
luminosity at a given age.
The impact of τ on the track depends on both the mass and the evolutionary
phase. Indeed, it is generally true that in case of radiative envelopes, the structure
is almost independent of the adopted boundary conditions. On the contrary in the
presence of thick convective envelopes the boundary conditions play a crucial role
in determining the stellar radius, since the radiative loss efficiency is determined
essentially by the properties of the most external atmospheric layers. This means
that the Hayashi track of all the models and the ZAMS of low-MS stars (M . 1.0
M⊙) should be strongly sensitive to the different value of τ . This behaviour is well
reproduced for almost all the masses shown in Fig. 1.1, but not for M . 0.1 M⊙
when the stars contract towards the ZAMS. Such objects are so cold that electron
degeneracy becomes progressively more and more important. Indeed, as I will
show in the following (see Sect. 1.3.1), part of the structure of very-low mass
stars lies in a region of partial electron degeneracy, thus their radius (and Teff)
is partially determined by the degeneracy level (pressure of degenerate electrons).
This qualitatively explains why, as such stars contract towards low-temperatures,
their effective temperatures are almost independent on the adoption of τ . I verified
that for such objects even a variation of 10% of the pressure (or temperature) at
the base of the atmosphere only marginally alters their position in the HR diagrams
(a few percent in Teff).
It can be worth to briefly discuss also how the adoption of different atmosphere
models affects stellar evolution. Figure 1.2 shows the effect on the track position
in the HR diagram of the use of the BH05, CK03, AHF11, and KS66 BCs, for several
masses. Notice that, in the case of the CK03 models, very low-mass stars can not
be computed since the minimum effective temperature available is Teff = 3500
K, which corresponds to about 0.5 M⊙ for the adopted chemical composition. In
order to make the comparison clearer, I show also some specific points of the stellar
evolution, namely those corresponding to 1 Myr, 5 Myr, and 10 Myr. The boundary
conditions used for the comparison are different among each other because of the
adoption of several different input physics/parameters (EOS, opacity, mixing length
value, chemical composition. . . ); so, it is reasonable to expect differences among
the tracks computed adopting different BCs. However, it is not easy to disentangle
the effect of each parameters (or physical input) from the others without a set of
atmosphere models computed by possibly changing in turn only one parameter.
Such calculations are unfortunately currently not available, and only qualitative
speculations can be done.
Referring to Fig. 1.2, it is evident the large spread of the effective temperature
at the same evolutionary phase for a fixed mass (see Table 1.2 and Table 1.3). For
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Figure 1.2: Comparison in the HR diagram between models in the mass range [0.01, 2.0] M⊙,
computed adopting different boundary conditions; the non-grey BH05, CK03, and AHF11, and the
grey KS66.The models corresponding to 1 Myr (filled circle), 5 Myr (filled triangle), and 10 Myr
(filled square) are also shown.
M & 1.5 M⊙ (right panel) only the Hayashi line (and part of the Henyey track)
depends on the adopted BCs, whereas low- and very-low-mass models are strongly
affected by the atmosphere models during most of their evolution. The largest
differences occur, as expected, between the grey KS66 and the non-grey models in
the case of low-mass stars, with differences in effective temperature as large as
∆Teff ≈ 230 K for M = 0.2 M⊙. I want to point out that the large differences in
Teff among the models occur where the stars have thick convective envelopes; such
differences could be partially reduced by changing the mixing length parameter,
αML. Indeed, as I will discuss in the next section, such parameter plays a crucial
role in determining the effective temperature of a (non-adiabatic) convective star.
Moreover, I will show that, if a solar calibrated αML is adopted (by fitting the Sun
radius), the differences in ZAMS between different BCs almost disappear for M & 0.6
M⊙.
As a final point, I want to show a comparison between the temperature-optical
depth profile obtained from the KS66 and the one obtained from the BH05 model.
The comparison is shown in Fig. 1.3 for several values of Teff , namely Teff =
2000, 3000, 4000, 5000, and 5700 (close to the solar Teff value): the BH05 models
corresponds to [M/H] = +0.0, for two surface gravities, namely log g = 3.0 and
log g = 4.5, which are, respectively, representative of star close to the Hayashi
track and to the MS. It is evident that large differences are present both for small
and large values of τ . This is expected, since, as already stated, the KS66 T − τ is
not valid for the outermost atmosphere layers and for large values of τ . However,
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∆Teff
BH05-CK03 BH05-AHF11 BH05-KS66
M/M⊙ 1Myr 5Myr 10Myr 1Myr 5Myr 10Myr 1Myr 5Myr 10Myr
0.010 − − − −39 − − −77 − −
0.050 − − − 2 16 14 95 104 108
0.100 − − − 29 20 18 127 153 164
0.200 − − − 14 24 26 105 148 172
0.400 − − − 64 30 25 114 127 143
0.600 29 109 125 73 62 46 109 138 146
0.800 29 64 81 125 67 68 116 138 150
1.000 35 55 64 96 108 157 122 141 159
1.500 52 92 137 106 141 209 148 208 356
2.000 68 214 −3 106 320 −2 177 561 2
∆ logL/L⊙
BH05-CK03 BH05-AHF11 BH05-KS66
M/M⊙ 1Myr 5Myr 10Myr 1Myr 5Myr 10Myr 1Myr 5Myr 10Myr
0.010 − − − −0.01 − − −0.04 − −
0.050 − − − −0.00 0.00 0.00 0.03 0.00 0.01
0.100 − − − 0.01 0.00 0.00 0.05 0.02 0.03
0.200 − − − 0.00 0.01 0.01 0.02 0.03 0.04
0.400 − − − 0.00 0.00 0.00 0.01 0.02 0.03
0.600 0.00 0.03 0.03 0.00 0.01 0.00 0.01 0.03 0.03
0.800 0.00 0.02 0.02 0.02 0.00 0.01 0.01 0.02 0.03
1.000 0.00 0.01 0.01 0.01 0.02 0.03 0.01 0.02 0.03
1.500 0.00 0.02 0.01 0.01 0.03 0.02 0.02 0.04 0.04
2.000 0.01 0.02 0.00 0.01 0.03 0.00 0.02 0.06 0.00
Table 1.2: Differences in effective temperature (upper table) and luminosity (bottom table)
between the non-grey reference set of models (BH05) and the CK03, AHF11, and KS66 ones, as
shown in Fig. 1.2. The differences are given for the models corresponding to 1 Myr, 5 Myr, and
10 Myr.
there is an interval of τ values where the KS66 T − τ is quite close to the BH05 one:
10−2 . τ . 5 for 4000K . Teff . 5700 K and 10
−1 . τ . 1 for 3000K . Teff .
Notice also that for τ ≈ 1, the structures are only marginally affected by the
different gravity. Thus, the use of a simple T − τ relation independent of g (just
like the KS66) is a quite reliable approximation for τ ∼ 1. Large differences between
the two T−τ profiles are present for τ & 5 - 10, and in this case also surface gravity
partially modifies the T −τ profile, especially in the case of cool objects. From this
comparison it emerges that the simple KS66 relation should be used for different
Teff only in a limited range of τ (i.e. 0.1 . τ . 1); in particular, the adoption of
τ = 2/3 for the KS66 seems to be the best choice in the whole Teff range I analysed.
1.2.2 Convection
Pre-MS stars are, during their early evolutionary phases, cold and expanse objects.
In such conditions, the matter becomes unstable for convective motions in almost
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ZAMS
BH05-CK03 BH05-AHF11 BH05-KS66
M/M⊙ ∆Teff ∆ logL/L⊙ ∆Teff ∆ logL/L⊙ ∆Teff ∆ logL/L⊙
0.010 − − − − − −
0.050 − − − − − −
0.100 − − 15 0.01 97 0.04
0.200 − − 30 0.01 229 0.10
0.400 − − 28 0.01 165 0.06
0.600 26 0.00 35 0.01 91 0.01
0.800 13 0.00 51 0.00 79 0.01
1.000 51 0.00 60 0.00 138 0.00
1.500 0 0.00 0 0.00 2 0.00
2.000 1 0.00 5 0.00 13 0.00
Table 1.3: Differences in effective temperature and luminosity between the non-grey reference
set of models (BH05) and the CK03, AHF11, and KS66 ones, as shown in Fig. 1.2, for the ZAMS
models.
all the structure, so that convection becomes the main source of heat transport
towards the stellar surface. Moreover, depending on the mass and chemical com-
position, convective envelopes are present also as the star approaches the ZAMS.
Thus, the treatment of convective heat transport plays a crucial role in determin-
ing the characteristic of pre-MS stars.
A complete and detailed method to describe convection in stars should relies on
hydrodynamical simulations of turbulent fluids. Such simulations have been par-
tially carried out in recent years, but only for small fraction of the stellar structure,
and never for the computation of a complete stellar evolutionary sequence, essen-
tially because the computational complexity that the simulations require (see e.g.,
Nordlund, 1982; Freytag et al., 2002; Ludwig et al., 2002; Collet et al., 2007; Beeck
et al., 2012, and references therein). Given this situation a much more simplified
approach to solve the problem is commonly adopted, through mono-dimensional
and time-independent formalisms.
The most largely used convection treatment is theMixing Length Theory (MLT),
which relies on the formulation proposed by Bo¨hm-Vitense (1958). In this form-
alism, convection is treated as two columns of matter, one hot that is rising and
the other cold that is sinking, so that the total flux of matter is zero. The heat
transported by the hot rising matter is released as the gas mixes with the sur-
rounding environment. The mean path travelled by the upward moving matter
(mixing length) can not be obtained a priori in this scheme but it is assumed to
be a multiple of the pressure (or density) length scale, thus it is given by (using
the pressure scale Hp),
ℓ = αMLHp (1.12)
where αML is a free parameter (mixing length parameter). I want to emphasize that
the MLT gives only an averaged efficiency of convective energy transport. Indeed,
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Figure 1.3: Comparison between the T−τ profile obtained from the grey KS66 and the non-grey
BH05 atmospheric models. The comparison is shown for different effective temperatures (Teff =
2000, 3000, 4000, 5000, and 5700 K). In the case of BH05 two gravity values (log g[cms−2] = 3.0
and 4.5) representative of Hayashi track and ZAMS models are also shown.
it completely neglects the spectral distributions of the turbulent eddies, which
defines the dimensions of convective cells. Convective cells are supposed to have
an averaged dimension given by ℓ.
Within the MLT formalism, the temperature gradient actually present in a region
of the star (∇ ≡ ∂ log T/∂ logP ) can be obtained by solving the following cubic
equation (see e.g. Cox & Giuli, 1968),
ξ1/3 +Bξ2/3 + a0B
2ξ − a0B2 = 0 (1.13)
ξ
def
=
∇rad −∇
∇rad −∇ad (1.14)
where a0 ≡ 9/4 is a geometrical factor, ∇ad, and ∇rad are, respectively, the adia-
batic and radiative gradients, and B is a coefficient that depends on the difference
between the radiative3 and adiabatic gradient and on the ratio between the con-
vective and radiative conductivity. It is interesting to write explicitly B in order to
underline its dependency on several physical quantities, such as the temperature T ,
pressure P , gravity g, and in particular on the opacity of the gas (Rosseland mean
opacity, κR) and on the quantities obtained from the equation of state (density ρ,
3∇rad ≡ 364piσsbG κRLPmT 4r4 (see e.g., Cox & Giuli, 1968).
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specific heat cP, adiabatic gradient, molecular weight µ, and their derivatives),
B
def
=
[A2
a0
(∇rad −∇ad)
]1/3
(1.15)
A
def
=
√
QρP 3
2
cPκR
48σsbgT 3
α2ML (1.16)
Q
def
= − ∂ log ρ
∂ log T
∣∣∣
µ, P
− ∂ log ρ
∂ log µ
∣∣∣
T
∂ log µ
∂ log T
∣∣∣
P
(1.17)
Once eq. (1.13) has been solved, the temperature gradient in the star is given by
the relation,
∇ = (1− ξ)∇rad + ξ∇ad (1.18)
Since ξ ∈ [0, 1], it results that in the case of convective regions, the temperature
gradient is forced to lies between the adiabatic and radiative one, i.e. ∇ad . ∇ .
∇rad. The two limiting cases correspond to high convection efficiency (ξ ≈ 1,
∇ ≈ ∇ad) and low convection efficiency (ξ ≈ 0, ∇ ≈ ∇rad). It is useful to define
also the super-adiabaticity, ∇ − ∇ad, as the difference between the real and the
adiabatic gradient.
The value of ∇ is strongly correlated to the physical conditions of the region
considered, and it can varies abruptly inside a star depending on its mass. In
order to investigate in a more quantitative way the dependency of ∇ on the various
quantities given in eqs. (1.15) - (1.17), I considered three points along the evolution
of a pre-MS stars, namely a cold and expanse structure at the beginning of the
Hayashi track, the point at the age of 1 Myr, and the ZAMS model, for stars of
0.01, 0.1, 1.0, and 7.0 M⊙. Figure 1.4 shows the profile along the entire structure
of ∇(thick grey line) and ∇ad (dashed black line) at such selected points. With
the purpose of making a sensitivity analysis, hence to show the dependence of ∇
on the coefficients (κ, cP, ∇ad, and αML) in eqs. (1.15) - (1.17) in different masses
and/or evolutionary phases, I evaluated the effect of changing of 10%, separately,
κR, cP, ∇ad, and αML, by keeping fixed the temperature and pressure in each mass
shell to their original (reference) values. Thus, I computed the relative difference
between the new ∇ value obtained solving eq. (1.13) and the reference one.
First of all it is evident that in the case of very low-mass stars (M . 0.1 M⊙),
∇ ≈ ∇ad in the whole structure. Due to the large densities involved, even a
small super-adiabaticity guarantees the required amount of heat transported by
convection (Q = CP∆T ∝ ρcP∇). When this happens, ∇ is determined essentially
by the EOS through ∇ad and it is independent of the other quantities. As the star
mass increases, the structure gets progressively less dense (e.g. for M = 1 M⊙). The
interior are still adiabatic, while in the envelope the situation is different depending
on the evolutionary phase. In the first evolution along the Hayashi track it is
sensitively over-adiabatic. However, as the structure contracts, the region where
∇ > ∇ad withdraws towards the most external layers. In all the regions where
∇ > ∇ad the temperature gradient is quite sensitive to the EOS, opacity, and αML.
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Figure 1.4: Profile of the temperature gradient ∇ (thick-grey solid line) and the corresponding
value of ∇ad (thick-black dashed line) along the whole structure of models with different masses
(M = 0.01, 0.10, 1.0, and 2.0 M⊙) at the beginning of the Hayashi track (left panels), at the age
of 1 Myr (central panel), and for the ZAMS (right panels). The relative difference between the
actual value of ∇ and the one obtained if κR, ∇ad, cP, and αML are changed by ±10% in each
point of the star is also shown.
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Figure 1.5: Effect on the tracks position in the HR diagram of the adoption of two different
values of the mixing length parameter, namely αML = 1.68 (reference value) and αML = 1.00 for
stars in the mass range [0.01, 2.0] M⊙. The models corresponding to 1 Myr, 5 Myr, and 10 Myr
are also shown.
Notice that for M = 1M⊙ the inner region are radiative, so, ∇ = ∇rad < ∇ad; in this
case ∇ ∝ κR. For larger masses (M & 1 M⊙) the temperature gradient evolves in a
different way. After the evolution along the Hayashi track (fully convective star),
the structure arrives in ZAMS with a convective (adiabatic) core and a radiative
envelope. The temperature gradient in the envelope depends only on the opacity
and not on αML.
In order to emphasize the dependency of the models on αML, I show in Fig. 1.5
two sets of tracks computed adopting αML = 1.0 and 1.68. From the discussion
above it should be easy to understand the different effect of αML on different
evolutionary phases. In particular it is evident that for M . 0.4 M⊙ only the first
evolution along the Hayashi track depends on αML. In the interval 0.6 . M/M⊙ .
1.0 the whole evolution up to the ZAMS depends on the mixing length parameter,
while for M & 1.5 M⊙ the ZAMS is completely unaffected by the choice of αML.
It can be worth to quantify also the effect of the adoption of different αML on
the age and mass determination, given a point in the HR diagram. I show in Fig.
1.6 a set of models computed with αML = 1.68 in the mass range (0.6 - 1.0 M⊙)
with over imposed a 0.8 M⊙ and 1.0 M⊙ track with αML = 1.0. I also show the
points where the αML = 1.0 tracks achieve the same luminosity and temperature
of the αML = 1.68 models. It is evident that the same position in the HR diagram
can be obtained with different masses and ages, as shown in Table 1.4. Notice the
large differences both in ages (about 30 - 40% after 1 Myr), and in mass (about
0.2 M⊙).
From the previous example it turns out the importance of using a suitable
value of αML. Thus, it can be useful to discuss the choice of αML, which, as already
stated, is a free parameter that has to be calibrated. There are at least two main
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Figure 1.6: Effect of the adoption of two values of αML on the mass determination for a given
luminosity and effective temperature in the HR diagram for models with αML = 1.68 (blue-dotted
line, M = 0.6 - 1.0 M⊙) and αML = 1.00 (red-solid line, M=0.8 and 1.0 M⊙). The points where
αML = 1.00 and αML = 1.68 models achieve the same logL/L⊙ and logTeff are shown too (black
circles).
M/M⊙ point M/M⊙ ∆t[yr]/t[yr]
(αML = 1.00) (αML = 1.68)
0.8 a 0.6 +45%
b 0.7 +29%
c 0.8 +25%
1.0 d 0.7 +53%
e 0.8 +37%
f 0.9 +43%
g 1.0 +39%
Table 1.4: Age and mass difference for the models shown in Fig. 1.6 (αML = 1.00 and 1.68)
at the labelled points in the HR diagram. The age difference is defined as ∆t[yr] = tα 1.00[yr] −
tα 1.68[yr].
techniques that can be followed: 1) MS or RGB4 (red-giant branch) calibration and
2) solar calibration.
In the first case, a direct comparison between theoretical models and observed
cluster stars colour is performed. One possibility is to obtain the most suitable
mixing length parameter by imposing to reproduce the color of the part of the MS
4RGB stands for Red Giants Branch, which are post-MS expanse stars.
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populated by stars with convective envelopes. This correspond approximatively to
the mass interval 0.6 . M/M⊙ . 1.2, for solar metallicity stars. Indeed, for higher
masses the convective envelope disappears, while for M . 0.6 M⊙ the convection
becomes essentially adiabatic and does not depend on the choice of αML (see Fig.
1.4). Another possibility is to compare models with observed RG stars in the CMD5.
Such stars have thick and expanse convective envelopes and populate a region
almost vertical in the CMD, thus their color index6 strongly depends on αML. Of
course this method can be applied only if red giant branch is actually present and
if it is populated by a large sample of stars (e.g. globular clusters).
A completely different method consists in fitting the solar radius. Indeed, the
Sun has a convective envelope that extends down to about 0.7 R⊙ (Rbce/R⊙ =
0.713 ± 0.001, see e.g., Basu & Antia, 1997), which makes the solar radius (ob-
tained from stellar evolution computation) sensitive to the adopted mixing length
parameter. I performed the calibration of αML,⊙ by computing a standard solar
model with PROSECCO. It consists in a 1 M⊙ model that at the age of 4.57 Gyr must
reproduce the surface observables of the Sun, which are the luminosity, radius, and
(Z/X)surf,⊙, within a given tolerance (∆ logL/L⊙ ≤ 10−5, ∆R/R⊙ ≤ 10−4, and
∆(Z/X)surf/(Z/X)surf,⊙ ≤ 4×10−4). For (Z/X)surf,⊙ I adopted the recent determ-
ination by Asplund et al. (2005) (see Section 1.3.3).
As shown in the previous section, the adoption of different BCs affect the position
of 1 M⊙ in ZAMS; the solar model is affected too. To this regard I computed solar
models for the aforementioned boundary conditions, namely BH05, CK03, AHF11,
and KS66. The resulting evolutionary tracks corresponding to the solar model are
shown in Fig. 1.7. The main effect of the BC is to shift the effective temperature;
so, it is expected that different αML values are required to reproduce the position
of the Sun in the HR diagram if different BCs are adopted.
The models with different BCs are constructed to reproduce the position of the
Sun in the HR diagram, so the corresponding ZAMS are very close. However, the solar
calibration does not assure the Hayashi tracks to be similar. Indeed, the differences
in effective temperature among models computed with different BCs/αML are clearly
visible in Fig. 1.7. The largest discrepancy occurs between the KS66 and AHF11
at about 1 Myr (∆Teff ≈ 90 - 100 K). Notice also that the four models tend to
converge at the base of the Hayashi track (∼ 10 Myr), when the model develops
a radiative core. Indeed, the effective temperature differences decreases rapidly to
about ∆Teff ≈ 50 K at the age of 10 Myr. Only the AHF11 model shows a peculiar
behaviour, being in this point the more distant from the other.
I want to emphasize also that the adoption of a solar calibrated value of αML
helps to reduce the differences in effective temperature near the ZAMS of models with
(non adiabatic) convective envelopes computed using different boundary conditions
(i.e. 0.6 . M/M⊙ . 1.2).
5CMD stands for Colour-Magnitude Diagram.
6The color index is the difference between the star magnitudes in two different photometric
bands. It is related to the stellar effective temperature.
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Figure 1.7: Comparison between 1 M⊙ tracks computed adopting the solar calibrated value of
αML as obtained from the adoption of the BH05, CK03, AHF11, and KS66 boundary conditions.
The models corresponding to 1 Myr (filled-circle), 5 Myr (filled-triangle), 10 Myr (filled-square)
and the position of the Sun (⊙) are also shown.
As a concluding remark, it is worth to notice that, however obtained, the calib-
rated mixing length parameter is then used also for stars with different masses and
in different evolutionary phases. Although this is a commonly adopted procedure,
one has to pay attention to use the calibrated αML also for other stars. Indeed, there
is no reason to assume αML to be the same independently of the mass, evolutionary
phase, and/or chemical composition. On the contrary, there are hints of a possible
dependence of αML on the mass effective temperature and gravity, as suggested by
observations (see e.g., Chieffi et al., 1995; Morel et al., 2000; Ferraro et al., 2006;
Yıldız, 2007; Piau et al., 2011; Bonaca et al., 2012) or detailed hydrodynamical
simulations (see e.g., Ludwig et al., 1999; Trampedach, 2007). Moreover, many
authors as already pointed out the necessity of a lower convection efficiency with
respect to the solar calibrated one to reproduce the observed radius of pre-MS
binary systems (see e.g., Mathieu et al., 2007; Gennaro et al., 2012, and references
therein and Chapter 2): these comparisons seem to privilege αML ∼ 1. Such a
low-αML value is suggested also by the analysis of surface
7Li abundances in young
open clusters, as I will discuss in more detail in Chapter 3.
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1.3 Micro-physics
1.3.1 Equation of state
The Equation Of State (EOS) supplies all the thermodynamical quantities required
for the integration of a stellar structure. During their evolution, stars with different
masses span a wide range of temperatures and densities, therefore, in order to
compute stellar models, it is necessary the use of an accurate EOS for the whole
range of temperature and densities covered by the calculations. The accuracy of
the EOS becomes particularly important in low-mass and cold models, due to the
role played by partial ionization, pressure ionization and dissociation. A detailed
treatment of the partially ionized regimes is very important since it affects the
extension of the convective envelope and, concerning pre-MS models, the shape
of the tracks, where the model leaves the Hayashi track and move towards higher
effective temperatures (D’Antona, 1993). In the case of high density, the EOS must
account for many non ideal effects, not least the ionization pressure and dissociation
(e.g. Saumon et al., 1995). In addition, in low-mass stars the convective transport
is almost adiabatic even in the outer envelope, due to the high density of matter
(see discussion in Sect. 1.2.2). In this case the effective temperature and the radius
are essentially determined by the adiabatic gradient provided by the EOS.
In the last 20 - 30 years, several EOS have been developed for stellar compu-
tations. The principal difference among the EOS relies on the scheme adopted to
describe the matter in stellar condition. Generally two different schemes are adop-
ted: the physical and the chemical picture (see e.g., Trampedach et al., 2006). In
the former, the electrons and nuclei are considered as the fundamental constitu-
ents of the gas, which interact themselves through the coulombian potential. A
complete description of the gas of interacting particles is then achieved by solving
the Schroedinger equation for a many-body system, providing the bound states
(atoms, ions and molecules) and the free electron states. The advantage of this
approach is to solve simultaneously both the statistical and quantum problem, giv-
ing thus a complete and rigorous treatment of the gas. However, a disadvantage is
the numerical and computational complexity of the method, which can be hardly
applied to high-density low-temperature regimes. Nevertheless, this method has
been successfully applied to compute the OPAL EOS (Rogers et al., 1996; Rogers
& Nayfonov, 2002) in a very wide range of temperature and density suitable to
model stars greater than about 0.1 M⊙ (the exact value depending on the chemical
composition and on the evolutionary phase).
A more simple way to obtain a description of the gas is based on the chemical
picture. In this case, atoms, molecules, and ions are the fundamental particles
which interact through pair-potentials. Given the description of the gas, the solu-
tion is achieved first by solving the quantum problem and then by populating the
states via statistical mechanics. The method consists in computing the free energy
as a function of temperature, density and species number. Then, the equilibrium
is obtained by minimising the free energy. This gives the equilibrium concentra-
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EOS definition units
T temperature K
P total pressure erg cm−3
ρ density gr cm−3
cP specific heat at constant P erg gr
−1 K−1
∇ad adiabatic gradient -
µ mean molecular weight -
Γ1 ∂ logP/∂ log ρ|S -
χρ ∂ logP/∂ log ρ|T -
χT ∂ logP/∂ log T |ρ -
Table 1.5: Thermodynamic quantities used in the FRANEC code.
tion of each specie and by deriving the free energy also all the thermodynamical
quantities. This technique has several advantages with respect to the physical pic-
ture, being computationally less complex and giving the possibility to be applied
to high-density and low-temperature regimes, which, at present, are not covered
in the physical picture. A disadvantage is the need for ad hoc pair-potential, pres-
sure ionization, and non-ideal effects, for the interacting species, which has to be
introduced in an heuristic way. Examples of still largely used EOS computed in the
chemical picture are FreeEOS (Irwin, 2004), the MHD (Hummer & Mihalas, 1988;
Mihalas et al., 1988; Daeppen et al., 1988), the PTEH (Pols et al., 1995) and the
SCVH95 (Saumon et al., 1995), the latter being widely used for the computations
of low- and very-low-mass stars.
Given the complexity of the EOS computation, generally, the EOS is supplied
to the evolutionary code as pre-computed tables to be interpolated. The models I
discuss in this PhD work have been mainly computed by adopting the most recent
version of the OPAL EOS7, released in 2006 (OPAL06), which at present is the most
reliable, accurate, and complete equation of state available. As anticipated above,
such an EOS is available in a wide temperature range, i.e. 1870K ≤ T ≤ 2× 108K,
and pressure range, −3 ≤ logPg[erg cm−3] ≤ 24 depending on T . The validity
range of the OPAL06 EOS is shown in Fig. 1.8, where I plotted also the evolution
of the centre (thick red line) and of the bottom of the atmosphere (thick blue line)
for models with different masses (0.2, 1.0 and 7.0 M⊙) from the early pre-MS to
the ZAMS phase. The entire structure for the ZAMS models are shown, too.
The OPAL06 EOS is released as tables that contain the thermodynamical quant-
ities of the gas, i.e. without the contribution of the radiation, computed for several
temperatures, chemical compositions, and densities. The tables are available for a
mixture of hydrogen (X), helium (Y ) and metals, namely 5 hydrogen abundances
X = 0.0, 0.2, 0.4, 0.6, 0.8 and 3 metallicities Z = 0.00, 0.02, 0.04.
In order to use the EOS in the evolutionary code, the OPAL06 tables have to be
converted in a suitable format and the contribution of the radiation to the thermo-
7The OPAL EOS tables are available at the url http://opalopacity.llnl.gov/EOS 2005/.
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Figure 1.8: Validity domain of the OPAL06 EOS (shaded area) in the (logT , logPg) plane with
over plotted the temporal evolution of the bottom of the atmosphere (τph=10, thick blue line)
and the stellar centre (thick red line) for 0.2, 1.0, and 7 M⊙. The whole structure for the ZAMS
models are also shown.
dynamical quantities has to be added. First of all I used as independent quantities
the temperature (T ) and the gas pressure (Pg). I built new EOS tables interpolating
the OPAL06 EOS (pure gas) on a finer grid of pressure, spaced by ∆ logP = 0.05.
This step helps to avoid the introduction of additional errors coming from the EOS
interpolation inside the evolutionary code. The second step consists in adding the
contribution of the radiation, and computing all the thermodynamical quantities
needed (see Table 1.5). This procedure is described in detail in Appendix A.1
Once the tables containing gas plus radiation have been developed, a further
interpolation of the EOS at the required value of the initial metallicity Z of the star
has been performed. In conclusion the EOS table provided to the code contains
the thermodynamical quantities computed for 5 hydrogen abundances, for several
value of Pg and T (to be interpolated in the code) for a given Z. To this regard,
it is worth noticing that the metallicity changes during the star evolution because
of nuclear burning and/or diffusion/mixing. However, during the pre-MS and MS
phases it is generally accepted to adopt an EOS with a constant value of Z, i.e.
equal to the initial metallicity used for the star. The reason to proceed in this
way is the negligible dependency of the equation of state on the metallicity. I
checked this statement computing the EOS for two different Z values, Z = 0.02
and Z = 0.00. I found that the thermodynamical quantities used in the code are
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quite insensitive to the adopted Z, showing discrepancies of less than 2 - 3 % (see
also Chabrier & Baraffe, 1997). Consequently, due to the small dependency on Z
and the large computational time that would be required to re-compute the EOS
for each value of Z, I followed the common approach of neglecting the changes in
Z in the EOS.
As clearly visible from Fig. 1.8, the OPAL06 EOS does not cover the entire
parameter space required to compute the evolution of very-low mass stars, i.e. M
. 0.1 M⊙. Indeed, referring to the figure, the ZAMS structure of a 0.2 M⊙ is barely
enclosed inside the OPAL06 ranges. This is a limitation of such an EOS. In order
to overcome this problem, I extended the EOS tables by means of the SCVH95 EOS
(Saumon et al., 1995). Such an EOS is largely used for the computation of very-
low mass stars, brown dwarfs, and planetary models, being able to reach very-low
temperatures (few hundreds of kelvin) and relatively high densities.
The SCVH95 EOS consists of pure hydrogen and pure helium tables without the
inclusions of metals; however, as already stated, the lack of metals in the EOS only
marginally affects the thermodynamic quantities (during pre-MS and MS) and it can
be neglected. The SCVH95 EOS accounts for molecular, neutral, and ionized hydro-
gen (H2, H, and H
+), plus free electrons coming from the hydrogen ionization, and
neutral, and ionized helium (He, He+, and He2+), plus helium ionization electrons.
The interaction between helium and hydrogen species is not considered at this
stage of the EOS computation8. The SCVH95 EOS is available in a temperature range
log T [K] ∈ [2.10, 7.06], which roughly corresponds to 126K . T . 1.14×107K, and
4 ≤ logPg[erg cm−3] ≤ 19, the pressure upper limit depending on the temperature.
Radiation is not included in the available tables.
With the aim of extending the OPAL06 EOS, the SCVH95 original tables have
been interpolated on the OPAL06 grid of temperature and pressure in those region
where the two EOS overlap, i.e. 1870K ≤ T ≤ 1.14× 107K. Out of this region the
SCVH95 (T < 1870 K) and the OPAL06 (T > 1.14 × 107 K) temperature grid has
been, respectively, adopted. The pressure grid spacing is kept fixed to ∆ logP =
0.05 even for the SCVH95 EOS.
The construction of the SCVH95 EOS tables requires a different method with
respect to the construction of the OPAL06 ones, because the latter one is available
for a mixture of hydrogen and helium, while the former not. Hence, the pure
hydrogen and pure helium SCVH95 tables have to be combined in order to obtain
the same mixture of H and He used for the OPAL06. This has been done adopting
the additive-volume rule (for more details see Appendix A.1). This method relies
on the assumption that extensive quantities like volume, mass, energy, entropy,
particles number, etc. . . are additive when two or more particles systems are
combined together. On the contrary, temperature and pressure do not change if
such systems, in equilibrium, are merged (intensive variables). These assumptions
are exactly true for ideal, identical, and non-interacting particles, while they are
only an approximation for real systems. However, this method has been largely
8The mixing of H and He species is accounted for in the mixing entropy (see Appendix A.1).
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used and tested by other authors and it is generally adopted (see e.g., Fontaine
et al., 1977; Dorman et al., 1991; Saumon et al., 1995).
Once the tables for a mixture of helium and hydrogen have been created (and
radiation contribution has been added too), the SCVH95 and OPAL06 EOS have been
joint together. As a first step, I tried to simply attach the two EOS without per-
forming a smooth transition. In this case, there is a sharp change in the EOS passing
from the OPAL06 to the SCVH95, which results in discontinuities along the stellar
structure that eventually lead to poorly convergent model. Such discontinuities are
clearly visible in Fig. 1.9, which shows the relative differences between the OPAL06
and SCVH95 EOS for the density ρ, the specific heat cP, the adiabatic gradient ∇ad,
the adiabatic exponent Γ1 and the pressure derivatives with respect to the density
(χρ) and the temperature (χT ) in the whole region where the two EOS overlap.
Notice that, as expected, the largest differences occur at low-temperatures and
high-pressures where non-ideal effects become more and more important. The dis-
crepancies are particularly large in the cases of adiabatic gradient and specific heat
(about ±20%) in those region that roughly correspond to the (dissociation) ioniz-
ation region of hydrogen and helium. Indeed, these processes absorb energy and
increase the particles number, leading to the increase of the specific heat and the
decrease of the adiabatic gradient, which reach, respectively, their maximum and
minimum. Thus, it is not surprising that the different treatment of processes like
dissociation and ionization (in particular pressure ionization) in the two EOS leads
to large differences for what concerns ∇ad and cp (also χT , Γ1). On the contrary,
the other quantities (i.e. ρ, χρ, µ) are less affected, and are much more similar in
the two EOS (±5 - 10%).
Given the large difference between the two EOS, a smoothing procedure between
the tables has been used. To this purpose, I adopted a method similar to the one
presented in Paxton et al. (2011). First I defined a ’smoothing region’ (s.r.), which
is a region close to the border of the OPAL06 tables where the SCVH95 is defined too.
Within such region I built a distance d = d(T, P ) which varies in the interval [0,
1]: d = 0 and d = 1 represents, respectively, the lower and the upper border of the
smoothing region where the resulting EOS coincides with the OPAL06 (d = 0) and
SCVH95 one (d = 1). For 0 < d < 1 a combination of the two EOS is adopted. The
distance d, defined in the (log T , logP ) plane, has been obtained by evaluating the
following quantity,
d =
√
(log T − log T0)2 + (logP − logP0)2
∆
(1.19)
∆ =
√
(log T1 − log T0)2 + (logP1 − logP0)2 (1.20)
where T0 = T0(T, P ), T1 = T1(T, P ) are respectively the lower and upper temper-
ature that lie, respectively, on the lower boundary (OPAL06 EOS) and on the upper
boundary (SCVH95) of the smoothing region for a fixed P . P0 = P0(T, P ) and
P1 = P1(T, P ), are the lower and upper pressure (on the boundaries) at a fixed T .
To make much more clear the definition of T0, T1, P0, and P1, Fig. 1.10 shows a
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Figure 1.9: Relative differences between some thermodynamic quantities obtained from the
OPAL06 and SCVH95 EOS in the overlapping region. The six panels show, from the top right
side, the density ρ, specific heat cP, adiabatic gradient ∇ad, adiabatic index Γ1, and pressure
derivatives with respect to density χρ and temperature χT . These quantities have been computed
for Z = 0.0 and X = 0.6. The thick solid line delimits the smoothing region where the two EOS
have been merged, see text.
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Figure 1.10: Graphical representation of the definition of P0, P1, T0, and T1 for a given point
(T , P ). The region enclosed between the solid lines defines the smoothing region where the
OPAL06 and SCVH95 EOS have been joined.
graphical example of how they are obtained for a given point in the (log T , logP )
plane.
Given the distance d, I defined the smoothing function SF = SF (T, Pg) in the
following way,
SF (T, P ) =
1
2
(1− cos π d) (1.21)
With these definitions, the EOS in the smoothing region is given by the following
expression,
EOSj(T, P ) = SF × EOSscvhj (T, P ) + (1− SF )× EOSopalj (T, P ) (1.22)
where the index j denotes the quantity to be smoothed (ρ, µ, cP, ∇ad . . .).
I want to emphasize that the EOS must satisfy some consistency conditions,
which derive by the fact that thermodynamic quantities are strongly correlated.
Such conditions9 can be expressed in the following way (see e.g., Timmes & Swesty,
2000),
P = ρ2
∂U
∂ρ
∣∣∣
T
+ T
∂P
∂T
∣∣∣
ρ
(1.23)
T
∂S
∂T
∣∣∣
ρ
− ∂U
∂T
∣∣∣
ρ
= 0 (1.24)
∂S
∂ρ
∣∣∣
T
+
1
ρ2
∂P
∂T
∣∣∣
ρ
= 0 (1.25)
9Such conditions can be easily obtained from the first principle of thermodynamics combined
with the fact that the entropy is an exact differential.
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where by S and U I indicate, respectively, the entropy and the internal energy
(per gram). Equations (1.23) - (1.25) are satisfied in the case of the OPAL06 and
SCVH95 EOS, but they must also hold in the smoothing region, where the two EOS
are merged. As a consequence of this fact, the smoothing function SF can not
be applied directly to each single quantity given by the EOS (i.e. density, entropy,
energy, and their derivatives) but to a combination of them in order to guarantee
the validity of eqs. (1.23) - (1.25). The consistency relations allow to compute ρs.r.
and (∂U/∂ρ)s.r.T in the smoothing region, in the following way,(
ρ2
∂U
∂ρ
∣∣∣
T
)s.r.
= SF ×
(
ρ2
∂U
∂ρ
∣∣∣
T
)scvh
+ (1− SF )×
(
ρ2
∂U
∂ρ
∣∣∣
T
)opal
≡
≡ A (1.26)( 1
ρ2
∂P
∂T
∣∣∣
ρ
)s.r.
= SF ×
( 1
ρ2
∂P
∂T
∣∣∣
ρ
)scvh
+ (1− SF )×
( 1
ρ2
∂P
∂T
∣∣∣
ρ
)opal
≡
≡ B (1.27)
∂P
∂T
∣∣∣s.r.
ρ
= SF × ∂P
∂T
∣∣∣scvh
ρ
+ (1− SF )× ∂P
∂T
∣∣∣opal
ρ
≡
≡ C (1.28)
while the other quantities can be obtained directly using eq. (1.22).
By solving such equations one obtains both ρs.r. and (∂U/∂ρ)s.r.T , which are
given by,
ρs.r. =
√
C
B
(1.29)
∂U
∂ρ
∣∣∣s.r.
T
=
A× B
C
(1.30)
Once the density, energy, entropy and their derivatives in the smoothing region have
been calculated, it is easy to obtain all the thermodynamic quantities required to
compute stellar models and listed in Table 1.5 (see Appendix A.1).
I checked the dependency of the EOS on the consistency conditions, by com-
puting the EOS using only eq. (1.22) and totally neglecting eqs. (1.23) - (1.25). I
compared such an EOS with the one that satisfies eqs. (1.23) - (1.25). I found that
the variation of each thermodynamic quantity due to the lack of the consistency
conditions is very small (well below 0.1%) in the whole smoothing region, and,
consequently, the net effect on the tracks is, completely negligible. This result is
probably due to the fact that the majority of the quantities already satisfied the
consistency relations without imposing it. Indeed, only ρ and (∂U/∂ρ)T have to
be treated in a peculiar way. However, (∂U/∂ρ)T has not been used nor in the
evolutionary code neither in the computation of other thermodynamic quantity,
and the density in the OPAL06 and SCVH95 EOS tables is not so different (in the
s.r.) for a given (T , P ) (see Fig. 1.9). Consequently, in this case, the level of
inconsistency in the EOS tables is very low, even if eqs. (1.23) - (1.25) are not used
at all.
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Figure 1.11: Effect of ∆ logPsr on the tracks location in the HR diagram (left panels) and in
the (log t[yr], logL/L⊙) (right panels) plane, for models in the mass range [0.005, 0.5] M⊙.
Another point that deserves to be discussed is the choice of the smoothing
region, and in particular the extension of the region where the two EOS are merged.
Assuming the OPAL06 EOS to be reasonably correct in the whole (T , P ) range where
it is available, I adopt its maximum pressure for a given temperature Pmax(T ) as
the upper border of the smoothing region. From this curve, the lower border has
been obtained simply by decreasing Pmax(T ) by a constant quantity (∆ logPsr).
The choice of this parameter is not univocal, and significantly affects the resulting
EOS and consequently the evolutionary tracks. In order to choose the most suitable
value, I explored the possibility of varying this parameter in the interval ∆ logPsr ∈
[0.3, 2.0] dex. I also tried to adopt lower values, i.e. ∆ logPsr ≤ 0.3 dex, but the
resulting EOS changes too much rapidly in the smoothing region causing problems
in the convergence of the models. Thus, such low values have been ignored.
Figure 1.11 shows the effect of the adoption of different ∆ logPsr on the tracks
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in the HR diagram and in the (log t[yr], logL/L⊙) plane. To make more clear
the comparison, I plotted also the tracks computed using the OPAL06 EOS (thick
red-dashed line) and the SCVH95 EOS (thick black-dashed line). The two EOS have
been obtained from the original tables following the method described in the text
above and in Appendix A.1. Notice that the OPAL06 and SCVH95 models are quite
different, especially in the case of low-mass stars. This fact underline what already
stressed and show in Fig. 1.9 about the difference between the two equations of
state. I will give a more quantitative analysis of the differences between the models
computed adopting these two EOS afterwards in the text.
The choice of ∆ logPsr does not affect the temporal evolution of the luminosity
of the models (right panels of Fig. 1.11), but it changes the effective temperature
(hence the radius) of the star. Referring to the left panels of the figure, it is evident
that the higher the ∆ logPsr value, and the closer the tracks to the SCVH95 ones.
Indeed, an high ∆ logPsr reduces the region where the OPAL06 EOS is adopted in
favour of the SCVH95. The effect on the track of changing ∆ logPsr depends on the
region in the (T , P ) plane crossed by the structure, which is strongly related to the
mass of the model. In the HR diagram, very-low-mass stars (i.e. M . 0.1 M⊙) are
very sensitive to the ∆ logPsr value in the phases near the bend where the track
moves towards low temperatures. Such dependency rapidly disappears as the stars
decreases its Teff . The effect of modifying ∆ logPsr gets progressively weaker as
the mass increases, at least for ∆ logPsr . 1 dex, and is limited to the region of
the track near the ZAMS. Notice however that, for very high value of ∆ logPsr (i.e.
1.5, 2.0), the effect is significant even for the 0.4 - 0.5 M⊙ models along the whole
Hayashi track and in ZAMS.
A simple explanation of the dependency of the tracks on ∆ logPsr for different
masses and/or evolutionary phases can be given as it follows. In the case of very
low-mass stars, at the beginning of the Hayashi track, the structure lies in the (T,
P) plane covered by the OPAL06 but near to its border. In this phases the track is
consequently strongly dependent on the width adopted for the smoothing region.
As the star evolves and gets denser and denser, the structure crosses the OPAL06
border until it lies almost completely into the SCVH95 plane. In this case, only a
small fraction of the structure (the most exterior layers) lies within the smoothing
region, and the track becomes progressively less sensitive to the value of ∆ logPsr.
For larger masses, the structure gets less dense for a fixed temperature, and the
crossing of the smoothing region occurs in more advanced evolutionary phases.
Hence, in these cases, the Hayashi track is only marginally affected whereas the
track near the ZAMS show a significant dependence on ∆ logPsr. Of course, if the
two EOS are quite similar in the smoothing region, at least in the quantities that
mainly affects the model evolution, the choice of ∆ logPsr is inconsequential (or at
least less important).
As anticipated, it is not easy to firmly state which is the ∆ logPsr best value to
be used. I decided to adopt the following scheme: 1) the SCVH95 tables supply a
tool to extend the OPAL06 EOS ones, where the latter are not available (i.e. for the
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computation of very-low-mass stars, M . 0.1 M⊙), 2) for masses M & 0.2 - 0.3 M⊙
the OPAL EOS is sufficient and probably more correct than the SCVH95 one. With
this in mind, a possible constrain to be used to restrict the ∆ logPsr values is to
assure that for M & 0.2 - 0.3 M⊙ the OPAL06 EOS is actually used. Thus, referring
to Fig. 1.11, this means to exclude ∆ logPsr & 0.8 dex, since, for such values, the
tracks of a 0.3 M⊙ is sensitively affected near the ZAMS. Moreover, the adoption
of ∆ logPsr . 0.4 dex seems to be still not completely satisfactory: indeed, low-
mass stars (0.1 - 0.5 M⊙) show a strange undulation near the region where the
tracks bend towards low temperatures, an effect similar to the one I observed for
∆ logPsr . 0.3, which is the consequence of a too small smoothing region. As a
result, the ”best” ∆ logPsr value that I can obtain from these considerations is
∆ logPsr = 0.6 dex. This value will be adopted as a standard in the following
discussion. Notice that such choice does not affect the morphology of models with
M & 0.3 M⊙, as requested, and produce only a small effect on 0.2 M⊙. In this
case the maximum temperature difference (near the ZAMS) with the OPAL06 model
is about 10 K, hence completely negligible.
Figure 1.12 show the range of validity in the (log T , logP ) plane of the whole
EOS obtained merging the OPAL06 and SCVH95 tables. Over imposed, I also plotted
the (log T , logP ) temporal evolution of the bottom of the atmosphere and of the
stellar centre for 0.01, 0.1, 1.0, and 7.0 M⊙ stars, along with the entire structure for
the corresponding ZAMS models10. From figure it is clearly visible that the bottom
of the atmosphere lies within the boundaries of the OPAL06 tables even in the case
of the coolest models. On the contrary the largest part of the ZAMS structure of
such stars (M . 0.1 M⊙) require the SCVH95 EOS. Notice also that the maximum
temperature of the SCVH95 (log Tmax[K] = 7.06, i.e. Tmax ≈ 1.14×107 K) is not high
enough to cover the centre of stars with mass M & 1M⊙. Given such a situation,
the SCVH95 does not allow to follow the evolution up to the ZAMS of models with
M & 0.7 - 0.8 M⊙ (depending on the chemical composition).
Another point that is important to discuss is the fact that very-low mass stars
may be partially degenerate during their contraction. The degeneracy level can
be estimated by comparing the electrons thermal wavelength λTH with the mean
particle distance d, which are defined in the following way,
d ≡
(µmp
ρ
)1/3
(1.31)
λTH ≡ h
pe
=
h√
3me kB T
(1.32)
µ is the mean molecular weight in unit of the proton mass mp, me is the electron
mass, kB is the Boltzmann constant, h is the Planck constant, and ρ and T are
respectively the gas density and temperature. Since I am interested only in giving
10In the case of M = 0.01 M⊙the tracks is not complete because its evolution has been stopped
at Teff = 2000 K; indeed for lower Teff the BH05 atmosphere models are not available.
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Figure 1.12: Validity domain of the OPAL06+SCVH95 EOS in the (logT , logPg) plane, with
over imposed the temporal evolution of the bottom of the atmosphere (τph=10, thick blue line)
and the stellar centre (thick red line) for 0.01, 0.1, 1.0, and 7 M⊙. The whole structure for the
corresponding ZAMS models are also shown. The shaded green area represents the smoothing
region. The locus where the gas pressure is equal to the radiation pressure is shown too (dashed
line).
an estimation of the region where the electronic degeneration could become im-
portant, I will assume µ = 0.6, thus obtaining the condition11 ρcr = 7.6×10−10T 3/2
gr cm−3, where by ρcr I mean the density for which d = λTH. It is convenient to
define the electron degeneracy factor De = ρ/ρcr; for De ≪ 1 the gas is classical
while for De ≫ 1 it is strongly quantistic. For the scope of the following discus-
sion, I will assume De = 1 as the transition between classical and quantistic regime.
Since we are dealing with electrons, which obey the Fermi-Dirac statistic, the effect
of quantistic interactions means that electrons below the Fermi level are frozen.
This also means in example that the electrons pressure does not depend on the
temperature, but depends only on the density. Thus, the hydrostatic equilibrium
could be obtained, at least in principle, without an increase of the temperature (for
degenerate matter). Degenerate structures keep on contracting until the electrons
pressure halts the contraction. However, I recall that stellar plasma contains also
11Notice than one would obtain the same condition between temperature and density if in
place of comparing the mean particle distance d and the thermal wavelength λTH one would
have used the thermal energy ETH = 3kBT/2 and the Fermi energy, which is defined as µF ≡
h2
2me
(
3ρ
8piµmp
)2/3
.
32 Updating pre main sequence models
Figure 1.13: Internal structure of models in the mass range [0.005, 0.6] M⊙ in the plane (logT ,
log ρ) at the beginning of the Hayashi track (left panel) and in ZAMS/last model (right panel).
The lines where the degeneracy factor De = 1, 10, and 100 are also shown.
ions, which are far from being quantistic (Dp ≈ De(me/mp) ≈ De/2000). They
behave classically, so their temperature increases with pressure.
To clarify this point, I plotted in Fig. 1.13 the internal profile (log T , log ρ) for
several low- and very-low mass models, namely 0.005, 0.01, 0.05, 0.1, 0.2, and 0.4
M⊙ with over plotted the lines where De = 1, which is the point where the ρ = ρcr,
and De = 10 and De = 100, which corresponds to regions where degeneracy gives
an appreciable contribution to the gas properties. From Fig. 1.13 it is clear that
the degeneracy conditions are achieved in the inner regions of very-low mass stars
(M . 0.01 M⊙) even during the first evolutionary models. Then, the degeneracy
level increases in the whole structure as the contraction goes on. Near the ZAMS,
almost the whole structure of models with M . 0.1 M⊙ lies in the region of partial-
degenerate electrons. As expected, the higher the mass and the lower the electron
degeneracy.
Coming back to the adopted EOS, the next point to discuss is the effect of the
EOS on the tracks. First of all I discuss the difference between the OPAL06, SCVH95,
and OPAL06+SCVH95 EOS models at few specific points, namely at the ages of 1, 5,
and 10 Myr and for the ZAMS model. The comparison is shown in Fig. 1.14: the
OPAL06+SCVH95 EOS has been computed adopting ∆ logPsr = 0.6 dex. Table 1.6
shows the differences between OPAL06 and SCVH95, OPAL06+SCVH95 and OPAL06,
and OPAL06+SCVH95 and SCVH95 at the labelled points.
Referring to Fig. 1.14, the temporal evolution of the luminosity for t[yr] & 1
Myr is almost independent of the used EOS. Only very-low mass models are affected
by the EOS during the early pre-MS evolution (t[yr] < 1 Myr), when the structure
is expanse and cold. Regarding the position and morphology in the HR diagram,
it is evident that Teff strongly depends on the adopted EOS. As stated before, part
of the effect comes from the differences for ∇ad and cP among the adopted EOS,
which during the evolution along the Hayashi track play a crucial role. However,
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OPAL06 - SCVH95
∆Teff [K] ∆ logL/L⊙ ∆t/t
M/M⊙ 1Myr 5Myr 10Myr ZAMS 1Myr 5Myr 10Myr ZAMS ZAMS
0.005 − − − − − − − − −
0.008 − − − − − − − − −
0.010 − − − − − − − − −
0.020 −42 − − − 0.059 − − − −
0.050 −35 −31 −21 − 0.022 0.043 0.018 − −
0.100 −45 −28 −21 − −0.011 0.034 0.033 − −
0.200 −24 −38 −35 −16 −0.004 0.011 0.030 0.000 −1.0%
0.300 −12 −23 −28 −17 0.009 0.013 0.013 0.000 0.7%
0.400 −20 −1 −11 −23 −0.009 0.010 0.010 −0.001 0.1%
0.500 −10 6 5 −9 0.014 0.015 0.014 0.005 1.7%
OPAL06+SCVH95 - SCVH95
∆Teff [K] ∆ logL/L⊙ ∆t/t
M/M⊙ 1Myr 5Myr 10Myr ZAMS 1Myr 5Myr 10Myr ZAMS ZAMS
0.005 − − − − − − − − −
0.008 32 − − − 0.036 − − − −
0.010 30 − − − 0.036 − − − −
0.020 0 15 20 − 0.060 0.004 0.014 − −
0.050 −36 −35 −7 − 0.018 0.029 0.005 − −
0.100 −44 −28 −28 26 −0.022 0.034 0.032 0.021 −5.3%
0.200 −24 −38 −35 −28 −0.004 0.011 0.030 −0.009 2.0%
0.300 −12 −23 −28 −23 0.009 0.013 0.013 −0.003 0.4%
0.400 −20 −1 −11 −23 −0.008 0.011 0.010 −0.001 −0.6%
0.500 −10 6 5 −9 0.014 0.015 0.014 0.005 1.7%
OPAL06+SCVH95 - OPAL06
∆Teff [K] ∆ logL/L⊙ ∆t/t
M/M⊙ 1Myr 5Myr 10Myr ZAMS 1Myr 5Myr 10Myr ZAMS ZAMS
0.005 − − − − − − − − −
0.008 − − − − − − − − −
0.010 − − − − − − − − −
0.020 43 − − − 0.001 − − − −
0.050 −1 −3 14 − −0.005 −0.013 −0.013 − −
0.100 0 0 −7 − −0.010 0.000 −0.001 − −
0.200 0 0 0 −12 0.000 0.000 0.000 −0.009 2.9%
0.300 0 0 0 −5 0.000 0.000 0.000 −0.003 −0.3%
0.400 0 0 0 0 0.000 0.000 0.000 0.000 −0.7%
0.500 0 0 0 0 0.000 0.000 0.000 0.000 0.0%
Table 1.6: Differences in effective temperature, luminosity, and age between models computed
adopting in turn the OPAL06 and SCVH95 EOS (upper table), the OPAL06+SCVH95 and SCVH95
EOS (central table), and the OPAL06+SCVH95 and OPAL06 EOS (bottom panel), at few specific
evolutionary models shown in Fig. 1.14.
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Figure 1.14: Effect of the adoption of the OPAL06, SCVH95, and OPAL06+SCVH95 EOS on the
tracks location in the HR diagram (left panels) and in the (log t[yr], logL/L⊙) plane for masses
in the range [0.005, 0.5] M⊙. A few specific points corresponding to 1 Myr, 5 Myr, 10 Myr, and
the ZAMS models are also shown.
the temperature differences are not so big, being about 40 K in the worst cases
(after 1 Myr). Notice also that the SCVH95 and OPAL06+SCVH95 models are not
exactly coincident even in the case of very-low-mass stars, hence when the SCVH95
EOS is used in the largest part of the structure. Small differences both in luminosity
and effective temperature are still present. It is not easy to clearly state the reason
of such a behaviour, but one has to keep in mind that the outer part of the star
is computed with the OPAL06. This region, although very small, is convective
and quite dense, thus the temperature gradient is strongly dependent on the EOS.
Consequently it is not surprising that a model which actually use both the EOS
simultaneously, one in the envelope and the other in the interior, does not lie
exactly on the track corresponding to the one-EOS model.
Before ending this section, I want also to present a comparison between the most
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∆ log Teff [K] ∆ logL/L⊙ ∆t/t
M/M⊙ 1Myr 5Myr 10Myr ZAMS 1Myr 5Myr 10Myr ZAMS ZAMS
0.020 121 173 160 − 0.084 0.149 0.096 − −
0.050 57 57 68 − 0.057 0.041 0.040 − −
0.100 61 46 40 91 0.037 0.036 0.040 0.075 16.2%
0.200 44 58 54 56 0.009 0.028 0.031 0.024 5.4%
0.400 58 29 34 46 0.011 0.014 0.014 0.015 9.3%
0.600 58 37 31 43 0.020 0.005 0.022 0.019 18.3%
0.800 43 44 44 43 0.009 0.012 0.012 0.013 21.1%
1.000 38 53 56 24 0.011 0.012 0.013 0.009 15.9%
1.500 36 56 76 13 0.009 0.014 0.015 0.005 16.6%
2.000 37 129 8 10 0.011 0.016 0.003 0.003 16.8%
2.500 31 6 11 13 0.005 0.002 0.002 0.002 12.2%
Table 1.7: Maximum differences in effective temperature, luminosity, and age between the
models computed adopting the EOS of Fig. 1.15 (see text).
widely used EOS. For such a comparison I choose the OPAL06 EOS and the previous
version released by the same group in 2001 (Rogers & Nayfonov, 2002) (OPAL01),
the SCVH95, the EOS given in Pols et al. (1995) (PTEH95), and the FreeEOS12 de-
veloped by Irwin (2004) (FreeEOS08). The last EOS (FreeEOS) has been computed
adopting the recommended configuration which treat in detail the ionized states
of all the elements included in the mixture (H, He, plus 18 metals, namely C, N,
O, Ne . . . ). According to the author, this configuration is assumed to produce the
more accurate EOS, within the FreeEOS formalism.
The EOS presented have different validity domain, so a sub-sample of models
(M ≥ 0.02M⊙) covering the domain where all the EOS are available have been
computed. Fig. 1.15 shows the comparison between 0.02, 0.05, 0.1, 0.2, 0.4, 0.6,
0.8, 1.0, 1.5, 2.0, and 2.5 M⊙ models in the HR diagram (left panels) and in the
(log t[yr], logL/L⊙) plane. To make the comparison clearer, few specific points
have been plotted along the tracks, namely the points at 1, 5, and 10 Myr besides
the ZAMS model, similarly to Fig. 1.14. Notice that, I do not show the comparison
for M & 3 M⊙, since for these masses the tracks show only a very weak dependence
on the adopted EOS, mainly during the evolution along the Hayashi line, which
however disappear as soon as the star leaves it.
As already noticed, the largest differences occur in the case of low- and very-
low mass stars (top left panel), especially in the HR diagram. Notice that the
FreeEOS08 models are very close if not coincident to the OPAL06 ones for M & 0.1
M⊙, while for very-low mass stars they are much more similar to the SCVH95 ones.
12FreeEOS is a fortran library that allows to compute the EOS with a free energy minimization
technique. The library is thought to be included directly in the code or to be used to compute
EOS tables, which is the way I followed. By adjusting several flags this EOS is able to reproduce
several historical EOS such as the PTEH95, the MHD88.
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Figure 1.15: Comparison between models computed by adopting the labelled EOS, widely used
in the literature, in the HR diagram (left panels) and in the (log t[yr], logL/L⊙) plane (right
panels). The location of 1 Myr, 5 Myr, 10 Myr, and ZAMS models are shown too.
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The PTEH95 produces the coolest models in the whole mass range analysed. To this
regards it it important to notice that the PTEH95 uses a very rough approximation
about the pressure and partial ionization, which (I verified) affects cP and ∇ad.
This could partially justifies the observed discrepancy in all those phases where
convective envelopes are present. It is worth to notice also that for M & 0.6 M⊙
the OPAL01 models are close to the PTEH95 ones. However, the OPAL01 EOS suffers
some computational problems, which lead to thermodynamical inconsistency (i.e.
negative values of the specific heat), which affects in an unpredictable way the
track morphology.
In conclusion Fig. 1.15 confirms that the adoption of different EOS, obtained
with different physical assumptions, affects in a significant way the position of the
stars in the HR diagram essentially through the Teff . Thus, when comparing stellar
models to observations, a shift in Teff can be counterbalanced by the adoption of
a different mass, similarly to the case of the use of two αML shown in Fig. 1.6,
producing also a different age estimation. Consequently, it is evident how the
adoption of a reliable and robust EOS is of primary importance to perform robust
comparisons with observations, particularly when dealing with pre-MS stars.
1.3.2 Opacity tables
The opacity coefficients determine the transparency level of the matter to the
radiation, which is the result of the efficiency of several radiation-matter interac-
tion processes (scattering, absorption, emission). The opacity is generally strongly
dependent on the frequency, however, inside the stellar evolutionary codes, it is
commonly accepted to use a mean value obtained by averaging the frequency de-
pendent opacity over the frequency distribution (approximated to a black body):
the obtained quantity is called Rosseland mean opacity (κR). The adoption of κR
is safe since, inside a star (at least in those regions where τ ≫ 1), the radiation
is almost trapped, and it is in a good approximation in thermal equilibrium with
the gas. Thus, the particle distribution is with a good approximation Mawellian,
and the photons follow a Planck distribution. However, such approximations drop
in the outermost layers of a star (atmosphere), where the assumption of both
frequency-independence and thermodynamical equilibrium (gas and radiation) are
no longer valid.
Similarly to the EOS, the opacity coefficients are given to the code as pre-
computed tables: in order to cover the whole range of densities and temperatures
encountered during the evolution of star with different masses, opacity tables com-
puted by different groups are required. The problem resides in the fact that at dif-
ferent conditions (temperature-density) several effects becomes important. Indeed,
in the cool external layers of stars the formation of molecules (T . 4500 - 4000 K)
takes place: molecules have a lot of absorption lines which increases the radiative
opacity (Allard et al., 1997; Ferguson et al., 2005). Such effects become less and
less important as the temperature gets higher, hence for the interiors. Moreover,
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another effect has to be introduced in the interior. For dense objects, electronic
conduction in a partially degenerate environment (electronic degeneration) has a
crucial role in determining the actual energy transport inside the structure.
In the present version of the code, I adopted the most recent version of the
OPAL13 radiative opacity tables (see e.g. Iglesias & Rogers, 1996) released in
2005, for log T [K] > 4.5. I emphasize that, in this range of temperatures the
radiative opacity and the EOS are fully consistent, since they have been provided
by the same group adopting the same physical prescriptions. The OPAL05 radiative
opacity tables are computed considering 21 elements (H, He, C, N, O, Ne, Na, Mg,
Al, Si, P, S, Cl, Ar, K, Ca, Ti, Cr, Mn, Fe, and Ni), both in atomic and ionised
states. For lower temperatures, 2.7 ≤ log T [K] ≤ 4.5, typical of the external layers
of a stars, I used the radiative opacity by Ferguson et al. (2005, F05)14. Such
opacities accounts for much more elements with respect to the OPAL05 ones, plus
an accurate description of the molecular absorptions, which are one of the main
sources of opacity for T ≤ 4500 - 4000 K.
Notice that, the actual validity domain of the OPAL05 tables is wider, namely
down to log T [K] = 3.75. However, in the region where the OPAL05 overlaps the
F05 (log T [K] ≤ 4.5) I prefer the F05 tables. I also mention that the final opacity
table used in the code has been computed adding, for high-density region, the
conductive opacity computed by Potekhin (1999), Shternin & Yakovlev (2006)
(hereafter PSY06)15. Thus, the mean opacity κR has the contribution of both
radiative (κr) and conductive (κc) opacity, being, 1/κR = 1/κr + 1/κc.
Figure 1.16 shows the range of validity in the (log T [K], logR)16 plane of the
F05, OPAL and PSY06 opacity tables. I also plotted the time evolution during
the pre-MS phase of the stellar centre (blue line) and the atmosphere base at an
optical depth τph=10 (red line) of the 0.01, 0.10, 1.00, and 7 M⊙ models. The
entire structure profiles for the ZAMS model of each mass is shown, too.
The contribution of electron conduction is almost completely negligible for
pre-MS models with M & 0.1 M⊙, indeed as it is clearly visible in Fig. 1.16
only very-low mass stars (M . 0.1 M⊙) partially cross a region where conductive
opacity is lower (of about a factor of ten) than the radiative one. Apart very-
low-mass stars, the inclusion of conductive opacity becomes important in more
advanced phases when the structure develops a core with partial degenerate elec-
trons (helium or carbon core), and electron conduction becomes the predominant
mechanism for the energy transport.
From figure it is clearly visible that only models with M & 1 M⊙ lie within the
boundary of the available radiative opacity tables. On the contrary less massive
stars lie (almost completely, depending on the mass) out of the F05 and OPAL
13The OPAL radiative opacity can be found at the url http://opalopacity.llnl.gov/new.html.
14The F05 low-temperature radiative opacities are available at the url
http://webs.wichita.edu/physics/opacity.
15Conductive opacities are available at the url http://www.ioffe.ru/astro/conduct/.
16logR = log ρ/(T6)
3 where ρ is the density and T6 is the temperature in million degrees.
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Figure 1.16: Validity domain of the F05 (light blue dot-dashed box ), OPAL05 (green dashed box ),
and PSY06 (violet dotted box ) opacity tables in the (logT , logPg) plane, with over imposed the
temporal evolution of the bottom of the atmosphere (τph=10, thick blue line) and the stellar
centre (thick red line) for 0.01, 0.1, 1.0, and 7 M⊙. The whole structure for the first model
(thick orange line) and for the ZAMS model (solid black line) are also shown. The locus where the
conductive opacity is equal to 1/10 of the radiative one is shown too (solid violet line).
borders. Thus, it is mandatory to extend the opacity tables available over a wider
(log T [K], logR) plane. To this regard, two operations have been performed: 1)
extend the conductive opacities to low-temperatures (log T [K] = 2.7) for logR ≥
−2, and 2) extend the radiative opacity tables (F05 and OPAL) to high logR values
(logR(max) = 8.0). These operation are required to compute stars less massive
than about 1 M⊙. The complete region covered by the opacity coefficients after
the extension is shown in figure as the solid black box17.
Given such a situation, it is of primary importance to evaluate the sensitivity of
the models on the adopted extrapolation method. I tested three different methods:
constant, linear on the last two points and linear fit on the last four points extra-
polation. The reason to try this latter method is to extend the mean slope of the
opacity with respect to the density, to reduce the contribution of a possible jump
in the opacity near the border, which, on the contrary, could not be controlled in a
simple two-points extrapolation. It is worth remembering that the extrapolation of
17I underline that conductive opacity contribution has been added to the radiative opacity only
for logR ≥ −2.
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radiative opacities, apart from the details of the adopted technique, is a not a safe
procedure, since opacity coefficients are in principle very sensitive to temperature
and density.
I performed the test on the extrapolation technique on both non-grey and grey
models: as usual non-grey models are those computed with the BH05 (and CK03)
boundary conditions, while grey ones adopt the KS66 grey atmosphere. I found
that the extrapolation method affects only the grey evolutionary tracks, but not
the non-grey ones. Indeed, in non-grey models the boundary conditions are inde-
pendent of the input physics adopted in the code (thus of the opacity). Moreover,
since only low-mass stars are affected by the extrapolation, and such structures are
almost fully convective with high density envelopes that ensure a quasi-adiabatic
convection, such models are almost independent of the opacity coefficients, as dis-
cussed in Sect. 1.2.1 and Sect 1.2.2, thus on the adopted extrapolation technique.
If grey boundary conditions are adopted, the effect of the extrapolated values in
the interior continues to be almost negligible but this is not true any more for the
boundary conditions. Indeed, in this case the atmosphere is integrated adopting
the opacity values obtained from the extrapolations. The bottom panel of Fig. 1.16
clearly shows that the atmosphere, and in particular the base of the atmosphere,
which is the region that essentially determines the BCs, lies (almost) entirely in the
extrapolated region.
To quantify the effect on the tracks in the HR diagram, I show in top panel of
Fig. 1.17 the results of the adoption of the three extrapolation methods on grey
models. Since the extrapolation is used for M . 1 M⊙, only such models have been
shown.
From figure it is clearly visible that the dependency on the extrapolation
method becomes progressively more and more important as the mass gets smaller
and smaller, in other words when the largest part of the atmosphere lies inside
the extrapolation region (see bottom panel of Fig. 1.17). The maximum difference
between the presented models is achieved for about 0.2 - 0.1 M⊙ stars adopting the
constant extrapolation (∆Teff ≈ 280 - 380 K), confirming that the use of a constant
value of the opacity in the regimes of low-temperature is a too much rough approx-
imation. The two-points and linear fit extrapolation seems to be in much good
agreement among each other, although differences of about ∆Teff ≈ 70 K are still
present at about 0.2 - 0.1 M⊙. Notice that for masses lower than about 0.2 - 0.1
M⊙ the dependency on the extrapolation method adopted becomes progressively
less evident. As discussed in Sect. 1.3.1, this apparently strange behaviour comes
from the fact that very-low mass stars are partially degenerate and their position
in the HR diagram is determined essentially by the EOS.
In the following I decided to adopt the linear fit on the last four points ex-
trapolation to compute the opacity tables. Indeed, although non-grey models are
not affected by the extrapolation technique, and even a simple linear extrapolation
would work well, the use of the linear fit on the last four points seems to be the
1.3 Micro-physics 41
Figure 1.17: Top panel : Comparison between grey tracks computed adopting in turn the
constant (red line), linear on the last two points (green line), and linear fit on the last four points
(blue line) extrapolation technique. The models corresponding to the age of 1 Myr (filled circles),
5 Myr (filled triangles), and 10 Myr (filled squares) are shown too. Bottom panel : the same as
in Fig. 1.16 but for grey models. The atmosphere structure of the first model (thick orange line)
and of the ZAMS model (solid black line) are shown too.
choice that produces the most ’acceptable’ grey models.
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1.3.3 Solar Mixture
A quite important although not often explicitly specified ingredient in stellar mod-
elling is the heavy elements mixture, which is the abundances distribution of the
chemical elements heavier than helium. The adopted solar mixture affects both
the radiative opacity coefficients and the nuclear burning efficiency of MS stars (see
e.g. Salaris et al., 1993; Weiss et al., 1995; Iglesias & Rogers, 1996; Degl’Innocenti
et al., 2006; Sestito et al., 2006; Pietrinferni et al., 2009).
Usually, the heavy elements distribution of the Sun is adopted for solar-metallicity
stars (population I stars), while for metal deficient objects a given amount of α-
enhancement is taken into account. Indeed, low-metallicity objects had formed
from a matter enriched essentially by the explosion of Supernovae Type II (SN
II) stars, which enriched the interstellar medium preferentially with α-elements
(C, N, O, Ne, Mg, Si, S, Ar, Ca, and Ti). On the contrary the iron peak ele-
ments (Cr, Mn, Fe, Co, and Ni) are mainly produced during the SN I (Supernovae
type I) explosions, which occurred later due to the lower masses of their progenit-
ors. This scenario leads to a different values of the α-elements-to-iron abundance
ratio observed in the galactic disk (high-metallicity environment, SN I + SN II
enrichment) or in the galactic halo or in globular clusters (low-metallicity envir-
onment, SN II enrichment) (Matteucci & Greggio, 1986; Chiappini et al., 1997;
Romano et al., 2010; Brusadin et al., 2013). To take into account this fact the
α-enhancement factor is introduced,
[α/Fe]
def
= log
∑
(Nα/NFe)⋆∑
(Nα/NFe)⊙
(1.33)
where NFe and Nα are respectively the numerical abundances of the iron and of the
α-element (the quantities labelled with ⋆ refers to the star abundances). However,
for the present calculations, where not explicitly stated, I assumed a solar-scaled
metals distribution, valid for solar-like metallicity stars (see e.g., Asplund et al.,
2009).
In the recent years, the determination of the solar photospheric chemical com-
position has undergone to several improvements, due to the impact of new analysis
method based on detailed 3D hydrodynamical atmospheric models. Indeed, the
abundances (numerical abundances relative to the hydrogen one) are obtained by
the analysis of the spectral lines, whose features (shapes, equivalent width) strongly
depends on several mechanisms active in the Sun atmosphere, where such lines are
generated. Thus, the inclusion of suitable physics, and the correct modelling of
atmosphere are mandatory to obtain reliable abundances. Moreover, the use of
the new 3D hydrodynamical code has shown also the importance of both a correct
treatment of convective transport and time dependence (i.e. Sun granulation).
Such 3D models solve the hydrodynamical equations (continuity, momentum and
energy equations) together with the radiative transport, in a 3D time-dependent
atmosphere, thus, also the adoption of a simplified convection treatment (i.e. the
MLT and the related adoption of free parameters) is partially overcome. The results
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element zi(GN93) zi(GS98) zi(AS05) zi(AS09)
α-elements
C 0.1721 0.1710 0.1769 0.1769
N 0.0528 0.0501 0.0507 0.0518
O 0.4790 0.4650 0.4389 0.4288
Ne 0.0980 0.1043 0.0838 0.0940
Mg 0.0373 0.0397 0.0494 0.0530
Si 0.0402 0.0428 0.0545 0.0497
S 0.0277 0.0295 0.0266 0.0231
Ar 0.0053 0.0043 0.0036 0.0055
Ca 0.0037 0.0039 0.0049 0.0048
Ti 0.0002 0.0002 0.0002 0.0002
iron-peak elements:
Cr 0.0010 0.0010 0.0014 0.0012
Mn 0.0005 0.0006 0.0008 0.0008
Fe 0.0713 0.0759 0.0945 0.0966
Co 0.0002 0.0002 0.0003 0.0003
Ni 0.0042 0.0045 0.0060 0.0053
Table 1.8: Comparison between the ratio mass fraction abundances to total metallicity (see
text) for the α-elements and for the iron-peak elements for the GN93, GS98, AS05, and AS09
mixtures.
show that a very good agreement between models and spectra are achieved by
using such new generation of 3D codes (Collet et al., 2007; Asplund et al., 2009;
Pereira et al., 2009).
For all these reasons, recent Solar abundances determinations (Asplund et al.,
2005; Grevesse et al., 2007; Asplund et al., 2009; Caffau et al., 2010) should be
preferred with respect to the previous ones (Grevesse & Noels, 1993; Grevesse
& Sauval, 1998). On the other hand, recent determinations open new problems
when comparing the helioseismologic results with theoretical predictions (see e.g.,
Serenelli et al., 2009, and references therein).
In this section I explore the effect of the adoption of four widely used solar
mixtures on pre-MS models, namely the Grevesse & Noels (1993, GN93), Grevesse
& Sauval (1998, GS98), Asplund et al. (2005, AS05) and the Asplund et al. (2009,
AS09). For the comparison I fixed the helium Y and the total metallicity Z (hence
X); so, only the relative abundances of the metals are different depending on
the used mixture. Table 1.8 lists the abundances of some of the most important
elements in the mixture for the quoted solar metals distributions: the following
quantity has been shown,
zmixi = mi
10(ǫ
⊙,mix
i −12)
(Z/X)mix⊙
≡ (Zi/Z⊙)mix (1.34)
ǫ⊙, mixi
def
= log
( Ni
NH
)mix
⊙
+ 12 (1.35)
where, mi is the atomic number of the i-th element, (Ni/NH)⊙ is the i-th element
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to hydrogen numerical abundance (in the solar spectrum), and (Z/X)mix⊙ is the
surface metal-to-hydrogen mass fractional abundance of the selected solar mix-
tures ((Z/X)⊙(GN93) = 0.0248, (Z/X)⊙(GS98) = 0.0233, (Z/X)⊙(AS05) = 0.0165,
(Z/X)⊙(AS09) = 0.0181).
I recall that the specified solar chemical composition affects the radiative opa-
city through the metals abundances; indeed metals contributes to the opacity
through their absorption lines and, in addition, they are the donors of the electrons
needed to form the H− bound state, which is one of the main source of opacity
in the outer envelopes of cool objects. Notice also that, in principle, the mixture
affects also the hydrogen burning mainly through the C, N, and O abundances
(CNO-cycle, for M & 1.2 M⊙). However, I verified that such an effect has a very
small impact (safely negligible) on the pre-MS track morphology, even near the
ZAMS of stars where the CNO-cycle is efficient.
Figure 1.18 shows the relative differences between the radiative opacity coeffi-
cients computed adopting the AS05 and the GN93, GS98, and AS09 solar mixtures,
in the (log T [K], logR) plane. Over-imposed I show also the complete structure
from the top of the atmosphere to the centre of grey models for masses in the range
0.01 - 7.0 M⊙.
The largest differences occur between the opacity computed adopting the AS05
and the GN93 solar mixture. Depending on the mass, the structure crosses regions
where the opacity computed with the AS05 mixture (κas05) is sensitively lower
than the one obtained using the GN93 (κgn93), i.e. the atmospheric structure of
low an very-low mass stars (∆κR/κR ≈ −10/ − 20% for M . 0.1 M⊙), or larger
as in the interior of models with M . 1.0 M⊙ (∆κR/κR ≈ +5/ + 10%). In the
regions typical of the atmosphere of low-mass stars (log T [K] ≈ 3.2 - 3.4), H2O
and TiO molecules are the main source of opacity (Ferguson et al., 2005); both
of them depends on the abundance of the Oxygen in the gas, which in the recent
AS05 and AS09 mixtures undergone to a drastic reduction if compared to the GN93
or GS98. Thus, the corresponding opacity has been reduced too, explaining the
large difference observed in figure. For what concerns the interior, notice that for
log T [K] ≈ 5.2 - 5.8 and log T [K] ≈ 6.4 - 6.8, the iron group elements (in particular
Cr, Fe, and Ni) play a crucial role in determining the radiative opacity (see e.g.,
Iglesias & Rogers, 1996; Sestito et al., 2006); all these elements abundances have
been increased in the recent mixtures with respect to the older ones (see Table
1.8).
Notice also that in the case of the adoption of the AS09 solar mixture in place of
the AS05 one, the resulting radiative opacities are essentially unchanged (bottom
panel of Fig. 1.18).
It worth to evaluate the effect of the adoption of the aforementioned mixtures
on the models. Figure 1.19 shows the effect on the HR diagram of the adopted
heavy elements mixture for several masses, in the case of grey (right panels) and
non-grey models (left panels). Indeed, as I showed in the previous section, grey or
non-grey models are affected in different way by the radiative opacity.
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Figure 1.18: Relative differences in the (log T , logR) plane between the radiative opacity tables
computed adopting the AS05 and, in turn, the GN93 (top panel), GS98 (central panel), and the
AS09 (bottom panel) one. The logR - logT profile for the whole structure (atmosphere included)
is also shown for grey models with M=0.01, 0.1, 1.0, and 7.0 M⊙ for the model at the beginning of
the Hayashi track (thick-dotted line) and for the ZAMS (thick-dot-dashed line). The time evolution
of the stellar centre (solid line) and of the bottom of the atmosphere (dashed line) is also shown.
First I discuss the case of non-grey models. Low-mass stars (M . 0.4M⊙, top
left panel) are essentially independent of the mixture. This is easy to explain,
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Figure 1.19: Comparison in the HR diagram between tracks computed adopting the GN93, GS98,
AS05, and AS09 solar mixtures, in the mass range [0.01, 7.0] M⊙, for non-grey (left panels) and
grey models (right panels).
indeed, 1) such stars are (almost) fully convective even in ZAMS, 2) they have dense
envelope, and 3) the boundary conditions are independent of the adopted mixture
(non-grey). The first and the second point together assure that the structure is
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almost fully adiabatic, thus the star radius (or effective temperature) depends on
the EOS but not on the opacity coefficient once the BC has been kept fixed (third
point).
As the mass increases (central and bottom left panels), the evolution along
the Hayashi track still depends mainly on the BC: so, the opacity change does
not produces an appreciable effect. However, as the star evolves, the convective
envelopes progressively withdraws and a sizeable radiative core forms. When this
happens, three points has to be considered: 1) for such masses, the envelope is
not dense enough to be considered (not even approximatively) adiabatic, 2) the
temperature gradient strongly depends on the opacity coefficients, and 3) the BC
gets progressively less important as the convective envelope reduces. All these
properties make the structure strongly sensitive to the opacity coefficients and
consequently to the adopted heavy elements abundance, explaining the observed
differences between models computed using the quoted solar mixtures.
Right panels of Fig. 1.19 show models computed using grey BC. The results are
similar to the ones discussed in the case of non-grey models, with the exception
of the Hayashi track and low-mass stars, which, in these cases are affected by the
opacity change, too. Indeed, grey models adopt exactly the same opacity used
for the interiors also in the atmosphere. Thus, the opacity change does affect the
atmospheric structure and consequently low-mass stars and the whole evolution
along the Hayashi track. It is worth noticing that for M . 0.4 M⊙ the AS05 and
AS09 models are the coolest along the Hayashi line and in ZAMS. On the contrary
as the mass decreases, the situation is reversed. This behaviour can be easily
explained by noticing that the relative differences between the radiative opacity
coefficients computed with the four mixtures vary depending on the region crossed
by the structure in the (log T , logR) plane (see Fig. 1.18): in particular, for what
concerns the AS05 and GN93 case, the outer regions of very-low-mass stars cross a
plane where the opacity computed with the AS05 mixture (κas05) is smaller than
the one computed adopting the GN93 (κgn93). As a consequence the AS05 models
result to be hotter than the GN93 ones. As the mass increase, the outermost layers
move towards regions where κas05 . κgn93 and the situation is reversed.
Figure 1.20 shows the temporal evolution of the effective temperature (top pan-
els) and of the luminosity (bottom panels) for the discussed non-grey (left panels)
and grey models (right panels). Besides the effect on the effective temperatures,
also the luminosity is affected by the opacity changes. Similarly to what discussed
above, the major differences occurs when the tracks develops a thick radiative
zone (M & 0.6 - 0.8 M⊙). In these cases the energy transport in a large part of
the structure depends on the opacity coefficients, and consequently on the adopted
mixtures, otherwise, when convective transport is very efficient, the energy flux is
(almost) independent of the opacity (M . 0.6 M⊙). The differences in luminosity
and temperature due to the adopted mixture, at few specific point, are shown in
Table 1.9.
The comparison I showed refer to the case of solar-metallicity. However, it
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Figure 1.20: Top panels : comparison between tracks computed with the discussed solar mix-
tures, in the (log Teff , log t) plane for non-grey (left panel) and grey models (right panel). Bottom
panels : as for the top panels, but in the (logL/L⊙, log t) plane.
is interesting to investigate how the situation changes if sub-solar metallicity are
adopted. To this regard, Degl’Innocenti et al. (2006) showed that the impact of
the adoption of a different mixture (i.e. the GN93 and AS05) in MS and post-MS
models gets progressively lower and lower as the total metallicity decreases (see
also, Salaris et al., 1993). I extended the analysis to pre-MS phases, computing
models for two sub-solar metallicity, namely Z = 0.005 and Z = 0.0001, for the
four aforementioned solar mixtures. The results are shown in Fig. 1.21, where I
plotted only non-grey models, for M ≥ 0.6 M⊙ since low-mass stars are not affected
by the mixture change (in the case of non-grey BCs). In completely agreement
with what expected, I found that tracks becomes progressively less sensitive to
the adopted mixture as the metallicity decreases. Similar results would have been
obtained using the grey models: in this case only low-mass models show a very
weak dependency on the mixture (∆Teff ≈ 10 K in ZAMS).
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AS05 - GN93 AS05 - GS98 AS05 - GN93 AS05 - GS98
M/M⊙ phase ∆Teff ∆ logL ∆Teff ∆ logL phase ∆Teff ∆ logL ∆Teff ∆ logL
0.01 1 Myr 0 0.00 0 0.00 5 Myr 0 0.00 0 0.00
0.10 1 Myr 0 0.00 0 0.00 5 Myr 0 0.00 0 0.00
0.40 1 Myr 0 0.00 0 0.00 5 Myr 0 0.00 0 0.00
0.80 1 Myr 0 0.00 0 0.00 5 Myr -7 -0.02 -6 -0.02
1.00 1 Myr 0 0.00 0 0.00 5 Myr -14 -0.01 -9 -0.01
2.00 1 Myr -14 0.00 -13 0.00 5 Myr -120 -0.02 -100 -0.03
3.00 1 Myr -75 -0.09 -60 -0.08 5 Myr -302 -0.03 -19 -0.02
5.00 1 Myr -310 -0.02 -210 -0.02 5 Myr -290 -0.02 -190 -0.01
7.00 1 Myr -300 -0.02 -250 -0.01 5 Myr -280 -0.02 -185 0.01
0.01 10 Myr 0 0.00 0 0.00 ZAMS 0 0.00 0 0.00
0.10 10 Myr 0 0.00 0 0.00 ZAMS 0 0.00 0 0.00
0.40 10 Myr 0 0.00 0 0.00 ZAMS -6 -0.01 -4 -0.01
0.80 10 Myr -15 -0.01 -9 -0.01 ZAMS -90 -0.04 -50 -0.03
1.00 10 Myr -45 -0.03 -28 -0.02 ZAMS -90 -0.042 -54 -0.03
2.00 10 Myr -280 -0.03 -175 -0.02 ZAMS -255 -0.04 -150 -0.03
3.00 10 Myr -290 -0.03 -180 -0.02 ZAMS -285 -0.03 -180 -0.02
5.00 10 Myr -290 -0.02 -190. -0.01 ZAMS -345 -0.02 -190 -0.01
7.00 10 Myr -275 -0.02 -180 0.00 ZAMS -370 -0.02 -240 -0.01
Table 1.9: Differences in effective temperature and logL/L⊙ between the models shown in Fig.
1.20 at few specific points, namely 1, 5, 10 Myr and in ZAMS.
1.3.4 Nuclear network and deuterium burning
The current version of PROSECCO code can follow the chemical evolution of 26
elements as listed in Table 1.10; however, for what concerns the pre-MS evolution
only few processes are actually active and relevant, namely the hydrogen burning
(pp chain or CNO-cycle) and the light elements burning (d, Li, Be, and B). Thus, the
other species abundances are not modified by the nuclear processes. I mention for
the sake of completeness, that all the species are considered to diffuse, thus even
if they are not created/destroyed via nuclear processes, their abundances could
be modified by the microscopic diffusion. However, such process is completely
inefficient on time-scales typical of pre-MS evolution. Moreover, diffusion efficiency
is in inverse proportion to the extension of the convective envelope; so in almost
fully convective stars, as in the case of pre-MS stars such effect can be safely
neglected.
The nuclear reaction rates for the species listed in Table 1.10 (d, Li, Be, B,
pp, and CNO elements) are taken from the NACRE compilation (Angulo et al., 1999),
with the exception of the 14N(p, γ)15O (Imbriani et al., 2005).
The chemical evolution due to the nuclear burning of each specie is given by
the following differential equation system:
dni
dt
=
∑
j,k 6=i
njR˜
(c)
jk, i −
∑
j
niR˜
(d)
ij (1.36)
where ni is the numerical density of the i-th specie, R˜
(c)
jk, i is the creation reaction
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Figure 1.21: Comparison between tracks computed adopting the four aforementioned mixtures
for two sub-solar metallicity values, namely Z = 0.005 (first four panels from the top) and
Z = 0.0001 (last four panels), in the case of non-grey models. The comparison in the HR diagram
(left panels) and in the (logL/L⊙, log t) plane (right panels) are shown for masses in in the range
[0.01, 7.0] M⊙.
rate (number of events per second) of the i particle that involves the specie j and
k, and R˜
(d)
ij is the destruction reaction rate (number of events per second) of the i
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element: element:
H, 2H hydrogen 19F fluorine
3He, 4He helium 20Ne, 21Ne, 22Ne neon
6Li, 7Li lithium 23Na sodium
9Be beryllium 24Mg, 25Mg, 26Mg magnesium
11B boron 28Si silicon
12C, 13C carbon 56Fe iron
14N, 15N nitrogen n neutron
16O, 17O, 18O oxygen
Table 1.10: Isotopes accounted for in the current version of the PROSECCO code.
particle. Generally, inside evolutionary code, eq.(1.36) is expressed in terms of the
molar fraction Yi = Xi/mi, where Xi is the mass fraction abundance and mi is the
mass number of the i-th specie. It is easy to show that eq.(1.36) becomes,
dYi
dt
=
∑
j,k 6=i
ρYjYkR
(c)
jk, i −
∑
j
ρYiYjR
(d)
ij (1.37)
where ρ is the density and R
(d)
ij and R
(c)
jk,i are proportional to the cross section of
the process averaged over a Maxwellian velocity field. Eq.(1.36) or eq.(1.37) define
a system of equations in which all the species are coupled among each other.
There are two ways largely adopted to solve such systems: 1) by linearising
it or 2) by using numerical ODE solvers techniques18. In the current version of
the PROSECCO both these solutions have been implemented. For sure the simple
linearisation technique is faster than the other method. In this case the left member
of eq. (1.36), which is the time derivative, is approximated with a finite difference,
thus,
dni
dt
≈ ni(t+∆t)− ni(t)
∆t
(1.38)
where ∆t represents the time-step. The right part of eq. (1.36) is considered
to be constant over ∆t, which is correct if the structure changes slightly on the
time-step19. Thus, the differential system becomes a linear ordinary system which
can be solved, in example, with a Raphson-Newton method. However, a linearised
method is not the best choice in the case of large reaction rates. This is easy to
show considering, in example, the evolution of an element that is only destroyed;
its time evolution is given simply by the following relation,
dni
dt
= −ni
∑
j
R˜
(d)
ij ≡ −
ni
τn
(1.39)
18ODEs stands for Ordinary Differential Equations solvers.
19The time-step is adjusted by the code itself at each iteration in order to produce relative
variations of the physical quantities inside the structure in each mesh from a model to the other
lower than a given value, which is generally set to few percent.
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where I introduced the nuclear burning time-scale τn. The solution of this differ-
ential equation is trivial, being,
ni(t+∆t) = ni(t) exp
(
− ∆t
τn
)
(1.40)
It is immediate to see that if the time-step is much lower than τn (∆t≪ τn), this
solution can be expressed as a Taylor series, thus,
ni(t+∆t) ≈ ni(t)− ni(t)∆t
τ
+ o
(∆t
τ
)
(1.41)
This correspond to linearise the original differential equation, eq. (1.39). Notice
that the condition ∆t≪ τn means that the nuclear time-scale is much larger than
the time-step, or, in other words, that the reaction rates are small, so the time
evolution of the nuclear specie i occurs on a time-scale much larger than the time-
step. On the contrary if the nuclear time-scale is comparable or smaller than the
time-step, the Taylor expansion is no longer valid. In this case the correct solution
is given by eq.(1.40) and not by eq.(1.41).
This simple example can be directly applied to the deuterium or (more in
general) to light elements time evolution during the early pre-MS phases. Indeed,
at this stage of stellar evolution, the light elements present in the original matter
forming the star are rapidly destroyed as soon as the central temperature of the
model (which is fully convective) reaches about 1 - 5 million degrees, depending
on the considered element (d, Li, Be, and B). In this section I limit the discussion
to the deuterium, although the following considerations are valid also for Li, Be,
and B.
During the pre-MS evolution, deuterium production channel (p+p→ d+e++ν)
is not efficient due to the low-temperatures involved, and consequently deuterium is
only destroyed essentially via the d(p,3He)γ reaction. Given the high sensitivity of
the d(p,3He)γ cross section to the temperature, the reaction rates increases rapidly
as the star contracts, leading to a drop of the nuclear time-scale. To give an idea,
I plotted in Fig. 1.22 the comparison between the deuterium burning time-scale
τn(d+ p) and the Kelvin-Helmholtz time (τKH) which is a typical time-scale of the
gravitational contraction, thus ∆t ∼ τKH. It is evident that τn(d + p) ≪ τKH for
the largest part of the deuterium burning. From this simple example it should be
clear that the use of the linear approximation to solve the chemical time evolution
requires an accurate time-step adjustment.
This issue could be partially overcome if an ODE solver is used instead of the
simple linear method. In this case, although a large ∆t is chosen, the solution
of the equations system is found by automatically adapting a suitable integration
time-step, by dividing the total ∆t in an arbitrary large number of intervals. Thus,
even the case of rapidly changing abundances is accurately treated. Some of the
advantages of this method are: the more appropriate resolution of the chemical
evolution equations, in particular in the case of stiff conditions, the robustness of
1.3 Micro-physics 53
Figure 1.22: Top panel : time evolution of the central deuterium abundance for several masses in
the range [0.05, 2.0] M⊙. Bottom panel : comparison between the deuterium nuclear destruction
time-scale (τn, solid line) and the Kelvin-Helmholtz time (τKH, dashed line) at different stellar
ages for the same masses of top panel.
the solution, the possibility of have a direct control of the precision required for
the solution besides the advantage of setting the region where the solution must
lay (avoiding spurious solutions), and not the last, the simplicity of extending the
network to further reactions/elements. Given such a situation, where not explicitly
stated, I prefer this resolution technique to compute evolutionary models.
Before going on, I want to discuss in more detail the effect of d-burning on a
pre-MS star. Unlike the other light elements (Li, Be, B), deuterium burning has an
appreciable effect on the structure of a pre-MS star due to the production of a large
amount of energy that temporarily slows down the gravitational contraction. This
means that, as the deuterium is efficiently burnt, the luminosity of the structure is
almost constant. Then, as deuterium abundances drops (to about 1/10 - 1/100 of
the original abundance), the contraction starts again. Top panels of Fig. 1.23 show
the time evolution of the luminosity for several masses and three initial deuterium
abundances20, namely Xd = 0, 2 × 10−5, and 4 × 10−5. In the bottom panels the
20The deuterium abundances used in Fig. 1.23 are representative of d-abundances observed in
population I (Xd = 2 × 10−5) and population II stars (Xd = 4× 10−5); I will discuss this point
in Chapter 2.
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Figure 1.23: Top panels : comparison in the (log t, logL/L⊙) plane between tracks computed
adopting three initial deuterium abundances, namely Xd = 0 (dotted line), 2× 10−5 (solid line),
and 4−5 (dashed line), in the mass range [0.05, 7.0] M⊙. Bottom panel : time evolution of the
central deuterium abundance for the same models of top panels. The lines corresponding to a
deuterium depletion of 90% (dotted line) and 99% (dash-dot-dot-dot line) are also shown.
central deuterium abundance evolution is shown.
If no deuterium is present in the initial chemical composition, the star under-
goes to a gravitational contraction until the central temperature is high enough to
activate the hydrogen burning processes. It is easy to show that in the case of a
pure gravitational contraction along the Hayashi line, the luminosity of the star is
well approximated by the power-law L ∝ t−2/3 (see Appendix B.1). If a non-zero
Xd abundance is adopted, the contraction is halted at an age that depends on the
star mass. For M . 0.8M⊙ the presence of d-burning affects the luminosity of
the model from for 1 . t[Myr] . 10 depending on the mass. Such time-scales are
characteristic of stars observed in young associations (see e.g, Da Rio et al., 2010;
Alves & Bouy, 2012; Da Rio et al., 2012; Gouliermis et al., 2012; Scandariato et al.,
2012), thus the correct treatment of d-burning is mandatory to have a precise de-
termination of mass and ages. Notice that, as the mass increases the d-burning
threshold temperature is reached at progressively younger ages, and, due to the
increased burning efficiency, deuterium is exhausted on a shorter time-scale. If the
Xd abundance is increased, the luminosity plateau is present even for a larger age.
The other aspect concerning the nuclear network that deserves to be analysed
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Figure 1.24: Comparison between models computed adopting the 14N(p,γ)15O reaction rate
from LUNA (blue line) and NACRE (red line).
is the effect on the models of the new 14N(p, γ)15O cross section measured by LUNA
collaboration (Imbriani et al., 2005; LUNA Collaboration et al., 2006a,b) with
respect to the previous and widely adopted value by NACRE. Regarding the pre-MS
evolution, this reaction affects the H-burning in those stars where the CNO-cycle is
much more efficient than the pp-chain: this means M & 1.2 - 1.5 M⊙ (the exact
value depending on the chemical composition). I recall that 14N(p, γ)15O reaction
is the slowest of the CNO-cycle, and consequently it determines the efficiency of the
whole cycle and thus of the hydrogen burning.
Figure 1.24 shows a set of models computed adopting the NACRE (red line) and
the LUNA (blue line) 14N+p cross section. As expected, the differences between the
two sets become appreciable only for stars more massive than 1.2 - 1.5 M⊙ when
they approach the ZAMS, where the LUNA models are systematically hotter than
the NACRE ones. The reason is the reduced efficiency of the LUNA reaction rate for
the quoted reaction21. Indeed, the smaller reaction rate has to be balanced by an
increase of temperature inside the core (achieved by reducing the stellar radius),
in order to maintain the energy flux constant. I recall that the energy required to
keep the structure in equilibrium is determined essentially by the mass, thus the
luminosity is constant even changing the cross section. The greatest differences in
Teff occur for higher masses (∆Teff ≈ 370 K for 7.0 M⊙), while they decrease to
300 K for 4.0 M⊙ and to 250 K for 3.0 M⊙, 140 K for 2.0 M⊙, and 40 K fot 1.5
M⊙.
I performed similar comparisons also for other metallicities, as shown in Fig.
1.25, where I plotted the ratio between the energy produced by the CNO-cycle
(LCNO) and the energy produced by the pp chain (Lpp) for the ZAMS model as a
function of the central temperature (TC) both for the LUNA (blue line) and for the
21The astrophysical factors at zero energy, S(0), for the 14N(p,γ)15O reaction tabulated in the
NACRE compilation and in Imbriani et al. (2005) are respectively S(0)=3.2± 0.8 KeV b (NACRE)
and S(0)=1.61± 0.08 KeV b (LUNA).
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Figure 1.25: Ratio between the CNO-cycle luminosity and the pp chain one as a func-
tion of the central temperature of the ZAMS models computed adopting the 14N(p, γ)15O
reaction rate from LUNA (blue line) and NACRE (red line), for different metallicities, namely
Z = 0.0002, 0.001, 0.005, 0.008, 0.015 and 0.03. The mass of the ZAMS models are also shown.
NACRE (red line) 14N(p, γ)15O reaction rate, for different values Z.
Figure. 1.25 shows an interesting behaviour of the LCNO/Lpp ratio as a function
of Z for a fixed 14N(p, γ)15O reaction rate. It is evident that to obtain the same
LCNO/Lpp ratio decreasing Z the mass has to increase, i.e. for Z = 0.01291,
logLCNO/Lpp ≈ 0 for 2 M⊙ while for Z = 0.0001 logLCNO/Lpp ≈ 0 corresponds to
a larger mass, namely 3 M⊙.
It is well known that the effect of the reduction of Z on star is to increase
its central temperature therefore the efficiency of the nuclear burning. Moreover,
given the different dependency on the temperature of the efficiency of the CNO-
cycle (εCNO ∝ T 15) and of the pp chain (εpp ∝ T 4), one would expect an higher
values of the LCNO/Lpp ratio at a fixed mass for lower Z. On the other hand, as Z
gets lower and lower also the abundances of the CNO elements are reduced, which
would get to a lower efficiency of the CNO-cycle respect to the pp chain. From
Fig. 1.25 it is evident that at least in the metallicity range 0.0001 ≤ Z ≤ 0.02 a
decrease of Z leads to an increase of the central temperature, as expected, but the
energy produced through the CNO-cycle progressively reduces, pointing out that
the reduction of the CNO elements dominates over the increase of TC .
From these considerations I expect that the mass above which the effect of
the adopted 14N(p, γ)15O cross section on the ZAMS location in the HR diagram
becomes important increases decreasing Z. I checked this statement by comparing
a set of tracks for Z = 0.0001 computed adopting the NACRE and LUNA reaction
rate; I found that such a mass changes from about 1.2 - 1.5 M⊙ for Z = 0.01291,
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as discussed above, to ∼ 2 M⊙ for Z = 0.0001, confirming what I stated before.
1.4 Uncertainties on pre-MS models
In the previous sections I have tried to emphasize the importance of using robust
and reliable input physics for the computations of pre-MS models, showing how
the adoption of different ingredients could result in large differences among the cal-
culated models. In the following sections I will discuss two additional uncertainty
sources, 1) the initial helium and metals abundances and 2) the dependence of the
calculations on the assumptions made for the initial model.
1.4.1 Initial helium and metals abundances
In order to compute a stellar model, the abundances of several chemical elements
has to be specified. Since the computations I show here are evolved from the
early pre-MS evolution along the Hayashi track, when the star is fully convective,
I assumed that the star has an homogeneous chemical composition along its whole
structure. Thus, the chemical composition would be univocally determined if one
could know the surface elements abundances of a star. Unfortunately, this is not
generally possible. Even for the Sun, which is the closes star we know, there are
large uncertainties on the present surface elements abundances, as I discussed in
previous sections. The situation gets even worst for the other stars, where only a
limited sample of lines of few elements (metals) are generally available. Moreover,
the abundances are obtained by comparing/fitting the lines profile with synthetic
spectra, which are obviously affected by uncertainties. In addition, when observing
stars, one can only infer the present surface chemical composition, which might be
different from the initial one due to, in example, to microscopic elements diffusion.
Another complication comes from the fact that the analysis of stellar spectra
gives the relative numerical abundances of the elements considered with respect to
the hydrogen one. Thus, in order to obtain the real abundance of each elements,
the hydrogen or helium content of the star has to be specified. Unfortunately, such
elements can not be directly observed in pre-MS stars due to the low temperature
involved; I recall that the helium lines can be observed only in stars with Teff ≥
10 000 K.
Usually, a useful quantity that is available from the abundance analysis of
the spectra is [Fe/H] defined in terms of the ratio between the iron numerical
abundance (NFe) and hydrogen one (NH) in the star with respect to the same
quantity observed in the Sun, hence,
[Fe/H]
def
= log
(NFe/NH)⋆
(NFe/NH)⊙
(1.42)
[Fe/H] can be related to the metals and hydrogen mass fraction abundances by
making further assumptions on the metals distribution in the star. If one assumes
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that the relative abundances of each element heavier than helium (Zi) is the same
in the analysed star and in the Sun, i.e. a solar-scaled metals distribution, then
Zi
Z
∣∣∣
⋆
=
Zi
Z
∣∣∣
⊙
(1.43)
Under this hypothesis it is easy to show that,
[Fe/H] = log
(Z/X)⋆
(Z/X)⊙
(1.44)
This relation is valid in the case of population I disk stars, for which a solar-scaled
metals distribution holds (see Section 1.3.3).
However, eq.(1.44) alone is not sufficient to obtain (Y , Z) from [Fe/H], since
it contains the abundance of hydrogen, which is unknown. However, the hydrogen
abundance X is univocally determined if one knows Y and Z, being X = 1−Y −Z.
A common way to proceed is thus to adopt a relation between the metals and
helium content of a star. Indeed, both metals and helium are produced during
stellar evolution (see e.g., Chiappini et al., 1997), thus it is realistic to imagine a
relation between them, Y = Y (Z); if Y (Z) is known, then helium and metals can
be obtained.
Regarding the relation Y (Z) there is still a large debate on its expression. The
simplest and commonly adopted form is a linear dependency of Y from Z (see e.g.,
Gennaro et al., 2010),
Y = Yp + Z
∆Y
∆Z
(1.45)
where Yp is the primordial helium abundance (
4He formed in the Big Bang Nuc-
leosynthesis), and ∆Y/∆Z is the metal-to-helium enrichment ratio, that is the
ratio between the helium and metal supplied to the interstellar medium by stellar
nucleosynthesis. The primordial helium abundances has undergone to a drastic
change in the last years (see e.g. Table 1 in Peimbert, 2008), from Yp ≈ 0.230 (see
e.g., Pagel & Kazlauskas, 1992; Peimbert et al., 2000, and references therein), to
the much higher value of about 0.24 - 0.25 obtained in the recent years (see e.g.,
Cyburt, 2004; Mathews et al., 2005; Peimbert et al., 2007; Cyburt et al., 2008;
Steigman, 2010; Skillman et al., 2012, and references therein). For the computa-
tions presented in this work I adopted the value Yp = 0.2485 ± 0.0008 (Cyburt,
2004).
Regarding ∆Y/∆Z, this value is subjected to large uncertainties, so that the
accepted values are in the interval [2, 5] (see e.g. Pagel & Portinari, 1998; Jimenez
et al., 2003; Casagrande et al., 2007; Carigi & Peimbert, 2008; Gennaro et al.,
2010; Portinari et al., 2010, and references therein). Where not explicitly stated,
I adopted the commonly used value ∆Y/∆Z = 2± 1 as suggested by Casagrande
(2007) for solar metallicity stars.
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quantity value Y Z
Yp 0.2485 + 0.008 0.2751 0.01289
0.2485− 0.008 0.2735 0.01292
∆Y/∆Z 2 + 1 0.2866 0.01268
2− 1 0.2616 0.01313
(Z/X)⊙ 0.0181 + 25% 0.2803 0.01592
0.0181− 10% 0.2718 0.01167
[Fe/H] +0.0 + 0.05 0.2773 0.01439
+0.0− 0.05 0.2716 0.01156
Table 1.11: Variation of the helium Y and total metallicity Z due to the uncertainties on YP,
∆Y/∆Z, (Z/X)⊙, and [Fe/H] for a solar metallicity, [Fe/H] = +0.0.
Combining eq.(1.44) and eq.(1.45) one obtains the following relations, which
express the helium and metals abundances as a function of the observed [Fe/H],
Z =
(1− Yp)(Z/X)⊙
10−[Fe/H] + (1 + ∆Y/∆Z)(Z/X)⊙
(1.46)
Y = Yp + Z
∆Y
∆Z
(1.47)
I want to emphasize that the Y and Z values obtained from the previous equa-
tions, apart the approximations/assumptions done, are generally different from the
actual initial helium and metals abundances of the star. This is clear if one thinks
that surface chemical composition changes with time because of diffusion, which
progressively drags metals and helium downwards and hydrogen upwards. The ef-
fect of such a process can not be neglected when analysing old MS or post-MS stars,
where, depending on the mass and age, a maximum reduction of the initial Z and
Y of about ∆Z/Z ∼ 30 - 35% and ∆Y/Y ∼ 40 - 50% can be achieved for solar
metallicity stars, for M ∼ 0.7 - 1.2 M⊙ and for ages in the interval t ∼ 2 × 109 -
2 × 1010 yr. However, since I am dealing with relatively young pre-MS objects, I
can safely assume that eqs. (1.46) and (1.47) provide the initial Y and Z, thus no
correction on such quantities are required.
Looking at eqs. (1.46) and (1.47), it is evident that the values of Y and Z
are affected by uncertainties on the parameters adopted in eqs. (1.46) and (1.47),
namely ∆Y/∆Z, Yp, (Z/X)⊙, and on [Fe/H]. Regarding this last quantity, the
observational uncertainties vary from ±0.01, probably under-estimated, to ±0.1.
In the following I will adopt ±0.05 dex as a reasonable conservative uncertainty
on [Fe/H].
To give an idea of the magnitude of the uncertainty on the chemical compos-
ition, I show in Table 1.11 the resulting (Y , Z) value obtained if one of each
parameter of eqs. (1.46) and (1.47) are varied within their uncertainty, for [Fe/H]
= +0.0; the reference set of parameter gives Y = 0.274 and Z = 0.01291, for [Fe/H]
= +0.0.
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1 Myr 5 Myr ZAMS
M/M⊙ ∆Teff K ∆ logL/L⊙ ∆Teff K ∆ logL/L⊙ ∆Teff K ∆ logL/L⊙
0.10 60 0.02 55 0.01 45 0.02
0.20 65 0.01 65 0.01 50 0.02
0.40 70 0.02 70 0.01 65 0.03
0.60 75 0.01 70 0.01 130 0.06
0.80 80 0.01 70 0.01 200 0.07
1.00 70 0.01 100 0.02 200 0.07
1.20 75 0.01 130 0.04 210 0.07
1.50 85 0.01 210 0.09 410 0.07
2.00 100 0.02 ∼ 2000 ∼ 0.24 450 0.07
Table 1.12: Maximum differences among the tracks shown in Fig. 1.26 computed with the
values of Y and Z given in Table 1.11, in three specific points, namely, 1 Myr, 5 Myr, and ZAMS
model.
Figure 1.26 shows stellar models in the mass range [0.1, 2.0] M⊙ computed
adopting in turn each of the (Y , Z) values given in Table 1.11. It is evident how
the variation of the chemical composition (Y and Z) produces large uncertainties
on pre-MS models (see also Table 1.12); in particular large differences in effective
temperature are present in all the models both along the Hayashi track (∆Teff ∼
60 - 100 K) and in ZAMS (∆Teff ∼ 50 - 450 K), the larger the mass the larger the
differences are. On the contrary, the luminosity is significantly affected only in
not fully convective models (i.e. M & 0.6 M⊙); thus, the luminosity along the
Hayashi track is almost insensitive the the variation of the chemical composition
(∆ logL/L⊙ . 0.01 dex), while large differences could be present close to the ZAMS;
also the Henyey track of large masses is severely affected by the variation of the
chemical composition, with both large differences in Teff and logL/L⊙.
1.4.2 Initial model
It is interesting to evaluate the effect of the initial model on the pre-MS evolution.
Indeed, the computations are evolved from a starting model for which a zero age is
assumed. The choice of such initial model is somehow arbitrary, in the sense that
one has to choose a point along the Hayashi line defined as the zero age, and then
evolve the structure from that point. First of all it comes out the weak reliability
of the zero-age-model definition. A correct way to proceed in assigning a zero-age
would be to start the evolution from the birthline, which is defined as the locus in
the HR diagram where the star ends its accretion phase (Stahler, 1983).
The adoption of a large radius to start the evolution, as always done in standard
non-accreting code, is itself not fully correct since from hydrostatic simulations of
accreting objects it emerges that stars forms with relatively small radii (Masunaga
& Inutsuka, 2000; Machida et al., 2010; Baraffe et al., 2012; Tomida et al., 2013).
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Figure 1.26: Effect of the uncertainty on Y and Z on the tracks in the HR diagram (top panel)
and in the (log t[yr], logL/L⊙) plane (bottom panel), for masses in the range 0.1 - 2.0 M⊙. The
blue strip corresponds to the maximum uncertainty region obtained using the different couple of
values (Y , Z) given in Table 1.11.
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Figure 1.27: Comparison between non-accreting evolutionary tracks in the mass range 0.2 -
6.0 M⊙ (dotted line) with superimposed 0.5 Myr (dashed green line) and 1 Myr (solid blue line)
isochrones, and the birthline by (Stahler & Palla, 2005) (SP05) (star- dashed red line).
However, it is expected that after the accretion phase, stars reach the birthline with
large radii and luminosity, as suggested by the observations of young stars in star
forming region. To this regard, Fig. 1.27 shows a comparison between the birth-
line obtained by Stahler & Palla (2005) (SP05) compared with the non-accreting
models computed by means of the PROSECCO code adopting, when possible, the
same parameters of SP05 (Z = 0.02 and Xd = 2 × 10−5) and the same masses. It
is evident that the birthline is located in the region of the HR diagram correspond-
ing to large and bright structure, and it is close to the 0.5 - 1 Myr non-accreting
isochrones.
Coming back to the zero-age definition, it might be worth to evaluate the effect
of the adoption of a different zero-age-model, in particular to see if the structure
somehow loses memory of such initial model, and when this occurs. This is a
crucial point since in recent years many observations of young stars in associations
and forming regions (∼ 1 Myr) have been made available. Thus, it is interesting
to see whether the age obtained for such young objects is safe in the sense that it
is safely independent of the initial model or not.
In order to check different initial models, I change the initial radius of the star,
so that the effective temperature, luminosity, and central pressure and temperature
varies. In other words, I move the initial model up and down along the Hayashi
line. At this stage I do not analyse the effect of introducing an accretion history in
the computations, indeed, the effect of the accretion will be discussed separately
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in a Chapter 4. Thus, for the moment, I consider the star to be completely formed
and in hydrostatic equilibrium.
According to what generally done, the reference models are computed by ad-
opting a quite large radius, that is an expanse structure with a central temperature
of about 1 - 2×105 K. This assures that no nuclear burning processes are active,
and also light elements, such as deuterium and lithium, which have the lowest
burning temperature, are not processed. Thus, such model evolves like a pure
gravitationally contracting object according to the virial theorem.
I checked the effect of moving the starting model downwards the Hayashi line,
towards smaller radii. Being more compact, also the central temperature increases,
until the starting model has a central temperature high enough to onset the deu-
terium burning. Figure 1.28 shows evolutionary tracks in the (log t[yr], logL/L⊙)
plane computed starting from different initial models with different initial central
temperature, namely log Tc[K] = 5.0, 5.4, 5.6, 5.8, and 6.0 (in the following I will
refer to these models as, respectively TC50, TC54, TC56, TC58, and TC60).
The adopted initial model affects the calculations up to the end of d-burning
phase in all the cases. Notice that for each mass, the largest differences among the
tracks are achieved if TC60 initial model is used. If lower initial central temperat-
ures are chosen, then the tracks tend rapidly to converge to a unique solution.
The effect of the initial model are particularly evident in the case of very-low
mass stars (M . 0.2 M⊙), where strong differences among the tracks are present
for ages of 1 - 5 Myr, but also for ages of about 10 Myr for M . 0.05 M⊙. However,
as the mass increases (M & 0.4 M⊙), the differences occur for t . 1 Myr.
The main uncertainty source among the models is the definition of the zero
age; indeed, the increase of the central temperature means to move downwards
the Hayashi line, and consequently to start the evolution from progressively fainter
models. Thus, the same luminosity is attained at very different ages. Moreover,
the ignition of d-burning stops the contraction, keeping the luminosity constant
for an interval of time typical of the deuterium nuclear time-scale (∼ 1 - 5 Myr, for
very-low mass stars, . 105 yr for more massive stars). In this cases the definition
of the zero age is particularly important. To test this hypothesis, I simply try
to adopt as zero age of the TC60 models the age that the TC50 model with the
same mass attains at a luminosity that corresponds to the initial one of the TC60.
To be clearer, the 0.05 M⊙ of TC60 starts its evolution at logL/L⊙ = −1.8 and
log t[yr] = 5.4. At the same luminosity, the same mass of the TC50 set attains an
age of log t[yr] = 6.5. Thus, I rescale the initial age of the TC60 model to this latter
value (log t[yr] = 6.5), thus modifying also the age of all the evolutionary track. I
did the same for all the masses of the TC60 set. The results are shown in Fig. 1.29.
Comparing Fig. 1.28 and Fig. 1.29, it is evident that, for all the masses shown,
the differences among the two sets of models almost disappear, thus confirming that
the choice of the age attributed to the initial model is a crucial point for very-low
mass stars. A similar analysis was performed by D’Antona & Montalba´n (2006),
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Figure 1.28: Comparison between tracks evolved from initial models with different initial
central temperatures, namely logTc[K] = 5.0, 5.4, 5.6, 5.8, and 6.0. Top panel : models in the
mass range M ∈ [0.05, 0.4] M⊙. Bottom panel : models in the mass range M ∈ [0.6, 2.0] M⊙.
who addressed the differences among the tracks evolved starting from different
initial central temperature to the shallower/steep d-burning ignition. However, the
results I showed indicate that the interpretation given in D’Antona & Montalba´n
(2006) was only partially correct, in the sense that, the large luminosity differences
obtained if different initial conditions are used are not uniquely related to a direct
effect of the d-burning (nor to the d-burning energy generation), but are (mainly)
caused by the temporal offset due to the age assigned to the initial model, which is
then amplified by the d-burning phase. Indeed, I showed that even if the evolution
is started at a large temperature, i.e. in the middle of d-burning, but the initial
age assigned to the model is correct, than the tracks are almost coincident in the
(log t[yr], logL/L⊙) plane.
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Figure 1.29: Comparison between tracks evolved from initial models with logTc[K] = 5.0 (blue
line) and logTc[K] = 6.0 (red line). In the latter case the age of the initial model has been
rescaled as discussed in the text. Top panel : models in the mass range M ∈ [0.05, 0.4] M⊙.
Bottom panel : models in the mass range M ∈ [0.6, 2.0] M⊙.
From this simple example it should be clear the importance of being very careful
when computing models and assigning ages to very-low mass stars, since large
systematic uncertainties can severely affect the age-determination up to 5 - 10 Myr
(see also, Baraffe et al., 2002). In addition to this, I will show in Chapter 4 that
further uncertainties for t ∼ 1 - 10 Myr might be present due to the still uncertain
accretion phase, which thus complicated the crucial point of attributing ages to
young stars/associations/clusters.
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Chapter 2
Pisa pre-MS tracks and isochrones
database
2.1 Comparison among different sets of pre-MS
models
In the previous chapter I showed how the adoption of different input physics and/or
chemical composition affects the predictions of pre-MS models. Now I want to
discuss the comparison between existing pre-MS sets of models obtained using
different evolutionary codes; of course each set has been computed by adopting
different input physics, which will result in differences among the tracks. The
scope of such comparison is to test both the reliability of the PROSECCO code and
the entity of the differences among several sets of pre-MS tracks, discrepancies
that eventually translate into the uncertainty on the properties inferred for pre-MS
objects.
I selected some of the pre-MS database widely used in the literature, namely
Baraffe et al. (1998, BCAH98), Siess et al. (2000, SD00), Yi et al. (2001, YY01),
Dotter et al. (2008, DSEP08), and Di Criscienzo et al. (2009, DVD09). The main
input physics adopted for the computations of each set are listed in Table 2.1.
The comparison for a solar-like metallicity (Z ≈ 0.02) for 0.4, 1.0, and 3.0 M⊙
are shown in Fig. 2.1, while in Fig. 2.2 the comparison for sub-solar metallicities
(Z ≈ 0.006 and Z ≈ 0.0002) are shown.
• M = 0.4 M⊙
Panel (a) of Fig. 2.1 shows the HR diagram with the 0.4 M⊙ evolutionary
tracks for the selected sets. The models by BCAH98 with αML = 1, DSEP08,
DVD09, and PROSECCO have a quite similar location in the HR diagram for
log L/L⊙ < −1 (age & 5 Myr) as a consequence of using similar boundary
conditions and EOS, which are the main input physics that determines the
properties of low-mass stars, as shown in Chapter 1. I also recall that the
effect of adopting different αML values becomes progressively negligible as
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Code: EOS Radiative opacity Boundary conditions Convection Reaction rates Xd
(Mixture)
OPAL05; non-grey, τph = 10 MLT NACRE99; 2 × 10
−5 (a)
PROSECCO OPAL06 F05 BH05 (αatm = 2); αML = 1.680 LUNA05 4 × 10
−5 (b)
(AS05) CK03 (αatm = 1.25) (
14N(p,γ)15O)
BCAH98 SCVH95 OPAL96; non-grey, τph = 100 MLT
(c) CF88 2 × 10−5
AF94 AH97 (αatm = 1) αML = 1.900
(GN93) (αML = 1.000)
DSEP08 ChKi95; OPAL05; non-grey, Tτph=Teff MLT AD98; 0
FreeEOS04 F05 HB99 (αatm = 2); αML = 1.938 LUNA04
(GS98) CK03 (αatm = 1.25) (
14N(p,γ)15O)
DVD09 OPAL05; OPAL05; non-grey (d), M < 2 M⊙
SCVH95 F05 AH97, τph = 3 MLT NACRE99 4 × 10
−5
(GS99) (αatm = 1); αML = 2.000;
He02, τph = 10 (FST); FST
grey, M ≥ 2 M⊙
SD00 PTEH95 OPAL96; non-grey, τph = 10 MLT CF88 2 × 10
−5
AF94 K91, P92 αML = 1.600
(GN93)
YY01 OPAL96; OPAL96; grey atmosphere, MLT BP92 (unknown)
ChKi95 AF94 τph = 2/3 αML = 1.743
(GN93)
Table 2.1: Summary of the main characteristics of the selected grid of models. The columns
provide the adopted EOS, radiative opacity (the heavy element mixture is specified), bound-
ary condition, super-adiabatic convection treatment, nuclear cross-sections and initial deuterium
abundance. All the models have been computed adopting a solar-calibrated convection efficiency,
with the exception of BACH98 (αML = 1.0) and DVD09.
(a) (b) I used Xd = 4× 10−5 for Z ≤ 0.008
and Xd = 2 × 10−5 for higher metallicities. (c) BCAH98 models have been computed also for
αML = 1 in the case of low-mass stars; I used this latter value of αML for the comparisons of
0.4 M⊙.
(d) DVD09 adopt the AH97 atmospheric models and MLT for M≤ 0.6M⊙ and the Heiter
et al. (2002) ones plus the FST for 0.6 <M/M⊙ < 2.0. OPAL EOS - Rogers et al. (1996), Rogers &
Nayfonov (2002); SCVH95 - Saumon et al. (1995); ChKi95 - Chaboyer & Kim (1995); FreeEOS04 -
Irwin (2004); PTEH95 - Pols et al. (1995); OPAL Opacity - Iglesias & Rogers (1996); F05 - Ferguson
et al. (2005); AF94 - Alexander & Ferguson (1994); AS05 - Asplund et al. (2005); GN93 - Grevesse
& Noels (1993); GS98 - Grevesse & Sauval (1998); GS99 - Grevesse & Sauval (1999); BH05 - Brott
& Hauschildt (2005); CK03 - Castelli & Kurucz (2003); AH97 - Allard et al. (1997), Allard &
Hauschildt (1997); K91 - Kurucz (1991); P92 - Plez (1992); H99 - Hauschildt et al. (1999a,b);
He02 - Heiter et al. (2002); NACRE99 - Angulo et al. (1999); AD98 - Adelberger et al. (1998);
BP92 - Bahcall & Pinsonneault (1992); CF88 - Caughlan & Fowler (1988): LUNA04 and LUNA05 -
Imbriani et al. (2004, 2005).
low-mass stars approaches the ZAMS, and affects only the early evolution
along the Hayashi track. To this regard, notice that BCAH98 model adopts
the lowest value of the mixing length parameter among the selected sets,
namely αML = 1.0; the use of a such low αML is partially responsible of the
BCAH98 low effective temperature for young ages (1 - 5 Myr, log L/L⊙ .
−0.5). It is important to notice that BCAH98 and DVD09 adopt the same
atmosphere models, the AH97, which is the previous release of the H99 and
BH05 ones, used, respectively, in the DSEP08 and PROSECCO code. One of the
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Figure 2.1: Comparisons between 0.4 M⊙ (top panels), 1.0 M⊙ (mid panels), and 3.0 M⊙
(bottom panels) models from different authors listed in Table 2.1, for Z ≈ 0.02, in the HR diagram
(left column) and in the (log t[yr], log L/L⊙) plane (right column).
most important difference among these set of atmospheric structures is the
different value of the adopted mixing length parameter, namely αatm = 1.0
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and αatm = 2.0 in the AH97 and H99 (BH05) respectively. However, the effect
of such different αatm gets progressively less and less important as the star
contracts and gets denser and denser, in other words, when the convection
becomes almost adiabatic even in the outer layers of the star (see Chapter
1).
DSEP08 and PROSECCO are very close among each other during the whole
evolution. Indeed, both the models have been computed adopting almost
identical atmosphere models and similar EOS (FreeEOS and OPAL EOS are
quite similar for such mass, see Chapter 1). There is one difference between
the two codes that deserves to be discussed, which is the point where the
atmosphere and interiors have been matched. In DSEP08 the point where
Tatm(τ) = Teff is adopted; this choice does not correspond to a constant
value of τ , which in this case, I verified, can assume values lower than one.
Recalling what shown in Chapter 1, τ . 1 produces track cooler than the one
obtained with τ = 10, thus justifying, at least in part, the fact that DSEP08
model is cooler than PROSECCO one near the ZAMS, while for younger ages
(∼1 Myr) the larger αML used in DSEP08 dominates the track morphology. I
want to mention also that DSEP08 model has a chemical composition slightly
different from the one adopted to compute the PROSECCO one; however, the
reduction of the effective temperature and luminosity due to the lower helium
abundance is counterbalanced by the increase in the same quantities due to
the lower total metallicity adopted.
The tracks of SD00 and YY01 show the greatest differences in both morphology
and position on HR diagram compared to the others. SD00 use a modified
version of the EOS described in Pols et al. (1995) that, as discussed in Chapter
1, should produce tracks colder than the ones obtained using the OPAL EOS.
A further shift towards lower effective temperatures due to the lower helium
abundance is expected too. However, Fig. 2.1 shows that the SD00 track
is hotter than the other models for log L/L⊙ < −0.5, with a maximum
difference in ZAMS of about ∆Teff ≈ 150 - 160 K. This result is not easy to
explain. One might speculate that a not negligible role in the deviation of
the SD00 track is played by the scheme adopted to obtain the BCs, which, as
discussed in Siess et al. (2000), have been obtained by integrating the T (τ)
relationship resulting from a fit of two atmospheric models (Kurucz, 1991;
Plez, 1992).
Regarding YY01, the track morphology is completely different from the oth-
ers; the ZAMS is 500 - 550 K colder than the BCAH98, DSEP08, DVD09, and
PROSECCO ones. I verified that this large discrepancy can be justified by
neither the different initial helium abundance nor by the adoption of the old
AF94 low-temperature radiative opacity in concomitance of the use of a grey
T (τ) relationship. It is not easy to unambiguously identify the reason of such
a strange behaviour. However, Siess (2001) proved that the location in the
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HR diagram of pre-MS tracks of low-mass stars is very sensitive to the con-
tribution of molecular hydrogen in the EOS, showing that models computed
with an EOS that does not account for H2 are significantly less luminous
(∆ log L/L⊙ ≈ 0.6 for a 0.3 M⊙) and colder (about 1000 K for a 0.3 M⊙)
than those computed with an EOS that does take it into account. This seems
to be the case for YY01; indeed, for temperatures lower than 106 K, in the
regions not covered by the OPAL EOS96, the Saha equation has been adopted,
which accounts for a single state of ionization of atomic hydrogen and metals
plus double states of ionization of helium but neglecting the contribution of
H2.
The right upper panel of Fig. 2.1 shows the temporal evolution of the lu-
minosity. The models by BCAH98, DSEP08, and PROSECCO are in reciprocal
very good agreement for log t[yr] & 6.0. The non-negligible discrepancy at
younger ages between the PROSECCO and DSEP08 models (∆ log L/L⊙ ≈ 0.2
at log t[yr] ≈ 5 - 5.5) is caused by the different initial deuterium abundance,
which in DSEP08 is set to zero.
The DVD09 model displays a quite peculiar behaviour that cannot be simply
explained. For log t[yr] . 7.5, it is systematically less luminous than the other
models, with a maximum discrepancy in luminosity of about ∆ log L/L⊙ ≈
0.9 at 1 Myr. Di Criscienzo et al. (2009) stated that, owing to the lack of
atmospheric structures for log g[cm s−2] < 3.5, they had to skip the deuterium
burning during the early evolutionary phases, and, consequently, the age of
low-mass stars they obtained is very uncertain. The DVD09 0.4 M⊙ track
begins at log g[cm s−2] ≈ 4.00, at a luminosity lower than the other models
(log L/L⊙ ≈ −1); it is interesting to notice that DVD09 for log t[yr] . 7.5 is
completely different also from the BCAH98 track, which however use the same
atmospheric structures. Nevertheless, as the star approaches the ZAMS the
DVD09 model eventually converges to BCAH98 and to the other models.
As already seen in the HR diagram, the YY01 model shows an evolution quite
different from the other ones. While the other models converge after the
d-burning phase, the YY01 one becomes progressively less luminous until it
reaches the ZAMS with a maximum difference of about ∆ log L/L⊙ ≈ 0.2.
• M = 1.0 M⊙
Panels (c) and (d) of Fig. 2.1 show the comparison between 1.0 M⊙ models.
First of all, it is important to emphasize that all the models, with the ex-
ception of DVD09 one, adopt the solar calibrated value of the mixing length
parameter; if a solar chemical composition would be used too, then the ZAMS
models would have been very close. Indeed, the solar calibration of αML gets
rid of the different input physics adopted, to reproduce, at the age of the
Sun, the solar radius. This assures that at least the effective temperature of
ZAMS and MS sets of models with a solar calibrated αMS is close among each
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other. However, this is not exactly true because the chemical composition
used for the computations shown in figure is not exactly the one required to
fit the Sun, so differences among the models, even in ZAMS, are expected.
Regarding the different input physics adopted, as previously shown, the ZAMS
position of 1 M⊙ stars in the HR diagram is quite insensitive to the EOS, i.e.
the difference between PTEH95 and OPAL models is about 15 K. In contrast,
the chosen heavy-element mixture has a significant effect on the ZAMS, in
particular substituting the old GN93 with the most recent AS05 mixture leads
to colder (≈ 90 K) and fainter (≈ 0.05) 1 M⊙ models. DSEP08 adopt GS98 and
therefore the difference should be smaller. However, I verified that for DSEP08
this shift in the effective temperature is largely balanced by the different
boundary conditions chosen. Moreover, the DSEP08 model adopts αML ≈ 1.9,
which would produce a ZAMS hotter than that computed with αML = 1.68.
The net effect of the different heavy-element mixture, boundary conditions,
and αML values between the PROSECCO and DSEP08 models is to produce
a difference in the effective temperature on the ZAMS of the order of 100 K,
which is fully compatible with the 94 K actually present. The slight difference
between the initial metal and helium abundances of DSEP08 and our model
is inconsequential because the effect of decreasing helium is counterbalanced
by the concomitant reduction in metals.
The track of SD00 shows the largest difference with the other sets in ZAMS.
In this case, taking into account the effect of the different heavy-element
mixture and mixing length parameter, the ZAMS should be hotter than the
PROSECCO one of about 50 K. On the contrary, from figure it is evident that
such model is actually colder then PROSECCO by about 200 K. I emphasize
that it is quite strange that the SD00 1.0 M⊙ with a solar calibrated αML and
a metallicity close to the solar one is so far from the ZAMS position of the
Sun, as already noticed also by Montalba´n et al. (2004).
Regarding the early pre-MS evolution, the adoption of solar calibrated αML
strongly affects the position of the Hayashi track (see Chapter 1). Among
the selected set of pre-MS tracks, the maximum difference in temperature
along the Hayashi track reaches almost 300 K between DVD09, which is the
hottest model, and SD00, the coolest. The agreement among the other tracks
is better, i.e. ∆Teff ≈ 60 K between PROSECCO and BCAH98.
With the exceptions of DVD09 and YY01, the pre-MS models tend to converge
at the end of the Hayashi track when stars move towards the ZAMS. Notice also
that the lower the helium abundance the colder the Hayashi track (∆Teff ≈ 40
K for ∆Y ≈ 0.02). However, the dominant role in determining the position of
the Hayashi track in this case is played by the efficiency of the super-adiabatic
convection.
Panel (d) of Fig. 2.1 shows the time evolution of luminosity. At the age of 1
Myr, the maximum difference between the models is less than ∆ log L/L⊙ ≈
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0.2 and decreases as the models evolve, reaching ∆ log L/L⊙ ≈ 0.03 - 0.04
in ZAMS. Notice that d-burning occurs at an age well below 1 Myr, thus the
adoption of a different initial deuterium abundance is almost inconsequential
for ages larger than 1 Myr.
• M = 3.0 M⊙
Bottom panels of Fig. 2.1 show the evolution of a 3.0 M⊙. For such mass, the
BCAH98 model is not available, while the track of YY01 has only a few points
making the comparison quite difficult, if not meaningless. Thus, I discuss
only the comparison between DSEP08, DVD09, and SD00 tracks. Moreover, I
do not discuss the location of the Hayashi track, since the star takes about
1 Myr to leave it. I describe the discrepancies between the models for two
specific evolutionary phases, namely the first relative maximum in effective
temperature before the steep drop in luminosity (hereafter hook1) and the
ZAMS. I emphasize that these two points are insensitive to the efficiency of
the super-adiabatic convection and to the adopted boundary conditions, due
to the lack of a significant convective envelope (see Chapter 1).
The discrepancy in the hook effective temperature between the models is
about 310 K for DSEP08 and PROSECCO, 360 K for DVD09 and PROSECCO,
and about -150 K for SD00 and PROSECCO. The original helium abundance
variation accounts for differences with respect to the PROSECCO model of
about -150 K for DSEP08 and -100 K for DVD09, whereas the effect of the
14N(p,γ)15O reaction rate becomes important only near the ZAMS and it is
completely negligible in the hook. Notice that DSEP08 is also slightly metal
poorer than the other models: this leads to a shift of about 100 K towards
higher effective temperatures, hence the effect of the lower initial helium
abundance is approximatively counterbalanced by the lower metal content.
I recall that the position of the hook is quite sensitive to the heavy-element
mixture, that, as discussed in the previous chapter, would account for a
difference of about 300 K in effective temperature and about 0.03 in log L/L⊙
between tracks computed with the GN93 and AS05 mixtures. Thus, because
of the effects of the adopted chemical composition and solar mixture, I would
expect a net shift towards higher effective temperatures than our model of
about 200 K for DSEP08 and about 200 K for the DVD09, which is a bit smaller
than the observed differences of, respectively, 310 K and 360 K.
At the ZAMS location, I found discrepancies in effective temperature with
respect to PROSECCO of about 200 K for DSEP08, 100 K for DVD09, and -400
K for SD00. The effect of the different helium abundances and heavy element
mixtures are similar to those mentioned above. In addition, the ZAMS location
is very sensitive to the adopted 14N(p,γ)15O reaction rate. The difference in
1This phase corresponds approximately to the first model which is completely supported by
central hydrogen burning with the secondary elements not yet being in equilibrium.
74 Pisa pre-MS tracks and isochrones database
effective temperature between tracks computed with the NACRE and LUNA
cross-section is about -250 K, a value that should also be representative of
the difference between LUNA and Caughlan & Fowler (1988) reaction rates
used by SD00 (see e.g., Angulo et al., 1999). Owing to the different initial
helium abundances and heavy-element mixtures adopted, I expect the DVD09
and SD00 models to be respectively 30 K and 60 K colder than the PROSECCO
one, while DVD09 in contrast is 100 K hotter and SD00 is about 340 K colder
than our prediction.
DSEP08 use the old LUNA 14N(p,γ)15O reaction rate (Imbriani et al., 2004),
which is about 6% greater than the latest LUNA release adopted in PROSECCO.
This difference would make the DSEP08 model colder than ours by about 20 K.
Adding to this the other differences in the input physics adopted by DSEP08
with respect to PROSECCO (i.e. initial helium and metal abundances and
mixture) would account for a discrepancy of about 240 K, in good agreement
with what observed.
The pre-MS time evolution of the luminosity for this mass is shown in panel
(f) of Fig. 2.1. Before the hook (6 . log t[yr] . 6.4), SD00 model, for a fixed
age, is less luminous than DVD09. The ZAMS age of DVD09 and PROSECCO are
in reciprocal good agreement ( ∆t/t . 5%), whereas SD00 predict a ZAMS age
older by about 20 - 30% than PROSECCO and DVD09.
The luminosity evolution of DSEP08model is in good agreement with PROSECCO
one, but I emphasize that there is a peculiar bump near the ZAMS, which none
of the other models show.
• Metal-poor models
Figure 2.2 shows the comparison for sub-solar metallicity, namely Z ≈ 0.006
(top panels) and Z ≈ 0.0002 (bottom panels), between PROSECCO and DVD09,
DSEP08, and YY01 models2, for 0.4, 1.0, and 3.0 M⊙. Although the initial
metallicities are very similar, if not identical, the initial helium abundances
are quite different. Thus, the observed discrepancies in the HR diagram loc-
ation, in particular near the ZAMS, are not only the result of different input
physics but also of the adopted initial chemical compositions. However, the
models are in reasonable agreement with the exception of the YY01 0.4 M⊙
track, which is significantly colder than the others (by more than 300 K
in ZAMS), probably as a consequence of the adopted EOS, as previously dis-
cussed. At variance with the case for Z = 0.02, the effect of adopting different
heavy-element mixtures is small for models with Z ≈ 0.006 and completely
negligible in the case of Z ≈ 0.0002, as I showed in Chapter 1.
The agreement in the HR diagram is very good between PROSECCO and DSEP08
across the whole range of masses for both the metallicities, with the excep-
2BCAH98 and SD00 metal-poor models are unavailable, while DVD09 low-metallicity models are
available only for M ≤ 1.5 M⊙.
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Figure 2.2: Comparisons between 0.4, 1.0, and 3.0 M⊙ models from different authors listed in
Table 2.1, for Z ≈ 0.006 (top panels) and Z ≈ 0.0002 (bottom panels), in the HR diagram (left
column) and in the (log t[yr], log L/L⊙) plane (right column).
tion of 0.4 M⊙ which is slightly colder by about 40 - 50 K. A quite good
agreement is achieved also between PROSECCO and YY01 for Z = 0.0054 (0.4
M⊙ excluded), whereas the Z = 0.00017 YY01 tracks have a ZAMS that is
colder by about 3 - 4 %. When comparing DVD09 and PROSECCO, very small
differences are present near the Hayashi track for both the metallicities, dis-
crepancies that increase near the ZAMS of 1.0 M⊙ where DVD09 models are
colder than DSEP08 and PROSECCO by about 130 - 150 K.
2.2 Pre-MS database
Pre-MS models represent the theoretical tool needed to infer the main properties of
observed stars, such as the mass, age, and chemical composition, which are essential
to reconstruct the star formation history and the initial mass function of clusters.
In recent years a huge amount of data on young clusters/associations have been
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successfully collected, both in the Milky Way (e.g. Stolte et al., 2005; Delgado et al.,
2007; Brandner et al., 2008), the Small Magellanic Cloud (e.g. Gouliermis et al.,
2006b; Nota et al., 2006; Carlson et al., 2007; Gouliermis et al., 2007b; Sabbi et al.,
2007; Gouliermis et al., 2008; Cignoni et al., 2009, 2010), and the Large Magellanic
Cloud (e.g. Romaniello et al., 2004; Gouliermis et al., 2006a; Romaniello et al.,
2006; Gouliermis et al., 2007a; Da Rio et al., 2009). Thus, the availability of a
large and fine grid of pre-MSmodels, for different masses and chemical composition,
has become progressively more and more requested. To this regard, up to now,
only a few database of pre-MS models were available. Moreover, from the early
release of such databases, new and more reliable updated input physics have been
made available for stellar computations; as I showed in Chapter 1, some of them
strongly affect the morphology of the tracks with a consequent modification of the
main parameters inferred for an observed star. In addition to this, the available
tracks were generally computed for a limited set of parameter (e.g. a few chemical
composition, mixing length parameter). Given such a situation, I decided to make
available a large database computed adopting the recent input physics presented
in the previous chapter, by making different assumptions on those parameters that
mainly affects the models.
The models available in the database have been computed for 19 metallicity
values, from Z = 0.0002 to Z = 0.03, which is the metallicity range characteristic
of young stellar populations, e.g. the Milky Way (Z ∼ 0.008 - 0.020) and of the
Large and Small Magellanic Clouds (Z ∼ 0.005 - 0.008). For each value of Z,
the corresponding helium abundance has been obtained by the linear helium-metal
relation already presented in Chapter 1,
Y = Yp + Z
∆Y
∆Z
(2.1)
where Yp represents the cosmological
4He abundance and ∆Y /∆Z is the Galactic
helium-to-metal enrichment ratio. For the computations, I used both the recent
WMAP estimate of Yp = 0.2485 ± 0.0008 suggested by Cyburt (2004), and the less
recent value Yp = 0.230 (see e.g., Lequeux et al., 1979; Pagel & Simonson, 1989;
Olive et al., 1991; Pagel & Kazlauskas, 1992), which has been largely adopted as
a canonical value (e.g, VandenBerg et al., 2000; Girardi et al., 2000; Yi et al.,
2001; Cariulo et al., 2004). Regarding ∆Y/∆Z, given the large uncertainty on
such quantity, I adopted two values, namely ∆Y/∆Z = 2 and 5, which should
be the lower and upper limit of the most plausible values that such quantity can
assume (see e.g., Pagel & Portinari, 1998; Jimenez et al., 2003; Casagrande, 2007;
Casagrande et al., 2007; Carigi & Peimbert, 2008; Gennaro et al., 2010; Portinari
et al., 2010). In conclusion, for each value of Z, I computed three helium abund-
ances obtained using a specific combination of (∆Y/∆Z, Yp), namely (2, 0.230),
(2, 0.2485), and (5, 0.2485), which correspond, respectively, to low-, mid-, and
high-helium abundance models.
I showed that during the pre-MS evolution, the models are quite sensitive also to
the adopted initial deuterium abundance. Recent estimates based on the WMAP and
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the standard model of cosmological nucleosynthesis, found a numerical primordial
deuterium-to-hydrogen ratio (D/H)p = 2.55
+0.21
−0.20 × 10−5 (Cyburt, 2004), which
corresponds to a fractional abundance in mass in the range 3.5×10−5 . Xd . 4.2×
10−5. A similar d-abundance was found by Pettini et al. (2008) and Steigman
et al. (2007). On the other hand, for the local interstellar medium (ISM) the value
is lower, as a consequence of stellar astration. Geiss & Gloeckler (1998) found
(D/H)ISM ≈ 2.1 × 10−5 (Xd ≈ 3 × 10−5), while more recent observations give
(D/H)ISM = 1.88 ± 0.11 × 10−5 that is Xd ≈ 2.6 × 10−5 (see also Vidal-Madjar
et al., 1998; Linsky, 1998; Linsky et al., 2006; Steigman et al., 2007). For the
present calculations, I decided to adopt both a primordial deuterium abundance
(Xd = 4× 10−5) and Xd = 2× 10−5, the latter value only for Z ≥ 0.008.
Regarding the mixing length parameter αML used for the computations, I
already stated that such value is a free parameter to be calibrated. If a solar
calibration is performed, αML = 1.68 is obtained (see Chapter 1). However, I also
provided tracks with a different αML, i.e. αML = 1.2 and 1.9, corresponding to a
low- and high- convection efficiency model. I choose αML = 1.9 since such value
is close to the one used by other authors, while a low αML value is suggested by
the comparison between pre-MS models and young low-mass binary stars (see e.g.,
D’Antona et al., 2000; Steffen et al., 2001; Covino et al., 2004; Claret, 2006, and
the following sections) and by a preliminary analysis on surface 7Li abundance in
young stars3.
The models have been computed without core overshooting, since the evolution
is stopped to the ZAMS and the presence of overshooting is negligible even in the
case of large masses.
The full sets of parameters available in the database are listed in Table 2.2;
notice that I also provide a set of models computed with the parameters obtained
from a solar calibration, i.e. the initial helium and metals abundance of the Sun,
and the solar calibrated mixing length parameter.
The tracks are available from the early pre-MS evolution to the ZAMS, in the
mass range [0.2, 7.0] M⊙, with a mass spacing of 0.05 M⊙ in the interval [0.2, 1.0]
M⊙, 0.1 M⊙ in the interval [1.0, 2.0] M⊙, 0.2 M⊙ in the interval [2.0, 4.0] M⊙, and
0.5 in the interval [4.0, 7.0] M⊙. I made available also the isochrones for the same
parameters specified above, in the age interval [1, 100] Myr. The age spacing is
1 Myr in the interval [1, 20] Myr and 5 Myr in the interval [20, 100] Myr. An
example of a few sets of tracks and isochrones for different chemical composition
is shown in Fig. 2.3 and Fig. 2.4.
3In a preliminary analysis of surface 7Li abundance in young open clusters, I found that a
low-convection efficiency model is preferred to the solar calibrated one. The preliminary results
suggested αML . 1.2, which is the value adopted for the database. However, as I will discuss
in Chapter 3, a further study of young stars (performed after the release of pre-MS database)
points out the necessity of using αML = 1.0.
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Xd = 4.0× 10−5 Xd = 2.0× 10−5
αML = 1.2, 1.68, 1.9 αML = 1.2, 1.68, 1.9
Yp = 0.230 0.2485 0.230 0.2485
∆Y/∆Z = 2 2 5 2 2 5
Z: Y: Y:
2.00× 10−4 0.230 0.249 0.250 - - -
1.00× 10−3 0.232 0.251 0.254 - - -
2.00× 10−3 0.234 0.253 0.259 - - -
3.00× 10−3 0.236 0.254 0.263 - - -
4.00× 10−3 0.238 0.256 0.269 - - -
5.00× 10−3 0.240 0.258 0.273 - - -
6.00× 10−3 0.242 0.260 0.279 - - -
7.00× 10−3 0.244 0.262 0.283 - - -
8.00× 10−3 0.246 0.265 0.289 0.246 0.265 0.289
9.00× 10−3 0.248 0.267 0.294 0.248 0.267 0.294
1.00× 10−2 0.250 0.268 0.299 0.250 0.268 0.299
1.25× 10−2 0.255 0.274 0.311 0.255 0.274 0.311
1.50× 10−2 0.260 0.278 0.323 0.260 0.278 0.323
1.75× 10−2 0.265 0.284 0.336 0.265 0.284 0.336
2.00× 10−2 0.270 0.288 0.349 0.270 0.288 0.349
2.25× 10−2 0.275 0.294 0.361 0.275 0.294 0.361
2.50× 10−2 0.280 0.299 0.374 0.280 0.299 0.374
2.75× 10−2 0.285 0.304 0.386 0.285 0.304 0.386
3.00× 10−2 0.290 0.308 0.398 0.290 0.308 0.398
Standard Solar Model: Y = 0.2533, Z = 0.01377, αML = 1.68, Xd = 2× 10−5
Table 2.2: Summary of the models and isochrones available in the database. The table lists the
initial deuterium abundance Xd, the mixing length parameter (αML), the primordial abundance
of helium (Yp), the helium-to-metal enrichment ratio (∆Y/∆Z), the initial helium (Y ), and metal
(Z) abundance.
2.3 Observational tests on pre-MS stars
Binary stars are almost ideal environments to test the validity of theoretical stellar
evolution models, since the stellar masses are known. Moreover, there is a partic-
ular class of binary systems, the double-lined detached eclipsing binaries (EB), for
which also the radius and primary-to-secondary component effective temperatures
ratio are directly measurable; in other cases, as for the astrometric binaries (AS),
only the mass and distance (hence luminosity) are measurable (see e.g., Mathieu
et al., 2007). Thus, such objects (especially the former class) provide a crucial test
for the current generation of theoretical models, since (at least) the mass is known.
However, the observations are still affected by quite large uncertainties, which in
some cases prevent a good comparison among data and predictions. This is one
of the reasons why the data are undergoing to a continue refinement (together
with the refinement of the input physics adopted in stellar models computations),
which progressively improves the precision of the main parameters derived for bin-
ary stars.
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Figure 2.3: Theoretical tracks in the mass range 0.2 - 7 M⊙ for labelled chemical composition
with αML = 1.68 and Xd = 4 × 10−5 with superimposed the corresponding isochrone of 1 Myr
(dashed line). The dotted line represents the evolutionary phases with ages younger than 1 Myr.
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Figure 2.4: Theoretical isochrones in the range 1 - 100 Myr for the labelled chemical composi-
tions with αML = 1.68 and Xd = 4× 10−5.
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In the following, I will discuss a method that allows to unambiguously compare
a grid of models (in this case the Pisa pre-MS database) with the observations
available for binary stars, by using a robust statistical Bayesian method. Such
method has been applied to few pre-MS binaries stars available in the literature,
which belong to the class of double-lined eclipsing binaries (EB) and to the class of
astrometric binaries (AS).
The present analysis has been conducted in collaboration with researchers of the
MPI ot Heidelberg, and in particular with Mario Gennaro, who mainly developed
the Bayesian code partially described in the following.
2.3.1 Bayesian method
One of the major problems that arises when comparing theoretical models and data
is to unambiguously identify the best fit model among a set of models computed
with several parameters. In other words one has to identify the parameter set that
achieve the best agreement with data. However, the definition of best agreement
is itself something subjective. Thus, an objective method of comparing data and
models has to be adopted.
Jørgensen & Lindegren (2005, JL05) developed a Bayesian method to infer
stellar parameters from the observations, and they showed how such method could
be successfully used to infer the mass and ages of stars in the Geneva-Copenhagen
survey. The JL05 formalism is quite general and can be extended to other cases,
such as in the study of binary systems, as discussed in Gennaro et al. (2012), where
such method has been applied to pre-MS binary systems adopting the tracks made
available in the Pisa database.
The basic idea is to compare the model predictions to the data to obtain the
most probable set of parameters, i.e. age, mass, and metallicity. The model pre-
dictions and the best parameter set strongly depend on the assumptions made on
what I call themeta-parameters. In the following I will consider asmeta-parameters
the mixing length parameter (αML) and helium abundance, which in turn depends
on the helium-to-metal enrichment ratio (∆Y/∆Z) and on the primordial helium
abundance (YP). Of course other quantities affect the evolution (i.e. the heavy
elements distributions, the opacity, EOS, . . . ), which depends on the current know-
ledge of the micro-physics adopted in the computations; for this reason they will
not be considered in the following.
I adopted the same formalism given in Gennaro et al. (2012) and JL05, by
defining the set of available observables (i.e. gravity, effective temperature, or
luminosity) as q and the set of parameters obtained from the models as p. Such
parameters are the stellar age (τ), mass (µ), and metallicity (ζ). Thus, one can
define the posteriori probability f(q|p,Ξ) of obtaining a set of observable q given a
set of parameters p (computed adopting the meta-parameters Ξ), as it follows,
f(q|p,Ξ) ≡ ηf0(p,Ξ)L(p,Ξ|q) (2.2)
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where, η is the normalization constant, L(p,Ξ|q) is the likelihood of the parameters
p over the observation q, and f0(p,Ξ) is the prior probability distribution, which is
a further constrain on the parameters set. I will discuss in more detail L and f0
further on in the text.
The density posterior probability if integrated over the whole parameter set p
but one (pi), i.e. dpj 6=i (marginalization), gives the relative likelihood g(q|pi,Ξ),
g(q|pi,Ξ) ≡
∫
f(q|p,Ξ)dpj 6=i (2.3)
To be clearer, considering p =(mass, age, metallicity), if one integrates over the
metallicity and mass, the marginal distribution obtained is the relative likelihood
of the age distribution. Notice that, in this case, the marginalization means to sum
over all the masses and metallicities of the set, thus the age distribution, and the
related best age, is obtained loosing information of the mass and metallicity. Simil-
arly it is possible to marginalize the posterior probability to achieve the metallicity
or the mass distributions, and consequently the best mass or metallicity for a given
set of meta-parameters Ξ.
If the integration over the whole set of parameters is performed, the quantity
obtained is defined as the evidence of each set of model (for a given set of the
meta-parameters Ξ),
F (q|Ξ) ≡
∫
f(q|p,Ξ)dp (2.4)
This quantity says nothing about the best value of the age, mass, and/or metallicity
of the models, but contains the information of the capability of a given set of models
of reproducing the observable q for all the available masses, ages, and metallicities.
Thus this quantity can be used to discriminate the most suitable set of models (Ξ).
Indeed, if one defines the Bayes Factor BFi,j in the following way,
BFi,j ≡ F (q|Ξi)
F (q|Ξj) (2.5)
which is the ratio between the evidence of the two sets of meta-parameters (Ξi and
Ξj), the most suitable class of models (i.e. Ξ) is the one that corresponds to the
the largest Bayes factor.
It should be clear that the method presented above can be adopted to infer
both the main properties of a star (i.e. age, mass, and metallicity) and to select
the class of models that has the best overall agreement with the data. This last
point is useful to exclude part of the meta-parameter space (especially in the case
of a lot of meta-parameters) in an unambiguous way.
Regarding the best fit parameters, they have been derived through the margin-
alised distribution; JL05 showed that the mode of the marginalized distribution is
a much more robust indicator than the mean. This is clear if one notice that in
some cases the relative likelihood can be strongly asymmetric or can have multiple
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peaks: in these cases the mean is poorly representative of the best value. For
what concerns the confidence interval, it has been defined in the following way:
given a distribution F (x), defined in the interval [x1, x2], the confidence interval
[xmin, xmax] is obtained by rejecting 16% of the total probability on each side of
the domain, thus,∫ xmin
x1
F (x)dx =
∫ x2
xmax
F (x) = 0.16
∫ x2
x1
F (x)dx (2.6)
Notice that in the case of a Gaussian distribution, this coincides with the definition
of a confidence interval of 1σ. It can be useful to define also the relative precision,
which, following the JL05 formalism, can been expressed in terms of xmin and xmax,
ǫ =
√
xmax/xmin − 1 (2.7)
This quantity is useful when comparing the age and/or mass obtained by different
set of models, to define the quality of the determination.
2.3.2 Likelihood and prior distribution
The likelihood used here is similar to the one presented in JL05, with the difference
that here the covariance matrix has been taken into account. This is a crucial point
when dealing with correlated quantities, i.e. luminosity, effective temperature, and
radius. Indeed, in EBs, temperature and luminosity are not independent among
each other; the luminosity is obtained from the radius and the effective temperature
making the assumption of black-body emission, L = 4πσSBR
2T 4eff . Given such a
situation, the covariance of the luminosity and effective temperature is given by,
Cov(logL/L⊙, log Teff) = 2Cov(logR, log Teff) + 4Cov(log Teff , log Teff) =
= 2Cov(logR, log Teff) + 4Var(log Teff) ≈
≈ 4σ2log Teff (2.8)
where in the last simplification it has been assumed that effective temperature and
radius have vanishing covariance.
The likelihood L in two dimensions (q = (x, y)) is given by the following
relation,
L(p,Ξ|q) = 1
2πσxσy
√
1− ρ2 × exp
{
− 1
2(1− ρ2)
×
[
[x(p,Ξ)− xˆ]2
σ2x
+
[y(p,Ξ)− yˆ]2
σ2y
−
−2ρ[x(p,Ξ)− xˆ][y(p,Ξ)− yˆ]
σxσy
]}
(2.9)
where by xˆ, yˆ and σx, σy I indicate, respectively the measured value of the observ-
able x and y and their related uncertainties, while x(p,Ξ) and y(p,Ξ) are the same
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observables obtained from the model for the parameters p (and from the Ξ set),
and ρ = Cov(x, y)/σxσy.
As anticipated above, the Bayesian method allows to include in the computation
of the posterior probability some additional information about a prior distribution
of the expected parameters. In example, in the case of EBs the mass is known
with a very good precision (a few %), thus it can be useful to impose that the
models have to reproduce the observable with a mass similar to the observed one.
A similar assumption can be made on the metallicity, if known. The use of a prior
distribution for these parameters allows to do this.
For the mass a Gaussian prior has been adopted given the high precision of
mass measurements, thus,
f0(p) = exp{−(1/2)[(µ−mob)/σmob ]2} (2.10)
where, mob and σmob are respectively the measured mass and its related uncertainty.
Similarly, when the metallicity of the stars is known, a Gaussian prior has been
used. However, in some cases the metallicity is not available and a flat prior over
the whole range of Z has been adopted. I want to emphasize that, generally, only
[Fe/H] measurements are available and not directly Z. However, using the relation
between helium and metals, and Z and [Fe/H] given in the previous chapter, Z
can be obtained.
2.3.3 Testing the Bayesian method
The Bayesian method described above has been tested by generating a sample
of synthetic pre-MS binary systems with the Pisa pre-MS tracks. The generated
binaries have been chosen in the same mass range where the observations are
available, and within a representative range of q ≡M1/M2 value, i.e. [1, 4] (M1 and
M2 are respectively the mass of primary and secondary component of the binary
system). The method has been applied to recover the stellar parameters once a
random error on mass, effective temperature, and luminosity has been introduced;
such errors are assumed to be similar to the typical observational uncertainties on
binary stars, i.e. δM = 0.015 M⊙, δ log Teff = 0.015 dex, and δ logL/L⊙ = 0.1
dex. Notice that when adding the uncertainty on the effective temperature, the
ratio between the primary and secondary component effective temperature has been
kept fixed, since Teff, 1/Teff, 2 is a quantity that is directly measurable from the data.
Regarding the metallicity of the models, it has been fixed to the reference one4,
namely Z = 0.0125, consequently the metallicity prior adopted in the recovery is
a delta function, δ(ζ − 0.0125).
The method has been run adopting both a Gaussian and a flat prior on the
stellar mass. If a Gaussian prior is adopted, the mass is centred on the value of
4Notice that in this section the reference metallicity has been set to Z = 0.0125, which is
the value available in the database closest to Z = 0.01291 used in the other chapters, and
corresponding to [Fe/H].
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Flat prior Gaussian prior
Sys. Ages Ms1 M
s
2 M1 M2 τ1 τ2 τsys M1 M2 τ1 τ2 τsys
(Myr) (M⊙) (M⊙) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
A.2 2 2.00 0.50 91 68 87 92 83 100 100 83 98 100
A.5 5 2.00 0.50 98 72 100 74 100 100 100 97 94 97
A.8 8 2.00 0.50 78 79 0 79 54 100 100 0 82 77
B.2 2 1.00 0.30 77 76 94 98 97 100 100 100 100 100
B.5 5 1.00 0.30 77 71 96 72 84 100 100 94 94 96
B.8 8 1.00 0.30 68 73 95 62 81 100 100 92 83 83
C.5 5 1.27 0.93 82 74 95 98 89 100 100 89 94 93
C.10 10 1.27 0.93 100 68 83 93 78 100 98 72 88 58
C.15 15 1.27 0.93 86 84 87 86 94 100 100 71 77 78
Table 2.3: Percentage of cases in which the simulated masses and ages are recovered within
the confidence interval of 68%, in the case of a Flat and Gaussian mass prior. The simulated
primary and secondary component masses and age are listed, respectively, in first, second, and
third columns. M1, τ1, M2, and τ2 refer to the primary and secondary component mass and age,
while τsys is the age obtained if coevality is imposed.
Figure 2.5: Left panel: evolutionary speed along stellar tracks in the HR diagram. Age-gradient
is inversely proportional to this quantity. The color coding is a scale from red-orange (fast
evolution, small age-gradient, good age determination) to blue-purple (slow evolution, large age-
gradient, bad age determination). Right panel: mass-gradient calculated along isochrones. Red-
orange regions are regions of low gradient (high precision in mass determination), blue-purple
regions are regions of high mass gradient where masses are determined with worse precision. In
both panels symbols indicate the positions of the simulated stars before the random errors are
added. Superimposed in white are some reference tracks and isochrones.
the simulated mass. Table 2.3 summarizes the results of the recovery after 100
simulation of each system with random errors. The results show that the method
is very robust in recovering the simulated stars. First of all it is evident the power
of the prior; if the Gaussian mass prior is used, the mass is recovered in almost
86 Pisa pre-MS tracks and isochrones database
the totality of the simulated systems with a very high precision. A good resolution
in age is also achievable where the star observables abruptly change with time,
whereas the precision gets worst and worst as the time dependency decrease (i.e.
close to the MS). A similar behaviour is shown by the mass recovery.
I emphasize that the precision of the recovery is a complex function of the
position of the objects in the HR diagram. In those parts of the HR diagram where
the tracks gets very close among each other (i.e. along the Hayashi track), the
mass is badly recovered. Figure 2.5 show the rate of the mass/age variation along
the evolutionary tracks and isochrones with over-imposed the simulated stars: the
red part of the HR diagram corresponds to the regions where high precision can be
reached, whereas the blue one where the recovery is largely uncertain.
It is important to note that the introduction of simulated observational uncer-
tainty produces a spurious effect also on the age recovery. If a coeval system is
simulated, the observational uncertainties could modifies the inferred parameters
in such a way that the two recovered stars appears to be not coeval. This happens
mainly when one of the two simulated stars falls in one of the bad recovery region
(i.e. close to the MS, case A.8). In these cases, G(τ) might be flat and broad, with
a consequent bad age determination. However, it is possible to define a system
age, through the age likelihood of the system Gsys(τ), defined as the product of
the relative age likelihood of the two components G1(τ), G2(τ),
Gsys(τ) = G1(τ)×G2(τ) (2.11)
Given its definition, Gsys(τ) is the relative likelihood of the age inferred under the
hypothesis of coevality. If Gsys(τ) is used instead of G1(τ) and G2(τ), the age
derived is much close to the simulated one. This happens because although one
of the one-component G(τ) is flat (i.e. for the primary component of A.8), the
composite age is essentially determined by the thickest G(τ). Of course this result
is the consequence of adopting the hypothesis of coevality.
2.3.4 The models
The Bayesian method has been used along with the models available in the Pisa
pre-MS database.
As I stated before, the mass determination of EBs is very precise, with uncer-
tainty down to 0.01 M⊙, thus also the pre-MS grid should have a similar spacing.
However, the database mass grid is not so fine and in addition it has a variable
mass spacing. In order to overcome this problem, in the mass range covered by
the binary systems available (0.2 - 3.0 M⊙), the grid has been made finer. Instead
of computing new tracks, I verified that the interpolation in the existing grid is
precise enough.
The interpolation of a new track has been performed in the following way: first
of all the tracks of the grid has been reduced. The reduction technique consists in
identifying some characteristic evolutionary phases in all the tracks used for the
interpolation. Such phases correspond to:
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• the ignition of d-burning,
• the end of d-burning,
• the point where the central hydrogen has been reduced of 0.05%,
• the points where the central hydrogen has been reduced of 10, 20, and 50%,
• the exhaustion of the central hydrogen.
Each of this point defines the borders of an interval; the tracks have been inter-
polated to have the same number of points in each interval. At the end of the
reduction, all the tracks has the same number of points, and each point corres-
ponds to, more or less, the same evolutionary phase. The new track has thus been
obtained interpolating the existing tracks in each point at the requested mass.
For what concerns the isochrones, similarly to the masses, an higher precision
in age is required. The database contains ages larger than 1 Myr, however, in the
EBs data sample there are few stars that are very close to the 1 Myr isochrone. In
these cases, in order to have a complete relative age likelihood, ages younger than 1
Myr are required, otherwise the likelihood would be truncated to 1 Myr, strongly
affecting the quality of the age determination. Thus, new isochrones have been
computed from the reduced tracks, in an age interval of [0.05, 100] Myr, with a
spacing of 0.05 Myr. After having computed the finer grid of tracks and isochrones,
each track has been further interpolated in age to have a fixed age spacing of 0.05
Myr, equal to the one used for the isochrones.
The choice of such age and mass spacing allows to achieve a formal high preci-
sion in the method: the final uncertainty on mass and age depends essentially on
the data quality.
2.3.5 Pre-MS binaries data set
At the moment the available sample of pre-MS binaries amounts to a few objects
(see e.g., Mathieu et al., 2007): 6 double-line eclipsing binary systems (EBs) and 3
astrometrical ones (AS). In the present analysis the sample of Mathieu et al. (2007)
has been adopted with the exception of EB 2M0535-5, which has been excluded
because its dynamical mass is lower than the minimum value available in the
database. Moreover, the stars belonging to the ASAS J052821+0338.5 (Stempels
et al., 2008) and HD 113449 systems (Cusano, private communication) have been
added to the sample of available EBs.
The main parameters measured for such objects are given in Table 2.4. Figure
2.6 shows the position of all the stars in the HR diagram, with over-imposed the
standard tracks.
In the case of EBs the mass, effective temperature ratio, and radius can be
accurately measured. However, to determine the effective temperature of each
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ID Name Mass Radius log Teff logL/L⊙ [Fe/H]
[M⊙] [R⊙] [K]
01 RS Cha a EB 1.890± 0.010 2.150± 0.060 3.883 ± 0.010 1.149 ± 0.041 −0.17± 0.01
02 RS Cha b EB 1.870± 0.010 2.360± 0.060 3.859 ± 0.010 1.136 ± 0.039 −0.17± 0.01
03 RXJa a EB 1.270± 0.010 1.440± 0.050 3.716 ± 0.013 0.140 ± 0.080 −0.01± 0.04
04 RXJ b EB 0.930± 0.010 1.350± 0.050 3.625 ± 0.015 −0.280± 0.150 −0.01± 0.04
05 V1174 Ori a EB 1.009± 0.015 1.339± 0.015 3.650 ± 0.011 −0.193± 0.048 −0.01± 0.04
06 V1174 Ori b EB 0.731± 0.008 1.065± 0.011 3.558 ± 0.011 −0.761± 0.058 −0.01± 0.04
07 EK Cep a EB 2.020± 0.010 1.580± 0.015 3.954 ± 0.010 1.170 ± 0.040 −0.07± 0.05
08 EK Cep b EB 1.124± 0.012 1.320± 0.015 3.755 ± 0.015 0.190 ± 0.070 −0.07± 0.05
09 TY CrA a EB 3.160± 0.020 1.800± 0.100 4.079 ± 0.018 1.826 ± 0.078 -
10 TY CrA b EB 1.640± 0.010 2.080± 0.140 3.690 ± 0.035 0.380 ± 0.145 -
11 ASASb a EB 1.387± 0.017 1.840± 0.010 3.708 ± 0.009 0.314 ± 0.034 −0.15± 0.20
12 ASAS b EB 1.331± 0.011 1.780± 0.010 3.663 ± 0.009 0.107 ± 0.034 −0.15± 0.20
13 HD 113449 a AS 0.960± 0.087 - 3.715 ± 0.013 −0.402± 0.088 −0.03± 0.10
14 HD 113449 b AS 0.557± 0.050 - 3.580 ± 0.014 −1.509± 0.098 −0.03± 0.10
15 NTTc a AS 1.450± 0.190 - 3.638 ± 0.016 −0.122± 0.160 -
16 NTT b AS 0.810± 0.090 - 3.550 ± 0.016 −0.514± 0.086 -
17 HD 98800 B a AS 0.699± 0.064 - 3.623 ± 0.016 0.330 ± 0.075 −0.20± 0.10
18 HD 98800 B b AS 0.582± 0.051 - 3.602 ± 0.016 0.167 ± 0.038 −0.20± 0.10
Table 2.4: List of stellar properties. (a) RXJ is a short name for RXJ 0529.4+0041A; (b) ASAS is
a short name for ASAS J052821+0338.5; (c) NTT is a short name for NTT 045251+3016.
component, it is required to obtain the temperature of one of the two stars (gen-
erally the primary component), which is done by assuming an empirical Teff -
spectral type relationship. To this regard, several authors have pointed out that
the commonly adopted conversion scales could be affected by large systematic un-
certainties, which propagates in the inferred Teff of the two components (Luhman
et al., 1997; Hillenbrand & White, 2004). The large uncertainty seems to be re-
lated to the fact that the conversion between spectral type and Teff is performed
adopting temperature scale based on MS stars empirical calibrations: however, for
the same spectral type, pre-MS and MS stars can have completely different values
of the surface gravity, so that at the same spectral type pre-MS stars are generally
hotter than MS ones.
Regarding the AS class, the stars are resolved using the interferometry, which
combined with the line-of-sight velocity measurements gives the mass, independ-
ently of the distance. However, for these objects the radius can not be obtained in
an independent way.
As a first step, the standard set of models has been used for the comparison,
i.e. Yp = 0.2485, ∆Y/∆Z = 2, and αML = 1.68, which has been assumed as a
reference set. The Bayes Factor of each set with different meta-parameters has
then been computed with respect to this one. I recall that the sets used here have
three values of αML (1.2, 1.68, and 1.9), two values of ∆Y/∆Z (2 and 5), and two
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Figure 2.6: Position in the HR diagram of the objects listed in Table 2.4, and compared to the
standard pre-MS tracks, i.e. Z = 0.0125, Y = 0.274, and αML = 1.68.
primordial helium abundances (YP = 0.230 and 0.2485).
Before describing each system, it is worth to underline that the comparisons
show the general trend to overestimate the mass of the stars, thus confirming what
partially observed by other authors (see e.g., Mathieu et al., 2007). In order to
reconcile the inferred mass with the observed one, cool models are required; this
translates into the adoption of low initial helium abundance and small mixing
length parameter.
As a general remark of the method, I emphasize that the mass recovery (without
imposing the Gaussian mass prior) is quite good especially in the case of EB sys-
tems, with a maximum relative difference between the dynamical and model masses
of about 15 - 20 % (excluding the problematic secondary component of V1174 Ori,
ID 6, see later), as shown in Fig. 2.7. The quite good agreement achieved for the
EBs systems comes essentially by the fact that for such objects good quality data
are available.
The comparison have been made in the (log Teff , log L/L⊙) plane for all the
stars of the sample.
In the following I will discuss in detail the results for each system.
• RS Cha
The stellar masses and radii are from Alecian et al. (2005) who also provide
a spectroscopic measurement of [Fe/H]. Temperatures are taken from Ribas
et al. (2000). Surface gravities are simply calculated as g = GM/R2.
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Flat mass prior Gaussian mass prior
Name Mdyn Mmod τ1, 2 τsys Mmod τ1, 2 τsys
(M⊙) (M⊙) (Myr) (Myr) (M⊙) (Myr) (Myr)
RS Cha a 1.890 ± 0.010 1.79+0.07−0.07 8.40
+0.65
−0.60 8.50+0.50−0.45
1.85+0.02−0.02 8.00
+0.25
−0.30 8.00+0.15−0.25RS Cha b 1.870 ± 0.010 1.74+0.06−0.07 8.70
+0.75
−0.75 1.82
+0.01
−0.03 7.95
+0.30
−0.40
RXJ a 1.270 ± 0.010 1.25+0.09−0.09 8.35
+3.45
−1.35 6.25+1.20−0.70
1.27+0.01−0.02 8.70
+1.20
−1.25 6.90+1.15−0.85
RXJ b 0.930 ± 0.010 0.87+0.10−0.12 5.25
+1.35
−0.70 0.93
+0.01
−0.02 5.20
+1.30
−0.70
V1174 Ori a 1.009 ± 0.015 1.04+0.06−0.08 5.85
+0.50
−0.40 7.90+0.45−0.45
1.01+0.01−0.02 5.85
+0.50
−0.40 7.40+0.35−0.35V1174 Ori b 0.731 ± 0.008 0.42+0.08−0.07 9.85
+0.45
−0.65 0.73
+0.00
−0.02 8.45
+0.55
−0.50
EK Cep a 2.020 ± 0.010 1.87+0.06−0.06 30.75
+47.60
−8.15 16.00+2.65−2.55
2.02+0.00−0.02 26.85
+43.90
−6.55 18.95+1.05−2.05EK Cep b 1.124 ± 0.012 1.17+0.04−0.03 15.80
+2.65
−2.60 1.13
+0.01
−0.01 18.90
+1.05
−2.00
TY CrA a 3.160 ± 0.020 2.61+0.29−0.18 − 4.25+2.75−0.40
3.16+0.01−0.05 − 3.75+2.65−0.20TY CrA b 1.640 ± 0.010 1.52+0.24−0.35 3.10
+2.55
−0.40 1.64
+0.01
−0.02 18.90
+1.05
−2.00
ASAS a 1.387 ± 0.017 1.54+0.08−0.09 3.50
+0.50
−0.25 3.50+0.15−0.20
1.39+0.01−0.02 3.25
+0.15
−0.20 3.45+0.10−0.15
ASAS b 1.331 ± 0.011 1.13+0.10−0.10 3.50
+0.15
−0.20 1.33
+0.01
−0.02 3.60
+0.10
−0.20
HD 113449 a 0.960 ± 0.087 0.84+0.04−0.05 47.60
+41.45
−2.40 −
0.86+0.04−0.04 48.95
+40.90
−1.80 −
HD 113449 b 0.557 ± 0.050 0.44+0.03−0.06 − 0.48
+0.02
−0.04 −
NTT a 1.450 ± 0.190 1.00+0.12−0.14 3.60
+4.45
−0.65 2.55+0.65−0.35
1.14+0.12−0.11 4.15
+3.25
−0.90 3.55+0.85−0.50NTT b 0.810 ± 0.090 0.41+0.10−0.10 2.40
+0.65
−0.35 0.65
+0.07
−0.08 3.40
+1.00
−0.50
HD 98800 B a 0.699 ± 0.064 0.51+0.25−0.02 0.85
+0.00
−0.20 0.85+0.05−0.15
0.68+0.06−0.07 0.85
+0.05
−0.10 0.90+0.00−0.10
HD 98800 B b 0.582 ± 0.050 0.41+0.17−0.00 0.95
+0.00
−0.35 0.56
+0.05
−0.06 1.00
+0.00
−0.15
Table 2.5: Results from the comparison with the standard models (αML = 1.68, ∆Y/∆Z = 2,
YP = 0.2485). The cases of missing entries correspond to poorly defined age confidence interval.
The two RS Cha components have quite similar masses of ∼ 1.9 M⊙ and are
both close to the ZAMS. Recent estimates for the system age range from 6+2−1
Myr (Luhman & Steeghs, 2004) to 9.13± 0.12 Myr (Alecian et al., 2007).
The standard set of models slightly underestimates the mass values with
µ1 = 1.79
+0.07
−0.07 M⊙ and µ2 = 1.74
+0.06
−0.07 M⊙ for the primary and secondary
mass respectively. The dynamical masses fall outside these 68% confidence
intervals, nevertheless the discrepancy is quite small, less than 5%, which is,
however, a very remarkable agreement. The relative precision of the mass
estimates are strongly increased by the use of the Gaussian prior and also
the mode of the mass marginal distributions for both components are more
similar to the observed values with µ1 = 1.85
+0.02
−0.02 M⊙ and µ2 = 1.82
+0.01
−0.03
M⊙. For both the components, the larger Bayes Factors have been obtained
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Figure 2.7: Relative difference between theoretical masses inferred by means of the standard
set of models (without imposing a mass prior) and dynamical masses for the objects listed in
Table 2.4, in the case of the EB (left panel) and AS (right panel). The Gaussian metallicity prior
was applied when [Fe/H] measurements were available, otherwise a flat metallicity one has been
used. The vertical thick lines indicate the confidence interval of the mass recovery.
for low-initial helium abundances, while, due to the large errors, the three
values of the mixing length are almost equally compatible with the data.
Even with the slight mass discrepancy, the results on the system’s age are very
robust. The age estimates of the two components remarkably agree among
each other (τ1 = 8.00
+0.25
−0.30 Myr, τ2 = 7.95
+0.30
−0.40 Myr). From the single star
marginal age distribution the combined system age G(τ)RSCha a×G(τ)RSChab
has been computed. The estimated value for the system age in the case of a
flat mass prior is τsys = 8.5
+0.50
−0.45 Myr, which is narrowed down to τsys = 8.0
+0.15
−0.25
Myr when the Gaussian mass prior is imposed. It is worth noticing that the
relative precision of the combined age is improved with respect to the single
stellar ages estimates.
• RXJ 0529.4+0041 A
This double-lined EB discovered by Covino et al. (2000) is located in the
Orion star-forming region; the same group refined the system parameters in
Covino et al. (2004), using new photometric observations. I adopted the data
from the latter paper and the Orion [Fe/H] from D’Orazi & Randich (2009).
Comparing the observed gravity and temperatures with the standard set of
models yields stellar masses in agreement with the dynamical measurements
with µ1 = 1.25
+0.09
−0.09 M⊙ and µ2 = 0.87
+0.10
−0.12 M⊙ when a flat mass prior is used.
If a Gaussian prior is applied, then the precision improves by a factor of 10
for the estimated masses with µ1 = 1.27
+0.01
−0.02 M⊙ and µ2 = 0.93
+0.01
−0.02 M⊙.
On the other hand the derived single stellar ages are in slight disagreement.
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Using a Gaussian mass prior, an age of, respectively, τ1 = 8.70
+1.20
−1.25 Myr and
τ2 = 5.20
+1.30
−0.70 Myr has been obtained. Nevertheless, the two ages are both
consistent with the composite one, i.e. τsys = 6.90
+1.15
−0.85 Myr.
Computing the Bayes factor, it emerges that most of the discrepancy might
be ascribed to the poorer fit of the secondary star. For the secondary the
standard set provides a Bayes Factor that is ∼ 1.5 times smaller than the
one giving the largest evidence, i.e. ∆Y/∆Z = 2, α = 1.20 but YP = 0.2485.
This is not enough to state that the latter set gives a significantly better
agreement with the data, but using this set of meta-parameters yields an age
of 6.30+1.65−0.85 Myr.
The fact that the secondary star is better fitted by cooler models (i.e. models
with lower αML) was already reported by D’Antona et al. (2000) and again
found in Covino et al. (2004).
• V1174 Ori
This double-lined EB was discovered by Stassun et al. (2004). The stellar
parameters from this paper and the average [Fe/H] abundances for Orion
(D’Orazi & Randich, 2009) have been adopted.
As in the case of RXJ 0529.4+0041 A, the primary star of V1174 Ori has
evolved away from the Hayashi track, while the secondary is still fully con-
vective. Also in this case the models show some difficulty in reproducing the
secondary observables. The standard set of models with a flat mass prior pre-
dicts a secondary mass of ∼ 0.42 M⊙, much smaller than the dynamical mass
(∼ 0.7 M⊙). The primary mass is instead well recovered with µ1 = 1.04+0.06−0.08
M⊙. The situation for the secondary does not improve much even when using
the coldest set of models available.
It has been noted (see e.g. Hillenbrand & White, 2004) that one of the prob-
lems in estimating the effective temperatures for pre-MS stars from the ob-
served spectral type is the adoption of temperature scales that are calibrated
on MS stars (see also Ammler et al., 2005). For example Stassun et al. (2004)
use the temperature scale for dwarf stars by Schmidt-Kaler in Aller et al.
(1982). The same authors show how stellar models are not able to reproduce
luminosities and temperatures for the secondary star and attribute the dis-
crepancy to the non-adequacy of the dwarf spectral type to Teff conversion
when applied to pre-MS stars.
At a given spectral type pre-MS stars are in general hotter than the corres-
ponding MS ones. Their surface gravities indicate that a temperature scale
intermediate between dwarfs and giants should be adopted. Hillenbrand &
White (2004) suggest that temperature corrections as high as 100 K could be
necessary to compensate for the temperature underestimates. This possibil-
ity has been explored by artificially increasing the temperature of the primary
by 100 K and keeping the effective temperature ratio between primary and
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secondary constant. The reason why one can not simply increase the effective
temperature of the secondary, which is the main responsible of the disagree-
ment with the models, is that in Stassun et al. (2004) this quantity is not
directly and independently measured, but it follows from the determination
of the primary effective temperature from the spectral type and the temper-
ature ratio from the light curve. Hence, if any offset is present, it should be
reflected in both components.
The gain in the secondary mass estimate is that now the best mass is ∼ 0.49
M⊙, not yet enough to be in agreement with the dynamical mass. It has
to be noted that the primary mass is still recovered within the uncertainty
interval. It is clear that a change in Teff has a larger impact on the inferred
stellar mass when a star is still in the vertical Hayashi track than when it
is located on the almost horizontal Henyey track. In order to reproduce the
properties of the secondary components, its effective temperature should be
increased by about 300 K, which corresponds to an increase of about 400 K
for the primary one. However, such a large Teff shift seems to be unlikely,
and unjustified even by the adoption of an inadequate effective temperature
- spectral type scale.
Even with the small improvement achievable by increasing the estimated Teff ,
V1174 Ori remains a challenge for stellar evolution theory (see e.g., Ammler
et al., 2005). However, parallel observational efforts are required to assess
the issues related to the effective temperatures determinations.
• EK Cep
I adopted stellar parameters from Popper (1987) and the spectroscopic de-
termination of [Fe/H] by Martin & Rebolo (1993).
With the standard set of models the stellar masses for EK Cep are not re-
covered within the 68% confidence interval. If a flat mass prior is used, I
obtain µ1 = 1.87
+0.06
−0.06 M⊙ and µ1 = 1.17
+0.04
−0.03 M⊙, while the measured dy-
namical values are 2.020± 0.020 M⊙ and 1.124± 0.012 M⊙ for primary and
secondary, respectively. Hence the primary mass is slightly underestimated
and the secondary mass slightly overestimated. It has to be noted that the
absolute difference between model-predicted and dynamical masses are of the
order of 7% and 4%, hence quite small. Nevertheless, the discrepancy are
significant according to the definition of the confidence interval.
The largest Bayes Factors is achieved for the models with with αML =
1.20, YP = 0.23, and ∆Y/∆Z = 2. A further improvement of the fit is
achieved by assuming an higher metallicity (i.e. Z = 0.0193 rather than
Z = 0.0157) and the old GS98 (Z/X)⊙ value instead of the AS09 recent one.
The inferred masses (with a flat prior) are in this case µ1 = 1.97
+0.07
−0.06 M⊙ and
µ1 = 1.12
+0.14
−0.02 M⊙. This results are in very good agreement with those of
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Claret (2006), who using similar values, namely Z = 0.0175 and αML = 1.3,
is able to reproduce the system observables.
This test shows how the success of a set of models in reproducing the obser-
vations might be severely affected by the current uncertainties on the meta-
parameters. Paradoxically, at least in some cases like the EK Cep system
models calculated with out-of-date meta-parameters seem to give a better
agreement with the data than the state-of-the-art ones.
One interesting thing that this system shows about the method is the power of
the combined system age marginal distribution, G(τ)EKCep a × G(τ)EKCep b.
The age of the system is very well determined, even though the primary
age is quite uncertain; in the case of the standard set of model and Gaus-
sian mass prior the system age is τsys = 18.95
+1.05
−2.05 Myr, while for the non-
standard set used (high Z plus GS98), again with a Gaussian mass prior,
τsys = 26.55
+0.85
−1.80Myr has been obtained.
• TY CrA
This double lined EB is part of a hierarchical system with three or possibly
four stellar components (see Chauvin et al., 2003). The fundamental para-
meters adopted are taken from Casey et al. (1998). For this particular system
I could not find any spectroscopic determination of [Fe/H]. Therefore, instead
of applying a Gaussian prior on the metallicity, the marginalization over Z
was made using a flat prior with Z ∈ [0.007, 0.03], i.e. the range of metalli-
cities available in the models grid.
As in the case of EK Cep, the primary star is already on the MS, while the
slower evolving secondary is still on its Hayashi track. Similarly to the EK
Cep case, the standard set of models is able to reproduce the secondary
mass quite well, while the primary mass is once again underestimated. The
values obtained when a flat mass prior is used are µ1 = 2.61
+0.29
−0.18 M⊙ and
µ2 = 1.52
+0.24
−0.35 M⊙ while the dynamical masses are estimated to be 3.16±0.02
M⊙ and 1.64±0.01 M⊙ for the primary and secondary, respectively. The low
relative precision of these model predictions, compared e.g to the case of EK
Cep, are mainly due to the larger uncertainties on the effective temperatures
and radii for the TY CrA system.
Also in this case, the agreement between data and models might be improved
by using the coldest set of models with αML = 1.20, YP = 0.23 and ∆Y/∆Z =
2. The results obtained with a flat mass prior are µ1 = 2.69
+0.30
−0.18 M⊙ and
µ2 = 1.49
+0.24
−0.21 M⊙. The primary mass is still underestimated by about 15%,
not a too bad result but further investigation is needed to explain this partial
disagreement.
As for EK Cep, the primary star of TY CrA is on the MS and therefore its
age is not well constrained. Nevertheless, the mode of the age distribution
for the primary is very close to the mode of the secondary, which has a
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better constrained age determination. From the composite age distribution
G(τ)TYCrAa × G(τ)TYCrAb in the case of the standard set and applying a
Gaussian mass prior τsys = 3.75
+2.65
−0.20 Myr is found. For the coldest set of
models and still applying a Gaussian mass, prior I obtain a slightly older age
of τsys = 5.20
+3.05
−0.70 Myr. These age values are slightly older than the age found
by Casey et al. (1998) who roughly estimate a system age of ∼ 3 Myr. Also
these authors show that the models have problems in consistently predicting
the stellar observable for both components. While being able to reproduce
the observed secondary properties, they also find that models overestimate
the effective temperature of the primary star.
• ASAS J052821+0338.5
The stellar parameters are from Stempels et al. (2008). The two stars have
very similar masses, and the slightly more massive primary (1.387±0.017 M⊙)
is just moving away from its Hayashi track while the secondary (1.331±0.011
M⊙) is located just before the end of the fully convective phase. The [Fe/H]
value we used is −0.15 ± 0.2 dex, i.e. the average of the quoted values for
the primary (−0.2±0.2 dex) and the secondary (−0.1±0.2 dex) in Stempels
et al. (2008).
The predictions of the standard set of models slightly differ from the measured
masses. The values obtained when a flat mass prior is used are µ1 = 1.54
+0.08
−0.11
M⊙ and µ2 = 1.13
+0.10
−0.10 M⊙. Therefore the primary mass is overestimated by
∼ 11% and the secondary is underestimated by ∼ 15%. Stempels et al. (2008)
provide a double solution for the system parameters depending whether stel-
lar spots are taken into account in the light-curve analysis or not. The
Bayesian method has been applied also to the measurements for the latter
case. Both of the predicted masses are in better agreement with the data
in this case with µ1 = 1.53
+0.08
−0.10 M⊙ and µ2 = 1.24
+0.11
−0.09 M⊙. Hence for the
primary mass the situation is slightly better with an overestimate of 10%,
while the situation is much improved for the secondary which is now predicted
to be 7% less massive than the observed value.
It is clear that the detailed modelling of the light curve plays an important
role in determining stellar properties and, as a consequence, in constraining
the models predictions. Once again the models give an overall satisfactory
agreement, being 10 or even 15% still a quite good error in stellar masses
predictions. Nevertheless more work is needed to explain these differences.
The largest Bayes Factors corresponds to αML = 1.2 sets, although it is
difficult to discriminate the most suitable initial helium abundances at least
for what concerns the primary component, while the secondary has a slightly
larger Bayes Factor if the coolest model is used.
The results for the age of the system are quite robust since the two com-
ponents have ages in reciprocal good agreement (see Table 2.5). In the case
96 Pisa pre-MS tracks and isochrones database
where the light curve solution including star spots is used, the system age,
using a Gaussian mass prior, is of 3.45+0.10−0.15 Myr. If the light-curve solution
without star spots is used, the age inferred is 3.65+0.10−0.20 Myr. In both cases
the age is much younger than what is found by Stempels et al. (2008) who,
using solar metallicity models by Baraffe et al. (1998), found an age of ∼ 10
Myr for the system. I used [Fe/H]≃ −0.15 dex in the Gaussian Z prior,
which corresponds to a slightly sub-solar metallicity, hence part of the differ-
ence between our age estimate and that by Stempels et al. (2008) could be
ascribed to that.
• HD 113449
This system is an AS binary whose orbital parameters have been recently
estimated by Cusano et al. (2010). Here I use slightly different parameters
(yet unpublished) kindly provided by the same group after more accurate
analysis of the data and the [Fe/H] by Paulson & Yelda (2006).
As already noted by Cusano et al. (2010), there is a disagreement between
dynamical and inferred masses by several sets of stellar models. Also the pre-
dicted mass by the standard set of stellar tracks are slightly underestimated.
The primary mass is found to be µ1 = 0.84
+0.04
−0.05 M⊙ while the secondary is
µ2 = 0.44
+0.03
−0.06 M⊙. The primary dynamical mass of 0.960 ± 0.087 M⊙ is
still consistently recovered while for the secondary the dynamical mass of
0.557± 0.050 M⊙ is outside the 68% confidence interval.
To see whether the discrepancy could be reduced, I used the coldest set
of models and, in addition, I derived the Z value using the spectroscopic
[Fe/H] and the (Z/X)⊙ by Grevesse & Sauval (1998). The results show a
better agreement with the observations. The improvement is not substantial,
though, and the predicted stellar masses are in this case µ1 = 0.89
+0.04
−0.05 M⊙
and µ2 = 0.45
+0.03
−0.06 M⊙.
The stellar ages are in this particular case not very well determined. The
two stars are indeed very close to their main sequence position, which makes
age determination very hard. Nevertheless, the primary shows a small peak
in its G(τ) distribution at an age of τsys ∼ 50 Myr (for both the standard
and non-standard set of models). The secondary instead does not show any
peak in the stellar age, with a very flat G(τ) slightly increasing towards the
edge of the models age-interval (100 Myr). The system age is poorly defined
as well.
• NTT 045251+3016
The discovery of this AS binary was firstly reported by Steffen et al. (2001)
from which I adopted the stellar parameters. In this case no spectroscopic
[Fe/H] is available. This system is quite young and both the primary and the
secondary are found to be in their fully convective phase along the Hayashi
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track. As pointed by Steffen et al. (2001), all the stellar models adopted by
them predict too low masses for both components. The set of models that
gives the best agreement with observations is the one by Baraffe et al. (1998)
when a mixing length parameter αML = 1.0 is adopted. This is not surprising
given that models with a lower αML, being intrinsically colder, predict larger
masses for given observed luminosities and temperatures.
With the standard set of models and using a flat mass prior, the two masses
are found to be µ1 = 1.00
+0.12
−0.14 M⊙ and µ2 = 0.41
+0.10
−0.10 M⊙, severely underes-
timated by ∼ 30% and ∼ 50 % respectively. For both of the components of
NTT 045251+3016 the set of models that provides the largest Bayes Factor
is, once again, the coldest set available (YP = 0.23, ∆Y/∆Z = 2, αML = 1.2).
When using this particular set and a flat mass prior, a slightly larger masses
of µ1 = 1.13
+0.16
−0.13 M⊙ and µ2 = 0.50
+0.13
−0.12 M⊙ are derived. The improvement
is not enough to obtain an agreement between predicted and observed mass
for the secondary, while the primary mass, though still underestimated, is in
agreement within the errors.
I report that using the BASE software (courtesy of Tim Schulze-Hartung, in
preparation) for analysing the system astrometric measurements and radial
velocities, slightly lower masses are predicted. The primary mass is found to
be µ1 = 1.383±0.220 M⊙ (-4.60%) while the secondary is µ2 = 0.766±0.089
M⊙ (-5.41%).
Even with this latter improvements, there is still a larger disagreement in
the predicted vs. dynamical mass for NTT 045251+3016 than what found for
the EBs cases or even the other two AS binaries. This suggests that part of
the problem might reside in observations as well. To this regard, I emphasize
that this star shows a peculiar position in the HR diagram when compared to
stars with similar masses and metallicities. Indeed, by looking at Fig. 2.6,
NTT 045251+3016 a is close to RXJ 0529.4+0041 A b and to V1174 Ori a
in the HR diagram. The luminosities and effective temperatures of these stars
are quite similar among each other, but NTT 045251+3016 a is more massive
than the other two stars, with a mass difference of about 0.5 M⊙. Even an
increase of about 0.5 dex in the observed [Fe/H] can not justify (by means
of standard models) the peculiar position of such a star, when compared to
the others. Thus, apart from a theoretical effort, which is certainly needed,
this system demands attention also from the observational side to exclude,
e.g., higher order multiplicity that to-date interferometric observations are
not capable to resolve.
Concerning the system composite age, the values obtained using a Gaussian
mass prior are τsys = 3.55
+0.85
−0.50 Myr and 4.65
+1.1
−0.65 Myr for the case of standard
and coldest set of models, respectively.
• HD 98800 B
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This AS binary is part of a quadruple system. Boden et al. (2005) reported
preliminary visual and physical orbit for the binary subsystem. They derived
the components masses of 0.699 ± 0.064 M⊙ and 0.582 ± 0.051 M⊙ for the
primary and the secondary, respectively. I adopted the [Fe/H] value from
Laskar et al. (2009). Both the components of the system are very young and
located at the beginning of their Hayashi track.
For this system the standard set of models provides a good fit to both com-
ponents. The predicted mass values in the case of a flat mass prior are
µ1 = 0.51
+0.25
−0.02 M⊙ and µ2 = 0.41
+0.17
−0.0 M⊙. The location of the two stars
in the HR diagram makes their marginal distribution extremely asymmetric,
and the best values are located quite close to (or exactly at) the boundary of
the confidence intervals. The best values for both the primary and secondary
are slightly smaller than the dynamical mass values but in this case there is
consistency within the 68% confidence intervals.
The inferred ages for the two components are very similar when a Gaus-
sian mass prior is adopted; I obtain τ1 = 0.85
+0.05
−0.10 Myr and τ2 = 1.00
+0.0
−0.15
Myr. Also in this case the marginal distributions are quite asymmetric. The
composite system age is found to be τsys = 0.90
0.00
0.10 Myr, very young indeed.
2.4 Conclusions
In this chapter I presented a qualitative comparison between the models computed
with the PROSECCO evolutionary code and those made available by other authors,
and still largely used in the literature, for both solar and sub-solar metallicities.
The comparison clearly show how the adoption of different input physics and/or
parameter profoundly affects the models, in dependence of the mass and evolution-
ary phase, resulting in some cases in very large differences (i.e. ∆Teff ∼ 300 - 500
K and ∆ log L/L⊙ ∼ 0.2 dex).
Given the importance of the availability of a large and fine grid of models to
infer the properties of young objects currently made available by observations in
environments with different chemical compositions (i.e. Milky Way, Large and
Small Magellanic clouds), I present also a large pre-MS database containing 11 653
tracks and 10 080 isochrones computed relying on some of the most recent input
physics; in the database several values of the chemical composition and mixing
length parameter have been adopted to provide a powerful analysis tool.
Besides the comparison with previous existing databases, a quantitative obser-
vational test on the presented models is also required. Thus, in order to constrain
pre-MS computations I relied on a data set containing 16 pre-MS stars of meas-
ured mass (plus 2 MS companions in binary systems). This is the full up-to-date
sample of known pre-MS stars with dynamical mass measurements in the range 0.2
- 3.0 M⊙. Among them 10 pre-MS objects belong to double-lined eclipsing binary
systems and 6 to astrometric and spectroscopic binaries.
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The Bayesian approach adopted here, allows a full exploitation of the available
information about the observed objects which is included in the form of prior prob-
ability distributions. In addition it provides robust uncertainties for the inferred
quantities.
The robustness and accuracy of the method has been tested in recovering stellar
ages and masses against simulated binary data sets. One interesting result is
that even synthetic binary stars coeval by construction mimic non-coevality in
about the 10% of cases as a consequence of the random uncertainty in the effective
temperature, radius, and luminosity. This suggests that the inability to fit both
components of a binary system with a single isochrone (pointed out by several
authors) does not necessarily imply that the two stars are not coeval or that the
models present some deficiency. Note that even in the non-coeval cases the inferred
system age obtained using the composite age distribution is in very good agreement
with the simulated age. I showed also that the ability of recovering the simulated
masses and ages is a complex function of the actual position of the star in the HR
diagram.
When the real data set is used, the Pisa pre-MS models show an overall good
agreement with the observations. With the exception of V1174 Ori b, the masses
of EB stars are well recovered within 15 - 20%. The agreement gets worse for AS
binaries, but also the observational uncertainties become more severe for the latter
objects.
With the Bayesian approach it is possible to evaluate the probability for differ-
ent sets of models, i.e. the models evidence. I analysed the entire data set using
several classes of models computed with different YP, ∆Y/∆Z, and αML values. The
evidence for each stellar object has been calculated for 9 different meta-parameters
configurations. Furthermore, it has been found that adopting a Gaussian rather
than a flat mass prior significantly improves the evidence for the full data set; the
same effect, but to a lesser degree, is obtained imposing a Gaussian metallicity
prior, mainly for EBs. Although the standard set of models shows a reasonable
general agreement with the data, predicting mass values almost always within 20%
of the dynamical ones and in some case within 10% or even 5%, the general trend
suggests that standard models tend to underestimate the stellar mass, confirming
previous results (see Mathieu et al., 2007, and references therein). The largest
evidence is obtained with the coldest set of models, i.e. with the mixing-length
parameter αML=1.2 and the lowest helium abundance at fixed metallicity.
Given that the discrepancy between theory and observations increases going
from the most precise data set of EBs to the others it emerges that a twofold effort
is needed to achieve a better agreement. From the theoretical point of view a better
understanding on the treatment of super-adiabatic convection and a better charac-
terization of the models meta-parameters is desirable. From the observational side
the significance of such a comparison could be improved in the future by a larger
sample of well studied and characterized pre-MS stars and by a better control on
the systematic errors affecting AS stars measurements.
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Chapter 3
Lithium abundances in young
open clusters and pre-MS stars
3.1 Overview
Lithium, together with deuterium, beryllium and boron, belongs to the class of
light elements, which, due to their relatively low-nuclear burning temperatures (2 -
5×106 K, depending on the element), are destroyed in stars even during the early
pre-MS evolution. In these phases the stars are fully (or almost fully) convective,
thus the continuous mixing of the surface matter with the central one, where the
nuclear burning occurs, produces an observable depletion of such elements. The
details of the temporal evolution of the light elements surface abundances depend
on the properties of the stars, mainly on the mass, on the temperature stratification
inside the stellar structure, and on the mixing mechanisms.
In the last two decades, a large amount of 7Li observations has been collected
for isolated stars, binary systems, and open clusters, from pre-MS to the late-MS
phase (see e.g. Table 1 and references therein in Jeffries, 2000; Sestito & Randich,
2005), showing that 7Li depletion is a strong function of both mass and age. A
detailed and homogeneous analysis has been carried out by Sestito & Randich
(2005), who determined surface 7Li abundance for a large sample of open clusters
in a wide range of ages and chemical compositions, supplying an useful tool to
accurately analyse the temporal evolution of surface 7Li abundance.
Besides the large amount of 7Li data available, a large effort in theoretical
modelling has been done in the past years, and many different theoretical scenarios
have been proposed in order to explain the observed surface 7Li abundance and its
temporal evolution (see e.g. the reviews in Deliyannis et al., 2000; Pinsonneault
et al., 2000; Charbonnel et al., 2000), both in the framework of standard and non-
standard models (see e.g., Pinsonneault et al., 1990; Pinsonneault, 1994; Chaboyer
et al., 1995; D’Antona & Mazzitelli, 1997; Ventura et al., 1998b; Piau & Turck-
Chie`ze, 2002; D’Antona & Montalba´n, 2003; Montalba´n & D’Antona, 2006).
Standard models assume a spherically symmetric structure and the only pro-
102 Lithium abundances in young open clusters and pre-MS stars
cesses that mix surface elements with the interior are convection and diffusion.
Although the validity of such models in reproducing the main evolutionary para-
meters has been largely tested against observations, they fail in reproducing the
observed 7Li abundances. Even during the pre-MS evolution, when surface lith-
ium destruction is supposed to occur at the base of the convective envelope due
to the convective mixing, the standard models show a 7Li depletion much stronger
than observed. More problematic is the lithium temporal evolution during the MS
phase, for which standard models predict only a mild surface depletion, contrar-
ily to what observed (see e.g., Jeffries, 2000). Moreover, MS stars show a strong
surface lithium abundance - effective temperature (hence mass) dependence in the
range 6000K . Teff . 7000 K, where the so called lithium dip is observed (Boes-
gaard & Tripicco, 1986). Such a feature is characterized by a strong decrease of
surface Li abundance as the temperature increases (Teff . 6500 K, cold dip side)
followed by a rapid increase of surface abundance (6500K . Teff . 7000 K, hot
dip side). This particular feature can be explained in terms of diffusion processes
(Richer & Michaud, 1993; Michaud et al., 2000). Indeed, as the mass increases
(above 1.0 M⊙) the surface convective envelope progressively reduces and eventu-
ally disappears. Thus, diffusion becomes efficient. The cold side of the dip could
be produced by the gravitational settling, which drags lithium downwards. How-
ever, as the stellar mass increases, also the photons flux gets larger and larger, thus
radiation pressure on the ions/atoms (radiative levitation) might balance the effect
of the gravity in such a way to invert the infall of surface lithium. As the mass
increase this effect dominates over the gravitational settling causing a progressively
less efficient surface Li depletion (hot dip side). However, such models require to
set ad hoc parameters to reproduce both the width and the depth of Li dip.
The comparison between theory and observation is improved, at least for MS
stars, by introducing in the models non-standard processes, e.g. rotation, grav-
ity waves, magnetic fields, and accretion/mass loss (Pinsonneault et al., 1990;
D’Antona, 1993; Chaboyer et al., 1995; Talon & Charbonnel, 1998; Ventura et al.,
1998b; Mendes et al., 1999; Siess et al., 1999; D’Antona et al., 2000; Charbonnel
& Talon, 2005; Baraffe & Chabrier, 2010; Vick et al., 2010). All these processes
produce structural changes, with related strong effects on lithium abundance (see
e.g. the reviews by Charbonnel et al., 2000; Talon, 2008; Talon & Charbonnel,
2010). In particular, models with rotation-induced mixing plus gravity waves are
able to reproduce 7Li the depletion during the MS and post-MS phases (i.e. the lith-
ium dip feature and red-giant branch abundances, see e.g., Talon & Charbonnel,
2010; Pace et al., 2012).
However, the disagreement between predicted and observed 7Li in pre-MS stars
has not yet been resolved. Thus, in this chapter I re-examine the old lithium prob-
lem to the light of the improvements in the adopted input physics and observational
data, and to perform a quantitative analysis of the uncertainties affecting surface
lithium depletion during the pre-MS phase. The aim is to quantitatively evalu-
ate the level of the disagreement between theoretical and observational surface 7Li
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abundance and to compute, by means of updated models, theoretical error bars
to be applied to the comparison between predictions and data available for stars
in young open cluster and binary systems. I will discuss in detail the comparison
between data and models.
3.2 Lithium data
Surface 7Li abundances for young open clusters are taken from the database made
available by Sestito & Randich (2005), which contains an homogeneous re-analysis
of the lithium data available in the literature for open clusters with several ages
(5 Myr - 8 Gyr) and metallicities (−0.21 . [Fe/H] . +0.14). In the following, I
focus my attention on clusters younger than about 200 Myr, for which MS lithium
depletion effects can be safely neglected (see e.g., Sestito & Randich, 2005, and
the following discussion). Among the clusters available in the database, I selected
those for which a significant number of lithium data in a wide range of effective
temperatures (hence masses) are available, with different ages and chemical com-
positions. The clusters that satisfy these criterion are the following: Ic2602, α
Per, Blanco1, Pleiades, and Ngc2516.
I extended such analysis also to a sub-sample of the pre-MS binaries discussed
in Chapter 2, namely ASAS, RXJ, EK Cep, and V1174 Ori. Unfortunately, lithium
abundances for such objects are not available in the Sestito & Randich (2005)
sample, and homogeneous 7Li abundances are not available yet. The 7Li data
adopted are thus measured by different authors, as I will discuss in Sect. 3.7.2.
3.3 Theoretical stellar models
The models, and in particular the adopted input physics, have already been presen-
ted in the previous chapters; here I just discuss the different parameters adopted
for lithium computations. The initial deuterium mass fraction abundance has been
set to XD = 2 × 10−5, which is a representative value for population I stars (see
e.g. Geiss & Gloeckler, 1998; Linsky et al., 2006; Steigman et al., 2007). The
logarithmic initial lithium abundance1 is assumed to be ǫLi = 3.2 ± 0.2 (see e.g.,
Jeffries, 2006; Lodders et al., 2009), which corresponds to an initial mass fraction
abundance X7Li ≈ 7 × 10−9 - 1 × 10−8 depending on the metallicity adopted for
the clusters (see Sect. 3.6). I emphasize that I adopted a simple linear scaling
of the initial 7Li abundance with the metallicity, X7Li(Z); indeed, I am interested
in reproducing the lithium depletion pattern, i.e. ǫLi(Teff) (or ǫLi(M)), which is
almost independent of the used initial 7Li abundance. I mean that, a change in
the initial stellar lithium content modifies the surface lithium abundance for each
star at a given age in the same way, independently (or almost independently) of
1ǫLi ≡ 12 + logNLi/NH, where NLi and NH are, respectively, the lithium and hydrogen nu-
merical abundance.
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the mass; thus, if a different initial X7Li is adopted, the profile ǫLi(Teff) for several
masses is simply rigidly shifted towards higher/lower surface 7Li abundances, but
the relative surface 7Li depletion level is almost unaffected. Given such a situation,
the initial 7Li mass fraction has been obtained by the following relation:
X7Li =
ALi
(Z/X)⊙
10ǫLi−12 Z (3.1)
where, ALi is the atomic number of lithium; here I made also the hypothesis of a
solar-scaled heavy elements mixture.
A crucial point for lithium burning is the treatment of the over-adiabatic con-
vection efficiency in the stellar envelopes. Generally the mixing length theory is
adopted and a solar calibrated mixing length parameter (αML) is used. This choice
usually gives a good agreement between models and photometric data, however,
there are several hints of the possibility of having a not unique value of αML for
stars with different masses in different evolutionary phases, as suggested by obser-
vations (see e.g., Chieffi et al., 1995; Morel et al., 2000; Ferraro et al., 2006; Yıldız,
2007; Gennaro et al., 2012; Piau et al., 2011; Bonaca et al., 2012) and detailed hy-
drodynamical simulations (see e.g., Ludwig et al., 1999; Trampedach, 2007). Thus,
I decided to compute models adopting a variable value of the mixing length during
the pre-MS (αPMS), which can be also different from the one used for MS stars and
calibrated against clusters Colour-Magnitude Diagrams (CMD, see Sect. 3.6).
In the following, where not explicitly stated, I will adopt αPMS = 1.0, which is
the most suitable value to reproduce the observed ǫLi(Teff) profile, as I will show
in the following.
3.4 General features of pre-MS surface lithium
abundance
To better understand the following results, I briefly recall the main characteristics
of 7Li burning (see e.g. the review in Pinsonneault, 1994; Deliyannis et al., 2000).
Lithium is destroyed through the 7Li(p,α)α proton capture reaction at temperat-
ures of about 2.5 million degrees. Such temperature can be easily reached in stars
even in the early pre-MS evolutionary phases, when the structure is almost fully
convective. At this stage, surface lithium is mixed with the interior matter, which
is lithium depleted because of nuclear burning, producing an observable surface
depletion. As the star evolves, depending on its mass and chemical composition,
a radiative core develops (for M & 0.4 M⊙), forcing the base of the convective
envelope to withdraw towards the surface and the corresponding temperature to
progressively decrease. Eventually, for such stars, the temperature in the whole
convective region might get lower than the 7Li burning temperature, and the sur-
face lithium depletion stops.
Top panel of Fig. 3.1 shows the temporal evolution of the temperature at the
bottom of the convective envelope (Tce), for models of different masses, namely 0.6,
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Figure 3.1: Upper panel : temporal evolution of the temperature at the bottom of the convective
envelope (Tce) for M = 0.6, 0.8, 1.0, and 1.2 M⊙ for the labelled chemical composition. Bottom
panel : the same as in the upper panel, but for the surface lithium abundance (normalized to
the initial value). The points corresponding to the beginning and the end of the surface lithium
burning are marked by filled triangles and squares, respectively. ZAMS models are also shown
(filled diamonds).
0.8, 1.0, and 1.2 M⊙, from pre-MS up to the exhaustion of the central hydrogen,
for [Fe/H] = +0.0 (Y = 0.274, Z = 0.01291). It is evident the different behaviour
of the models as a function of the mass. As long as the stars are fully convective,
along the Hayashi track, Tce, which in this case coincides to the central temperature,
increases as the total mass gets larger and larger. The behaviour is reversed once a
radiative core develops, since the convective envelope gets shallower and shallower
as the total mass increases. Stars less massive than about 0.8 M⊙ have Tce values
high enough to destroy lithium even in ZAMS phase, although with a very reduced
efficiency, contrarily to more massive models that interrupt lithium burning for
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Figure 3.2: Dependence of the surface lithium abundance (normalized to the initial value) on
the adopted mixing length parameter during the pre-MS phase (αPMS). Models are computed by
adopting present solar calibrated value, αPMS = 1.68 (dashed line) and αPMS = 1.0 (solid line),
for the same mass range and chemical composition of Fig. 3.1.
ages of about 10 Myr (i.e. M = 1.2 M⊙).
The bottom panel of Fig. 3.1 shows the surface fractional abundance of 7Li
(normalized to the initial abundance) as a function of the age for the same models
discussed above. The beginning and the end of lithium nuclear burning at the
bottom of the convective envelope are marked.
The strong and rapid surface lithium depletion occurring in pre-MS phase,
during the first million year, sensitively depends on the stellar mass; the larger
the mass, the higher is the central temperature and the more efficient the 7Li
burning. Then, as the star evolves, and the radiative core decouples the core
from the surface, and the largest surface 7Li depletion is attained for low-mass
star, which have deep convective envelopes (hence large Tce). For M > 0.8 M⊙,
after few tens of Myr, the surface lithium depletion becomes very inefficient and
the lithium abundance remains almost constant, until the star approaches the
ZAMS. Then, the surface depletion proceeds at typical time scales of microscopic
diffusion during the whole MS phase. Notice that the diffusion efficiency decreases
if the star has thick convective envelopes, thus in low-mass stars. The effect of
the microscopic diffusion is to drag surface lithium downward, causing the surface
depletion. Depending on the efficiency of the process, part of 7Li reaches the
inner region where it is destroyed and part is accumulated in a layer that can be
reached by the surface convection once the star leaves the main sequence. In this
last case, when the bottom of the convective envelope gets deeper and deeper, the
preserved lithium is mixed with the surface material, causing a rapid increase in
7Li surface abundance. This feature is clearly visible in the case of 1.2 M⊙ model
for log t[yr] ≈ 9.5. Notice that the effect of diffusion becomes appreciable, in this
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mass range, for ages larger than about 200 Myr (log t[yr] ≈ 8.2), thus justifying
the choice of selecting clusters younger than this age. From figure it is evident that
for such young stars, lithium depletion occurs only during the pre-MS evolution.
I also verified that for M ≈ 1.2 M⊙ (adopting a solar chemical composition), the
diffusion produces the maximum effect on surface 7Li abundance. Indeed, as the
mass increases, the convective envelope rapidly disappears, but the evolutionary
time-scale gets progressively smaller and smaller thus reducing the efficiency of
diffusive processes.
It is important to discuss also the dependency of 7Li on αML, and in particular
on its value during the pre-MS phase.
Figure 3.2 shows the temporal evolution of the normalized surface lithium
abundance (for the same four masses shown in Fig. 3.1), for two different choices of
αPMS, namely αPMS = 1.68 (the present solar calibrated value, see Chapter 1) and
αPMS = 1.0. As expected, a low αPMS value leads to a low Tce at a fixed age, and
consequently to a less efficient 7Li depletion. As a consequence of this, surface 7Li
abundance is sensibly higher in models with αPMS = 1.0 than in those with solar
calibrated αPMS. Notice also that for the 0.6 M⊙ model at ages larger than ∼ 107
yr, the effect of αPMS becomes negligible since lithium has already been almost
completely destroyed.
3.5 Theoretical uncertainties
I showed in Chapter 1 that theoretical models are affected by the uncertainties
coming from the input physics besides those coming from the adoption of not
well constrained parameters (i.e. the mixing length, the initial helium and metals
abundances). Here, I want to show how such error sources affect theoretical predic-
tion of surface lithium abundance, with the final goal of assessing a representative
estimation of the errors on such quantity, in the framework of standard models
(i.e. neglecting rotational induced mixing, magnetic fields, and/or accretion).
In the following sections, the comparison between data and theoretical predic-
tions will be performed in the plane (Teff , ǫLi), thus also the effect of each para-
meter/physical input on the effective temperature of the star has to be considered.
3.5.1 Chemical composition
To properly calculate pre-MS evolution suitable initial abundances of helium, light
elements and metals are needed. For most of the stars, however, only the [Fe/H]
value is available, thus theoretical or semi-empirical assumptions are required.
Assuming for population I stars a solar-scaled heavy elements distribution as
discussed in Chapter 1, the Z/X value currently present at the stellar surface can
be directly inferred from the observed [Fe/H]. For all the stars analysed in the
paper, this value can be safely adopted as a good approximation of the initial one
over the whole structure, since the effect of microscopic diffusion is negligible due to
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the very young ages involved (t . 200 Myr). I emphasize that the helium content
of the star (Y ), can not be directly measured in stellar spectra of cool stars. As
shown in Chapter 1, a solution to overcome this problem is to adopt a relation
between the initial metallicity (Z) and helium abundance in the stellar gas (see
e.g., Gennaro et al., 2010, and references therein); thus, Y and Z are given by the
following relations,
Y = YP +
∆Y
∆Z
Z (3.2)
Z =
(1− YP)(Z/X)⊙
10−[Fe/H] + (1 + ∆Y/∆Z)(Z/X)⊙
(3.3)
Notice that eqs. (3.2) and (3.3) depends on the choice made on some paramet-
ers, namely ∆Y/∆Z (helium-to-metals enrichment ratio), YP (primordial helium
abundance), and (Z/X)⊙ (Sun heavy elements abundances), which are inferred
from the observations: of course each of them is known with a related uncer-
tainty. For the present calculations, I used, Yp = 0.2485± 0.0008 (Cyburt, 2004),
which is a value confirmed also by more recent estimations (see Chapter 1), and
∆Y/∆Z = 2± 1, as obtained by Casagrande (2007) for solar metallicity stars.
Regarding the solar heavy elements abundances, there are several values ad-
opted by different authors, as I discussed in Chapter 1; the still widely adopted
Grevesse & Noels (1993) (GN93, (Z/X)⊙ = 0.0244), Grevesse & Sauval (1998)
(GS98, (Z/X)⊙ = 0.0231), and the recent determinations by Asplund et al. (2005)
(AS05, (Z/X)⊙ = 0.0165), Asplund et al. (2009) (AS09, (Z/X)⊙ = 0.0181), and
Caffau et al. (2010) (CL10, (Z/X)⊙ = 0.0211), which are based on detailed 3D
hydrodynamical atmosphere models.
It is evident the quite large range of values that (Z/X)⊙ can assume. To this
regard, the commonly suggested value of ±15% as a conservative uncertainty on
(Z/X)⊙ (see e.g., Bahcall et al., 2004; Bahcall & Serenelli, 2005) is too small to
take into account the difference between recent (Z/X)⊙ determinations, i.e. GS98,
AS05 (or AS09), and CL10. According to what done in the previous chapters, the
models have been computed using the AS05 solar mixture, while for the uncertainty
I decided to adopt an asymmetric error on such quantity that covers the recent
estimations range, namely ∆(Z/X)⊙/(Z/X)⊙ ≈ +25%, −15%, where +25% is
required to include the CL10 value.
Before going on, I emphasize that, although models are computed adopting the
AS05 mixture (i.e. in the opacity tables), I prefer to use the more recent AS09
(Z/X)⊙ value for the conversion of [Fe/H] into (Y , Z). However, the inconsistency
that may arise is negligible; indeed I verified that the effect on pre-MS models of
adopting the AS05 or AS09 distribution in the opacity, once Z and Y have been
kept fixed, is much lower than the variation produced by a change of (Y , Z) related
to the error on (Z/X)⊙ (see Chapter 1 and the following discussion).
Looking at eq. (3.3) it is evident that, besides the uncertainties on YP, ∆Y/∆Z,
and (Z/X)⊙, the initial Y and Z abundances are obviously affected also by the
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observational error on [Fe/H]. Generally the errors on [Fe/H] quoted in the liter-
ature varies from about ±0.01, probably underestimated, to ±0.1. Here I decided
to adopt, as a conservative error estimation, ∆[Fe/H] = ±0.05.
By means of eq. (3.2) and eq. (3.3), taking into account the uncertainties, I
obtained for each of the selected clusters eight values of (Y , Z), for which I com-
puted pre-MS models. More precisely, the different Y and Z values are calculated
by adopting, in turn, the minimum and the maximum value of one of the four
parameters ([Fe/H], YP, ∆Y/∆Z and (Z/X)⊙) while the others are kept fixed to
their central value. I computed two additional models with the maximum and min-
imum value of the estimated initial 7Li abundance, which, as already mentioned,
has been set to ǫLi = 3.2± 0.2.
There is a point that deserves to be discussed: the variation of the opacity
coefficients due to the chosen solar mixture. I already showed in Chapter 1 the rel-
ative differences between the Rosseland mean opacity computed adopting different
solar mixtures and the corresponding effect on the models. Of course the opacity
has a strong effect on lithium abundance too, because it modifies the radiative
temperature gradient inside the star, the extension of the convective envelope, and
consequently the lithium burning rate and its resulting surface abundance. To
this regard, I show in Fig. 3.3 the relative differences among the radiative opacity
tables computed adopting the GN93, GS98, AS05, and AS09 solar mixtures, in the
plane (log T [K], log R). This figure is similar to the one I showed in Chapter
1, with the difference that the region crossed by the entire convective envelopes
of stellar models in the mass range 0.6 - 1.2 M⊙ for ages between 1 - 10 Myr is
shown (thick dashed line box). From Fig. 3.3 it is clearly visible that the largest
differences occur between the opacity computed adopting the AS05 and the GN93
solar mixture, being about 6 - 7% at the bottom of the convective envelope. Such
differences reduces to about 4 - 5% in the case of the AS05 and GS98 mixtures and
almost disappear if the AS05 and AS09 distributions in computing the radiative
opacity are used. The difference among the opacities comes from the fact that
the increase of the iron group elements at fixed metallicity Z, which occurs when
updating the old heavy elements mixture to the recent ones, leads to an higher
radiative opacity (thus to a deeper convective envelope). Notice also that, since
AS05 and AS09 metals distributions are quite similar, I expect negligible differences
in the opacity coefficients, and thus in the model predictions.
I checked the dependence of surface 7Li abundance on the heavy elements dis-
tribution adopted in the radiative opacity tables by computing stellar models for a
fixed value of the total metallicity Z (and fixed Y ) using the four aforementioned
distributions of metals (upper panel of Fig. 3.4). The higher radiative opacity
of the AS05 and AS09 models with respect to the GN93 and GS98 ones leads to a
larger lithium depletion. Notice also that low mass models (especially for M . 0.8
M⊙) are largely affected by the mixture changes, due to to the presence of thick
convective envelopes, whereas as the mass increases, the effects gets progressively
less important (i.e. M & 1.2 M⊙).
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Figure 3.3: Relative differences among the Rosseland radiative opacity coefficients (∆κR/κR)
computed adopting the AS05 and GN93 (left panel), AS05 and GS98 (central panel), and AS05 and
AS09 (right panel) solar mixtures, for Z =0.01291 and Y = 0.274. The region covered by the
entire convective envelope of masses in the range 0.6 - 1.2 M⊙ (thick-dashed box ), for the same
chemical composition and mixing length value (αPMS = 1.0) is also shown.
Of course a variation of the chemical composition (Y , Z, and/or solar mixture)
modifies also the star effective temperature, as shown in Chapter 1; such effect has
been considered when computing the error bars on Teff .
3.5.2 Opacity coefficients.
Besides the influence on the opacity of the heavy element distribution, it is worth
to analyse also the error on the calculation of Rosseland radiative opacity coeffi-
cients κR at fixed chemical composition. The current version of the opacity tables
I adopted in present calculations (i.e. OPAL 2005) does not contain any inform-
ation about the related uncertainty. In order to give a conservative uncertainty
estimation on κR, I evaluated the relative differences between the OPAL and the OP
(Opacity Project see e.g, Seaton et al., 1994; Badnell et al., 2005) radiative opacity
coefficients in their whole range of validity, once the same chemical composition
has been adopted (see Fig. 3.5). I found that the maximum/minimum relative dif-
ference between the two opacity tables is close to ±5% in the region of interest for
present calculations (see also, Neuforge-Verheecke et al., 2001; Badnell et al., 2005;
Valle et al., 2012). Thus, I assumed the value of ∆κR/κR = ±5% as a conservative
uncertainty.
To quantify the influence of the opacity uncertainty on lithium depletion, I
show in Fig. 3.4 (b) the effects of varying κR by ±5% with respect to the value
tabulated into the OPAL tables; the models have been computed for 0.6, 0.8, 1.0,
and 1.2 M⊙ and [Fe/H] = +0.0. As expected, in presence of a reduced radiative
opacity the star experience a lower 7Li depletion during the pre-MS evolution.
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Figure 3.4: Comparison among the surface lithium abundance obtained with the reference set
of tracks (solid line) and models with different assumptions on the adopted input physics (see
text), for M = 0.6, 0.8, 1.0, and 1.2 M⊙ with [Fe/H]= +0.0 and αPMS = 1.0. Panel (a): effect
of the change of solar mixture in the opacity tables (GN93, GS98, AS05, and AS09). Panel (b):
variation of the radiative opacity coefficients by ±5% with respect to the reference ones. Panel
(c): effect due to the adoption of OPAL01, OPAL06, and PTEH95 EOS. Panel (d): effect of an
electronic screening increased by a factor 1.5 and 2 for the 7Li(p,α)α reaction. Panel (e): effect
of a change of τ , using the BH05 atmosphere model. Panel (f): the same as in panel (e) but for
the CK03 atmosphere model.
Notice that the order of magnitude of such an effect is similar to that due to the
adoption of the GS98 mixture. This is not surprising because, as shown before,
the opacity calculated for the GS98 mixture is lower than the one computed with
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Figure 3.5: Relative differences between the OPAL05 and OP Rosseland mean opacity coefficients
computed adopting the same chemical composition (AS09 solar mixture, Y = 0.274, and Z =
0.01291). The region corresponding to the entire convective envelope of model in mass range 0.6
- 1.2 M⊙ is also shown (thick dashed box ).
the AS05 mixture of about 4 - 5% near the bottom of the convective envelope (see
Fig. 3.3). On the other hand, an increase in the opacity of 5% results in a larger
lithium depletion in all the masses shown in the figure, as expected.
The variation of Teff caused by the uncertainty on the opacity coefficient has
been taken into account, too.
3.5.3 Equation of State
Due to the complexity of the evaluations of the various thermodynamical quant-
ities, which are strictly correlated among each other, it is very difficult to asses a
precise uncertainty on the EOS tables. An idea of how the current indetermina-
tion on the EOS propagates into stellar evolutionary predictions, can be obtained
by computing models with different EOS tables, as previously done in Chapter
1, where I compared the tracks computed with the OPAL01, OPAL06, FreeEOS08,
SCVH95, and PTEH95. I already noticed that for M & 0.2 - 0.4 M⊙ the OPAL06 and
FreeEOS08 are almost identical, while the SCVH95 EOS2 does not cover the whole
track of stars more massive than about 1.0 M⊙. In the same chapter I showed
also that the largest difference between the tracks occurred when the OPAL01 and
PTEH95 were used. So, in this section, I compare the models computed adopting
2I recall that the SCVH95 EOS does not account for the metals.
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the reference EOS (OPAL06) and the OPAL01 and PTEH95 one. As already stated,
the comparison between the OPAL and the PTEH95 is useful to assess the effect of
the adoption of a completely different treatment of the gas in stellar conditions,
the two EOS being computed, respectively, in the formalism of the physical and
chemical picture (see Chapter 1). Figure 3.4 (a) shows the comparison between
such models.
The adopted EOS influences the models in particular when a thick convective
envelope is present, i.e. pre-MS or MS structures of low- and very low-mass stars. In
these phases, when lithium burning is efficient, the resulting surface 7Li abundance
is quite sensitive to the adopted EOS too, as shown in Fig. 3.4. Recalling that the
PTEH95 and OPAL01 EOS produce models more expanse and cold than the OPAL06
one, it is also reasonable to expect an higher surface lithium abundance. I verified
that the bottom of the convective envelope in the PTEH95 models reaches a lower
temperature region with respect to the OPAL06 one, thus reducing the efficiency
of 7Li burning. As noticed above, surface lithium abundance gets less affected
by the EOS change as the mass increases, also because lithium destruction gets
progressively less and less efficient due to the steeply decrease of Tce.
To give a rough estimate of the uncertainty on surface lithium abundance, ǫLi,
and effective temperature, Teff , due to the adopted EOS, I evaluated the following
differences,
δǫEOSLi = ±
[
1
2
[ǫLi(OPAL 2006)− ǫLi(OPAL 2001)]2 +
+
1
2
[ǫLi(OPAL 2006)− ǫLi(PTEH95)]2
]1/2
(3.4)
δTEOSeff = ±
[
1
2
[Teff(OPAL 2006)− Teff(OPAL 2001)]2 +
+
1
2
[Teff(OPAL 2006)− Teff(PTEH95)]2
]1/2
(3.5)
where by ǫLi(EOS) and Teff(EOS) I mean the surface lithium abundance and effective
temperature of stars with the same mass and ages but computed adopting the
different selected EOS.
3.5.4 7Li(p,α)α cross section and electron plasma screening
Surface lithium is depleted, during the pre-MS phase, in dependence of the nuclear
destruction rate, which in turn is affected by the uncertainty on both the cross sec-
tion of bare nuclei and on the plasma screening efficiency. Regarding the 7Li(p,α)α
cross section, the estimated error on the quoted reaction rate is quite small, about
5% (see e.g., Angulo et al., 1999; Lattuada et al., 2001), which produces an effect
on the predicted lithium abundance that is almost negligible compared to the other
uncertainty sources.
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An interesting point to discuss is the effect of the electron screening uncertainty
on lithium destruction. Plasma electrons redistribute themselves around the two
interacting nuclei reducing the effective coulumbian repulsion between them; the
net effect of the plasma screening is therefore to enhance the reaction rate by a
factor fpl (see e.g., Salpeter, 1954; Graboske et al., 1973; Dewitt et al., 1973). A
similar screening effect, due to atomic electrons, is present in the measurements
performed in the laboratory. Hence, in order to obtain the effective cross section
of the bare nuclei, the atomic electron screening has to be removed. To this re-
gard, there are hints that the atomic electron screening measured in laboratory is
systematically lower (∼ 1/2) than the theoretical expectations (see e.g., Pizzone
et al., 2010, and references therein)
Given such a situation it is not clear whether the atomic electron screening
theoretical computations are affected by some bias that could propagate also in
the calculations of the plasma one in an astrophysical contest (see e.g. Castellani
et al., 1996). Hence, it might be useful to check the effect of a variation of the
plasma screening efficiency on the 7Li(p,α)α reaction by assuming a maximum
discrepancy between the predicted and ‘real’ fpl(Li) similar to the one observed
in the laboratory. Thus, I computed models with fpl(Li) increased by a factor 1.5
and 2.0. The comparison between these models with reference ones is shown in
Fig. 3.4 (d).
Since I modified only the screening of the 7Li burning reaction, the stellar
structure is unaffected because such reaction does not contribute in an appreciable
way to the total energy balance of the star. The adoption of a larger fpl(Li) clearly
leads to an higher lithium destruction rate. As shown in Fig. 3.4 (d), for an
age larger than about 15 - 20 Myr, by increasing the screening by a factor 2 the
depletion gets higher by 2% for 1.2 M⊙, 6% for 1.0 M⊙ and about 30% for 0.8 M⊙.
The lower is the stellar mass the more sensitive is the 7Li depletion to the value of
fpl(Li).
However, at present, there are no estimations of the uncertainty on the 7Li(p,α)α
plasma screening factor in stars, so present computations are intended to only give
an idea of this effect on the models, and consequently, I decided to not include the
screening error in the total uncertainty on 7Li abundance.
3.5.5 Boundary conditions
As I stated in Chapter 1, it is not easy to attribute a precise uncertainty to the ad-
opted boundary conditions (BCs), at least for what concerns the input physics used
for the atmosphere models computations. Moreover, the atmospheric structures
implemented in the code, the BH05, CK03, AHF11, and KS66 are barely comparable
due to the completely different parameters set they used (i.e. convection treatment,
solar mixture, chemical composition). Thus, instead of investigating the effect of
the atmospheric structure on surface 7Li, I prefer to analyse only the effect that
comes from the choice of the matching point between the atmosphere and the in-
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terior (τ). I showed that such point is usually an arbitrary choice, whose value lies
in the range τ ∈ [2/3, 100].
Figure 3.4 (e) and (f) show the time behaviour of the surface lithium abundance
for models computed with different values of τ , namely τ = 1, 5, 10 (the reference
one), 50, and 100, for the BH05 and CK03 BCs respectively.
First of all it is not easy to unambiguously state which value of τ is the most
reliable. Indeed, I verified that in the (log Teff , logL/L⊙) plane, the tracks com-
puted with τ ≈ 10 - 30 tend to converge. On the other hand, as shown in Fig.
3.4 (e) and (f), the behaviour of surface lithium abundance is much more complex.
The differences gets smaller and smaller as τ increases from 1 to 10, and then they
increases again for larger τ . The larger is τ the hotter the structure. Such a be-
haviour, especially in the case of BH05, is partly caused by the higher atmospheric
mixing length value (αatm = 2) with respect to the internal one (αint = 1.0). In
fact, the use of a larger τ increases the region of the outer envelope where αatm is
actually used, instead of αint = 1.0. The effect is present also in the CK03 models,
Fig. 3.4 (f), but it is smaller since the mixing length value in the atmosphere is
αatm = 1.25, hence much closer to the one used in the interiors.
From this brief analysis it emerges that one should be very careful in choos-
ing a very large τ , in order to avoid inconsistency between the atmosphere and
the interior (Montalba´n et al., 2004); indeed, the adoption of a large τ affects
the predictions of light elements surface abundance without modifying the track
morphology in the HR diagram in an appreciable way.
It is also worth noticing that a change of τ and/or of atmospheric model also
affects the position of the star in the HR diagram, in particular it produces an
effective temperature shift of pre-MS stars along the Hayashi track, as already
discussed; this effect has to be included in the computation of the error bars.
Given the difficulty in estimating the uncertainty on the adopted BCs, I take
into account only the effect of a different choice of τ when computing the total
uncertainty on surface 7Li and Teff . To this purpose I considered the effect of
increasing/decreasing τ by a factor 2 with respect to the reference choice, which is
τ = 10.
3.5.6 Total uncertainty on 7Li surface abundance predic-
tions
In the previous sections I presented the possible error sources on the predicted
temporal evolution of surface lithium abundance in stars with different masses.
The partial uncertainty on 7Li and Teff due to each parameter/physical input has
been estimated from the difference between the reference model, which is the one
computed with the reference values of all the parameters, and the model computed
by varying such parameter within its plausible uncertainty range, as already dis-
cussed. This procedure has been iterated for all the uncertainty sources presented
above, then a conservative error on surface 7Li and Teff has been computed by
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Figure 3.6: Error bars on the theoretical predictions in the plane (Teff , ǫLi), for a mass range
0.65 - 1.35 M⊙ and for the labelled ages and chemical composition. The figure shows separately
the errors resulting from the uncertainties on the chemical composition (top panel) and on the
input physics (bottom panel).
quadratically adding all the partial errors corresponding to the quantities marked
with ‘yes’ in Table 3.1. As an example, Fig. 3.6 shows the contribution to the
error bars, at different ages, of the uncertainties on the chemical compositions (top
panel) and on the input physics (bottom panel), for models with [Fe/H] = +0.0.
I also emphasize that the uncertainty analysis has been performed not only for
[Fe/H] = +0.0 but also for all the chemical compositions suitable for the selected
clusters, although not explicitly shown. Thus, for each cluster, error bars consist-
ent with its chemical composition, mixing length parameter, and age have been
evaluated.
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parameter/physical input included in the error bars
chemical composition:
[Fe/H] yes
YP yes
∆Y/∆Z yes
(Z/X)⊙ yes
ǫLi yes
input physics:
opacity coefficients (κR) yes
EOS yes
7Li burning reaction rate yes
7Li plasma screening no
BCs (τ) yes
BCs (atmospheric models) no
age yes
mixing length parameter (αMS) yes
Table 3.1: Quantities analysed in the present evaluation of the total 7Li surface abundance
uncertainty. The errors for the quantities marked as ‘yes’ are included in the total uncertainty
estimate, see text.
3.6 Colour-magnitude diagram fitting
It is important to consistently derive the best age and αMS (i.e. the mixing length
parameter in MS phase) value for each cluster through the comparison between
present theoretical isochrones and the observed CMD. Clearly, age and αMS are
determined with an associated uncertainty; the effects of these indetermination on
surface 7Li abundance and Teff are evaluated for each clusters and quadratically
added to the other error sources, to define the theoretical error bars.
For what concerns the age uncertainty, it affects lithium abundance only for
very young open clusters, namely Ic2602 and α Per. In fact, in these cases, low-
mass stars have not reached their ZAMS position yet (but are very close to it); as
a consequence a slight variation of the age has an impact on their CMD position
larger than for stars already in MS. The final effect is to produce an appreciable
variation of the effective temperature, leaving almost unchanged the surface lithium
abundance; indeed, such stars experience (at an age of about few tens of Myr) an
almost negligible lithium depletion (see e.g. Fig. 3.1).
Another point to emphasize is that the clusters I analysed are not young enough
to have members still close to their Hayashi track, thus preventing a direct calib-
ration of the convection efficiency in pre-MS stars. Consequently, as anticipated
above, αPMS is considered as a free parameter, not constrained by the current pos-
ition of the stars in the CMD. As a first step, I adopted αPMS = αMS. However, this
choice produces a strong disagreement with surface lithium abundance data, which
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Cluster: [Fe/H]: (Y , Z): αMS E(B − V ): DM0: age (Myr): age (Myr):
(λov = 0.0) (λov = 0.2)
Ic2602 +0.00 (0.274, 0.0129) 1.68± 0.1 0.03 5.86 45± 15 55± 15
α Per −0.10 (0.269, 0.0104) 1.68± 0.1 0.09 6.13 65± 15 75± 15
Blanco1 +0.04 (0.276, 0.0141) 1.90+0.1−0.2 0.01 6.96 100 ± 40 110 ± 40
Pleiades +0.03 (0.276, 0.0138) 1.90+0.1−0.2 0.04 5.60 130 ± 20 160 ± 20
Ngc2516 −0.10 (0.269, 0.0104) 1.90± 0.1 0.12 7.93 140 ± 20 150 ± 20
+0.07 (0.278, 0.0150) 1.90± 0.1 0.12 8.13 140 ± 20 150 ± 20
Table 3.2: Main properties adopted/derived for the five selected open clusters. The columns
list, respectively, the cluster’s name, [Fe/H], initial helium and metal abundance (Y , Z), the
mixing length parameter calibrated on MS stars (αMS), the reddening, the distance modulus
(de-reddened), and the best fit age without and with core overshooting.
on the contrary are better reproduced if a lower αPMS values is adopted. Notice
that, for the presented clusters, the CMD fitting is insensitive to the adopted αPMS
value, thus, the use of an age and MS mixing length derived making the assumption
of αPMS = αMS does not introduce any inconsistency or systematic uncertainty in
the following surface 7Li analysis, even when αPMS 6= αMS is adopted.
The comparison between observations and models is shown in Fig. 3.7. The
isochrones have been computed both with models without core overshooting (λov =
0) and by adopting a mild value for the presence of overshooting, λov = 0.2 (see
e.g., Brocato et al., 2003; Claret, 2007, and references therein); I choose these
two values of λov that would produce the largest age spread, thus the largest age
uncertainties. A summary of the main properties of each cluster, age and αMS
included, is given in Table 3.2.
I emphasize that the main uncertainty source on age/αMS determination is the
lack of precise data near the overall contraction region. On the other hand, the
age and αMS inferred from the comparison are only marginally affected by the
uncertainty on the chemical composition and on the adopted input physics, which
at this stage can be neglected. Some of the clusters suffer a spread so large that
only a rough age estimation can be given (i.e. Blanco1 and Ngc2516); however, the
large age uncertainty is not a crucial point for such clusters, as discussed above.
Theoretical models and observations have been compared in the (B − V , V )
Colour-Magnitude diagram. The models have been transformed form the the-
oretical plane (HR diagram) to the CMD by adopting the colour transformation
obtained from the Brott & Hauschildt (2005) and Castelli & Kurucz (2003) at-
mospheric structure and synthetic spectra for, respectively, Teff < 10 000 K (BH05)
and Teff ≥ 10 000 K (CK03).
Details on the comparison between the observed CMD and theoretical isochrones,
for each cluster, follows below.
• Ic2602
The observational data in the (B − V , V ) plane for 16 . V . 9 are
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Figure 3.7: Comparison between theoretical isochrones and the observed colour-magnitude
diagram for the selected open clusters, namely, from the top left panel, Ic2602, α Per, Blanco1,
Pleiades and Ngc2516. For Ngc2516 the comparison for both the low- and high- [Fe/H] determ-
inations is shown. The isochrones computed adopting λov = 0.0 (black line) and 0.2 (blue-white
line) are shown.
from Prosser et al. (1996), while the brightest stars are extracted from the
HIPPARCOS catalogue (van Leeuwen, 2007b), using the members given in
Robichon et al. (1999). Theoretical models are computed adopting [Fe/H] =
+0.00, as measured by D’Orazi & Randich (2009) through the analysis of
high-resolution spectra of eight members. Isochrones have been reddened
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adopting E(B− V ) = 0.03, compatible with the commonly suggested values
(0.02 . E(B − V ) . 0.04, see e.g., Hill & Perry, 1969; Nicolet, 1981; van
Leeuwen, 2009); the extinction law AV = 3.1×E(B−V ) (see e.g., Schultz &
Wiemer, 1975; Whittet & van Breda, 1980; Rieke & Lebofsky, 1985) has been
adopted. I used the de-reddened distance modulus DM0 = 5.86 ± 0.03 given
by van Leeuwen (2009) which is based on the revised HIPPARCOS catalogue.
A sizeable spread of the upper main sequence in the CMD prevents a precise
age determination of the cluster. Indeed, data near the overall-contraction re-
gion are compatible with isochrones in the age range 30 - 70 Myr. Regarding
the fainter stars, low-mass stars are still approaching the ZAMS, hence their
position in the CMD is quite sensitive to the age. Unfortunately, atmospheric
model calculations are, in general, problematic for this low temperature re-
gion, in particular for B − V & 1.2 - 1.3. The presence of such a peculiar
blue-turn for cold models (Teff ∼ 3700 K) has been investigated by Kucˇinskas
et al. (2005) who addressed the deviations of the theoretical predictions from
the trend shown by the observations to the formation of molecules in the
atmosphere (especially TiO, H2O, and CO). They showed that the B − V
color is largely affected by the TiO molecule because of the presence of strong
absorption lines in the V band with respect to the B one, which eventually
causes the shift of theoretical colors towards the blue part of the CMD; such an
effect becomes stronger and stronger as the effective temperature decreases.
They also showed that if TiO is neglected when computing the atmospheric
structures, then the colors are in good agreement with data, at least in the
B − V band. Given such a situation, I do not consider this part of the iso-
chrones when comparing models and data. Moreover, for such stars, data
show a large spread that would make the comparison even more problematic.
I obtained an age of 45 ± 15 Myr for λov = 0.0 models and a slightly larger
age, 55± 15 Myr, if λov = 0.2 is used; such values have to be compared with
46 Myr found by Dobbie et al. (2010) (lithium depletion boundary), 44 Myr
found by the best fit model of Naylor (2009), and the less recent evaluation
of about 30± 5 Myr by Stauffer et al. (1997).
It is not easy to firmly set the best value of the mixing length parameter for
this young cluster, due to both the strong age sensitivity of the isochrones and
the not excellent quality of data, especially in the case of mid- and low-mass
stars. Thus I decided to use the solar calibrated value of αMS = 1.68 ± 0.1,
which is fully compatible with the observations.
• α Per
Most of the data are taken from Patience et al. (2002), while the brightest
stars are from Madsen et al. (2002). The models are computed by assuming
[Fe/H] = −0.10, according to the most recent spectroscopic measurements
by Balachandran et al. (2011). The adopted reddening is E(B − V ) = 0.09
(see e.g., Meynet et al., 1993; van Leeuwen, 2009) and the obtained de-
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reddened distance modulus is DM0 = 6.13, which is slightly lower than the
recent HIPPARCOS value (DM0 = 6.18± 0.03 see e.g., van Leeuwen, 2009).
The age inferred by means of λov = 0.0 models is 65 ± 15 Myr and 75 ±
15 Myr if λov = 0.2 is adopted. This value is compatible with previous
isochrone fitting age determinations, 50 - 80 Myr (see e.g., Meynet et al.,
1993; Ventura et al., 1998a). On the other hand, older ages are predicted
by the lithium boundary depletion technique, namely, 80 - 90 Myr (Stauffer
et al., 1999; Barrado y Navascue´s et al., 2004). The solar calibrated mixing
length parameter (αMS = 1.68 ± 0.1) is fully compatible with photometric
data.
• Blanco1
Observations for low-mass stars are from Mermilliod et al. (2008), while the
brightest stars (12 . V . 5) are taken from the WEBDA3 cluster database
(Mermilliod & Paunzen, 2003). Theoretical isochrones are computed using
[Fe/H] = +0.04, as recently determined by Ford et al. (2005). I adopted a
reddening value of E(B − V ) = 0.01, in agreement with Kharchenko et al.
(2005) and van Leeuwen (2009), and a distance modulus DM0 = 6.96, which
is larger than the one determined from HIPPARCOS (i.e. 6.58 ± 0.12, van
Leeuwen, 2009). To this regard, the distance inferred for Blanco1 by several
authors with the isochrone fitting method results to be systematically larger
than the HIPPARCOS one, with a maximum difference as large as 0.4 mag
(DM0 = 6.96 - 7.00 see e.g., Panagi & O’dell, 1997; Pinsonneault et al., 1998;
Mermilliod et al., 2008). The DM0 value I adopted here is fully compatible
with the previous ones.
The disagreement between the distance measured by HIPPARCOS and the one
obtained from the isochrone fitting for some clusters is a well known prob-
lem (see e.g., Pinsonneault et al., 1998; Soderblom et al., 1998; Narayanan
& Gould, 1999; Stello & Nissen, 2001; Makarov, 2002; Terndrup et al., 2002;
Makarov, 2003; Percival et al., 2003; Soderblom et al., 2005; van Leeuwen,
2009; Platais et al., 2011, and references therein). This is the case of three of
the five clusters of the sample I analysed, namely Blanco1, the Pleiades, and
Ngc2516. Although the distance determinations based on indirect methods
(i.e. isochrone and/or MS fitting) or obtained from the analysis of known
binary systems, as in the case of the Pleiades, agree each other, they
provide systematically larger distance than those obtained from the direct
HIPPARCOS parallax measurement. The discrepancies between distance mod-
ulus obtained in these ways can be as large as 0.4 mag, thus much larger
than the estimated uncertainties. Several analysis of the systematic sources
of uncertainty in HIPPARCOS observations have been performed with an im-
provement in the recent data reduction of the catalogue. However, the new
3http://www.univie.ac.at/webda/
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distances are consistent with the previously determined ones (Perryman &
ESA, 1997; van Leeuwen, 2007a, 2009). A similar effort has been done for the
MS fitting technique, to carefully quantify the main sources of uncertainty of
the method (see e.g. Percival et al., 2003; Pinsonneault et al., 2003, 2004; An
et al., 2007). However, despite of these improvements, the distance problem
is not yet solved.
I found that an age of 100 ± 40 Myr is achieved by using λov = 0.0 models
and 110 ± 40 Myr for λov = 0.2; the large uncertainty is essentially due to
the lack of stars near the overall-contraction region. The age estimate is
compatible with previous values inferred from both isochrone fitting (50 -
150 Myr see e.g., Panagi & O’dell, 1997; Moraux et al., 2007, and references
therein) and lithium boundary depletion (132±24 Myr, Cargile et al., 2010).
Notice that the best choice of mixing length value required to fit the position
of the low main sequence stars is αMS = 1.9, larger than the solar calibrated
one. However, photometric data are not good enough to exclude αMS = 1.68.
I adopted as uncertainty on the mixing length parameter the values ∆αMS =
+0.1, −0.2.
• Pleiades
I used the HIPPARCOS photometry given in Madsen et al. (2002). Isochrones
are reddened adopting E(B−V ) = 0.04, as commonly assumed in literature,
(see e.g., Castellani et al., 2002; van Leeuwen, 2009). Regarding the distance
modulus of the Pleiades, as already discussed, there is a still open debate
on whether the HIPPARCOS parallax for this cluster is affected by systematic
errors o not. Distance determinations based on isochrone or main-sequence
fitting (see e.g., Pinsonneault et al., 1998; Stello & Nissen, 2001; Percival
et al., 2005; An et al., 2007) and binary system studies (Munari et al., 2004;
Pan et al., 2004; Zwahlen et al., 2004; Southworth et al., 2005) provided for
the Pleiades a mean distance modulus of DM0 ≈ 5.6 - 5.7, which is about
0.2 - 0.3 mag larger than the HIPPARCOS’ estimate, i.e. DM0 = 5.40 ± 0.03
(see e.g. the discussion in van Leeuwen, 2009). I obtained a good agreement
with the observations by adopting DM0 = 5.60, compatible with the previous
quoted DM0 values.
The Pleiades metallicity has been largely investigated and the resulting
[Fe/H] lies in the range −0.034 . [Fe/H] . +0.06 (see e.g., Boesgaard &
Friel, 1990; King et al., 2000; Gebran & Monier, 2008; Soderblom et al., 2009;
Schuler et al., 2010). I briefly recall that in order to reconcile the HIPPARCOS
distance with theoretical models, Grenon (2001) suggested a photometric
metallicity much lower than the spectroscopic one, namely [Fe/H] = −0.11.
Castellani et al. (2002) showed that if such value is adopted, the models re-
produce the observed cluster’s main-sequence even adopting the HIPPARCOS
distance. However, such a low value seems to be excluded by recent spectro-
scopic determinations. For the present analysis I adopt the value determined
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by Soderblom et al. (2009) from high resolution and high signal-to-noise
spectra of 20 members, namely [Fe/H] = +0.03.
If λov = 0.0 is adopted, the derived age is 130± 20 Myr, in good agreement
with both previous isochrone-fitting determinations (100 - 130 Myr see e.g.,
Meynet et al., 1993; Mart´ın et al., 2001; Castellani et al., 2002; Naylor, 2009)
and lithium boundary depletion, 125 Myr by Stauffer et al. (1998) and 126
Myr by Burke et al. (2004). On the other hand, if λov = 0.2 is used, the
age obtained (160± 20 Myr) is only barely compatible with previous values.
The mixing length parameter that attains the best agreement with the data
is αMS = 1.9
+0.1
−0.2.
• Ngc2516
The data are from Jeffries et al. (2001) for V & 10, while brighter stars
are from HIPPARCOS (Robichon et al., 1999) and Dachs & Kabus (1989). I
adopted the commonly suggested reddening value E(B−V ) ≈ 0.12 (see e.g.,
Dachs & Kabus, 1989; Terndrup et al., 2002; Sung et al., 2002).
Unluckily there are only few determinations of the cluster metallicity. Jef-
fries et al. (1998) gave a spectroscopic estimates of the cluster metallicity,
[Fe/H] = +0.05, with a very large uncertainty (+0.15, −0.25) due to the low
signal-to-noise ratio of the spectrum. They also performed a photometric
metallicity determination, finding [Fe/H] = −0.18 ± 0.08. A sub-solar value
is confirmed by a successive photometric determination by Sung et al. (2002),
which found [Fe/H] = −0.10±0.04. On the other hand Terndrup et al. (2002)
spectroscopically evaluated a metallicity difference of the cluster with respect
to the Pleiades of +0.04±0.07, which, if one adopts [Fe/H] = +0.03 for the
Pleiades (Soderblom et al., 2009), leads to [Fe/H] = +0.07 .
Given the large uncertainty still present in the [Fe/H] value, I decided to
try both the low photometric value, namely [Fe/H] = −0.10, and the high
spectroscopic one, [Fe/H] = +0.07. Results are shown in Fig. 3.7. Both
the models computed with the low and high metallicity give similar ages and
mixing length parameter, although the metal richer models require an higher
distance modulus, namely DM0 = 8.13, with respect to the one obtained for the
metal poorer models, i.e. DM0 = 7.93 (see e.g., Terndrup et al., 2002). Notice
that, similarly to the Pleiades and Blanco1, the distance modulus obtained
from the HIPPARCOS data, i.e. DM0 = 7.68±0.07 (van Leeuwen, 2009), is lower
than what inferred from main-sequence (or isochrone) fitting, DM0 ≈ 7.7 - 8.1
(see e.g., Nicolet, 1981; Cameron, 1985; Dachs & Kabus, 1989; Sung et al.,
2002; Terndrup et al., 2002; Kharchenko et al., 2005; An et al., 2007). I
mention that the distance value obtained from the HIPPARCOS data is based
on 11 stars instead of the 19 members that share the same proper motion,
since the remaining 8 stars are far from the center of the cluster. Extending
the parallax determination to the whole sample, van Leeuwen (2009) showed
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that the distance modulus slightly increases to DM0 = 7.73 ± 0.06. However,
such value is still lower than isochrone fitting determinations.
The inferred age is 140±20 Myr for λov = 0.0 and 150±20 Myr for λov = 0.2
models, compatible with the values of about 120 - 160 Myr found by other
authors (Meynet et al., 1993; Jeffries et al., 2001; Sung et al., 2002; Terndrup
et al., 2002; Lyra et al., 2006). The best choice of the mixing length parameter
is αMS = 1.9± 0.1.
Notice that there are a few stars near the overall-contraction region that are
compatible with much lower ages (i.e. 30 - 40 Myr), but it is not clear if such
stars actually belong to the cluster; in addition, such a low-age isochrone is
only barely compatible with low-MS stars. The large spread of the MS due to
in example unresolved binary on non-members does not allow to clearly rule
out the possibility of a lower age.
However, given such a situation, I prefer to adopt an age comparable to the
one largely used in the literature (age & 100 Myr).
3.7 Surface lithium abundance: theory vs obser-
vations
In this section I compare present theoretical predictions for 7Li surface abundance
with observational data. As already discussed in the introduction, several authors
pointed out a relevant disagreement between models and data even for young stars,
but it is worth to discuss this problem in the light of the detailed and quantitative
estimate of the uncertainties performed above.
3.7.1 Young open clusters
As a first step, I made the assumption of a constant value of the mixing length
parameter from the early pre-MS to the MS phase. The models have been computed
adopting exactly the same chemical composition and input physics used to derive
the age and αMS, then, such values have been used to compute ǫLi.
Figure 3.8 shows the comparison between the theoretical predictions and data
for each cluster. The dashed line with filled black squares represents the models
computed by adopting αPMS = αMS. As one can see, the models fail in reprodu-
cing the observed 7Li abundances in almost all the selected clusters, for stars less
massive than about 1 M⊙, even if theoretical and observational errors are taken
into account. For these stars, the predicted 7Li is systematically lower than what
observed, with differences as large as 1 dex for low-mass stars (about 0.6 - 0.7 M⊙),
confirming the well known disagreement between theory and observations for 7Li
surface abundance, even to the light of the recent data and taking into account the
updated theoretical models within present error estimates.
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Figure 3.8: Comparison between model predictions and observational data (filled circles) for
surface lithium abundance, for the selected sample of young open clusters, namely (from the top
left panel), Ic2602, α Per, Blanco1, Pleiades, and Ngc2516. In each panel I show both the
low-convection efficiency (αPMS = 1.0, red-filled squares and dotted line) and the high-convection
efficiency models (αPMS = αMS, dashed line and small black-filled squares). I also plotted the mass
and the corresponding theoretical uncertainties on both the effective temperature and lithium
abundance, for low- and high-convection efficiency models.
Models computed with αPMS = αMS partially agree with data only in the case of
α Per for M & 0.7 M⊙, and Ngc2516 if the low photometric [Fe/H] value is adopted
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(bottom left panel of Fig. 3.8). Notice that if the spectroscopic [Fe/H] value is
used for Ngc2516, the predictions, similarly to the other clusters, do not match
the observations for M . 1 M⊙. However, I emphasize that, for these two clusters,
models and data are compatible each other because of the large 7Li abundance
scatter present among stars with similar Teff (about 1 dex), combined to the large
error bars on theoretical predictions.
Since in most of the cases the models with αPMS = αMS disagree with the
data, and given the high sensitivity of 7Li surface abundance predictions to the
convection efficiency, it is worth to explore the possibility that the mixing length
parameter value varies from the pre-MS to the MS phases, motivated also by a
possible dependence of αML on the evolutionary phase (and/or gravity, Teff , mass),
as suggested both from observations and theoretical simulations. Thus, I computed
models with different values of αPMS, namely, αPMS = 1.0, 1.2, 1.4, and 1.68, once
αMS and the ages have been fixed by the comparison in the CMD. I adopted such
αPMS values from the early pre-MS evolution to the beginning of the Henyey part
of the track (when a sizeable radiative core develops); from this point αPMS is
gradually changed to match αMS before the stars reach the ZAMS. Figure 3.8 shows
the comparison between the ‘best fit’ models and 7Li data for each cluster (dotted
lines and filled red squares). The theoretical error bars computed for each cluster
are also shown.
I emphasize that a satisfactory agreement with all the clusters in the sample
(with the exception of the Pleiades) can be achieved by assuming the same pre-MS
convection efficiency for all the stars in the selected clusters, namely αPMS = 1.0.
Such low-convection efficiency models are able to reproduce, within the error bars,
the mean depletion profile even for low-mass stars, especially in the case of Ic2602
and α Per.
As shown in Fig. 3.8, the poorest matching between theory and data is achieved
for the Pleiades. The hottest stars are nearly compatible within the error bars
with the observations, which show a surface abundance about 0.2 - 0.3 dex lower
than the predicted one. A possible way to improve the agreement with these stars
is to adopt an initial lithium abundance of about ǫLi ≈ 3. However, this method
does not improve the agreement with the low-mass stars. Notice also that, the
comparison is made more difficult by the presence of a large spread in the 7Li
abundance among stars with similar effective temperature (especially significant in
the case of low-mass stars).
The nature of this scatter, known as the lithium dispersion, is still an open
issue since it is not clear if it is real or seeming, at least in young open clusters
(see e.g. King et al., 2000; Jeffries, 2000; Clarke et al., 2004; Xiong & Deng, 2006;
King et al., 2010, and references therein). Lithium dispersion is present in almost
all the clusters of our sample, although its extension varies from cluster to cluster.
The worst cases are α Per, Pleiades and Ngc2516, with a spread as large as 1 - 2
dex. For sure it is very hard to reproduce such a large variation among stars with
the same Teff by introducing a simple star-to-star lithium depletion scatter, due to,
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in example, the chemical composition spread. I checked that in order to reproduce
the observed dispersion, a star-to-star [Fe/H] scatter larger than about 0.05 dex
would be required. However, such scatter is much larger than the observed one
(see e.g., Randich et al., 2001; Ford et al., 2005; Soderblom et al., 2009) in all the
clusters belonging to our sample. Consequently the dispersion can not be simply
justified by a chemical composition difference effect.
Some authors pointed out that the presence of activity and in particular of
spot coverage on the stellar surface could significantly alter the Teff determinations
especially in low-mass stars (see e.g., Xiong & Deng, 2006; Morales et al., 2010;
Boyajian et al., 2012). This would directly affect the stellar Teff and indirectly
also the inferred 7Li abundance, thus shifting the data in the (Teff , ǫLi) plane,
partially justifying the observed scatter. Another process able to produce lithium
scatter is the accretion. Baraffe & Chabrier (2010) showed that the inclusion
of accretion could introduce a natural lithium scatter among similar stars due to
different accretion histories; they showed how presence of intense accretion episodes
at different accretion rates and with different temporal extension could cause a
quite large lithium spread. Moreover, as I will discuss in details in Chapter 4,
the adoption of different accretion scenarios can produce also a quite large spread
in effective temperature (for a fixed mass and age), thus increasing the predicted
scatter. However, the presence of lithium dispersion and its origin is still an open
issue.
What obtained here for young open clusters confirms the partial results of
previous analysis, which noticed that models with low-convection efficiency during
pre-MS phase agree much better with lithium observation than those with solar or
MS calibrated values (see e.g., Ventura et al., 1998b; D’Antona & Montalba´n, 2003;
Landin et al., 2006).
3.7.2 Binary stars
Binary systems, and in particular the sub-class of detached double-lined eclipsing
binaries (EBs), are severe tests for stellar models. Indeed, for EBs independent meas-
urements of mass, radius, and effective temperature are available (for a detailed
review see e.g., Mathieu et al., 2007).
From the sample of EBs presented in Chapter 2 (see also, Gennaro et al., 2012),
I selected a sub-sample of binary systems for which surface lithium abundances are
available, namely ASAS J052821+0338.5 (Stempels et al., 2008), EK Cep (Popper,
1987), RXJ 0529.4+0041 A4 (Covino et al., 2004), and V1174 Ori (Stassun et al.,
2004). Table 3.3 summarizes the main parameters of each system: mass, effective
temperature, luminosity, lithium abundance, and [Fe/H]. Similarly to what done
in the case of open clusters, the models for the selected EBs have been computed
for several values of the mixing length parameter during the pre-MS phase, namely
4In the following I will use the short names ASAS and RXJ in place of, respectively,
ASAS J052821+0338.5 and RXJ 0529.4+0041 A.
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System Mass [M⊙] log Teff [K] logL/L⊙ ǫLi [Fe/H]
ASAS J052821 (a) 1.387 ± 0.017 3.708± 0.009 0.314 ± 0.034 3.10± 0.20 a −0.20± 0.20 e
ASAS J052821 (b) 1.331 ± 0.017 3.663± 0.009 0.107 ± 0.034 3.35± 0.20 a −0.10± 0.20 e
EK Cep (a) 2.020 ± 0.010 3.954± 0.010 1.170 ± 0.040 − +0.07± 0.05 f
EK Cep (b) 1.124 ± 0.012 3.755± 0.015 0.190 ± 0.070 3.11 ± 0.30 b +0.07± 0.05 f
RXJ 0529.4A (a) 1.270 ± 0.010 3.716± 0.013 0.140 ± 0.080 3.20± 0.30 c −0.01± 0.04 g
RXJ 0529.4A (b) 0.930 ± 0.010 3.625± 0.015 −0.280± 0.150 2.40± 0.50 c −0.01± 0.04 g
V1174 Ori (a) 1.009 ± 0.015 3.650± 0.011 −0.193± 0.048 3.08± 0.20 d −0.01± 0.04 g
V1174 Ori (b) 0.731 ± 0.008 3.558± 0.011 −0.761± 0.058 2.20± 0.20 d −0.01± 0.04 g
Table 3.3: Main parameters adopted for the selected set of EBs stars. For ASAS J052821 (a)
and (b) components I used the averaged value of [Fe/H] = −0.15 when computing the models.
(a) Stempels et al. (2008), (b) Martin & Rebolo (1993), (c) Covino et al. (2000), (d) Stassun et al.
(2004), (e) Stempels et al. (2008), (f) Martin & Rebolo (1993), (g) D’Orazi et al. (2009).
Figure 3.9: HR diagram for the selected sample of EBs (see text). For each system I plotted the
models for the labelled chemical composition and mass, corresponding to the primary (blue line)
and the secondary star (red line). Models have been computed adopting three different values
of the mixing length parameter, namely αPMS = 1.0 (solid line), 1.2 (dashed line), and 1.68
(dot-dashed line). Observational data are shown (filled circles) together with their uncertainty.
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Figure 3.10: Comparison between theoretical predictions and observations for surface lith-
ium abundance in the selected binary systems. Lithium evolutionary tracks for low-convection
efficiency (αPMS = 1.0) corresponding to the primary (blue-solid line) and the secondary star
(red-dashed line) have been computed for the labelled chemical composition and mass. Shades
area represents the uncertainty regions for the primary (dark-shaded area) and secondary star
in the system (light-shaded area). I also show the primary and secondary evolutionary tracks
computed with αPMS = αMS (green-solid and black-dashed line, respectively).
αPMS = 1.0, 1.2, and 1.68.
Figure 3.9 shows the HR diagram of the four selected systems compared with
our evolutionary tracks. I already showed in Chapter 2 that theoretical models
with a low initial helium abundance and mixing length parameter agree better
with the data of pre-MS binary systems, in particular for those ones with at least
one component near the Hayashi track (Gennaro et al., 2012).
For ASAS (Fig. 3.9), both the lowest and the highest αPMS values are compatible
with the primary star, whereas αPMS = 1.0 - 1.2 is required to match the secondary.
For EK Cep I can not constrain the mixing length value during the pre-MS since
both stars are approaching the ZAMS, and consequently (due to their masses) their
position in the HR diagram is not sensitive to the choice of αPMS. Similarly to ASAS,
RXJ has two stars near the ‘heel’; the three different αPMS are all compatible with
both stellar components within the observational uncertainties, which are quite
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large.
V1174 Ori is much more problematic. As discussed in Chapter 2, the two stars
show a peculiar position in the HR diagram. None of the present models (or other
models widely adopted in the literature) can reproduce the correct position of the
secondary by adopting the measured mass and chemical composition. A possible
explanation of such a peculiar position in the HR diagram can be the presence of
a large systematic uncertainty introduced by the adopted spectral type-effective
temperature scale (see e.g., Luhman et al., 1997; Stassun et al., 2004; Hillenbrand
& White, 2004). In order to be close to the coolest model (αPMS = 1.0), an increase
of about 300 K of the secondary effective temperature would be required, which
would correspond to a primary effective temperature increment of about 400 K (if
one keeps constant the ratio Teff,1/Teff,2). However, as discussed in Chapter 2, it
seems unlikely that such a large shift could be caused uniquely by the adoption
of a not-adequate spectral type-effective temperature scale. The problem of the
location of such a star in the HR diagram is still an open issue.
Figure 3.10 shows the comparisons between theoretical and observed lithium
surface abundances. The evolutionary track of surface lithium abundance is shown.
In the case of EK Cep I do not show the primary because the lithium abundance
is not currently available. The figure shows the tracks computed with the low-
convection efficiency, i.e. αPMS = 1.0 (red-dashed and blue-solid lines), and the
models with αPMS = αMS = 1.68 (green-solid and black-dashed lines).
The lithium predictions of the models computed with both αPMS = 1.0 and
αPMS = αMS = 1.68 are in good agreement, within the uncertainties, with data
for the primary components (1.0 M⊙ . M1 . 1.4 M⊙), since for such masses
lithium depletion is quite small. Therefore, the primary components belonging to
the sample do not allow further constraints on the αPMS value. On the contrary,
the impact of αPMS gets stronger and stronger as the mass decreases below about
1 M⊙. Hence, the secondary of EK Cep and RXJ might give useful constraints
5.
Unfortunately, among the selected systems, the lithium data for the secondary
components are quite uncertain, with errors as large as 0.5 dex (see Table 3.3),
avoiding a robust comparison. The model with a low-convection efficiency is fully
compatible with the data for the secondary component of EK Cep, although I can
not exclude αPMS = 1.68, while in the case of RXJ, nothing can be concluded due
to extremely uncertain lithium abundance determination, which is only a lower
limit (see also the discussion in, Alcala´ et al., 2000; Covino et al., 2001; D’Antona
& Montalba´n, 2003).
From this analysis it emerges the need for improved measurements of the main
parameters of binary systems, lithium abundance included, in order to better con-
strain the super-adiabatic efficiency of theoretical models. Moreover, I emphasize
that, besides lithium abundances, EBs are extremely useful tools to test the valid-
5The case of V1174 Ori is peculiar and if the problem resides in the effective temperature
determinations, then also lithium abundances could be affected by uncertainties larger than the
quoted ones.
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ity of stellar models, and, consequently, precise data about such systems would be
required.
3.8 Conclusions
I discussed in detail the uncertainties on theoretical models by evaluating the effect
of the errors on the adopted initial chemical composition and the up-to-date input
physics (i.e. opacity, reaction rates, EOS), for several ages, masses, and chemical
compositions, thus obtaining a quantitative estimation of the error bar associated
to the 7Li surface abundance predictions.
The comparison between theory and observations has been conducted on five
young clusters, namely Ic2602, α Per, Blanco1, Pleiades, and Ngc2516, and
on four pre-MS EBs. For each cluster I evaluated the best age and the mixing length
parameter, as well as their uncertainties, for MS stars, by comparing against the
observed CMDs the same theoretical isochrones used to compute lithium abundance,
obtaining a fully consistent calibration of such parameters.
The results I obtained confirm the disagreement between present standard mod-
els and 7Li surface abundance in young stars even within the quite large uncertain-
ties. Motivated by the high sensitivity of 7Li surface depletion to the convection
efficiency and by the possibility of a dependency of the mixing length parameter on
the evolutionary phase, gravity and Teff , I explored the effect of a different mixing
length parameter during the pre-MS and the MS evolution. I found that, in this
case, a quite good agreement between predictions and data can be achieved for all
clusters of the sample by adopting αPMS = 1.0, which is considerably lower than
the MS ones (i.e. αMS = 1.68 - 1.9) obtained by comparing theoretical isochrones
with the observed colour-magnitude diagrams.
I checked the validity of such low-convection efficiency models also against four
pre-MS detached double-lined eclipsing binaries, namely ASAS, EK Cep, RXJ, and
V1174 Ori. I found that, in the HR diagram, pre-MS tracks with αPMS = 1.0 seems
to be in good agreement with the data for at least two of the three systems that
have a star close to the Hayashi track (ASAS and RXJ). However, the models are
compatible with 7Li data both adopting the low- and high-convection efficiency, as
a consequence of the large observational uncertainty still present on 7Li abundance
determinations.
The results I obtained here point out the possibility of low-convection efficiency
during the pre-MS phase in standard models. Notice that this conclusion is essen-
tially the same obtained, in a completely independent way, from the Bayesian
analysis conducted on binary stars (see Chapter 2).
The quite large observational uncertainties, especially for what concerns lithium
abundances in binary systems, prevents a robust comparison, and point out the
necessity of improved data. For sure, a similar effort has to be done also in refining
theoretical models computations. These results requires further analysis of more
precise data, in order to clarify whether the mixing length parameter actually
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changes from low- to high-value evolving from the pre-MS to the MS phase, or if
some lacking physical mechanism becomes important for what concerns surface
lithium abundances (see e.g., Ventura et al., 1998b; Baraffe & Chabrier, 2010, and
Chapter 4).
Chapter 4
Accretion Model
4.1 Overview
Stars form from the fragmentation of molecular clouds, which provide the seeds
of the future stars (protostars). In this contest, it is commonly accepted that a
crucial role in star formation processes is played by the development of an accretion
disk, from which a large part of the stellar mass (if not all) is accreted, possibly
during constant and/or time dependent accretion episodes (see e.g., Vorobyov &
Basu, 2006; Cesaroni et al., 2007; Enoch et al., 2009; Hartmann et al., 2011). The
protostellar core evolves into a formed star gaining mass from the original cloud
where it is born.
Despite of this simple qualitative description, the detail of the protostar form-
ation are quite complex; only the recent development of hydrodynamical codes
of collapsing clouds made possible to investigate how the fragmentation and the
subsequent accretion processes might occur in different environments (see e.g,
Masunaga et al., 1998; Masunaga & Inutsuka, 2000; Vorobyov & Basu, 2005, 2006;
Machida et al., 2010; Tomida et al., 2010; Vorobyov & Basu, 2010; Dunham &
Vorobyov, 2012; Tomida et al., 2013).
From the observational point of view, the presence of circumstellar accretion
disks has been largely demonstrated by the huge amount of observations collected
in the past 20 - 30 years in young star-forming regions (see e.g., Hartmann et al.,
1998; Hillenbrand et al., 1998; Lada et al., 2000; Haisch et al., 2001a,b; Allers et al.,
2006; Lada et al., 2006; Luhman et al., 2008; Luhman & Muench, 2008; Flaherty
& Muzerolle, 2008; Herna´ndez et al., 2010; Luhman, 2012, and references therein).
The observations suggest that disks are quite common around young objects (Lada
et al., 2000; Luhman et al., 2005, 2008) for ages smaller than about a few Myr (see
e.g., Haisch et al., 2001b; Herna´ndez et al., 2008), with a possible dependence also
on the stellar mass (Haisch et al., 2001a; Herna´ndez et al., 2005; Roccatagliata
et al., 2011). The rates at which the central star gains mass (accretion rate) has
been largely investigated too. The typical accretion rates inferred from young
accreting objects of about 105 - 106 yr (T Tauri stars) are in the range m˙ ∼ 10−7
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- 10−9 M⊙/yr (Hartmann et al., 1998; Calvet et al., 2004; Flaherty & Muzerolle,
2008; Spezzi et al., 2012), although a quite large dispersion is present (Manara
et al., 2012), and lower m˙ values have been observed too (Rigliaco et al., 2011).
Moreover, the observations suggest also the possibility of large accretion rates
episodes (Enoch et al., 2009), as measured in the case of FU Ori star (Hartmann
& Kenyon, 1985, 1996; Hartmann et al., 2011) where m˙ ∼ 10−4 M⊙/yr or higher
can be achieved.
Regarding the accretion/formation scenario, currently two geometries are be-
ing explored: 1) disk and 2) spherical accretion. In the first case, the matter is
supposed to fall onto a central object from an accretion disk; depending on the
structure of the disk, the accretion can interest a small portion of the central ob-
ject (i.e. polar accretion caused by magnetic fields), or a large part of the stellar
surface. A subclass of disk accretion concerns the thin-disk accretion; in this case
the fraction of the stellar surface where matter is accreted is very small compared
to the total surface, thus allowing the star to radiate almost freely. This approx-
imation is supported by the observations conducted by Hartigan et al. (1991) on
large sample of young accreting objects (T Tauri); they found that for such stars
only the 1 - 10% of the total surface is actually affected by the matter infall, thus
confirming the adoption of a thin-disk accretion-like scenario.
A completely different approach is adopted in the case of the spherical accre-
tion, where the matter falls (almost) radially on the star, and consequently the
assumption that only a small fraction of the stellar surface is interested by the
accretion drops.
There are arguments in favour of both these two geometries. Observations
suggest that disk structures are still present for ages of about 105 - 106 yr (Lada
et al., 2000; Haisch et al., 2001b; Luhman et al., 2005; Herna´ndez et al., 2008;
Luhman et al., 2008). The formation of an accreting disk-structure occurs if the
matter angular momentum in the protostellar cores is high enough to break the
spherical gravitational contraction of the collapsing region. On the other hand, if
the angular momentum is small enough the accretion occurs radially; the star is
embedded into the cloud and a spherical accretion is more suitable. This second
case is probably most likely to take place at the beginning of the contraction of
the cold cloud, which eventually leads to the formation of the protostar (see e.g.,
Larson, 1969; Tomida et al., 2013, and references therein).
Concerning stellar evolutionary code, a formalism to treat the spherical accre-
tion scenario has been proposed in the pioneering work by Stahler et al. (1980a)
(see also, Stahler et al., 1980b, 1981, 1986; Palla & Stahler, 1991), while the thin-
disk accretion model formalism has been proposed by Hartmann et al. (1997) and
Siess & Livio (1997). To my knowledge at the present, only few groups (besides
the ones already quoted) provided sets of accreting models, all developed adopt-
ing such work as basis, namely Behrend & Maeder (2001), Yorke & Sonnhalter
(2002), Baraffe et al. (2009), and Hosokawa & Omukai (2009). In particular, the
latter two groups (Baraffe and Hosokawa) consistently coupled the accretion to the
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computation of the stellar structure and they analysed in detail the effect of the
accretion processes under realistic conditions, in the framework of, respectively,
thin-disk (Baraffe) and spherical accretion geometry (Hosokawa).
The main differences among the thin-disk/spherical accreting stellar models
come from the treatment of the stellar boundary conditions. In the former case
(thin-disk), Hartmann et al. (1997) showed that due to the small fraction of the
stellar surface interested by the accretion, the boundary conditions are essentially
the same on a non-accreting objects. The shocks caused by the accreting matter
is thus completely neglected. In other words, the pressure and temperature at the
stellar surface can be safely obtained from non-accreting atmospheric structure,
as commonly done in standard evolutionary code (see Chapter 1). The accretion
affects the structure through the mass increase, which also provides new fresh
matter not processed by nuclear burning, and through the increase of the internal
energy of the structure due to the specific energy of the infalling matter (see later).
On the contrary, in the case of spherical accretion, the structure of the shock
is treated as part of the star. The boundary conditions are different from the one
obtained in the non-accreting case. Thus, also the characteristics of the shock,
besides the mass accretion, affect the structure. It is worth to underline that also
the energy deposed into the star by the accretion is treated in different way if a
spherical accretion is considered instead of a thin-disk one.
As shown by Hartmann et al. (1997), the energy deposed into the star in a
thin-disk accretion can not be obtained a priori, but it is parametrized introducing
a free parameter (αacc) that specifies the amount of energy not radiated at the
shock front (see also, Siess & Livio, 1997; Baraffe et al., 2009). Such value can
assume values in the interval [0, 1], where αacc = 0 means that all the energy
carried by the infalling matter is lost, thus the gas mixes with the stellar matter
with a negligible internal energy, and no contribution to the stellar thermal energy
occurs. On the contrary the case αacc = 1 corresponds to bring all the internal
energy of the infalling matter inside the star. In the following I will refer to the
first case as the cold accretion (accretion of cold matter) and to the second as hot
accretion (accretion of hot matter). This parametrization is the result of completely
ignoring the presence of the shock where accretion occurs; indeed, it is the shock
that determines the amount of energy lost by radiation. This is easy to see. If
the shock forms in a region where the optical depth is small, than the photons
emitted by the matter that hits the shock are free to escape. Part would probably
move towards the star surface, but part are lost. The opposite occurs if the shock
is located at large optical depth. In this case even if the radiative processes are
efficient, the radiation emitted is re-absorbed and eventually is carried inside the
star by the infalling matter. This is the case of hot accretion.
Such a parametrization is not required in the case of spherical accretion, where
the shock is treated in details. The structure is obtained by integrating the region
above and below the shock and then matching the two solution at the shock front
using appropriate shock-conditions (see e.g., Stahler et al., 1980a,b; Palla & Stahler,
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1991).
The difference between the treatment of the energy deposed into the star by
the infalling matter is of primary importance in accreting models. Hartmann et al.
(1997) already showed that strong differences on the structure are present if αacc =
1 is adopted instead of αacc = 0. The results of Hartmann et al. (1997) obtained
adopting simplified polytropic stellar models, have been confirmed by Siess & Livio
(1997), and more recently by the more detailed computations by Baraffe et al.
(2009) (see also, Baraffe & Chabrier, 2010; Baraffe et al., 2012). It is important
to underline that cold accretion models predicts stellar radii much smaller than
what obtained via non-accreting models at the same mass and age, especially for
low and intermediate masses (Hosokawa et al., 2011; Baraffe et al., 2012), while
the observations show a large amount of young stars in the region of bright and
expanse objects. It is intriguing the fact that non-accreting models are able to
reproduce such observation whereas cold accretion models do not (Baraffe et al.,
2009; Hosokawa et al., 2011; Baraffe et al., 2012); hot accretion ones are required
to partially restore the agreement.
An intriguing issue concerning accretion and young stellar objects is the pres-
ence of a large luminosity spread among stars with similar effective temperature
and masses observed in star formation regions; such stars should share the same
age. Baraffe et al. (2009) showed that a luminosity spread compatible with the
observed one could (at least in principle) originate from a combination of different
accretion history, accretion rates, and initial masses. However, such a large spread
can be obtained only under the hypothesis of cold accretion (see also, Hosokawa
et al., 2011).
In this chapter I will focus on the thin-disk accretion. First I will present
the formalism adopted in the PROSECCO code to treat the accretion process, and
then I will discuss the resulting models. I will show how the accretion models
strongly depends on the adoption of several parameters, namely accretion rates,
accretion history, and accretion energy. Given the complexity of the problem, this
chapter is thought to present the basic theoretical results, to try to clarify the main
parameters that strongly affect the predictions. A qualitative comparison with few
observational data, which allows to constrain the models, will be also shown.
4.2 Accretion model: theoretical scenario
In the current version of the PROSECCO evolutionary code I implemented the thin-
disk accretion: the matter falls onto the star from the most internal layer of a thin
accretion disk. The hypothesis of thin-disk accretion allows to consider the stellar
surface almost free to radiate the energy; in other words, only a small fraction
of the star is interested by the mass infall. If one indicates with A⋆ and Aacc,
respectively, the total stellar surface and the surface of the star interested by the
accretion, then thin-disk accretion holds if δ ≡ Aacc/A⋆ ≪ 1. This hypothesis is
consistent with the results obtained by Hartigan et al. (1991) for a sample of T
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Tauri stars (δ ∼ 0.01 - 0.1).
Hartmann et al. (1997) showed that for δ ≪ 1 it is possible to completely
neglect the effect of the accretion on surface boundary conditions, which are thus
assumed to be the same used for non-accreting objects. In this case I adopted the
same boundary conditions discussed in Chapter 1.
The presence of the accretion modifies the stellar structure because of the vari-
ation of the mass, chemical composition, and stellar thermal energy. All these
effects have to be taken into account. I adopted a formalism similar to the one
described in Siess & Livio (1997): the details of the procedure are given in the
following.
The accretion is supposed to occur on an already formed hydrostatic core with
an initial massMini. The initial model (i.e. external radius, luminosity, and central
temperature) has been chosen in order to have a relatively low central temperature,
to avoid the onset of d-burning before the beginning of the accretion phase (see
Sect. 4.3.2).
The infall of matter modifies the mass contained in each shell interested by the
accretion. First of all, I defined an accreted-mass-distribution profile fj which, in
general can be a function of the j-th mesh considered. After an accretion episode
the mass in each shell is simply given by,
∆m⋆ acc, j = ∆m⋆, j(1 + fj) (4.1)
where by ∆m⋆, j I indicate the mass contained in the j-th mesh just before the
accretion and ∆m⋆ acc, j is the mass in the same shell after the accretion episode.
As a reference choice, I defined fj in a very simple way,
fj =
{
f0 in the convective envelope (c.env)
0 elsewhere
The simple assumption I made on fj can be justified as it follows. The accreting
mass is deposed onto the stellar surface, however, in the presence of convective
envelope, the new matter is rapidly mixed with the stellar gas, so it is reasonable
to expect that accretion would interest mainly the convective envelope.
The quantity indicated by f0 is fixed by the condition that the sum over the
whole structure of the mass in each mesh after the accretion must be the total mass
of the star before the accretion (Mtot) plus the accreted mass (∆Macc ≡ m˙∆t), thus,
Mtot +∆Macc ≡
Ntot∑
j
∆m⋆ acc, j =
Ntot∑
j
∆m⋆, j(1 + fj) =
=
Ntot∑
j
∆m⋆, j + f0
∑
c.env
∆m⋆, j =
= Mtot + f0Mc.env (4.2)
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From the previous relation it results that,
f0
def
=
∆Macc
Mc.env
=
m˙∆t
Mc.env
(4.3)
From the definition of fj it follows also that,
∆Macc =
Ntot∑
j
∆macc, j =
Ntot∑
j
(∆m⋆ acc, j −∆m⋆, j) =
=
Ntot∑
j
fj
1 + fj
∆m⋆ acc, j =
Ntot∑
j
fj∆m⋆, j (4.4)
In case of accretion on stars without convective envelope, mass-accretion is
forced to occur in the most external layers where ∆M/M⋆ = 1%. The mass
contained in this region is then used in eq. (4.3) in place ofMc.env., thus maintaining
the same formalism.
Besides the mass increase, the accretion might modify also the energy profile
of the star, i.e. due to the energy deposed into the star by the accreting matter.
In the case of thin-disk accretion, the energy content (per gram) of the material
at the most internal boundary layer of the disk (the last stable region close to the
star) is given by (see e.g., Prialnik & Livio, 1985; Hartmann et al., 1997),
Eacc = β
GM⋆
R⋆
(4.5)
The quantity β depends on the property of the disk, and in the case of disk accretion
is β ≤ 1/2. This means that at the inner boundary layer of the disk, part of the
energy is radiated, and the remaining energy is converted into internal energy of
the accreting matter1. However, as the matter falls on the star, the presence of a
shock-front may cause a radiative loss of such energy. Thus, the net energy deposed
into the star is parametrized in the following way,
Eacc = αaccβ
GM⋆
R⋆
(4.6)
where the additional parameter αacc varies in the interval [0, 1]. The value of αacc
depends on the properties of the shock-front close to the star surface (see Appendix
B.3). If the shock-front is close enough to the star, in other words if it occurs at
an optical depth large enough, the photons emitted by the matter at the shock-
front are trapped and absorbed by the stars. This limit case corresponds to the
choice αacc ≈ 1. On the contrary, if the shock forms at small optical depth, the
photons are free to escape, and consequently the energy is lost, so αacc ≈ 0. The
other cases correspond to 0 < αacc < 1 where part of the energy is lost and part is
1In the following I will assume the common adopted value of β = 1/2.
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absorbed by the structure. I will refer to hot accretion in the first case, since the
accreted-matter contributes to increase the thermal energy of the star, and to cold
accretion in the second case, when the matter falls on the star with a completely
negligible internal energy if compared to the stellar environment one.
From eq.(4.6) it is straightforward to define the accretion energy per second
deposed onto the star (Lacc) in the following way,
Lacc = αaccβ
GM⋆m˙
R⋆
(4.7)
Similarly to what happens to the mass, also the energy is modified in each mass-
shell. It is convenient to define the mean accretion energy per second per gram
(ǫacc) as it follows,
ǫacc
def
=
Lacc
∆Macc
=
Lacc
m˙∆t
= αaccβ
GM⋆
R⋆∆t
(4.8)
Moreover, Lacc can be expressed in term of the accretion energy per gram per
second in each mesh (ǫacc, j) in the following way,
Lacc =
Ntot∑
j
ǫacc, j∆m⋆ acc, j =
Ntot∑
j
ǫacc, j∆m⋆, j(1 + fj) (4.9)
From the previous equation one obtains that,
Ntot∑
j
[
ǫacc, j(1 + fj)− ǫaccfj
]
∆m⋆, j = 0 (4.10)
which leads to,
ǫacc, j = ǫacc
fj
1 + fj
= αaccβ
GM⋆
R⋆∆t
fj
1 + fj
(4.11)
Such an energy contribution has to be added to the nuclear (ǫnuc) and gravitational
(ǫgra) one. To this regard, there is an important point to clarify. The gravitational
energy, that is the part of energy production/absorption related to the thermody-
namical transformations of the gas in stellar conditions, is defined in terms of the
entropy derivative with respect to the time (see e.g. Stahler et al., 1986; Baraffe &
Chabrier, 2010),
ǫgra, j
def
= −Tj dSj
dt
= −Tj dSj
dt
∣∣∣
qj
+ Tj
dSj
dmj
∣∣∣
t
m˙j (4.12)
where Tj and Sj are, respectively, the temperature and entropy (per gram) in
the j-th mesh, and q ≡ mj/Mtot is the relative mass coordinate. It is useful to
introduce the quantity q because the accretion modifies also the mass contained in
the mesh, so the entropy time derivative must account for that. It is evident that
140 Accretion Model
if no accretion is present the mass is constant, so m˙j = 0 and the second term in
eq. (4.12) vanishes.
In conclusion, the energy equation for a star that undergoes to accretion pro-
cesses, can be written in the following form,
∆L|j ≡ Lj+1 − Lj = ǫtotj ∆m⋆ acc, j =
=
(
ǫnuc, j + ǫgra, j − ǫneu, j + ǫacc, j
)
∆m⋆ acc, j (4.13)
The last point to discuss is the effect of the accretion on the chemical evolution
of the model. Indeed, as part of the matter inside the star is processed by nuclear
burning (if present), the accretion provides fresh matter with a chemical compos-
ition that can be, at least in principle, different from the one actually present in
the star.
I showed in Chapter 1 (Sect. 1.3.4), that the temporal evolution of the i-th
specie inside a non-accreting star due to nuclear burning is given by the following
equation2,
dni
dt
=
∑
j,k 6=i
njR˜
(c)
jk, i −
∑
j
niR˜
(d)
ij (4.14)
I recall that ni is the numerical density of the i-th specie, and R˜
(c)
jk, i and R˜
(d)
ij
are respectively the creation and destruction reaction rates (number of events per
second). In presence of accretion, there is another term that accounts for the
addition of particles of the i-th specie due to the matter infall, dnacc, j/dt. Similarly
to what done for non-accreting objects, eq. (4.14) can be expressed in terms of the
molar fractions. First I recall that the numerical density n
(i)
j of the i-th element in
the j-th mesh is related to the mass fractional abundance X
(i)
j and to the density
ρj , in the following way,
n
(i)
j =
X
(i)
j
Aimp
ρj
def
= ρj
Y
(i)
j
mp
(4.15)
where mp is the proton mass, Ai is the mass number of the i-th specie, and Y
(i)
j is
the molar mass fraction. I define also the following quantities,
n
(i)
⋆, j
def
= ρ⋆, j
Y
(i)
⋆, j
mp
(4.16)
n
(i)
⋆ acc, j
def
= ρ⋆ acc, j
Y
(i)
⋆ acc, j
mp
(4.17)
n
(i)
acc, j
def
= ρacc, j
Y
(i)
acc, j
mp
(4.18)
2The temporal evolution of the i-th elements is modified also by diffusion, but since I am
dealing with very young fully convective objects diffusion can be safely neglected. So, I avoid to
write in the eq. (4.13) the diffusion term in order to make simpler the notation.
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where by ”⋆” and ”⋆acc” I indicate the quantities relative to the model before and
after the accretion, while ”acc” refers to the accreting matter. Thus, the variation
of the i-th specie adopting this formalism, is given by the following equation,
dn
(i)
⋆ acc, j
dt
=
∑
l,k 6=i
n
(l)
⋆, jR˜
(c)
lk, i −
∑
l
n
(i)
⋆, jR˜
(d)
il +
dn
(i)
acc, j
dt
(4.19)
Using eqs. (A.41) - (4.18) one obtains,
dY
(i)
⋆ acc, j
dt
=
ρ⋆, j
ρ⋆ acc, j
(∑
l,k 6=i
Y
(l)
⋆, jR˜
(c)
lk, i − Y (i)⋆, j
∑
l
R˜
(d)
il
)
+
ρacc, j
ρ⋆ acc, j
dY
(i)
acc, j
dt
(4.20)
The ratio between the densities can be written in terms of fj, being,
ρ⋆, j
ρ⋆ acc, j
=
∆m⋆, j/Vj
∆m⋆ acc, j/Vj
=
∆m⋆, j
∆m⋆ acc, j
≡ 1
1 + fj
(4.21)
ρacc, j
ρ⋆ acc, j
=
∆macc, j/Vj
∆m⋆ acc, j/Vj
=
∆macc, j
∆m⋆ acc, j
≡ fj
1 + fj
(4.22)
These relations allow to write eq. (4.20) into its final form,
dY
(i)
⋆ acc, j
dt
=
[(∑
l,k 6=i
Y
(l)
⋆, jR˜
(c)
lk, i − Y (i)⋆, j
∑
l
R˜
(d)
il
)
+ fj
dY
(i)
acc, j
dt
] 1
1 + fj
(4.23)
Eq. (4.23) gives a general description of the temporal evolution of each chemical
element present in the star when accretion process is taken into account, too. No-
tice that if m˙ = 0, which means fj = 0 and dYacc, j/dt = 0, eq. (4.23) reduces to
the form valid only for non-accreting objects as given in Chapter 1.
Before going on, I want to underline the changes to the evolutionary code
needed to describe the accretion process, by summarizing the relations used:
• Mass Accretion. The mass in the j-th mesh has been changed at each
time-step according to the following relation:
∆m⋆ acc, j = ∆m⋆, j(1 + fj) (4.24)
where fj has been defined to be constant in the convective envelope (fj =
f0 = m˙∆t/Mc.env) and equal to zero in the other part of the star.
• Accretion Energy. The energy (per gram and second) deposed inside the
star by the accreting matter (in each mesh) is given by,
ǫacc, j = αaccβ
GM⋆
R⋆∆t
fj
1 + fj
(4.25)
where β = 1/2 and αacc is a free parameter that assumes values in the interval
[0, 1].
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• Gravitational Energy. The expression of the gravitational energy has been
modified to take into account the mass variation in each mesh,
ǫgra, j
def
= −Tj dSj
dt
= −Tj dSj
dt
∣∣∣
qj
+ Tj
dSj
dmj
∣∣∣
t
m˙j (4.26)
• Total Energy. The total energy generation in each mesh has been written
as,
∆L|j = ǫj∆m⋆ acc, j =
(
ǫnuc, j + ǫgra, j − ǫneu, j + ǫacc, j
)
∆m⋆ acc, j (4.27)
• Chemical Evolution. The evolution of each specie is computed by solving
the differential equation system defined as,
dY
(i)
⋆acc, j
dt
=
[(∑
l,k 6=i
Y
(l)
⋆, jR˜
(c)
lk, i − Y (i)⋆, j
∑
l
R˜
(d)
il
)
+ fj
dY
(i)
acc, j
dt
] 1
1 + fj
(4.28)
4.3 Parameters of the accretion model
The accretion model, as described before, depends on several parameters, namely
the accretion rates (m˙), the seed mass (mass of the initial hydrostatic core, Mini)
and the accretion energy deposed in the star (αacc). I will discuss the effect on the
stellar models of each of them in the following sections. Moreover, I want to recall
that, besides these parameters, accreting models are affected also by the adopted
values of the mixing length parameter and of the initial deuterium abundance, in
a way similar to the one discussed in the case of non-accreting structure. Thus,
considerations similar to the ones of Chapter 1 are still valid.
4.3.1 Accretion rate: m˙
The accretion rate determines the rate at which the structure increases its mass.
At the moment several accretion scenarios have been proposed by several authors,
spanning from the constant accretion rates to simple time-dependent and burst
accretion history, as obtained both from observations and/or theoretical compu-
tation of accretion disks (see e.g., Hartmann & Kenyon, 1985, 1996; Hartmann
et al., 1997; Siess & Livio, 1997; Vorobyov & Basu, 2005, 2006; Greene et al., 2008;
Baraffe et al., 2009; Enoch et al., 2009; Machida et al., 2010; Hartmann et al.,
2011; Hosokawa et al., 2010, 2011; Baraffe et al., 2012). However, at the present,
the picture is not clear enough, and it can be worth to investigate different classes
of accretion scenario to clarify the impact on the stellar evolution. For the present
calculations, I adopted the following three types of accretion rate-history.
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• Constant accretion rate (ARc): m˙ = cte. Accretion is independent of both
the age and the mass of the star. I adopted m˙ = 10−7, 10−6, 10−5, 10−4, and
10−3 M⊙/yr, in order to cover a reasonable range from small values of m˙
(10−7 M⊙/yr) to large ones (10
−3 M⊙/yr), as discussed in the introduction.
Although this is the most simple case of accretion history, I think that it is
worth to be analysed and discussed. Indeed, as I will show in the following,
the adoption of more complicate time-mass dependent accretion rates does
not drastically alter the results obtained by adopting a constant m˙. Con-
sequently, besides it simplicity, these models allow to understand the general
physical picture of the accretion phase, making this class of accretion-history
interesting to be analysed. This is one of the reasons why constant accretion
rates have been largely investigated (see e.g. Hartmann et al., 1997; Siess &
Livio, 1997; Baraffe et al., 2009; Hosokawa et al., 2011).
• Time-mass-dependent accretion rate (ARmt): m˙(t, Mfin). I adopted an
accretion rate dependent on both the target stellar mass and time.
The accretion rates measured for young objects suggest a relation between m˙
and the mass of the form m˙(Mfin) ∝M bfin, where b ∈ [1, 2] (see e.g., Muzer-
olle et al., 2003; Rigliaco et al., 2011; Manara et al., 2012; Spezzi et al., 2012,
and references therein). However, there is a quite large scatter in the observed
m˙ values, which affect the determination of b, thus, given such a situation,
I decided to adopt a simple scaling of the accretion rate proportional to the
mass, hence b = 1.
Regarding the time-dependence, from observations it emerges that m˙ rapidly
decreases with the age of the stars (De Marchi et al., 2010, 2011; Spezzi
et al., 2012), and for ages of about 105 - 106 yr typical values of the observed
accretion rate are in the range 10−7 - 10−8 M⊙/yr (see also, Hartmann et al.,
1998; Flaherty & Muzerolle, 2008) or in some cases lower (Rigliaco et al.,
2011). Moreover, it is reasonable to expect m˙ to have a time dependency, also
from the theoretical point of view, first because the disk has a finite mass that
progressively reduces as the accretion goes on, and secondly because as the
star increases its mass and luminosity, stellar winds and radiation pressure
counterbalance at least in part the matter infall. Thus, efficient accretion
episodes (if present) are expected to take place mainly at the beginning of
the star life, or during burst episodes (see e.g. the discussion in Baraffe et al.,
2012).
Given such a picture, I decided to adopt a simple bi-exponential accretion
rate decrease, characterised by two time-scales, τ0 and τ1 which defines, re-
spectively, the efficient accretion phase when most of the mass is accreted
(τ0), and the tail of the accretion process (τ1), when only a small amount of
mass is deposed onto the star3. The parameters of the bi-exponential law
3A simple exponential accretion rate decay with the stellar age has been adopted also in Offner
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have been chosen in order to reproduce the typical accretion rates (m˙ref)
obtained from observation for ages of about 105 - 106 yr (m˙ref ∼ 10−7 - 10−8
M⊙/yr).
The mass-time dependence for this class of accretion-history has been para-
metrized in the following way,
m˙(t, Mfin) = m˙0 ×Mfin ×
{
e
− t
τ0 , t ≤ t0
e
−
t0
τ0 e
−
t−t0
τ1 , t > t0
m˙0 is an initial value of the accretion rate andMfin is the target mass. Given
the large uncertainty on m˙, I adopted three initial accretion rates, namely
m˙0 = 10
−6, 10−5, 10−4, and 10−3 M⊙/yr. The corresponding time-scales
τ0, τ1, and t0 have been chosen in order to satisfy the following requirements:
– at t = t0 a given fraction of the target mass has to be reached. Thus,
M(t = t0) = γ ×Mfin; the choice of γ is arbitrary. I adopted γ = 0.95;
– at t = t0 the accretion rate shifts to the second exponential law. I
defined t0 by imposing that m˙(t0, Mfin) ≡ m˙ref ×Mfin, to match the
observational values;
– for t > t0 the star continues its accretion, which provides the remaining
mass, ∆Macc(t→ +∞) = (1− γ)×Mfin.
These three conditions univocally define the value of τ0, τ1, and t0, which are
given by the following expressions,
τ0 =
γ
m˙0 − m˙ref (4.29)
τ1 =
1− γ
m˙ref
(4.30)
t0 = τ0 ln
m˙0
m˙ref
(4.31)
• Burst (ARb): m˙ = m˙(t). The possibility of a transient rapid accretion phase
has been suggested by several authors, as obtained from the observations
(Hartmann & Kenyon, 1985, 1996; Greene et al., 2008; Enoch et al., 2009;
Hartmann et al., 2011) and from theoretical simulations (e.g., Vorobyov &
Basu, 2006, 2009; Vorobyov, 2009; Machida et al., 2010).
In the case of burst-accretion, I supposed that the star accretes material
with a constant and small accretion rate m˙q during a quiescent phase for
a time interval ∆tq, followed by a burst with m˙b for a time interval ∆tb.
Such scenario is compatible with the results of hydrodynamical evolution of
accretion disk (see e.g Vorobyov & Basu, 2005).
& McKee (2011).
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According to what obtained by Vorobyov & Basu (2005), I set these para-
meters to m˙q = 10
−6 M⊙/yr and ∆tq = 10
3 yr for the quiescent phase, and
m˙b = 10
−5 M⊙/yr and ∆tq = 10
2 yr for the burst (see also, Baraffe et al.,
2009, 2012). I also computed models for m˙b = 10
−4 and 10−3 M⊙/yr, typical
of the FU Ori bursts (Hartmann et al., 2011).
4.3.2 Initial model
As anticipated above, the accretion is assumed to start on an already formed
hydrostatic core; the mass of such seed core is an essential parameter for the
subsequent evolution, as I will show in the following (see also, Baraffe et al., 2009,
2012).
Similarly to what discussed in Baraffe et al. (2012), I assumed an initial seed
mass given by the second Larson core (Larson, 1969), when a adiabatic and hy-
drostatic structure forms, and the approximation of accretion on an hydrostatic
core is fulfilled. Larson (1969) computed the properties of such second core, which,
according to the calculations, has a mass M2,Lc ≈ 10−3 M⊙ (M2,Lc ≈ 1 Mj , where
Mj is the Jupiter mass), radius R2,Lc ≈ 1 R⊙, and a central temperature of about
104 K. Such values are very close to the ones I adopted for the first hydrostatic
core, namely Mini = 5 × 10−3 M⊙, Rini ≈ 0.8 R⊙, Tc,ini ≈ 8 × 104, as achievable
by the current version of the PROSECCO code.
Notice that, however, the most suitable value of the second Larson core is
still under debate. Baraffe et al. (2012) showed that a crude estimation leads
to M2,Lc ∼ 10−3 M⊙ ≈ 1 Mj , in full agreement with Larson (1969) results. More
recent and detailed determinations agree in predicting small radii of the protostellar
cores (Rini ∼ 1 R⊙), but with masses that can assume values in a quite large range,
namelyMini ∈ [1, 50] Mj (see e.g., Masunaga & Inutsuka, 2000; Boyd &Whitworth,
2005; Whitworth & Stamatellos, 2006; Machida et al., 2010; Baraffe et al., 2012).
Given such a situation, the choice of the initial model is not univocal. As an
example, the recent models by Hosokawa et al. (2011) start at an initial mass of
Mini = 0.01 M⊙ with different radii (Rini ∼ 0.2 - 8 R⊙). Hartmann et al. (1997),
who adopted a polytropic model, started the evolution from M & 0.1 M⊙ because
smaller masses were not accessible by their computations. Also Siess & Livio (1997)
adopted quite large masses Mini = 0.5 M⊙.
In the following, the reference models have been computed adopting Mini =
0.005 M⊙, which is the minimum mass achievable by the current version of the
PROSECCO evolutionary code. However, in order to test the dependency of the
accretion models on the initial mass, I computed models also for higher initial
masses, namely Mini = 0.010 M⊙ and Mini = 0.050 M⊙.
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4.3.3 Accretion energy fraction: αacc
The last parameter to be specified is also the most uncertain and the most im-
portant (Hosokawa et al., 2011; Baraffe et al., 2012), namely the fraction of the
accretion energy deposed inside the star, αacc; only few speculation about its value
can be done. Given its definition, αacc varies between 0 and 1, defining the cold
and hot accretion. The adoption of a value of αacc ≈ 1 is probably correct during
high accretion rates, when the matter efficiently falls onto the star (see Appendix
B.3). In this case, the infalling matter is pushed towards the star surface, and it
is reasonable to expect a shock forming at large optical depth (see e.g., Hartmann
et al., 2011). However, as the accretion rates decreases, this scenario is probably
no more correct, and if the shock withdraws towards lower optical depth, then
αacc has to decrease. In this latter case, the huge energy released at the shock
front should turn the accreting object in a strong and observable X-ray emitter
(see e.g., Sacco et al., 2008, and references therein). Given the difficulty of having
constrained value of αacc, a common approach is to computed models for several
values (Prialnik & Livio, 1985; Hartmann et al., 1997; Siess & Livio, 1997; Baraffe
et al., 2009).
I made different assumption on αacc depending on the accretion type: in the
case of ARc models (constant accretion rate), I used constant and time-independent
values of αacc, namely αacc = 0.0, 0.1, 0.2, 0.5, 1.0. In the case of ARmt (time-mass-
dependent accretion rate), I decided to use a time-dependence also for αacc. In this
case, given the lack of both a theoretical and observational parametrization of
αacc(t), I adopted a very simple form: for very young objects, when the accretion
is efficient, one might expect to have most of the internal energy of the infalling
matter deposed into the star, thus large αacc values (hot accretion). However, as
the accretion rate drops, small αacc values are more suitable cold accretion. Thus,
I adopted the following temporal dependency,
αacc(t) =


α0acc , t ≤ t0/2
α0acc/2 , t0/2 < t ≤ t0
0 t > t0
where α0acc is the initial value of the accretion energy deposed into the star, and t0
is the same value used for the computation of m˙ in the ARmt models. I used several
values of α0acc to explore the effect on the tracks, namely α
0
acc = 0.0, 0.1, 0.2, 0.5
and 1.0.
Finally, in the case of the ARb models, I parametrized the fraction of accretion
energy deposed into the star in a way similar to the one suggested by Baraffe et al.
(2012); αacc = 0 during the quiescent phase (m˙ = 10
−6 M⊙/yr) while during the
burst (m˙ ≥ 10−5 M⊙/yr) I used αacc = 0, 0.1, 0.2, 0.5, and 1.0.
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4.4 Dependence of the models on m˙ and αacc
4.4.1 ARc accretion model: constant accretion rate
First of all I will discuss the effect of the adoption of different values of a constant
accretion rate (ARc models), namely m˙ = 10−7, 10−6, 10−5, 10−4, and 10−3 M⊙/yr.
The initial mass of the accreting core has been set toMini = 0.005 M⊙ and αacc = 0.
I computed the models for several values of the final mass, namely Mfin = 0.1, 0.2,
0.4, 0.6, 0.8, 1.0, 1.2, 1.5, and 2.0 M⊙. Figure 4.1 show the accreting sequence that
leads to the formation of a 2.0 M⊙. In this way the accretion phase of M ≤ 2.0
M⊙ is obviously shown too. Figure shows the external radius, central temperature
and density, nuclear luminosity, and central deuterium abundance as a function of
the total mass.
During the early stages of accretion, all the models contract reducing their
surface radius. Such structures are fully convective and partially degenerate, as
indicated by the violet lines in panel (c) (De ≈ 5 - 20 for stellar centre), thus, an
increase of the total mass results in a radius decrease (R ∝ 1/Mc). It is worth
to notice that the initial evolution is almost independent of the accretion rate for
m˙ & 10−6 M⊙/yr, while the model computed with m˙ = 10
−7 M⊙/yr is the one
that shows a strong initial contraction as the mass increases (for M . 0.03 M⊙).
Such a different behaviour is partially caused by the fact that for extremely low
accretion rates, the accretion time scale τacc ≈M/m˙ is much larger than the Kelvin-
Helmholtz time τKH. Indeed, the evolution of an accreting object is determined
by these two time-scales (Baraffe et al., 2009; Hosokawa & Omukai, 2009). In the
case of accretion-dominated evolution (τacc . τKH), the structure does not have
the required time to evolve along the corresponding Hayashi track. Even worst,
the definition of the Hayashi track is itself meaningless. This happens because the
mass is changing on a time-scale shorter than the corresponding thermal one. In
other words, the structure changes mainly because of the mass variation and not
because of the energy radiative loss. This is the case of models computed with
m˙ & 10−6 M⊙/yr. Indeed, for such structure the initial τKH is about 5×104 yr and
it progressively increases as the mass contracts, whereas the accretion time-scale
is τacc ≈ 10 - 104 yr depending on the adopted accretion rate (10−3 - 10−6 M⊙/yr
respectively); the early evolution of such objects is essentially determined by τacc.
If τKH . τacc, the evolution is governed essentially by the thermal time-scale.
Thus, given the low accretion rate, the star has the possibility of evolving also
along a portion of the Hayashi track of a non-accreting objects (with the same
mass), since the accretion marginally modifies the mass over a time-step. In this
case the evolution can be simplified as an evolution along the Hayashi track of a
star with a fixed mass, plus a jump (at the end of the time step) towards a more
massive non-accreting track. This is the case of m˙ = 10−7 M⊙/yr model.
Independently of the accretion rate value, the contraction leads to an increase
of the central temperature and density of the star (panels (b) and (c)), until the
d-burning threshold temperature is reached (Td ≈ 106 K); at this point the con-
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Figure 4.1: Comparison between accreting sequences that leads to the formation of M = 2.0 M⊙
model, computed adopting m˙ = 10−7, 10−6, 10−5, 10−4, and 10−3 M⊙/yr for αacc = 0 and
Mini = 0.005 M⊙. From the top panel, panel (a): total radius, panel (b): central temperature,
panel (c): central density, panel (d): nuclear-to-total luminosity ratio, panel (e): central deu-
terium abundance. The logarithm of the degeneracy parameter De at the stellar centre is shown
too (magenta lines, panel b).
traction is partially halted.
It can be shown (see Appendix B.2) that the central temperature Tc as a func-
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Figure 4.2: Figure shows the models corresponding to the end of the first gravitational contrac-
tion (EoFGC, red lines) and to the begin of the second gravitational contraction (BoSGC, blue line)
for αacc = 0. The corresponding mass (left panel), radius (central panel) and central temperature
(right panel) of such models are shown as a function of the accretion rate.
tion of the total radius and mass is given by the following approximated relation,
Tc = 1.3× 107µM/M⊙
R/R⊙
K (4.32)
where µ is the mean molecular weight (in unit of the proton mass), which for a
solar chemical composition can be assumed to be µ ∼ 0.6. This relation will be
useful in the following to qualitatively discuss the models results.
Figure 4.2 shows the mass, radius, and central temperature corresponding to
the the point where the gravitational contraction is halted by the d-burning and
reversed (end of the first gravitational contraction EoFGC, red line), for the different
values of the accretion rate. Figure also shows the mass, radius and Tc of the model
where d-burning can not sustain the structure, and the contraction speeds up again
(begin of the second gravitational contraction BoSGC, blue line). The model with
m˙ & 10−7 M⊙/yr reaches the deuterium burning temperature at a smaller mass
(about 0.02 M⊙) if compared to the other models with higher accretion rates (about
0.03 - 0.04 M⊙), as predicted by eq. (4.32), because of the smaller surface radius
attained for the same total mass. I emphasize that Baraffe & Chabrier (2010)
obtained similar values of the mass at which deuterium burning ignites halting
the contraction (M ∼ 0.03 M⊙); the similarity is due to the adoption of similar
parameters (i.e. initial model, accretion rates, and αacc).
As already discussed, d-burning releases energy enough to temporarily stop, or
slow down, the gravitational contraction. To do this, in the case of accreting ob-
jects, d-burning should supply the energy lost by radiation (stellar luminosity) plus
the gravitational energy due to the mass increase, which depends on the accretion
rate (Hartmann et al., 1997). Thus, one would expect a d-burning efficiency that
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increases with m˙, as shown in panel (d) of Fig. 4.1. The only possibility of the
star to increase the nuclear energy production is to increase its temperature and
density (panel (b) and (c)).
This simple qualitative description justifies the evolution of all the physical
quantities shown in panels (a) - (d) of Fig. 4.1. Moreover, it is possible to obtain
also a simple scaling-law for the deuterium-to-total luminosity ratio (Ld/Ltot) as a
function of the accretion rate m˙.
If one requires that part of the stellar binding energy, E⋆ ≈ GM2⋆ /R⋆, is bal-
anced by the d-burning energy, then the rate of d-burning energy production (ǫd)
must satisfy the following relation,
Ed ≈ ǫdM⋆∆t ≈ γE⋆ ≈ γGM
2
⋆
R⋆
(4.33)
where γ is the fraction of the stellar binding energy balanced (0 < γ ≤ 1) and ∆t is
the a time-scale of the evolution. Since the star is accreting matter with time scale
much shorter than the Kelvin-Helmholtz one, then one has ∆t ≈ τacc ≈ M⋆/m˙.
Thus ǫd can be obtained from the previous equation,
ǫd ≈ γGm˙
R⋆
(4.34)
Assuming that all the nuclear energy is released through the d-burning, the nuclear
luminosity (in units of the total one) is simply given by,
log
Lnuc
L⋆
≈ log Ld
L⋆
≈ log ǫdM⋆
L⋆
≈ log γGM⋆m˙
R⋆L⋆
= log m˙+ log γ
GM⋆
R⋆L⋆
(4.35)
In the present cases the accretion rates are m˙ = 10−7, 10−6, 10−5, 10−4, and 10−3
M⊙/yr, so that ∆ log m˙ = ±1 among adjacent accretion rates, and consequently,
for a fixed value of the mass and radius, |∆ logLd/L⋆| ≈ |∆ log m˙| = 1, which is
very close to the luminosity differences observed in Fig. 4.1 (∆ logLd/L⋆ ≈ 1.0 -
1.2).
I want to point out that d-burning destroys deuterium present in the struc-
ture with an efficiency that depends on the temperature and density of the star.
However, at the same time, new deuterium is deposed into the star by the ac-
cretion process, thus with an efficiency proportional to the accretion rate. The
actual deuterium abundance is the result of these two opposite processes. Panel
(e) shows that deuterium abundance at a given mass increases (during the early
phases) with the accretion rate, meaning that although d-burning is more and more
efficient (panel (d)), the rate of fresh deuterium deposed into the star dominates.
Coming back to the accreting sequence of Fig. 4.1, the d-burning ignition
halts the contraction, and temporarily determining a radius increase, due to the
large amount of energy released. However, both the expansion and the progressive
deuterium abundance reduction lead to a decrease of the d-burning efficiency, and
the undergoes to a new contraction phase, as the mass increases. The maximum
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value of the total radius and the corresponding mass and Tc reached during the
expansion, for several accretion rates, are shown in Fig. 4.2 (BoSGC, blue line).
When the central temperature is close to 107 K there is another bump in the
nuclear luminosity, due to the ignition of the 3He(3He,2p)4He reaction. This is
caused by the 3He production via d-burning plus the central temperature increase
due to the contraction. As the temperature gets high enough the 3He(3He,2p)4He
reaction ignites; this occurs at different masses, depending on m˙, i.e. M ≈ 0.35
- 0.40 M⊙ for m˙ & 10
−7 M⊙ yr
−1, and M ≈ 0.45 - 0.50 M⊙ for higher accretion
rates.
Notice that the energy production acts as a thermostat for the central temper-
ature, which reaches a plateau whose value depends on the accretion rate. Also
deuterium abundance remains almost constant. This is easy to show, since the
central temperature is constant, and the d-burning reaction rate is constant too.
Deuterium equilibrium mass fractional abundance value Xeqd is thus given by,
Xeqd = 2XH
R˜
(c)
pp, d
R˜
(d)
pd
+
m˙
Mc.env
Xaccd
R˜
(d)
pd
(4.36)
where R˜
(c)
pp, d and R˜
(d)
pp are, respectively, the deuterium nuclear creation and destruc-
tion rate (with the same notation adopted above and in Chapter 1), XH is the
hydrogen mass fraction and Xaccd is the deuterium mass fraction deposed on the
star by accretion.
Before going on, I want to emphasize that, almost independently of m˙, the ARc
models with Mini = 0.005 M⊙ and αacc = 0 show very large central temperatures
during the accretion phase, which eventually lead to the hydrogen-burning even
during the early pre-MS evolution. Such large Tc values are strongly correlated to
the fact that these objects are very compact, having radii much smaller than the
corresponding non-accreting counterparts with the same mass and at the same age
(Hartmann et al., 1997; Baraffe et al., 2009; Hosokawa et al., 2011). The point
is that in such models, which have initial radii of about 1 R⊙, the accreting star
spends most of its evolution contracting, and only when M ≈ 0.5 M⊙ a relevant
expansion occurs. Given such a situation the central temperature is forced to
progressively increase as the star grows in mass.
The only chance to avoid the contraction and obtaining radii as large as those
of the non-accreting models, would be to add an external source of energy to the
star from the very early phases. If the star is supplied with energy enough, then
the structure should react expanding, similarly to what happens when d-burning
ignites. A candidate external-energy-source could be the energy carried by the
infalling matter. Hartmann et al. (1997) showed that it does exist a critical value
of αacc = αcrit for which if αacc > αcrit the accreting structure undergoes to an
expansion even with low d-burning efficiency, otherwise for smaller αacc values the
star contracts4. Baraffe et al. (2009) found such value to be αcrit ∼ 0.2, a value
4Hartmann et al. (1997) found αhartmanncrit ∼ 0.1, but such value is not directly comparable
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similar to the one obtained also by Siess & Livio (1997). I anticipate that I obtained
a similar value.
The ARcmodels shown in Fig. 4.1 have been computed adopting a cold accretion
scenario (αacc = 0), in other words, the infalling matter does not contribute to the
star thermal energy. Thus, it is worth to discuss how the results presented above
changes if αacc 6= 0 is adopted.
To this regard, I show in Fig. 4.3 the comparison between ARcmodels computed
with αacc = 0.0, 0.1, 0.2, 0.5, and 1.0, for only two values of the accretion rate,
m˙ = 10−5 and 10−3 M⊙/yr. I chose these particular m˙ values, because the first
is the lower accretion rate that forms stars of about 1 M⊙ in a reasonable time
(about 105 yr), while the other corresponds to a reasonable high-accretion rate
expected from both simulations (Vorobyov & Basu, 2005; Baraffe et al., 2012) and
observations (e.g. FU Orionis bursts, Hartmann et al., 2011). If αacc 6= 0 then the
star gains energy on the accretion time-scale (τacc) and loses energy via radiation
on a Kelvin-Helmholtz one (τKH). Referring to Fig. 4.3, αacc ≈ 0.2 - 0.5 seems to be
the transition value between an evolution similar to the one already discussed for
αacc = 0 (cold accretion), where the star contracts until d-burning ignites halting
the contraction, and an evolution where the radius progressively increases before
the d-burning phase is reached (hot accretion). In this latter case, the expansion is
caused by the energy carried by the infalling matter and deposed into the structure.
As anticipated, the transition value I obtained is in very good agreement with the
ones found by other authors (Hartmann et al., 1997; Siess & Livio, 1997; Baraffe
et al., 2009).
Figure 4.4 show the mass, radius, and Tc attained when the first gravitational
contraction is halted by the d-burning ignition (EoFGC, red lines) and the same
quantities at the point where the second gravitational contraction starts (BoSGC,
blue line), for several accretion rates and αacc = 0.0, 0.1, and 0.2. It is evident
that as αacc increases, the contraction is halted at progressively larger radii. I do
not show the models corresponding to αacc ≥ 0.5 because in these cases the initial
contraction is halted for M . 0.01 M⊙, almost at the beginning of the evolution
and much before the d-burning ignition.
The evolution of αacc . 0.2 models is similar to the one previously discussed
for αacc = 0, while for αacc ≥ 0.5 the radius progressively increases as the star
grows in mass. In this latter case, the central temperature and density show a
much shallower growth with the mass with respect to the one observed in the
cases of small-αacc values. This lead also to a shallower increase of the nuclear
(deuterium) energy; the characteristic bump of high efficiency d-burning almost
disappears and deuterium ignition occurs at much larger masses, namely M ≈ 0.08
M⊙ and M ≈ 0.2 M⊙ for, respectively αacc = 0.5 and 1.0. As expected in the case
of αacc ≥ 0.5 a large fraction of the energy required to expand the structure comes
to the one I obtained here, because of a different definition. The two accretion energy efficiency
differs by a factor of 2, being αhartmannacc = αacc/2. Thus, once rescaled, the value obtained by
Hartmann et al. (1997) is, according to my definition of αacc, αcrit ∼ 0.2.
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Figure 4.3: Comparison between accreting sequences that leads to the formation of M = 2.0 M⊙
model, computed adopting αacc = 0.0, 0.1, 0.2, 0.5, and 1.0, for two values of the accretion rate,
namely m˙ = 10−5 (blue lines) and 10−3 M⊙/yr (red lines) and Mini = 0.005 M⊙. From the top
panel, panel (a): total radius, panel (b): central temperature, panel (c): central density, panel
(d): nuclear-to-total luminosity ratio, panel (e): central deuterium abundance.
from the accretion energy and not from the d-burning (see also, Hartmann et al.,
1997); this is clearly visible in panel (c) of Fig. 4.3 in the case of αacc = 1.0, where
the nuclear luminosity for M . 0.1 M⊙ is always lower than about 1/10 of the total
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Figure 4.4: Figure shows the models corresponding to the end of the first gravitational con-
traction (EoFGC, red lines) and to the begin of the second gravitational contraction (BoSGC, blue
line) for αacc = 0.0, 0.1, and 0.2. The corresponding mass (left panel), radius (central panel) and
central temperature (right panel) of such models are shown as a function of the accretion rate.
luminosity even when the star is expanding. This result has to be compared to the
case of αacc = 0 (or αacc = 0.2), where the expansion occurs when logLnuc/Ltot ≈ 2
- 3. Notice also that hot accretion models skip the second luminosity bump that
corresponded to the ignition of the 3He(3He, 2p) 4He reaction; besides the fact that
the reduced d-burning efficiency does not produce enough 3He, also the central
temperature is slowly increasing, and consequently such reaction does not ignites
during the accretion phase.
At this point it is mandatory to investigate the differences between the non-
accreting and the ARc accreting models, in the case of both cold and hot accretion.
I performed the comparison at ages typical of the observations available for young
clusters/associations, i.e. t [yr] = [1, 10] Myr.
Figure 4.5 shows the comparison between the ARc and the non-accreting models,
for three selected ages, namely t = 1, 5, and 10 Myr for some selected masses. The
ARc models shown in figure are those computed with αacc = 0.1, 0.5, and 1.0, and
for m˙ = 10−5, 10−3 M⊙/yr.
As already noted by Baraffe et al. (2009), at young ages (t ∼ 1 Myr), the cold
accretion models are too much faint and compact with respect to the non-accreting
ones for all the masses and accretion rates considered; only αacc = 1 is close to
the non-accreting models. It is interesting to notice that the adoption of different
accretion rates produces a quite large luminosity and radius spread similarly to
what found by Baraffe et al. (2009) especially for low-mass stars; for αacc ≥ 0.5,
∆ logLtot/L⊙ = 0.4 - 0.5 dex, while if a lower αacc is used, the spread reduces to
about 0.2 - 0.3 dex. As the age increases, the differences between ARc and non-
accreting stars get progressively lower and lower in particular for what concerns
the spread due to the accretion rate. However, notice that even for older ages,
4.4 Dependence of the models on m˙ and αacc 155
Figure 4.5: Comparison between accreting models (ARc) in the mass range [0.1, 2.0] M⊙ for
several ages, computed adopting αacc = 0.1, 0.5, and 1.0 for m˙ = 10
−5 (filled circles) and
m˙ = 10−3 M⊙/yr (filled triangles) and Mini = 0.005 M⊙. Non-accreting models (empty-filled
circles) and isochrones of 1 Myr (dotted line), 5 Myr (dashed line), and 20 Myr (dot-dashed line)
are also shown. Top panel : 1 Myr models, central panel : 5 Myr, and bottom panel : 10 Myr
models.
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Figure 4.6: Comparison in the HR diagram between non-accreting (thick dot-dot-dot dashed
black lines) and accreting ARc models for 0.1, 0.4, 1.0 and 2.0 M⊙. The accreting models are
computed for m˙ = 10−7 (red lines) and 10−5 M⊙/yr (blue lines), with αacc = 0.0 (solid lines), 0.2
(dotted lines), 0.5 (dashed lines), and 1.0 (dot-dashed lines). The ZAMS (filled-green diamonds)
and the 1 Myr model (filled-black circles) are also shown.
the hot accretion models are still the preferred ones (see also Baraffe et al., 2009;
Hosokawa et al., 2011; Baraffe et al., 2012). As shown in Fig. 4.5, once the mass
is kept fixed, ARc 1 Myr models are compatible with 1 - 20 Myr non-accreting
isochrones. I will discuss this point in the following sections.
Figure 4.6 shows the comparison in the HR diagram between 0.1, 0.4, 1.0, and
2.0 M⊙ accreting and non-accreting evolutionary tracks. Accreting models are
computed adopting constant m˙ values, namely m˙ = 10−5 and 10−7 M⊙/yr, for
αacc = 0.0, 0.2, 0.5, and 1.0. Figure clearly shows that accreting models converge
to the standard non-accreting tracks in a region of the HR diagram that depends
mainly on the mass and αacc. In the case of M = 0.1 M⊙ a partial evolution along
the Hayashi track is still possible also for the cold accretion models, whereas, for
larger masses, αacc ≤ 0.2 converge to the standard tracks only close to the ZAMS. It
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Figure 4.7: Theoretical birthlines computed for m˙ = 10−6 M⊙/yr and for three values of αacc,
namely αacc = 0.0 (solid red line), 0.5 (solid green line), and 1.0 (solid blue line). The standard
non-accreting tracks position in the HR diagram (dotted black line) are also shown for several
mass values. Some of the characteristic evolutionary phases of the accretion process discussed
in the text are also shown, namely the d-burning ignition (open squares), the minimum radius
achieved at the end of the first gravitational contraction (open circles), the maximum radius at
the end of the first expansion (open diamonds), and the minimum radius attained by the models
at the end of the second contraction (open triangles).
is interesting to notice that in these cases, especially for αacc = 0, the stars reach
their ZAMS position evolving from compact and faint structures.
As a summary of what described in this section, I show in Fig. 4.7 the birthlines
corresponding to αacc = 0.0, 0.5, and 1.0, computed for a mild value of the accretion
rate, namely m˙ = 10−6 M⊙/yr, compared to the standard tracks on non accreting
objects. In the figure I show also some of the characteristic points of the accretion
phase, namely the ignition of d-burning and the minimum and maximum radius
achieved by the contracting/expanding star.
4.4.2 ARmt accretion model: time-mass-dependent accre-
tion rate
In this section I show how the results change if a simple time-dependence is adopted
for both m˙ and αacc (ARmt models). I chose a simple exponential time-dependency
(as previously discussed), which assumes large accretion rates during the early
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phases of a stellar life, with almost all the energy of the accreted matter deposed
into the star; then, as the star evolves, the accretion exponentially drops (and
also αacc decreases) with a given characteristic time-scale. The mass dependence
of the radius, central temperature and density, nuclear luminosity and deuterium
abundance for the different assumption on α0 and m˙0 are not significantly affected
by the adoption of such a time dependent accretion history, so the description
given above for the ARc models is still valid, especially in the case of large αacc
values (see also, Hosokawa et al., 2011). I will focus only on the final effect on
the same physical quantities shown in Fig. 4.5 for t[yr] = 1, 5 and 10 Myr. The
results for m˙0 = 10
−5 and 10−3 M⊙/yr for α
0
acc = 0.1, 0.5, and 1.0 are shown in
Fig. 4.8. Similarly to what happened for the ARc models, α0acc ∼ 1 is the most
suitable value required to populate the region corresponding to large radius and
luminosity. Notice also that, the large luminosity and radius spread coming from
the adoption of different accretion rates is present also in these models.
I want to show how such dispersion propagates onto the HR diagram. In Fig.
4.9 I show the HR diagram for the ARc, ARmt, and non-accreting models. Accreting
models are computed for m˙ = 10−6, 10−5, 10−4 and 10−3 M⊙ yr
−1 to cover a
suitable accretion rates range, for αacc = 1.0 (left panels) and αacc = 0.5 (right
panels). First of all, it emerges that the ARc and ARmt models give essentially
the same results, (see also, Hosokawa et al., 2011). When the largest part of
the energy comes from the accretion energy deposed into the star, the different
accretion histories only marginally affects the results. The main parameter that
modifies the stellar position in the HR diagram is αacc: in the ARc models αacc is
constant during the whole accretion phase, while in the ARmt ones it progressively
gets lower and lower as the star evolves. However, from the figure seems to emerge
that a large value of αacc during the early efficient accretion phase is enough to
guarantee a structure characterized by large radius and luminosity, thus confirming
what partially discussed by Hosokawa et al. (2011) and Baraffe & Chabrier (2010).
If large radii are achieved at very-low masses, then the models are able to populate
the region close to the Hayashi track of non-accreting objects.
One of the most important thing that emerges from the comparison is the large
spread in both luminosity and effective temperature in the HR diagram between
models with different accretion rates. If αacc ≈ 1 is adopted, depending on m˙ it
is possible to populate with 1 Myr accreting models the region that correspond
to non-accreting models of 1 - 20 Myr. For m˙ & 10−5 M⊙/yr the age inferred
via accreting models seems to be systematically lower than the one obtained with
non-accreting counterparts. The differences increase if a smaller value of αacc is
used (see also Baraffe et al., 2009). In this cases, the structure is more compact,
hence shifted towards higher Teff , and also fainter. Such models are very far from
the non-accreting ones (for αacc . 0.5), and it becomes impossible to populate
the region corresponding to about 1 - 5 Myr standard objects. However, as the
age increases, the differences progressively reduce, until after a relaxation time of
approximatively 10 - 20 Myr, accreting and non-accreting models converge.
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Figure 4.8: As in Fig. 4.5 but for the ARmt accretion models.
4.4.3 ARb accretion model: bursts
In presence of burst accretion I supposed the structure to undergoes to a constant
accretion phase with a mild accretion rate (m˙q = 10
−6 M⊙/yr) for a fixed time
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Figure 4.9: Comparison between ARc (filled circles) and ARmt (filled-empty triangles) in the
HR diagram at different ages for three values of the accretion rate, namely m˙ = 10−6, 10−5, and
10−3 M⊙/yr. Top panels : 1 Myr models, central panels : 5 Myr models, bottom panels : 10 Myr
models. Left panels : αacc = 1.0, right panels : αacc = 0.5. Non-accreting tracks (dotted line),
models for the labelled age (empty-filled circles), and 1 Myr (dashed line), 5 Myr (dot-dashed
line), and 20 Myr (dot-dot-dot-dashed line) isochrones are shown, too.
interval (∆tq = 10
3 yr). During this phase I fixed αacc = 0. Then, after ∆tq the
star is subjected to a burst, characterized by a larger accretion rate for ∆tb = 100
yr. I adopted three burst accretion rates, namely m˙b = 10
−5, 10−4, and 10−3
M⊙/yr. During the burst I computed models for different αacc values, namely
αacc = 0.0, 0.1, 0.2, 0.5, and 1.0.
The accreting sequence that leads to the formation of a 2.0 M⊙ model is shown
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Figure 4.10: Comparison between burst-type accreting sequences (ARb) that leads to the forma-
tion of M = 2.0 M⊙ model, computed adopting αacc = 0.1 (red lines) and αacc = 1.0 (blue lines),
for two values of the accretion rate, namely m˙ = 10−5 (bottom panels) and 10−3 M⊙/yr (top
panels). Constant accretion rates models are shown too, for m˙ = 10−6 (dotted line), m˙ = 10−4
(dashed line), and m˙ = 10−3 M⊙/yr (dot-dashed line).
in Fig. 4.10 for two values of m˙b, namely m˙ = 10
−5 and 10−3 M⊙/yr, and αacc = 0.1
and 1.0. The sequences corresponding to the ARc models for several accretion rates
are also shown.
If a small αacc value is adopted during the burst (red lines), the presence of
the burst marginally alters the stellar structure with respect to the ARc models,
both for m˙b = 10
−5 or 10−3 M⊙/yr (Baraffe et al., 2009). Indeed, the star spends
most of its time evolving with a constant accretion rate (m˙ ∼ 10−6 M⊙/yr), since
162 Accretion Model
∆tq = 10 ×∆tb, and the adoption of a small αacc value ensures that only a small
fraction of the accretion energy is deposed into the star. Thus, it is reasonable
to expect only slight differences among the ARc and ARb models. On the other
hand, the largest effect of the burst on the structure is achieved if a large αacc is
adopted (during the burst). In this case, the structure is supplied with a large
amount of energy, which increases as the accretion rate gets larger. Although it is
still true that the largest part of the evolution occurs at a constant accretion rate,
the resulting models strongly depart from the corresponding ARc with m˙ = 10−6
M⊙/yr. Indeed, especially at large accretion rate bursts, after the intense accretion
episode the structure has no sufficient time to readjust to the configuration attained
in the case of small-accretion and the differences between the ARc and ARb models
are clearly visible (see also, Baraffe & Chabrier, 2010). This means that the episodic
accretion phases, although short, have a relevant role in determining the structure
of the star, in particular if hot accretion episodes are present (αacc ∼ 1).
Similarly to what done for the ARc and ARmt models, it is interesting to dis-
cuss the effect of the adoption of a burst-like accretion on the HR diagram. The
comparison between non-accreting, ARc, and ARb models is shown in Fig. 4.11, for
m˙ = 10−5 and 10−3 M⊙/yr and αacc = 0.5 and 1.0. As in the previous cases, a
large αacc value (during the burst) is required to populate the region close to the
Hayashi track.
Notice that the different accretion history is mainly responsible of the spread
in the HR diagram, as discussed also by Baraffe et al. (2009), but as in the case of
the ARc or ARmt models, it is mainly the value of αacc that largely alters the models
position in the HR diagram.
Figure 4.12 shows the comparison in the HR diagram of the evolutionary tracks
of 0.1, 0.4, 1.0, and 2.0 M⊙ for both non-accreting and accreting ARb models. In
the latter case m˙b = 10
−5 and 10−3 M⊙ with αacc = 0.0 and 1.0 have been adopted
for the calculations. The same considerations discussed for the ARc models apply
also to this case.
4.5 Effect of the adoption of a different initial
mass
In the previous section I showed the effect on the evolutionary tracks of the adoption
of several accretion rates and accretion energy fraction. The models have been
evolved starting from a small initial hydrostatic core, whose mass was assumed
to be Mini = 0.005 M⊙. I showed that there is still an open debate on the most
suitable Mini value, thus it is worth to test how the models respond to different
Mini. I computed models also for Mini = 0.010 and 0.050 M⊙. As shown in the
previous section, the use of the ARc or ARmt models does not affect in a relevant
way the results, so I decided to adopt a constant accretion rate (ARc), with αacc =
0.0, 0.1, 0.2, 0.5, and 1.0.
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Figure 4.11: Comparison between ARc (filled circles) and ARb (filled-empty triangles) in the HR
diagram at different ages for two values of the accretion rate, namely m˙ = 10−5 and 10−3 M⊙/yr.
Top panels : 1Myr models, central panels : 5 Myr models, bottom panels : 10 Myr models. Left
panels : αacc = 1.0, right panels : αacc = 0.5. Non-accreting tracks (dotted line), models for the
labelled age (empty-filled circles), and 1 Myr (dashed line), 5 Myr (dot-dashed line), and 20 Myr
(dot-dot-dot-dashed line) isochrones are shown, too.
Figure 4.13 shows the ARc models computed starting from different initial
masses, Mini = 0.005, 0.010, and 0.050 M⊙, with the same initial radius, i.e.
Rini ≈ 0.8 R⊙ (the maximum radius achievable for Mini = 0.005 M⊙ by adopting
the current input physics). The effect of the different initial mass on the structure
depends on both the accretion rate and the αacc value used. In the case of small
αacc values, both for m˙ = 10
−5 and 10−3 M⊙/yr, the evolution strongly depends
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Figure 4.12: Comparison in the HR diagram between non-accreting (thick dot-dot-dot dashed
black lines) and accreting ARb models for 0.1, 0.4, 1.0 and 2.0 M⊙. The accreting models are
computed for m˙b = 10
−5 (red lines) and 10−3 M⊙/yr (blue lines), with αacc = 0.0 (solid lines)
and 1.0 (dot-dashed lines). The ZAMS (filled-green diamonds) and the 1 Myr model (filled-black
circles) are also shown.
on Mini. If a larger mass is adopted in favour of a lower one, then the structure
undergoes to a reduced contraction phase, thus for the same mass a larger radius
is achieved (Baraffe et al., 2009). As a consequence, the central temperature in-
creases more slowly, preventing the onset of efficient deuterium burning and the
corresponding expansion and luminosity bump, as it is clearly visible in figure.
The situation is slightly different if a αacc ∼ 1. In the case of small accretion
rates (bottom panels), the structure is mainly supported by the energy deposed
into the star by the accretion and the dependency on the initial mass is marginal.
On the other hand if a large accretion rate is adopted, the dependence on Mini
is much stronger. As discussed, if large accretion rates are adopted, the central
temperature increases faster than in the case of small m˙. As a consequence part
of the energy required to sustain the star comes from the d-burning. Given this
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Figure 4.13: Comparison between constant-type accreting sequences (ARc) that leads to the
formation of M = 2.0 M⊙ model, computed adopting αacc = 0.1 (red lines) and αacc = 1.0 (blue
lines), for three initial masses, Mini = 0.005 M⊙ (solid line), Mini = 0.010 M⊙ (dashed line),
and Mini = 0.050 M⊙ (dot-dashed line). Two values of the accretion rate are shown, namely
m˙ = 10−5 (bottom panels) and 10−3 M⊙/yr (top panels).
situation, if a larger initial mass is assumed, the structure is capable of supporting a
much more high accretion rate before increasing in a relevant way its temperature.
As a consequence also the rapid expansion and the corresponding luminosity bump
occurs at progressively larger mass.
Similar things happen in the HR diagram, as shown in Fig. 4.14. Models with
different initial masses are close among each other if small/mild accretion rates
are adopted, namely m˙ . 10−5 M⊙/yr, while for larger m˙ the spread in both
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Figure 4.14: Comparison between ARcmodels in the HR diagram at different ages for three values
of the initial mass, namelyMini = 0.005 (filled circles), Mini = 0.010 (filled-empty triangles), and
Mini = 0.050M⊙ (filled-empty squares), for m˙ = 10
−6, 10−5, and 10−3 M⊙/yr. Top panels : 1Myr
models, central panels : 5 Myr models, bottom panels : 10 Myr models. Left panels : αacc = 1.0,
right panels : αacc = 0.5. Non-accreting tracks (dotted line), models for the labelled age (empty-
filled circles), and 1 Myr (dashed line), 5 Myr (dot-dashed line), and 20 Myr (dot-dot-dot-dashed
line) isochrones are shown, too.
luminosity and effective temperature increases.
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4.6 Uncertainties on accreting models
I showed in the previous sections that, depending on the choice of the free para-
meters that defines the thin-disk accretion, the structure can be strongly modified,
resulting in different position of the models on the HR diagram for a given age
and mass. It is interesting to see which is the portion of the HR diagram that can
be populated by means of accreting models, independently of the age, once the
mass and the chemical composition has been fixed. Of course all the uncertainty
sources I discussed in Chapter 1 (e.g. EOS, opacity, etc. . . ) still affect the position
of the accreting stars in the HR diagram; however, here I limit the discussion to
the accretion model parameters (m˙, Mini, and αacc). Similarly to what done in
the previous sections, I adopted different accretion rates in the range [10−7, 10−3]
M⊙/yr for the ARc, ARmt, and ARb accretion types. I also modified the initial mass,
Mini ∈ [0.005, 0.05] M⊙. I show separately the models for several value of αacc,
in order to make clear the total effect of αacc and of all the other parameters dis-
cussed; indeed, from what previously discussed, it should emerge that αacc largely
affects the models position in the HR diagram, while the accretion rates/accretion
type produces a smaller effect that can be regarded as a dispersion. The result
is shown in the four panels of Fig. 4.15. I also show the same figure with over-
imposed few data available for young objects collected by some authors, Fig. 4.16,
namely Luhman et al. (Ic 348, 1998); Luhman (Ic 348, 1999, L98, L99), (chameleon
I, Muzerolle et al., 2005, M05), and Gatti et al. (ρ Ophiucus, 2006, G06), (σ Ori-
onis, Gatti et al., 2008, G08). Moreover, I show also the position of some pre-MS
binaries extracted by the sample given in Gennaro et al. (2012) and presented in
Chapter 2. I emphasize that the comparison with the data is intended to be only
qualitative, since the models have been computed assuming a solar chemical com-
position ([Fe/H] = +0.0), with only one value of the initial deuterium abundance
(Xd = 2 × 10−5), and only one mixing length parameter αML = 1.68. However,
the effect of a reasonable variation of these parameters should be a second order
correction that should not drastically affects the results.
First of all it is evident that if αacc < 0.5 is adopted, none of the combinations
of the other parameters allows to populate the region corresponding to the Hayashi
track of non-accreting models with M & 0.6 M⊙. Models are systematically less
luminous, and reach the ZAMS (or the final part of the Henyey track) evolving
from the bottom part of the HR diagram. Consequently, the pre-MS evolution
corresponding to cold and expanse objects is forbidden. On the contrary if αacc ≥
0.5 is adopted, part of the evolution along the Hayashi track can be reproduced.
As I showed in Fig. 4.15 (or Fig. 4.16), hot accretion models could populate the
region that corresponds to bright and expanse structure. I also underline that,
although accreting and non-accreting models are close among each other in the
HR diagram, depending on the choice of the parameters, the age inferred could be
strongly different, as previously discussed.
Referring to Fig. 4.16, where I over-plotted some observations available for
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Figure 4.15: Figure shows the region that can be populated by accreting models (white filled
region) by making different assumptions on the free parameters (m˙, Mini, accretion type), for
several αaccvalues. From top left panel, αacc = 0.0, 0.1, 0.5, and 1.0. The grey line-filled region
correspond to the forbidden zone. Standard non-accreting tracks in the mass range [0.01, 2.0]
M⊙ are also shown (blue lines), for t < 10
5 yr (dotted line) and t ≥ 105 yr (solid line). The
points corresponding to 1 Myr non-accreting models are shown, too (filled circles).
young stars, it emerges that much of the young objects populate the region corres-
ponding to cold and expanse structures. This is a constraint for accreting models,
which should be able to populate this region in the HR diagram. As a result, this
simple comparison shows that it is very difficult (if not impossible) to reproduce
the observations if αacc . 0.5 is adopted, suggesting that (under the hypothesis of
disk-accretion) αacc has to be close to 1, at least at the beginning of the accretion
phase or during the burst episodes (Hosokawa et al., 2011; Baraffe et al., 2012, and
previous sections).
In order to further reduce the parameter-space a much more robust comparison
would be requested. Here I will not discuss this point because it is a work-in-
progress issue, and only partial results are available. However, I can state that the
availability of precise data for pre-MS objects could allow to better constrain the
models. Binary systems, and in particular double-lined eclipsing binaries (EBs), for
which good quality data are available, are severe tests of validity for stellar models,
and allow (at least in principle) to test the several accretion scenarios proposed
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Figure 4.16: The same as in Fig. 4.15 with over-plotted observational data available for some
young associations, stellar forming regions, and binary systems (see text).
here once the target mass is fixed.
Besides the binaries, the large amount of data available for star forming regions
and young associations provides a powerful tool to statistically test the models
predictions. In this case, although the mass of each star is unknown, the models
have to reproduce at the same time the properties of stars with several masses at
the same age. The use of Bayesian method just like the one developed by Jørgensen
& Lindegren (2005) and used in Chapter 2 could allow to better constrain the most
suitable set of models, thus limiting the accretion-model parameters. Both of these
two observational tests (binaries and young star forming region) are currently under
analysis by our group and collaborators.
4.7 Lithium evolution
Before ending this chapter I want to briefly discuss the effect of the accretion on the
lithium temporal evolution. Lithium-7 has been used as an age indicator since the
mass at which lithium destruction becomes efficient, in low-mass pre-MS stars, is a
strong function of the age (e.g. the lithium depletion boundary, Jeffries & Naylor,
2001). Thus, the comparison between 7Li data and models allows to constrain the
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age of the cluster. However, as I showed in Chapter 3, lithium predictions in the
framework of non-accreting models are affected by large uncertainties some related
to the mechanism of lithium destruction and some related to the errors coming from
the adopted input physics. Thus, it could be useful to briefly investigate how the
presence of accretion modifies stellar surface lithium content. Figure 4.17 shows the
temporal evolution of surface lithium abundance for 0.1, 0.4, 0.6, 0.8, and 1.0 M⊙
models computed adopting the ARc, ARmt, and ARb accretion type compared with
non accreting models: three values of αacc has been adopted, namely αacc = 0.1,
0.5, and 1.0. Since lithium destruction is strongly correlated to the temperature
inside the star, and in particular to the maximum temperature reached at the
bottom of the convective envelope (Tce), I also show in Fig. 4.18 the temporal
evolution of Tce for the same models.
Referring to Fig. 4.17, it is evident that lithium depletion generally occurs at
an age larger than about 1 Myr, thus when the accretion phase is ended and the
star is completely formed. However, the structure left at the end of the accretion
process depends on the accretion history and so does 7Li destruction. First of all
it is evident that, independently of the accretion adopted, the case αacc = 0.1 (and
in general low-values of αacc) predicts a strong surface lithium depletion for all the
masses (see also Baraffe & Chabrier, 2010). For M & 1.0 M⊙ lithium is completely
destroyed within few Myr. This fact disagrees with the observations available for
young clusters, which on the contrary show a surface lithium abundance for M
≈ 1.0 - 1.2 M⊙ close to the initial one, as shown in Chapter 3. However, some
peculiar lithium deficient stars have been observed (see e.g., Kenyon et al., 2005;
Sacco et al., 2007; Jeffries et al., 2009). Baraffe & Chabrier (2010) suggested
that if such low-lithium abundances are confirmed, the adoption of a small αacc,
resulting, e.g. by an inefficient accretion phase, could explain the observed large
7Li depletion.
If αacc ≥ 0.5 is adopted, the pre-MS depletion is is much more compatible
with the results of non-accreting models. Low-mass stars (M . 0.4 M⊙) are only
marginally affected by the accretion rate and/or accretion type. For larger masses,
Tce reduces as the accretion rate increases (at a fixed age) leading to a less efficient
lithium burning and higher surface lithium abundances. It is interesting to notice
that, for M & 0.6 M⊙ both a constant rate and a burst accretion type produces
stars with a surface lithium content much higher than the one predicted by non-
accreting models. Thus, recalling that, even for young clusters, standard models
generally underestimate the surface lithium content (as shown in Chapter 3), the
inclusion of the accretion could at least reduce the discrepancy between predicted
and observed surface lithium abundance. However, a more quantitative analysis
of surface lithium abundance in young objects is mandatory, and it could be an
independent way to further test the prediction of accreting models.
It is worth to notice that, depending on the stellar mass, the adoption of differ-
ent accretion rates produces a quite large spread in the predicted surface lithium
abundances. To this regard, I recall that 7Li dispersion in young clusters is an
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Figure 4.17: Temporal evolution of the surface lithium abundance for accreting models with
0.1, 0.4, 0.6, 0.8, and 1.2 M⊙, for three accretion rates, namely m˙ = 10
−6 (dotted lines), m˙ = 10−5
(dashed lines), and m˙ = 10−3 (thin-solid lines). Different accretion-type corresponding to the
ARc (left column), ARmt (central column), and ARb models (right column) are also shown for three
values of αacc, namely αacc = 1.0 (top panels), 0.5 (central panels), and 0.1 (bottom panels).
Prediction of non-accreting models for the same masses are also shown (thick-solid lines).
open issue that can not be explained (theoretically) in the framework of standard
models (Chapter 3). Here, it emerges that a lithium scatter among stars with the
same mass and age can be reproduced by means of accreting models with different
accretion rates (see also Baraffe & Chabrier, 2010); thus, it would be very inter-
esting to quantitatively analyse if such dispersion is compatible with the observed
one. This work is currently under investigation by our group.
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Figure 4.18: Temporal evolution of the temperature at the bottom of the convective envelope
for the same models shown in Fig. 4.17. The symbols are the same of Fig. 4.17.
4.8 Conclusions
In this chapter I presented theoretical results obtained adopting the formalism
of thin-disk accretion. I analysed in detail the structural change produced by
the inclusion of the accretion process in the model computations. In particular I
showed how model prediction are strongly affected by several parameters, namely
the accretion rate, the initial mass, and the fraction of accretion energy deposed
into the stars (αacc). Each of them has been separately discussed.
The results show that the evolution is severely affected by the fraction of ac-
cretion energy released into the star by the infalling matter. If a large part of
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such an energy is radiated away and lost (i.e. at the shock front that the infalling
matter hits), then the accreted matter arrives on the star with a negligible internal
energy compared to the stellar one (cold accretion); in this case the increase of the
total stellar mass produces a strong contraction phase. The resulting formed star
(i.e. when accretion is ended) sensitively differs from the one obtained if no accre-
tion process is considered (standard models). In particular cold accretion models
have systematically smaller radii and luminosities with respect to the non-accreting
counterpart, at least for ages lower then 10 - 20 Myr.
The situation is different if almost all the accretion energy is deposed into the
star (hot accretion). The large energy contribution produces a relevant expansion
of the structure, which moves towards the region of expanse and bright objects.
The corresponding models at the end of the accretion phase are quite similar to
the non-accreting ones (at least in the HR diagram). By analysing the results it
emerges also that it is not necessary to assume an hot accretion during the whole
accretion process. To obtain similar results it is sufficient to adopt a large αacc
value during the early efficient accretion phase or during high-accretion episodes
(bursts).
In order to qualitatively constrain the accretion models, I compared accreting
evolutionary sequences with a few data available for young stars; the comparison
clearly shows the necessity of adopting hot accretion models (αacc ∼ 1, constant
or episodic) to achieve a good agreement with data, at least for M & 0.4 - 0.6 M⊙.
Very-low mass stars models are partially compatible with data even in the case of
small αacc values.
I also discussed the effect of the accretion on the surface lithium abundance.
The results points out that to be consistent with standard models and lithium data
for intermediate stars (M ≈ 1.0 - 1.2 M⊙), the hot accretion models are required.
An interesting result is the possibility to produce a quite large lithium scatter (for a
fixed mass and age) if different accretion rates are adopted. It would be interesting
to check if such scatter can be used to justify the lithium dispersion observed in
young clusters.
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Conclusions
In the recent years, thanks to improvement of the observational techniques, an huge
amount of data for young objects in star forming regions, associations, and young
open clusters have been made available to the community. Given such a situation,
the study of the early phases of stellar evolution (pre-MS) has progressively become
a central issue to clearly understand how the stellar formation processes occur in
Galaxies.
Besides the need for more precise observations, a similar effort has to be done
on the side of theoretical modelling of young stellar objects. To this regard, the
recent developments in the input physics necessary for stellar computations al-
low to construct more reliable evolutionary models, which are an essential tool to
investigate and analyse the available observations.
Motivated by such recent improvements in the basic knowledge of plasma phys-
ics (i.e. EOS, opacity, radiative transfer, nuclear reaction. . . ), the FRANEC stellar
evolutionary code used in Pisa has been upgraded to the state-of-art of the input
physics available, thus developing a robust stellar evolutionary code (PROSECCO).
Focusing on the pre-MS evolution of stars in the mass range 0.005 - 7.0 M⊙, I
selected and analysed the main uncertainty sources, discussing in detail how the
adoption of adequate input physics is mandatory to obtain reliable stellar mod-
els. I quantitatively showed the impact of such error sources on the models and
in particular on the main observable quantities that are commonly used to com-
pare model predictions with data, confirming that, especially in the case of low-
and very-low mass stars, the adopted boundary conditions (atmospheric model)
and EOS largely affect the theoretical computations. Moreover, also the lack of a
detailed formalism to treat the convection efficiency in stellar envelope strongly
affects pre-MS models, due to the presence of thick convective envelopes. To prove
both the importance of updated physics and the reliability of the computations ob-
tained by means of the up-to-date PROSECCO code, I also presented and discussed
the comparison between existing pre-MS evolutionary tracks obtained in the past
20 years by other authors and still largely used in the literature.
The results of such analysis show, as expected, that large differences among
the computations obtained by making different assumptions on the adopted in-
put physics could be present, especially in the case of low- and very-low mass
stars. Such structures are characterized by regions of dense and cold matter,
where the strong interaction between the gas particles made theoretical compu-
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tations of plasma properties extremely complex. The adoption of out-dated and
approximated physics reveals its weakness producing not negligible effects on the
stellar structure, with differences, in the HR diagram, as large as ∆Teff ∼ 300 -
500 K, and ∆ logL/L⊙ ∼ 0.2 dex. The same comparison also show that a gen-
eral good agreement is achieved (for different masses and chemical compositions)
between PROSECCO evolutionary tracks and other models if up-to-date input physics
is adopted.
Given the large amount of data for stars in several different environments col-
lected in the past years, it becomes evident the importance of updated theoretical
models in a large range of masses, ages, and chemical compositions. Thus, I de-
cided to made available a large pre-MS tracks and isochrones database (Pisa pre-MS
database), to supply the scientific community with a powerful investigation tool.
The database consists of 11 653 pre-MS tracks in the mass interval 0.2 - 7.0 M⊙
and 10 080 isochrones for ages between 1 - 100 Myrs. For each mass, 20 metalli-
city values (Z ∈ [0.0002, 0.03]) are available, each of them computed for 3 helium
abundances and 3 mixing length parameters. All the models have been computed
using a deuterium abundance similar to the primordial one (Xd = 4 × 10−5);
however, for population I stars (i.e. for Z ≥ 0.008) a lower value of the initial
deuterium abundances have also been used (Xd = 2× 10−5).
Then, making use of the developed database, I studied how to infer in a statist-
ical way the properties of pre-MS stellar objects. I showed how the concomitant use
of the Pisa pre-MS tracks database with a Bayesian method developed to compare
stellar models with data, could be successfully applied to the currently available
sample of pre-MS binary stars, providing a powerful analysis tool. The current
binaries sample consists of 16 pre-MS plus 2 MS stars, among which 10 are double-
lined eclipsing binaries (EB) and 6 are astrometric binaries (AS). The masses of the
sample are in the interval [0.2, 3.0] M⊙.
First I checked the robustness of the Bayesian method, by testing it in recovering
stellar ages and masses against simulated binary stars. An interesting result is that
even synthetic binary stars coeval by definition mimic non-coevality in about 10%
of cases, as a consequence of the random error added to mass, luminosity, and
effective temperature, to reproduce the typical observational uncertainties. This
result suggests that the largely discussed inability of the current generations of
stellar models to fit both components in binary systems with the same age does
not necessary imply that the two stars are not coeval or that the models present
some deficiency. Moreover, I showed that if the system age likelihood, defined as
the product of the age likelihood of the single component, is used, then even in the
non-coeval case the simulated age is recovered with a good accuracy. The test also
showed that the ability of the method of recovering the stellar properties strongly
depends on position of the star in the HR diagram, in particular the worst precision
in the age recovering occurs for MS stars while the mass is badly recovered in the
case of stars close to the Hayashi track.
I also discussed how the Bayesian method natively allows to further constrain
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the models by using a prior distribution. Given the precise mass measurements
available for such binary stars, I discussed the power of the adoption of a Gaussian
mass prior on the simulated systems; in this case, for all the simulated binary
systems the masses are recovered with extremely high precision.
Once the method has been applied to the real data of binary stars, the Pisa
pre-MS models show an overall good agreement with the data. First I showed
that without the adoption of a Gaussian prior, the masses of EB are well recovered
within 15 - 20%, with exception of a peculiar case. The agreement is slightly
worst in the case of AS binaries essentially because of the largest observational
uncertainties on the mass, luminosity and effective temperature for this latter class
of objects. Then, for each system, I discussed the results of the analysis conducted
by adopting or not a Gaussian prior on both the mass and the metallicity, when
this latter information was available from the observations.
The power of the Bayesian approach reveals when quantitatively trying to evalu-
ate the most probable set of models and the corresponding most suitable parameter
set. This can be done by defining the evidence of each set of parameters as the
general agreement achieved by the models when compared to data. Analysing the
evidences for the entire data set, for models computed adopting different chemical
compositions and mixing length parameters (with or without the mass/metallicity
prior), it emerges that in almost all the cases the largest evidence is achieved by
the coolest set of models. This corresponds to low initial helium abundance and
small mixing length parameters values. On the contrary if standard initial helium
abundance and mixing length parameter (αML,⊙ = 1.68) values are used, then the
general trend is to underestimate the stellar mass with respect to the observed one
(in the worst cases by about 15 - 20%).
I also showed the analysis I performed on few young open clusters for which the
surface lithium abundances were available. The difficulty of reproducing surface
lithium abundances even in young open clusters is a long-standing problem. I
re-analysed this issue, to the light of the updated input physics. First, I showed
the importance of a quantitative determination of the theoretical uncertainties on
predicted lithium abundance to assess to the computations representative error
bars (for the first time in a consistent way): I found that once such errors have
been evaluated, the comparison between models and data becomes much more
significant.
I selected five well studied young open clusters (IC2602, α Per, Blanco1,
Pleiades, and Ngc2516), among those available in the recent homogeneous 7Li
database provided by Sestito & Randich (2005). For each cluster I evaluated the
best age and mixing length parameter, as well as their uncertainties, for MS stars,
by comparing the same theoretical isochrones used to compute surface lithium
abundances with observed colour-magnitude diagrams (CMD). In this way a con-
sistent calibration of such parameters has been obtained.
The results I discussed confirmed the disagreement between present standard
model predictions and observed surface 7Li abundances in young stars, even when
178 Accretion Model
the quite large error bars are considered. However, given the high sensitivity of
surface lithium depletion to the convection efficiency, and given the possibility of
a dependency of the mixing length parameter (αML) on the stellar evolutionary
phase, I explored the effect of the adoption of a different mixing length parameter
during the pre-MS and MS evolution. I found that, in this case, a quite good
agreement between predictions and data can be achieved for all the clusters of the
sample by adopting αML = 1.0, which is considerably smaller than the MS value
obtained from the CMD comparison (i.e. αML ≈ 1.68 - 1.9).
I checked the validity of such low-convection efficiency models also against four
pre-MS EB stars belonging to the binary stars sample previously presented. I
found, in completely agreement with the results of the Bayesian approach, that low-
convection efficiency models are in good agreement with data in the HR diagram at
least for two of three systems that have one of the two stellar component close to the
Hayashi track. The models agree with 7Li data both adopting the low- and high-
convection efficiency, as a results of both the large observational and theoretical
lithium abundance uncertainties. Nevertheless, the results obtained point out the
possibility of low-convection efficiency during the pre-MS evolution, which is a
result similar to the one obtained, in a completely different and independent way,
from the Bayesian analysis conducted on binary stars.
As a last point I discussed how the introduction of the accretion modifies the
stellar evolution. Indeed, it is commonly accepted that stars forms from relatively
small protostellar cores, which, gaining mass through accretion processes, reach the
mass of the observed stars. Thus, it is mandatory to investigate how the stellar
evolution changes if the accretion phase is accounted for in theoretical computa-
tions. To this regard a central role is played by the disk-accretion phase, when a
large fraction of the final stellar mass is expected to be accreted.
First, I described the formalism I adopted to include the thin-disk accretion in
the PROSECCO stellar code. Then, I discussed in detail the impact on the stellar
structure of several parameters, namely the accretion rate, accretion history, initial
mass, and accretion energy. The results clearly confirm that the fraction of the
accretion energy gained by the star is the main parameter that affects the stellar
structure. If a large part of the such an energy is radiated away by the infalling
matter, then the accreted material arrives on the star with a completely negligible
internal energy (cold accretion); in this case the increase of the stellar mass pro-
duces a strong contraction phase. At the end of the accretion the resulting formed
star sensitively differs from the one obtained if no accretion process is considered.
In particular, cold accretion models have systematically smaller radii and lumin-
osities with respect to the non-accreting counterpart, for ages smaller than about
10 - 20 Myrs.
The situation changes if almost all the accretion energy is deposed into the star
(hot accretion). Such a large energy contribution produces a relevant expansion of
the structure, which moves towards the region of expanse and bright objects. The
corresponding models at the end of the accretion phase are much more similar to the
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non-accreting ones. It is interesting to note also that it is not necessary to assume
an hot accretion during the whole accretion process. Indeed, similar results can be
obtained if a large αacc value is adopted only during the early efficient accretion
phase or during high-accretion episodes.
I also showed some qualitative comparison between accreting evolutionary se-
quences and a few data available for young stars; such comparison clearly show
the necessity of adopting hot accretion models (αacc ∼ 1, constant or episodic) to
achieve a good agreement with observations, at least for M & 0.4 - 0.6 M⊙, while
for very-low mass stars even lower αacc value are partially compatible with data.
I also briefly discuss the effect of the accretion on surface lithium abundance.
The calculations point out that to be consistent with the observational data and
standard models, the hot accretion models are required, at least for intermediate
mass stars (M≈ 1.0 - 1.2 M⊙). An interesting result is the possibility to produce
a quite large lithium scatter (for a fixed mass and age) if different accretion rates
are adopted; however, this last point deserves further investigations.
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Appendix A
A.1 Construction of the SCVH95 and OPAL06 EOS
tables
A.1.1 SCVH95
The SCVH95 EOS is provided as tables of pure hydrogen and pure helium, without
radiation contribution: the thermodynamic quantities available in each table are
summarized in Table A.1. In order to be used in the PROSECCO code, the final
SCVH95 EOS has to be constructed by performing some additional operations: 1)
interpolation on a finer temperature and pressure grid, 2) computation of the EOS
for a mixture of H and He, and 3) inclusion of the radiation contribution.
Since the primary EOS used in the code is the OPAL06, which, as already stated,
is at the moment the most complete and detailed EOS available, the SCVH95 is
used to extend the OPAL06 to low-temperature and high-density regimes. Thus,
I interpolated the SCVH95 on the OPAL06 temperature and pressure grid, in the
region where the two EOS overlap (1870K ≤ T ≤ 1.14×107 K), while for T < 1870
K, I used the temperature grid of the original SCVH95 tables. The pressure has been
interpolated on the whole range of validity on a grid spaced by ∆ logPg = 0.05.
Once the new T and P grid has been defined, I computed the EOS for a mixture of
hydrogen and helium using the additive-volume rule (Saumon et al., 1995). I used
exactly the 5 hydrogen abundances for which the OPAL06 EOS is available, namely
X = 0.0, 0.2, 0.4, 0.6 and 0.8. I recall that the SCVH95 is computed without the
inclusion of metals, thus for Z = 0.
Density and density derivatives
First I computed the total density, ρtot = Mtot/Vtot. The density itself is not a
simple extensive quantity, but the volume and the mass are. Since the density of
one specie is defined as ρi = Mi/Vi (where i =H, He), and defining respectively
the hydrogen and helium mass fraction as X = MH/Mtot and Y = MHe/Mtot, one
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SCVH95 EOS definition units
T temperature K
Pg gas pressure erg cm
−3
Ug gas internal energy erg gr
−1
Sg gas entropy erg gr
−1 K−1
ρg density gr cm
−3
χH2 concentration of molecular hydrogen -
χH concentration of hydrogen -
χHe concentration of helium -
χHe+ concentration of helium ion -
∇ad adiabatic gradient -
∂ log ρ/∂ logP |T, g -
∂ log ρ/∂ log T |P, g -
∂ logS/∂ logP |T,g -
∂ logS/∂ log T |P,g -
Table A.1: Thermodynamic quantities listed in the SCVH95 EOS tables. All the quantities refer
to pure hydrogen and pure helium. Radiation is not included in the original tables.
can write the following relation,
1
ρtot
=
1
Mtot
(VH + VHe) =
X
ρH
+
Y
ρHe
(A.1)
Using this relation is easy to compute the density derivative with respect to the
pressure and the temperature, thus obtaining,
∂ log ρtot
∂ log T
∣∣∣
P
= ρtot
(X
ρH
∂ log ρH
∂ log T
∣∣∣
P
+
Y
ρHe
∂ log ρHe
∂ log T
∣∣∣
P
)
(A.2)
∂ log ρtot
∂ logP
∣∣∣
T
= ρtot
(X
ρH
∂ log ρH
∂ logP
∣∣∣
T
+
Y
ρHe
∂ log ρHe
∂ logP
∣∣∣
T
)
(A.3)
Once the pressure derivative have been computed also χρ and χT are known
(see Chapter 9 of Cox & Giuli, 1968).
χρ
def
=
∂ logP
∂ log ρ
∣∣∣
T
=
1
∂ log ρtot
∂ logP
|T
(A.4)
χT = −χρ∂ log ρtot
∂ log T
∣∣∣
P
(A.5)
Internal energy and entropy
The internal energy is an extensive variable, thus it is easy to compute the total
energy in a composite system of helium and hydrogen. If UH and UHe are the
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internal energy per gram of a system of pure hydrogen and helium respectively,
then the total energy per gram is simply,
Utot = XUH + Y UHe (A.6)
Regarding the entropy, when two or more systems in equilibrium with the same
temperature and pressure are merged, the total entropy is the sum of the entropy
of each system plus a mixing term (mixing entropy). If by Sj I indicate the entropy
of the pure system j and by Smix the mixing entropy, the total entropy per gram
(S) is given by,
Stot
def
=
S
Mtot
=
1
Mtot
(SH + SHe + Smix) =
=
1
Mtot
(
MH
SH
MH
+MHe
SHe
MHe
+ Smix
)
=
= XSH + Y SHe +
Smix
Mtot
(A.7)
I will show later on how to compute the quantity Smix/Mtot.
Once Stot has been computed, it is easy to obtain the expression for its derivative
with respect to T and P .
∂ log Stot
∂ log T
∣∣∣
P
=
1
Stot
(
XSH
∂ log SH
∂ log T
∣∣∣
P
+ Y SHe
∂ log SHe
∂ log T
∣∣∣
P
+
+
1
ln 10
1
Mtot
∂Smix
∂ log T
∣∣∣
P
)
(A.8)
∂ log Stot
∂ logP
∣∣∣
T
=
1
Stot
(
XSH
∂ log SH
∂ logP
∣∣∣
T
+ Y SHe
∂ log SHe
∂ log T
∣∣∣
P
+
+
1
ln 10
1
Mtot
∂Smix
∂ logP
∣∣∣
T
)
(A.9)
Adiabatic gradient and specific heat
The adiabatic gradient is defined as,
∇ad def= ∂ log T
∂ logP
∣∣∣
S
(A.10)
It is easy to express such quantity as a function of the partial derivatives of the
entropy (Saumon et al., 1995), thus obtaining,
∇ad = −
∂ logStot
∂ logP
|T
∂ logStot
∂ log T
|P
(A.11)
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Similarly, specific heat at constant pressure is defined as,
cP
def
==
∂Q
∂T
∣∣∣
P
= T
∂Stot
∂T
∣∣∣
P
= Stot
∂ log Stot
∂ log T
∣∣∣
P
(A.12)
It is useful to define also the specific heat at constant volume, that will be used
when adding the radiation contribution. It is defined as,
cV
def
=
∂Q
∂T
∣∣∣
V
= T
∂Stot
∂T
∣∣∣
ρ
(A.13)
To compute cV it has to be specified the entropy derivative with respect to the
temperature at constant density. However, I used P and T as independent variables
and not T and ρ, consequently the term ∂S/∂T |ρ has to be specified in term of
∂S/∂T |P and ∂S/∂P |T . Considering S = S(ρ, T ) = S(ρ(T, P ), T ) it is easy to
obtain the following relations,
T
∂S
∂T
∣∣∣
ρ
= T
∂S
∂T
∣∣∣
P
− T ∂S
∂ρ
∣∣∣
T
∂ρ
∂T
∣∣∣
P
(A.14)
T
∂S
∂ρ
∣∣∣
T
=
T ∂S
∂P
|T
T ∂ρ
∂P
|T
(A.15)
Using these relations and substituting them in the definition of cV one obtains the
expression for cV in terms of the independent variables T and P ,
cV = Stot
(∂ log Stot
∂ log T
∣∣∣
P
− ∂ log Stot
∂ logP
∂ log ρ
∂ log T
|P
∂ log ρ
∂ logP
|T
)
(A.16)
Adiabatic exponents
The adiabatic exponents are defined in the following way (Cox & Giuli, 1968, see
Chapter 9 of),
Γ1
def
=
∂ logP
∂ log ρ
∣∣∣
S
(A.17)
Γ2
Γ2 − 1
def
=
∂ logP
∂ log T
∣∣∣
S
(A.18)
Γ3 − 1 def= ∂ log T
∂ log ρ
∣∣∣
S
(A.19)
The adiabatic exponents are not independent among each other and they must
satisfy the following relation,
Γ1
Γ3 − 1 =
Γ2
Γ2 − 1 (A.20)
In the following I will need only the expression for Γ3 − 1, which, according to
the relations given in Cox & Giuli (1968), can be expressed in the following way,
Γ3 − 1 = − ρ
T
T ∂Stot
∂ρ
|T
T ∂Stot
∂T
|ρ
= −
∂ logStot
∂ logP
|T
∂ logStot
∂ log T
|P ∂ log ρ∂ logP |T − ∂ logStot∂ logP |T ∂ log ρ∂ log T |P
(A.21)
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Molecular weight
The SCVH95 tables do not list the molecular weight, but only the concentration of
the species. The concentration of the i-th specie in a j-th system (j =H, He in
this case) is defined as,
χ
(j)
i =
N (j)i
N (j)tot
(A.22)
N (j)tot =
Nj∑
i=1
N (j)i (A.23)
where N (j)i is the particle number of the i-th specie for the hydrogen (j = 1) and
helium (j = 2) system. Thus, the numerical density of the i-th specie in the volume
Vtot = VH + VHe is given by,
n
(j)
i =
N (j)i
Vtot
= χ
(j)
i
N (j)tot
Vtot
= χ
(j)
i
µjmpN (j)tot
µjmp
1
Vtot
=
= χ
(j)
i
M(j)tot
µjmp
1
Vtot
=
χ
(j)
i
µjmp
M(j)tot
Mtot
Mtot
Vtot
=
=
χ
(j)
i
µjmp
Xjρ (A.24)
where Xj is the hydrogen abundance for j = 1 and helium abundance for j = 2,
and µj is the mean molecular weight in the case of the pure hydrogen or helium
system. The mean molecular weight µ of a system with a numerical density ntot is
defined as,
ρtot
µmp
def
= ntot =
∑
j=H,He
∑
i
n
(j)
i (A.25)
where index i represents the specie considered, namely H2, H, H
+, and e− for
the hydrogen system, and He, He+, He2+, and e− for th helium one. In this
equation n
(j)
i is known once µj has been specified. This latter quantity can be
easily evaluated by its definition,
µjmpNtot ≡M(j)tot =
∑
i
miN (j)i (A.26)
where mi is the mass of the i-th specie. This equation can be expressed in terms
of the concentrations of each specie, in the following way,
µjmp =
∑
i
m
(j)
i χ
(j)
i (A.27)
For the pure hydrogen system, the species included in the EOS are H2, H, H
+,
and e−H, but the concentrations available are χH2 and χH. However, the concentra-
tion of ionized hydrogen (χH+) and the corresponding electrons (χ
H
e ) can be easily
186
evaluated; indeed one electron comes from one particle of H+, thus,
χHe = χH+ =
1− χH − χH2
2
(A.28)
Using these quantities and substituting them in eq.(A.27) one obtain the pure
hydrogen system mean molecular weight, µH,
µHmp =
mH
2
[
1 + 3χH2 + χH +
me
mH
(1− χH − χH2)
]
(A.29)
Similarly, for the helium table, the concentrations available are He, He+, while the
species are He, He+, He2+, and e−He. In this case the electrons come from the He
+
(one electron) and the He2+ (two electrons), thus,
χHee = χHe+ + 2χHe2+ =
2− 2χHe − χHe+
3
(A.30)
Substituting the helium concentrations in eq. (A.27), one obtains the helium mean
molecular weight, µHemp,
µHemp =
mHe
3
[
1 + 2χHe + χHe+ +
me
mHe
(2− 2χHe − χHe+)
]
(A.31)
Once the hydrogen end helium mean molecular weights are known, the numerical
densities are given by eq.(A.24),
n(H) =
∑
i=H2,H,H+, e
n
(H)
i = X
ρ
µHmp
(A.32)
n(He) =
∑
i=He,He+,He2+, e
n
(He)
i = Y
ρ
µHemp
(A.33)
Finally, by substituting the expression of nji into eq.(A.25), the total mean molecu-
lar weight of the system results to be,
µ =
1
mp(
X
µHmp
+ Y
µHemp
)
(A.34)
Mixing entropy
To compute the total entropy of a composite system it is necessary to evaluate the
contribution of the mixing entropy, which is defined as (see e.g., Saumon et al.,
1995),
Smix
kB
= N lnN −
∑
i
Ni lnNi (A.35)
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where N and Ni are respectively the total particle number of system and the
particle number of the i-th specie (i.e. H2, H, H
+, He, He+, He2+, and e−). In the
case of the pure hydrogen and helium systems the mixing entropy is given by,
Smix
kB
= (N totH +N totHe) ln(N totH +N totHe)−
−NH2 lnNH2 −NH lnNH −NH+ lnNH+ −
−NHe lnNHe −NHe+ lnNHe+ −NHe2+ lnNHe2+ −
−Ne lnNe (A.36)
This expression contains the mixing entropy related to the interactions between
H2, H, H
+ in the pure hydrogen system, between He, He+, He2+ in the pure helium
one, and between the hydrogen and helium species. The latter term is the only one
that has to be considered into the calculation of Smix, since the other two terms
has already been accounted for in the original tables. Thus, the only terms that
have to be considered are,
Smix
kB
= N totH ln (1 +N totHe/N totH ) +N totHe ln (1 +N totH /N totHe)
−NHe ln (1 +NHee /NHe )−NHee ln (1 +NHe /NHee ) (A.37)
In the latter expression it is clearly visible the coupling between the hydrogen and
helium species. Using the relations obtained in the previous sections, the particles
abundances N toti can be obtained, as it follows,
N totH =
∑
i
nHi V = V X
ρ
µHmP
∑
i
χHi =Mtot
X
µHmP
(A.38)
N totHe =
∑
i
nHei V = V Y
ρ
µHemP
∑
i
χHei =Mtot
Y
µHemP
(A.39)
NHe = N totH χHe = N totH
1− χH2 − χH
2
(A.40)
NHee = N totHeχHee = N totHe
2− 2χHe − χHe+
3
(A.41)
It is useful to define some quantities,
N totHe
N totH
≡ βγ (A.42)
N totHe
N totH
χHee ≡ βγχHee (A.43)
N totHe
N totH
χHee
χHe
≡ βγχ
He
e
χHe
≡ δ (A.44)
It is also easy to show that the following relations hold,
βγ =
Y
X
µH mP
µHemP
(A.45)
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δ =
2
3
(2− 2χHe − χHe+
1− χH2 − χH
)
βγ =
χHee
χHe
βγ (A.46)
N totH =Mtot
X
µH mP
(A.47)
Using these definitions, the mixing entropy becomes,
Smix
kB
= N totH
[
ln (1 + βγ)− χHe ln (1 + δ) +
+βγ
(
ln (1 + 1/βγ)− χHee ln (1 + 1/δ)
)]
(A.48)
In the following I will use the entropy per gram, thus I define the quantity Smix =
Smix/Mtot. Substituting the expression of the quantities that appear in eq.(A.48),
one obtains,
Smix = kB
X
µH mP
[
ln (1 + βγ)− χHe ln (1 + δ) +
+βγ
(
ln (1 + 1/βγ)− χHee ln (1 + 1/δ)
)]
(A.49)
Which is the term to be added to the pure systems when computing the total
entropy.
A.1.2 OPAL06
The OPAL06 EOS tables are available for several mixtures of hydrogen, helium and
metals. The quantity tabulated in the original tables, for the gas, are listed in
Table A.2. The chemical compositions available are X = 0.0, 0.2, 0.4, 0.6, and 0.8,
each of them computed for Z = 0.00, 0.02, and 0.04. Radiation is not included in
the original tables.
A.1.3 Inclusion of radiation contribution in the OPAL06 and
SCVH95 EOS tables.
Once the EOS (OPAL06 and SCVH95) have been computed for the gas, the radiation
contribution has been added. The method adopted is described in the following.
For a system of gas plus radiation, the total pressure, the internal energy, and
the entropy (per gram) are given by (see Chapter 9 of Cox & Giuli, 1968),
Ptot = Pg +
aT 4
3
≡ Pg + Prad (A.50)
Utot = Ug +
aT 4
ρ
≡ Ug + Urad (A.51)
Stot = Sg +
4aT 3
3ρ
≡ Sg + Srad (A.52)
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OPAL06 EOS definition units
T temperature K
Pg gas pressure 10
12 erg cm−3
Ug gas internal energy 10
12 erg gr−1
Sg gas entropy 10
6 erg gr−1 K−1
ρg density gr cm
−3
CV, g specific heat at constant V erg gr
−1 K−1
µg mean molecular weight -
log ne log electron number...density?
Γ1, g ∂ logP/∂ log ρ|S -
Γ2, g/(Γ2, g − 1) ∂ logP/∂ log T |S -
χρ, g ∂ logP/∂ log ρ|T -
χT, g ∂ logP/∂ log T |ρ -
∂U/∂ρ|T, g erg cm3 gr−2
Table A.2: Thermodynamic quantities listed in the OPAL06 EOS tables. All the quantities refer
to a mixture of hydrogen, helium, and metals. Radiation is not included in the original tables.
where a ≡ 4σSB/c is the radiation constant (σSB and c are respectively the Stefan-
Boltzmann constant and the light speed). It is useful to define also the quantity
β ≡ Pg/Ptot. With these definitions it is easy to compute all the thermodynamic
quantities needed. First I compute cV, χρ, and χT for a mixture of gas and radi-
ation, which are given by the following relations (see Chapter 9 of Cox & Giuli,
1968),
cV =
∂Utot
∂T
∣∣∣
V
= cV, g +
4aT 3
ρ
(A.53)
χρ =
∂ logPtot
∂ log ρ
∣∣∣
T
=
ρ
Ptot
∂Ptot
∂ρ
∣∣∣
T
=
ρ
Ptot
∂Pg
∂ρ
∣∣∣
T
=
=
Pg
Ptot
χρ, g = βχρ, g (A.54)
χT =
∂ logPtot
∂ log T
∣∣∣
ρ
=
T
Ptot
∂Ptot
∂T
∣∣∣
ρ
=
T
Ptot
(∂Pg
∂T
∣∣∣
ρ
+
∂Prad
∂T
∣∣∣
ρ
)
=
=
Pg
Ptot
χT, g +
4aT 4
3Ptot
= βχT, g + 4(1− β) (A.55)
In order to compute the other quantities, I need to evaluate the derivatives of the
total entropy, which are given by the following expression:
∂ log Stot
∂ log T
∣∣∣
Ptot
=
1
Stot
[
Sg
(∂ log Sg
∂ log T
∣∣∣
Pg
− 4Prad
Pg
∂ log Sg
∂ logPg
∣∣∣
T
)
+
+4
Prad
ρT
(
3− ∂ log ρ
∂ log T
∣∣∣
Pg
+ 4
Prad
Pg
∂ log ρ
∂ logPg
∣∣∣
T
)]
(A.56)
∂ log Stot
∂ logPtot
∣∣∣
T
=
1
βStot
[
Sg
∂ logSg
∂ logPg
∣∣∣
T
+ 4
Prad
ρT
∂ log ρ
∂ logPg
∣∣∣
T
]
(A.57)
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Once the derivatives of the entropy are known, ∇ad, Γ1, and Γ3 − 1 can be
directly evaluated using eq.(A.11), eq.(A.20), and eq.(A.21). Finally the specific
heat at constant pressure has been computed using the following relation,
cP = cV
Γ1
χρ
(A.58)
Appendix B
B.1 Derivation of the time dependence of the lu-
minosity for a gravitational contracting star
I want to show a simple method to derive the power-law for the temporal evolution
of the luminosity, L(t) ∝ t−2/3. First of all let’s consider a spherical star: its binding
(gravitational) energy is given by,
Eg = −aGM
2
R
(B.1)
where a is a constant which depends on the density profile inside the structure (i.e.
a = 3/5 for an homogeneous star). Let’s consider a variation of the radius in a
interval of time. The binding energy changes due to the radius variation, by the
following quantity,
dEg
dt
= a
GM2
R2
dR
dt
≡ −L (B.2)
where L is the stellar luminosity. If one assumes that the star radiates as a black
body, then it is possible to express the radius as a function of the luminosity and
effective temperature (using the Stefan-Boltzmann relation),
R =
√
L√
4πσSBT
2
eff
(B.3)
dR
dt
≈ dL
dt
1
2
√
L
√
4πσSBT
2
eff
(B.4)
where Teff is the effective temperature, and σSB is the Stefan-Boltzmann constant.
When computing the time derivative I made the assumption that the effective
temperature is constant with time, or at least that its time derivative is much
smaller than the other so that it can be neglected. This is a good approximation if
one consider the evolution along the Hayashi track, when the star evolves almost
vertically in the HR diagram, at approximatively constant Teff .
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Combining eqs. (B.2), (B.3), and (B.4) one obtains the following differential
equation for L,
dt = −aGM
2
2
√
4πσSBT
2
effL
−5/2dL = −bL−5/2dL (B.5)
where I defined b as,
b = a
GM2
2
√
4πσSBT
2
eff =
= a
GM2
2
√
4πσSBT
2
eff√
L0
√
L0 =
= a
GM2
2R0
√
L0 =
=
E0g
2
√
L0 (B.6)
Once integrated, this equation yields,
L(t) = (t− t0)−2/3c2/3
(
1 +
c
(t− t0)L3/20
)−2/3
(B.7)
Now in order to further simplify this expression it is convenient to evaluate the
term c/(t− t0)L3/20 ,
c
(t− t0)L3/20
=
2b
3(t− t0)L3/20
=
=
E0g
3(t− t0)
√
L0
L
3/2
0
=
=
E0g
3L0
1
t− t0 ≈
≈ τKH
t− t0 (B.8)
In the last substitution I used the Kelvin-Helmholtz time defined as,
τKH =
E0g
2L0
(B.9)
Eq. (B.8) shows that if t−t0 ≫ τKH, then one can neglect the quantity c/(t−t0)L3/20 ,
and consequently eq. (B.7) becomes,
L(t) ≈ t−2/3c2/3 (B.10)
or equivalently,
logL/L⊙ ≈ −2
3
log t+ cte (B.11)
which are the requested relations.
B.2 Derivation of an approximate relation for the central temperature
as a function of the stellar mass and radius. 193
B.2 Derivation of an approximate relation for
the central temperature as a function of the
stellar mass and radius.
It might be worth to give an approximate relation to express the central temper-
ature as a function of the stellar mass and radius. Starting from the hydrostatic
equilibrium equation, dP/dr = −Gmρ/r2, and expressing the derivative as the
finite difference between the surface and the central quantities, one obtains,
Psup − Pc
R⋆ − Rc ≈ −
Pc
R⋆
≈ −GM⋆ρc
R2⋆
(B.12)
Pc ≈ GM⋆ρc
R⋆
(B.13)
To obtain a simple relation for Tc, one can assume an ideal classical gas, P =
ρkbT/(µmp); then the central temperature Tc is simply given by,
Tc[K] = 1.3× 107µM/M⊙
R/R⊙
(B.14)
B.3 Qualitative properties of the accretion shock
In Chapter 4 I introduced the parameter αacc to account for the energy releases
by the infalling matter into the accreting star. Such parameter can assume values
in the range αacc ∈ [0, 1], meaning that in the case αacc = 1 all the energy of the
accreted matter is deposed into the star, otherwise, if αacc = 0 all the energy is
radiated away, and the infalling matter falls on a star with a completely negligible
specific entropy. Such a parametrization is a commonly adopted procedure in the
case of thin-disk accretion models, since in this formalism it is not possible to
directly infer the fraction of energy radiated away at the shock front formed by the
accreted matter (Hartmann et al., 1997; Siess & Livio, 1997; Baraffe et al., 2009).
The value of αacc should rely on detailed hydrodynamical simulations which
involve the shock that forms around the star when matter falls. However, some
qualitative properties can be obtained by simple arguments. In particular I want
to show that under particular hypothesis it is reasonable to assume hot accretion
models approximation (i.e. αacc = 1). The key point is to compute the optical
depth at which the shock front forms (τacc); if τacc ≫ 1, then even if the accreting
matter is efficiently radiating, the photons emitted are trapped into the matter,
thus the energy is eventually carried inside the star.
To qualitatively find τacc, I impose the the pressure of the infalling matter (Pacc)
is equal to the pressure of the star at a given optical depth (P (τ));
P⋆(τ = τacc) = Pacc (B.15)
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This condition implies that the infalling matter is in pressure equilibrium with
the stellar environment, and it allows to obtain estimation of the maximum depth
reached by the accreted matter. The pressure due to the accreting material can be
simply expressed as,
Pacc ≈ ρacc v
2
acc
2
(B.16)
where, ρacc and vacc are the density and the velocity of the accreted material.
Considering a thin-disk accretion, the accretion rate is defined to be,
m˙ = 4πR2δρaccvacc (B.17)
where R is the stellar radius and δ is the fraction of area interested by the accretion
(as previously defined in Chapter 4). I will assume the velocity of the accreted
matter to be the free-fall velocity, which depends only on the stellar mass M and
radius R,
vacc ≈
√
2GM
R
(B.18)
Using these definitions and substituting them into eq.(B.16), one obtains,
Pacc ≈ m˙
8πδR2
√
2GM
R
(B.19)
It is useful to express this relation in terms of M/M⊙ and R/R⊙, thus obtaining,
Pacc [erg cm
−3] ≈ 3.4× 10
4
δ
(
m˙
10−6M⊙/yr
)√
M/M⊙
(R/R⊙)5
(B.20)
If one supposes that the accretion occurs near the stellar surface, then the
stellar pressure at a given optical depth can be computed adopting the hydrostatic
equilibrium equation written in terms of the optical depth,
dP
dτ
=
g
κR
(B.21)
where g is the gravity, and κR is the Rosseland mean opacity. This relation can be
approximated to the finite differences, thus giving,
P (τ) [erg cm−3] ≈ g
κR
τ ≈ 2.7× 106 τ
(κR/10−2)
M/M⊙
(R/R⊙)2
(B.22)
By imposing P (τ = τacc) = Pacc one can directly obtain an expression for τacc,
τacc ≈ 1.3× 10−1
(
κR
10−2
)(
m˙
10−6M⊙/yr
)√
1
(M/M⊙)(R/R⊙)
(B.23)
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In the external layer of a very-low mass star (M ∼ 0.005 - 0.01 M⊙), which is
the regime where accretion is supposed to occurs, the opacity is about1 10−2 - 10−1
[cm2 gr−1]. For the same masses, the hydrostatic structure at the beginning of the
Hayashi track has a typical radius of 0.5 R⊙. Using these values, and substituting
them into eq.(B.23), one obtains,
τacc ≈ 1.8×
(
m˙
10−6M⊙/yr
)
(B.24)
From this last equation it emerges that for m˙ & 10−5 M⊙/yr, τacc & 10. This
simple and qualitative relation shows that in principle large accretion rates might
produces a shock front at a large optical depth, which also mean in a region below
the stellar surface (at a radius Racc . R). This partially justifies the choice of large
αacc values in the case of large accretion rates, as in the case of the burst model.
It is also possible to give a rough estimation of the radius at which accretion
occurs, by simply using the hydrostatic equilibrium equation,
dP
dr
= −Gmρ
r2
(B.25)
Using the finite differences and defining Patm as the pressure at the base of the
atmosphere (τ = 1 - 10), then one obtains,
Pacc − Patm
Racc −R ≈ −
GMρacc
R2acc
(B.26)
where in the second term I supposed that the accretion occurs in a region where the
mass is approximatively the stellar mass. From this equation it is easy to obtain
the relative difference between the stellar radius and the radius at which accretion
occurs, namely ∆R/R = (R− Racc)/R,
∆R
R
≈ RPacc
GMρacc
(
1− Patm
Pacc
)
(B.27)
Assuming a classical ideal gas, Pacc = ρacckBTacc/µmp, one obtains,
∆R
R
≈ R
GM
kBTacc
µmp
(
1− Patm
Pacc
)
≈ 7× 10−8τ 1/4acc Teff
(
1− Patm
Pacc
)
M/M⊙
R/R⊙
(B.28)
In the last simplification I adopted Tacc ≈ Teffτ 1/4 as obtained by the KS66 or by
the Eddington approximation for τ & 1. If one adopts the same mass and radius
used above (M ≈ 0.01 M⊙ and R ≈ 0.5 R⊙) and Teff ≈ 2000 K, then one obtains,
∆R
R
≈ 3.5× 10−3τ 1/4acc
(
1− Patm
Pacc
)
(B.29)
1Such values have been obtained from the Ferguson et al. (2005) opacity tables for a solar-
metallicity star.
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Patm can be easily obtained from eq.(B.22) using τ ∼ 10, thus Pacc ≈ 5× 105 - 106
[erg cm−3]. Using eq.(B.20) and eq.(B.22) it is also easy to show that,
Patm
Pacc
≈ 80×
(
m˙
10−6M⊙/yr
)−1√
(M/M⊙)(R/R⊙) (B.30)
and substituting the values given above, one obtains,
Patm
Pacc
≈ 5.6×
(
m˙
10−6M⊙/yr
)−1
(B.31)
Using eq.(B.31), then eq.(B.29), and eq.(B.24) it is evident that for low accretion
rates (m˙ . 10−6 M⊙/yr) the shock forms at relatively small optical depth in the
stellar atmosphere, thus it is reasonable to expect that large part of the radiation
emitted by the infalling matter is free to escape, thus αacc ∼ 0. On the other hand
if the accretion rate is larger, i.e. m˙ ≥ 10−5 M⊙/yr, the optical depth increases
(τacc ≥ 10) and the accreting matter can penetrates deep in the atmosphere, getting
closer and closer to the stellar surface, eventually reaching a region below the
atmosphere up to a few percent of the stellar radius (∆R/R ∼ 10−3 - 10−2). In
this cases it is reasonable to expect αacc ∼ 1.
B.4 Accretion models: comparison with Siess &
Livio (1997) models
In this section I will show some comparison between the evolutionary tracks com-
puted by Siess & Livio (1997) and the one obtained using the PROSECCO evolution-
ary code. The comparison are thought to be a test, to show that I can reproduce
the same results obtained by Siess & Livio (1997) by adopting similar parameters.
First of all Siess & Livio (1997) consider the accretion process starting from
a quite large initial model, namely Mini = 0.5 M⊙ and Rini ≈ 5.5 R⊙. For the
comparison I adopted the same initial model. Also the chemical composition has
been chosen to be compatible with the Siess & Livio (1997) one, namely, Y =
0.2932, Z = 0.02, and Xd = 4.65 × 10−5. I adopted the mixing length parameter
obtained from the solar calibration αML = 1.68 (see Chapter 1), which is higher
than the one they adopted, namely αML = 1.5. I changed also the solar mixture
from the Asplund et al. (2005) to the Grevesse & Noels (1993), which is much more
similar to the ones used by Siess & Livio (1997).
Regarding the accretion rates I used values similar to the Siess & Livio (1997)
ones, namely,
m˙(R1) = 10−6 [M⊙/yr] (B.32)
m˙(R2) = 10−7 [M⊙/yr] (B.33)
m˙(R3) = 5× 10−6 exp (−t/τ1) + 2× 10−7 exp (−t/τ2) [M⊙/yr] (B.34)
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Figure B.1: Comparisons in the HR diagram of 1.2 M⊙ models obtained with different accretion
rates, namely R1 (dotted line), R2 (dashed line), and R3 (solid line). The points corresponding
to some specific phases are also shown: the beginning of the star expansion due to d-burning
(filled triangles), the subsequent gravitational contraction (filled squares), the formation of the
radiative core (filled diamond, pentagon), and the end of the accretion (open circles). The non-
accreting 1.2 M⊙ model is also shown. Left panel: figure adapted from Siess & Livio (1997). The
red label R3 and R2 have been added to correct a mistake in the original paper, where the two
models have been exchanged. Right panel: PROSECCO models.
where τ1 = 4 × 104 yr, and τ2 = 2.5 × 106 yr. The last accretion rate law (R3)
accounts for a large accretion at early phases, plus a less efficient accretion at larger
ages. The following calculations have been made assuming αacc = 0.01, as done by
Siess & Livio (1997).
The results are shown in Figs. B.1, B.2, B.3, and B.4. Since the Siess & Livio
(1997) models were not available, to show the comparison I adapted here the figures
they presented in their paper.
In all the figures it is clearly evident the very good agreement between the
models obtained by means of the PROSECCO code and the results obtained by Siess &
Livio (1997). Some small differences are present and are probably the consequence
of the adoption of different input physics (as discussed in Chapter 2). However,
the test show that the models computed by means of the PROSECCO code are able
to reproduce with a very good agreement all the features that the Siess & Livio
(1997) models show.
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Figure B.2: Effect of the accretion rates on, from the top to the bottom panel, the external
radius, total luminosity, nuclear luminosity, and gravitational luminosity. The three accretion
rates discussed in the text have been adopted, namely R1 (dotted line), R2 (dashed line), and
R3 (solid line). Left panel: figure adapted from Siess & Livio (1997). Right panel: PROSECCO
models.
Figure B.3: Effect of the accretion rate on the central density and central temperature as a
function of the stellar age and of the total mass. The curves are plotted adopting the same
convention of Fig. B.2. Left panel: figure adapted from Siess & Livio (1997). Right panel:
PROSECCO models.
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Figure B.4: Effect of the adoption of different accretion rates on the central deuterium abund-
ance, as a function of the stellar age and of the total mass. The curves are plotted adopting the
same convention of Fig. B.2. Left panel: figure adapted from Siess & Livio (1997). Right panel:
PROSECCO models.
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Ringraziamenti
(. . . legga solo chi se la sente. . . )
E siamo arrivati alla parte piu´ ingarbugliata di tutte, la parte dei ringrazia-
menti. Speriamo che questa sia l’ultima tesi, perche´ comincia a diventare difficile
inventarsi qualcosa di nuovo per i ringraziamenti. Trovare un argomento di ricerca
e´ facile (lasciate stare tutti i discorsi che ho fatto nelle pagine precedenti per cer-
care di dimostrare il contrario di quello che dico ora, quella e´ un’altra storia. . . ),
ma trovare qualcosa di (in)sensato da infilare nei ringraziamenti e’ dura!! Int-
anto, i ringraziamenti si fanno in italiano, perche´ contrariamente alle credenze
folcloristiche, l’italiano e´ una lingua molto bella per mezzo della quale e´ possibile
esprimere anche concetti piuttosto difficili (Alighieri, 1314). Comunque tranquilli
perche´ invece dell’italiano usero´ il toscano. Gli accenti/apostrofi saranno sbagliati
visto che non c’ho il pacchetto LATEXgiusto. . . pazienza. Chiarito il motivo della
lingua adottata, andiamo avanti.
Intanto si comincia con il ringraziare i sommi capi, la Scilla e Pier, che ormai
mi sopportano da non so piu´ neanch’io quanto.
Tutto comincio´ nel lontano. . .Maremmina, un sacco di tempo fa. Comunque
grazie a loro per il tempo trascorso insieme che almeno per me e´ stato molto
piacevole, interessante e utile! Un grazissime a tutti e due!
Un grazissime va anche a Steve, per le chiaccerate fatte nei corridoi, spesso
alle due di notte in cui si capiva che: 1) il mondo e´ piu’ complicato di quello che
sembra, 2) quel poco di semplice che speravi di aver capito era sbagliato, 3) era
ora di andare a letto. Anche se a quell’ora qualunque parola si traduca in letto-
ho-sonno-grazie, poi il giorno dopo ti svegli e, miracolo dei miracoli, ti e´ rimasto in
mente qualcosa di quello di cui hai parlato la sera prima. Miracolo di Piazza dei
Miracoli?! Forse. . .
Una cesta piena di grazzissime va a tutto il Gruppo Pisano. Ormai ex-Gruppo
Pisano, sparpagliato in tutto il mondo. In ordine casualmente sparso, senza capo
ne’ coda: Antonio (Messico), Matteo (Germania), Fabio e Giuseppe (Svezia), Mario
G. (America), Mario P. (Corea), Pierre (Francia), Maria Rosa (Francia), Sabriye
(Turchia), Luca (Nizza). Poi c’e´ anche qualcuno che e´ rimasto in italia, tipo Daniele
G. (Trieste), Andrea e Paolo (Pisa), Federica (Pisa), Emiliano (Terni), Eodardo
(Pisa), Daniele C. (Roma/Milano), Katia (Roma). Tanto per dare un piccolo
contributo alla classifica dei cervelli in fuga. Senza tutte queste persone sarebbe
stata dura, una noia mortale. . . Indimenticabili le serate del mercoledi e del venerdi
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. . . beh, alcune magari sono un po´ difficili da ricordare per alcuni, ma a turno
diciamo che un paio di venerdi/mercoledi al mese ci si dovrebbero ricordare. . .
Un grazissime anche alla parte di approvigionamento! Comincia la guida Mich-
elin di Pisa: Dabbe e GeGe´ ai primi posti (un grazissime alla Raffaella). Questi
due posti erano gli integratori vitaminici del gruppo B (Bistecche e Braciole) e del
gruppo S (Salsiccie e Spiedini). Poi la Tana, il Numero 11 (e´ proprio il nome del
posto) e infine gli integratori del gruppo vitaminico P (Pizze Possibili, Plausibili e
Paranormali), quali Bella Napoli, ’O Panuozzo e Le Scuderie. Sottolineo anche gli
ottimi spaghetti all’astice della Bella Napoli (Pier, ma li hai provati?!).
Si dovrebbe capire che i ricordi in quel di Pisa sono veramente tanti e quasi tutti
piacevoli. L’unica pecca di Pisa sono i pisani, specialmente le donnine pisane, che
alla coop ti montano addosso con il carrello della spesa. Dlin-dlon: servizio am-
bulanza al banco zucchini e barbe rosse, giovane investito da donnina con carrello
spesa. La sospetta e’ in fuga. . .
Un grazissime a tutta la mia famiglia, al mi’ babbo, alla mi’ mamma, a mi’
nonni e zii, insomma a tutti!! Inutile dire il perche’, insomma, non siamo qui a
fare una carrambata, no?! Voi sapete perche’, e io non lo ripeto!! Ovvia!
Un particolare super-mega-strabiliante grazzissime va alla Giulia, che m’ha sop-
portato nei x1234Abfgrlt.cu-cu anni di dottorato (notazione alfa-numerica in base
esadecimale-avanzata), continua a sopportarmi ora, e spero che mi sopporti per i
prossimi x9873Ab. . . (insomma quel che e´) anni.
Insomma a tutti quelli che ho nominato e ai mille-mila che purtroppo non
ho nominato (la vita di una persona e´ un po´ troppo complicata per riuscire a
riassumerla nell’ultima pagina di una tesi) mando un grazie-grazie-grazie collettivo
(da cantare sulle note di All you need is love). Quindi ringrazio tutti, me compreso!
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