The conformal prediction framework allows for specifying the probability of making incorrect predictions by a user-provided confidence level. In addition to a learning algorithm, the framework requires a real-valued function, called nonconformity measure, to be specified. The nonconformity measure does not affect the error rate, but the resulting efficiency, i.e., the size of output prediction regions, may vary substantially. A recent large-scale empirical evaluation of conformal regression approaches showed that using random forests as the learning algorithm together with a nonconformity measure based on out-of-bag errors normalized using a nearest-neighbor-based difficulty estimate, resulted in state-of-the-art performance with respect to efficiency. However, the nearest-neighbor procedure incurs a significant computational cost. In this study, a more straightforward nonconformity measure is investigated, where the difficulty estimate employed for normalization is based on the variance of the predictions made by the trees in a forest. A large-scale empirical evaluation is presented, showing that both the nearest-neighbor-based and the variance-based measures significantly outperform a standard (non-normalized) nonconformity measure, while no significant difference in efficiency between the two normalized approaches is observed. The evaluation moreover shows that the computational cost of the variance-based measure is several orders of magnitude lower than when employing the nearest-neighborbased nonconformity measure. The use of out-of-bag instances for calibration does, however, result in nonconformity scores that are distributed differently from those obtained from test instances, questioning the validity of the approach. An adjustment of the variancebased measure is presented, which is shown to be valid and also to have a significant positive effect on the efficiency. For conformal regression forests, the variance-based nonconformity measure is hence a computationally efficient and theoretically well-founded alternative to the nearest-neighbor procedure.
Introduction
When employing the conformal prediction (CP) framework [17] , prediction regions rather than point predictions are output, and the error rate, i.e., the probability of excluding the correct label for a test instance, is determined by a user-provided confidence level. Rather than outputting prediction regions of a specific size, CP allows for providing regions of different sizes, something which may be useful in many scenarios. For example, in the medical domain, the ability to assess the uncertainty of a prediction related to an individual patient, rather than at the group level, may be crucial input for decisions concerning alternative treatments for the patient.
CP relies on real-valued functions, called nonconformity measures, that provide estimates for how different a new example is from a set of previously observed examples. It is possible to design many different nonconformity functions for a specific predictive model, and each will result in a different conformal predictor. All conformal predictors are valid, i.e., the probability of excluding the correct label is not larger than one minus the confidence level, under the assumption of exchangeability, i.e., the nonconformity scores are identically distributed as generated by a stationary process [17] . However, there may be significant differences in terms of their efficiency, i.e., the size of output prediction regions, meaning that the informativeness of the output of different conformal predictors may vary substantially. For classification, efficiency is often measured as the (average) number of labels present in the prediction sets, while for regression, which is investigated in this paper, efficiency is most commonly measured as the (average) size of the prediction intervals.
CP was originally introduced as a transductive approach [7] , which requires the learning of a new model for each new test instance to be predicted. Since this in many cases can be computationally prohibitive, inductive conformal prediction (ICP) was suggested [13] . In ICP, which is the focus of this study, a single model is learned from the training data and that model is then used for predicting all test instances. In ICP, however, the calculation of the nonconformity scores requires comparing predicted values with true target values that have not been used to form the predictions, and the standard procedure to achieve this is to set aside a separate subset of the training examples, called the calibration set. However, when the underlying model is an ensemble constructed using bagging, such as a random forest [5] , there is also an option to use out-of-bag estimates for the calibration, effectively allowing all training data to be used for constructing the underlying model, something which has been exploited in the context of ICP for bagged ANNs [9] and random forests [8] . All prediction intervals output by a standard ICP regressor will be of the same size. Using normalization [11] though, it is possible to produce tighter intervals for easier instances, and larger intervals for more difficult ones. The normalization component of the nonconformity function, consequently, estimates the difficulty of a specific test instance, and again, the choice of function may have a large impact on efficiency.
Until recently, most studies on inductive conformal regression have focused on one specific underlying model, using a limited number of data sets, making them serve mainly as proofs-of-concept rather than allowing for statistical inference; see e.g., [10, 13] . The apparent need for larger studies evaluating techniques for producing efficient conformal predictors, motivated the study in [8] , in which the use of a random forest as the underlying model was compared to existing state-of-the-art conformal regressors, based on neural networks [12] and k-nearest neighbors [14] . A number of nonconformity measures were investigated, including the option to use out-of-bag estimates for the necessary calibration. The results in [8] showed that for almost all considered confidence levels and using both standard and normalized nonconformity functions, a random forest conformal predictor calibrated using a normalized nonconformity function based on out-of-bag errors of neighboring instances, produced significantly more efficient conformal predictors than the existing alternatives.
However, the use of a nonconformity measure based on the k nearest neighbors requires access to all training instances, even at the time the model is deployed, something which occasionally may limit the usefulness of the approach, e.g., when there are size constraints, such as on mobile devices, or when data is highly sensitive and may not be re-distributed. A possibly even more important constraint is the computation time, both for training and testing. The computational cost of calculating the average error of the k nearest neighbors for each example in the training set is quadratic in the number of examples, hence incurring a substantial additional cost for employing the conformal framework. This may be a limiting factor in particular when handling large training sets. Even for testing, there is an additional cost when using the nearest-neighbor nonconformity measure, since the distance of each test instance to all training instances needs to be calculated. To increase the applicability of conformal regression using random forests, there is hence a need for nonconformity measures with lower computational cost. One such candidate approach is to estimate the difficulty of an instance, not by averaging the errors of its neighbors, but by utilizing the fact that each prediction of a random forest is formed by averaging votes of the individual trees in the forest. For difficult cases, one would expect a larger degree of disagreement among the trees, i.e., a higher variance among the individual predictions, than for easier cases. In other words, variance could be used as an estimate of the difficulty. In fact, this idea is not entirely novel, but was already investigated for k-nearest neighbor regressors in [14] , where the variance of the target value of the k neighbors was one of several proposed estimates of difficulty. The main question of this study is whether or not this is an effective approach for forests of regression trees.
In ICP, it is imperative that the nonconformity scores are calculated in the same way for the calibration instances and the test instances. Unfortunately, in previous studies, the use of out-of-bag instances for calibration has been employed without any theoretical justification. In fact, the out-of-bag instances have been treated as a regular calibration set, without any modification to the ICP procedure. In [8] , it was argued that calibrating on outof-bag instances leads to conservative conformal predictors, simply because the out-of-bag error overestimates the expected error of the random forest. In real-world situations, a conservative model is of course preferred to a model with a higher error rate than allowed by the significance level. However, it must be noted that in order to maximize efficiency, the expected error rate should not be less than one minus the confidence level. With this in mind, we will in this study analyze the general procedure of using out-of-bag estimates for calibration, both theoretically and empirically. A specific goal is to investigate necessary modifications to the straightforward use of out-of-bag instances for calibration, in order to calculate scores for calibration and testing in the exact same way, i.e., to guarantee exchangeability.
The main contributions of the paper are: 1 -a large-scale empirical investigation comparing the use of variance as an estimate of difficulty for conformal regression forests to the current state-of-the-art, i.e., using knearest neighbor for difficulty estimation -a theoretical investigation of the standard approach to using out-of-bag instances as a substitute for a separate calibration set -a modified procedure for using out-of-bag instances for obtaining calibration scores, which is shown to ensure exchangeability -an empirical comparison of the standard and modified procedures when using variance as a measure of difficulty.
In the next section, we formalize the conformal regression framework. In Section 3, we describe the current state-of-the-art approach for conformal regression, i.e., random forests using out-of-bag errors of neighboring instances, as well as the proposed variance-based approach, which instead of employing the nearest-neighbor procedure uses the variance of the predictions made by the individual trees to normalize the prediction regions. The setup for, and the results from, the empirical investigation are presented in Section 4. The use of out-of-bag instances for the calibration is then investigated theoretically in Section 5 and a modified procedure is proposed, analyzed and evaluated, in order to address the issue with nonconformity scores not being identically distributed for out-of-bag instances and test instances. Finally, we summarize the main conclusions and outline directions for future work in Section 6.
Background
Predictions of a conformal regressor take the form of real-valued intervals (a, b), where P (a ≤ y ≤ b) ≥ 1 − δ for a test pattern x with true output value y and a user-specified significance level δ. To produce such prediction intervals, a conformal regressor utilizes a nonconformity measure, which is a real-valued function that measures the strangeness of an example (x, y). This nonconformity measure is typically based on the prediction error of a traditional machine learning model, called the underlying model of the conformal regressor. Based on the nonconformity scores of examples with known labels, a conformal predictor uses hypothesis testing to reject (or fail to reject) tentative output valuesỹ ∈ R at significance δ. For regression problems, the nonconformity measure is most often simply the absolute prediction error [12] [13] [14] , i.e.,
where h is the underlying model trained on the problem in question, e.g., a regression tree, a neural network or an ensemble model. To train an inductive conformal regressor, the following procedure is used:
1. Divide the training set Z = {(x 1 , y 1 ), ..., (x l , y l )} into two disjoint subsets, Z t (a proper training set) and Z c (a calibration set) such that: (δ) ). This is the maximum error made by h on x l+1 with confidence 1 − δ.
If the nonconformity measure in (1) is used, the predictive step simply translates into a prediction region for x l+1 being constructed aŝ
since, with probability 1 − δ, the underlying model h will not make an absolute prediction error greater than α s(δ) . It must be noted that when using (1) and (2), the conformal regressor will, for any specific significance level δ, always produce prediction intervals of the same size for every x l+1 ; i.e., the distance between the error bounds will not be dependent on properties of a specific test instance. It is, however, possible to introduce normalized nonconformity measures, where the absolute error is divided by a term σ i that is dependent on the prediction instance, usually corresponding to the estimated difficulty of the underlying model for making a correct prediction for that instance; see e.g., [12, 14] :
With normalized nonconformity measures, the prediction interval for
The motivation for employing normalized nonconformity functions is that instances estimated to be easier to predict will be assigned narrower intervals than instances that are judged to be more difficult. It should be noted that there are several ways to estimate the difficulty; one suggestion is to train another model for predicting the errors; see e.g., [12] . Other approaches use properties of the underlying model; see e.g., [14] .
Methods
In this section, we describe the approach for regression conformal prediction using random forests. In particular, we describe three nonconformity measures that will be compared in the empirical investigation: i) a standard (non-normalized) nonconformity measure, ii) a nonconformity measure where the difficulty is estimated by the average error of the nearest neighbors, which was shown to result in state-of-the-art performance in [8] , and iii) a variance-based nonconformity measure, originally proposed for k-nearest neighbors in [14] , which previously has not been evaluated for random forests.
Regression conformal prediction using random forests
A random forest [5] is an ensemble consisting of random trees, which are decision trees generated in a specific way. In order to introduce the necessary diversity, each random tree is trained on a bootstrap replicate [4] , and only a randomized subset of the attributes are available for the algorithm when optimizing each interior split. The instances that were missing in the bootstrap replicate, for a specific tree, are said to be out-of-bag (oob) for that tree. In this study, and similar to [8] , we will investigate nonconformity functions that are based on absolute errors, see (1) and (3), where oob instances are used for calculating calibration scores, instead of using a separate calibration set. This means that for each instance in the original training set, only those trees in the generated forest for which the instance is oob, are used for generating the prediction, i.e., instead ofŷ i = h(x i ) in (1) and (3), where h is a random forest,ŷ i = h i (x i ), where h i ⊆ h. The expected number of trees used to form an oob prediction is approximately 0.368 of the original number of trees, since the probability of including a training example in a bootstrap replicate is about 0.632 [4] , leading to that prediction errors on the oob instances can be expected to be at least as large as for independent test instances when using the entire forest, since the underlying model used for the calibration is weaker. Hence, as argued in [8] , calculating nonconformity scores using oob instances can be expected to not exceed, but also to not reach, the determined error level, or in other words, to sacrifice efficiency by outputting too conservative predictions. In Section 5, we analyze this conjecture more thoroughly. It should be noted that since all training data can be used for constructing the underlying models, these are typically stronger than the corresponding models trained on a subset, i.e., when excluding the calibration instances, something which was demonstrated in [8] to result in significant efficiency improvements.
Non-normalized nonconformity measure
The first nonconformity measure employs (2), i.e., there is no normalization, so all prediction regions will have identical sizes. It must be noted, however, that out-of-bag instances are used for the calibration instead of a separate calibration set, making it possible to use all available instances for both the training and the calibration. More specifically, when producing the nonconformity score for a calibration instance z i , the ensemble used for producing the predictionŷ i consists of all trees that were not trained using z i , i.e., z i was out-of-bag for those trees.
Nearest-neighbor-based normalization
The second nonconformity measure employs normalization using (3), i.e., the sizes of the prediction regions vary depending on the estimated difficulty of the instances. Inspired by nonconformity measures proposed for k-nearest neighbor classifiers [14] , this nonconformity measure estimates difficulty by the (out-of-bag) error of the k nearest neighbors, with the obvious motivation that low errors for neighboring instances imply a relatively easy part of the feature space. The exact number of neighbors to use is optimized (between 1 and 45) for each training set (more precisely, for each fold, when performing cross-validation), and the k resulting in the smallest average interval size of the resulting conformal regressor is chosen.
The resulting nonconformity measure for an instance (x i , y i ) is
where μ i is an estimate of the difficulty and β is a parameter, used to control the sensitivity of the nonconformity measure. The difficulty estimate for this particular nonconformity measure is the average, distance-weighted, out-of-bag error of the k nearest neighbors, i.e.,
where {o 1 , . . . , o k } are the out-of-bag errors of the k nearest neighbors and {d 1 , . . . , d k } are the Euclidean distances of the nearest neighbors to x i plus a small term (to avoid division by zero). Using this nonconformity function, the prediction intervals becomê
When used with random forests and out-of-bag calibration, this nonconformity measure was in [8] shown to outperform all competing approaches, including conformal regressors based on neural networks [12] and k-nearest neighbors [14] . Hence, this particular configuration may be considered as the current state-of-the-art for inductive conformal regression.
Variance-based normalization
The third, and last, nonconformity measure estimates difficulty by the variance of the predictions of the individual trees in the forest. The motivation for this difficulty estimator is that for easier instances, one may expect a higher degree of agreement among the trees in the forest. This nonconformity measure has, again, been studied in the context of k-nearest neighbor regressors [14] , but has not previously been investigated for conformal regression forests. This measure is on the same form as the previous (5), but where μ i now corresponds to the variance of the individual predictions for an instance (x i , y i ), i.e.,
where {p 1 , . . . , p s } are the predictions of the trees in the forest for which the instance (x i , y i ) is out-of-bag. Using this nonconformity measure, the prediction intervals are, as for the previous measure, calculated using (7).
Empirical evaluation
In this section, we first describe the experimental setup, i.e., what algorithms, datasets and performance metrics have been chosen, and then report the results from the experiment.
Experimental setup
For the empirical investigation, all competing methods were re-implemented in the Julia language, 2 and a large-scale study, using 33 publicly available data sets from the UCI [1] and Delve [15] repositories, was performed. The considered data sets are small to medium sized, ranging from approximately 500 to 10000 instances. To allow for comparing sizes of prediction regions with the entire output space, the target variable was normalized for each dataset usingỹ
where y max and y min are the highest and lowest output values, respectively, for the dataset. The same normalization was employed also for each input variable, to avoid choice of scale having an impact when calculating Euclidean distances for the nearest-neighbor-based nonconformity measure. The latter has neither any effect on the other nonconformity measures nor on the underlying random forest models, i.e., the predictive performance is unaffected.
Regarding parameter values, similar settings as in [8] were employed for all data sets and methods. Specifically, all random forests consisted of 500 random trees, the sensitivity parameter β was set to 0.01 while the parameter was set to 0.001. A ten-fold crossvalidation scheme was adopted with all reported values being averaged over the ten folds. Results are reported for three confidence levels: 90 %, 95 % and 99 %.
For each method and dataset in the experiments, the error rate, i.e., the fraction of target values in the test set that fall outside the predicted regions, and the efficiency, i.e., the size of the predicted intervals, are measured. For a conformal predictor, the error rate should (in the long run) not exceed one minus the chosen confidence threshold. Hence, by investigating the error rate, we may confirm (or reject) that this actually holds for a certain predictor. Given that we have a set of regression conformal predictors, the perhaps most interesting aspect to compare is the size of the predicted regions, as this directly corresponds to how informative these regions are. Such a comparison could be done in different ways, e.g., comparing extreme values, but we have similar to [8] opted for comparing the average sizes over all prediction regions.
In order to allow for a comparison of the computational cost for generating and applying the different nonconformity measures, i.e., during training and testing, respectively, the CPU times for these activities were recorded, separately from the time taken to build the forests and obtaining predictions from the individual trees. In the experiment, a DELL T7910 with two 14-core 2.6 GHz CPUs (E5-2697v3) with 64 GB RAM was employed. The generation and application of all nonconformity measures was performed on a single core only, while the forest construction and predictions utilized all cores in parallel. 3 To analyze any differences in efficiency between the two normalized approaches, the correlation coefficient between the estimated difficulty of the test instances and the actual prediction error are reported for each method. The expectation is that a higher correlation leads to more efficient predictions. Table 1 shows the error rates, i.e., the fraction of test instances for which the true target value falls outside the predicted region, of three methods utilizing different nonconformity functions: using no normalization (M1); using nearest-neighbor normalization (M2); and, using variance-based normalization (M3).
Experimental results
Looking at these results, it is apparent that all three methods behave as expected for valid predictors: the error rates, for each data set, lie close to the predetermined significance level. A statistical analysis of the error rates at the three confidence levels presented (90 %, 95 % and 99 %), using a Friedman test followed by a Nemenyi post-hoc test (with alpha=0.05) [6] , shows that: i) M3 has a significantly lower error rate than both M1 and M2 for the 90 % level, ii) M3 has a significantly lower error rate than M1 for the 95 % level, and iii) M3 has a significantly lower error rate than M2 for the 99 % confidence level. Hence, the variance-based approach clearly seems to be the most conservative of the three methods.
Looking at the interval sizes tabulated in Table 2 , while remembering that the output was normalized so that an interval size of 1.0 would cover the entire range of the target values, it can be seen from the averaged values that the best method at the 90 % confidence level returned prediction regions covering, approximately, 21 % of the range. The corresponding average values for the 95 % and 99 % confidence levels are (approximately) 26 % and 38 %, respectively. Clearly, these prediction regions must be considered informative. An analysis of the interval sizes, using the same statistical test as earlier, reveals that there is no significant difference between M2 and M3 for any of the three confidence levels, while both M2 and M3 result in significantly smaller interval sizes than M1 for all three confidence levels (with p-values much smaller than 0.01). Table 3 displays execution times for the three different methods tested. First listed is the total time (in seconds) for the tasks common to all methods of training the underlying model (random forest), collecting out-of-bag predictions and obtaining the individual predictions for the test instances. As expected, only small variations are observed, since these tasks are identical for all three approaches. 4 Second, the total number of seconds required to generate the nonconformity measure using the out-of-bag instances is listed. Here, there is a clear difference between the three methods. M1 requires only that the errors on the out-of-bag instances are computed and ordered, which is a fairly quick operation. M2, on the other hand, requires an extra (particularly costly) step of making, for each out-of-bag instance, an additional prediction using the nearest-neighbor procedure to calculate the normalization term of the nonconformity measure. Finally, M3, for which normalization does not require any additional predictive step, the calculation of nonconformity scores comes with very little overhead compared to the non-normalized variant M1.
Listed in the third column is the total time (in seconds) required to calculate prediction regions for the test set. Again, the time required for making predictions using the variancebased M3 is only marginally longer than for the non-normalized M1, while M2 again incurs a very large overhead. It should be noted that the observed execution times are dependent on the particular implementation of the algorithms, and possibly some of the performance differences could be reduced by carefully optimizing the code. However, there is an inherent difference in computational complexity of the underlying algorithms, which will not disappear even with smarter implementations. Comparing the computational cost that is specific to performing conformal prediction, i.e., not including the time for building and obtaining predictions from the underlying model, the variance-based approach is in this experiment several orders of magnitude faster than the nearest-neighbor approach (the former is on average over twenty thousand times faster than the latter) and this gap will most likely remain wide even with a substantially more efficient implementation of the k-nearest neighbor procedure. Finally, in order to investigate how well the difficulty estimates employed by the nearestneighbor and the variance-based approaches actually work, we investigated the correlation coefficients between μ i +β and the test error for the two normalized approaches. The results are displayed in Table 4 . When testing for significant differences, the p-value is 0.056 in favor of M3 over M2, hence indicating that variance in fact may be a more effective way of ordering instances according to expected test error than employing the nearest-neighbor procedure. This difference obviously does not directly carry over to a corresponding difference in region size, as the latter was found above to be insignificant (Table 2) . However, the importance of correctly ranking the instances according to difficulty is demonstrated by the fact that the method with the highest correlation coefficient of the two for each dataset, also produces the smallest average prediction region for 21 out of 33 cases. The probability of observing this (or a larger) number is only 0.081, if the resulting region size would be independent of this correlation.
On the use of oob instances for calibration
The overall purpose of using out-of-bag instances for calibration is, as described above, to be able to use all available labeled data for both training of the underlying model and calibration. This procedure is, however, not identical to standard ICP, so it not obvious that the usage of the out-of-bag instances as a calibration set will provide the guarantees associated with ICP. In the following subsection, we perform a theoretical analysis of out-of-bag calibration and show that some modifications are indeed necessary to obtain well-calibrated conformal predictors. Specifically, the procedure must make sure that a test instance is treated identically to a calibration instance when the nonconformity score is calculated. Finally, we describe exactly how this can be accomplished by making some minor adjustments to standard ICP.
Theoretical analysis
Conformal predictors are automatically valid when the scores generated by the nonconformity measure are exchangeable. This clearly holds for inductive conformal predictors, since both the calibration instances and the test instances are drawn from the same underlying distribution and the same nonconformity measure, which is defined independently of the drawn samples, is employed for each instance, resulting in identically distributed scores for both the calibration and test sets. The situation is different, however, if we instead of using a separate calibration set, use out-of-bag predictions when calculating the nonconformity scores.
Let α 1 , . . . , α l be the nonconformity scores obtained from the training instances z 1 = (x 1 , y 1 ) , . . . , z l = (x l , y l ), where each α i is calculated according to
where h i is a subset of the random forest h for which z i is out-of-bag, i.e., a subset of the trees that are generated independently of z i , and where σ h i ,x i is an estimate of the difficulty, dependent on the model and input features, e.g., the variance of the individual predictions in the forest. When calculating the nonconformity score for a test instance z l+1 , the most straightforward approach is to simply calculate the score using h, i.e., the entire forest, since the test instance is out-of-bag for all trees:
However, the nonconformity scores of the calibration (oob) and test instances are then not necessarily identically distributed. This follows from that one can expect the numerator (prediction error) of (11) to be smaller than that of (10), since h i contains only a fraction (on average approximately 0.368) of the trees contained in h. Moreover, the denominators (the difficulty estimates) of (10) and (11) can also be expected to be distributed differently, e.g., since the variance is typically larger for larger forests, see e.g., [2] .
A candidate remedy for this would be to calculate the nonconformity score of a test instance as
where h l+1 is a pseudo-out-of-bag sub-ensemble, i.e., a randomly selected sub-ensemble containing ≈ 0.368 of the total number of trees. However, this does not completely resolve the issue, since the trees in such a random subset may still be constructed from all (l) training instances, and hence will have access to more information, compared to the forests applied to the calibration (oob) instances, where each forest is generated from at most l − 1 training instances (all training examples except for z i , for any given h i ). The suggested procedure is to instead do the following when making a prediction for a test instance z l+1 :
1. Select one of the calibration (oob) instances randomly, i.e., z r ∈ {z 1 , . . . , z l } 2. Use the subset of trees in the forest for which the randomly selected instance is out-ofbag, i.e., h r , to generate both a point prediction, i.e.,ŷ l+1 = h r (x l+1 ) and an estimate of difficulty for the test instance, i.e., σ l+1 = σ h r ,x l+1 3. Use the nonconformity scores of the remaining calibration (oob) instances, i.e., {z 1 , . . . , z l } \ {z r }, the point predictionŷ l+1 and estimate of difficulty σ l+1 to derive the size of the prediction region for the test instance, according to (4) Proof We will show that the nonconformity score of the test instance is drawn from the same distribution as the score of the randomly selected calibration instance. Since the latter is exchangeable with respect to the scores of the remaining calibration instances, it follows that the score for the test instance and the remaining calibration scores are also exchangeable. Both z l+1 = (x l+1 , y l+1 ) and z r = (x r , y r ) are drawn from the same underlying distribution and since h r and σ are generated without access neither to z l+1 nor z r , it follows that h r (x l+1 ) is identically distributed to h r (x r ) and that σ h r ,x l+1 is identically distributed to σ h r ,x r . Since y l+1 is identically distributed to y r , it follows that α l+1 is identically distributed to α r .
Corollary 1 The above procedure is valid.
Proof Let α s(δ) be the lowest value in C = {α 1 , . . . , α l } \ {α r }, such that |{α i : α i ≤ α s(δ) &α i ∈ C}|/(l − 1) ≥ 1 − δ, where 1 − δ is the confidence level.
Then P (y l+1 ∈ h r (x l+1 ) ± σ h r ,x l+1 α s(δ) ) = P (y r ∈ h r (x r ) ± σ h r ,x r α s(δ) ), since y l+1 is identically distributed to y r , E(h r (x l+1 )) = E(h r (x r )) and E(σ h r ,x l+1 α s(δ) ) = E(σ h r ,x r α s(δ) ). Since P (y r ∈ h r (x r ) ± σ h r ,x r α s(δ) ) ≥ 1 − δ, it follows that P (y l+1 ∈ h r (x l+1 ) ± σ h r ,x l+1 α s(δ) ) ≥ 1 − δ.
The original and adjusted procedures for conformal prediction using out-of-baginstances differ mainly in the way in which nonconformity scores are calculated for the test instances; the way in which the scores are calculated for the calibration (oob) instances are the same, except for that one randomly chosen score is removed by the adjusted procedure.
This means that the value chosen from the calibration scores to calculate prediction intervals, i.e., α s(δ) , will be approximately the same. Although the expected error of the point predictions vary between the approaches, i.e., the error of the original approach is expected to be lower since a stronger underlying model (with more trees) is employed, this does not affect the efficiency, i.e., the width of the prediction intervals, since the latter is determined only by α s(δ) and the difficulty estimate σ . When estimating difficulty by variance, i.e., spread in the predictions, a larger value is expected when using the whole forest compared to when using a subset, which leads to wider intervals for the original procedure compared to the adjusted. 
Empirical analysis
In this section, we empirically compare the unadjusted variance based approach, labeled M3 throughout the paper, and the adjusted variance based approach, labeled M4, which employs the procedure described in the previous section, which for each test instance randomly selects one of the training instances and uses the trees for which it is out-of-bag to form the prediction. In Table 5 , the error rates of the unadjusted (M3) and the adjusted approach (M4) are compared using the confidence levels ∈ {0.90, 0.95, 0.99}. Using a Wilcoxon sign rank test on each pair of results, it turns out that the adjusted approach (M4) is significantly (at the 0.05-level) less conservative than the unadjusted (M3) for all confidence levels tabulated in Table 5 . In fact, the results indicate that error rates of M4 are very close to what can be expected for the considered confidence thresholds. The consequence of M4 being less conservative can be seen in Table 6 , where the region sizes of M4 is significantly smaller than M3, using the same statistical test, for all confidence levels, which is in agreement with the above theoretical analysis.
While the adjusted approach turns out to produce significantly more efficient conformal predictors, the predictive performance of the underlying models is affected as well. Table 7 shows the mean squared error (MSE) and the (Pearson) correlation coefficient of the underlying models.
The Wilcoxon sign rank test shows that the predictive performance of the underlying models, in terms of both MSE and correlation, is significantly worse when employing the proposed adjustment (M4) than when using the original ensemble (M3). This may not be very surprising considering the fact that when using the adjusted approach, approximately only a third of the trees in the ensemble are used to form a prediction.
Concluding remarks
In this paper, we have presented a large-scale empirical evaluation of conformal regression approaches using random forests with out-of-bag calibration. We have compared a variancebased nonconformity measure, which has previously not been evaluated in this context, to a standard (non-normalized) nonconformity measure as well as to one measure based on k-nearest neighbors, which previously was found to give state-of-the-art performance in terms of efficiency, i.e., average size of prediction regions. The experimental results in this study show that both the nearest-neighbor-based and the variance-based measures significantly outperform the non-normalized measure, while no significant difference in efficiency between the two normalized approaches is observed. Moreover, the evaluation shows that state-of-the-art performance is achieved by the variance-based measure at a computational cost that is several orders of magnitude lower than when employing the nearest-neighborbased nonconformity measure. We have also investigated the use of out-of-bag calibration theoretically, specifically highlighting the fact that nonconformity scores are distributed differently for calibration and test instances.
An adjustment to the procedure for making predictions was proposed and shown to ensure exchangeability. Theoretical arguments for why the adjustment can be expected to lead to efficiency improvements were provided, which were supported by an empirical investigation. For conformal regression forests, the variance-based nonconformity measure can hence be concluded to be a computationally efficient and theoretically well-founded alternative to the nearest-neighbor procedure.
There are several possible directions for future research. One direction concerns refining the rather straightforward difficulty estimate further, e.g., by not only considering variance of the ensemble member predictions, but also estimates of uncertainty for the individual predictions. Other directions for future research include investigating ways of combining several different difficulty estimates and evaluating the alternative nonconformity measures for other ensemble approaches for which out-of-bag predictions can be obtained. Comparing the suggested out-of-bag calibration procedure to other inductive methods that circumvent the need for a separate calibration set, e.g., cross-conformal predictors and bootstrap conformal predictors [16] , both analytically and empirically, would also be of interest. Finally, adapting the suggested method for classification should be considered-as of now, there are no approaches to conformal classification utilizing normalization.
