The coverage path planning (CPP) problem, is a problem belonging to a subfield of motion planning where the goal is to compute a complete coverage trajectory from initial to final position, within the robot workspace subjected to a set of restrictions. This problem has a complexity NP-complete, and has no general solution. Moreover, there are very few studies addressing this problem applied to aerial vehicles. Previous studies point out that the variable of interest to be optimized is the number of turns. Thus, by minimizing the number of turns, it can be ensured that the mission time is likewise minimized. In this paper, an approach to optimize this cost variable is proposed. This approach uses a quite novel algorithm called Harmony Search (HS). HS is a meta-heuristic algorithm based on jazz musician's improvisation through a pleasant harmony. Finally, the results achieved with this technique are compared with the results obtained with the previous approach found in the literature.
covered. The effect of this factor is appreciated in the duration of the mission, 11 which appreciably decreases [1] .
12
When multiple robots are used, a previous decomposition of the eld to 13 cover is required. Two approaches are commonly used: exact cell decomposi-14 tions [2, 3] and approximate cell decomposition [4] . After this task, the path 15 for every vehicle to cover the area assigned is computed.
16
There are a few references concerning this planning. One of them is the Another approach that reports a solution to the problem of area coverage 2 by using multiple UAVs applied to crop-dusting was presented by Moon 3 and Shim, [1] . Independently of the two algorithms presented in order to 4 perform the decomposition of the area, a procedure that selects points inside 5 the sampled set is employed to obtain a coverage trajectory. In the first case, 6 the resulting area coverage path is generated by using a spiral from outside 7 to inside, with no restrictions, which can be a problem in large areas if the 8 UAV runs out of fuel. The second case is based on a well-known exact cell 9 composition method that uses simple back and forth motions to cover the 10 areas. In any case, the provided results are only referred to simulations. The area coverage problem oriented to mosaicking missions can be ab-4 stractly described as follow: Given, to an image sample, thus dim(P ) = dim(C); function can be given as follow,
1 Roll, Pitch, Yaw 6 where,
and K i are weights such that,
Finally, for each quad-rotor of the fleet an optimal trajectory can be The approach proposed is based on the meta-heuristic algorithm denoted 
The algorithm can be synthesized in five steps:
Step 1, Initialize HM;
1
Step 2, Improvise a new harmony vector x = {x 1 , ..., x N } from the HM Step 2, or else return the best solution. In order to address the aerial CPP problem with HS algorithm, the main 10 body of the optimization algorithm had to be adapted according to the for-11 mulated problem in the previous subsection. In the following lines, the step-12 by-step procedure of the algorithm is described.
13
As previously explained, HM is the main body of the HS algorithm. The decision variable is a real number that identifies the cell to be visited by the 17 aerial robot. This is a way-point coordinate, where a picture is going to be 18 taken, such that X i ∈ P with i = 1, .., n, where n = dim(P ) (shown in Figure   19 9 2). 
HM initialization 7
The first step of the HS algorithm is the initialization of the HM. In size is less than the number of decision variables, it means that the node 6 expansion has stopped without passing through all the nodes. Consequently, 7 that incomplete candidate vector is discarded. 
New harmony vector improvisation 9
An iterative process called improvisation starts after generating HM through 10 the method previously described. In order to ensure the permutation of the 11 Harmony vector, the new vector must be carefully obtained by slightly chang-12 ing the mechanism of the conventional HS algorithm.
13

As in
Step 2, each element of the new vector x is either selected from the 1 HMCR or 1-HMCR probability respectively. In the following paragraphs, the 2 mechanism for each probability will be explained in detailed.
3
In the conventional HS algorithm a new x i value is randomly chosen with an x i value is typically chosen from the ith column of the HM with HMCR 6 probability. In the present approach, the same reasoning is applied. However, 7 the trajectory continuity must be ensured, which means that jumps over the 8 cells are not allowed.
9
The problem can be solved as follows: a new x i value is randomly chosen 10 with 1-HCMR probability from the set of the nearest neighbors of that deci- 
Besides the aforementioned occurrences, if the probability falls on HMCR,
18
it has to be checked again that a new pitch adjusted (PAR) is required or a 19 new value from the decision variable remains unchanged (1-PAR). subtracting a unit in the admissible neighbors set (see Eq. 6).
HM update is to stop the optimization process when a determinate criterion is achieved.
17
After some iterations, the stop criterion can be set to reach a reasonable 18 number of turns, or even a determinate number of iterations. Since the goal is to improve the results obtained with the wavefront planner with back-1 tracking approach. After successfully obtaining less than one turn than in 2 the previous approach, the stop criterion was set to stop in 100 iterations.
3
It was experimentally proven that the best solution settles before that value.
4
The stop criterion was initially set to stop when the number of turns de- 
RESULTS
10
As previously mentioned, the case study presents a vineyard parcel lo- maintained. However, it can be easily noticed that the trajectory is already 7 fully optimized and there is no change that a trajectory can be computed 8 with less turns. Regarding, the computation time, it can be observed that 9 slighty increased. However, on the one hand, this planning is off-line, and 10 on other hand, the worst case required is 13s, which is an acceptable com-11 putation time considering the complexity of the problem, as enhanced in [6] .
12
Thus the computation time is useless to be considered as a drawback in this 13 approach. 
14
CONCLUSIONS
15
In this paper, a new approach to improve coverage trajectories was suc-16 cessfully employed. A novel algorithm denoted by Harmony Search was stud-ied to be applied to the optimization of agricultural management tasks.
1
The results obtained with HS algorithm was compared with a former ap- significantly by holding the former start and goal positions set previously.
7
Although, the computation time is greater than in the previous approach, it 8 is an affordable cost, since the mission planner's aim is not to work on-line.
9
Moreover, the presented approach can be employed to plan aerial coverage UAVs. In addition to this, and not less important, it optimize the usage of 14 resources and the economical cost involved in the mission.
15
This meta-heuristic algorithm is potentially a valuable method when em-
16
ployed in optimizing problems with high complexity. In such manner, the 17 present approach can be extended to other problems of PA practices where 18 autonomous robotic systems could be applied. 
