This paper describes recent work on the "Crosswatch" project [7] , which is a computer vision-based smartphone system developed for providing guidance to blind and visually impaired travelers at traffic intersections. A key function of Crosswatch is self-localization -the estimation of the user's location relative to the crosswalks in the current traffic intersection. Such information may be vital to users with low or no vision to ensure that they know which crosswalk they are about to enter, and are properly aligned and positioned relative to the crosswalk. However, while computer vision-based methods have been used [1, 9, 14] for finding crosswalks and helping blind travelers align themselves to them, these methods assume that the entire crosswalk pattern can be imaged in a single frame of video, which poses a significant challenge for a user who lacks enough vision to know where to point the camera so as to properly frame the crosswalk.
INTRODUCTION AND RELATED WORK
Traffic intersections are among the most dangerous places that blind and visually impaired travelers encounter. Standard orientation and mobility techniques (such as using the white cane to determine the location of the curb cut adjoining a crosswalk, or listening to traffic sounds to infer the timing of the traffic lights) provide valuable information [15] , and at some intersections accessible pedestrian signals (APS) [4] provide walk light timing information in an audible form. Unfortunately, much important information about the layout of the intersection, the timing of the traffic lights, and the traveler's alignment and orientation relative to a desired crosswalk may be difficult or impossible for him/her to determine without vision.
One technology that is very useful for self-localization at traffic intersections and other locations is GPS. While GPS localization accuracy is sufficient to determine which traffic intersection the traveler is standing at (and in some cases even which corner of the intersection), it is limited in urban settings, near buildings, trees and bus stops, where errors due to reflections and signal dropouts prevent accuracy being better than within a few street addresses [6] ; thus GPS cannot offer direct assistance in knowing where it is safe to cross.
Computer vision is a natural choice of technology to infer the presence and location of crosswalks in the traveler's environment, since this function nicely complements the information provided by GPS. There is a variety of work (e.g., [16] ) on computer vision-based selflocalization, including a system [11] that infers location based on the detailed appearance of the skyline and a realtime system [3] that infers location from panoramic images on mobile devices. However, such systems require the use of detailed 3D models of urban environments, which are complex, memory-intensive and may be difficult to acquire.
Instead of relying on a complex 3D model we chose to harness a simple and readily available 2D model of the urban environment based on satellite imagery such as can be obtained freely from Google Maps. In addition to its simplicity, the 2D image model of the intersection has the added advantage of providing metric information relative to the specific features that matter to a blind or visually impaired traveler -namely, crosswalk marking patterns. By contrast, a 3D model consisting of features extracted from buildings, vegetation and other environmental structures is likely to contain few crosswalk features, which necessitates additional information to locate the crosswalk features relative to the model. Past work on the Crosswatch project [7, 8, 9, 10] and the work of Ahmetovic et al. [1] also analyze 2D images to detect and locate crosswalks, but these projects have the limitation that they analyze images one at a time. This limitation forces the user to capture the entire crosswalk of interest in a single video frame, which can be challenging for users who don't have enough vision to know where to point the camera.
To overcome this limitation, we analyze an entire 360° image panorama, acquired on the smartphone, which does not require the user to point the camera accurately. The acquisition of the panorama is facilitated by real-time tactile feedback to help the user hold the camera horizontally even without being able to see the image in the camera viewfinder. The image panorama is then warped into an aerial (overhead) view of the intersection near the user, which can be matched to a template of the intersection obtained from satellite imagery. The match can then be used to verify the presence of the crosswalk(s) in the panorama and to determine the location of the user relative to the crosswalk.
Finally, we mention that related work (e.g., [2, 10] ) has also been done on using computer vision to detect and report the status of traffic signals such as walk lights and traffic lights, which has great potential for use in the great majority of intersections that lack accessible pedestrian signals.
OVERALL APPROACH
Self-localization requires imagery taken by the user to be matched to a template of the traffic intersection. (We assume that GPS has sufficient resolution to determine the intersection that the user is standing at, but not necessarily which corner, and certainly not the user's precise location relative to the crosswalks.) The template for this specific intersection is then used for self-localization. In this section we provide an overview of how this is done.
First, a full 360° image panorama is acquired by the smartphone user, using a simple app that was developed previously [8] to acquire a sequence of VGA images, such that one image is taken roughly every 20° of bearing as the user stands in place and rotates clockwise. Tactile feedback is issued to warn the user any time the camera is held sufficiently far from horizontal. The accelerometer and magnetometer measurements are saved for each image in the sequence, and these measurements are used to estimate bearing (i.e., azimuth relative to magnetic north) and camera pose.
The image sequence is then stitched into a 360° cylindrical panorama [13] offline using commercially available stitching software. Next we model the traffic intersection near where the user is standing as a ground plane that is horizontal (relative to gravity); this model is approximately accurate even when the streets adjoining the intersection are on a hill, since the intersection area itself is constructed to be as horizontal as possible. The approximate height of the camera from the ground is measured for each user (and is fairly constant for each person). Knowledge of camera height, in conjunction with the accelerometer and magnetometer readings for images in the panorama sequence, allows us to unwarp the panorama into an aerial (overhead) view image, which is centered at the estimated location of the user's feet. The magnetometer readings also determine the bearing of the camera for each image; the bearing is measured relative to magnetic north but can easily be translated relative to geographic north using knowledge of the local magnetic declination. The aerial image is orientation normalized by rotating it such the "up" direction in the image is aligned to geographic north. Finally, this procedure yields an aerial image whose scale is determined (e.g., in meters per pixel).
The aerial image must be matched to a template of the traffic intersection to determine the user's current location in the intersection. For each intersection of interest, this template is obtained from Google Maps satellite images by manually segmenting out the crosswalk stripes; in the future manual segmentation can be replaced by an automated procedure and/or the use of crowd-sourcing, which will make it practical to obtain templates for many intersections. (Crowd-sourcing has already been successfully applied to the related problem of providing information about a visually impaired person's surroundings, as is performed with the "VizWiz" iPhone app [5] .) Like the final aerial image, the template image is oriented such that the "up" direction in the image points toward geographic north, and the scale of the image is specified (in meters per pixels), which facilitates direct comparison between the aerial image and the template.
Our approach should apply to any standard crosswalk marking pattern, and should work even in intersections without crosswalks in which a single limit line is painted for each road entering the intersection (indicating where cars should stop). However, as this is work in progress we decided to apply it first to the "two-stripe" (two transverse lines) crosswalk marking, shown in Fig. 1 , which is a type of crosswalk that is both more common and less visible than the "zebra" (continental) crosswalk that has received more emphasis in past work on computer vision-based crosswalk detection (e.g., [14] ). Finally, we note that our current system prototype performs all computer vision processing offline, but in the future we will develop a system that runs entirely on the smartphone. This system will provide real-time feedback where necessary (e.g., in alerting the user when the camera is no longer held horizontal) and will respond with acceptable delays for other types of information; for instance, after the panorama is acquired, the computer vision processing could be done on the smartphone CPU or uploaded to the cloud for self-localization results in several seconds or less.
ALGORITHM DETAILS AND EXPERIMENTAL RESULTS

Image panorama acquisition
Following the procedure reported in [8] , a blind or visually impaired user acquires an image panorama on a smartphone by standing in one place and slowly rotating clockwise (as viewed from above) as the system acquires a new VGA image approximately every 20° of bearing, saving a total of 18 images for one panorama. We created an Android app to perform this function [8] , with audio feedback to signal the acquisition of each image and to signal the successful completion of an entire 360° panorama. In the app, the current accelerometer and magnetometer readings are sampled several times per second. A simple accelerometer calibration procedure was performed before conducting the user experiments to increase the accuracy of the accelerometer readings by compensating for constant gain and offset parameters that slightly distort the raw x,y,z accelerometer components. (Currently we are not calibrating the magnetometer as well but may use such a procedure in the future.) Given the accelerometer and magnetometer readings, it is straightforward to estimate the three Euler angles (roll, pitch and yaw) for the smartphone, where the yaw (i.e., azimuth or bearing) is measured relative to magnetic north, and roll and pitch are measured relative to the horizontal plane (as defined by gravity).
To help the user hold the camera horizontal during the image acquisition process, we alert the user with tactile feedback (using the smartphone vibrator) any time the roll or pitch of the camera deviates sufficiently far from zero (i.e., horizontal); this user interface feature allows the user to vary only the camera yaw (i.e., bearing) without deviating significantly from horizontal. The feature is especially useful for totally blind users who may not otherwise know how horizontally they are holding the camera.
We recruited two completely blind volunteers to participate in our study, which was begun previously and reported in [8] . After following the IRB consent process, each volunteer was given a simple training procedure to acquaint him/her with the purpose of the study, the proper way of holding the smartphone and how to use the smartphone panorama app. Each volunteer practiced using the app indoors, where the experimenters could intervene in any way necessary to help him/her use the app properly. Then each volunteer was guided to two nearby (four-way) traffic intersections, where he/she was instructed to acquire a single panorama sequence for each corner of the intersection. Thus a total of eight panorama sequences were sampled by each volunteer; once the volunteer was handed the smartphone to acquire a panorama, the experimenters provided no assistance (but were ready to intervene if necessary to ensure the volunteer's safety).
Creation of image panorama
We used Microsoft ICE (Image Composite Editor, http://research.microsoft.com/enus/um/redmond/groups/ivm/ice/ ), a desktop application for performing automatic panoramic stitching (i.e., image mosaicking). Given the input images, the software automatically constructed a 360° cylindrical panorama for each image sequence (see Fig. 2 for an example). In addition to outputting the panorama as a single image, the software also provided relative estimates of the camera bearing (i.e., azimuth or yaw) for each image in the sequence, relative to the -180° to +180° range encompassed in the width of the panorama. Given the accelerometer and magnetometer readings for the first image in a panorama sequence, and the magnetic declination, the resulting absolute bearing estimate (relative to magnetic north) of the first image was used to estimate the bearing (relative to geographic north) of every pixel column in the panorama. Fig. 2 . An image panorama constructed using imagery acquired by a blind user. Notice the presence of two crosswalks (the "twostripe" type), which can be seen in the aerial view (Fig. 3) to meet at roughly right angles.
Despite the use of tactile feedback to help the user hold the camera horizontal during the image acquisition, the horizon line (defined by gravity) was not precisely aligned to the center row of the panorama. Thus we used the accelerometer and magnetometer readings from all the images in the sequence to estimate the horizon row for each pixel column in the panorama. As a result, we were able to determine the pitch (relative to the horizon defined by gravity) and yaw (relative to geographic north) for every pixel in the panorama image.
In addition to capturing crosswalk patterns that may not easily fit in a single camera image, we note that an additional benefit of the image panorama is that the image mosaicking process removes a variety of moving occluders in the image [13] , such as moving vehicles and pedestrians, thereby improving the likelihood that the crosswalk features of interest are visible.
Reconstruction of aerial view
We modeled the ground near the user's feet as a horizontal plane parameterized by an (a,b) coordinate system, where the origin (0,0) is at the user's feet. (This model is reasonably accurate, but of course any objects lying on or protruding from the ground, such as vehicles, pedestrians or fire hydrants, violate the assumption that the entire neighborhood lies on the ground plane.) Given the height of the camera, for any point (a,b) on the plane it is straightforward to determine the pitch and yaw relative to the camera center. (We represent the coordinates (a,b) in units of meters.) The pitch and yaw in turn determine the corresponding pixel location in the panorama, which means that we can map the intensity of the scene panorama in terms of (a,b). Thus we have a way of warping the panorama into an aerial (overhead) view (Fig. 3) . 
In our experiments a and b lie in the range [-L, L],
where 2L is the width of the aerial view region in meters. (L is typically set either to 5 or 10 in our experiments.) Any value of (a,b) that maps to a pixel location outside of the bounds of the panorama is set to intensity 0 in the aerial image. This explains the presence of a black, roughly circular region in each aerial view, which corresponds to the points near the user's feet that are too far below the horizon to be visible to the camera.
Note also that an aerial image only provides detail about a small portion of an entire traffic intersection, the area that lies close to where the user is standing. Moreover, the farther the points in the aerial image are from the origin, the more likely they are to be degraded by geometric distortion, which is caused by at least two sources of error: (a) error in the estimate of the Euler angles, which creates error in the estimation of pitch and yaw in the panorama; and (b) curvature in the road surface (which is a feature of most roads intended to facilitate water drainage), which is a violation of the ground plane assumption.
Creation of traffic intersection template
For each traffic intersection we created a template model as follows (Fig. 4) . A Google Maps satellite image of the intersection was downloaded (at maximum zoom to provide the finest resolution); note that Google Maps specifies the scale of the imagery in meters per pixel. A simple Matlab script was written allowing the experimenters to click on the image to segment out the crosswalk features in it. We did not strive for an accurate representation of the crosswalk stripe widths (which are approximately 30 cm in the intersections we analyzed), and thus represented each stripe as a straight-line segment. We note that in the future, templates could be created through a crowd-sourcing process [5] that recruits interested volunteers to make the appropriate annotations on Google Maps imagery, which could be accessed as a browser-based tool. This crowd-sourcing process could add a variety of useful information to what is contained in Google Maps, including right-of-way information and even subjective opinions about which crosswalk markings are safer or easier to traverse than others. The use of crowd-sourcing could also alert Crosswatch users to those cases in which information in templates is out of date or otherwise incorrect, which may happen due to errors in Google Maps imagery or when it has not yet been updated to reflect recent changes in the actual crosswalk markings.
Matching the aerial view image to the template
Features in the aerial image have approximately the same scale and orientation as their corresponding matches in the template, which permits a direct comparison between them in the matching process. Since the aerial image only contains detail about the intersection near where the user is standing, the matching process searches for how the aerial view should be translated (in the (x,y) image plane) to best align with the template.
We perform several steps of image processing to segment the crosswalk features from the aerial image. 1.) First, the image is binarized by comparing the intensity of a pixel with the average intensity of the pixels in its neighborhood, to identify pixels that are brighter than their neighborhood (a similar procedure was used in [12] ). 2.) Next, pixels corresponding to low intensity regions in the original image are removed from the binary image (crosswalk stripes have bright pixels). 3.) Border pixels of width 5 were set to intensity zero to prevent unwanted merging of pixels in the morphological operations (next step). 4.) Next, morphological operators are applied to remove small gaps in the crosswalk stripes. 5.) Connected components are extracted from the resulting binary map, with simple heuristics used to eliminate components that are very unlikely to belong to a crosswalk. These heuristics include the following: a) Aspect ratio: the ratio of the major axis length to the minor axis length of the connected component (in terms of the axes of the ellipse defined by the covariance matrix of the component). We discard those with too small an aspect ratio (i.e., components that are too "skinny"). b) Euler number: a measure of the number of holes. Components with too many holes are discarded. c) Area: Components that are too small are discarded. 6.) Since the crosswalk scene observed by the user and its corresponding aerial image is a subset of the entire template of the intersection, it is necessary to search for the crosswalk scene in the satellite image to obtain the geographic position of the user with respect to the satellite image. 7.) The binary image obtained from steps 1-4 is matched to the template by searching for the image (x,y) translation that leads to the minimum matching cost.
Here the matching cost is defined as the Hausdorff distance [13] between the two binary images. Rather than simply finding the value of (x,y) that minimizes the Hausdorff distance, a more robust procedure is used which finds the mean location about the pixels whose distance lies in the bottom 25% of distances.
Fig . 5 shows the resulting self-localization result from the matching procedure, which correctly identifies the user's location as being on the southeast corner of the intersection. 
Experimental results
We show experimental results on two more image panoramas using imagery acquired by the two blind volunteers described above. In some cases (e.g., Fig. 7 ), the orientation estimated in the aerial image deviates significantly from that of the template. While this problem needs to be addressed in the future (see next section), the matching is robust enough in some cases to arrive at a reasonable estimate of the user's location. 
CONCLUSION AND DISCUSSION
We have described work in progress that tackles the problem of crosswalk detection and self-localization, using image panoramas acquired by blind or visually impaired users. The image panorama is converted to an aerial (overhead) view of the nearby intersection, centered on the location that the user is standing at, so as to facilitate matching with a template of the intersection obtained from Google Maps satellite imagery. The matching process allows crosswalk features to be detected and permits the estimation of the user's precise location relative to the crosswalk of interest. We demonstrate our approach on intersection imagery acquired by blind users, thereby establishing the feasibility of the approach.
Our current results are based on a preliminary set of algorithms that need further work and testing to be improved. First, the segmentation process needs to be made more robust, and needs to be extended to include other types of crosswalks, such as the "zebra" crosswalk, which has wide stripes. Currently we are not using color information in our algorithms, but most crosswalk stripes are either white or yellow, and since the color could be assumed known in the template this constraint could be used to improve the segmentation. In addition, the matching process needs to be made more robust to the presence of outliers, missing points and geometric distortion. Moreover, while the process currently assumes the scales and orientations are identical in the aerial image and the template, this is not strictly the case, and some search over scale and orientation may be required to optimize the matching.
As mentioned previously, the creation of templates is somewhat time-consuming, and we will investigate methods for speeding up the process, and finding the relevant data in existing GIS (geographic information systems) and databases, or through the use of crowd-sourcing.
As an alternative to having users take image panoramas, which is a cumbersome process requiring them to stand in place and rotate in a full circle, we will also investigate the possibility of using wide-angle (e.g., fisheye) or catadioptric lenses (e.g., Kogeto: http://www.kogeto.com/). Such lenses could allow all the needed imagery to be acquired in a single video frame, but they have certain disadvantages as well, including the need for calibration, lower resolution relative to a full panorama, and the inconvenience of having to purchase and install an extra component on an otherwise off-the-shelf smartphone.
Even without the use of special lenses, in many cases a panorama far smaller than 360° (perhaps spanning 90-180°) should suffice for accurate localization results, and would be far more convenient than forcing users to stand in place and rotate in a full circle. This approach could be enabled by the use of the smartphone magnetometer, which would determine the approximate range of bearing needed to traverse a specific part of an intersection. (For instance, the user may know s/he wants to cross a specific street in an intersection in a specific direction, and the template of the intersection would determine the range of bearing needed accordingly.) A suitable user interface would then guide the user to sweep out the appropriate range of bearing to acquire the necessary imagery.
We will explore the possibility of augmenting the 2D image model of the intersection with 3D features from the environment. Compared with crosswalk features on the ground, such features may be less likely to be occluded by moving vehicles and pedestrians -and could even provide self-localization information at intersections that have no crosswalks at all.
Finally, we will need to improve the spatial resolution of our self-localization algorithms to permit detailed alignment information with respect to the crosswalk (as in [9] ). To do so, we will need to obtain ground truth localizations to objectively evaluate the performance of our algorithms.
