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Introduction

22
Intelligent transportation system (ITS) has been more and more popular in recent years.
23
Government applied ITS technique to provide several convenience services (e.g., garbage truck app 24 (GTA) [1] , bus app, public bicycle system, mass rapid transit system, and railway app) for residents.
25
For instance, GTA can provide the location information of garbage truck and arrival time of each stop 26 for reducing citizen's waiting time. For arrival time and stop-to-stop travel time prediction, some 27 approaches which included statistical methods, linear regression methods, and neural networks were 28 proposed and evaluated [1] [2] [3] . However, the computation power and time are needed by neural 29 networks. Although statistical methods and linear regression methods can provide the predicted 30 information quickly, the accuracy of predicted information may be lower when a larger variation 31 exists in historical records.
32
Therefore, this study proposes a garbage truck fleet management system (GTFMS) and data 33 feature selection and data clustering methods for travel time prediction. A GTFMS includes mobile 34 devices (MD), on-board units (OBU), fleet management server (FMS), and data analysis server (DAS).
35
OBU can detect the location and stop-to-stop travel time and send these records to FMS via cellular 36 networks. FMS can store these records from OBU into database. When user uses MD to request the 
42
The remainder of the paper is as follows. Section 2 proposes data feature selection and data 
Data Feature Selection and Data Clustering Methods
47
This study proposes data feature selection and data clustering methods which include seven 48 steps to analyse and cluster the records of travel time. The details of procedure are illustrated as 49 follows.
51
Step (1): Setting parameter
52
Step (1) sets the threshold of dependency ratio which is referred by cluster merging. When the 53 dependency ratio between clusters is higher than threshold, the clusters should be merged.
55
Step (2): Selecting data feature
56
An unanalysed data feature can be selected for clustering data and calculating the dependency 57 ratio between clusters. A data feature can have higher priority when the higher dependency ratio 58 exists between clusters which are clustered in accordance with the selected data feature.
60
Step (3): Clustering in accordance with selected data feature
61
The records can be grouped in accordance with the selected data feature in
Step (2), and the 62 centroid of each group can be calculated. For instance, when the selected data feature is "weekday",
63
the records are divided into seven groups.
65
Step (4): Calculating the dependency ratio between clusters
66
Step (4) calculates the dependency ratio between each two clusters in accordance with the 67 cumulative distribution function (CDF) of chi-square (χ2) distribution.
69
Step ( 
71
Step (5) 
75
Step (6): Checking unanalysed cluster
76
Steps (4) and (5) will be performed repeatedly until all clusters are analysed.
78
Step (7): Checking unanalysed data feature
79
Steps (2), (3), (4) and (5) will be performed repeatedly until all data features are analysed.
80
Implementation and Evaluation
81
In experimental environment, the records of travel time of garbage trucks in Hsinchu City
82
during April and October 2014 were collected and analysed for the evaluation of proposed method.
83
For travel time prediction, the multiple linear regression method was adopted to analyse the relation 
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