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Abstract
Assume that d ≡ 1 (mod q − 1). We study the number of solutions to (x + 1)d = xd + 1 in
GF(q2). In addition, we give a simple proof of the fact that the cross-correlation function between
two m-sequences, which differ by a decimation of this type, is at least four-valued.
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1. Introduction
For the theory of finite fields we refer to [10]. Here, the finite field with q elements will
be denoted by GF(q). The multiplicative group of GF(q) will be denoted by GF(q)×.
For the basic facts, as well as for some applications, of the theory of cross-correlation
of m-sequences the reader should consult [6,7,11,15].
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306 T. Helleseth et al. / Finite Fields and Their Applications 13 (2007) 305–317The cross-correlation function of two p-ary m-sequences u(t) and v(t) of period  =
pn − 1 is defined for shifts τ = 0,1, . . . , pn − 2 by
Cu,v(τ ) =
−1∑
t=0
ωu(t+τ)−v(t). (1)
Here ω is a primitive complex pth root of unity.
An important problem in the theory of m-sequences is to describe the cross-correlation
function of two such sequences. This means that one wants to find the values of Cu,v
together with the count how many times each value occurs.
It is well known that u(t) and v(t) can be shifted cyclically in such way that
u(t) = trn1
(
γ t
)
and v(t) = u(dt), where γ is a primitive element of the field GF(pn), trn1 is the trace
function from GF(pn) onto GF(p), and d is an integer satisfying gcd(d,pn − 1) = 1.
Recall that the canonical additive character of the field GF(pn) is the map
χ : GF(pn) →C× defined by
χ(x) = ωtrn1 (x),
where ω is a primitive complex pth root of unity.
The cross-correlation function between two m-sequences that differ by a decimation d
is usually denoted by Cd . It is well known and easy to derive from (1) that
Cd(τ) =
∑
x∈GF(pn)×
χ
(
yx − xd),
where χ is the canonical additive character of the finite field GF(pn) and y = γ τ .
In finding the distribution of the values of Cd(τ) one usually uses the following power
sum equations:
(1) ∑pn−2τ=0 (Cd(τ ) + 1) = pn,
(2) ∑pn−2τ=0 (Cd(τ ) + 1)2 = p2n,
(3) ∑pn−2τ=0 (Cd(τ ) + 1)3 = p2nb,
where b is the number of x ∈ GF(q) such that
(x + 1)d = xd + 1. (2)
The first two identities are very simple to prove; see, e.g., [13]. The third identity is proved
in [6].
Besides in the theory of m-sequences, Eq. (2) occurs in many other contexts in combi-
natorics. For instance, it is related to the number of codewords of weight three in certain
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of power functions (see, e.g., [3]); this is of interest in cryptography. In [2] the polynomial
(x + 1)d + xd + 1 is used in construction of difference sets.
In this paper, we give some results on the number of solutions to (2) for a class of
d known as Niho type decimations. They are defined as follows. Assume n is even, say
n = 2k. A decimation d is said to be of Niho type if
d ≡ 1 (mod pk − 1).
Cross-correlation functions corresponding to this type of decimations were first studied
by Niho in his famous thesis [13]. In particular, Niho proved that when p = 2 and d =
(q − 1)s + 1 the values of Cd(τ) are −1 + (N(y) − 1)pk , where N(y) is the number of
common solutions to {
x2s−1 + yxs + yxs−1 + 1 = 0,
xp
k+1 = 1.
Here y = ypk , and y runs through the nonzero elements of GF(pn). Using this result Niho
described two families of four-valued cross-correlation functions.
Recently, there has been substantial progress in the study of Niho type cross-correlation
functions. Firstly, in [4] Dobbertin found a new family of decimations which lead to four-
valued cross-correlation, and this family includes the first of Niho’s family. Secondly,
a family containing both of Niho’s families was found in [9]. Niho’s theorem in turn was
generalized to nonbinary sequences in [14]. In [1] Charpin proved that in the binary case
the cross-correlation function corresponding to a Niho type of decimation is at least four-
valued. Some additional properties of Niho type cross-correlations can be found in [5].
In this paper, we continue the study of Niho type cross-correlation functions, the main
interest being Eq. (2). In addition, we generalize Charpin’s result to any characteristic. Our
approach is similar to Charpin’s.
2. On the third power sum
Unless otherwise stated, p is an arbitrary prime, q = pk and d satisfies
d ≡ 1 (mod q − 1).
In what follows, an important role is played by the set of (q +1)st roots of unity in GF(q2).
This set will be denoted by S, that is,
S = {x ∈ GF(q2) ∣∣ xq+1 = 1}.
It is convenient to denote x = xq for x ∈ GF(q2). This conjugation has many properties
analogous to the ordinary complex conjugation. For example, we have x + y = x +y. Also
the facts that x + x ∈ GF(q), xx ∈ GF(q), and x/x ∈ S are useful.
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(x + 1)d = xd + 1. (3)
As noted in the Introduction, solving (3) gives the value of the third power sum∑pn−2
τ=0 (Cd(τ ) + 1)3, thus helping in finding the distribution of the values of Cd(τ).
Firstly, we note that every x ∈ GF(q) is a solution to (3). This is a simple consequence of
the fact d ≡ 1 (mod q − 1). Among other things, we will see, that under certain conditions
there are no other solutions.
The following lemma will be crucial.
Lemma 1. Assume that d = (q − 1)s + 1 and that x ∈ GF(q2)× is a solution to
(x + 1)d = xd + 1. (4)
Then z = xq−1 satisfies zs = 1 or zs−1 = 1.
Proof. Since
(x + 1)d = xd + 1, (5)
we have also
(x + 1)d = xd + 1. (6)
Multiplying these equations gives
(xx + x + x + 1)d = (xx)d + xd + xd + 1.
Since for a ∈ GF(q) we have ad = a, this implies
x + x = xd + xd.
Divided by x this becomes
1 + xq−1 = xd−1 + xqd−1.
Let z = xq−1. Then clearly zq+1 = 1. Since (d − 1)/(q − 1) = s, (qd − 1)/(q − 1) =
sq + 1, and sq + 1 ≡ 1 − s (mod q + 1), we get
1 + z = zs + z1−s .
After multiplying by zs−1, we see that this is equivalent to(
zs − 1)(zs−1 − 1)= 0, (7)
from which the claim follows. 
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of this group is q +1. Therefore (7) implies in fact that zgcd(s,q+1) = 1 or zgcd(s−1,q+1) = 1.
Very often the greatest common divisors in question are quite small, and Eq. (3) becomes
tractable.
In many of the proofs to come x is a fixed element of GF(q2) which is assumed to be
a solution of (3), and we will find some conditions which x must satisfy. It appears that
an essential role is then played by the element z = xq−1, and for notational reasons if x is
known from the context, we will denote shortly z = xq−1. So the element z always refers
to a fixed x. Note that z = 1 if and only if x ∈ GF(q)×.
We give now some identities, which will be useful in what follows. Firstly, we have
trivially
x = xz. (8)
Secondly, we have xd = x(q−1)s+1 = xzs . Therefore, if zs = 1, we have
xd = x. (9)
On the other hand, if zs−1 = 1, by (8) we have
xd = x. (10)
Since the elements of GF(q) are trivially solutions to (3), we may assume x = −1.
Therefore Eqs. (5) and (6) imply
(
x + 1
x + 1
)d
= x
d + 1
xd + 1 .
Hence, if zs = 1 we have
(
x + 1
x + 1
)d
= x + 1
x + 1 ,
i.e.,
(
x + 1
x + 1
)d−1
= 1. (11)
If zs−1 = 1 we have (
x + 1
x + 1
)d
= x + 1
x + 1 ,
i.e.,
(
x + 1)d+1 = 1. (12)
x + 1
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gcd(d + 1, q + 1) = gcd(s(q − 1) + 2, q + 1)= gcd(s(q + 1) − 2s + 2, q + 1)
= gcd(2(s − 1), q + 1) (13)
and similarly,
gcd(d − 1, q + 1) = gcd(2s, q + 1).  (14)
Lemma 2. Assume that q is fixed.
(1) Let x ∈ GF(q2) \ {0,−1}, and denote z = xq−1 and w = (x + 1)q−1. Then x is a
solution to (3) if and only if zs = ws = 1 or zs−1 = ws−1 = 1.
(2) The set of solutions to (3) depends only on the pair {gcd(s, q + 1),gcd(s − 1, q + 1)},
not on the specific choice of s. More precisely, let e = (q − 1)t + 1 and assume that
either{
gcd(s, q + 1) = gcd(t, q + 1),
gcd(s − 1, q + 1) = gcd(t − 1, q + 1) or
{
gcd(s, q + 1) = gcd(t − 1, q + 1),
gcd(s − 1, q + 1) = gcd(t, q + 1).
Then x ∈ GF(q2) is a solution to (3) if and only if x satisfies (x + 1)e = xe + 1.
Proof. (1) If x = 0 is a solution to (3), then by the previous lemma zs = 1 or zs−1 = 1. If
zs = 1, using (9) we get from (x +1)d = xd +1 that ws = 1. If zs−1 = 1, then (10) implies
ws−1 = 1. If zs = ws = 1 or zs−1 = ws−1 = 1, then obviously x satisfies (3).
(2) This follows easily from (1) and the fact that both z and w are elements of S.
As an illustration, assume that gcd(s, q + 1) = gcd(t, q + 1) and gcd(s − 1, q + 1) =
gcd(t − 1, q + 1). If x = 0,−1 satisfies (3) then zs = ws = 1 or zs−1 = ws−1 = 1. We
then have zt = wt = 1 or zt−1 = wt−1 = 1, because of the assumption on the greatest com-
mon divisors. From (1) we deduce (x + 1)e = xe + 1. The remaining cases are left to the
reader. 
We will now give necessary and sufficient conditions when GF(q) is the exact set of
solutions to (3). The binary case differs slightly from the nonbinary counterpart. The reason
for this will be apparent.
Theorem 3. Let q be odd. Assume that d = (q − 1)s + 1 and that either
{
gcd(s, q + 1) = 1,
gcd(s − 1, q + 1) = 2 or
{
gcd(s, q + 1) = 2,
gcd(s − 1, q + 1) = 1.
Then Eq. (3) has exactly q solutions in the field GF(q2).
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deduce (
x + 1
x + 1
)4
= 1,
which we can write as
x4 + 4x3 + 6x2 + 4x + 1 = x4 + 4x3 + 6x2 + 4x + 1.
Again we write x = xz. By assumption and Lemma 1, z satisfies z2 = 1. Using this, we get
easily
x3 + x = x3z + xz,
and this implies that z = 1, x = 0 or x2 = −1. If z = 1 or x = 0 then x ∈ GF(q). Further-
more, the solutions of x2 = −1 are in GF(q) if q ≡ 1 (mod 4). We now look closer to the
case q ≡ −1 (mod 4). Then k is necessarily odd. Namely, if p ≡ 1 (mod 4), then never
pk ≡ −1 (mod 4). The other possibility is that p ≡ −1 (mod 4), but then k is even implies
pk ≡ 1 (mod 4).
Claim. If q ≡ −1 (mod 4) and x2 = −1, then x is not a solution to (3).
Proof of the claim. Assume on the contrary that x ∈ GF(p2) \ GF(p) satisfies both
x2 = −1 and (3). Firstly, we note that
d = (pk − 1)s + 1 ≡ (p − 1)s + 1 (mod p2 − 1),
so
(x + 1)(p−1)s+1 = x(p−1)s+1 + 1. (15)
Case 1. Assume first xd = x. Then we get from (15) that (x + 1)(p−1)s = 1. Denote
ω = (x + 1)p−1, and let ord(ω) be the order of ω in the cyclic group GF(p2)×. Then
ord(ω) > 2, since x /∈ GF(p) (note that (x + 1)2 = 2x). On the other hand, ord(ω) divides
both p + 1 and s. Therefore ord(ω) is a factor of both pk + 1 (k is odd) and s which is in
contradiction with gcd(s, q + 1) = 1 or gcd(s, q + 1) = 2.
Case 2. Secondly, assume xd = x. Since k is odd, we have x = xp . Hence (15) gives
(x + 1)(p−1)s+1 = xp + 1 = (x + 1)p,
i.e., (x + 1)(p−1)(s−1) = 1. We may now proceed as in Case 1. 
Because of Lemma 2, Case 2 would have followed from Case 1.
The following theorem was given in [8]. We give here a slightly different proof.
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2k + 1) = 1, then the equation
(x + 1)d = xd + 1 (16)
has exactly 2k solutions in GF(2n), n = 2k.
Proof. Every x ∈ GF(2k) is a solution to (16) since d ≡ 1 (mod 2k − 1). We now assume
that x = 0,1 satisfies (16).
We know that (at least) one of Eqs. (11) and (12) is satisfied. Since gcd(d −1,2k +1) =
gcd(d + 1,2k + 1) = 1, we must have(
x + 1
x + 1
)
= 1,
which implies x = x, i.e., x ∈ GF(q). 
The converse case to Theorems 3 and 4 is given by the following theorem. Note that the
proof is constructive.
Theorem 5. Assume that gcd(s, q + 1) > 2 or gcd(s − 1, q + 1) > 2. Then Eq. (3) has a
solution outside of GF(q).
Proof. We will treat the case gcd(s, q + 1) > 2. The case gcd(s − 1, q + 1) > 2 then
follows from Lemma 2.
The condition gcd(s, q + 1) > 2 implies that there are z0, z1 ∈ S such that z0, z1 = 1,
z0 = z1, and zs0 = zs1 = 1. We define
x0 = z1 − 1
z0 − z1 and x1 = x0 + 1 =
z0 − 1
z0 − z1 .
We have
x
q−1
0 =
(z1 − 1)q(z0 − z1)
(z0 − z1)q(z1 − 1) =
z
q
1z0 − zq+11 − z0 + z1
z
q
0z1 − zq0 − zq+11 + zq1
= z
q
1z0 − 1 − z0 + z1
z
q
0z1 − z20 − 1 + zq1
= z0z1
z0z1
· z
q
1z0 − 1 − z0 + z1
z
q
0z1 − zq0 − 1 + zq1
= z
2
0 − z0z1 − z20z1 + z0z21
z21 − z1 − z0z1 + z0
= z0(z
2
1 − z1 − z0z1 + z0)
z21 − z1 − z0z1 + z0
= z0.
Similarly,
x
q−1
1 =
(z0 − 1)q(z0 − z1)
(z0 − z1)q(z0 − 1) =
z
q+1
0 − z1zq0 − z0 + z1
z
q+1
0 − zq0 − zq1z0 + zq1
= 1 − z1z
q
0 − z0 + z1
1 − zq0 − zq1z0 + zq1
= z0z1
z z
· 1 − z1z
q
0 − z0 + z1
1 − zq − zqz + zq =
z0z1 − z21 − z20z1 + z21z0
z z − z − z2 + z = z1.0 1 0 1 0 1 0 1 1 0 0
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that x0 /∈ GF(q). Since2 zs0 = zs1 = 1, we deduce (as earlier when we derived Eqs. (9)
and (10)) that
xd0 = x0 and xd1 = x1.
Therefore
(x0 + 1)d = xd1 = x1 = x0 + 1 = xd0 + 1,
and the proof is complete. 
Sometimes it is possible to decide whether a specific element x ∈ GF(q2) is a solution.
As an example we give the following.
Theorem 6. Let p = q = 3 and x ∈ GF(9) \ GF(3). Then x is a solution to (3) if and only
if d ≡ 1 or d ≡ 3 (mod 8).
Proof. Firstly, d is odd since d ≡ 1 (mod q − 1), and therefore d ≡ 1,3,5 or 7 (mod 8).
Clearly, if d ≡ 1 or d ≡ 3 (mod 8), then x satisfies (3). The claim now follows from the
factorizations
(x + 1)5 − x5 − 1 = 2x(x + 1)(x − 1)2,
and
(x + 1)7 − x7 − 1 = x(x + 1)(x − 1)4. 
When we consider cross-correlation functions of m-sequences we always assume that
gcd(d,pn − 1) = 1. If p = 2 then 3 divides pn − 1 (n is even), and therefore 3 cannot
divide d . So 3 divides either d − 1 or d + 1. Now if k is odd, then 3 divides 2k + 1 and we
see that Theorem 4 does not apply. In fact every x ∈ GF(4) is a solution to (3) since either
d ≡ 1 or d ≡ 2 (mod 3). The following theorem gives a solution to the cases similar to this.
Theorem 7. Recall that q = pk . Assume that for some i  1 either
{
gcd(s, q + 1) = 1,
gcd(s − 1, q + 1) = pi + 1 or
{
gcd(s, q + 1) = pi + 1,
gcd(s − 1, q + 1) = 1.
Then the set of solutions to (3) in GF(q2) is GF(pk) ∪ GF(p2i ), and hence the number of
solutions is pk + p2i − pi .
2 In the case gcd(s − 1, q + 1) > 2 we would have zs−1 = zs−1 = 1 and then xd = xq and xs−1 = xq .0 1 0 0 1 1
314 T. Helleseth et al. / Finite Fields and Their Applications 13 (2007) 305–317Proof. We remind the reader that pi + 1 divides pk + 1 if and only if i divides k and k/i
is odd. If pi + 1 divides pk + 1, then
pk + 1 = (pi + 1)(p(u−1)i − p(u−2)i + · · · − pi + 1),
where u = k/i.
Assume now that x is a solution outside of GF(q). We will first show that neces-
sarily x ∈ GF(p2i ). We note firstly that when pi + 1 divides pk + 1 we never have
q ≡ −1 (mod 2pi + 2) since k/i is odd. This means (see Eqs. (13) and (14)) that
gcd(d + 1, q + 1) = gcd(s − 1, q + 1) and gcd(d − 1, q + 1) = gcd(s, q + 1). Thus we
have either from (11) or (12) that
(
x + 1
xz + 1
)pi+1
= 1,
where z satisfies zpi+1 = 1. From this we deduce
xp
i+1 + xpi + x + 1 = xpi+1zpi+1 + xpi zpi + xz + 1,
which says that
−(zpi − 1)xpi = (z − 1)x or − (zpi−1 + zpi−2 + · · · + 1)xpi = x,
since now z = 1.
Since z = 1 satisfies zpi+1 = 1, we have zpi = −(zpi−1 + zpi−2 + · · · + 1) and hence
zp
i
xp
i = x.
Since zx = xpk , this is the same as xpk+i = x, and this in turn is equivalent to x ∈
GF(pk+i ).
As noted, k/i must be odd. Thus gcd(k + i,2k) = 2i and then x ∈ GF(p2i ) which is
what we wanted to show. The reader should note here that GF(p2i ) ⊆ GF(22k).
Lastly, we have to prove that every x ∈ GF(p2i ) satisfies Eq. (3). Assume firstly that
pi + 1 divides s. Since pi + 1 divides q + 1, we have that i divides k and therefore pi − 1
divides q − 1. Hence d ≡ 1 (mod p2i − 1). On the other hand, if pi + 1 divides s − 1 we
may deduce similarly that d ≡ pk (mod p2i − 1).
The statement on the number of solutions follows easily from the fact GF(pk) ∩
GF(p2i ) = GF(pi). 
Remark 8. Let p = 2. Theorems 4 and 7 cover the cases where the pair of greatest com-
mon divisors in question are, e.g., {1,1}, {1,3}, {1,5} or {1,9}. Note that for example
the pairs {1,7}, {3,5}, {3,7}, and {5,7} are not possible. So the “smallest” unknown case
corresponds to the pair {1,11}.
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Recall from the Introduction that when d is of Niho type, the values of Cd(τ) are in
one-to-one correspondence with the values
−1 + (N(y) − 1) · pk,
where N(y) is the number of solutions to{
x2s−1 + yxs + yxs−1 + 1 = 0,
xp
k+1 = 1. (17)
This was first proved by Niho in [13] in the case p = 2, and in [14] was shown to be true
also for p > 2.
Let Ni denote the number of times the value −1+ (i−1) ·pk occurs, that is, the number
of times the pair (17) has exactly i solutions. We have the following equations:
2s−1∑
i=0
Ni = p2k − 1, (18)
2s−1∑
i=0
(i − 1)Ni = pk, (19)
2s−1∑
i=0
(i − 1)2Ni = p2k. (20)
The first equation here is trivial and the other two can be obtained from the first two power
sum equations mentioned in the Introduction. The following result was proved for binary
sequences in [1]. We give a simplified proof here. Our proof applies to nonbinary sequences
as well. We will implicitly exclude the case of autocorrelation, i.e., we assume that the
corresponding sequences are different.3
Theorem 9. Assume that d is of Niho type. Then the cross-correlation function Cd(τ) is at
least four-valued.
Proof. Subtracting (18) from (20) gives
N1 + 1 =
2s−1∑
i=3
i(i − 2)Ni, (21)
which is impossible when N1 = 0 or Ni = 0 for all i  3.
3 The decimation d = 1 is of Niho type, but produces a two-valued cross-correlation.
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(2s−1∑
i=0
(i − 1)Ni
)2
=
2s−1∑
i=0
(i − 1)2Ni, (22)
which implies
2
∑
i<j
(i − 1)(j − 1)NiNj =
2s−1∑
i=0
(i − 1)2(Ni − N2i ). (23)
Suppose that N0 = 0. If there is only one value i  2 such that Ni > 0, then (19) and (20)
give (i − 1)Ni = pk and (i − 1)2Ni = pn. This implies that i = pk + 1 and Npk+1 = 1. In
this case the correlation value is −1 + (pk + 1 − 1)pk = pn − 1, i.e., we have the case of
the autocorrelation.
Since the cross-correlation function always takes on at least three values (or from the
preceding argument), it follows that Ni = 0 for two distinct values i  2 and j  2. This
implies that the left-hand side is positive, contradicting the fact that the right-hand side is
at most 0.
We have now shown that N0 > 0, N1 > 0 and Ni > 0 for some i  3. Hence, in order
to show that cross-correlation function is at least four-valued, we need to show that either
N2 > 0 or that Ni and Nj are nonzero for some i > j > 2.
For the rest of the proof we will denote r0 = gcd(s, q + 1), r1 = gcd(s − 1, q + 1), and
Ui = Sri = {xri : x ∈ S} for i = 0,1. Note that Ui are subgroups of S. Furthermore, let
N(y) be the number of solutions to (17) corresponding to y ∈ S.
From (17) we obtain in the case y ∈ S that
x2s−1 + yxs + yxs−1 + 1 = (xs−1 + y)(xs + y)= 0. (24)
It is a well-known fact that if the equation xm = a has a solution in a cyclic group of order
q + 1, then it has exactly gcd(q + 1,m) solutions in this group. Therefore
(1) N(y) = r0 for y ∈ U0 \ U1,
(2) N(y) = r1 for y ∈ U1 \ U0,
(3) N(y) = r0 + r1 for y ∈ U0 ∩ U1, y = 1,
(4) N(1) = r0 + r1 − 1.
In the case r0 = r1 = 1 it follows from 3 that N(y) = 2 for any y ∈ S \ {1} and therefore
N2 > 0 and we have at least four-valued cross-correlation.
In the case when r0 > 1 or r1 > 1, we obtain from (4) that Nr0+r1−1 > 0. Further,
(3) implies that Nr0+r1 > 0 except possibly when U0 ∩ U1 = {1}. In the exceptional case
we have r0 > 1 and r1 > 1, and therefore at least one of U0 \ U1 or U1 \ U0 is nonempty.
From (1) or (2) we obtain that either Nr0 > 1 or Nr1 > 1. Since these indices are  2 and
different from r0 +r1 −1, we conclude that the cross-correlation is at least four-valued. 
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This fact was obtained also in [1] and [5]. An old and unproven conjecture of Helleseth
states that no matter what d is, −1 is always one of the values of Cd(τ), see [6].
As a simple consequence of the methods used in the previous proof we get:
Theorem 10. Assume that d is of Niho type and that Cd(τ) is four-valued. Then r0 = 1 or
r1 = 1.
Proof. Assume on the contrary that both r0 > 1 and r1 > 1. Then U0 \ U1 = ∅ and
U1 \ U0 = ∅. This can be seen as follows. If, e.g., U0 ⊆ U1, then U0 is a subgroup of U1.
Then (q + 1)/r0 (the order of U0) divides (q + 1)/r1 (the order of U1). From this we
deduce that r0 divides r1. However, this is impossible since gcd(r0, r1) = 1. Therefore we
now know that Nr0 > 0, Nr1 > 0, and Nr0+r1−1 > 0. Together with N0 > 0 and N1 > 0 we
have at least five values. 
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