To design a controller with block-diagonal structure for trajectory sensitivity minimization, we propose a method based on LMI. In order to reduce the trajectory sensitivity, linear quadratic regulator theory is adopted, and this is solved using LMI optimization technique.
Introduction
Linear quadratic regulator (LQR) with trajectory sensitivity minimization and structurally constrained controller was formulated in [2] and [4] . In these works, a gradient search method, which is a particular type of nonlinear programming, was used to solve the problem. In this paper, we propose a linear matrix inequality (LMI)-based method for the problem. This LMI is formulated with block-diagonal Lyapunov function to guarantee the solvability.
LMI for LQR with Trajectory Sensitivity Minimization
Let us consider the following linear time-invariant system and the linear quadratic (LQ) cost functional:
where
It is assumed that the pair (A, B) is controllable or stabilizable, and the pair (Q 1/2 1 , A) is observable or detectable. In Eq. (1), α is an uncertain parameter, whose nominal value is α 0 . The linear quadratic regulator (LQR) is to choose u to minimize J LQR when α is α 0 . The solution of LQR has the form of full-state feedback u = K * x, where K * is an optimal state feedback gain.
The trajectory sensitivity σ is defined as ∂x/∂α, a partial derivative of a state with respect to α at its nominal value α 0 . By partially differentiating Eq. (1) with respect to α, the equation of trajectory sensitivity is given bẏ To reduce an effect of parameter variation, it is necessary to minimize σ through LQR framework. The sensitivity constrained optimal regulator (SCOR) is to choose the control u and u α to minimize the modified LQ cost functional J S COR given by
Through augmenting the state and trajectory sensitivity, the augmented system is given in below.
Based on above definitions, the modified LQ cost functional J S COR can be rewritten as
SCOR is to find a full-state feedback controller v = Fw to minimize J S COR for the augmented system. It is easy to solve SCOR if the controller feeds the state and trajectory sensitivity back. However, it is not realistic for controller to feed the trajectory sensitivity back since that is an ideal state obtained by differentiating the state equation. Hence, it is realistic that the full-state feedback controller u = Kx is used. Under this assumption, u α is obtained by partially differentiating u = Kx with respect to α as follows:
By augmenting u and u α , the controller with block-diagonal
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The objective is to choose K to minimize J S COR . In [2] , this problem is called the sensitivity constrained suboptimal regulator (SCSOR). Due to the block-diagonal structure of the controller in SCSOR, it is hard to obtain the optimal K using standard LQR. In [2] and [4] , a gradient search method was used to solve this problem. However, nonlinear programming such as gradient search has drawbacks in dependency on an initial condition, slow convergence, and difficulty in proof of convexity. To overcome these drawbacks, we will use LMI [1] . LMI has extensibility to other control methods such as H 2 and H ∞ control, and can handle several constraints such as pole placement, etc. A semi-definite programming with LMI is a convex optimization problem, and therefore the global optimum is guaranteed. LMI for SCSOR is obtained from the fact that there exists a quadratic Lyapunov function
such thaṫ
for all t. From this fact, the LMI for SCSOR is given by
However, the dimensions of P and K are 2n × 2n and m × n, respectively. In addition to this, the gain matrix G is blockdiagonal. For this reason, it is hard to derive K from P.
To resolve this problem, we propose a quadratic Lyapunov function with block-diagonal structure given in below.
Let us denote LMI with block-diagonal Lyapunov function as BD-LMI. To resolve the nonlinearity between P and G in Eq. (11), the change of variables Y = P −1 is used, and new variable L GY is introduced. With these new variables, the LMI for SCSOR is given by
To remove the dependency on an initial condition, it is assumed that the initial condition is a random variable. Then, the cost functional J S COR is changed into (14) where I w = E{w 0 w T 0 } = I 2n×2n . A matrix variable W is introduced as an upper bound on J S COR such that trace(W) > trace(P). The Schur complement is applied to Eq. (13) in order to transform the quadratic constraint into linear one [3] . Finally, the LMI optimization problem for SCSOR is given by
0 . As shown in Eq. (15), LMI for SCSOR has the same form as LMI for standard LQR except that the structure of solution Y and L is block-diagonal and the trajectory sensitivity is augmented. The method proposed in this paper can be easily extended to H 2 and H ∞ control with trajectory sensitivity minimization since LMIs for H 2 and H ∞ control are well defined [3] , and trajectory sensitivity minimization for H 2 and H ∞ control is straightforward.
Simulation
Simulation was performed on the robust control benchmark problem [6] T . The proposed method was implemented with LMI Control Toolbox in MATLAB [3] . Figure 1 shows the cost comparison for each method. In Fig. 1 , J x , J u and J s are the values of LQ cost functional for the state x, control u, and trajectory sensitivity σ, respectively. J xu is the sum of J x and J u . PLQR denotes the result of LMI for LQR with polytopic uncertainty for k with ±34% variation at its nominal value [3] . This uncertainty bound is chosen so that J s is equal to that of SCSOR with gradient search. SCSOR with gradient search, BD-LMI, and PLQR show almost the same results. From these results, we conclude that the proposed method shows almost equivalent performance to the gradient search for SCSOR and PLQR in this example. Compared with LQR, the values of J s for these methods with SCSOR and PLQR are decreased at the expense of the increase of J u and slight decrease of J x . From this result, we show that the increased control input contributed mainly to reduce the trajectory sensitivity. Table 1 shows the comparison of robustness measures for each method. In Table 1 , LAPV is denoted as the largest allowable parameter variation for stability, and WCLQ is the worst-case LQ performance of J xu for 0.5 ≤ k ≤ 2, obtained by the method in [5] . BD-LMI and PLQR, which give almost equivalent results, show better robust characteristics than LQR. From these results, we demonstrated that the proposed method which requires only nominal system information can be used to design a robust controller comparable to LQR with polytopic uncertainty which requires the additional information on uncertainty bound.
Conclusion
We proposed the LMI approach with block-diagonal structured Lyapunov function to solve the sensitivity constrained suboptimal regulator. Through the simulation, the proposed method was shown to be effective in minimizing the trajectory sensitivity, and in designing the robust controller based on the information of nominal model alone.
