Abstract-Cone-beam computed tomography (CT) using X-ray tubes of high energy (450 keV) faces the problem of strong artifacts and a significant contrast degradation in reconstructed images. System components of cone-beam CT scanners operating at high X-ray energies have to be optimized to reduce the amount of scattered photons hitting the detector. In addition it is mandatory to apply scatter correction algorithms. A prototype of a cone-beam CT system equipped with a 450 kV industrial X-ray tube has been developed within the framework of a European research project. The influences of scattered radiation generated by the object have been extensively evaluated using Monte Carlo (MC) simulations. Furthermore scattering reduction and correction methods have been developed. A key task was the implementation of a new hybrid method for the fast and accurate calculation of the scattering intensity distribution in X-ray projections for industrial cone-beam CT.
I. INTRODUCTION T o be able to penetrate large parts or samples of high X-ray absorbing materials, in general 450 kV X-ray tubes are used. State-of-the-art computed tomography systems at high X-ray energy are equipped with line detectors and collimators to avoid scattered radiation which is generated when X-rays penetrate matter. These so-called fan-beam tomography systems (2D-CT) can obtain only one single slice at a time. For a fully 3D data acquisition multiple contiguous slices have to be scanned. This process is time consuming and expensive. On the other hand, cone-beam tomography systems (3D-CT) allow fast volumetric data acquisition and isotropic data sampling. But the larger irradiated area in cone-beam CT geometry compared to fan-beam CT is responsible for the creation of scattered radiation, which decreases the quality of reconstructed images. Scattered photons and beam hardening are the dominant effects that lead to significant degradation of the image quality in cone-beam CT systems. Both effects contribute to strong cupping artifacts and cause streaks to appear between dense objects in the reconstructed image [1] . Moreover, additional scattering with the environment (wall, shieldings, etc) further limits the contrast [2] .
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The amount of scattering in X-ray computed tomography is a multivariate function, where the geometry of the setup, the polyenergetic beam distribution and the nature of the object (material, thickness and geometry) play a key role [3, 4] . Often, the scatter is measured with regard to the primary photons and the referred quantity is called the scatter-toprimary ratio (SPR). As the SPR is an increasing function of the object size, the penetrated thickness and atomic number Z of the material [3, 5] , the scanned objects encountered in industrial X-ray CT (such as cast-parts of the automotive and aeronautics industry) generate images with high SPR.
Unfortunately, at the photon energies of 450 kV X-ray tubes we face additional problems. The probability of scattering over absorption increases dramatically with the energy and the angular distribution of the scattered radiation tends to be more and more directed towards the detector. Figure 1 shows the cross section of photoelectric absorption, Compton scattering and Rayleigh scattering for aluminum. At a photon energy above 60 keV the Compton scattering becomes the predominant effect. 
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Photon energy (keV) Fig. 1 Energy dependence of the various photon interaction processes in aluminum (from NIST database). Figure 2 illustrates the cross section ratio of scattering to absorption for aluminum. The probability of scattering is 26, 180, and 370 times higher than the probability of absorption at 150, 300, and 400 keY, respectively. It becomes evident that the effects of the scattering will be much more severe when we deal with CT systems equipped with 450 kV X-ray tubes compared to CT scanners employing 225 kV X-ray tubes [6] .
Due to these strong artifacts and the significant contrast degradation at high X-ray energies it is evident that scattering reduction and correction methods have to be applied.
B. Evaluation ofthe scattered radiation generated by the object
The scattered radiation generated by the object was evaluated using a Geant4-based Monte Carlo code. The validation of the code has been presented in [2] . Here we give a short description of the simulation geometry.
Source. The X-ray photons were generated by interaction of a monochromatic electron beam of 450 keY with a tungsten target. The X-ray photons spectrum was filtered by inherent filtration and external filtration (1.0 mm W).
Projections. The X-ray photons are directed towards the detector. If the photon is inside the object, it is followed along its path through the object until it leaves the volume or is absorbed. If the detector is hit, the position and the energy deposited by the electrons produced within the material are stored. Before the photon reaches the detector, it interacts with the filter of silver (1.0 mm thick) and with the support of the scintillator (aluminum, 1.0 mm thick). The images formed by direct radiation, first-order, second-order and higher order scattered photons were retrieved. The images 0 f the scattering were de-noised using the Richardson-Lucy algorithm. The procedure utilizes a maximum likelihood algorithm to retrieve the original noise-free signal blurred by a Gaussian kernel. The number of interactions of the Richardson-Lucy fit was set to 10 and the standard deviation of the Gaussian kernel to 30 detector pixels.
Objects. Hollow aluminum cylinders of various outer diameters and heights were simulated to evaluate the percentage of scattered radiation. The inner radius for all the hollow cylinders was 25 mm and their heights were 75, 100, 150, and 200 mm. The outer radius for each cylinder was half of its height.
II. METHODS AND MATERIALS
This paper presents results which have been obtained within the framework of a European research project aiming at developing methods to overcome the problem of scattering in cone-beam CT at energies up to 450 keY.
A. CT system description
The prototype of a cone-beam CT system that has been developed during the research project was equipped with a 450 kV X-ray tube. The focal spots of the tube were 0.4 mm and 1.0 mm. A 1.0 mm tungsten attenuator was utilized to reduce the primary flux of low energy photons. A 2 mm thick Thallium doped Cesium Iodine, CsI(TI), screen was used to convert the X-ray radiation to visible light. The light was reflected by a 45°mirror onto a cooled CCD camera (16 bits at 1 MHz, Apogee Alta U32, 2184 x 1472 pixels each sized 6.8 x 6.8 Jim2). The mirror and the camera were placed inside a shielding box, i.e. detector box, whose walls were made of two adjacent layers of lead and steel with 3, and 5 mm thickness, respectively. The source-detector distance was 1500 mm. A filter of silver was placed at 1461 mm from the source. Photon energy (keV) Fig. 2 Ratio of scattering cross section to absorption cross section for aluminum [6] .
The consequences of scattering to tomographic images can be estimated in figure 3 . The tomograms of an aluminum cylinder head of dimensions 190 x 105 x 430 mm have been obtained at a high voltage of 450 kV using a fan-beam CT (a) and a cone-beam CT system (b). The fan-beam CT scanner was a CITA 101 B+ from Scientific Measurement Systems (SMS) with a line detector consisting of 125 fully collimated CdW0 4 detector channels. The cone-beam CT is described in section II.A. Whereas with the SMS scanner one can almost avoid any scattering, the image obtained with the cone-beam CT shows cupping and streak artifacts and a degradation of contrast. Figure 3c illustrates the grey level profiles along the vertical line indicated in the tomograms.
The amount of first-order scattering was characterized in terms of the first-order scatter to primary ratio, SPR1, defined by:
the second-order scattering by SPR2: reconstructed volume was 0.742 x 0.742 x 0.742 mm3. The anti-scatter grid was composed of tungsten strips focused in the direction of the X-ray beam. The width and the thickness of the strips are 39.7 mm and 5.0 mm, respectively. The thickness of the interspace is 7.5 mm (Fig.4) . The strips were fitted into the groove of a steel frame.
collimator / / -. and the higher than second order scattering by SPR>2:
where Sl(u,v) is the detected first-order scattered radiation on the pixel of coordinates (u,v), S2 (u,v) is the second-order scattered radiation, S>2 (u,v) is the higher than second-order scattered radiation, and P(u,v) is the primary radiation.
C. Correction methods
Methods to reduce the scattering can virtually be split into hardware and software techniques. Methods relying on hardware-modifications of the CT measurement chain (beams stops, filtering, collimators, etc) have proved their efficiency on specific applications; yet these methods often require mechanical modifications of the equipment which extend the scanning time and the resulting scatter reductions are often suboptimal.
With the steady progress in computation capabilities, elaborated software techniques have become the leading edge in scattering reduction techniques. Recent publications showed that they provide the most accurate and advantageous solution [7, 8] . They rely on MC computer simulations, numerical approximations of the scattering functions, or by combining the two in so-called hybrid methods. Some authors adapted MC simulators with the possibility to handle the geometric complexity with CAD models [9] , or developed accelerated in-house MC with techniques such as the Forced Detection (FD) [10] .
To achieve the goals of the research project we have been following two paths, on the one hand the development of an anti-scatter grid and on the other hand the implementation of a hybrid method for fast scattering correction.
C. 2 Fast simulation ofthe single and multiple scattering
Deterministic methods have been proposed to assess the scattering in radiographic images [5] . They present the advantage to provide a noise-free scattering estimation. Yet they still require a significant acceleration for their use in CT image correction, and only apply to objects generating predominantly single scattering, which excludes large objects made of dense materials. Hybrid methods [7, 11] take advantage of the complementarities between deterministic and stochastic methods. Hence, they represent potential tools in scattering corrective methods and CT post-processing chain without leading to prohibitive increase of the overall processing time.
We describe a new hybrid method, where an acceleration of the deterministic simulation of the single scattering is presented and the estimation of the multiple scattering is addressed with a coarse Geant4-based Monte Carlo simulation on a primitive shaped-object. We illustrate the accuracy and acceleration factors achieved by the method for two configurations. The method has been validated on different phantoms and found in good agreement with Geant4. The acceleration achieved by the hybrid method compared with Geant4 on a single projection is approximately three orders of magnitude.
C.l Experimental settings (anti-scatter grid)
The X-ray tube voltage was set to 450 kV. The large focal spot (1.0 mm) was used. Tomographic data of a hollow aluminum cylinder of height 130 mm, inner diameter of 20 mm, and outer diameter of 180 mm were acquired using 720 single-frame projections. The dynamic range of the CCD camera was set to 12 bits. The post-filter of silver was used. The distance between the backside of the anti-scatter grid and the source was 1390 mm. The distance from the rotation axis to the detector plane was 393 mm.
The images were reconstructed with a statistical algorithm without any beam hardening correction. The voxel size of the
Accelerated deterministic simulation ofsingle scattering
The deterministic model presented here uses the form factor (FF) and the incoherent scattering function (ISF) approximations, respectively for Rayleigh and Compton scattering of unpolarized photons. The FF and ISF values, as we11 as the mass attenuation coefficients are taken from the NIST and EPDL97 database, distributed in [12] . The deterministic single scattering simulation corresponds to a numerical evaluation of the integral over the volume defined by the active voxels (i.e voxels having a strictly positive value) and the energy spectrum of the x-ray tube. The integral is carried out for each detector element with index (I,m), and it can be expressed as:
where edet (E, 8 , Zdet) models the detector response as a function of the energy E, the angle ebetween the photon and the normal vector of the detector pixel, and Zdet the atomic number of the detector. The quantity dNv (E) represents the number of photons emitted by the source S at energy E an reaching the voxel V, dpRa (E) and dpco (E) represent the probability of a photon to undergo a scattering in V, respectively by Rayleigh and by Compton scattering, and reaching the detector element (I,m). The attenuation factor, which is included in the terms, dNv(E), dPRa(E) and dpCo (E) , is computed analytically with an incremental Siddon algorithm. More detailed expression of the different terms can be found in [5, 7] .
The time needed to calculate the scattering signal Id epends on the number of active voxels, the number of detector pixels N det' and to a less extent to the number of energy bins used to sample the x-ray spectrum. In cone-beam geometry N det can be relatively high therefore calculating (NFD «N det ) indexes are chosen randomly, and a weighting factor w =Ndet / N FD is assigned to correct for the fact that only the "forced" pixels of the detector have been touched. The scattering estimations produced with the FD method are no longer noise-free, yet they can benefit largely from de-noising methods, for instance with the RichardsonLucy (RL) algorithm [10] . The RL is mathematically equivalent to the Maximum-Likelihood Expectation Maximization (ML-EM) and so inherit from the same properties, i.e. robustness to noise, ability to cope with truncated data and an inherent positivity constraint. We associate the FD accelerated deterministic method with the RL de-noising, and we refer in the rest of the paper to the "FD+RL" method. 
Simulation ofmultiple scattering
Because usual methods such as build-up factors, scaling [13] or convolutions [14] of single scattering can not fully account for multiple scattering, we propose to use a MC method instead. We propose to build a virtual object with the volume primitives available in the MC code Geant4. In order to produce a similar multiple scattering signal, the object keeps key characteristics of the scanned object: material composition, volume, center of gravity and an identical pathlength histogram. We will refer in the rest of the paper to the Equivalent Path-Length Object (EPLO). The aim is to estimate the multiple scattering of the object, I;' as a function of the (previously calculated) single scattering I~, and from I;E and I~,E ,respectively the first and multiple scattering of the EPLO. The characteristic of the EPLO is expected to guaranty that:
-the multiple scattering I;E integrated over the full area of the detector is near to the one produced by the object, hence we note K the scalar such as 
Geometric settings and simulation parameters
The object studied was an aluminum step cylinder 160 mm high with an inner diameter of 20 mm and outer diameters of 40, 60, 80, 100, 120, 160, 200, 220 mm, respectively. The source-object distances are set to 1000 and 1320 mm, the distance from the source to the detector is set to 1500 mm, and detector sizes used was 432 x 432 mm 2 • Table I lists the parameters used for the hybrid simulation. For the simulation purpose we used a point isotropic monoenergetic source of photons of 250 keY and a full detector efficiency, Le.
Cdet (E,B,Zdet) = E. MC simulations of objects and the EPLOs were performed with respectively 2. d Fig. 6 Profiles of the energy deposited by total radiation, primary radiation, and 1st, 2nd, and higher order scattering for the hollow cylinder with an outer diameter of (a) 75 mm, (b) 100 mm, (c) 150 mm, and (d) 200 mm. The ROJ considered was the 10 x 400 pixels in the center of the detector [15] . Figure 5 shows the simulated projections of an aluminum hollow cylinder generated by the energy deposited within the scintillator by the primary plus scattered (total) radiation, primary radiation, first, second, and higher order of scattering obtained using the developed MC code. The images of the scattered radiation were de-noised using 10 iterations of the Richardson-Lucy fit and standard deviation of 30 detector pixels. Figures 6-7 show the central horizontal profiles of the images of the aluminum hollow cylinders of diameters 75 mm, 100 mm, 150 mm, 200 mm, and the SPRI, SPR2, and SPR>2 calculated from the profiles.
III. RESULTS

A. Evaluation ofthe scattered radiation generated by the object
From figure 6 it can be seen that for the cylinder with an outer diameter of 200 mm the energy deposited within the scintillator by higher than 2nd order scattering is higher than the energy deposited by I st order scattering and, in the region of maximum path length (see figure 6a) , it is even higher than the energy deposited by the primary radiation (signal) [2] . From figure 7 it can be seen how the SPR for each order of scattering varies in function of the object size. For the hollow cylinder with a diameter of75 mm the maximum value of the SPRI was estimated to be below 4 %, and the SPR2 and SPR>2 below I %. In the hollow cylinder with a 100 mm diameter the maximum value of SPRI rises to 10 %, and SPR2 and SPR>2 are below 3 %. For the hollow cylinder with a 150 mID diameter the SPRI becomes 40 %, the SPR2 is about 20 %, and the SPR>2 is about 30 %. In the hollow cylinder with a diameter of 200 mm the SPRI reaches a maximum value of about 70 %, the SPR2 is slightly below 50 % and the SPR>2 is about 120 %. These results show that for l~ge objects (diameter> 100 mm) the contribution of 2nd and higher order scattering has to be taken into account in the correction of the scattering. Figure 8 shows the reconstructed image of a hollow aluminum cylinder with outer diameter of 180 mm acquired using the CT system with the ID focused anti-scatter grid and the reconstructed image of the object acquired in absence of the grid. From the figure it can be seen that the cupping artifact is reduced and that one can achieve a higher contrast by using the anti-scatter grid. But it makes also clear that if we want to obtain a high image quality a post-acquisition correction is necessary. The remaining cupping is due to the beam hardening that here was not corrected and to the scattering generated by the CT system structure, the walls and the investigated object that was not stopped by the grid. The improvement due to the use of the anti-scatter grid depends on the investigated object as well as on the settings of the acquisition (Le. source object distance, source collimator, etc.).
B. Correction methods B.] Anti-scatter grid
B. 2 Fast Estimation ofthe single and multiple scattering
Images generated by the hybrid simulation method are compared with those obtained with the MC code ( fig. 9-10 ) and lead to the following comments:
-The hybrid method is in excellent accordance with the MC results; the multiple scattering is quantitatively in good agreement (between 96 and 108% of the real energy deposit), and the form is well retrieved for short object-to-detector distance; for larger distances, the shape of multiple scattering can not longer be assessed on the basis of the single scattering and therefore errors appear. Local errors that may occur are nevertheless largely damped by the distance effect that lowers the relative importance of multiple scattering.
-Both single and multiple scatter results obtained with the hybrid approach present considerably reduced statistical fluctuations, which make it a good candidate for scattering correction of CT image reconstruction.
-Since the single scattering dominates the total scattering intensity, it is prone to share its maximum with the SPR. The maximum is obtained where a compromise between the thickness of scattering matter and the attenuation factor is achieved; this spot is located behind the smallest step thickness, so after the 20 mm step.
-Single and multiple scatter distributions have similarities, yet they are distinct in some points: shapes can be different and scatter peaks for single and multiple scatters do not coincide with each other. For small DSO, the outline of the object vanishes partially. Fig. 10 . Projection of the step cylinder at DSO=132 cm [16] .
IV. CONCLUSIONS
Cone-beam computed tomography at high X-ray energies need adequate measures to minimize and to correct scattered radiation to achieve an acceptable image quality. Using an anti-scatter grid increases the contrast but doubles the data acquisition time.
The evaluation of the scattered radiation generated by the object has clearly shown that for large samples correction methods need to take into account the multiple scattering. The multiple scattering can even be higher than the energy deposited by primary photons. The fast simulation of the single and multiple scattering with the presented hybrid method is a promising approach to reduce scattering artifacts in CT images obtained with a cone-beam geometry at high Xray energies.
The hybrid method has been validated on simulated data with the Monte Carlo (MC) code Geant4. Both methods were compared on radiographic images obtained from phantoms having various volume, forms, and distance to the detector and all results were in excellent agreement. The accelerated deterministic approach (FD+RL) produces a fast estimation of single scattering with high accuracy. The speed-up achieved by using the FD+RL over standard methods (MC or deterministic) depends on the volume of the object. In our study we have found the acceleration to vary between two to four orders of magnitude. On a single PC, the FD+RL method enabled to simulate the single scattering in ten seconds and up to ten minutes for the biggest object.
In the proposed model, the multiple scattering was estimated by means of a coarse MC on a virtual object having common features with the object under study. The results showed a good quantification of the multiple scattering, with deviations of less than 8%. These errors appear fairly acceptable with regard to the relative small contribution of multiple scattering -between 10 and 38% of the total scattering intensity.
In particular this study pointed out the geometrical effect played by the distance to the detector and the size of the object on the contribution of the n-fold scatter intensities. The results obtained revealed the difficulty to find an estimator of the multiple scattering on the basis of the single scattering signal. We found that for short distance to the detector, our method is quite accurate; for longer distances, errors are damped by the relatively small importance of multiple scattering.
In summary, the developed simulator enables a rapid calculation of an accurate noise-free scattering intensity. Therefore the simulator can be dedicated for the scattering correction in X-ray CT. Future work will focus on the validation of the presented hybrid simulator on experimental data.
