The purpose of this article is to use an empirical likelihood method to study the construction of confidence intervals and regions for the parameters of interest in linear regression models with missing response data. A class of empirical likelihood ratios for the parameters of interest are defined such that any of our class of ratios is asymptotically chi-squared. Our approach is to directly calibrate the empirical log-likelihood ratio, and does not need multiplication by an adjustment factor for the original ratio. Also, a class of estimators for the parameters of interest is constructed, and the asymptotic distributions of the proposed estimators are obtained. Our results can be used directly to construct confidence intervals and regions for the parameters of interest. A simulation study indicates that the proposed methods are comparable in terms of coverage probabilities and average lengths/areas of confidence intervals/regions. An example of a real data set is used for illustrating our methods.
Introduction
The literature on statistical analysis of data with missing values has flourished since the early 1970s, spurred by advances in computer technology that made previously laborious numerical calculations a simple matter. This article aims to present an empirical-likelihood-based method for analysis with missing response data.
Consider the classical linear model
where β is a d × 1 vector of unknown regression coefficients, the errors ε i are assumed to be independent and identically distributed (i.i.d.) with E[ε i |X i ] = 0 almost surely. For this model, we focus on the case where some Y values in a sample of size n may be missing and X is observed completely. That is, we obtain an incomplete sample {(X i , Y i , δ i ), 1 ≤ i ≤ n} from model (1.1), where all the X i 's are observed and δ i = 0 if Y i is missing and δ i = 1 otherwise. Throughout this paper, we assume that Y is missing at random (MAR). The MAR assumption implies that δ and Y are conditionally independent given X . That is, P(δ = 1|X , Y ) = P(δ = 1|X ). MAR is a common assumption for statistical analysis with missing data and is reasonable in many practical situations [1] . A linear model (1.1), based on missing response data, has been considered by Wang and Rao [2] . They applied linear regression imputation to construct the empirical likelihood ratios and the estimators for the mean θ of Y , but they did not consider inference on the regression coefficients. The basic idea in imputation is to 'fill in' missing Y values with 'appropriate' values to create a completed data set, thereby allowing standard methods to be applied. However, the imputed data are not i.i.d. because a plug-in estimator is used. As a consequence, the empirical log-likelihood ratio under imputation is asymptotically distributed as a scaled chi-square variable. Therefore, the empirical log-likelihood ratio cannot be applied directly to make a statistical inference on the parameter θ . This motivates adjusting the ratio such that the adjusted empirical log-likelihood ratio is asymptotically chi-squared. The adjustment is made by multiplying an adjustable factor to get the adjusted ratio. However, there exist two issues in these methods: one is that the unknown adjustment factor is difficult to estimate efficiently; the other is that the undersmoothing involved in estimation gives rise to difficulty in selecting the bandwidth. In this paper, an empirical likelihood method is used to study model (1.1) under missing response data. We are interested in an inference for β. In addition, we also further study the statistical inference on the mean θ of Y . A bias-corrected technique is used to construct the empirical likelihood ratios for the parameters of interest. A class of empirical log-likelihood ratio functions for β and θ are defined that include the following four types: a profile empirical likelihood ratio for β with complete-case data; a weighted empirical likelihood ratio for β; an empirical likelihood ratio for β based on imputed values, and a bias-corrected empirical log-likelihood ratio for θ. We show that each of these ratios is asymptotically chisquared. To compare the empirical likelihood method with a normal approximation method, we also construct a class of estimators for β and θ . It is shown that each of our class of estimators is asymptotically normal. We also provide consistent estimators of asymptotic bias and variance. Our results can be used directly to construct the confidence intervals (regions) of β and θ . This article uses a bias-corrected technique to develop some methods for calibrating the empirical likelihood ratio, and it is shown that all empirical likelihood ratios constructed by this bias-correction method obey Wilks' theorem. The following two desired features are worth mentioning. The first is that, by using the bias-corrected technique and the linear regression imputation scheme in constructing empirical likelihood ratios and estimators, undersmoothing for estimating the selection probability function is avoided, and the existing data-driven algorithm can be used to select an optimal bandwidth. This overcomes the difficult in selecting bandwidth. The second is that our approach is to directly calibrate the empirical likelihood ratio such that the resulting empirical log-likelihood ratio is asymptotically chi-squared. The ratio does not need to be multiplied by an adjustable factor. This avoids estimating the unknown adjustment factor. This is especially attractive in some cases when it is difficult to estimate the adjustment factor efficiently. The empirical likelihood method, introduced by Owen [3, 4] , has many advantages over normal approximation methods for constructing confidence intervals [5] . One is that it produces confidence intervals and regions whose shape and orientation are determined entirely by the data; the other is that empirical likelihood regions are range preserving and transformation respecting. Many authors have used the method for linear, nonparametric and semiparametric regression models. Some related works are [2, [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , among others.
The rest of this paper is organized as follows. In Section 2, a class of empirical likelihood ratios and estimators for β is constructed, and Wilks' theorems on their asymptotic distributions are given. In Section 3, we construct a bias-corrected empirical likelihood ratio and the maximum empirical likelihood estimator for the parameter θ, and study their asymptotic properties. Section 4 reports the results of a simulation study to illustrate finite sample performance, and an application to a real data set illustrates our new approach. Proofs of theorems are relegated to the Appendix.
Empirical likelihood for the regression coefficients

Empirical likelihood with complete-case data
By model (1.1), we introduce the auxiliary random vectorŝ
Therefore, a profile empirical log-likelihood ratio function for β with complete-case data is defined aŝ
The maximum empirical likelihood estimatorβ EL of β with complete-case data maximizes {−R C (β)}. The least squares estimateβ LS of β with complete-case data is defined as the solution satisfying
We can obtain
It can be shown by a direct calculation that
Weighted empirical likelihood
Using the method in Section 2.1, we can define a weighted empirical log-likelihood ratio function for β; that is,
is called a selection probability function. It can be shown thatR * W (β) is asymptotically chi-squared. Note that the selection probability in (2.3) is regarded as known. If the selection probability is unknown, it can be estimated by a kernel smoothing method. An estimator of p(x) can be defined bŷ 
Empirical likelihood with imputed values
For the profile empirical likelihood with complete-case data and the weighted empirical likelihood, the information contained in the data is not explored fully. Since incomplete-case data are discarded in constructing the empirical likelihood ratio, the coverage accuracies of confidence regions are reduced when there are plenty of missing values. To resolve the issue, we use linear regression imputation to impute Y i by X T iβ LS if Y i is missing. We introduce the following auxiliary random vectors:
Thus, an empirical log-likelihood ratio based on imputed values is defined aŝ
The ratio is more appropriate than the weighted empirical likelihood ratio because it sufficiently uses the information contained in the data. In addition,β LS ofη i,I (β) can be substituted byβ EL .
Asymptotic properties
In this section, we consider the asymptotic distributions of the empirical likelihood ratios and the estimators proposed in Sections 2.1-2.3. We first give the asymptotic distributions ofR C (β),R W (β) andR I (β). 
Theorem 1 can also be used to test the hypothesis H
The following Theorem 2 describesβ LS andβ EL having the same asymptotic normality.
Theorem 2. Suppose that Conditions (C2)-(C6) and (C9) in the Appendix hold. Then
where
To apply Theorem 2 to construct the confidence region of β, we give the estimator of D, sayD =Â −1BÂ−1 , whereÂ and B are defined bŷ
We can prove thatD is a consistent estimator of D. Thus, by Theorem 2, we havê
where I d is an identity matrix of order d. Using Theorem 10.2d in Arnold [17] , we can obtain
Therefore, the confidence regions of β can be constructed by using (2.5).
Empirical likelihood for the response mean
In this section, we provide methods for conducting a global inference on θ by using empirical likelihood. Our method is different from that of Wang and Rao [2] . We use a weighted linear regression imputation to construct a weighted-corrected empirical likelihood ratio of θ such that the ratio has an asymptotic chi-squared distribution.
Weighted-corrected empirical likelihood
To construct the empirical likelihood ratio of θ , we introduce the auxiliary random vectors
θ is the true parameter. Thus, we can define an empirical log-likelihood ratio function l * (θ ). By the work of Owen [3] , l * (θ ) has an asymptotic chi-squared distribution with one degree of freedom. However, β and p(·)
are unknown usually, and hence l * (θ ) cannot be used directly to make a statistical inference on θ . We need to replace the unknowns in l * (θ ) by their estimators respectively. By the estimators defined in (2.1) and (2. 
Therefore, a weighted-corrected empirical log-likelihood ratio function for θ can be defined aŝ
The following Theorem 3 shows thatl(θ ) is asymptotically distributed as a chi-square with one degree of freedom. Let χ 2 1 (1 − α) be the 1 − α quantile of the χ 2 1 for 0 < α < 1. By using Theorem 3, an approximate 1 − α confidence interval for θ can be defined by
Theorem 3 can also be used to test the hypothesis
Normal approximation
We now propose a weighted imputation estimator of θ, that is,
where theŶ i 's are defined by (3.1).
We also may maximize {−l(θ )} to obtain a maximum empirical likelihood estimatorθ ME of θ . It is can be shown that
Eq. (3.3) shows thatθ ME andθ WI are asymptotic equal. The asymptotic normalities ofθ WI andθ ME are given in the following theorem.
Theorem 4. Suppose that Conditions
whereθ is taken to beθ WI orθ ME ,
. To use Theorem 4 to construct the confidence interval of θ , we define a consistent estimator of V , namelŷ
By Theorem 4, the normal approximation-based confidence interval for θ with confidence level 1 − α isθ
whereθ is taken to beθ WI orθ ME , and z 1−α/2 is the 1 − α/2 quantile of the standard normal distribution.
Simulations
We conducted an extensive simulation study to examine these properties and to compare the performances of the empirical likelihood method and the normal approximation method. By these simulations, we found advantages in the proposed methods in terms of coverage accuracies and average lengths/areas of confidence intervals/regions.
One-dimension case
The simulations used the linear regression model (1.1) with β = 1, where the variable X was simulated from the normal distribution with mean 1 and variance 1, and ε was generated from the standard normal distribution. The kernel function K (x) was taken to be K (x) = 0.75(1 − x 2 ) if |x| ≤ 1, 0 otherwise. We used the cross-validation method to select the optimal bandwidths h opt , and take M n = ln n + 1. It can be shown that h opt and M n selected by above algorithm satisfy Conditions (C4) and (C5).
We generated 5000 Monte Carlo random samples of size n = 20, 50 and 100 based on the following three selection probability functions p(x) respectively. Tables 1 and 2 .
From Tables 1 and 2 , we can obtain the following results. Firstly, under Cases 2 and 3, IEL performs better than the other three methods because its confidence intervals have uniformly shorter average lengths and higher coverage probabilities. Table 2 Empirical coverage probabilities of the confidence intervals for β under different selection probability functions p(x) and sample sizes n when nominal level is 0.95. Table 3 The average lengths and empirical coverage probabilities of the confidence intervals for θ under different selection probability functions p(x) and sample sizes n when the nominal level is 0.95. For Case 1, IEL has slightly longer interval lengths, but higher coverage probabilities, than the other three methods. This shows that regression imputation is necessary when the missing rate is large. Secondly, both CEL and WEL have slightly longer interval lengths, but higher coverage probabilities, than NA(β EL ) and NA(β LS ). Also, NA(β EL ) and NA(β LS ) have nearly equal interval lengths and coverage accuracies in the same case. Thirdly, all the interval lengths decrease and the empirical coverage probabilities increase as n increases for every fixed missing rate. Observably, the missing rate also affects the interval length and coverage probability. Generally, the interval length increases and the coverage probability decreases as the missing rate increases for every fixed sample size. However, the two values do not change by a large amount for the IEL method because the regression imputation is used in IEL.
(b) For the confidence intervals of θ , we considered three methods: the weighted-corrected empirical likelihood (WCEL) based onl(θ ), the adjusted empirical likelihood (AEL) proposed in Wang and Rao [2] , and NA.θ WI defined by (3.2) is used for the estimator of θ. The empirical coverage probabilities and average lengths of the confidence intervals, with a nominal level 1 − α = 0.95, were computed with 5000 simulation runs. The results are reported in Table 3 .
From Table 3 we can see that the WCEL performs better than AEL because it has uniformly higher coverage probabilities and shorter average lengths for the confidence intervals. Also, WCEL has slightly longer interval lengths, but higher coverage probabilities, than NA. All the coverage probabilities increase and the average lengths decrease as n increases. In addition, the coverage probabilities and average lengths depend on the selection probability function p(x). These findings basically agree with those that were discovered by Wang and Rao [2] . Table 4 The average lengths and empirical coverage probabilities of the confidence intervals for θ under different sample sizes n when the nominal level is 0.95. 
Two-dimension case
We considered the linear model (1.1) with d = 2 and β = (0.8, 1.5), where X was generated from a bivariate standard normal distribution with correlation ρ = 0.7, and ε was generated from the normal distribution with mean zero and variance 0.04. The confidence regions for β and its coverage probabilities were computed from 2000 simulation runs, which were based on IEL, CEL and NA when the sample size was 60. The optimal bandwidth h opt was selected by using the cross-validation method, M n was taken to be ln n + 1, the kernel function K (x) was taken to be the product kernel
2 ) 2 if |x| ≤ 1, 0 otherwise, and the selection probability function was taken to be p(x 1 , x 2 ) = 0.9 − 0.1(|x 1 | + |x 2 |) if |x 1 | + |x 2 | ≤ 4, 0.1 elsewhere, where the average missing rate was 0.26.
The simulation results are presented in Fig. 1 . Fig. 1 shows that IEL gives smaller confidence regions than CEL and NA. The empirical coverage probability for IEL is 0.9225, while those for CEL and NA are 0.9145 and 0.9060 respectively.
We also calculated the confidence intervals and their corresponding coverage probabilities for the response mean θ with 2000 simulation runs. The results are reported in Table 4 . Table 4 shows that WCEL and AEL have uniformly shorter interval lengths and higher coverage probabilities than NA. Also, WCEL and AEL have nearly equal interval lengths, and WCEL has higher coverage probabilities than AEL for the same sample size. In addition, all the average lengths decrease and the coverage probabilities increase as n increases.
A real example
A data set consisting of 50 observations on monozygotic twins was analyzed by Lee and Scott [18] . Y is the birth-weight of a baby, X 1 (=AC) is the abdominal circumference, and X 2 (=BDP) is the biparietal (head) diameter. Seber and Wild [19] investigate linear modelling for this data set, and obtain confidence regions for the parameters. To use the data set to illustrate our method, we assume that 20% of the Y values are missed. The coefficients of X 1 and X 2 are the parameters β AC and β BDP respectively. We computed the empirical likelihood ratios using the product kernel K (x 1 , x 2 ) defined in Section 4.2 and the cross-validated bandwidth. Since δ was randomly generated, the confidence regions of (β AC , β BDP ) were computed from 1500 simulation runs, which are based on the empirical likelihood with the imputed values and the least squares method. The 95% confidence regions for (β AC , β BDP ) are shown in Fig. 2 . In Fig. 2 , the center is the least squares estimate of (β AC , β BDP ), namely (β AC ,β BDP ) = (74.0072, 26.3845). Fig. 2 indicates that for this data set, the IEL-based confidence region is smaller than that based on NA.
We also calculated the estimates and confidence intervals of the response mean θ . The estimates areθ WI = −1.3149 andθ ME = −1.0772; the WCEL-based and NA-based confidence intervals are (−128.7430, 126.3918) and (−127.3588, 124.7289), and their interval lengths are 255.1348 and 252.0877 respectively.
Concluding remarks
In this article we have proposed some approaches for inferring β and θ when the response might be missing at random. Some empirical likelihood ratios for β and θ are constructed by using complete-case data or imputed values. A nonparametric version of Wilks' theorem is proved for any of the proposed ratios by showing that it has an asymptotic chi-squared distribution. Also, the normal approximation-based method is considered. The advantages of the empirical likelihood method are indicated by a simulation study. It is shown that our new method outperformed the others. Our method for the response mean is distinct from that of Wang and Rao [2] , because we do not use the adjustment factor in the empirical likelihood ratios, and avoid undersmoothing for estimating the selection probability function. Our method basically agrees with that of Owen [3, 4] . The methodology that is presented here might be extended to many situations in practice such as applications in which covariates are missing at random. The optimal bandwidth can be chosen by using the cross-validation method. Condition (C6) is necessary for asymptotic normality.
The following lemmas is useful for proving theorems given in Sections 2 and 3. 
Proof. We first prove that, uniformly over 1
and C 1 is the positive constant defined in Condition (C3).
Note that this C n (·) is related to the K * n studied in Spiegelman and Sacks [20] . Following the lines of Spiegelman and Sacks [20] or using a direct argument we get that
From Lemma 1 in [20] we know that the function
is uniformly bounded in x and ρ. Noting that C n (X i ) ≥ 1, we have
To handle I, we cover { u ≤ M n } by using finitely many balls S(u i , ρh/2) with center u i and radius ρh/2. 
From condition (C4) we know that II = o(n −1/2 ). This together with (A.2) and (A.3) proves (A.1). We now turn to proving Lemma 1. Define K h (·) = K (·/h), and
We have
By independence and orthogonality as well as (A.1), we have
To handle J 2 , we define a pseudo-expectation ofp(x), that is,
This coincides with the function D n (x) of Spiegelman and Sacks [20] when K is the naive kernel. Therefore, we have
Since by definition ofp n each p(X j ) is centered conditionally on X i , this leads to uncorrelated summands, thus making an application of the cruder Cauchy-Schwarz inequality superfluous. By orthogonality and (A.1), we have
By Conditions (C1) and (C3), it is easy to show that J 22 = O(h 2r ). This proves
We now deal with J 3 . Define
By (A.1), we get
Substituting (A.5)-(A.7) into (A.4), Lemma 1 is proved. 
Lemma 2. Suppose that Conditions
It is easy to obtain E(J) = 0 and cov(J) = B. Therefore, (A.8) is proved by using the central limit theorem.
(b) For the caseη i,W (β) in Lemma 2, the proofs of (A.8)-(A.10) are the same as that for (a); therefore, we omit their proofs.
(c) We now prove Lemma 2 forη i,I (β). By direct calculation, we havê
It is easily shown that
where A is defined in Theorem 2. From (A.8) we know that, whenη i (β) isη i,C (β),β LS − β = O P (n −1/2 ). Therefore, by using (A.11)-(A.13) and (b), the proof of (A.8) is completed for the caseη i,I (β). 
where V is defined in Theorem 4.
Proof.
We prove (A.14) only. (A.15) and (A.16) can be proved similarly. We also use the notation of Lemmas 1 and 2. It is straightforward to obtain
Since √ nS 1 is the sum of i.i.d. random variables, by the central limit theorem, we have
To prove (A.14), we only need to prove that S ν = o P (1), ν = 2, 3. We first consider S 2 . By direct calculation, we have
Simple calculation yields
≡ S 211 + S 212 + S 213 .
By independence and orthogonality, and using the Cauchy-Schwarz inequality, we get → 0. It follows that S 213 = o P (1) . This proves that S 21 = o P (1) . By Lemma 1, it is easy to show that S 22 = o P (1) . This proves that S 2 = o P (1) . From (A.12) and (A.13) we can get S 3 = o P (1). This completes the proof of (A.14). By Lemma 2, and using the same arguments as are used in the proof of (2.14) in [4] , we can show that λ = O P (n −1/2 ).
E(S
(A. 19) Applying the Taylor expansion to (A.17), and invoking Lemma 3 and (A.19), we get that This together with Lemma 2 proves Theorem 1.
Proof of Theorem 2. From (2.1), (2.2), (A.13) and (A.8), we obtain the result of Theorem 2 directly.
Proof of Theorem 3. By Lemma 3, and similarly to the proving of Theorem 1, we can prove Theorem 3; we hence omit this proof.
Proof of Theorem 4. From (3.2) and (3.3) we can get that
This together with (A.14) proves Theorem 4.
