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Karlin has shown that there exists a perfect spline fe C’- ’ of order n which 
interpolates (n + r) given points in [a, b] and minimizes ilf’“)\l a, where f(“) is 
essentially bounded. For the quadratic case n =2, this paper characterizes the 
solution for the nondecreasing abscissae by a nonlinear but convex optimization 
problem, which provides not only a concrete, computable characterization, but also 
enables us to use widely available existing optimization techniques for calculating 
an optimal spline. The convexity of the characterization is noteworthy since the 
effkiency and success of optimization techniques to find a global optimum for con- 
vex problems exceeds that of nonconvex ones by a great measure. Two numerical 
examples are included for illustration. @’ 1986 Academic Press, Inc. 
1. INTRODUCTION 
Let Fz)[x, y] be a subset of the real Sobolev space 
W$)[a,b]= {flf~Cn~‘[a,b];f’“~“abs.cont.;f(”’~L,[a, b]} 
defined by 
Fg)[x, y] = (flfc W~)[u, b];f(xi) =yi, i= l,..., n + r} (1) 
where {yi};+r~R”+‘, (x~);+~ER~+~ with xi<xi+,,, all X,E [a,b] are 
given. Then for the &h-order problem 
min{ Ilf(“)ll m :f~ E?Cx, ~1) (2) 
Karlin’s main result [ 12, 131, followed by DeBoor’s [4] simpler proof, and 
Fisher and Jerome’s [7] closely related result, shows that it has a perfect 
spline solution (P(x)) of order n with less than r interior knots, which 
maintains a constant absolute value of the nth derivative with a sign 
change at each of the knots. The problem probably originated with Favard 
[6], and prior to the work mentioned above only some of its special cases 
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had been explored. Briefly, the solution of two nodes with multiplicity 
yl:y=yl,xi= ..* =x,=a xn+,= ... ZXZnT b was characterized by 
Glaeser [S], and its explicit determination for the very special inter- 
polating conditions P(a) = P(‘)(a) = . .. = P’“-“(a) = 0, P(b) = P”)(b) = 
. . . = PC”- l’(b) = 0 given by Louboutin [ 151; for simpk nodes, Smith [20] 
proved the existence of a piecewise perfect spline solution to (2), and for 
the second-order problem, Thakur [21] gave the upper bound on the 
optimal value (min llfC2) 11 oc > under certain additional assumptions. Most 
of this work, however, does not present directly computable schemes to 
determine the optimal spline--even for the case of quadratic spline, which 
has been an area of significant activity, see, e.g., [S, 11,. 17, 18, 191. 
This paper characterizes the solution of the second-order quadratic 
problem for the nondecreasing sequence (xi >T + r E R” + ’ by a nonlinear but 
convex optimization problem, which provides not only a concrete, com- 
putable characterization, but also enables us to use routinely available 
optimization techniques (e.g., [ 14, 221) for determining an optimal spline. 
Two numerical examples are included for illustration. Besides its com- 
putational value, in the phrasing borrowed from [7], this method has the 
“advantage of its simplicity” and, although details are lengthy “accessible 
via the calculus.” 
2. OPTIMAL SPLINES FOR THE QUADRATIC CASE 
First, we develop the framework for Lemma 1 and its corollaries on 
which our main result-Theorem l-is based. 
For order n and (n+r) given points (xi);+‘, { Y,}(~+~E R”+‘, with 
a=~,< ..* <x,+,=b, let us define 
~;‘I% ~1 = (.&, I?(x) E V$t-a, bl; 
s X”‘f(x)dx=(~i+l-~i)fori=l,...,n+r-l}. 
Note that the calues off(x) at x1,..., x, are not specified; instead, integral 
conditions involving these points are given. This enables us to state the 
observation, which is at the center of the results given here: we can obtain 
f*(x) E Fz)[x, y], a solution of (2) for n = 2 and a = x1 < . . . < x, +, = b, 
by solving an easier problem: 
(3) 
Explicitly, we can get f*(x) by, so to speak, one degree lower T*(x), a 
solution of (3), by integrating it: f*(x) = J; f*(x) dx +y,. 
Now, let us consider the behavior of f (x) in a specific interval, say, 
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[xi, xi+ 1], in Lemma 1 given below. Even though it is cumbersome to 
state precisely, it states that a function ,T having a given value of /f(l) 1) r
which (i) passes through two points on the plane and, (ii) “covers” a given 
area between those two points can be replaced by a linear or a two-part 
piecewise linear function f satisfying the two conditions, with 1)fC1) 1) oc the 
same or smaller than I(f”)II ~,. In the more frequent case of the two-part 
piecewise linear function, the slopes of the two pieces will have opposite 
signs with the same absolute value. In the following discussion we will use 
/[IX, 2; s] to denote the real affine function defined by I[.?, 5; s](X) = 2, and 
I”)[x,z;s](X)=svxER. 
LEMMA 1. For an arbitrary f(x) which satisfies (i) f(x) E Fz)[x, y] for 
order n= 1 and two points (x;}j+‘, (yi}j+1~R2 with x~<x~+~. That is, 
f(x)~ W$)[x, y] and 
s :“‘&d dx = (Y;, 1 -rA (4) 
(ii) r(xi) = zi, 
(iii) 7(x;+ ,) = zi+, , we have: 
(4 lf 
there exists an affine function f(x) = [[xi, zi; (zi+, -zi)/ 
(xi+ 1 -xi)] satisfying (ii), (iii), (4) and l(zi+ 1 - zi)/(xj+ 1 - xi)1 
= IIf I( o. < llyC1) (I z. Obviously, p satisfies (ii) and (iii). 
(b) Zf (5) is not satisfied, there exist J?;, s, such that the two-part 
piecewise affine function 
f(x) = I[x 1, z;; s;l(x) x, d x d ii, 
(6) 
=KXi+I,z,+,; -s;](x) i, < x < x, + ,, 
satisfies (ii), (iii), and (4) with Isi 1 = llj=(‘) I( ~ 6 IIf /I a,. Again, % 
satisfies (ii) and (iii). 
Proof (a) is obvious, because the values z,, z,, , satisfy (4). For (b), we 
have two things to prove: (i) existence of ii, si which define the required 
f(x), and, (ii): IIfC1)(/ m < (( f(l) II=. We demonstrate (i) constructively by 
determining the proper values of si and T?,. Putting dx = xi+ I - X, 
(similarly, dy,dz), and dlx=xi+l+xi, dlz=zi+l+z,, d,z=z~+,+z~, 
the conditions of the problem lead to the following equations: 
ii = (AZ + SiA 1 x)/2s; (7) 
0 = sf Ax* + si( 2AxA, z - 4Ay) - AZ*. 63) 
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The last equation gives 
si = [ (2dy - dxd * z)px*] ) [2dxZd,z + 4dy2 - 4dydxd 1 z)/dx4] I’*. (9) 
The si formula gets simplified in terms of t,, , fi,2 variables given below: 
si= CCti,I - ti,2)/21 + [(‘:I + t:2)/21”2 if ti,l 2 zi,2r 
= CCti,l - ti,2)/21 - CCtfl + ff2)/21”2 if ?i,l < fr,2, 
(10) 
where 
fl.1 = X(dYl~X) - z,ll~x 
tj,* = 2[z,+, - (dy/dx)]/dx. 
(11) 
All these equations (7)( 11) can be derived easily, except that the algebra is 
somewhat long. The same is true for showing that one of the values of si 
given by (9) is always appropriate; that is, it is real, gives a xi by (7) such 
that xi<xi<x,+,, and a r(x) by (6) which satisfies (4). 
For proving (ii), note that y(x) >p(x) for all XE (xi, xi+ ,), or 
y(x) <p(x) for all x E (xi, xi+ I ) implies ];;+lT(x) dx # j;;+~f(x) dx, which is 
a contradiction, since both of these quantities equal ( y, + 1 - y,). Thus, there 
must be a point gi, x, < Ki < xi+ I such that 7(.Zi) =f(.Zi). If li <-xi, then for 
the points xi, ?Zj, we havef(xi) =r(xi),](Z,) =f(Zi), and sincef(x) is lineur 
between xi and Ti there must be a point X, x, < x < Zi withy”‘(x) >~“‘(X), 
implying that Ilf(‘)ll oc’ > /lf(‘)jl o. = 1.~~1. Similarily, if li 3 xi, for the points 
gi and xi+,, we have j(Zi)=f(Zj), .~(x,+,)=~(x~+,), and we see that 
Iv(‘)ll co b (I~(‘$ a, = 1.~~1. In both cases, ljf”)lj ;. is the same or smaller than 
I/f(‘)l(cr:. Note that this argument does not hold for two values, si,, si2 in 
(6)ifI~illZl~lzl. Q.E.D. 
COROLLARY 1. Zf y(x) E FA)[xi, xi+ 1], f(xi) = zi, but f(x,+ ,) is not 
specified, the linear function f(x) with /If(‘) 11 co 6 [/~(‘)/I m can be found by 
selecting such a value zi+, ofp(~;+~) that (5) is satisfied. 
By organizing the direct consequences of Lemma 1, we get the essentials of 
Karlin’s result for n = 2. 
COROLLARY 2. For order n = 2, there exists a solution of (2): (i) which is 
a piecewise polynomial of degree ~2; (ii) in each intermediate interval 
[xi, xi+ 1], i= 2 ,..., r, there are at the most two polynomials, while the initial 
and the last intervals have only one in each; (iii) in the case of two 
polynomials in an interval, their curvature f C2’ will be the same in absolute 
value but opposite in sign. 
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Proof: (i) We have noted (see (3)) that the solution of (2) can be 
obtained by integratingf*(x), the solution of (3) which is piecewise linear 
by Lemma 1, which implies the assertion. (ii) Since y*(x) has at the most 
two linear pieces in each interval, by Lemma 1 the assertion about the 
intermediate intervals is clear. The first interval [x, , x2] will have only one 
polynomial because the value f(xZ) = z2 will automatically determine the 
best valuef(x,) = z, , as in Corollary 1. Similarly, the last interval will have 
only one polynomial. (iii) This is clear from (6), since the two linear pieces 
have slopes equal in absolute value and opposite in sign. Q.E.D. 
Now we present the following convex nonlinear programming charac- 
terization of problem (2), which can be directly used to obtain its 
numerical solution by easily available computer based methods (e.g., 
[ 14, 22]), as is done for the numerical examples in the next section. 
THEOREM 1. By solving the following convex programming problem (12) 
we can obtain f*(x), a solution of (2) f or n=2, and (n+r)=(r+2) given 
points (xi};‘*, {yi};+* with a=~,< ... <x,+2=b’. The value qf 
[min( lif(2)11 3.:fg Fz’[x, y]}] = llf*(2)/1 ~ is given by min s; and an optimal 
spline (along with locations of its knots) can be determined by the optimal 
values of the variables t, ,..., t2r, as shown in Corollary 3. 
Minimize: s 
Subject to: 
(a) s-t,>O,s+t,>O 
(b) For i=2,4 ,..., 2r-2, 
s-{[(ti-t;+,)/2]+[(tf+t:+,)/2]“*}b0 
~-(II-~~,-~,+,~/~1+r~~f+~f+,~/~1”*~~~ 
(c) s - t,, a 0, s + t,, > 0 
(d) For i=l,3 ,..., 2r-l;j=(i+1)/2, 
(12) 
citi+ ci+, ti+, =(c.,+cj+l)dj 
where the constants ci and d, are calculated from the given problem data as 
follows: 
cj=(xj+I-xj) j=l ,..., r + 1, 
2(Yj+ I -Yj)c,+,-(Y,+2-Yj+,)cj 
d'=(xj+xj+I)cjcj+Iy(Xj+I+Xj+*)CjCj+I 
j= l,..., r. 
Proof. It is clear from the noted relation between the solutions of (2) 
’ See Remark 2. 
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and (3) for n = 2 that /If*(*) (1 m = IIy*(1) I( oo, where p* is a solution of (3). 
Now Lemma 1 can be used to get such a solution fi with minimum 
Ilfi” II m in a single interval [xi, xi+ 1] for any specified values of zi =fi(xI), 
zi+ 1 =fi(xi+ 1). Hence, considering an application of the lemma in each of 
the interval, it is easy to see that we can solve (2) by determining the 
optimal values of z,, z2 ,..., z,, 2, or equivalently (since one determines the 
other uniquely by (11)) t,, t2,..., tZr which minimize ~=rnax~,~~~+~ (si/
under constraints (1 l), where sj represents p$2) of the solution fi in the ith 
interval [xi, xi+ ,I. Now some auxilliary observations are needed. Note 
that z1 and z2 are not independent; once the optimal value of z2 is known, 
z1 is determined directly by Corollary 1. The same thing applies to z,, 1 
and z,+~; thus we need to determine the optimal values of only z2 ,..., z, + , . 
Also, since the first and last intervals will have only one polynomial 
(Corollary 2(ii)) t,,, and t,,, variables in (11) will be equal: t,,, = t,,2. 
Similarly, these two variables in the last interval will be the same. Other 
intervals may have two distinct values tj,l and ti,2. Thus, since we have 
(r + 1) intervals resulting from (Y + 2) values of xi, we have a total (2r) of 
the t variables (ti,..., t2r) in our problem: one for the initial (tl), one for the 
last (t2r) and two each for (Y - 1) intermediate intervals. The expression for 
the first Is, ( and the last Is,+~ 1 are simple, viz: (sl ( = (t, 1, Is,+i 1 = ltZrl. 
For intermediate intervals they are given by (10). Finally, by an 
examination of (11) we can directly check that for any i = l,..., 2r - 1 and 
the corresponding j= (i+ 1)/2, we have cjti + c,+ 1 ti+ 1 = (c, + cj+ ,) d,, 
where constants cj and dj are as given. For each j, dj represents S(*) of the 
second-degree polynomial f through the three consecutive points (xi, y,), 
(.xj+,,yJ+i), (x~+~,Y,+*), and (dj/2) is commonly known as the second 
divided difference of these points [3]. Thus, solution of (2) can be obtained 
from the solution of 
Minimize s = max{ Is, 1, Is2 I,..., Is,, , ( } 
= max{ It, 0 Cl(b - tJPl + C(tZ+ t3/21”21,..., (13) 
Cl(t*r-2-f*r-1)/21 + C(t~,-2+t:r~-,)/21”21~ Itzrll 
Subjectto: c,ti+cj+,ti+,=(~i+~i+l)d,; i= 1, 3,..., 2r - 1; 
j= (i+ 1)/2. 
Then formulation (12) is a straightforward way in which absolute values in 
the co-norm type objective function can be handled. It is obvious (by the 
definition of absolute value) that the solution of (12) is also the solution of 
(13). 
In order to see that (12) represents a convex programming problem with 
the property that a local solution is also a global solution, note that the 
objective function is linear (therefore also convex) and the constraints can 
409:114/l-19 
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be shown to be concave. This is sufficient for the property to hold [ 11. 
Being linear, constraints (a), (c), and (d) are obviously concave; to see that 
the constraints (b) are concave, note that the Hessian matrix, for example, 
of the first constraint of (b) and third of the problem 
is given by: 
u3@, 12, t,)=s- {[(tz- t3)/2] + [(tZ+ t;)/2]1i2f 
An examination of (-H) shows that it is symmetric, its diagonal elements 
and all its three leading principal determinants are non-negative for all 
values of s, t2, and t,. Thus ( -H) is a positive semidefinite matrix and u3 
is a concave function [ 11. Q.E.D. 
Remark 1. Using Eqs. (d) in (12), we can substitute 
{C(cj+cj+l)dj-c,+l r+l t. I/c,) for tj, u = 1, 3 ,..., 2r - 1, and thus eliminate 
all the (d) constraints and half of the t, variables from the problem. Then 
the problem will have 2(r + 1) constraints, and (r + 1) variables: 
(s, t, 1.‘., t,). The present longer form is given for clarity of the formulation. 
COROLLARY 3. We can obtain an optimal spline function f* explicitly by 
f*(x) = J:,y*(x) dx +Y, , where .7* is defined in each interval [xi, x,, I J, 
i = l,..., r+ 1, to be the f of (a) or (b) of Lemma 1, with zi=$, 
i = l,..., r + 2, z* values being calculated from the optimal t,*, i = l,... 2r 
values of Theorem 1 as follows: 
For i=2,..., r+ l;j=2(i- l), 
z,* = (dy,/dx,) - t;C(dxJ2) 
For i = 1 and (r + 2), 
z: = z2* - (Ax,) tl* 
where dxj=(xi+,-xi), dyi=(y,+,-y,), i= 1,2 ,..., r+ 1. 
As done for the numerical examples given, we can use existing nonlinear 
programming techniques to solve problem (12). It should be noted that its 
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convexity property plays an important role, since the capabilities of these 
techniques to obtain the global optimum for convex problems far exceed 
for those of nonconvex ones. There are many excellent references in this 
general nonlinear programming area, including [ 1, 2, 9, 10, 16, 23, 241. 
For an up-to-date comparative study of important techniques which have 
been programmed for the computer, see [lo, 14,221, which also have 
other valuable references in this area of efficiency and practicality of the 
algorithms used. 
Remark 2. The usual interpretation [13] of a repitition xi= xi+, is 
that the interpolating function f at xi satisfies f(xi) =yi andf’(x;) = yi+ 1. 
In our notation this amounts to specifying a zi value, or by (11) a ti value 
at a data point xi. Thus the case a=x,<xx,6 ... 6x,+2=b, xi<xif2, 
i= l,..., r, can be handled as follows: (i) Get formulation (12) with r = F, 
where r is the number of distinct xi values denoted by Xi, ignoring the 
repetitions which specify the first derivative values. (ii) For each repeated xi 
data; that is, for each i, 1 < i6 r, such that Xi = xk = xk +, for some 
k E { 2,..., Y} add a constraint to (12): 
where j=2i-2. However, if k=l or r+l; that is, if X1=x1=x2, or 
xi=x,+l =xr+* (initial or last interval), rather than (e) analogous 
modification of constraints (a) and (c) should be used; this is due to (12) 
being specialized for the nonrepeating case so that currently there is only 
one ti variable in these intervals, while a repeating case will need two. 
3. NUMERICAL EXAMPLES 
In order to clarify the nonlinear programming formulation for the 
quadratic case, we give two examples, the first in some detail, and the 
second briefly. 
3.1 EXAMPLE 1. Let us take a four point case, n = 2, r = 2, considered 
by Favard [6]:a=x,=O, x2=1, x,=2, x,=b=3; y,=OS, y2=0, 
y, = 0.5, y, = 0; with d, = 1, d, = -1, and the solution s* = l/f*(*)/1 rx) = 4/3. 
For this problem, formulation (12) is: 
Minimize: s 
Subject to: s - I, b 0 
s+t,>O 
s-~C(1*-t3)/21+C(t:+t:)/21”2)~0 
s- {[-(t*-t,)/2]+ [(t:+t:)/2]“*30 
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s-t,>0 
s+t,>o 
t, + t, = 2d, = 2 
t, + t, = 2d, = -2. 
Eliminating, say, t2, t, by the last two equalities, (see Remark 1, Sect. 2) 
we get 
Minimize: f(s, t,, t‘l)=s 
Subject to: Uj(S, t,, t,)=s- t, 20 
u*(s, t,, t4) = s + t, 2 0 
U3(.~,tl,t4)=S--([I(4-tl+t4)/21 
+[{(t;-4t,)+(t~+4t,)+8}/2-j1’*}b0 
kh, t,, f4) = s - { c - (4 - t, + Q/21 
+[{(t:-4t,)+(t:+4t,)+8}/2]“2}~0 
UJS, tl) t4) = s - t4 2 0 
UJS, 1,) t‘$) = s + t4 >, 0. 
It is easy to verify directly that the optimal solution of this problem is: 
t i+ = $, t: = -i with s* = $, because there exist non-negative %,? , i = l,..., 6, 
with values ,4: = +, $ = 0, 2: = 4. A*, = 0, 1: = 0, 1LE = f which satisfy the 
Kuhn-Tucker conditions given below, at the optimum [ 11 (s* = $, t: = 4, 
f4* = - $): 
(i) Gradient conditions: 
(a) (8fiZJs)*=CP=, ~,(&JJ&)*-+ l=i,+i,+I,+I,+I,+& 
(b) (dfl&,)* = C;=, &(&@t,)* + 0 = -1, + 1, + i3(c3u,/c3t,)* 
+ uh/at, )* 
(c) (lfpt,)* = cp= 1 ni(i%di/cYt,)* + 0 = &(Lh@t,)* + n,(au,/at,)* 
- I,+&. 
Asterisks indicate that the value is evaluated at the optimum. Since 
A,* =O, we need not calculate (du,/&,)*, (c%Qt,)*. The values (du,/&,)* 
and (&,/at,)* turn out to be 1, - 1, respectively. 
(ii) Complimentary slackness conditions: 
ui. li = 0, 
(iii) Feasibility conditions: 
i = l,..., 6 
Ui>O, Ai>Oo, i=l 6. ,..., 
Thus the solution of (12) is the solution of problem (2) for the given 
data. Optimal values of t, and t4 give t: = 4, t: = - 3; we can also get 
z: = &, z: = & using (ll), and then use Corollary 1 to find z: = -& 
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z: = -& The solution f*(x) consists of two parabolas, in appropriate 
ranges, passing through (0, .5), (1,0) with curvature $ and (2, .5), (3,O) 
with curvature ( -4/3), and we have ilf*(*)11 3. = s* = $. Clearly, the optimal 
location of the only knot is at (2, 2). 
On the computer, eliminating variables t, , t,, Rosenbrock unconstrained 
optimization procedure [ 14, pp. 320-330, ROSENB Algorithm] gave the 
optimum as: s* = 1.33338400, tz = 0.66661200, tt = -1.3331960. The 
initial values were t, = 5.0, t, = 1.5. Other parameters used are as suggested 
in the program description, and several different starting values gave 
similar results. 
3.2 EXAMPLE 2. For a six point problem with n = 2, Y = 4, and 
(Xi}? = (0.1, 0.2, 0.3,0.4, 0.5) 
{ yJ: = (0.1, 0.3, 0.55, 0.85, 1.25) 
we can calculate d, = 10, d, = 5, d3 = 5, d4 = 10. Then eliminating t,, t,, r5, 
t, and using the same ROSENB routine as above we get s* = 10.088260, 
t? = 9.9311030, t: = 3.3160130, t = 9.5927700, t = 10.0588900. It is easy to 
verify geometrically that there is a spline fc Fg)[x, y] with l/f(*)11 o.= 10, 
and, since this value can not be lower than max, G ;<J Id,/) = 10 in any 
case, the actual value of s* is 10. Thus the numerical solution has an error 
of less than one percent. More accurate solutions are obtainable by better 
selection of the parameters of the algorithm. 
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