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Abstract: We perform the Hamiltonian analysis of general bimetric gravity. We deter-
mine four first class constraints that are generators of the diagonal diffeomorphism. We
further analyze the remaining constraints and we present an evidence that these constraints
should be the second class constraints in order to have theory with the Hamiltonian con-
straint as the first class constraint. We also discuss the case of the non-linear bimetric
gravity and argue that it is very difficult to eliminate the ghost mode.
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1. Introduction
The bimetric theory of gravity were introduced in [1] in order to describe the interaction
of gravity with a massive spin 2−meson. These theories were also investigated recently
due to their cosmological solutions [2, 3, 4, 5, 6, 7, 8, 9, 10]. Generally, bimetric theories
contain one massive and one massless spin−2 field and one scalar ghost mode. As a result
the bimetric theories of gravity are plagued by the same problems as the general massive
theories of gravity.
On the other hand recent formulation of the massive gravity known as the non-linear
massive gravity seems to be free of ghosts [11, 12], for further improvement, see [14, 13].
This theory was further extended in [15] where the theory was formulated with general
reference metric. The Hamiltonian analysis of given theory was performed in several papers
[16, 17, 18, 19, 20, 21, 22] with the most important results derived in [23, 24] with the
outcome that this non-linear massive theory possesses one additional constraint and the
resulting constraint structure is sufficient for the elimination of the ghost degree of freedom.
Due to the fact that the non-linear massive gravity with general reference metric is
free of ghost it is tempting to generalize this theory by introducing the kinetic term for
the reference metric which now becomes dynamical. As a result gˆµν and fˆµν come in
the symmetric way in the action which means that the non-linear massive gravity was
generalized to the bimetric theory of gravity. This important step was performed in [25].
Then it was argued in [23] that the resulting theory is the ghost free formulation of the
bimetric theory of gravity using the very detailed proof of the absence of ghosts in the
non-linear massive gravity performed here. However the question of the absence of the
ghosts in the new formulation of the bimetric theory of gravity was questioned recently in
– 1 –
[28] 1. This analysis was based on the careful Hamiltonian analysis of the bimetric gravity
with redefined shift function [25]. We have argued that due to the fact that the lapse
function of the metric fˆµν is now Lagrange multiplier whose value is determined by the
dynamics of the theory it is not possible to find another additional constraint so that the
ghost mode is still present. On the other hand we showed that there are no first class
constraints corresponding to the generators of the diagonal diffeomorphism and we argued
that this is a consequence of the redefinition of the shift function performed in [25].
The goal of this paper is to extend the analysis presented in [30] to the case of the
Hamiltonian analysis of the bimetric theory of the gravity with general potential between
two metric gˆµν and fˆµν . We identify four the first class constraints corresponding to the
diagonal diffeomorphism and determine the Poisson brackets among them in order to show
that they obey the right form of the algebra. These results immediately solve the issue
found in [28] since we are now able to identify the four first class constraints that generate
the diagonal diffeomorphism in case of non-linear bimetric gravity. As the next step in our
analysis we try to answer the question whether it is possible to find an additional constraint
in bimetric gravity which could eliminate the ghost mode. In other words we analyze the
time development of the four remaining constraints. We present some evidence that it is
very difficult to have such a form of the potential that will lead to the emergence of the
additional constraint. Then we analyze the square root form of the potential and we argue
that it is difficult to find an additional constraint which suggests that the ghost mode is
still presented in given theory which also confirms the observation presented in [28].
The structure of this paper is as follows. In the next section (2) we introduce the
bimetric theory of gravity and find its Hamiltonian formulation. Then in section (3) we
calculate the Poisson brackets between constraints and find the constraints that are gen-
erators of the diagonal diffeomorphism. In section (4) we analyze the time evolution of
the second class constraints. Finally in conclusion (5) we outline our result and suggests
possible extension of this work.
2. Hamiltonian Formulation of Bigravity with General Potential
Let us consider bimetric theory of gravity defined by the action
S =M2L
∫
d4x
√
−gˆR(gˆ) +M2R
∫
d4x
√
−fˆR(fˆ)− µ
∫
d4x(det gˆ det fˆ)1/4V(Hµν) , (2.1)
where we presume that the potential term is the general function of
Hµν = gˆ
µρfˆρν . (2.2)
When we require that the action (2.1) is invariant under following diffeomorphism trans-
formations
gˆ′µν(x
′) = gˆρσ(x)
∂xρ
∂x′µ
∂xσ
∂x′ν
, fˆ ′µν(x
′) = fˆρσ(x)
∂xρ
∂x′µ
∂xσ
∂x′ν
(2.3)
1This issue was also addressed in the recent paper [32].
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we have to demand that the potential term has to be functions of various powers of Hµν and
their traces. The goal of this paper is to extend the Hamiltonian analysis of the particular
bimetric gravity performed in [30] to the case of the general form of the potential V.
To begin with we introduce the 3+1 decomposition of the four dimensional metric gˆµν
[26, 27]
gˆ00 = −N2 +NigijNj , gˆ0i = Ni , gˆij = gij ,
gˆ00 = − 1
N2
, gˆ0i =
N i
N2
, gˆij = gij − N
iN j
N2
(2.4)
together with the metric fˆµν
fˆ00 = −M2 + Lif ijLj , fˆ0i = Li , fˆij = fij ,
fˆ00 = − 1
M2
, fˆ0i =
Li
M2
, fˆ ij = f ij − L
iLj
M2
, Li = Ljf
ji .
(2.5)
To proceed further we use the well known relation 2
(4)R[gˆ] = KijGijklKkl +R(g) ,
(4)R[fˆ ] = K˜ij G˜ijklK˜kl +R(f) ,
(2.6)
where R(g) and R(f) are three dimensional scalar curvatures evaluated using the spatial
metric gij and fij respectively and where the extrinsic curvatures Kij and K˜ij are defined
as
Kij =
1
2N
(∂tgij −∇iNj −∇jNi) , K˜ij = 1
2M
(∂tfij − ∇˜iLj − ∇˜jLi) , (2.7)
and where ∇i and ∇˜i are covariant derivatives evaluated using the metric components gij
and fij respectively. Finally note that Gijkl and G˜ijkl are de Witt metrics defined as
Gijkl = 1
2
(gikgjl + gilgjk)− gijgkl , G˜ijkl = 1
2
(f ikf jl + f ilf jk)− f ijfkl (2.8)
with inverse
Gijkl = 1
2
(gikgjl + gilgjk)− 1
2
gijgkl , G˜ijkl = 1
2
(fikfjl + filfjk)− 1
2
fijfkl (2.9)
that obey the relation
GijklGklmn = 1
2
(δmi δ
n
j + δ
n
i δ
m
j ) , G˜ijklG˜klmn =
1
2
(δmi δ
n
j + δ
n
i δ
m
j ) . (2.10)
Using (2.6) we rewrite the action (2.1) into the form that is suitable for the Hamiltonian
analysis
S =
∫
dtL =M2g
∫
d3xdt
√
gN [KijGijklKkl +R(g)] +
+ M2f
∫
d3xdt
√
fM [K˜ij G˜ijklK˜kl +R(f)]− µ
∫
d3xdtg1/4f1/4
√
NMV .
(2.11)
2We ignore the boundary terms.
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Then from (2.11) we determine following conjugate momenta
πij =
δL
δ∂tgij
=M2gGijklKkl , ρij =
δL
δ∂tfij
=M2f G˜ijklK˜kl ,
πi =
δL
δ∂tN i
≈ 0 , ρi = δL
δ∂tLi
≈ 0 ,
πN =
δL
δ∂tN
≈ 0 , ρM = δL
δ∂tM
≈ 0
(2.12)
and then using the standard procedure we derive following Hamiltonian
H =
∫
d3x(NR(g)0 +MR(f)0 +N iR(g)i + LiR(f)i + µ
√
NMg1/4f1/4V) ,
(2.13)
where
R(g)0 =
1
M2g
√
g
πijGijklπkl −M2g
√
gR(g) , R(f)0 =
1
M2f
√
f
ρij G˜ijklρkl −M2f
√
fR(f) ,
R(g)i = −2gij∇kπkj , R(f)i = −2fij∇˜kρkj .
(2.14)
An important point is to identify four constraints that are generators of the diagonal
diffeomorphism. In order to do this we proceed as in [10] and introduce following variables
N¯ =
√
NM , n =
√
N
M
, N¯ i =
1
2
(N i + Li) , ni =
N i − Li√
NM
,
N = N¯n , M =
N¯
n
, Li = N¯ i − 1
2
niN¯ , N i = N¯ i +
1
2
niN¯ ,
(2.15)
where again clearly their conjugate momenta are the primary constraints of the theory
PN¯ ≈ 0 , pn ≈ 0 , Pi ≈ 0 , pi ≈ 0 . (2.16)
Note that the canonical variables have following non-zero Poisson brackets{
gij(x), π
kl(y)
}
=
1
2
(δki δ
l
j + δ
k
j δ
l
i)δ(x − y) ,
{
fij(x), ρ
kl(y)
}
=
1
2
(δki δ
l
j + δ
k
j δ
l
i)δ(x − y) ,{
N¯(x), PN¯ (y)
}
= δ(x − y) , {n(x), Pn(y)} = δ(x− y) ,{
N¯ i(x), Pj(y)
}
= δijδ(x − y) ,
{
ni(x), pj(y)
}
= δijδ(x− y) .
(2.17)
Further, using (2.15) we find following form of the matrix Hµν
H00 = a+
N¯ i
N¯
vi , H
0
j =
1
N¯
vj ,
H i0 = −N¯ ia−
N¯ i
N¯
vkN¯
k + aijN¯
j + N¯wi ,
H ij = a
i
j −
1
N¯
N¯ ivj ,
(2.18)
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where
vi =
fijn
j
n2
, wi =
1
4n2
ni(nmfmnn
n)− n
i
2n4
− 1
2
gimfmkn
k ,
a =
1
n4
− n
ifijn
j
2n2
, aij = g
ikfkj − 1
2n2
ninkfkj .
(2.19)
The crucial point for the existence of four constraints that generate the diagonal diffeo-
morphism is to show that the potential V does not depend on N¯ and N¯ i. To do this we
will argue that the matrix Hµν is similar to the matrix A
µ
ν defined as
A =
(
a vj
wi aij
)
. (2.20)
Our arguments are as follows. It is known that matrices are characterized by their charac-
teristic polynomials. The characteristic polynomial of an n× n matrix X is given by
p(λ) = det(X− λI) = (−1)n[λn + c1λn−1 + c2λn−2 + . . .+ cn−1λ+ cn] , (2.21)
where c1, c2, . . . , cn are expressed using the powers of the traces of X. Explicitly, if we
introduce the notation
tk = Tr(X
k) (2.22)
we find that in case of 4×4 matrix the characteristic polynomial is determined by following
coefficients
c1 = −t1 ,
c2 =
1
2
(t21 − t2) ,
c3 = −1
6
t31 +
1
2
t1t2 − 1
3
t3 ,
c4 =
1
24
t41 −
1
4
t21t2 +
1
3
t1t3 +
1
8
t22 −
1
4
t4 .
(2.23)
Let us now determine tk for the matrix H
µ
ν
t1 = TrH = H
µ
µ = a+ a
i
i = A
µ
µ ,
t2 = TrH
2 = HµνH
ν
µ = a
2 + viw
i + aija
j
i = A
µ
νA
ν
µ ,
t3 = TrH
3 = HµνH
ν
ρH
ρ
µ = a
3 + 3viwia+ 3via
i
jw
j + aija
j
ka
k
i =
= AµνA
ν
ρA
ρ
µ ,
t4 = TrH
4 = HµνH
ν
ρH
ρ
σH
σ
µ =
= a4 + 4a2viw
i + 2(viw
i)2 + 4avia
i
jw
j + 4via
i
ja
j
kw
k + aija
j
ka
k
la
l
i =
= AµνA
ν
ρA
ρ
σA
σ
µ .
(2.24)
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We see that the characteristic polynomials of Hµν and A
µ
ν are the same which also implies
that corresponding minimal polynomials are the same. Further, by presumption Hµν is
diagonalizable which means that the minimal polynomial is a product of distinct linear
factors. However since the minimal polynomial of Hµν is the same as the minimal polyno-
mial of Aµν we immediately find that A
µ
ν is diagonalizable to the same diagonal matrix
which also implies that Hµν and A
µ
ν are similar. In other words there exist the matrix T
µ
ν
so that
Hµν = T
µ
ρA
ρ
σ(T
−1)σν . (2.25)
Then we find
V(H) = V(A) (2.26)
since by definition the potential is given as the traces of various powers of Hµν . Now the
equation (2.26) is the desired result which shows that V does not depend on N¯ and N¯ i and
hence they appear in the action linearly. Using these calculations we find the Hamiltonian
in the form
H =
∫
d3x(N¯R¯+ N¯ iR¯i) , (2.27)
where
R¯ = nR(g)0 +
1
n
R(f)0 +
1
2
niR(g)i −
1
2
niR(f)i +
+ µ2g1/4f1/4V(A) , R¯i = R(g)i +R(f)i .
(2.28)
Now we proceed to the analysis of the requirement of the preservation of the primary
constraints (2.16)
∂tPN¯ = {PN¯ ,H} = −R¯ ≈ 0 ,
∂tPi = {Pi,H} = −R¯i ≈ 0 ,
∂tpn = {pn,H} = −R(g)0 +
1
n2
R(f)0 − µ2g1/4f1/4
δV
δn
≡ Gn ≈ 0 ,
∂tpi = {pi,H} = −1
2
R(g)i +
1
2
R(f)i − µ2g1/4f1/4
δV
δni
≡ Gi ≈ 0 .
(2.29)
As a result we have following total Hamiltonian
HT =
∫
d3x(N¯R¯+ N¯ iR¯i + VNPN¯ + V iPi + vnpn + vipi + unGn + uiGi) ,
(2.30)
where VN , V
i, vn, v
i, un, ui are Lagrange multipliers corresponding to the constraints PN¯ ≈
0, Pi ≈ 0, pn ≈ 0, pi ≈ 0,Gn ≈ 0,Gi ≈ 0. In the next section we determine the algebra of
constraints R¯, R¯i.
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3. Algebra of Constraints R¯, R¯i
For the consistency of the theory it is important to show that the constraints R¯ and R¯i
are the first class constraints. To proceed it is useful to introduce the smeared form of the
constraint R¯
TT (N) =
∫
d3xN(x)R¯(x) . (3.1)
Instead of the constraint R¯i we introduce the constraint R˜i that is given as an extension
of the constraints R¯i by appropriate combinations of the primary constraints pn, pi
R˜i = R(g)i +R(f)i + ∂inpn + ∂injpj + ∂j(njpi) (3.2)
with equivalent smeared form
TS(N
i) =
∫
d3xN iR˜i . (3.3)
Then using (2.17) we determine the Poisson brackets between TS(N
i) and the canonical
variables
{
TS(N
i), gij
}
= −Nk∂kgij − ∂iNkgkj − gik∂jNk ,{
TS(N
i), πij
}
= −∂k(Nkπij) + ∂kN iπkj + πik∂kN j ,{
TS(N
i), fij
}
= −Nk∂kfij − ∂iNkfkj − fik∂jNk ,{
TS(N
i), ρij
}
= −∂k(Nkρij) + ∂kN iρkj + ρik∂kN j ,{
TS(N
i), n
}
= −N i∂in ,{
TS(N
i), πn
}
= −∂i(N iπn) ,{
TS(N
i), ni
}
= −Nk∂kni + ∂jN inj ,{
TS(N
i), πi
}
= −∂k(Nkπi)− ∂iNkπk .
(3.4)
With the help of these results we easily find how various components Aµν transform under
spatial diffeomorphism
{
TS(N
i), a
}
= −N i∂ia ,{
TS(N
i), vi
}
= −N j∂jvi − ∂iNkvk ,{
TS(N
i), wj
}
= −Nk∂kwj + wk∂kN j ,{
TS(N
i), aij
}
= −Nk∂kaij + ∂kN iakj − aik∂jNk .
(3.5)
and also {
TS(N
i),TS(M
j)
}
= TS((N
j∂jM
i −M j∂jN i)) . (3.6)
This result suggests that TS(N
i) is the generator of the spatial diffeomorphism.
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For further purposes it is convenient to introduce the smeared forms of the constraints
R(f),(g)0 and R(f),(g)i
T
g
T (N) =
∫
d3xN(x)R(g)0 (x) , TfT (N) =
∫
d3xN(x)R(f)0 (x) ,
T
g
S(N
i) =
∫
d3xN i(x)R(g)i (x) , TfS(N i) =
∫
d3xN i(x)R(f)i (x) .
(3.7)
It is well known that these smeared constraints have following non-zero Poisson brackets 3{
T
g
T (N),T
g
T (M)
}
= TgS((N∂iM −M∂iN)gij) ,{
T
f
T (N),T
f
T (M)
}
= TfS((N∂iM −M∂iN)f ij) ,{
T
g
S(N
i),TgT (M)
}
= TgT (N
i∂iM) ,{
T
f
S(N
i),TfT (M)
}
= TfT (N
i∂iM) ,{
T
g
S(N
i),TgS(M
j)
}
= TgS((N
j∂jM
i −M j∂jN i)) ,{
T
f
S(N
i),TfS(M
j)
}
= TfS((N
j∂jM
i −M j∂jN i)) .
(3.8)
As the next step we determine the Poisson bracket between TS(N
i) and TT (N). We firstly
determine following Poisson bracket{
TS(N), g
1/4f1/4V
}
= −Nk∂k[g1/4f1/4V]− ∂kNkg1/4f1/4V +
+ g1/4f1/4
[
δV
δni
∂jN
inj − 2 δV
δfkl
∂kN
mfml + 2
δV
δgkl
∂mN
kgml
]
.
(3.9)
On the other hand we know that V depends on Aµν through the trace. As a result we find
that V depends on the eigenvalues λi that are solutions of the characteristic polynomials.
Further, we know that the coefficients of this polynomial are functions of t1, . . . , t4. As a
result if we show that ti transform as scalars under spatial diffeomorphism we find that λi
and consequently V transform as the scalar as well. In fact, using the explicit form of ti
given in (2.24) and also using the Poisson brackets (3.5) we easily find that ti transform as
scalars under spatial diffeomorphism. These results imply following Poisson bracket{
TS(N), g
1/4f1/4V
}
= −Nk∂k[g1/4f1/4V]− ∂kNkg1/4f1/4V . (3.10)
Finally using the Poisson brackets (3.8) we find{
TS(N
i),TT (M)
}
= TT (N
i∂iM) ,{
TS(N
i),Gn(M)
}
= Gn(N
i∂iM) .
(3.11)
3See, for example [29].
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In case of Gi the situation is more complicated since we have to determine the variation of
ti with respect to n
j and then its Poisson bracket with TS(N
i). For example, in case t1
and t2 we obtain
δt1
δni
= −2fijn
j
n2
,
δt2
δni
= − a
n2
fijn
j +
1
n2
fijw
j − vi
2
a− 1
2
fikg
kjvj .
(3.12)
In the same way we can calculate δt3
δni
and δt4
δni
and then we find
{
TS(N
i),
δtj
δni
}
= −Nk∂k
[
δtj
δni
]
− δtj
δnk
∂iN
k . (3.13)
With the help of these results we easily obtain{
TS(N
i),
δV
δni
}
=
δV
δtj
{
TS(N
i),
δtj
δni
}
= −Nk∂k
[
δV
δni
]
− δV
δnk
∂iN
k .
(3.14)
Finally using (3.8) and (3.14) we find
{
TS(N
i),Gi
}
= −Nk∂kGi − Gj∂iN j . (3.15)
Collecting all these results we find that R˜i are the first class constraints whose smeared
forms correspond to the generator of the diagonal spatial diffeomorphism.
On the other hand more interesting is to determine the Poisson bracket between
smeared forms of the Hamiltonian constrains (3.1). Following the same calculations as
in [30] we find
{TT (N),TT (M)} = TS((N∂iM −M∂iN)n2gij) +TS((N∂iM −M∂iN) 1
n2
f ij)−
− GS((N∂iM −M∂iN)n2gij)−GT ((N∂iM −M∂iN)ni) +
+ GS((N∂iM −M∂iN) 1
n2
f ij) +
∫
d3x(N∂iM −M∂iN)Σi[V] ,
(3.16)
where we defined the smeared forms of the constraints Gi and Gn
GT (N) =
∫
d3xN(x)Gn(x) , GS(N i) =
∫
d3xN i(x)Gi(x) , (3.17)
and where Σi[V] is defined as
Σi[V] = µg1/4f1/4
[
−n2gij δV
δnj
+ f ij
δV
δnj
1
n2
− δV
δgkj
nkgij − δV
δfij
nkfkj − 1
2
nin
δV
δn
]
.
(3.18)
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We see that the Poisson bracket between the smeared forms of the Hamiltonian constraints
(3.16) vanish on the constraint surface on condition that Σi[V] is zero. In order to calculate
Σi[V] we proceed in the similar way as in case when we calculated the Poisson bracket
between TS(N
i) and V. Explicitly, we know that Aµν is similar to diagonal matrix with
eigenvalues λ1, λ2, λ3, λ4. In other words we have
V(A) = V(λi) . (3.19)
On the other hand we know that λi are solutions of the characteristic polynomial when the
coefficients are functions of t1, . . . , t4 so that
λi = λi(t1, . . . , t4) . (3.20)
Then if we show that
Σi[tj ] = 0 , j = 1, 2, 3, 4 (3.21)
we find that
Σi[λj ] = 0 (3.22)
and consequently
Σi[V(λ)] = Σi[V(A)] = 0 . (3.23)
We have already found in [30] that Σi[t1] = Σ
i[t2] = 0. The case of t3 and t4 is more
intricate. For example, the explicit form of t3 is equal to
t3 =
1
n12
− 3
n10
nifijn
j +
3
n8
(nifijn
j)2 − 1
n6
(nifijn
j)3 −
− 3
n6
nifikg
klflmn
m +
3
n4
(nifikg
klflmn
m)(nrfrsn
s)−
− 3
n2
nmfmig
ipfpjg
jrfrkn
k + gimfmjg
jkfklg
lpfpi .
(3.24)
Then using the explicit form of Σi and after some calculations we find
Σi[t3] = 0 . (3.25)
In the same way we find Σi[t4] = 0. In summary we have
Σi[tj] = 0 , for j = 1, 2, 3, 4 . (3.26)
With the help of this result we obtain the fundamental result that the Poisson bracket
between Hamiltonian constraint (3.16) vanishes on the constraint surface. This result
together with (3.6) and (3.16) shows that TT (N) and TS(N
i) are the first class constraints
that are generators of the diagonal diffeomorphism.
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4. Time Evolution of Remaining Constraints
In this section we analyze the time evolution of the constraints pn, pi,Gn,Gi. Note that the
total Hamiltonian is given in (2.30). For further purposes we calculate following Poisson
brackets
{pn(x),Gi(y)} = µ2 δ
2V
δniδn
(x)δ(x − y) ≡ △ni(x)δ(x − y) ,{
pn(x), G˜n(y)
}
= − 1
n
Gn(x)δ(x − y) +
+ n(x)
[
R(g)0 +
1
n2
R(f)0 + µ2g1/4f1/4
δV
δn
+ µ2g1/4f1/4n
δ2V
δn(x)δn(y)
]
δ(x − y) ≈
≈ n(x)
[
1
n
R¯+ n
i
n
Gi + n
i
n
µ2g1/4f1/4
δV
δni
− µ
2
n
g1/4f1/4V+
+ µ2g1/4f1/4
δV
δn
+ µ2g1/4f1/4n
δ2V
δ2n
]
δ(x− y) ≈
≈ µ2g1/4f1/4
[
ni
δV
δni
− V + nδV
δn
+ n2
δ2V
δ2n
]
δ(x − y) ≡ △nn(x− y) ,
{pi(x),Gn(y)} = µ2g1/4f1/4 δ
2V
δniδn
(x)δ(x − y) ≡ △in(x)δ(x − y) ,
(4.1)
We introduce following common notation pa ≡ (pn, pi) and Ga ≡ (Gn,Gi). Then the
requirement of the preservation of the primary constraints pa takes the form
∂tpa = {pa,HT } = Gn +
∫
d3xub(x) {pa,Gb(x)} ≈
≈
∫
d3xub(x) {pa,Gb(x)} = △abub = 0 .
(4.2)
We have four equations for four unknown ua. We have to distinguish two cases. The case
when det△ab 6= 0 and the case when det△ab = 0.
4.1 The case det△ab 6= 0
This situation is particular simple and we believe that this is in fact the situation in all
examples of the bimetric theories of gravity that are invariant under diagonal diffeomor-
phism. In this case we find that the solution of the equations (4.2) is ub = 0. Then we can
proceed to the analysis of the preservation of the constraints Ga
∂tGa = {Ga,HT } ≈
∫
d3x
(
N(x)
{Ga, R¯(x)} + vb {Ga, pb(x)}) =
=
∫
d3xN(x)
{Ga, R¯(x)}−△abvb = 0
(4.3)
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that again using the fact that det△ab 6= 0 can be solved for va as functions of the canonical
variables and N . In other words we find that Ga, pa are the second class constraints that can
be solved for n, ni at least in principle. Then four first class constraints PN¯ , Pi can be gauge
fixed and hence we can eliminate PN¯ , Pi and N¯ , N¯
i as dynamical variables. Then remaining
four first class constraints R¯, R˜i can be again gauge fixed so that we can eliminate eight
degrees of freedom from 24 degrees of freedom gij , π
ij , fij, ρ
ij so that we have 16 physical
degrees of freedom where 4 correspond to the massless graviton, 10 to the massive one
and 2 corresponding to the scalar mode at least at the linearized level. Of course, this
Hamiltonian analysis cannot answer an important question which is the identification of
the physical metric that couples to the matter fields, for recent detailed analysis, see [3].
To conclude this section we have to mention the form of the symplectic structure
on the reduced phase space spanned by zα ≡ (gij , πij , fij , ρij). Due to the fact that we
have eight second class constraints pn, pi,Gn,Gi we should replace the Poisson brackets
with corresponding Dirac brackets. Explicitly, let us introduce the common notation for
all second class constraints χA ≡ (Pa,Ga). Then we find following matrix of the Poisson
brackets of the second class constraints χA
{χA(x), χA(y)} ≡ ΘAB =
(
0 △(x)δ(x − y)
−△(y)δ(x − y) Ω(x,y)
)
, (4.4)
where the matrix Ωab(x,y) is defined as
{Ga(x),Gb(y)} = Ωab(x,y) . (4.5)
Since △ is invertible matrix we can find the matrix inverse to ΘAB in the form
(Θ−1)AB =
(
△−1(x)Ω(x,y)△−1(y) −△−1(x)δ(x − y)
△−1(y)δ(x − y) 0
)
(4.6)
Following the standard analysis of the system with the second class constraints we replace
the Poisson bracket by corresponding Dirac bracket defined as
{F,G}D = {F,G} −
∫
d3xd3y {F, χA(x)} (Θ−1)AB(x,y) {χB(y), G} .
(4.7)
Now we see that for the variables on the reduced phase space spanned by zα ≡ (gij , πij , fij, ρij)
the Dirac bracket coincides with the Poisson bracket. Explicitly, we have{
zα(x), zβ(y)
}
D
=
{
zα(x), zβ(y)
}
−
−
∫
d3zd3z′ {zα(x), χA(z)} (Θ−1)AB(z, z′)
{
χB(z
′), zβ(x)
}
=
{
zα(x), zβ(y)
}
−
−
∫
d3zd3z′
7∑
A=4
7∑
B=4
{zα(x), χA(z)} (Θ−1)AB(z, z′)
{
χB(z
′), zβ(x)
}
=
{
zα(x), zβ(y)
}
(4.8)
due to the fact that (Θ−1)AB = 0 for A,B = 3, . . . , 7 are zero.
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4.2 The case det△ab = 0
In this case it is possible to find the vector ua0 such that
△abub0 = 0 . (4.9)
Then we define new constraints P˜ , G˜ defined as
P˜ = ua0Pa , G˜ = ua0Ga (4.10)
together with
P˜a = Pa − 1
u0au
a
0
u0aP˜ , G˜a = Ga − 1
ua0u
a
0
u0aG˜ , u0a = δabub0 (4.11)
that by definition obey the conditions
ua0P˜a = 0 , u
a
0G˜a = 0 (4.12)
which means that we have 6 independent constraints. As a result we consider the total
Hamiltonian in the form
HT =
∫
d3x(NR˜+N iR˜i + VN¯PN¯ + V iPi + v˜P˜ + v˜aP˜a + u˜G˜ + u˜aG˜a) ,
(4.13)
where
v˜a = va − u
a
0(v
au0a)
uau0a
, u˜a = ua − (u
au0a)u
a
0
ua0u0a
, (4.14)
where va, ua are arbitrary four dimensional vectors and we clearly see that v˜a, u˜a are
orthogonal to ua0 so that they have 3 independent components.
Now we proceed to the analysis of the time evolution of the constraints P˜ , P˜a, G˜, G˜a.
Note that the constraint P˜ has vanishing Poisson bracket with G˜ and G˜a since{
P˜ (x), G˜(y)
}
= ua0△abub0δ(x− y) = 0 ,{
P˜ (x), G˜a(y)
}
= ub0△baδ(x − y) = 0
(4.15)
so that it is trivial to see that P˜ is preserved during the time evolution of the system and
that it is the first class constraint. Let us now analyze the time evolution of the constraint
P˜a
∂P˜a =
{
P˜a,HT
}
≈
∫
d3x(u˜(x)
{
P˜a, G˜(x)
}
+ u˜b(x)
{
P˜a, G˜b(x)
}
) ≈ △abu˜b = 0
(4.16)
using {
P˜a(x), G˜(y)
}
= {Pa(x),Gb(y)} ub0 = △abub0δ(x− y) = 0 . (4.17)
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Now due to the fact that u˜a is orthogonal to ua0 we find that the only solution of (4.16) is
given by u˜a = 0.
We proceed to the analysis of the time evolution of the constraint G˜, G˜a. We start with
the constraints G˜a
∂tG˜a =
{
G˜a,HT
}
≈
∫
d3x
(
N(x)
{
G˜a, R¯(x)
}
+ u˜(x)
{
G˜a, G˜(x)
})
+ v˜b△ba = 0
(4.18)
that again using the definition of v˜b given (4.14) can be solved for v˜a as function of the
canonical variables and N and u˜. This result implies that P˜a, G˜b are the second class
constraints.
Now we come the most intricate analysis which is the time preservation of the constraint
G˜
∂tG˜ =
{
G˜,HT
}
≈
∫
d3x
(
N(x)
{
G˜, R¯(x)
}
+ u˜(x)
{
G˜, G˜(x)
})
= 0 .
(4.19)
Note that generally
{
G˜(x), G˜(y)
}
6= 0. However we see that we have to analyze the time
evolution of the constraint R¯ as well 4 so that
∂tR¯ =
{R¯,HT} ≈
∫
d3xu˜(x)
{
R¯, G˜(x)
}
= 0 .
(4.20)
To proceed further we have to determine the Poisson bracket between R¯ and G˜. This is very
complicated due to the complex form of these constraints. As an example we determine
the Poisson bracket between TT (N) and GT (M)
{TT (N),GT (M)} = −TgS(n(N∂iM −M∂iN)gij −MN∂ingij) +
+ TfS(n
−3(N∂iM −M∂iN)f ij − n−4∂inNMf ij)−
− 1
2
T
g
T (n
iN∂iM)− 1
2
T
f
T (n
iN∂i(n
−2M)) +
+ 2µ2
∫
d3xMN
(
1
M2g
√
g
nπklGijklGkl − 1
M2fn
√
f
ρklGklijF ij
)
+
+
1
2
µ2
∫
d3xGijn
(
Nnk∂kgij + ∂i(Nn
k)gkj + gik∂j(Nn
k)
)
−
− 1
2
µ2
∫
d3xF ijn
(
Nnk∂kfij + ∂i(Nn
k)fkj + fik∂j(Nn
k)
)
−
− 2µ2
∫
d3xMN
(
1
M2g
√
g
nπklGijklGkl − 1
M2fn
√
f
ρklGklijF ij
)
,
(4.21)
4Note that this was not necessary in case when det△ab 6= 0 since in this case we found that u
a = 0 and
hence the constraint R˜ is trivially preserved.
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where
Gkl =
δ(g1/4f1/4V)
δgkl
, F kl =
δ(g1/4f1/4V)
δfkl
,
Gkln =
δ(g1/4f1/4 δVδn )
δgkl
, F kln =
δ(g1/4f1/4 δVδn )
δfkl
.
(4.22)
In the same way we calculate the Poisson bracket between T(N) andGS(N
i) and we derive
similar result. Then in principle we could express the Poisson bracket between T(N) and∫
d3xM(x)G˜(x) in the form{
TT (N),
∫
d3xM(x)G˜(x)
}
=
=
∫
d3z(N(z)M(z)F(z) + ∂ziN(z)V
i(z)M(z) +N(z)∂ziM(z)W
i(z)) ,
(4.23)
where the explicit form of F,Vi,Wi can be derived from the Poisson brackets between
T(N) and GT (N),GS(N
i) and from the known vector ua0. For our purposes it is useful
the local form of the Poisson bracket (4.23)
{
R¯(x), G˜(y)
}
= δ(x − y)F(x) + ∂
∂yi
δ(x − y)Vi(y) + ∂
∂xi
δ(x − y)Wi(x) . (4.24)
With the help of this result we find that (4.20) takes the form
∂tR¯ = u˜(F− ∂iVi) + ∂u˜
∂xi
(Wi −Vi) = 0.
(4.25)
In order to find the meaning of this result we can argue in the same way as in [28] where
more details can be found. Briefly, as we can deduce from (4.21) we have that Wi 6= Vi so
that we should interpret the equation (4.25) as the differential equation for u˜(x) and this
equation could be solved for u˜(x) at least in principle. Further, using (4.24) we find that
(4.19) becomes differential equation for N(x)
∂tGn = N(−F+ ∂iW i) + ∂N
∂yi
(Wi −Vi) +
+
∫
d3yu˜(y) {Gn(x),Gn(y)} = 0 .
(4.26)
This equation can be now solved for N(x) as function of the canonical variables since the
Lagrange multiplier u˜ has been already determined by the equation (4.20). These results
imply that R¯ and G˜ are the second class constraints. On the other hand we could say
that by consistency the theory should have the first class Hamiltonian constraint as a
consequence of the fact that the theory is invariant under diagonal diffeomorphism. In
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other words we are tempting to say that in bimetric theories that are invariant under
diagonal diffeomorphism the case when det△ab = 0 cannot occur 5.
4.3 Square root potential
Recently it was shown that the non-linear massive gravity with the square root form of
the potential is free from ghosts. The extension to the bimetric gravity was performed
in [25] where it was also argued that resulting theory should be ghost free. This fact was
questioned in [28] where the Hamiltonian analysis of the bimetric gravity introduced in [25]
was performed. We argued that the theory with redefined shift function lost the manifest
diffeomorphism invariance and so that it difficult to find the generator of the diagonal
diffeomorphism. We also argued that the number of the physical degrees of freedom is 16
so that the scalar mode cannot be eliminated.
In order to resolve the apparent issue of the impossibility to identify the generators
of the diagonal diffeomorphism in the non-linear bimetric theory of gravity with redefined
shift function [25] we can certainly use the analysis of the general bimetric theory of grav-
ity presented in this paper. Obviously we can identify four first class constraints R¯, R˜i
corresponding to the diagonal diffeomorphism. On the other hand we can ask the question
whether there is possibility to identify an additional constraint that could eliminate the
scalar mode. To be more concrete, let us consider following square root potential
V = Tr
√
H
µ
ν = Tr
√
A
µ
ν . (4.27)
The problem is that it is not easy task to find the square root of the matrix Aµν since we
were not able to find such redefinition of the canonical fields as in [15, 14] that could allow
us to find the explicit form of the square root of Aµν . For that reason we try to find such a
matrix in the following way. We temporally write ni with the parameter ǫ so that ni → ǫni
when we take ǫ = 1 in the end. Then we can write
A = ǫ0E(0) + ǫE(1) + ǫ2E(2) + ǫ3E(3) , (4.28)
where
E(0) =
(
1
n4
0
0 gikfkj
)
, E(1) =
(
0
nkfkj
n2
− ni
2n4
0
)
,
E(2) =
(
−nifijnj
2n2
0
0 −ninkfkj
2n2
)
, E(3) =
(
0 0
1
4n2
ni(nmfmnn
n) 0
)
.
(4.29)
5The situation is different in the miracle case when Wi = Vi. In this case it is more natural to interpret
G(3) ≡ F − ∂iV
i = 0 as the new constraint rather than impose the condition u˜ = 0 [28]. Then of course
the equation (4.19) vanishes on the constraint surface G(3) ≈ 0 and the requirement of the preservation
of the constraint G(3) ≈ 0 leads to the emergence of the new constraint G(4) ≈ 0 on condition that the
Poisson bracket between G(3) and R¯ does not contain the derivative of the delta function. However due to
the complex form of the constraints R¯ and Ga and corresponding Poisson brackets we believe that such a
case is highly improbable.
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We can solve
√
A as the expansion with respect to ǫ
√
A =
∞∑
n=0
ǫnB(n) . (4.30)
Taking square of given expression and comparing expressions of given order in ǫ we find
E(0) = B(0)B(0) ,
E(1) = B(0)B(1) +B(1)B(0) ,
E(2) = B(0)B(2) +B(2)B(0) +B(1)B(1) ,
E(3) = B(0)B(3) +B(1)B(2) +B(2)B(1) +B(3)B(0) ,
0 = B(1)B(3) +B(2)B(2) +B(3)B(1) +B(0)B(4) +B(4)B(0) ,
... .
(4.31)
From the first equation in (4.31) we find
B(0) =
(
1
n2
0
0 γij
)
, (4.32)
where
γij =
√
gikfkj , γ
i
kγ
k
j = g
ikfkj . (4.33)
Further, the second equation in (4.31) can be solved as
B(1) =
(
0 n
kfkl
n2
(M−1)lj
(M−1)ik(− n
k
2n4
− 12gkmfmnnn) 0
)
(4.34)
where
M ik =
1
n2
δik + γ
i
k . (4.35)
Repeating this procedure we could determine all matrices B(n) at least in principle. On
the other hand we see that the resulting expression contains all powers of n and ni. Then
from (4.1) we can deduce that △ab 6= 0 and hence pa,Ga are the second class constraints
without possibility to eliminate additional scalar mode.
5. Conclusion
Let us outline the results derived in this paper. We performed the Hamiltonian analysis
of bimetric theory of gravity with general form of the potential. We found the first class
constraints that are generators of the diagonal diffeomorphism. Then we analyzed the
requirement of the preservation of remaining constraints during the time development of
the system. We show that there are two possibilities. In the first case when the determinant
det△ab 6= 0 we found that there are eight second class constraints. Unfortunately these
second class constraints are not sufficient for the elimination of the scalar mode. On the
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other hand we showed that in the second case det△ab = 0 we find the first class constraint
P˜ . However then we argued that in this case the Hamiltonian constraint R¯ together with
the constraint G˜ are the second class constraints. On the other hand since we know that
the theory is invariant under diagonal diffeomorphism we suggests that the Hamiltonian
constraint should be the first class constraint and consequently the case when det△ab = 0
should not occur. All these results could also imply that the ghost mode is still presented
in the non-linear bimetric theory of gravity.
As the extension of this work we suggest the Hamiltonian analysis of the multimetric
theories of gravity that were introduced in paper [31] and we hope to perform such analysis
soon.
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