Abstract: The vector innovation structural time series framework is proposed as a way of modelling a set of related time series. Like all multivariate approaches, the aim is to exploit potential inter-series dependencies to improve the fit and forecasts. Equations that describe the evolution of these components through time are used as the sole way of representing the inter-temporal dependencies. The approach is illustrated on a bivariate data set comprising Australian exchange rates of the UK pound and US dollar. Its forecasting capacity is compared to other common uni-and multivariate approaches in an experiment using time series from a large macroeconomic database.
Introduction
In this paper we present a new multivariate time series approach which we call the vector innovation structural time series framework. This new framework is similar to the structural time series (unobservable component) models advocated by Harvey (1989) , but there is a fundamental difference: this new approach has only one source of error.
The traditional specification of structural time series models is with a different source of randomness for each component; however, this unnecessarily complicates the estimation process. In the univariate context, the additional disturbances associated with the unobserved components are essentially redundant (Anderson and Moore, 1979; Hannan and Deistler, 1988) , and equivalent results may be obtained using a corresponding innovation structural model; that is, a structural model where the randomness in the unobserved components is derived from a single source of error. It has been argued (Snyder, 1985; Ord, Koehler and Snyder, 1997) that innovation structural models are particularly important because they provide a statistical foundation for the linear versions of exponential smoothing, an approach to forecasting that has proven particularly successful in computerised systems for operations management (Brown, 1959) .
The most commonly used multivariate time series models are in the ARIMA framework.
Interestingly, this approach also has only one source of randomness, called an innovation, for each time series. Thus, the vector versions of the ARIMA framework, such as VAR, VMA and VARIMA, may be classified as innovation approaches to time series analysis (Lütkepohl, 2005) . Recently, there has been a growing disenchantment with these vector ARIMA approaches due to issues surrounding the identification of the appropriate structure, which has led to an interest in the structural approach to time series analysis Harvey and Koopman (1997) .
In this paper, the univariate version of the innovation structural model is adapted to a multivariate setting and compared with its more traditional counterparts. The new vector innovation structural model is defined in Section 2 and contrasted with its multivariate alternatives. An estimation procedure and forecasting method based on exponential smoothing is outlined in Section 3. The approach is applied to a bivariate data set in Section 4. It is then compared to the VAR and conventional state space alternatives in de Silva, process beyond the period in which they occur. When G = 0, the innovations have no impact on the components of the time series-any change in the components is deterministic and hence completely predictable. This is the case of no structural change. When G is diagonal with non-zero diagonal elements, each innovation has a persistent effect on its own series, but no effect on the other series. When G has non-zero off-diagonal elements, an innovation may then have a persistent effect on other series as well as its own.
This model may be contrasted with the more conventional multivariate structural time series model from Harvey (1989) that has multiple sources of randomness for each series.
It takes the form
where the N -vector u t and the k-vector v t are disturbances that act as N + k primary sources of randomness. Unlike the innovation form, the unobserved components vector is not lagged in the measurement equation. Typically the structure matrices of the two models are related by H =HF . The disturbance vectors are contemporaneously and inter-temporally uncorrelated. Usually, the variance matrices of the disturbance vectors are diagonal.
Another common alternative, the VARIMA model, has the general form
where L is a lag operator, z t = (1 − L) d y t , and Φ(L) and Θ(L) are matrix polynomial functions of the lag operator satisfying the usual stationarity and invertibility conditions.
More will be said about the relationship between this and the previous frameworks later in the paper. For the moment, it is worthwhile noting that e t is an innovation vector that corresponds to the innovation vector used in the innovation structural model. The frameworks ostensibly differ in that Equation (3) contains no unobserved components.
However, it will be established later that they have close links.
de Silva, 3 Special cases of the innovation structural framework
This section begins by illustrating the vector local trend model, a special case of the VISTS framework in the general form presented in the previous section.
Here, t and b t are N -vectors denoting the latent level and trend for each series at time t, I is the N × N identity matrix, O is the N × N null matrix and the coefficient matrices A and B are also of dimension N × N .
In this local trend model, each observation is a function of the levels and trends of its own series only. Furthermore, inter-series relationships are captured entirely by the coefficient matrices in the state equation (5). Thus, a time series may depend, not only on its own innovation, but on the innovations of other series.
In other special cases of the general model, inter-series relationships may also be captured through the transition matrix F . That is, the level and trend of each series may be affected by the levels and trends of other series.
In these special cases, the general structure of the ith series may be written as:
where bold characters represent suitably commensurate sub-vectors and sub-matrices of the vectors and matrices in the general form. The special case where the off-diagonals of G (and when applicable F also) are zero corresponds to the situation where there are no inter-series dependencies, and where the framework reduces to N univariate innovation structural models. Thus, the particular form of inter-series dependence allowed for in de Silva, this paper occurs when at least some of the g ij = 0 for i = j.
We now discuss three particular cases of this model that are especially useful.
Vector local level model
The simplest univariate innovation structural model relies on a single unobserved component called the local level, which follows a random walk over time. Its vector analogue, which has a random N -vector t of levels for the N series in a typical period t, is
where A is a matrix of persistence parameters designated by α ij . Interdependencies between the series are reflected by non-zero off-diagonal elements in the matrix A.
A more traditional perspective of the model is obtained from its reduced form. By first differencing Equation (6) and using Equation (7) to eliminate the levels, the VARIMA(0,1,1) model ∆y t = Θe t−1 + e t is obtained, where Θ = A − I and I is an identity matrix. A unique value of Θ is associated with a given matrix A, and vice versa.
The vector local level model (6) and (7) is equivalent to the VARIMA(0,1,1) model. This example suggests the possibility of a close relationship between the vector innovation structural models and VARIMA models in general.
The traditional structural framework contains its own version of the local level model:
Although there are some close parallels with the innovation form, the links are not as direct. The levels can be eliminated to give the reduced form ∆y t = u t −u t−1 +v t . The right hand side of this reduced form is the sum of two moving average processes. According to the Granger-Newbold (1986) theorem, the sum of moving average processes is itself a moving average process. Moreover, the auto-covariance function of the sum is the sum 
Vector local trend model
The local levels in the vector innovation local level model can be augmented by a random N -vector of growth rates, b t , to give the vector innovation local trend model
where the typical element β ij in B is the effect of the jth innovation on the growth of
The reduced form is found by double differencing the measurement equation, and then using the transition equations to eliminate the levels and growth rates, to give the VARIMA(0,2,2) model
where Θ 1 = A + B − 2I and Θ 2 = I − A. Again, given both Θ 1 and Θ 2 , A and B de Silva, are uniquely determined, and vice versa. The vector local trend and the VARIMA(0,2,2) models are equivalent.
The multi-disturbance vector local trend model is
This can also be reduced to an equivalent VARIMA(0,2,2) model
. Again, using the Granger-Newbold addition theorem, it can readily be established that the first-order autocovariance is always non-positive, and the second-order autocovariance is always positive. It is therefore equivalent to a restricted VARIMA(0,2,2) model. Given that the reduced form of the innovation vector local trend is not restricted, it may be concluded that the innovation local trend model is more general than its multi-disturbance counterpart.
Vector damped local trend model
In practice, the growth rate may be more appropriately modelled as a stationary process rather than a random walk (Gardner and McKenzie, 1985) . The growth equation in the vector local trend model is modified to incorporate damping factors. Referred to as the vector damped local trend model, the revised model takes the form:
where Φ is a diagonal matrix formed from the damping factors. Its reduced form is a VARIMA(1,1,2) model
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It is straightforward to show that this model can be reduced to a restricted VARIMA(1,1,2) model. Given that the reduced form of the innovation vector local trend model is not restricted, it may be concluded that the innovation damped local trend model is more general than its multi-disturbance counterpart.
Estimation
The matrices H, F , G and Σ in the vector innovation state space model potentially depend on a vector of unknown parameters designated by θ. We outline a maximum likelihood procedure for estimating θ. The development of this procedure is hampered by the existence of non-stationary states, which imply that the variances of some of the elements of x 0 are infinite, so that the Gaussian density of the sample y 1 , y 1 , . . . , y T of length T degenerates to zero through the entire sample space. A common strategy, when all the states are non-stationary, is to redefine the likelihood function in terms of the conditional
A second possibility is to condition on a fixed but unknown value of x 0 , rather than on the initial series values; in other words, use the conditional Gaussian density:
It transpires that the pursuit of the first redefinition eventually leads to the need for de Silva, an augmented Kalman filter (Ansley and Kohn, 1985; de Jong, 1991) to evaluate the likelihood function. In the second redefinition, the elements of x 0 effectively become parameters. Likelihood, viewed as a function of θ and x 0 , can be represented by
. Using conventional conditional probability theory, this version of the likelihood, called the conditional likelihood function, can be written as the product of the one-step ahead prediction distributions as follows:
The moments of the prediction distributions are
The state vectors are calculated using the general linear exponential smoothing recur-
The log-likelihood function is
where σ 2 i is the ith diagonal element of Σ. The maximum likelihood estimate of the typical variance is
The vector θ is restricted to satisfy various invertibility and stationarity conditions that are specific to the particular model under consideration. The startup values for the elements of the parameter matrices are determined as follows:
A Diagonal elements set to 0.33, off-diagonal elements set to 0; B Diagonal elements set to 0.5, off-diagonal elements set to 0;
Φ Diagonal elements set to 0.9, off-diagonal elements set to 0.
Prediction
Being uncertain, future series values are governed by probability distributions, referred to as prediction distributions. Ignoring the sampling error, the model equations suggest that these distributions are Gaussian. Let µ T +j|T denote the mean of the jth-stepahead prediction distribution with the forecast origin being at the end of period T ; and let V T +j|T be the variance matrix. Also, let m T +j|T and W T +j|T be the moments of distribution of the state vector in period T + j. Then the moments of these future distributions can be computed recursively using the formulae:
No attempt is made to incorporate the effects of sampling error into the distributions, a common practice in time series analysis.
de Silva, 
Model selection
Automatic model selection is an important feature of forecasting frameworks. One approach is to evaluate the forecasting accuracy of each model over a section of the data that has been withheld from the estimation process. This, however, is not reliable with small samples. A second possibility is to devote the entire sample to the estimation process and use an information criterion for model selection. A study by Billah, King, Snyder and Koehler (2005) suggests that the Akaike information criterion (AIC) is the best of the common information criteria in a forecasting context. Letting M designate the number of unknown parameters, the multivariate AIC is specified as:
whereθ andx 0 denote the maximum likelihood estimates. Typically, the AIC is not used to choose the level of differencing in VARIMA models when the conventional conditional likelihood (8) 
Application
To gauge the forecasting capacity of the VISTS framework and to compare it with commonly used alternatives, we applied it to the monthly exchange rate time series of the UK pound (UKP) and US dollar (USD) against the Australia dollar (AUD); see Figure 1 .
The expectation was that changes in economic conditions in Australia could affect both exchange rates simultaneously, and so create interdependencies between them. The data comprised 77 observations spanning the period January 2000 to May 2006. The natural logarithm of the series was taken before the models were fitted. Models were fitted to the first 60 observations.
Their forecasting performances were evaluated on the 17 withheld observations using de Silva, the mean absolute scaled error (MASE) of Hyndman and Koehler (2005) .
The MASE is calculated by dividing the absolute forecast error by the average absolute within sample first difference. This measure is averaged over the two series for each data set, and over the seventeen hold-out observations. The first exercise with the data was geared to determining whether the exploitation of series interdependencies in the multivariate approach could lead to better forecasts.
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Common cases of the innovation state space model, in both uniivariate and multivariate forms, were fitted to the log transformed data and used to generate predictions. Table 1 shows the results in terms of the MASE. The results are a little mixed in terms of the de Silva, benefits of exploiting inter-series dependencies. Nevertheless, the multivariate damped local trend model had the lowest measure of them all.
A second exercise was to compare the innovation approaches with other common methods. Random walks, for example, typically outperform traditional economic models (Meese and Rognoff, 1983) , and so the challenge, in part, is to see whether the VISTS approach can do better. Evidence that this may be possible is provided by Clarida, Sarno, Taylor and Valente (2003) , who illustrate the importance of inter-series dependencies when modelling four exchange rates simultaneously using a vector error correction mechanism.
The results shown in As stated previously, this new innovation approach is an alternative to the traditional form postulated by Harvey (1989) . Such models differ from their innovation counterparts in that they rely on multiple sources of uncorrelated disturbances. The results in Table 2 indicate that the innovation approach out-performed the multiple disturbance state space approaches. In theory, for a restricted range of parameter values, the approaches are known to be equivalent. However, the innovation models can take parameter values that have no counterpart in the uncorrelated multi-disturbance models. Some of the estimated parameter values turned out to belong in this region. This illustrates the point that the innovation framework can be more flexible than its multi-disturbance counterpart.
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The innovation and multi-disturbance form of the local trend model both performed noticeably poorly when compared to their univariate innovation counterpart. In the following section, which evaluates the multivariate innovation form, no such observation is made. Moreover the results suggest that the innovation local trend model is relatively accurate when compared to the univariate form, especially in small samples.
The VAR is another alternative. The VARs considered were restricted to have one, two or three lags. The maximum number of lags was set to three because this corresponds to the number of unknowns in the vector damped local trend model. As prior testing of the series revealed that the log of the series was non-stationary, the VAR models were fitted to the first difference of the logs. The results indicate that the VISTS approach forecasts better than the VAR approach for this particular set of data. On fitting a family of models, it is common practice to use the AIC to make the choice of which model to use for forecasting. The VAR(3) had the lowest AIC value amongst the VARs; however, it produced forecasts inferior to the VAR(1) and VAR(2). The damped trend had the lowest AIC amongst the VISTS models and produced the most accurate forecasts (Tables 2 & 3) . Therefore we can conclude that the AIC correctly anticipated the forecasting capacities of the VISTS models. This is consistent with the findings of In general, the parameters within Φ, A and B denote various elasticities. It is difficult to draw any specific conclusions using the parameter estimates because the states and series interact. Importantly, the modulus of the largest eigenvalue is less than one (albeit marginally), and therefore the dampening characteristic of the trend is captured. To determine the various inter-relationships of a model, the impulse response function, a common multivariate time series analysis tool, is used (see Lütkepohl, 2005 (Koop, Pesaran and Potter, 1996) is defined as y (n, δ, I t−1 ) = E(y t+n | e t = δ, e t+1 = 0, . . . , e t+n = 0) − E(y t+n | e t = 0, e t+1 = 0, . . . , e t+n = 0)
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where I t−1 contains all the information upon which the distribution of y t is conditioned.
It is calculated assuming that no shock is experienced between the periods t and t + n, except for δ at time t. As the errors are assumed to be contemporaneously independent, δ denotes an N -vector with one element equal to the size of the shock and the remaining cells set to zero.
Unlike the standard VAR framework, two forms of impulse response function analysis can be performed. The first is the standard form where the response in the observations is gauged. The second is the ability to disaggregate the observed response into its latent states. This is particularly interesting in the vector damped local trend case, as it provides the means to distinguish between temporary (local growth) and permanent (local level)
fluctuations. An important feature of this specification is that the temporary component feeds directly into the level.
The impulse response functions are first presented in the standard form, followed by the state decomposition of the responses. The size of the shock represents a 1% appreciation in the exchange rate. The shocks are analysed independently, beginning with the UKP/AUD exchange rate.
A key feature of the impulse response functions is the longevity of the unanticipated appreciations. Only the 36 months immediately following the shocks are mapped in The values in Table 4 display the permanent adjustment, measured as the percentage change with respect to a 1% unanticipated change in a given exchange rate. For example, a 1% shock in the UKP/AUD exchange rate results in a long term adjustment of 0.30% and 0.60% in the UKP/AUD and USD/AUD exchange rates. These values can be considered as long-run elasticities. In general, the values show that for three out of the four instances, the adjustment is less than 1%. In both cases it appears that the USD/AUD exchange rate is more sensitive to shocks, experiencing greater changes in magnitude. was followed by a sharp correction early in 2004, which was preempted by smoothed negative growth rates of 2% and 1% for the UKP/AUD and USD/AUD exchange rates respectively. Panels A and B clearly show that the correction did not shift the average of either exchange rate, as they returned to their previous levels shortly after the correction, with smoothed growth rates reaching nearly 2% for both series. In summary, this section illustrates that the VISTS framework generates accurate forecasts and reveals important and previously undetectable information regarding the variables being fitted. In particular, it is shown that this new alternative framework combines the best features of the VAR and traditional structural time series models, namely simple implementation and useful interpretation.
Forecasting experiment
To dispense with the possibility that the better performance of the VISTS model in the previous study was simply due to chance, an extensive forecasting study was undertaken to examine the robustness of the approach on a large number of series. In particular, four aspects are considered:
1 The advantages of a multivariate verses a univariate framework.
2 The accuracy of the VISTS specification verses the traditional structural time series specifications.
3 The predictive ability of the VISTS framework compared to the most common alternative VAR.
4 A general comparison combining aspects 1 and 3 using an automatic model selection procedure.
The forecasting accuracy of all models is evaluated once using 1000 different data sets. where the only restriction is that there must be enough observations to fit and evaluate out-of-sample forecasts up to twelve horizons.
Two sizes of estimation sample are considered, 30 and 100. These sample sizes were chosen because they resemble small and large sample sizes that occur in practice. All variables are standardised by dividing by the standard deviation of their first difference.
The forecasts of the three VISTS models are compared to three alternatives: VAR models, traditional structural time series models and univariate innovation structural time series models. All three approaches have been established for some time and are commonly used.
de Silva, The multivariate form of the ARIMA methodology is confined to a vector autoregression (VAR) (Lütkepohl, 2005) with at most three lags fitted to the first difference of the data.
An upper limit of three lags was set as this corresponds to the largest VISTS model the damped local trend model. The optimal lag length is determined using the multivariate form of the AIC.
The number of multiple source of error structural time series models available to the forecaster is quite large; however, here it is strictly limited to the equivalent of the vector local level, vector local trend and vector damped local trend models. These models are denoted the TLL, TLT and TLDT respectively. As before, we average the MASE over the two series for each data set, and over each horizon. The maximum horizon length considered is twelve.
Results

Multivariate verses univariate innovation structural time series models
In this first section a comparison is made between the univariate and multivariate innovation structural time series models. The objective of this comparison is to determine whether there is any advantage in extending the univariate form into a multivariate specification. Tables 6 and 7 the vector local trend (VLT) model produced the most accurate forecast at the twelve step ahead horizons in the small sample application 22.1% of the time.
In general, the vector local trend model appears to be the most accurate, registering the highest average in both tables. The second most accurate model depends on which sample size is being considered. In the large sample case the vector damped local trend model is the second most accurate model (as indicated by the average), whereas it is the third most accurate model in the small sample size context, behind the univariate and vector local trend models. The VLL model appears to produce the least accurate predictions in general.
Overall, all models perform well, at times outperforming the alternatives considered. It is however evident that VISTS has a slight advantage over its univariate counterpart.
The vector models that contain a local trend outperform their univariate counterpart across most horizons. The results presented in the above tables illustrate that the vector models have produced more accurate forecasts on a regular basis. The vector innovation structural time series framework for the short and long horizons corresponding to three and twelve step ahead forecasts.
The box and whisker plots indicate that the degree of forecast accuracy of the univariate and multivariate procedures are similar. The vector local level model is particularly interesting as the median difference is always slightly negative, indicating that it is more accurate than the univariate alternative. In most cases, the median is approximately zero, indicating that for half of the comparisons the multivariate model outperformed its univariate equivalent.
In summary, the results in Tables 6 and 7 indicate that the VISTS models generated the most accurate forecasts for over 50% of the comparisons. Furthermore, the discrepancies displayed in Figure 6 indicate that the forecasts from the VISTS models are relatively robust. Therefore, it is concluded that there is an advantage in extending the framework from a univariate to a multivariate specification.
VISTS verses the traditional structural approach
In this section the VISTS framework is compared to the traditional form of the structural time series model (also referred to as SUTSE). The traditional form is characterised by multiple sources of error and is arguably more tedious to implement. Tables 8 and 9 Again it is apparent that all models considered experience some degree of success. Moreover, the innovation models appear to perform slightly better that their traditional counterparts. the forecast performance for twelve and three steps ahead respectively. The most striking feature of these charts is that the median difference is at or below zero in almost all instances, indicating that the VISTS model generates a more accurate forecast than the conventional structural time series model equivalent at least 50% of the time. In general, the charts indicate that the degree of forecasting accuracy is similar between these opposing methodologies, indicating that the VISTS forecasts are relatively robust.
In summary, the VISTS approach is arguably a simpler and more flexible form than the traditional structural time series model, and has been shown to produce accurate and robust forecasts on a regular basis. Therefore the evidence suggests that the VISTS model is not just a worthy alternative, but a good substitute for time series analysts wanting to employ a structural time series approach. Table 10 displays the relative predictive performance of VAR and VISTS models using an automatic model selection procedure. The VAR framework was fitted to the first differences of the data. The maximum order permitted was three lags for the VAR, as this reflects the number of unknown parameters in the vector damped local trend model.
The overall results are quite similar, with the VISTS slightly outperforming the VAR in the large sample and vice-versa in the small sample.
The box and whisker plots in Figure 8 display the middle 98% band of forecasting discrepancies between the VAR and VISTS models. The long and short horizon plots illustrate the relative predictive accuracy at twelve and three steps ahead respectively. As is consistent with previous findings, the median is at zero and the distribution is symmetrical about this point. This indicates overall, that neither of the approaches perform particularly badly. In summary, these results show the VISTS framework to be a worthy alternative to the standard time series techniques. From Table 10 and Figure 8 it is clear that the VISTS model produces accurate forecasts on a regular basis. Furthermore, the distribution of the box and whisker plots displayed in Figure 8 indicates that the forecasts are robust.
Automatic model selection
This final comparison considers all the alternatives except the traditional structural time series models. The objective is to determine which (if any) of the approaches that include an automatic model selection feature produced a relatively higher degree of forecasting accuracy. In particular, the results show that the univariate innovation structural time series approach outperformed the multivariate alternatives across all horizons. The relative performances of the VISTS and VAR approaches are consistent with the findings in the previous section: VISTS performed relatively better when fitted to the larger sample. Figure 9 displays the forecast discrepancy between the VISTS, VAR and UISTS frameworks. In all three cases, automatic model selection took place using the AIC. The middle 98% band of forecasting discrepancies is pictured. In all instances, the range of the box and whisker plots indicates that the relative degree of forecasting accuracy is similar, thereby indicating that the VISTS framework produced robust forecasts.
In general, the results here and in the previous sections show the VISTS framework to be a worthy alternative when compared to the forecasting tools considered. For each comparison, the VISTS framework produced the most accurate forecasts on a consistent basis (approximately 50% of the time). Furthermore, the box and whisker plots illustrate that the forecasts are generally robust. Therefore, on the basis of this evidence, it is concluded that the VISTS framework is a valuable tool and can be considered a viable multivariate time series forecasting approach. 
Conclusion
The vector version of the innovation state space model was introduced and evaluated as a mechanism for forecasting related macroeconomic time series. It was contrasted with the vector autoregressive and conventional state space approaches which are typically used in multiple time series studies. By conditioning on seed states rather than an initial run of series values, it was shown that maximum likelihood estimates could be obtained with a simple recursion reminiscent of exponential smoothing. It was also shown that the effect of shocks could be tracked, not only on the series itself, but on the components from which the series is constituted. Some preliminary empirical studies indicated that VISTS is a robust approach to forecasting and performs better than the conventional approaches in a significant proportion of cases.
Future work will be directed to further developing the framework to explicitly exploit de Silva, co-movements in time series reminiscent of those that have been the focus of the cointegration literature. Other work will be directed to generalising the univariate framework in Hyndman et al. (2002) so that seasonal effects, non-linear relationships and heteroscedastic error processes are accommodated de Silva, 
