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Abstract 
A semiconductor optical source monolithically integrated with a surface acoustic 
wave (SAW) Bragg-cell to operate as a functional device is proposed in this thesis. 
The practical structure of such an integrated device is demonstrated and design 
guidelines are presented. Compared with conventional optical beam processed de­
vices, this functional integrated semiconductor optical source (FISOS) is revised to 
be compact in size, ﬂexible in function and potentially robust in performance. 
The FISOS is analyzed as two sub-divisions, optical source and acoustic proces­
sor, which have the common substrate structure. The optical beams excited from 
the optical source part of the device undergoes a scattering in the Bragg grating 
formed by SAWs that are generated by an IDT positioned on top of the acoustic 
processing part of device. By altering the property (power, frequency, etc.) of the 
SAW, versatile functionalities such as modulation, ﬁltering, beam steering and so 
on of the optical beams can be realized in this optical source device. 
A multilayer structure based on GaN/InGaN MQWs grown on sapphire is de­
signed for the FISOS to be blue light emitting and eﬃciently launching SAWs. An 
etch-down technique employed in the SAW processing part is taken to improve the 
overlap between the optical and acoustic waves and then the interaction eﬃciency. 
Optimizations to the geometrical dimensions of the FISOS, such the width of the 
ridge waveguide, the position of the IDT and the etching depth, etc., are discussed 
in the given structure. 
Numerical models are investigated to access the operational characteristics and 
then to provide design guidelines for the proposed integrated device. The Bragg 
diﬀraction of optical waves occurring within the acoustic waves in the proposed 
structure are simulated as a two-dimensional interaction between two guided optical 
modes and an acoustic surface wave. 
The modal distributions and propagation velocities of SAWs in a multilayer 
system are calculated using Adler’s matrix method. The electrical characteristics of 
an IDT, such as impedance, insertion loss, electromechanical constant and so on are 
also discussed. 
2 
Transverse and lateral optical modes in the given multilayer structure are ana­
lyzed by the transfer matrix method. The interaction of optical waves and acoustic 
waves are modeled using the rigorous grating diﬀraction theory. Starting from Flo­
quet’s theory, the well-known coupled-wave method and modal method can both 
be derived from the rigorous grating diﬀraction theory. Discussions of some use­
ful approximate methods are also presented. In this thesis, the simulations of the 
acoustooptic interaction are performed using the coupled-wave method. 
From the simulation results, the angular distribution proﬁle and spatial proﬁle 
of the output of the FISOS are evaluated. An improvement to the expression of the 
diﬀraction eﬃciency in such an integrated device is proposed. The so-called beam 
diﬀraction eﬃciency gives a more complete measure to the acoustooptic diﬀraction 
and is used to investigate the features of FISOS diﬀerent from conventional acous­
tooptic devices. Contour plots of the beam eﬃciency varying with acoustic frequency 
and power in a FISOS is demonstrated to be a convenient and powerful approach 
in the device design. 
The operational performances of an integrated deﬂector and a modulator in 
FISOS are analyzed to investigate the feasibility of FISOS. The trade-oﬀ of the 
eﬃciency-resolution in an integrated deﬂector design is discussed. Short interaction 
length, high acoustic frequency and narrow ridge are proved to be helpful for a 
larger number of resolvable spots with a fairly high eﬃciency. In the case of the 
integrated modulator, given that the ﬁgure of merit Q is ﬁxed, it is demonstrated 
that the smaller the Q, the longer the interaction length, larger ridge width and 
lower acoustic frequency will give rise to a larger bandwidth, though the highest 
eﬃciency might appear at a higher frequency. 
Some practical issues such as the misalignment of planar elements on the device 
and the incoherence of the integrated optical source are also discussed. A modi­
ﬁed working frequency can be used to compensate the eﬃciency loss in the former 
case; in the latter case, it is demonstrated that a distortion of beam diﬀraction ef­
ﬁciency versus acoustic power with an incoherent optical source arises due to the 
wide spectrum of the incident optical waves. 
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Chapter 1 
Introduction 
Although there are always advances and improvements to be made, it is perhaps 
not unreasonable to say that the design and fabrication procedures for conventional 
semiconductor optical sources such as LED (Light Emitting Diode) and laser have 
been well established. Indeed, it is for just that reason that attention has now 
been directed to designing semiconductor sources with functional properties such 
as modulation, switching, routing, ﬁltering and beam scanning etc. The objectives 
of investigations of this project are to develop the theoretical bases and technical 
procedures for designing one such function integrated semiconductor optical source 
(FISOS). 
One of the basic requirements for FISOS devices is to be able to alter the ma­
terial properties, for instance, the permittivity. Predominantly, it is the change 
in permittivity of the material that is used to desirably aﬀect the optical charac­
teristics. A traditional mechanism for achieving that is to inject carriers into the 
material. Whereas this is quite an eﬀective method it tends to be relatively slow 
(governed largely by spontaneous recombination rates) and spatial deﬁnitions lim­
ited by diﬀusion coeﬃcients. Also, the fabricated structure determines and ﬁxes 
the limited range of the functional operation so that tunability may not be readily 
possible. Whereas electrooptic control of the material may provide somewhat better 
prospects the general limitations still persist. 
The mechanism of acoustooptic (AO) interaction is considered in this project 
as an alternative procedure which, in principle, provides for faster operation, ﬁner 
spatial delineation and the capacity to alter controlling dimensions. The AO inter­
action for altering the material characteristic has been utilized by other researchers 
10

CHAPTER 1. INTRODUCTION 11 
as a separate discrete device to operate on optical signals. Particularly, as a part 
of hybrid active devices, it has been used as deﬂector, modulator, tunable ﬁlter, 
Q-switch and mode-locker, etc. The main interest in this project, however, is to 
monolithically integrate the optical source and the optical functional element. In 
this context, a common material structure will be utilized for both the semiconduc­
tor optical source and the AO functional processor. The design considerations are to 
be proposed and the feasibility of the integrated device is to be evaluated. Compared 
with a conventional optical source, the FISOS is expected to achieve an enhance­
ment of robustness, an expansion of function and a simpliﬁcation of assembly and 
packaging. 
1.1 Integrated Device 
An optical integrated circuit (OIC) is a thin-ﬁlm-type optical circuit, in which the 
signal is carried by means of a beam of light rather than by an electrical current, and 
the various circuit elements, such as a laser LED or laser, some functional compo­
nents like switches or modulators, and photo diodes as detectors, are interconnected 
on the substrate wafer by optical waveguides. 
History of OIC The concept of an OIC emerged in 1960s when the develop­
ment of the laser ﬁrst provided a stable source of coherent light for such device, 
and was ﬁrstly proposed by Miller in Bell Laboratory, [1]. During the later years 
in 1970s, several factors combined to bring integrated optics out of the laboratory 
and into practical applications, such as the low-loss optical ﬁbers [2], the creation of 
reliable CW GaAs laser diodes [3], and the realization of photolithographic micro-
fabrication techniques capable of submicron linewidth. In the 1980s, optical ﬁbers 
largely replaced metallic wires in telecommunications such as PC networks, [4][5]. 
Since 1990s, the incorporation of optical ﬁbers and OIC into telecommunications, 
data-storage and data-transmission networks has been extended in many systems 
[6]∼[8]. 
In fact, the history of OIC can be divided into three generations. The ﬁrst gen­
eration is concerned with conventional optics, in which optical systems are set up 
by arranging bulk-type optical components on large optical benches. The second 
generation is called microoptics and microoptical components such as LED, laser, 
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ﬁber and rod lenses are introduced into the system and assembled. Although perfor­
mance of those discrete systems can be satisfactory, problems occur in the assembly 
and optical alignment of the components. OICs are optical devices in the third 
generation with features as followed: 
•	 Features based on wave optics. Devices consist mainly of single-mode waveg­
uides. That is, optical devices of the ﬁrst and second generations can be 
treated by ray optics, but the device of the third generation has to be treated 
by wave optics. 
•	 Stable alignment by integration. No assembly problem exists for OIC since 
the discrete elements have been integrated on a single substrate. The device 
can therefore withstand vibration and temperature changes. 
•	 Low operating voltage and short interaction length. Beneﬁted by the reduced 
size of the system, low operating voltage is possible. Also interaction increases 
and the interaction length becomes shorter. 
•	 Larger optical power density. Optical power density is extremely large in 
waveguides compared with that of optical beams in a free space. Optical 
nonlinear eﬀects therefore can be utilized. 
•	 Low price. The development of integration techniques has made mass produc­
tion possible, and has reduced the amount of materials needed. 
Types of OICs: hybrid and monolithic system There are two forms of optical 
integrated circuits. One of them is called monolithic OIC, in which a single substrate 
is used for all involved elements, such as sources, waveguides and detectors. The 
other is called hybrid OIC, in which somehow two or more substrate materials are 
bonded together to optimize performance for diﬀerent elements, such as GaAs for a 
laser and Si for circuitry. 
The major advantage of the hybrid approach is that the OIC can be fabricated 
using existing technology, piecing together devices which have been substantially 
optimized in a given material. The most appropriate materials and processing tech­
niques currently available can be utilized. The design and fabrication is thus rela­
tively easy. 
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Although the monolithic system is ideal as an OIC, since a source of light is 
required, it can only be fabricated in optically active materials, of which the choices 
are quite limited. Besides, for hybrid circuits the bonds holding the various elements 
together are subject to misalignment, or even failure due to vibration and thermal 
expansion. In addition the monolithic approach is ultimately cheaper if mass pro­
duction of the circuit is desired, because automated batch processing can be used. 
For these reasons monolithic OIC is likely to become the most common type in use 
once the technology has matured. 
Materials For hybrid OIC, LiNbO3 is a typical material used even in commercial 
areas. A variety of OICs have been investigated, such as electrooptic modulators, 
Mach-Zehnder interferometric modulators, acoustooptic ﬁlters and optical ampli­
ﬁers, [9][10]. These OICs take the advantage of the wide wavelength range of trans­
parency and large electrooptic and photoelastic coeﬃcients. Nevertheless, recently 
the potential of LiNbO3 used in monolithic device has been investigated by doping 
erbium into it to make LiNbO3 capable of being light emitting, [11]. 
Most research in monolithic OICs use gallium arsenide and its alloys, of which 
the emitted wavelength can be altered from 650nm (AlAs) to 1.7µm (GaInAsP) 
by changing the fractional atomic concentration of the constituents. GaAs has 
relatively large electrooptic and acoustooptic ﬁgure of merit and some other desirable 
properties making them useful for modulators and switches, [12]∼[14]. 
1.2 Concepts in Acoustooptic Integration 
The acoustooptic interaction between elastic waves in solid and optical waves was 
ﬁrstly reported in 1922 by Brillouin [15]. The ﬁrst acoustooptic device was demon­
strated in 1932 by Lucas and Biquard in France [16], and Debye and Sears in the 
United States [17]. Then further work was proposed and the mechanism of the AO 
interaction was explained by Raman and Nath in 1935 in India [18], and one regime 
of acoustooptic eﬀect was named after their important work. The acoustooptic in­
teraction arises because of the periodic changes in the dielectric permittivity of a 
medium due to the elastic wave. Hence the optical ﬁelds going through the acoustic 
wave can be deﬂected, diﬀracted and modulated. 
Using acoustooptic eﬀect, acoustic waves could be utilized to constitute a simple 
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means for rapidly changing the parameters of an optical beam, for instance, intensity, 
direction, and frequency, [19]. Conversely, an optical beam is an ideal probe for 
measuring certain characteristics of an elastic wave beam within a solid, for instance, 
attenuation and propagation pattern, [20] . A number of applications concerned with 
acoustooptic interaction have been developed, such as modulators [21], deﬂectors 
[22], variable delay lines [23], spectrum analyzers [24] and tunable optical ﬁlters 
[25]. Those devices have been widely used in many areas, such as in laser printers 
and optical interferometers, [26] etc. 
Figure 1.1: Schematic of the interaction between an incident light beam and an acoustic beam. 
On the wavefronts of the acoustic wave, the permittivity �¯ is perturbed to �¯ + Δ� and �¯ − Δ� 
on peaks and valleys of the wave. The optical beam can be normal incidence or oblique and the 
diﬀracted beam can be a single or multiple beams. 
A typical set-up of an incident optical beam diﬀracted by an acoustic beam is 
illustrated in ﬁgure 1.1. The bulk acoustic wave is generated by a transducer, of 
which the function is to transform radio frequency (rf) signal to acoustic waves in 
an piezoelectric material (see section 2.1.4). The optical beam of frequency ω and 
incident angle θi is diﬀracted to another direction(s) after going through the acoustic 
beam of width L. 
Simply saying, it is the refractive index grating formed by the propagating acous­
tic wave, that induces the diﬀraction of the incident light. Supposing the relative 
permittivity (�r = �/�0, �0 the permittivity in free space) of the material with the 
acoustic wave absent is �¯, the perturbation from the acoustic wave gives 
CHAPTER 1. INTRODUCTION 15 
�r(x, t) = �¯r +Δ�r cos (Ωt − Kx) (1.1) 
with Δ�r being the amplitude of the perturbation and Ω and K being the angular 
frequency and propagation constant of the acoustic wave, separately. The grating 
expressed by equation (1.1) has a period Λ = 2πv/Ω traveling along x direction at 
velocity v. Given that v is much smaller than the light speed, the grating can be 
considered stationary relative to the incident light, thus the eﬀect of the wave is 
only denoted by a change of optical frequency from the Doppler eﬀect. 
It will be shown that the proportion of light diﬀracted by such a grating is related 
to the parameter Ψ, [27] 
Ψ = k0ΔnL (1.2) 
known as the modulation index. Δn is the associated index perturbation (n2 = 
�r, see Appendix D), L is the interaction length as seen in ﬁgure 1.1 and k0 = 2π/λ0 
is the wave number of the light beam with λ0 being the light wavelength in vacuum 
To characterize the types of diﬀraction, the ﬁgure of merit Q is deﬁned [27] 
2πλ0L 
Q = (1.3)
Λ2 
There exist two extreme cases in which analytical solutions to the problem of 
light diﬀraction by acoustic waves are given by 
Q < 1; and Q > 2π (1.4) 
The ﬁrst is the Raman-Nath and second is Bragg regime. The intermediary 
region where 1 < Q < 2π, gives a mixture of the extreme characteristics. 
Description on the two regimes follows on the assumption that the incident light 
is a plane wave, i.e. a well-collimated beam. 
Raman-Nath regime This case corresponds to the zone of Q < 1. It is used with 
normal or quasi-normal incidence. The initial light beam, of angular frequency ω and 
of amplitude 1, is split, after interacting with the acoustic wave, into several beams 
corresponding to diﬀerent orders of diﬀraction and distinguished by 0, ±1, ±2, · · · ± 
N , respectively of angular frequency ω, ω ± Ω, ω ± 2Ω, ω ± NΩ, of direc­· · · · · · 
tion nk, nk ± K, nk ± 2K, nk ± NK and of amplitudes J0(Ψ), J±1(Ψ), J±2(Ψ),· · · 
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J±N (Ψ). The zero order is the extension of the direct beam, the beam +N cor­· · · 
responds to the annihilation of N phonons in the crystal, while −N corresponds to 
the creation of N phonons. 
Figure 1.2: Intensity of diﬀerent orders of diﬀracted beams as a function of the modulation index 
Ψ in Raman-Nath regime. 
The JN (Ψ) are Bessel functions of order N of the variable Ψ. The light intensities 
of light IN which are equal to J
2 
N (the equality of J

2
+N =
 J

2 
−N results from the

properties of Bessel functions), are shown in ﬁgure 1.2. For the smallest modulation 
indices Ψ, only the +1 and −1 orders appear, symmetrical to the central beam. 
with Ψ increases, +2 and −2 orders appear then +3 and −3 and so forth. 
Bragg regime In the zone of Q > 2π, Bragg regime works. In this case there 
is only a single diﬀracted beam. The phenomenon only involves one phonon per 
photon, absorption and emission cannot occur simultaneously, contrary to what 
happens in Raman-Nath regime. 
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Figure 1.3: Bragg diﬀraction in the case of absorption of a phonon in a medium where the 
refractive index is the same for incident and diﬀracted optical wave. 
Momentum conservation between associated quantities between interacting phonons 
and photons, and Doppler shift gives 
kd = ki ± K 
(1.5) 
ωd = ωi ± Ω 
where the subscripts donates the incident or diﬀracted photon and ± corresponds 
to the annihilation and creation of a phonon. The case of an absorption of a phonon 
is shown in ﬁgure 1.3. 
Given that Ω << ω, ωi ≈ ωd and ki ≈ kd, equation (1.5) gives the expression of 
the incident angle θB 
θB = sin
−1 λ0 (1.6)
2nΛ 
and θB is called Bragg angle. When the condition of equation (1.6), also called 
Bragg condition, is satisﬁed, the proportion η of diﬀracted light is at a maximum 
and equal to [27] 
Ψ 
η = sin2 (1.7)
2 
In Bragg regime, the acoustic plane wavefronts act like partially reﬂecting mir­
rors, of which the reﬂective power can be varied by varying the acoustic power (and 
hence Δ�). The eﬃciency η of AO interactions with diﬀerent acoustic frequencies 
as a function of acoustic power is shown in ﬁgure 1.4. 
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Figure 1.4: Diﬀraction eﬃciences of acoustooptic diﬀraction in Bragg regime. The incident light 
is of wavelength in vacuum λ0 = 405nm. The intraction length is 100µm. 
As opposed to the Raman-Nath regime, the Bragg regime makes it possible for a 
suitable value of Ψ to deﬂect all the incident light power into a single direction (sit­
uation corresponding to Ψ = π, 3π, 5π, ). This feature brings more applications · · · 
of Bragg diﬀraction in practical devices than Raman-Nath diﬀraction. 
Acoustooptic interaction with surface acoustic wave As shown in ﬁgure 1.1, 
the interaction with optical beams is operated with acoustic bulk waves, which is 
the case that was ﬁrstly used in the early age of AO devices. However, cases with 
surface acoustic waves are also possible. Surface acoustic wave (SAW) is such a type 
of wave that the acoustic wave is decaying along the depth normal to the surface 
of the device and thus the acoustic power is mainly conﬁned in a layer close to the 
surface of a thickness in the order of one acoustic wavelength. Such acoustooptic 
devices have several advantages over the bulk wave device, which will be discussed 
later. 
There are several possible conﬁgurations of this type of interaction: top reﬂec­
tion, shown in ﬁgure 1.5a; top transmission, shown in ﬁgure 1.5b; back reﬂection, 
shown in ﬁgure 1.5c; and side entry, shown in ﬁgure 1.5d. 
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Figure 1.5: Surface acoustic wave involved AO interaction geometries: (a) top reﬂection; (b) top 
transmission; (c) back reﬂection; (d) side entry. 
In the top-reﬂection conﬁguration, light is incident from above the device and 
reﬂects from the surface on which the SAW propagates. Diﬀraction occurs because 
the propagating SAW produces small corrugations in the device surface. Although 
the interaction is weakest in this conﬁguration, it is a useful arrangement for non-
contact probing of surface waves using light, [28]. Because the light interaction is 
relatively weak compared with other device geometries, this conﬁguration is seldom 
used in optical signal processing applications, [29]. 
In the top transmission geometry, the incident light is directed nearly normal to 
the surface on which the acoustic wave propagates, passes through the SAW and 
diﬀracted into multiple orders at the bottom of the surface. Since the interaction 
length, which is the penetration depth of the SAW, is quite short, Raman-Nath 
diﬀraction occurs. Although this interaction is somewhat stronger than the top 
reﬂection, it still is very weak due to the short interaction length. An improvement 
in the interaction length is possible using the conﬁguration of back reﬂection in 
ﬁgure 1.5c. In this case, the light is incident as the top transmission case, while 
after passing through the material, it is reﬂected by a mirror back through the 
acoustic wave. In addition to the diﬀraction caused by transmission through the 
SAW, the periodic corrugation of the surface contributes to the overall diﬀraction 
eﬀect. 
All of the techniques described above produce rather weak AO interactions, but 
the side-entry conﬁguration shown in ﬁgure 1.5d provides a vast improvement in 
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interaction length and hence higher diﬀraction eﬃciency. Incident light enters from 
the side of the device, just beneath the top surface, and propagates parallel to the 
surface on which the SAW is propagating. Both the light and SAW therefore are 
in the same plane. The interaction length of this case is given not by the SAW 
penetration depth but rather by the acoustic beam width, which depends on the 
length of the transducer and can be arbitrarily long. Therefore the Bragg regime 
applies and the enhancement to the diﬀraction eﬃciency can be suﬃciently large 
with lower power. The side-entry geometry is thus the main type of surface wave 
AO devices used at present. 
1.3 Acoustooptic Devices 
Acoustooptic devices, either Raman-Nath or Bragg regime utilized, provide a simple 
and eﬃcient mean for deﬂecting and modulating light beams. A lot of applications 
have been realized in industry till now, like optical signal processing [30], optical 
computing [13] and optical beam steering [31]. Typical AO devices are introduced 
in this section. 
Modulator The acoustooptic interaction can be used to construct a variety of 
light modulators, which can operate in either Raman-Nath regime [19] or the Bragg 
regime [32]. In the case of Raman-Nath modulator, the requirement of Q < 1 
indicates the limit of low optical frequency operation. Thus AO modulators based 
on Bragg regime attracts more interest of researchers nowadays due to its potential 
in high eﬃciency, larger dynamic range and wider bandwidth. 
When the AO eﬀect is very weak or very small power level, the diﬀraction eﬃ­
ciency deﬁned in equation (1.7) becomes increasingly linear with the acoustic inten­
sity 
π2L2M2Ia
η = (1.8)
2λ20 
where Ia is the power density of the acoustic wave and M2 is the ﬁgure of merit 
of the associated material for which the larger the better. Therefore, if the acoustic 
intensity is modulated, so is the diﬀracted optical beam intensity. Thus acoustooptic 
Bragg diﬀraction oﬀers a way of imprinting information on the optical beam. The 
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attainable modulation bandwidth for a incident Gaussian beam is given 
v cos θi
Δf ≈ (1.9) 
w0 
with v being the acoustic velocity, θi being the incident angle and w0 is the spot 
size of the Gaussian beam at the waist. The bandwidth is thus inversely proportional 
to the beam diameter of the light and proportional to the acoustic wave velocity. 
A larger modulation bandwidth can be obtained by using optical beams with small 
width and higher acoustic velocity. 
Deﬂector Basically acoustooptic deﬂectors operate in the same way as Bragg 
diﬀraction modulators, the only diﬀerence being that the frequency rather than the 
amplitude of the acoustic wave is varied. The use of acoustooptic interaction oﬀers 
the possibility of high resolution beam deﬂection, [33]. The change of the deﬂection 
angle (the angle between the diﬀracted and the incident optical beam) with the 
change of acoustic frequency is 
λ0
Δθd =
¯
Δf (1.10) 
nv 
The angle of deﬂection is thus proportional to the change in the acoustic fre­
quency. The key parameter for an acoustooptic deﬂector is the number of resolvable 
spots given by 
w0
N ≈ Δf (1.11) 
v 
Therefore a wider Gaussian beam leads to a larger resolution for a deﬂector. 
Spectrum Analyser Acoustooptic Bragg diﬀraction can also be used to analyze 
the power spectrum of an rf signal [34]. If the acoustic wave consists of many fre­
quency components, each of them will deﬂect the optical beam to a unique direction. 
The diﬀracted light thus consists of an angular distribution. By using a group of 
lens, each direction of the directed light will correspond to a spot in the focal plane. 
Since the diﬀraction eﬃciency is proportional to the power of the acoustic wave at 
each frequency, the optical intensity distribution in the focal plane is proportional 
to the power spectrum of the RF signal. The optical intensity in the focal plane is 
usually sensed by a photodetctor array. Since the acoustooptic spectrum analyzer 
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is based on a simultaneous deﬂection of a laser beam into many directions, its oper­
ation characteristics, such as the rf signal bandwidth and the number of resolvable 
spots, are similar to those of beam deﬂectors. 
1.4 Organization of this Report 
This report is planned to review the useful and necessary background knowledge 
and propose the investigation to the characteristics and feasibility of a monolithic 
FISOS. Hence a logic structure, or a design tree for such an integrated device, is 
illustrated in ﬁgure 1.6. 
In this ﬁgure, elements are classiﬁed into two classes. Ones surrounded by rect­
angles are units of initial parameters of the proposed device. Apart from the injected 
rf power supply, IDT (interdigital transducer, to generate acoustic waves) is the key 
design consideration in acoustic wave generation and propagation; while in optical 
source the transverse and lateral structure plays important roles in optical gains and 
optical modes conﬁnement. Not all parameters are shown in the ﬁgure, such as the 
associated materials, the injected current and the etch depth of the ridge waveguide, 
but the dominant ones which can readily aﬀect the performance of the device are 
exhibited. The dashed lines connect an element and its parameters, such as the 
IDT and its location, length or spacing. This class of elements can be treated as the 
’input’ of the comprehensive modeling of the integrated device. 
The other elements, which are surrounded by ellipsse, are the resultant features 
of interest or associated performance of particular applications. For example, op­
tical modes, solely depending on the transverse and lateral structure, provides an 
evaluation to the optical property of the optical source; the diﬀraction eﬃciency and 
bandwidth are key characteristics of AO modulators and deﬂectors. Those elements 
are all involved in the modelling of investigation into the FISOS. The solid lines con­
nect the features and the parameters which contribute those features. Lines with 
overlaps indicate they work together, but it is not the case where there are arch 
intersections. This class of elements can be treated as the ‘output’ of the modeling 
of the integrated device. 
This graph gives a clear idea about the logic structure of the design guideline 
of the FISOS. For example, one can ﬁnd the rf frequency (acoustic frequency) is 
involved in all output characteristics except optical modes, and rf power only aﬀects 
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Figure 1.6: Schematics of the logic structure of FISOS’s design. 
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the diﬀraction eﬃciency but has nothing to do with the bandwidth and resolution 
of a deﬂector. It must be pointed out that this graph is so concise that only a brief 
idea, rather precise, can be obtained, and the logic links (solid line) might work only 
in most general cases, if not all, because there are many assumptions associated in 
speciﬁc cases. 
The structure of this report is thus organized following this graph. In Chapter 
2, the elasticity of solid is reviewed; the excitation (piezoelectricity of material) and 
propagation of acoustic waves, particularly surface acoustic waves are introduced. 
Transfer matrix method is demonstrated for the simulation of SAW in multilayer 
medium. The concept of the IDT is given and the transmission line model is utilized 
to achieve the electrical features such as the admittance of an IDT. 
Given the fact that the acoustooptic interaction is actually the alteration of opti­
cal characteristics by a traveling grating generated by the acoustic wave, a rigorous 
grating diﬀraction theory is demonstrated in Chapter 3. Starting from the Maxwell’s 
equations, the electric ﬁelds associated in the grating can be represented by Floquet’s 
theory. Two fundamental diﬀraction approaches, coupled-wave method and modal 
method are discussed. They are actually two diﬀerent expressions of ﬁelds in the 
rigorous grating diﬀraction theory. Generally used approximate methods, such as 
two-wave-ﬁrst-order method (usually called couple-mode method) and Raman-Nath 
approximation, can both be derived from the rigorous theory. 
Before the coherent light source was invented bulk wave acoustooptic diﬀraction 
worked dominantly in AO device. Since the proposition of OIC the traditional AO 
device was improved by using surface acoustic waves instead of bulk waves and 
guided optical waves instead of light of radiation mode. The new features and 
characteristics of those guided wave AO interactions, as well as a brief review on 
dielectric waveguide theory, are introduced in Chapter 4. The nonuniformity of 
both optical and acoustic waves in their interaction region gives rise to an extra 
complexity, that the diﬀraction eﬃciency strongly depends on the associated optical 
and acoustic mode apart from acoustic power and frequency, as indicated in ﬁgure 
1.6. 
With all the background knowledge prepared, the task of the integration of an 
optical source and an planar AO device is ready to be proceeded. In Chapter 5, 
a guideline about the material selection is represented ﬁrstly. The structure of the 
associated semiconductor optical source is then discussed. The overall device design 
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guideline and considerations are represented at the end of chapter. 
The parameters used in the modeling and the device conﬁguration are illustrated 
in Chapter 6. The optimization of the associated parameters of FISOS (the ﬁrst 
class elements in ﬁgure 1.6) are investigated and discussed. An improvement to the 
expression of acoustooptic diﬀraction eﬃciency is proposed and used for analysis. 
As an example, the characteristics of an integrated modulator and a deﬂector are 
discussed, and suggestions about the optimization to their performances are given. 
Some issues about the tolerance of the system are also discussed at the end of this 
chapter, such as misalignments and the incoherent optical source. 
Conclusions and Future work are represented in Chapter 7. 
Chapter 2 
Acoustic Waves in Elastic Material

Acoustic waves have played an important role in electronics for many years. Uti­
lizing their capability of coupling with electrical signals and much lower velocities 
compared with electromagnetic waves, acoustic waves were widely used in resonators 
[35], convolvers [36], delay lines [37] and ﬁlters [38], etc. It was mainly bulk acoustic 
waves employed in those devices before the invention of the interdigital transducer 
(IDT) by White and Voltmer in 1965 [39], which made it possible to eﬃciently launch 
a surface acoustic wave (SAW). The main advantage of surface wave devices is that 
they are smaller than the bulk wave devices. Lower rf power is required because 
the SAW is concentrated inside a layer of thickness about a wavelength and thus 
its power density can be extremely high. Moreover, the beam of a surface wave is 
accessible at every point of the free surface and can thus be modiﬁed at will. It can 
be deﬂected, ampliﬁed, attenuated, detected all along its length. It can propagate 
in a thin layer deposited on the substrate, which can serve as a optical waveguide 
at the same time. Under certain conditions, there is an interaction of two types of 
waves, which has been introduced in the previous chapter. 
This chapter presents the transmission of bulk acoustic waves in homogeneous 
medium and surface acoustic wave in multilayer structure system. Basic concepts of 
strain and stress in an elastic medium, the acoustic waves, and the dynamic equation 
are introduced in section 2.1. The propagation and characteristics of surface acoustic 
waves in a semi-inﬁnite medium are discussed in section 2.2. The simulation of SAW 
in layered medium using the transfer matrix method is represented in section 2.3. 
Section 2.4 discusses the conventional technique to launch acoustic surface waves 
by utilizing the interdigital transducer (IDT) and demonstrates how to calculate 
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its admittance and frequency response numerically. Finally, an example of SAW 
generation and propagation in a given multilayer structure is demonstrated and its 
mechanical and electrical characteristics are analyzed. 
2.1 Elasticity Theory 
In the following content the concepts in elasticity theory and the behaviour of elastic 
waves are discussed in solid. Liquid is out of the interest of the author. The solid 
body is also considered to be a homogeneous continuum disregarding the fact that 
matter consists of discrete atoms or molecules. Under the inﬂuence of external 
forces, the distances separating the diﬀerent material points in a medium become 
modiﬁed. It is then said that it has undergone a ‘deformation’. This is obviously 
not the case with displacements such as translation or rigid-body rotation, where 
the separation distance is unchanged. 
Internal forces known as stresses will develop opposing the deformation of the 
solid body, and will tend to make it return to its initial shape and volume. A material 
is said to be elastic when, as the stresses reduce to zero, so does the deformation, 
which in this case, constitutes a reversible state in the solid body. 
Figure 2.1: Uniform dilation of a rod by an applied force. 
A material can be elastic up to a certain limit value of strain, and cease to be 
so beyond that point. Consider a rod of length L and cross-sectional area A ﬁxed 
at one end on a static wall with an external force F exerted uniformly over its cross 
section, as shown in ﬁgure 2.1. The rod is thus stretched and the internal force 
exists because of the deformation of the rod. When the stretch is weak enough, the 
relationship between the internal force and the rod’s extension in length ΔL can be 
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described by Hooke’s law, 
F ΔL 
= c (2.1)
A L 
where c is a constant depending on materials, called modulus of elasticity. What 
is shown in ﬁgure 2.1 is a simple case in one dimension with the deformation along 
z-axis only. In this case the internal force and the stretched length are expressed as 
scalars. In order to describe situations with deformation in three dimensions, both 
the internal forces (stress T ) and the deformation (strain S) must be represented 
by second rank tensors and the elastic modulus is rewritten as a tensor of rank 4 
known as a stiﬀness tensor. 
The use of tensor representation is hardly avoidable because of the anisotropy of 
materials. For example in electromagnetics the dielectric constant � and dielectric 
susceptibility χ can be represented in second rank tensor in uniaxial or biaxial 
crystal. Whilst in elastics not just second rank tensor such as strain and stress, 
tensors of third rank such as piezoelectric constant and fourth rank such as stiﬀness 
constant may also be employed in elastically anisotropic crystal. Therefore, the 
mathematical formalism associated with elastic waves becomes more complicated 
compared with electromagnetic waves. 
2.1.1 Elastic Deformation 
Consider a small volume element surrounding a point M of coordinates xM of com­
ponents xi (i=1, 2, 3, i.e. x, y and z-axis in Cartesian coordinates) referenced to the 
origin O in a deformed rigid solid, as shown in ﬁgure 2.2. As a result of an inﬁnites­
imal displacement uM (quantity in bold indicates it is a vector), also known as an 
elongation, of components ui, the point M moves to M
� with its new coordinates 
x�M = xM + uM = xi + ui (2.2) 
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Figure 2.2: Two neighbouring point M and P in a deformed solid are displaced by diﬀerent 
amounts in diﬀerent directions. 
The displacement vector uM is deﬁned as a continuous function of the coordinates 
xi. The position of its neighbouring point P , a distance of dx away, become modiﬁed 
through continuity from xP to x
�
P by a displacement uP composed of a translation ui 
and a rigid body rotation, as well as the deformation which alters the inter-particle 
distance. Going to ﬁrst order, it is found that the vector 
−−→
M �P
→�,MP has become −−−
the summation of 
−−→
NP � in ﬁgure 2.2) of componentsMP and the vector du (
−−→
∂ui
dui = dxj (2.3)
∂xj

and thus the point P is displaced to P � of coordinates,

x�P = xP + upxP + ui + duxi + dxi + ui + 
∂ui 
dxj , i, j = 1, 2, 3 (2.4)
∂xj 
where the summation from 1 to 3 over the index j is applied. The partial 
derivatives ∂ui/∂xj , i.e. the gradient of displacements, are in general functions of 
the coordinates xi of the point M. It will be supposed that the distance variation 
between particles is small as compared with the distances themselves, and this leads 
to ∂ui << 1.
∂xj 
The solid is deformed only if diﬀerent material points are displaced relative each 
other, i.e. ∂ui/∂xj is non-zero. But this is not the case when there is just a simple 
local rotation occurs with the gradient of displacements still non-zero; the distances 
between material points are not aﬀected and therefore the internal state of the solid 
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is left unchanged. Hence simply using ∂ui/∂xj is not appropriate to express the 
solid deformation. In fact, it is found that the gradient of displacements can be 
written in the form of a matrix summation 
∂ui 
∂xj 
= Sij + ωij (2.5) 
and 
1� ∂ui ∂uj � 
Sij = + (2.6)
2 ∂xj ∂xi 
1� ∂ui ∂uj � 
ωij =
2 ∂xj 
− 
∂xi 
(2.7) 
The symmetric part Sij , called strain, which is zero for any overall movement, 
a translation or rotation, therefore express the deformation when internal forces 
occurs. The antisymmetrical part ωij , which is nonzero when only a local rotation 
occurs, does not contribute to the deformation of solid. Taking into account this 
decomposition, the following is therefore obtained for the components of du 
dui = Sij dxj + ωij dxj (2.8) 
Figure 2.3: Schematics of the strain tensor component Sij . The vectors MQ and MP parallel 
to the axes Ox1 and Ox2 are approximated to 2S12 after deformation. 
In order to understand the matrix elements of Sij and ωij , a geometric schematic 
is illustrated in ﬁgure 2.3. The Sij , a second rank tensor, is used to express the 
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elongation per unit length of a neighbour point situated inside the volume element 
surrounding the point M. The vector 
−−→
MP is supposed to be parallel to the axis Ox1, 
of length dx1, equation (2.8) thus gives for du 
du1 = S11dx1; du2 = (S21 + ω21)dx1 (2.9) 
If Q�, M � are the displaced locations of Q and M respectively, it can be seen that 
S21 + ω21 is the angle turned by 
−−→
towards Ox2 and S11 isMQ in the direction Ox1 
the elongation per unit length of the element MQ in the direction Ox1. 
Meanwhile, let MP be an element of length parallel to Ox2. The S22 gives 
the elongation per unit length in the direction Ox2. The angle turned by MP in 
the Ox2 direction towards Ox1 is S12 + ω12. Considering the symmetry of Sij and 
ωij described in equation 2.6 and 2.7, this angle is equal to S21 − ω21. Hence the 
M �Q
→� and −−−magnitude of ω21 describes a local rotation of vector 
−−−
M �
→
P � by the point 
M �
→
P � and 
−−−
M and during the rotation the angle between the vectors 
−−−
M �Q
→� holds, 
equal to π 
2 
− 2S12. Other elements of S are understood in an analogous manner. 
The Sii are known as the longitudinal strain components while the Sij (i = j) 
are the shear components. The longitudinal components give rise to the elongation 
of stretch and compression, like along the direction of vector 
−−→
The shear com-MQ. 
ponents contribute the elongation of distortion associated with sliding of material, 
like perpendicular 
−−→
The term ωij , the antisymmetric part of the gradient ofMQ. 
displacements, describes a local rotation which may vary with position in the solid. 
It plays no role in the propagation of elastic waves because it only causes a small 
inertial term, negligible in comparison with other terms in the dynamical equations 
and will not be considered in the following discussion. 
2.1.2 Stress Tensor 
In a deformed body there originate forces known as internal stresses. They tend to 
restore it to the state of equilibrium before deformation, and, in an elastic body, 
they tend to zero in the same way as the strain. 
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Figure 2.4: Deformed body in which a volume V bounded by the surface S is isolated; dV is the 
volume element inside S. 
Consider a volume V within the deformed body bounded by a closed surface S 
and carry out the summation 
� 
FdV of all applied forces, dV being the volume 
element contained inside S, as shown in ﬁgure 2.4. First of all there are internal 
forces which act upon one another. The resultant of this action and reaction is zero, 
there remain the forces due to the material outside the volume under consideration. 
The forces at work in elasticity are of very limited range, of the order of the distance 
between adjacent molecules. But, in this particular approximation where the solid 
is considered as a continuum, the dimensions concerned are very great compared 
with interatomic distances. The range of these forces will therefore be considered 
as zero. 
Thus only adjacent parts act upon the envisaged volume and will be distributed 
over the surface S by which it is bounded. The resultant 
� 
FdV is thus equal to an 
integral taken over S. Consequently, F must be equal to the divergence of a second 
rank tensor. The components Fi are therefore written 
∂Tij
Fi = (2.10)
∂xj 
where Tij is known as the stress tensor. 
In relating the volume integral of Fi to the surface integral, taking into account 
the previous equation, 
� ∂Tij �
dV = Tij dSj (2.11)
∂xj
V S 
where dS is the vector of surface element taken normal to S and pointing towards 
the outside. Note that 
� 
Tij dSj is the resultant of forces exerted on the volume 
�
�
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bounded by S. In equilibrium the volume in question exerts inversely a force equal 
to the former but of opposite sign on the remainder of the body and across the 
surface of separation S. 
It is easily understood that the stress tensor Tij is symmetric in the same way 
as the strain 
Tij = Tji (2.12) 
The Tii is interpreted as the force which acts normally on the unit surface element, 
while the Tij (i = j) are the forces tangential to this surface, i.e., the Tii are the 
normal components of the stress tensor and the Tij (i = j) are the shear components. 
2.1.3 Stiﬀness Tensor 
In a deformed elastic body internal stress occurs. It is supposed that each component 
of a stress tensor is a linear and homogeneous function of all the components of the 
strain tensor. The set of all these relations 
Tij = cijklSkl; i, j, k, l = 1, 2, 3 (2.13) 
constitutes what is known as the generalized Hooke’s law, which is an extension 
of the simple Hooke’s law (2.1) relating to isotropic elastic bodies. The set cijkl 
constitutes a tensor of rank 4 known as the stiﬀness tensor. The Skl and Tij com­
ponents can vary from one point to another. On the other hand, in elastic media 
considered to be homogeneous, the cijkl are independent of spatial coordinates, once 
the reference trihedron is ﬁxed. 
Given the symmetry of stress (Sij = Sji) and strain (Tij = Tji), the stiﬀness 
tensor is symmetrical as regards to the suﬃxes i and j, k and l, and ij and kl. It 
can be proved that the number of independent elements of the stiﬀness tensor is 
reduced from 81 to 21. Depending on symmetry from a speciﬁc crystalline system, 
the number of independent elements can be further reduced. An isotropic medium 
(like fused silica), for example, has only two independent elements while the 6mm 
material (like GaN) has ﬁve when the crystal internal coordinates system is used. 
Moreover, the notation of tensors can be simpliﬁed taking the symmetries into 
account. The i and j suﬃxes will be grouped into one to be designated by m 
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(m = 1, 2, 6) while the k and l suﬃxes will be replaced by the single suﬃx n· · · 
(n = 1, 2, · · · 6), by letting m = i (i = j) or m = 9 − i − j (i =� j). 
For example 
S1 = S11; S3 = S33; S4 = S23 = S32; T5 = T13 = T31; c14 = c1123 = c1132 
With this notation the tensorial relation (2.13) can be rewritten in the form 
Tm = cmnSn (2.14) 
Tm and Sn are then matrices with 6 rows and 1 column, and cmn is a 6 × 6 
square matrix. It is obvious that cmn = cnm. Taking GaN as an example, there are 
ﬁve independent elements of stiﬀness tensor, c11, c12, c13, c33 and c44. The stiﬀness 
tensor is in the form of 
⎞⎛ ⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

c11 c12 c13 0 0 0 
c12 c11 c13 0 0 0 
c13 c13 c33 0 0 0 
0 0 0 c44 0 0 
0 
0 
0 
0 
0 
0 
0 
0 
c44 
0 
0 
1 
2
(c11 − c12) 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(2.15)

2.1.4 Piezoelectricity 
In a non-piezoelectric medium the stress only depends on the strain through the 
elastic tensor. In the same way, electric displacement D is uniquely related to the 
electric ﬁeld E through the permittivity tensor �. In piezoelectric medium, because 
of the coupling between electric and mechanical parameters, the application of an 
electric ﬁeld stimulus will give rise to mechanical deformation and vice versa. Thus 
the stresses, as well as electric displacement, are functions of both strains and electric 
ﬁeld, and the constitutive equations of piezoelectricity are written 
ETij = cijklSkl − ekij Ek 
(2.16) 
Di = eiklSkl + �
S Ekik
where cE is the elastic tensor in zero electric ﬁeld and �S the permittivity tensor at 
zero strain. The superscripts will be omitted in cE and �S to simplify the notation ijkl ik 
but they must be always understood. The piezoelelctric tensor e is introduced in 
35 CHAPTER 2. ACOUSTIC WAVES IN ELASTIC MATERIAL 
equation (2.16) to link the electric ﬁeld and mechanical quantities. The fact that 
ekij and eikl are components of the same tensor follows the thermodynamic relations, 
[40]. 
Because of the proper symmetry of the stress and strain tensors the piezoelectric 
tensor is symmetrical in j and k, i.e. eijk = eikj (i, j, k = 1, 2, 3). It is sometimes 
more convenient to use the reduced notation analogue which was presented in the 
previous section, 
eim = eijk; i, j, k = 1, 2, 3; m = 1, 2, 6· · · 
in which the ﬁrst suﬃx of e stays but the other two j and k are grouped together 
and reduced to a single m. The piezoelectric tensor is thus expressed as a 3×6 or 
6×3 matrix, and the constitutive equation (2.16) can be rewritten 
ETm = cmnSn − ekmEk 
(2.17) 
Di + �
S Ek = einSn ik
The piezoelectric tensor for a 6mm crystal, such as GaN, has three independent 
elements, e15, e31 and e33 when the internal crystal coordinates system is used. It is 
in the form 
⎞⎛ ⎜⎜⎜⎝

0 0 0 0 e15 0 
0 0 0 e15 0 0 
e31 e31 e33 0 0 0 
⎟⎟⎟⎠
 (2.18)

2.1.5 Equation of Motion 
Consider a volume element dV surrounding the point M of coordinates xi. According 
to the equation (2.10) the components along the i axis of the force acting upon dV 
∂Tijis equal to 
∂xj 
dV . If u is the inﬁnitesimal displacement from the point M, the 
fundamental equations of dynamics can be written 
∂Tij ∂
2ui 
∂xj 
= ρ 
∂t2 
(2.19) 
with ρ being the mass density of medium at the point M. 
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2.2 Propagation of Surface Acoustic Wave 
In 1885, Lord Rayleigh predicted that acoustic waves can propagate over a plane 
boundary between semi-inﬁnite solid and a vacuum when he attempted to describe 
the eﬀects of earthquakes, and hence the wave is often called a Rayleigh wave, [41]. 
In such a wave the amplitude decays rapidly in the direction perpendicular to the 
boundary surface, and thus the wave is conﬁned close to the surface with depth in 
the order of one wavelength. Rayleigh wave is the basic type of surface acoustic 
wave and higher mode of SAW could be excited at higher frequency, [42]. 
Before the discussion on surface waves, it might be useful to discuss the propaga­
tion of a bulk wave in solid ﬁrstly. In fact there is no fundamental diﬀerence between 
surface and bulk acoustic waves since they both must satisfy the dynamic equation 
(2.19). It will be demonstrated that until combining with particular boundary con­
ditions, solving surface acoustic wave problems has the same procedure as solving 
the bulk waves. 
Bulk waves The dynamic motion equation (2.19) and equation (2.13) and again 
given below for convenience 
Tij = cijklSkl 
∂Tij ∂
2ui (2.20) 
= ρ 
∂xj ∂t2 
By substituting Tij into the motion equation, taking into account the expression 
Skl and its symmetry in k and l, the set of equations (2.20) yields 
∂2ui ∂
2uk
ρ = cijkl (2.21)
∂t2 ∂xl∂xj 
Thus a set of diﬀerential equations is obtained. It only involves the derivatives 
and governs the propagation of elastic waves, i.e. acoustic waves. 
The solution of equation (2.21) completely deﬁnes the mechanical state of the 
crystal, since both the strains and stresses can be expressed (equation (2.6) and 
(2.13)) as a function of displacements. The set of equation (2.21) is, for acoustic 
waves, comparable to Maxwell’s equations for light waves. The electric displacement 
vector D can be considered analogous to u. Every electromagnetic quantity such as 
electric ﬁeld, magnetic ﬁeld, etc., is deﬁned beginning with D. When the solution 
of Maxwell’s equations is found to be in the form of plane waves of the type D = 
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D0e
j(ωt−k·r) (D0 being the wave amplitude, ω being the angular frequency and k 
being the wave number), it is found that there are two allowed directions for D which 
are normal to k and perpendicular to each other. Their phase velocity is equal to 
ω/k and in general varies from one direction to another in optically anisotropic 
media. 
In an inﬁnite medium, there is no need to consider boundary conditions. For 
the displacement u at a point r the solution of plane wave which propagates in a 
lossless medium is supposed in the form 
u = UejΩ(t−s·r) (2.22) 
where Ω is the angular frequency of the wave and s is known as slowness, of 
which the direction indicates the wave propagation direction and the modulus is the 
reciprocal of speed. One must bear in mind that the quantity j appearing in the 
phase factor denotes the imaginary unit while as a suﬃx it means an integer 1, 2 or 
3. Substituting equation (2.22) into the wave equation (2.21) yields 
(cijklsj sl − ρδik)Uk = 0 (2.23) 
with δik = 0 when i = k. For nontrivial solutions of Ak the associated determi­
nant must be equivalent to zero. 
det(cijklsj sl − ρδik) = 0 (2.24) 
The solution of equation (2.24) gives the velocities in the direction of propa­
gation, which is independent of the frequency Ω. The medium is thus said to be 
nondispersive. 
When considering an arbitrary direction of propagation there exist 3 possible 
directions for displacement u of the form (2.22), each characterized by a phase ve­
locity v. When one of the directions is parallel to s, the acoustic wave corresponding 
to it is said to be longitudinal, or compressive. The two other directions are auto­
matically perpendicular to s and acoustic waves associated with them are said to 
be shear, or transverse. Alternately, there possibly exists in generally a direction 
for the vibration u close to the direction of propagation s. The associated wave is 
then quasi-longitudinal, while the two other directions give quasi-transverse waves. 
� � � 
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Taking the elastic wave propagating along x1-axis in GaN (6mm structure) as 
an example, the magnitude of the longitudinal velocity is found to be c11/ρ and 
shear ones are (c11 − c12)/2ρ and c44/ρ, details given in Appendix A. 
Surface wave A surface acoustic wave is such a wave in which propagation is 
conﬁned close to the surface of a medium and attenuates along the depth. The 
velocity of the SAW is always less than that of bulk waves in a given material. The 
fact remains that the particles found at the free surface only exert forces of elastic 
cohesion on one side, whereas bulk waves aﬀect particles which are surrounded on 
all sides within the medium. 
Figure 2.5: Material medium bound by a free, inﬁnite surface deﬁned by the plane x1 -x3. 
Consider a material bound on one side by a plane free surface normal to the axis 
x2. The task is to ﬁnd a solution to equation (2.21) in the form of a traveling wave 
of displacement u without attenuation in the direction (s1,0,s3) from the plane of 
the free surface and whose amplitude decreases exponentially as a function of x2 in 
the material, that is 
ui = Uie
−(α+jγ)x2 ejΩ(t−s1x1−s3x3) (2.25) 
with α positive in the region x2 ≤ 0. In order to be consistent with expressions 
in bulk wave, equation (2.25) can be rewritten in the form 
sˆ · r 
ui = Uie 
jΩ(t− 
v 
) 
(2.26) 
where sˆ is the unit vector indicating the direction of s and v is the acoustic 
velocity. And sˆ2 in the expansion of the scalar products sˆ r no longer contribute · 
the propagation direction but takes 
� � 
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sˆ2 = 
γ − jα 
(2.27) 
vΩ 
The solution of the fundamental equation (2.21) is identical in form to that of 
the corresponding equation for bulk waves in an inﬁnite medium and leads to the 
scalar equation 
det(cijkl sˆj sˆl − vρδik) = 0 (2.28) 
Given the direction of propagation of SAW deﬁned by sˆ1 and sˆ3 and the value of v 
being ﬁxed to begin with, from equation (2.28) is obtained a six degree equation of 
sˆ2 for real coeﬃcients. For each value of v, generally, 3 pairs of conjugated numbers 
is achieved. Only those solutions which have positive imaginary parts can make it 
possible for SAW propagation. 
Therefore, for a SAW propagating along direction (sˆ1, 0, sˆ3) and a particular 
phase velocity v, the general solution is a linear combination of the type 
3 sˆ1x1 − sˆ2(p)x2 − sˆ3x3� 
(p) jΩ(t− ) 
ui = apUi e v (2.29) 
p=1 
where ap are the weights of the three SAW partial solution which is still unknown. 
Equation (2.29) must satisfy the boundary conditions on the free surface of the 
material at x2 = 0. Since there is no material in the region x2 > 0, the stresses must 
vanish in the plane x1x3 
1 ∂uk ∂ul
T3j = c3jkl + = 0 (2.30) 
2 ∂xl ∂xk 
Substituting equation (2.30) into equation (2.29) yields three linear equations 
for ap which is to be determined. In order to arrive at non-trivial solutions the 
associated determinant must be zero, which can be satisﬁed with proper values of 
acoustic velocity v. The searching of the magnitudes of v can be proceeded by a 
computer programme. After the acoustic velocity is found out, a proper set of ap 
can then be obtained. 
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2.3 SAW in Multilayer Piezoelectric Medium 
With the increasing interest in mobile telecommunication systems, the demands for 
higher frequency SAW devices require utilization of materials with higher acoustic 
velocities. Unfortunately, a material of high acoustic velocity may not be proper 
for acoustic wave excitation, i.e. nonpiezoelectric. But one can realize this hybrid 
purpose by grow piezoelectric thin ﬁlms on high velocity nonpiezoelectric substrate 
to launch eﬃciently high speed SAW. This is one reason for the motivation of in­
vestigations of multilayer acoustic structure. The simulation of SAW properties of 
the layered system will be demonstrated in this section using the transfer matrix 
method, developed by Adler and Fahmy in 1973, [43]. 
Semi-inﬁnite medium Consider the coordinated system illustrate in ﬁgure 2.5. 
The propagation direction of the SAW can be chosen arbitrarily in the x1 -x3 plane 
and in this section it is supposed to be along x1-axis, i.e. (s1, 0, 0). Compared 
with the discussion presented in the previous section, the diﬀerence in this case is 
the material is piezoelectric. Hence the constitutive relationship is in the form of 
equation (2.16) instead of (2.13). 
Tij = cijklSkl − ekij Ek 
(2.31) 
Di = eiklSkl + �ikEk 
The coupling between the elastic ﬁelds and electric ﬁelds in piezoelectric material 
causes the appearance of E and D. Given the fact that the acoustic velocities are 
much slower than the velocity of electromagnetic waves, the quasi-static approxima­
tion may be used. In this case the electric ﬁeld is taken to be 
dV 
Ei = −
dxi 
; i = 1, 2, 3 (2.32) 
and V is the electronic potential varying in the same form as mechanical elon­
gation when the elastic waves propagate 
u = UejΩ(t−s·r) 
(2.33) 
V = V0e
jΩ(t−s·r) 
Following the conventional approach, as presented in the previous section, one 
can solve the acoustic propagation problem by taking the electronic potential V and 
the particle displacement u of components u1, u2 and u3 as unknown variables. This 
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is the smallest number of variables one can choose in a piezoelectric material and 
a set of second-order derivative equations are to be solved. Substituting equation 
(2.33) into the motion dynamic equation (2.21) and the constitutive equation (2.31) 
results in an equation like (2.28), for a chosen direction of propagation, leading 
to the three acoustic velocities, the corresponding particle displacements and the 
electronic potential. In half-spaces, plates and layer structures, the continuity of 
particle displacements (or velocities) and normal stresses are boundary conditions 
that must be satisﬁed at each interface. As a result, even for a nonpiezoelectric 
material, six additional constraints must be satisﬁed for each additional layer and 
the computational complexity of a problem becomes prohibitive for even a modest 
number of layers. 
Alternately, the approach in this section is to have a ﬁrst-order derivative equa­
tion and to have as variables those ﬁeld quantities that must be continuous at 
interfaces. In this case the interfacial boundary conditions can be satisﬁed in an ex­
tremely simple way. Instead of four variables of electronic potential and mechanical 
displacements, choose eight independent variables of which the quantities must be 
continuous at material interfaces: 
τ = [T12 T22 T32 D2 v1 v2 v3 φ]
t (2.34) 
and similarly with equation (2.33), each of them are supposed in the form of 
F (r, t) = Cie
−(α+jγ)x2 ejΩ(t−s1x1) (2.35) 
where s2 still takes the form of s2 = (α + jγ)Ω, s1 = 1/vR and vR is the velocity 
of SAW propagating along x1-axis. For convenience, the column vector τ is written 
as transposes of row vectors. 
In equation (2.34) Ti2 is the stress normal to the boundary plane, D2 is the 
normal electrical displacement, vi is the partial velocity 
dui 
vi = = jΩui (2.36)
dt 
and 
dV 
φ = = jΩV (2.37)
dt 
This set of 8 variables is suﬃcient independent ones and all other variables can 
be expressed in terms of them by solving the motion dynamic equation and the 
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constitute equation of a material. 
For the coordinate system given in ﬁgure 2.5 and the propagation direction cho­
sen along x1-axis, the problem is two-dimensional since there are no variations in the 
x3-axis and d/dx3 = 0 d/dx2 = −jΩs2 and d/dx1 = −jΩs1. The diﬀerential equa­
tion achieved from the motion dynamic equation and constitute equation at angular 
frequency Ω using the eight-component vector τ can be written (See Appendix B) 
dτ 
= jΩAτ (2.38)
dx2 
where A is a 8 × 8 matrix, a function of the slowness component s1, which is 
to be determined, and the material constants rotated to the coordinate system of 
ﬁgure 2.5. No matter in half-space or multilayer structure equation (2.38) must be 
satisﬁed in each material and τ must be continuous at each interface. To obtain the 
nontrivial solution the associated determinant must be zero, that is 
det(A + s2I) = 0 (2.39) 
with I being a unit matrix. 
For a given s1 satisfying equation (2.39), eight eigenvalues of s2 for the matrix 
A can be obtained, of which four have positive imaginary part and are the proper 
solution for the SAW. The general solution is thus the linear combination of the four 
partial waves 
τ = QP (x2)ae
jΩ(t−s1x1) (2.40) 
and 
P ≡ e−jΩs2x2 (2.41) 
where P is the matrix transition (a 4 × 4 diagonal matrix) corresponding to the 
four eigenvalues of s2 having positive imaginary part, and Q is an 8 × 4 matrix, 
each column is the associated eigenvector for each eigenvalue; a is a 4 element 
column vector being the weights of each eigenmodes (partial waves). The solving 
of appropriate weights a requires the boundary conditions to be matched at the 
interface. 
Two classes of conditions are considered: metalized surface, and free space (in 
contact with air). In either case the normal stress Ti2 must vanish at the surface, 
i.e. 
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Ti2 = 0 (2.42) 
Besides, the electric potential ϕ vanishes too in the ﬁrst case 
V = 0 (2.43) 
For convenience, rewrite the state variable τ in the form of 
τ � = [T12 T22 T32 φ v1 v2 v3 D2]t 
and the boundary condition with metallized surface indicates 
τ �(1 : 4) = 0 (2.44) 
where the colon means the ﬁrst four elements of the column vector τ . In order 
to ﬁnd proper values of s1, which can make this equation satisﬁed, the determinant 
of Q�u, the upper half of the matrix Q
�, of which the 4th row and 8th row have been 
swapped, must be zero: 
detQ�u = 0 (2.45) 
In the second case, the absence of free charges in the region x2 > 0 (air) leads to 
a distribution of nonzero electronic potential, which satisﬁes Laplace equation 
∂2V ∂2V

dx21 
+ 
dx2
2 
= 0 (2.46)

This gives the potential in the form 
V (air) = V0e 
Ωs1x2 ejΩ(t−s1x1) (2.47) 
with V0 being the potential amplitude. From equation (2.47) combined with 
equation (2.32) is obtained the expression of the normal electrical displacement in 
air 
D
(air) 
= −Ω�0s1V (2.48)2 
or 
D2
(air) 
= js1�0φ (2.49) 
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In equation (2.49) the deﬁnition of φ = jΩV has been used. Since there is no 
free charges at the surface x2 = 0, the continuity of normal electrical displacement 
leads to 
D2 = D2
(air) 
(2.50) 
Rewrite state variable τ in the form of τ �� = [T12 T22 T32 D2 − D(air) v1 v2 v3 φ]t ,2 
and the boundary condition with free surface indicates 
τ ��(1 : 4) = 0 (2.51) 
Satisfying equation (2.51) requires the determinant of the upper half of Q�� being 
zero, that is 
detQ��u = 0 (2.52) 
and Q�� is deﬁned as a matrix with the same elements as Q except its 4th row 
replaced by the original 4th row minus its 8row times js1�0 (equation (2.49)). 
Figure 2.6: Multilayer system of N layers of ﬁlms of thickness h1, h2, hN on the substrate. · · · 
Multilayer structure Consider the coordinate system and the multilayer struc­
ture illustrated in Fig. 2.6, still taking x1-axis as the propagating direction of SAW. 
Each layer is homogeneous characterized by the material stiﬀness c, piezoelectric 
constant e and permittivity � with respect to this coordinates system. From linear 
system theory the solution τ to equation (2.38) satisﬁes, [44] 
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τ (x2 + h) = e
jΩAhτ (x2) 
(2.53) 
= Φ(h)τ (x2) 
where Φ(h), the matrix exponential, is the transfer matrix from an arbitrary 
depth to a distance h away along the y-axis in the same material. For a layered 
structure, each layer has its own system matrix A and satisﬁes the same type of 
state function and hence has an associated transfer matrix Φ. Since the elements of 
the vector τ are chosen to be continuous across interfaces, the boundary conditions 
are satisﬁed naturally at each interface and hence τ at the uppermost interface (τu) 
can be linked to the one at the lowest interface (τl) by the matrix product of the 
layer transfer matrices. With a structure of N layers, the total transfer matrix is 
given by 
M = Φ1(h1)Φ2(h2) ΦN−1(hN −1)ΦN (hN ) (2.54)· · · 
and naturally 
τu = Mτl (2.55) 
where h1 · · · hN is the thickness for each layer, as shown in ﬁgure 2.6, and 
Φ1 · · · ΦN are the transfer matrices characterized by the system matrix A of each 
layer. 
It is noted that in constructing equation (2.55) all interfacial boundary conditions 
are satisﬁed and the interface τ variables have been eliminated. The entire layered 
structure thus can be treated as an equivalent single layer with M as deﬁned above, 
the matrix that relates the two terminal τ across the entire multilayer. 
To obtain the total system solution requires satisfying the appropriate boundary 
condition at the remaining two interference x2 = 0 and x2 = H. Satisfying the 
condition at the interface with the substrate, the state variable τ at x2 = H is 
expressed 
τl = MQP (x2)ae
jΩ(t−s1x1) (2.56) 
At the uppermost interface, if the surface is metallized, the boundary condition 
(2.45) needs to be rewritten 
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det(MQ�)u = 0 (2.57) 
and if the surface is free space, the boundary condition (2.52) is written as 
det(MQ��)u = 0 (2.58) 
In equation (2.57) and (2.58) the deﬁnition of Q� and Q�� stays the same as the 
semi-inﬁnite case and the suﬃx u means the upper half of the 8 × 4 matrix MQ� or 
MQ��. 
A computer programme has been built to proceed a search for proper values of 
s1 (reciprocal of the acoustic velocity) to satisfy the associated boundary conditions. 
The particle displacement polarization and the electronic potential distribution can 
thus be obtained at the same time. The most attractive advantage of Adler’s transfer 
matrix method is the boundary condition at interfaces of a multilayer system can be 
taken into account in an extremely simple way. The calculation complexity does not 
increase remarkably as the layer number increases. An example of SAW propagation 
in a multilayer structure of GaN/Sapphire system will be demonstrated in section 
2.5. 
2.4 Electrical Excitation of SAW: IDT 
A transducer is an important component in acoustic devices as it interfaces be­
tween the electrical circuit and the acoustic waves both as a transmitter (electrical 
→ acoustic) and as a receiver (acoustic → electrical). The planar transducer, so 
called Interdigital Transducer (IDT) is a set of parallel metal ﬁngers with particu­
lar electrical connection designed to excite a surface acoustic wave in a substrate. 
IDT was ﬁrstly invented by White and Voltmer [46] in 1965. Before that, the bulk 
wave was the main way people designed acoustic ﬁlters and resonators, etc., using a 
metal plate as a transducer bounded with a piezoelectric crystal, for example, [45]. 
There are in fact many other types of transducers for surface waves, [39], but most 
of them are not compatible with planar technology, and are not used in devices for 
electronics application. 
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Figure 2.7: Schematics of a interdigital transducer transmitter and receiver. 
A typical connection type of IDT is illustrated in ﬁgure 2.7. The parallel elec­
trodes are of uniform length connected alternately to two metal bus-bars, half of 
them positively connected to the power source and the other half grounded. More 
complex designs of IDT have been developed enabling the device to process an 
applied electrical signal in a prescribed manner, for example, to reject unwanted fre­
quency components, which is very useful in signal processing devices. The electrode 
lengths and pitches can be varied, as shown in ﬁgure 2.8a, to alter the frequency 
response of the IDT. Diﬀerent connections of electrodes can also be applied to re­
duce the internal reﬂection when SAW propagates through the electrodes, as shown 
in ﬁgure 2.8b. These IDT designs can referenced in the literature, for instance, 
[47]∼[49], but they will not be considered in this monograph. 
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Figure 2.8: a) IDT electrodes of varied length; b), IDT electrodes splited into two parts to reduce 
reﬂection eﬀects. 
Mechanism of SAW generation by an IDT The simplest type of surface wave 
device is a delay line employing a transmitter IDT and a receiver IDT, one to gen­
erate the waves and one to receive them, as shown in ﬁgure 2.7. An electrical signal 
(V ) applied to the transmitter transducer A is converted to a surface acoustic wave. 
A short-circuit current I is generated when the propagating acoustic wave reaches 
the receiver after a delay. While a SAW is generated, its particle displacement u and 
the electronic potential at the surface are coupled through the constitutive equation. 
Given a material and structure, the elastic displacements and surface potential of 
SAW at a particular frequency can be determined using Adler’s method presented 
in the previous section. In this section the surface potential will be used as a mea­
sure of the amplitude of the SAW. The displacement u, of course, can be used with 
equal justiﬁcation. However, since the interaction of surface waves with electrical 
circuits will be discussed, choosing the surface potential as the amplitude eliminates 
repeated interaction between mechanical and electric quantities. Besides, in order 
to avoid confusion, the surface potential is denoted by ϕ instead of V (which is the 
electrical voltage applied across the IDT here). 
It is the piezoelectric eﬀect that converts an electrical signal to an acoustic wave, 
or vice versa. With an oscillatory voltage applied between the two metal bars, 
the transducer generates an electric ﬁeld which is spatially periodic, with its pe­
riod Λ, equal to the spacing of the electrodes connected to one of the bus-bars. 
A corresponding alternating strain pattern via the piezoelectric eﬀect is thus ex­
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cited. Eﬃcient coupling to surface waves occurs, i.e., the mechanical vibrations add 
constructively only if the transducer period Λ equals the elastic wavelength. 
Indeed, any strain produced at time t by a pair of ﬁngers, for a given polarity 
of the voltage, travels the distance during the half period T/2 at the speed vR of 
the Rayleigh wave. At time t + T/2, the strain arrives under the neighbouring pair 
of electrodes, just when the voltage, which has changed sign, produces strain with 
the same phase. The strain due to the second pair of electrodes adds constructively 
to the ﬁrst. The frequency of the vibrations is obtained by f0 = vR/Λ (central 
frequency). If this frequency shifts away from this value, interference between elastic 
waves generated by the various pairs of ﬁngers is not totally constructive and the 
resulting signals will be reduced. 
Owing to the symmetry, the transducer generates surface waves equally in two 
opposite directions, which gives 3dB insertion loss of each IDT (transmitter or re­
ceiver). Usually, the waves in one direction are not needed and are eliminated by an 
absorber made by a lossy material applied to the surface. Unidirectional IDT have 
been developed to minimize losses, for instance, [50]. 
Figure 2.9: Surface charges distribution in a). parallel-plate capacitor and b) two adjacent 
electrodes of an IDT. 
IDT static capacitance An IDT is basically a capacitor and charges appear on 
its electrodes when a voltage is applied to its terminals. The IDT can be derived 
from from the familiar parallel-plate capacitor by rotating the plates away from 
the each other until they are horizontal, ﬁgure 2.9. The value of the IDT’s static 
capacitance C0 depends on the particular type of connection of the electrodes and 
� 
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and the metallization ratio η, deﬁned as η = a/d. Notice that the capacitance does 
not depend on the the absolute value of the electrode spacing d or the electrode 
width a, but on the metallization ratio. Analogous with the parallel-plate capacitor, 
although the plate area depends on a and the plate separation depends on d, if 
doubling both a and d the capacitance does not change. 
Figure 2.10: Capacitors connecting one electrode to its neighbours. 
A schematic of the IDT in terms of capacitors C1, C2, connecting each · · · , Cn 
electrode to its 1st, 2nd, · · · , nth neighbour, ﬁgure 2.10. A simple result for the 
capacitances at η = 0.5 is given here without derivation, [51]: 
4 1 
Cn = 
π
CsL 
4n2 
(2.59) − 1 
with Cs = �p+�0 , L being the width of electrodes, �p and �0 being the permittivity 
of the substrate and of air, respectively. 
Consider a positively connected electrode in an IDT. It is connected through 
capacitors C1, C3, C5, to electrodes of the opposite polarity. The even capacitors · · · 
connect it to an electrode with the same voltage and can be disregarded. So the 
capacitance for each positive electrode is the sum of all the odd capacitors. If N is 
the total number of positive electrodes, 
C0 = N 2Cn = NCsL (2.60) 
odd n 
and the factor 2 accounts for the two capacitors, one on each side. 
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Figure 2.11: Circuit representation of an IDT. 
IDT admittance The admittance of an IDT consists of two parts: the ordinary 
capacitive part, which has nothing to do with surface waves, j2πfC0(f , acoustic 
frequency), and the acoustic admittance, Ya(f) = Ga(f) + jBa(f), which arises 
from the interaction of the IDT with the waves generated by it, that is 
Y (f) = j2πfC0 + Ya(f) (2.61) 
The real part of acoustic admittance Ga(f) is called radiation conductance and 
the imaginary part Ba(f) is called radiation susceptance. There is a simple circuit 
representation of the IDT, that can be used to describe the interaction with external 
circuit elements, as shown in ﬁgure 2.11. The voltage source has a source resistance 
Rs. The acoustic admittance occurs along with the generation of acoustic wave as a 
load. The relationship between the load voltage VT and the SAW amplitude ϕ will 
be discussed next. 
IDT frequency response The radiation conductance could be derived directly 
from the equivalent circuit method, [52]. However, it might be clearer for physical 
concepts involved, to deﬁne a transmitter response function µ(f) and a receiver 
response function g(f) ﬁrstly: 
ϕ+ = µA(f)V (2.62)A 
I = gB (f)ϕ
+ (2.63)B 
Equation (2.62) describes the transmitting characteristics of the IDT at a fre­
quency f , as shown in ﬁgure 2.7, that a voltage V applied to a transducer generates 
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a surface wave with an amplitude ϕ+ A SAW beam is also generated to the left with A. 
amplitude ϕ−, which is neglected for the present discussion. The suﬃx A indicatesA
the potential ϕA is referenced to the centre of the IDT A. When the acoustic wave 
arrives at the receiver IDT B, the SAW beam generates a short-circuit current I 
which can be related to ϕ+ through a receiver response function g(f) describing the B 
receiving characteristics at frequency f in equation (2.63). Again the subscript B 
is used to indicate the acoustic wave amplitude is now referenced to the centre of 
the transducer B. The wave amplitude at A and B are related by the propagation 
delay from A to B. 
Ae
−jΩL/vRϕ+ = ϕ+ (2.64)B 
where vR is the SAW velocity along x1-axis. Combining equation (2.62) to (2.64) 
yields the transconductance tansfer function GAB of the delay line from transducer 
(port) A to B 
GAB = 
IB 
= µA(f)gB (f)e
−jΩL/vR (2.65)
VA 
If now the roles of transducer A and B as transmitter and receiver are reversed, 
the transconductance transfer function from transducer (port) B to A is given 
GBA = µB (f)gA(f)e
−jΩL/vR (2.66) 
where µB(A) is the transmitter response function of transducer B and gA(f) is 
the receiver response function of transducer B. By the principle of reciprocity, 
GAB = GBA (2.67) 
Hence from equation (2.65) and (2.66), 
gA(f) gB (f) 
= (2.68) 
µA(f) µB (f) 
Since the structures and frequency responses can be totally diﬀerent for trans­
ducer A and B, this means that the g(f)/µ(f) is independent of the nature of 
the transducer. In fact, for any transducer, the receiver response is related to the 
transmitter response function by, [53] 
g(f) = 2µ(f)Y0 (2.69) 
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where Y0 is the characteristic admittance of a SAW, a constant depending on 
materials with the SAW, beam width and the frequency given. The deﬁnition of Y0 
is given in Appendix C. 
In the practical case, as shown in ﬁgure 2.11 for a transmitter IDT, the actual 
voltage VT appears at the IDT terminals must be used, rather than the total voltage 
V when the voltage source has a source resistance Rs. The surface wave amplitude 
is given by µVT rather than µV . As the surface waves propagate away from the IDT, 
power is transferred from the voltage source to the SAW and this is reﬂected as an 
admittance Ya at the electrical terminals in parallel with the static capacitance C0. 
To describe an IDT one needs to know the function µ(f), the admittance Ya(f) 
and the insertion loss, etc., can all be derived therefrom. In order to compute this 
function of an IDT, however, the knowledge of a single electrode response function 
is useful. 
To ﬁnd the the single electrode response function µs, an analytic discussion 
can be done but the mathematics is somewhat complicated, [53]. Therefore just 
the approximated result is given here. It is found that µs does not only rely on 
frequency, but varies with the metalization ratio η as well. It is of the form 
πf 
µs(f, η) � µs(f0, η) sin Pn(cos ηπ) (2.70)
2f0 
n = Integer(f/2f0) 
where f0 is the central frequency of an IDT, Pn is the n
th Legendre polynomial, 
n is deﬁned as the integer part of f/2f0 and the peak value µs(f0, η) depends on the 
metallization η. The magnitude of µs(f0, η) with diﬀerent values of η is shown in 
ﬁgure 2.12. Particularly, for the metallization ratio of 0.5, it is noticed that µs(f0) 
equals 0.85jK2 and this magnitude will be used in the example given in next section. 
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Figure 2.12: Variation of µs(f0, η) with metallization ratio. 
Transmission line modeling In order to ﬁnd its frequency response function, 
the IDT can be modelled as a distributed current source of a surface charge density 
(see ﬁgure 2.9b) which is determined by solving the Poisson’s equation, [53]. The 
amplitude of the SAW ϕ generated by IDT, is given by a summation of waves gen­
erated at diﬀerent point along x1-axis, ﬁgure 2.7. The frequency response function, 
therefore, can be obtained from its deﬁnition (2.62) and (2.63). 
Figure 2.13: Modeling a single electrode in an IDT. 
Alternatively, an IDT can also be analyzed numerically. A transmission line 
model has been developed to obtain the frequency response and the radiation ad­
mittance for a given IDT. There are two transmission lines in the modeling, one 
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acoustic transmission line and one electrical transmission line, illustrated in ﬁgure 
2.13. Electric waves propagate along the two electrical busbars described by its 
voltage V and current I in the electrical transmission line, while the acoustic line 
is described by the wave amplitudes ϕ+ and ϕ− in the two directions. The electric 
waves and the acoustic waves have the same propagation velocity and the frequency 
response function given in equations (2.62) and (2.63) provide the linkage between 
the electrical and acoustic quantities. 
In this model the electrodes are supposed to be periodically spaced and connected 
in the form in ﬁgure 2.7, but other electrical connection types (ﬁgure 2.8) can also 
be handled. Considering the nth electrode of the IDT, illustrated in ﬁgure 2.13, a 
transmission matrix [Tn] connecting the ﬁeld quantities at its output to those at its 
input can be deﬁned 
⎞⎛⎞⎛ 
ϕ+ ϕ+ ⎜⎜⎜⎜⎜⎜⎝

⎟⎟⎟⎟⎟⎟⎠
 = Tn 
⎜⎜⎜⎜⎜⎜⎝

⎟⎟⎟⎟⎟⎟⎠
 (2.71)

ϕ− 
V

ϕ− 
V

rI I 
n+1 n 
In order to obtain the transmission matrix T for the entire IDT, cascading the 
transmission matrices of all the N electrodes yields 
T TN−1TN (2.72)= T1T2 · · ·

This T matrix relates the input quantities to the output quantities:

⎞⎛⎞⎛ 
ϕ+ ϕ+ ⎜⎜⎜⎜⎜⎜⎝

⎟⎟⎟⎟⎟⎟⎠
 = T

⎜⎜⎜⎜⎜⎜⎝

⎟⎟⎟⎟⎟⎟⎠
 (2.73)

ϕ− 
V

ϕ− 
V

I I 
N+1 1 
Once the transmission matrix is calculated numerically, all the desired terminal 
quantities for a transmitter driven from a voltage source V with a source impedance 
Zg, can be obtained by applying the appropriate boundary conditions: 
VN +1 = V1 (2.74) 
IN+1 = 0 (2.75) 
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= ϕ+ϕ− 1 = 0 (2.76)N+1 
V = V1 + I1Zg (2.77) 
In order to ﬁnd out the transmission matrix for a single electrode, one needs to 
study the relations among the ﬁeld quantities of the electrode, V , I, ϕ+ and ϕ−, at 
its input and output port. This can readily be obtained using the parameters µ and 
g, 
ϕn
+
+1 = ϕn 
+P 2 + µsVnP (2.78) 
ϕ−n+1 = ϕ
−
n P 
−2 + µsVnP −1 (2.79) 
Vn+1 = Vn (2.80) 
ϕ+In+1 = In + gs n P + gsϕn
−P −1 (2.81) 
In this set of equations, P is a phase factor deﬁned as 
P = e−jΩs1Λ/4 (2.82) 
corresponding to acoustic propagation from A to B or B to C. This phase vector 
arises because µ and g are deﬁned with the waves referenced to the electrode centre, 
as shown in ﬁgure 2.13 while the reference planes are shifted into the gap regions 
(plane A for ϕn’s and plane B for ϕn+1’s). 
With some algebraic manipulation, equation (2.78)∼(2.81) can be rewritten in 
the form of a transmission matrix, equation (2.71), that is 
⎞⎛⎞⎛⎞⎛ 
P 2 0 µsP 0ϕ
+ ϕ+ ⎜⎜⎜⎜⎜⎜⎝

⎟⎟⎟⎟⎟⎟⎠
 =

⎜⎜⎜⎜⎜⎜⎝

⎜⎜⎜⎜⎜⎜⎝

⎟⎟⎟⎟⎟⎟⎠

⎟⎟⎟⎟⎟⎟⎠
 (2.83)

0 P −2 
0 0 1 0 
P −1ϕ− 
V

ϕ− 
V

0
−µs
rI gsP gsP 
−1 0 1 I 
n+1 n 
µs and gs are deﬁned by equation (2.70) and (2.69) and are both positive for 
positive connecting electrodes, negative for negative connecting electrodes. There­
fore the transmission matrix for a negative electrode is identical to the positive one 
but with opposite signs of µs and gs. Using equation (2.72) the transmission matrix 
for an IDT is then achieved. The transmission function for this IDT can be rigidly 
solved with boundary conditions of equation (2.74)∼(2.77): 
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ϕ+ N +1 T23 µ = 
V 1
= −
T22 
(2.84) 
as well as the radiation admittance: 
I1 T42T23
Ya = = −T43 + (2.85)
V1 T22 
Combined with the static capacitance of equation (2.60) the admittance of IDT, 
as deﬁned in equation (2.61), is ﬁnally achieved. 
Insertion loss Once the admittance of an IDT is derived, the insertion loss of 
these transducers can be derived. This is deﬁned as the power delivered to the SAW 
as a fraction of the available power. The available power for a real source is the 
maximum power that can be drawn from it, that is, the power delivered to a load 
under matched condition: 
V 2 
Pav = (2.86)
4Zg 
The voltage across the IDT is thus less than V , as shown in ﬁgure 2.11: 
V 
VT = (2.87)
1 + Y (f)Rg

and

Y (f) = j2πfC0 + Ga(f) + jBa(f) (2.88) 
can be attained from equation (2.85) and (2.60). Therefore the insertion loss for 
bidirectional transducers is: 
IL(in dB) = −10 lg 
V 
2
1 V 
2/
T 
2 
4
G
Z
a
g 
2GaZg 
(2.89) 
= −10 lg 
(1 + GaZg)2 + Zg 
2(2πfC0 + Ba)2 
2.5 An Example of A Multilayer System of SAW 
The simulation of excitation and propagation of a SAW in a multilayer system is 
demonstrated in this section. The formulas presented in the previous discussions 
of this chapter provides a theoretical evaluation to the characteristics of a given 
structure of a SAW device. Based on the consideration of the calculation consistence 
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for the FISOS, a system of GaN/AlGaN ﬁlms on Sapphire substrate is taken as an 
example here (more discussions on acoustic and optical materials are available in 
Chapter 5). Some of the simulation results of this section, such as the acoustic 
velocity dispersion, are quite essential in the calculation of AO diﬀraction and thus 
used in Chapter 6, while the others are given here to be an estimation of the acoustic 
characteristics of the proposed structure. 
Consider a layered structure composed of GaN/AlGaN ﬁlms and sapphire sub­
strate as illustrated in ﬁgure 2.14. Wurtzite GaN/AlGaN is considered grown on 
sapphire with its (001) plane parallel with sapphire’s c plane, i.e. x1 -x3 plane in the 
ﬁgure. An IDT with electrodes of uniform length deposited on the surface (x1 -x3 
plane) of the layers is used to excite SAWs. The IDT is chosen to be parallel with 
x3 axis and hence the propagation direction of SAW is along x1 axis. The detection 
of SAW is not considered in this case, therefore only a transmitter IDT is utilized. 
Figure 2.14: GaN multilayer system and deposited IDT. The layered material and thickness is 
as marked. 
Elastic parameters of GaN and Sapphire can be found in table 5.2 in Chapter 
5. Material constants for AlGaN ﬁlm are approximated using Vegard’s law through 
an interpolation between the corresponding values of the GaN and AlN materials. 
Matrix rotation is performed for tensor parameters before use to ﬁt the coordinate 
system in ﬁgure 2.14. 
The propagation velocity of SAW in the proposed structure can be investigated 
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using the transfer matrix method presented in section 2.3. Bulk acoustic wave or 
surface wave in a semi-inﬁnite medium is nondispersive, as demonstrated in equation 
(2.24), because the velocity is independent of the frequency Ω. It is not the case, 
however, for SAW propagation in layered medium as revealed by equation (2.53), in 
which the phase term including acoustic frequency is concerned in each layer. The 
dispersive relation for the SAW velocity is illustrated in ﬁgure 2.15. The velocity 
of SAW in semi-inﬁnite Sapphire (5557m/s) and GaN (3820m/s) are also shown 
for comparison. It is found the velocity tends to be close to the value in semi-
inﬁnite GaN when the frequency is higher. It is easily understood that the smaller 
wavelength implies the surface wave is much more conﬁned inside the GaN ﬁlm 
instead of penetrating into the substrate and hence the inﬂuence from the substrate 
of high acoustic speed is weaker. The dispersion relation presented here has a good 
agreement with the experimental data achieved by Deger (1998) in a AlxGaN-on­
sapphire system, [54]. 
Figure 2.15: Dispersive velocity of SAW in multilayer medium 
The electromechanical constant K2 is also obtained for this structure using the 
same method. By solving the surface acoustic wave velocity at boundary conditions 
of metallized and free surface (see Appendix C), the electromechanical constant 
K2 = 6 × 10−4 at frequency f = 2GHz. 
The displacement of the SAW propagating at f = 2GHz is also shown in ﬁgure 
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2.16. For a Rayleigh wave the displacement is polarized inside the x1 -x2 plane and 
the oscillation along x2 is found to lag the one along x1 by π/2. It is noticed that 
the SAW is mostly conﬁned inside the three-layer ﬁlm and there is little motion at 
depth greater than that. 
Figure 2.16: Displacements of SAW distribution along depth. 
Using the transmission line model represented in section 2.4, one can achieve 
a variety of electrical properties of the IDT, of which the acoustic admittance and 
insertion loss are of interest. Given frequency f0 = 2GHz, i.e. d=Λ=2.14µm, metal­
lization ratio η = 0.5, IDT width L = 100µm and the number of positive electrodes 
N = 100, the radiation conductance varying with frequency is shown in ﬁgure 2.17 
as well as the radiation susceptance in ﬁgure 2.18. It is useful to notice that the 
bandwidth of the used IDT is 2f0/N = 40MHz. 
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Figure 2.17: Radiation conductance of IDT varying with frequency. 
Figure 2.18: Radiation Susceptance of IDT varying with frequency. 
The impedance of IDT can also be discussed. An IDT of a structure shown in 
ﬁgure 2.14 has an impedance Z = 1/(Ga + j2πf0C0). At the working frequency at 
2GHz, the impedance of the IDT of width L = 100µm and η = 0.5 is evaluated 
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by varying with the number of pairs of electrodes. The real part and imaginal part 
of the impedance is illustrated in ﬁgure 2.19. When the number of electrode pairs 
rises, both the magnitudes of the real and imaginal parts of the impedance trend to 
zero. Since the magnitude of the IDT resistance is much smaller compared with the 
reactance, the blue curve in the ﬁgure shows a 30 times larger value for clarity. The 
very large capacitance of the IDT of a small number of electrode pairs will play a 
signiﬁcant role when the impedance matching circuit is considered. As the electrode 
pairs are larger than 50, the magnitude of the IDT capacitance drops dramatically. 
To match the impedance of the IDT to an electrical drive, inductive elements 
should be included in the design of impedance matching network. Conventionally, 
lumped elements are widely used to build the matching network, [56]. However, in 
high frequency SAW devices, it is diﬃcult to realize the network design parameters 
because of the parasitic impedance of the inductor coil and the inductance of the 
capacitor leads. Alternatively, matching networks using planar microstrip technique 
with distributed elements has been proved to be capable to give better results, [57]. 
Figure 2.19: Impedance of IDT varying with the number of positive electrodes. 
Finally, the insertion loss introduced into the device by an IDT is calculated 
by equation (2.89) again with the parameter conﬁguration f0 = 2GHz, η = 0.5, 
L = 100µm and N = 100, ﬁgure 2.20. A minimal IL of 7.4dB is obtained of which 
3dB comes from the nature of bidirection of IDT. 
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Figure 2.20: Insertion loss of IDT varying with acoustic working frequency. 
Note that the reﬂections from the electrodes is not considered in the modeling of 
this section because of the lack of magnitude of the eﬂection coeﬃcient for an IDT 
electrode. 
Chapter 3 
Electromagnetic Analysis with 
Grating 
The periodic structure formed by acoustic wave described in section 1.2 is general­
ized to be a static grating since the acoustic velocity is quite slow compared with 
optical velocity. The acoustooptic eﬀect is analyzed here as the interaction of an 
electromagnetic wave with an optical grating formed by the perturbed permittivity 
of material. 
The material is assumed to be lossless. In other words, there are no free charges 
inside. The permittivity is assumed to be periodically perturbed along x-axis and 
stay uniform along y-axis with a grating vector K = 2π/Λ, as illustrated in ﬁgure 3.1. 
The proﬁle of the permittivity in x-z plane is not necessarily sinusoidal. Other forms 
of proﬁle of gratings can be made by diﬀerent shapes of acoustic waves. TE polarized 
time-harmonic ﬁelds are employed since TM polarization will lead to similar results. 
The grating vector K is assumed to lie in the plane of optical incidence (x-z plane). 
If not, TE and TM polarizations will become coupled and can no longer be treated 
separately and independently but this case will not be considered in this monograph. 
A rigorous analytic approach, developed by Gaylord and Moharam in 1985 [55], 
is discussed in this chapter to investigate the diﬀraction eﬀect operated by a grating 
to an incident optical wave. Two extreme cases exist as shown in ﬁgure 3.2, with one 
quasi-normal incidence and one collinear interaction, of which both are broadly used 
in acoustooptic devices. As an example, the ﬁrst case is analyzed in this chapter, 
but the second case can be readily analyzed through the same procedure. 
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Figure 3.1: (a), schematics of interation between a electromagnetic ﬁeld and a grating. k, 
electromagnetic wave vector; K, grating vector; Λ, grating period. (b) an example of perturbed 
permittivity proﬁle. 
Figure 3.2: The optical waves inside a grating. (a), quasi-normal incidence; (b) collinear inci­
dence. 
Derived from this diﬀraction theory two methods can be employed corresponding 
to diﬀerent expressions of the form of electric ﬁelds inside the grating. The coupled-
wave method is demonstrated in section 3.2, in which the total ﬁeld is considered 
to consist of inﬁnite numbers of spatial harmonics each coupling with its adjacent 
neighbours. The well-known two-wave ﬁrst-order coupled-wave theory (i.e. coupled-
mode method used in Bragg regime) and the Raman-Nath theory (used in Raman-
Nath regime) are demonstrated to be derived from the coupled-wave diﬀraction 
method. The modal method is discussed in section 3.3, in which the total ﬁeld is 
treated as a summation of modes similar to what happens in a dielectric slab optical 
� 
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waveguide. These two methods are in fact equivalent because they are just diﬀerent 
expression of ﬁelds which satisfy the Maxwell’s equations. 
3.1 Electromagnetic Field Representation 
A planar dielectric grating with a plane electromagnetic ﬁeld going through is de­
picted in Figure 3.1. The permittivity stays a constant along y-axis, in x-z plane 
� = �r(x)�0 given by 
�r(x) = 
⎧⎪⎪⎪⎨ ⎪⎪⎪⎩

�¯r z < 0 
�¯r + Δ�rcosKx 0 < z < L (3.1) 
�¯r z > L 
in the material, Δ�r is the amplitude of the sinusoidal relative permittivity, and 
�¯r is the original relative permittivity. For a electric ﬁeld of TE polarization Ey(x, z), 
following similar procedures described in Appendix D, the wave equation is 
�2Ey(x, z) + k02�r(x)Ey(x, z) = 0 (3.2) 
where k0 = 2π/λ0 and λ0 is the optical wavelength in vacuum. The electric ﬁeld 
has no variation along the y-axis due to the assumption that the material is uniform 
in y direction. 
Field representation inside the grating The electric ﬁeld inside the grating 
may be expressed in terms of modes satisfying the wave equation (3.2). The total 
electric ﬁeld may thus be written as 
+∞
Ey(x, z) = CpEp(x, z) (3.3) 
p=−∞ 
with p being the mode number and Cp being the mode weights, respectively. Each 
particular mode of the electric ﬁeld, Ep(x, z), may be assumed to be expressible as 
a product of two independent functions, i.e., 
Ep(x, z) = fp(x)hp(z) (3.4) 
where Cp is the mode amplitude. Upon substitution of the assumed solution 
(3.3) and (3.4) into the wave equation (3.2) and dividing by Ep(x, z), separation of 
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Figure 3.3: Schematics of wave vector diagram showing phase matching of subﬁeld components 
of total ﬁeld in the whole region. Red, incident ﬁeld; green, reﬂected ﬁeld; purple, transmitted 
ﬁeld. For −2 � m � 4, propagating diﬀracted orders exist, whereas for m � −3 and m � 5, the 
subwaves are evanescent (cut oﬀ) outside the grating. 
variables in the wave equation is achieved. Thus the x part and z part must be 
equal to a constant. Denote the constant as ξp 
2 and thus the z variation involved 
parts become 
d2hp(z)
+ ξ2hp(z) = 0 (3.5)
dz2 p

The form of the solution hp(z) is given

hp(z) = e
−jξz (3.6) 
The x variation involved parts resulting from separation of variables are 
d2fp(x) 
+ (k2�r(x) − ξ2)f(x) = 0 (3.7)
dx2 0 p 
Since the perturbation of the permittivity in region 0 < z < d is periodic, the 
general solution was found using Floquet theory, [58], 
fp(x) = Φp(x)e
−jβpx (3.8) 
where βp is a phase factor, a pure real number for loss-free medium, and Φp(x) is 
� 
� 
� 
�
� � 
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periodic in x with period Λ, the same period as �r(x). Thus Φp(x) can be represented 
by a Fourier series 
∞
Φp(x) = ampe
−jmKx (3.9) 
m=−∞

Consequently fp(x) may be written as

∞
fp(x) = ampe
−jβmpx (3.10) 
m=−∞ 
where 
βmp = βp + mK (3.11) 
Combining equation (3.4), equation (3.6) and equation (3.10), the electric ﬁeld 
for each mode may thus be expressed as 
∞
Ep(x, z) = Cpe
−jξpz ampe−jβmpx (3.12) 
m=−∞ 
Assuming the incident plane wave, with wave vector k1 and unit amplitude, is 
in the form of 
Ei = e
−j(β0x+k1z z) (3.13) 
√
¯
matching, tangential components of the electric ﬁelds on either side of the boundary 
z = 0 must be identical. The fact that the higher orders (i.e. m = 0) of the ﬁelds 
where β0 = �yk0 sin θ and k1z = 
√
�¯rk0 cos θ. From the requirement of phase 
in the region 0 < z < L vanish in the absence of grating (Δ�y 0), gives βp = β0.→ 
Therefore equation (3.11) is rewritten 
βm = β0 + mK (3.14) 
Therefore the total ﬁeld is 
∞ ∞
E(x, z) = Ap ampe
−jβmx e−jξpz (3.15) 
p=−∞ m=−∞ 
This is a general form for the electric ﬁeld inside the grating responding to a 
incident ﬁeld in the form of equation (3.13). 
��
 ��
 ��
 ��
 ��
 ��
��
 ��
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Field Representation Outside the Grating Besides the incident plane wave 
as described in equation (3.13), the total ﬁeld in the region z < 0 should include the 
consideration of the reﬂected ﬁeld at the boundary. A decomposition of the reﬂected 
ﬁeld can be achieved using Floquet theory again giving the total ﬁeld 
∞
r r e−jk1· + Rme−jk1m· (3.16) 
where k1m = (k1x + mK)xˆ + (k1m zˆ)zˆ and Rm is the amplitude of the mth· 
reﬂected ﬁeld by boundary at z = 0 with wavevector k1m. Likewise, the total 
electric ﬁeld in region z > L is 
� 
−∞m=
∞
Tme
−jk3m·(r−dzˆ) (3.17) 
� 
−∞m=
where k3m = (k3x + mK)xˆ + (k3m zˆ)zˆ and Tm is the amplitude of the mth· 
transmitted ﬁeld through the grating with wavevector k3m. Each mth subwave 
(order) inside the grating produces a corresponding mth ﬁeld in the region outside 
the grating. The tangential components of wavevectors of each mth order in three 
regions must be equivalent separately for phase matching. That is 
k1m · xˆ = k2m · xˆ = k3m · xˆ (3.18) 
or 
β0 = k2x = k3x (3.19) 
The magnitudes of wavevectors outside the grating satisfy 
=
 =
k1 k1m k3m (3.20)

where
 k1 =

√
�¯k0. Propagating directions of subwaves in either region can be

achieved from equation (3.19) and 3.20 as shown in ﬁgure 3.3. 
sin θT = 
β0 √+
¯
mK 
(3.21)m �yk0 
β0 + mK 
sin (θR + π) = √
�¯rk0 
(3.22)m 
The z components of wavevectors are given 
� 
� 
� � 
� 
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k1m · zˆ = − k2 m (3.23)0 �¯r − β2 
and 
k3m · zˆ = k02�¯r − β2 (3.24)m 
These quantities are either real (propagating wave) or imaginary (evanescent 
wave, cut-oﬀ). One example of propagating and cut-oﬀ waves in homogeneous 
media is shown in ﬁgure 3.3. The wavevectors have magnitudes k0�r, with which 
as radii two semicircles are shown in the ﬁgure. The allowed wavevectors in these 
regions must be phased matched to the boundary components of the space-harmonic 
component ﬁelds inside the grating, which is shown by the horizontal dashed lines 
in the ﬁgure. For the forward and backward ﬁelds and space harmonics inside the 
grating, the m = −1 to +4 ﬁelds exist as propagating diﬀracted orders in region 1 
and 3. The m ≤ −2 and m ≥ +5 ﬁelds are evanescent. 
So far the phase factors of electric ﬁeld outside the grating have been analyzed 
above, leaving the amplitudes only unknown. Once ﬁelds inside the grating are 
solved Rm and Tm can be achieved rapidly by matching boundary conditions. In 
order to analyze the equation (3.15), two methods can be employed, coupled wave 
method and modal expansion method, which will be discussed in the following sec­
tions separately. 
3.2 Coupled-wave Expansions 
3.2.1 Rigorous Analysis 
Interchanging the order of the summations in equation (3.15), the total ﬁeld inside 
the grating may be rewritten 
∞ ∞
E(x, z) = e−jβmx Apampe−jξpz (3.25) 
m=−∞ p=−∞ 
Performing the summation over modes p, deﬁne the quantity Um(z) 
∞
Um(z) = Apampe
−jξpz ejk1z z (3.26) 
p=−∞ 
which is a function of z only. the total ﬁeld is therefore 
� 
� 
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Figure 3.4: Illustration of wavevectors inside the grating for coupled-wave expansion. Red, 
incident ﬁeld; blue, diﬀracted ﬁelds. (a), Multiple diﬀraction orders; (b), single diﬀraction order 
(Bragg regime). 
∞
E(x, z) = Um(z)e
−jβmx e−jk1z z (3.27) 
m=−∞ 
where the phase factor can be written in a compact vector form 
−j(βmx + k1zz) = β0x + k1zz + mKx = −j(k1 + mK) r (3.28)· 
Equation (3.27) thus becomes 
∞
rE(x, z) = Um(z)e
−j(k1+mK)· (3.29) 
m=−∞ 
where k1 is the wavevector of the incident wave in the region z < 0. From the 
viewpoint of equation (3.29), the presence of the grating imposes a decomposition of 
the incident ﬁeld into an unlimited number of plane waves, namely space harmonics. 
The wave vector of each space harmonic is therefore the summation of wavevectors 
of the incident ﬁeld and the grating. The amplitude of each space harmonic Um(z) 
is not constant but z dependent. One individual space harmonic does not satisfy 
the wave equation but the set of all harmonics does. Those harmonics are not 
independent and they cannot stand alone. 
Substituting the ﬁeld presentation (3.27) and the permittivity equation (3.1) into 
the wave equation equation (3.2) and performing the indicated diﬀerentiations gives 
� 
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∞
d2Um(z) − 2jk1z dUm(z) + 1 k2
{ 
dz2 dz 2 0
Δ�y(Um−1 + Um+1)

m=−∞ (3.30) 
−(m 2K2 + 2mβ0K)Um}e−jβmx e−jk1z z = 0 
Notice the relationship cos Kx = 
2
1 (ejKx + e−jKx) is used in this derivation. 
Equation 3.30 represents an inﬁnite series, the sum of which is zero. Each term in 
the series is an exponential multiplied by a coeﬃcient. The coeﬃcient is a function 
of z only. The x dependence is entirely in the exponential factor of each term. 
Since the exponentials are linearly independent, the coeﬃcient of each exponential 
must individually be equal to zero. equation (3.30) therefore reduces to the set of 
coupled-wave equations 
d2Um(z) dUm(z) 1 
dz2 
−2jk1z 
dz 
+
2 
k0
2Δ�r(Um−1 +Um+1)−(m 2K2 +2mβ0K)Um = 0 (3.31) 
This is an inﬁnite set of second-order coupled diﬀerence-diﬀerential equations. 
By inspection, it is seen that the wave corresponding to each value of m (i.e. each 
space harmonic) is coupled to its adjacent (m−1 and m+1) space harmonics. There 
is no direct coupling between nonadjacent harmonics. Energy is coupled back and 
forth between each other in the grating. This property of coupling depends on the 
speciﬁc form of �r(x). 
Those coupled-mode equations are constant-coeﬃcient diﬀerential equations. Us­
ing state variable methods from linear systems analysis, a solution may be obtained 
in terms of the eigenvalues and eigenvectors of the coeﬃcient matrix of the set of 
diﬀerential equations. 
3.2.2 Approximate Theory 
This section will deal with approximate grating diﬀraction theory. In order to sim­
plify analyzes of the rigorous theory and obtain analytic formulas, a lot of possible 
approximations and assumptions can be made. 
• neglect higher order waves 
• neglect second derivatives of the ﬁeld amplitudes 
• neglect boundary eﬀects 
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• small grating modulation approximation 
• short wavelength approximation 
These assumptions can be made based on either ﬁxed gratings or gratings formed 
by an acoustic wave. One or a combination of several assumptions was used and 
many approximation theories have been built, like Two-wave Second-Order Coupled-
wave Theory [59], Multiwave coupled-wave Theory [18][60], Two-wave First-order 
coupled-wave Theory [61], Optical Path Method [27], Raman-Nath Theory [18], etc.. 
In this section Two-wave ﬁrst-order coupled-wave Theory (Bragg regime diﬀraction) 
and Raman-Nath theory (Raman-Nath regime diﬀraction) are demonstrated because 
of their wide applications. Both theories can be derived in physically intuitive 
methods separately, but it will be shown how they can be obtained from rigorous 
grating analysis. 
Two-wave ﬁrst-order coupled-wave Theory 
This theory is called the coupled-mode theory in some texts (for example, Tsai, 
[62]). If only the zero- and ﬁrst-order waves are retained (m = 0, −1 or m = 0, +1) 
, and all higher order waves and second derivatives of ﬁeld amplitudes are both 
neglected, the coupled-wave equations (3.31) reduce to 
dU0(z) 
= −jκU−1(z) (3.32)
dz 
dU−1(z) − jγU−1 = −jκU0(z) (3.33)
dz 
where 
κ = 
k0
2Δ�r 
(3.34)
4k1z 
γ = 
K2 − 2β0K 
(3.35)
2k1z 
In this case the 0 order wave is the electric ﬁeld in the original incident direction 
and the -1 order wave is the diﬀracted ﬁeld. Those ﬁelds can be rewritten as 
rE0(x, z) = U0(z)e
−jk1· (3.36) 
� 
� 
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rE−1(x, z) = U−1(z)e−j(k1+K)· (3.37) 
The ﬁeld amplitudes U0 and U−1 are coupled though a quantity κ, the coupling 
coeﬃcient. The solution to equation (3.32) and (3.33) are 
κ2 � γ2 � 
U0 = e
jγ+z + + ejγ−z (3.38)
κ2 + γ2 κ2 + 
U−1 = −
κ2 
κγ
+ 
+ 
γ2 
� 
ejγ+z − ejγ−z � (3.39) 
+ 
where 
γ γ 
γ+ = + ( )2 + κ2 (3.40)
2 2 
γ γ 
γ = ( )2 + κ2 (3.41)− 
2 
− 
2 
Solution (3.38) and (3.39) are obtained with boundary conditions U0(0) = 1 and 
U−1(0) = 0. 
It is noticed that 
U0(z)U0(z)
∗ + U−1(z)U−1(z)∗ = 1 (3.42) 
so that the total optical power carried by both beams are conserved. 
In this approximation (neglecting the higher order waves and second derivatives 
of ﬁeld amplitudes), only two waves are considered, the incident wave (U0(z)) and 
the diﬀracted wave (U−1(z)), i.e., there are no reﬂected waves existing at z = 0. The 
absence of reﬂected waves implies the neglect of boundary eﬀects, which transforms 
the problem to a ﬁlled-space problem (a grating ﬁlling the entire space). Conse­
quently, the amplitude of the diﬀracted wave can be estimated through the quantity 
of the ﬁrst order ﬁeld amplitude (U−1) calculated inside the grating region. The va­
lidity of this approximation is based on the fact that the reﬂected wave at at z = 0 
is fairly weak since the grating caused by the acoustic wave is practically very weak, 
and that higher orders of diﬀracted waves are negligible in Bragg AO diﬀraction 
(section 1.2). 
The diﬀraction eﬃciency is deﬁned as the fraction of the power of the incident 
beam transferred in a distance L into the diﬀracted beam. Using equation (3.38) 
and (3.39) yields 
� 
� 
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Id U−1(l)2 
η = = 
Ii U0(0)2 
4κ2γ2 γ 
= + sin2( ( )2 + κ2L) (3.43)
(κ2 + γ2 )2 2+
Particularly, when γ is set to be zero, i.e. β0 = K/2 from equation (3.35), 
equation (3.43) could be signiﬁcantly simpliﬁed. With this so-called Bragg condition, 
i.e. the ﬁeld is incident in a precise angle (Bragg angle) deﬁned as 
K λ 
θB = 
2k1 
= 
2Λ 
(3.44) 
where λ is the optical wavelength in the region z < 0 (see ﬁgure 3.4), the diﬀrac­
tion eﬃciency reduces to 
η = sin2(κL) (3.45) 
It can also be expressed in the form of acoustic power (see Appendix G) 
η = sin2( 
π M2PaL 
) (3.46)
λ0 cos θ 2H 
6 2n p
M2 ≡ 
ρv3 
(3.47) 
where Pa is the power carried by acoustic wave, L and H are the width and 
thickness of the acoustic wave, θ is the optical incidence angle, n is the average 
refractive index inside the grating, p is the photoelastic constant of the medium, ρ 
is the mass density, v is the acoustic velocity and M2 is a ﬁgure merit measuring 
the Acoustooptic eﬀect of materials, [32]. 
Although the two-wave ﬁrst-order coupled-wave theory neglects higher order 
diﬀracted waves and second derivations of ﬁeld amplitudes (and thus boundary 
eﬀects), it nevertheless contains many of the basic features. When the incident 
angle is close to the Bragg angle, the AO diﬀraction problem can be described 
by this approximate model and the diﬀraction eﬃciency is estimated by equation 
(3.43). The oblique incidence is essential in Bragg diﬀraction whereas it is not in 
Raman-Nath regime diﬀraction described below. 
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Raman-Nath Theory 
When an optical ﬁeld goes though a grating, besides the single diﬀracted order 
(Bragg regime), the diﬀraction it undergoes may also be multiple orders, which was 
ﬁrst reported by Raman and Nath in 1936 [18]. The Raman-Nath diﬀraction can 
be achieved from thin-phase-grating-approximation (see section 1.2) but the same 
conclusion can also be given directly from the grating theory. 
If second derivatives of the ﬁeld amplitudes are neglected but multiple order 
number m remains, the coupled-wave equation (3.31) reduce to the Raman-Nath 
diﬀraction equation 
dUm(z) k0
2Δ�r m
2K2 + 2mβ0K 
+ j (Um−1 + Um+1) − j Um = 0 (3.48)
dz 4k1z 2k1z

The solution is

mKzβ0 −j 
2k1z 
� sin Kz tan θi/2� 
Um(z) = e Jm ζ (3.49)
KL tan θi/2 
k0
2Δ�rL 
ζ = − 
2k1z 
(3.50) 
where θi is the incident angle.and Jm is the Bessel function of order m. The nor­
malized intensity of the mth diﬀracted light at z = L is given by 
� sin χ� 
Im = Um(L)U
∗ (L) = J2 ζ (3.51)m m χ 
χ = KL tan θ/2 
where U∗ m is the complex conjugate of Um. 
(3.52) 
3.3 Modal Expansion 
Writing the total electric ﬁeld (3.15) again here 
E(x, z) = 
∞� 
p=−∞ 
Ap 
∞� 
m=−∞ 
ampe
−jβmx e−jξpz 
Using Fourier expansion (3.9), this equation can be written as 
(3.53) 
� 
� 
�	 � 
� 
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∞
E(x, z) = ApΦp(x)e
−j(β0x+ξpz)	 (3.54) 
p=−∞ 
or in vector form 
∞
E(x, z) = ApΦp(x)e
−j(kp·r)	 (3.55) 
p=−∞ 
where kp = β0xˆ + ξpzˆ. This expansion expresses the ﬁeld inside the grating 
as a summation of modes, each of which satisﬁes the wave equation (3.2) and is 
independent from each other. Each mode is of the appearance of a traveling wave 
with a corresponding propagation constant kp and amplitude ApΦp(x) whose value 
varies along y periodically (note the term Φp(x) is periodic with the period Λ). 
Comparing with the set of inhomogeneous space harmonics stated in equation (3.27) 
one must note that the z component of propagation constant ξp is an unknown. 
Substituting equation (3.54) into equation (3.2) and performing the indicated 
diﬀerentiations gives 
∞	 ∞
Ap 
d2Φ
dy
p
2 
(x) 
e−j(kp·r) + Ap(k0
2�r(x) − ξp 2)Φp(x)e−j(kp·r) = 0 (3.56) 
p=−∞ p=−∞ 
Considering the linear independence of the exponential terms e−j(kp·r) and sub­
stituting equation (3.1) into this equation yields the term-by-term equation and then 
rewriting fp(x) in the form of inﬁnite summation 
∞	 � 1 
(β2 + ξ2 ω2− m p )amp − 2 µΔ�ra(m+1)p 
m=−∞ 
−	 ω2 µ�¯ramp 
1 � −	
2 
ω2 µΔ�ra(m−1)p e−jβmx = 0 
The linear independence of the exponentials (e−jβmx) is employed again and thus 
1	 1 
Δ�rω
2 µa(m−1)p + (ω2 µ�¯r − β2 + Δ�rω2 = 0 (3.57)m − ξp 2)amp µa(m+1)p2	 2 
which can be rewritten

1	 1 
Δ�rω
2 µa(m−1)p + (ω2 µ�¯r − β2 )amp + Δ�rω2 µa(m+1)p = ξ2 amp (3.58)
2	 m 2 p 
CHAPTER 3. ELECTROMAGNETIC ANALYSIS WITH GRATING 78 
The coeﬃcients of the left hand side of equation (3.58) are constants and this 
equation can be solved in terms of eigenvalues (ξp 
2) and eigenvectors (amp) of the 
coeﬃcient matrix. 
3.4 Summary 
Starting from Floquet’s theory, equation (3.15) was obtained though rigorous deriva­
tion representing the electromagnetic ﬁeld inside a grating. Modal expansion and 
coupled-wave expansion oﬀer two diﬀerent views of the ﬁeld and consequently lead 
to diﬀerent wave equations and physical images. However, both views are also 
equivalent and each is just an alternative representation of the same total ﬁeld. 
In the coupled-wave representation (3.29), the ﬁeld inside the modulated medium 
is expanded in terms of the space harmonic components of the ﬁeld in the periodic 
structure. These space harmonics inside the grating are phase matched to diﬀracted 
orders outside of the grating. The individual space harmonic ﬁeld does not satisfy 
the wave equation and thus does not exist alone but the summation of it does. 
The partial space harmonics are actually inhomogeneous plane waves with varying 
amplitudes along z. These inhomogeneous plane waves are not independent and 
they couple energy among themselves. In the special case of a sinusoidal grating, 
electromagnetic power is coupled by every single space harmonic ﬁeld back and 
forth between each other. Many famous analytical results can be obtained from this 
coupled-wave representation, which will be demonstrated in the next chapter. 
In the modal representation (3.55), the ﬁeld inside the grating is expanded in 
terms of modes of the periodic medium. The total electric ﬁeld is expressed as a 
weighted summation over all possible modes. Each individual mode p satisﬁes the 
wave equation and may be either evanescent or propagating. Each mode consists 
of an inﬁnite number of space harmonics m and each mode propagates through the 
medium without change. 
Both methods can be employed to analyze the interaction between an incident 
light wave and a propagating acoustic wave. Since there is an inﬁnite number 
of components in the ﬁeld expressions of both coupled-wave expansion and modal 
expansion, numerical methods with the aid of computer must be utilized. 
Chapter 4 
Guided Wave Acoustooptic 
Interaction 
Since the ﬁrst experimental demonstration of the acoustooptic interaction guided 
optical waves (GOW) and surface acoustic waves (SAW) in a glass ﬁlm on a quartz 
substrate [63], various thin ﬁlm acoustooptic devices have been proposed [64]∼[66]. 
Such thin-ﬁlm guided-wave devices have the advantages of high-power densities, 
long interaction length, high eﬃciency, and controllable dispersion associated with 
the guided-wave characteristics of GOW and SAW. The planar structure, which can 
be fabricated using related techniques from semiconductor technology, may provide 
ﬂexibility of device designs and aﬀords the possibility of cost saving. 
The AO interaction in such guided-wave acoustooptic device (GWAO) diﬀers 
from that between bulk waves primarily because of the complicated strain distribu­
tions of the SAW and the properties of the GOW. The eﬃciency of such interaction 
relies not just on the interaction length and acoustic power, but also strongly de­
pends on the overlap between the GOW and SAW since they are both conﬁned in 
particular regions in the layered structure. The performance of such a device is 
more sensitive to the acoustic frequency because, apart from the dispersion of SAW 
velocity, the penetration depth of the SAW and consequently the overlap between 
the guided waves, is frequency-dependent. In this chapter, theoretical investigation 
of the diﬀraction eﬃciency of GWAO is demonstrated. Numerical results obtained 
from the modeling and the unique features will be discussed in Chapter 5 and 6. 
The basic knowledge of optical waveguide is given in Appendix E. In section 4.3, 
an approximated coupled-wave method presented in the previous chapter is used to 
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describe the SAW induced diﬀraction from one optical mode to another with the 
overlap integral introduced into the expression of diﬀraction eﬃciency. In section 
4.1, the diﬀerent mechanism involved in the AO diﬀraction in GWAO is analyzed 
and the corresponding contributions are discussed. 
4.1 Transverse Perturbation of index by SAW 
Given a SAW propagating on the surface of a substrate, the refractive index (or 
permittivity) is perturbed periodically along the propagation direction of the beam 
(along x-axis, laterally) due to the traveling strain, as presented in equation (1.1). It 
will be just like that in the case of bulk acoustic wave which is generally supposed to 
be a plane wave. For the surface wave, however, the induced perturbation of index 
Δn is not uniform in the direction of depth of the substrate (along y-axis, trans­
versely). This is because the SAW decays along the depth direction and penetrates 
only a couple of wavelengths in length and the index perturbation becomes weaker 
as the strength of the SAW reduces. The schematic of transverse index perturbation 
Δn(y) is illustrated in ﬁgure 4.1. 
Figure 4.1: Schematic of the transverse index perturbation varying along depth of the substrate 
due to SAW. 
In acoustooptic interaction, in general, there is more than one mechanism in­
volved in the index perturbation, i.e., photoelastic eﬀect, electrooptic eﬀect and 
surface corrugation, [67]. The resultant index perturbation is the sum of all three 
eﬀects. 
Firstly in photoelastic eﬀect, the induced index perturbation is a function of 
applied strains 
� �
� �
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1 
pe 
Δ 
2 
= pijklSkl i, j, k, l = 1, 2, 3 (4.1) 
n ij 
with pijkl being the photoelastic constants of a particular crystal and Skl being 
the acoustic strain components. 
In a piezoelectric material, there exist induced electric ﬁelds associated with 
the propagating acoustic waves. The refractive index therefore can be changed via 
the electrooptic eﬀect. The electrooptic eﬀect of interest here is usually called the 
linear electrooptic eﬀect (Pockels eﬀect) while the quadratic electrooptic eﬀect (Kerr 
eﬀect) in which the index is changed as the square of the electric ﬁeld, is out of this 
consideration. The refractive index is thus perturbed in the form of 
1 
eo 
Δ = rijkEk i, j, k = 1, 2, 3 (4.2) 
n2 ij 
where rijk are the electrooptic constants and Ek is the induced electric ﬁeld 
component. Moreover, the surface ripple on the top layer created by the acoustic 
surface wave causes a periodic thickness variation in the waveguide. This movement 
of the dielectric boundary also produces a refractive index variation, which is 
Δn sur =
1 
δ0 
neﬀ
2 − 1 � |ν(0)2| (4.3)
2 neﬀ ν2(y)dy 
where δ0 is the amplitude of the ripple at the surface y = 0, ν(y) is the normalized 
transverse distribution of the incident and diﬀracted modes, and neﬀ is the eﬀective 
index of the given modes. Since the absolute value of the ripple amplitude is quite 
small the contribution from the surface corrugation is expected to be negligible. 
The total magnitude of the index perturbation involved in the acoustooptic 
diﬀraction is thus in the form 
Δn = Δnpe +Δn eo +Δn sur (4.4) 
Combining equation (4.1)∼(4.3) into equation (4.4) yields 
Δn(y) = − n
3 
(pS(y) + rE(y)) + 
1 
δ0 
neﬀ
2 − 1 � |ν(0)2| (4.5)
2 2 neﬀ ν2(y)dy 
in which the suﬃx is omitted for convenience.

� 
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4.2 Multilayer Optical Waveguide with small per­
turbation 
Consider a substrate of multilayer structure on which a SAW is produced. From the 
viewpoint of optical aspect, the eﬀect of a traveling SAW beam is the modulation 
of the refractive index of the system, i.e. 
n(x, y) = n(y) + Δn(y) cos Kx (4.6) 
where n(y) denotes the index proﬁle of the multilayer structure and Δn(y) takes 
the form of equation (4.5) of the previous section, as illustrated in ﬁgure 4.2. The 
transverse index perturbation can alternately be expressed in the form 
Δn(y) = Δn0νa(y) (4.7) 
where Δn0 is the index changing at the surface and νa(y) is a normalized function 
with |ν(y)|2dy = 1. 
Figure 4.2: Schematic of the transverse distribution of refractive index in a multilayer structure 
with SAW present. 
Substituting equation (4.6) into the wave equation (D.41) yields a second order 
diﬀerential equation with such solutions that variable separation cannot be done. 
Analytically solving this equation will be extremely complicated in mathematics. 
Alternately, using approximate approaches such as the eﬀective index method and 
small perturbation method as presented in Appendix E.3 and F, the form of the 
solution can be simpliﬁed. 
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Considering TE polarized wave, the electric ﬁeld of a particular mode supported 
by the layered structure with the absence of SAW is assumed to be in the form 
ξpzE¯x(y, z) = C¯pνp(y)e
−j ¯ (4.8) 
where Cp are the mode weights and ν(y) is the normalized ﬁeld distribution. The 
eﬀective index of the system for this mode is thus 
ξp
n¯eﬀ = (4.9)
k0 
Once the SAW is generated and the index perturbation is produced, following 
the derivation given in Appendix F with the fact that the index change is usually 
weak (∼ 0.1�), the perturbed electric ﬁeld becomes 
ξp+Δξ)zEx(y, z) = Cpνp(y)e
−j(¯ (4.10) 
with 
Δξp = k0Δn0Γp (4.11) 
and � ∞ 
νp(y)νa(y)νp 
∗(y)−∞ (4.12)Γp = � ∞ 
νp(y)νp
∗(y)−∞ 
where Γp here is the overlap integral with refractive index concerned. In deriving 
equation (4.11) and (4.12) the relation Δ� ≈ 2nΔn is used. 
The new eﬀective index is thus obtained 
ξp +Δξp
neﬀ = (4.13)
k0 
or 
neﬀ = n¯eﬀ +Δneﬀ (4.14) 
and 
Δneﬀ = Δn0Γ (4.15) 
with the suﬃx of Γp omitted. Equation (4.14) indicates that in a multilayer 
system with small perturbation of index present, for a particular transverse optical 
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mode, the two dimensional varying index (4.6) can be simpliﬁed to one dimension, 
i.e. 
n(x, y) ≈ n¯eﬀ +Δneﬀ cos Kx (4.16) 
Consequently, the simpliﬁed wave equation can be obtained. In order to be 
consistent with Chapter 3, the wave equation is expressed in permittivity again, 
that is 
�2E(x, z) + (�¯eﬀ +Δ�eﬀ cos Kx)k02E(x, z) = 0 (4.17) 
where �eﬀ = n
2 and Δ�eﬀ ≈ 2neﬀΔneﬀ. Equation (4.17) indicates that by using eﬀ 
the average value of permittivity along y direction, the problem of the interaction 
between a incident optical mode (transversely) and a SAW can be treated as a 
grating diﬀraction problem for a plane wave as presented in Chapter 3. The details 
of the AO interaction of guided waves will be discussed in the next section. 
4.3 Interaction Between Guided Optical Waves 
and Acoustic Waves 
In acoustooptic diﬀraction with Bragg condition satisﬁed, when the incident optical 
wave takes the form of a mode conﬁned in a layered structure rather than a plane 
wave, the diﬀracted wave can still be a bounded mode, though it does not have 
to be of the same mode number. A schematic of such conversion between two 
optical modes is illustrated in ﬁgure 4.3a. The layer is of thickness H and the 
grating produced by the SAW is assumed to be along x-axis. The Bragg condition 
in the AO interaction, represented in equation (3.44) in the previous chapter, can 
be rewritten 
λ0
sin θB = (4.18)
2neﬀΛ 
where λ0 is the optical wavelength in free space, Λ is the acoustic wavelength 
and neﬀ is the eﬀective index of the optical mode in such layered structure. In 
fact, equation (4.18) has assumed that the incident and diﬀracted optical beams 
are conﬁned in the same mode. In a general case, a diﬀraction including mode 
conversion, the wave vector relation illustrated in ﬁgure 4.3b holds 
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kn = km + K (4.19) 
with K, km and kn being the wave vector of SAW, incident and diﬀracted optical 
mode, respectively. The angles of incidence and diﬀraction, θm and θn, respectively, 
are obtained geometrically, [68]. 
λ0 Λ
2
2 2sin θm =
2nmΛ
(1 + 
λ0
2 
(nm − nn)) (4.20) 
λ0 Λ
2
2 2sin θn =
2nnΛ
(1 − 
λ0
2 
(nm − nn)) (4.21) 
where nm and nn are the eﬀective refractive indices of these modes. When the 
mode conversion does not occur , i.e. m = n, equation (4.20) and (4.21) reduce to 
equation (4.18). 
The electric ﬁelds concerned are assumed to be both TE polarization. Although 
TE-TM polarization conversion of AO interaction in anisotropic medium is achiev­
able [69], it is not considered here. The x variation of the electric ﬁelds in ﬁgure 
4.3a is very slow since the θm,n are both suﬃciently small. Therefore, by adding 
z-dependency into the amplitudes, the ﬁeld described in equation (E.2) is rewritten 
below 
Em(x, y, z) = νm m (y)Um(z)e
−j(kmxx+kmz z) (4.22)(y)E � (x, z) = νm
En(x, y, z) = νm(y)En
� (x, z) = νn(y)Un(z)e−j(knxx+knz z) (4.23) 
The factors νm(y) and νb(y) are the normalized ﬁeld distributions of the optical 
waves of mode number m and n, respectively. The suﬃxes x and z represent the 
x and z components of the wave vectors km and kn. U(z) is the unknown sepa­
rated amplitudes of the optical waves varying along the AO interaction length (z 
direction), which reﬂects the fact that the incident and diﬀracted waves are coupled. 
Using the eﬀective index technique presented in the previous section, the grating 
produced by the SAW is 
nm,n(x, y) ≈ n¯m,n +Δnm,n cos Kx (4.24) 
and 
Δnm,n = Δn0Γmn, nm (4.25) 
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Figure 4.3: Schematics of interaction between guided optical modes and acoustic waves. (a), The 
incident and diﬀracted optical modes; (b), Momentum reservation relationship. 
� � 
� 
� 
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∞ 
νm(y)νa(y)νn
∗(y)dy
Γmn = 
−∞ (4.26)∞ 
νm(y)f¯ ∗ (y)dy � −∞ m∞ 
νn(y)νa m(y)dy(y)ν
∗ 
Γnm = 
−∞� (4.27)∞ 
νn(y)f¯n 
∗(y)dy−∞ 
The y variation of optical modes in equation (4.22) and (4.23) can thus be omit­
ted, and the the electric ﬁelds (4.22) and (4.23) can be understood as E � (x, z) and m
En
� (x, z) propagating in a homogenous medium along the y-axis. Using the approx­
imated couple-mode method presented in section 3.2.2 gives the coupled equations 
dUm(z) 
= −jκmUn(z) (4.28)
dz 
dUn(z) − jγUn = −jκnUm(z) (4.29)
dz 
and 
k0Δnm k0Δnn
κm = ; κn = (4.30)
2 cos θm 2 cos θn 
γ = 
K2 − 2β0K 
(4.31)
2kn cos θn 
The diﬀraction eﬃciency at the Bragg condition in this case is thus obtained 
η = sin2( 
π M2LPaΓmnΓnm 
) (4.32)
λ0 2Heﬀ cos θm cos θn 
To be consistent with the expression of equation (3.46) for the plane wave case, 
the concept of eﬀective thickness of SAW is introduced, i.e. 
H 
Heﬀ = � H (4.33) 
νa(y)νa 
∗(y)dy
0 
It can be understood as the thickness of an acoustic beam with the homogenous 
displacements and the power intensity Pa/LHeﬀ, equal to that of the surface acoustic 
wave. 
If the incident and diﬀracted optical modes are identical TE modes, both of them 
will see the same index perturbation. The diﬀraction eﬃciency (4.32) becomes 
η = sin2( 
πΓmm M2LPa 
) (4.34)
λ0 cos θ 2Heﬀ 
∞ 
(y)νa(y)ν
∗ (y)dyνm m
Γmm = 
−∞ (4.35)∞ 
νm(y)f¯ ∗ (y)dy−∞ m
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Compared with the expression for the plane wave case of equation (3.46), the 
main diﬀerence with the eﬃciency of AO diﬀraction between GOW and SAW is the 
addition of the overlap integral Γ, which is a measure of the spatial ﬁeld distribution 
of the waves. This integral occurs only for layered structures of AO devices having 
a value from 0 to 1. Its integral region is restricted in the ﬁlm thickness if the 
acoustooptic interaction outside the ﬁlm is very weak. Though the value of Γ could 
be small compared with the unit, the dimension of the eﬀective thickness can always 
be practically made to be very thin and the consequent eﬃciency can be much higher 
than the bulk AO interaction. 
4.4 Summary 
This chapter discusses the case of AO interaction between guided optical waves and 
surface acoustic waves. Multiple mechanisms involved in the AO aﬀect in piezo­
electric materials are analyzed. The eﬀective index technique is used to simplify 
the expression of the refractive index nx,y to an x-dependent only function. The 
coupled-wave method, derived in the case of bulk wave AO diﬀractions, is demon­
strated to be used in the guided wave device by considering the overlap integral of 
the guided optical and acoustic waves. The overlap integral is an important factor 
concerned in the diﬀraction eﬃciency of GWAO devices. 
Chapter 5 
FISOS Design: Qualitative 
Consideration 
With the increasing use of optical signals for communications, data storage and sen­
sors, there is a continuing interest in developing corresponding functional elements 
suitable for monolithically integrated optical circuit applications. Technologies for 
controlled variability to provide functionality in such optical circuits are quite ma­
ture nowadays, for example, by inducing refractive index changes via electrooptic 
eﬀect, [70], elastooptic eﬀect (photoelastic eﬀect), [71], or carrier injection, [72], etc. 
Among these approaches, acoustooptic applications utilizing photoelastic eﬀect (and 
electrooptic eﬀect in piezoelectric medium), particularly the guided wave AO devices 
driven by acoustic surface wave, have attracted attentions by their signiﬁcant gains 
of AO diﬀraction, relatively low required power, high operation speed and potential 
feasibility of functionality control. 
However, in conventional GWAO devices reported so far, the optical source is 
assumed to be external to the AO diﬀraction element. In those devices an essential 
need is to inject the optical signal into the Bragg cell. There are, in fact, three 
commonly used methods for coupling the optical mode into planar waveguide. A 
straightforward way is to collimate an optical ﬁber to the edge of the wafer, [73]. 
The experimental conﬁguration for this method is quite simple but very precise 
ﬁber alignment / device bonding is essential; besides, the mismatch between optical 
modes in the ﬁber and in the waveguide could be large. Another two methods are 
to couple optical waves from the wafer surface, either through a prism [74] or with 
an etched planar grating [75]. The employment of a lens to collimate laser beams is 
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usually unavoidable and so are some other optical elements, such as polarisers. It 
can be concluded that external optical sources along with other optical components 
bring in extra complexity to the system assembly, leading to further insertion loss 
from each additional element. 
The purpose of the work presented in this chapter is to propose a practical device 
structure and appropriate device design guidelines for a functional SAW controlled 
processor integrated with a semiconductor Laser/LED. This functional integrated 
semiconductor optical source (FISOS) is expected to be compact in size, ﬂexible in 
function and robust in performance. 
Section 5.1 gives a brief review of several candidate materials used for acous­
tooptic applications and for light emitting devices. The material parameters and 
corresponding characteristics of those materials are discussed and suitable materials 
such as GaAs or GaN, are suggested. In section 5.2, a typical structure of a GaN 
optical source is represented and the output optical beam proﬁles are demonstrated 
with the given material parameters. The prototype design of this integrated device 
is discussed in section 5.3, giving a description of the structure of FISOS and the 
optimization to obtain an enhanced performance. 
5.1 Selection of Suitable Candidate Materials 
A vital limitation of the development of integrated devices is the choice of proper ma­
terials with appropriate characteristics which can meet various demands from each 
unit. The nature of the proposed SAW controlled optical source imposes twofold 
requirements for the material: eﬃciently launching the acoustooptic eﬀect and the 
capability of being an eﬀective optical source. The material selection will be dis­
cussed in both ways. 
From the acoustooptic consideration, to design a device with high diﬀraction 
eﬃciency, the ﬁrst criterion is a medium with high ﬁgure of merit (M2, equation 
(3.47)). This is equivalent to selecting a material with a large refractive index, a 
large photoelastic constant and low acoustic velocity. 
Low acoustic velocity, for an AO deﬂector, also favours the large angle of deﬂec­
tion and large number of resolvable spots (as discussed in detail in Chapter 6), but 
it is adverse to the attainment of a high speed operation. Moreover, low acoustic 
speed typically also introduces high acoustic attenuation, α, since approximately, 
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[76] 
1 
α ∝ 
5 
(5.1) 
v
where α is the attenuation coeﬃcient of materials. 
Therefore, in selecting the acoustooptic materials, a certain compromise has to 
be made between their ﬁgures of merit and acoustic attenuation, depending on 
the purpose of applications. Some popular crystalline AO materials and their cor­
responding parameters are listed in Table 5.1, and the analysis of several typical 
materials is given here. 
LiNbO3 LiNbO3 is a well-known material used in acoustic, electrooptic and acous­
tooptic devices. The utilization of the crystal for high frequency acoustooptics has 
been indicated from the photoelastic measurement made by Dixon and Cohen [77] 
and acoustic loss measurements made by Wen Mayo [78]. As shown in table 5.1, a 
high ﬁgure of merit and very low acoustic attenuation make LiNbO3 quite suitable 
for wideband AO modulators [79], high speed AO switches [80] and tunable ﬁlters 
[81]. 
TeO2 A notable feature of TeO2 is that the transverse acoustic wave propagating 
along the [110] direction with the displacement along [110] is characterized by an 
extremely low velocity of 616m/s. Combined with high refractive indices of this 
crystal, the shear mode should have a high ﬁgure of merit, and this feature was 
conﬁrmed by Uchida and Ohmachi, [82]. Although TeO2 suﬀers the large attenuation 
constant [83], it attracts a lot of interests in acoustic device [84] and functional AO 
devices [85] ∼ [87]. 
GaAs High ﬁgure of merit of GaAs makes it a good candidate for acoustooptic ap­
plications, particularly in anisotropic AO devices beneﬁted by its high birefringence. 
This feature can be enhanced by multiquantum-well structure and thus tunable ﬁl­
ters and mode converters are potential applications, [88]. GaAs is also an important 
candidate material useful in infrared region for optical communication and laser 
radar. Firstly, it is transparent in the infrared region. Besides, since the deﬂec­
tion eﬃciency is inversely proportional to the square of optical wavelength, the high 
ﬁgure of merit of GaAs becomes quite essential for eﬃcient operation of the devices. 
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Table 5.1: Parameters concerned in AO applications of typical materials 
Elastic wave Elastic Elastic M1 M2 M3 
Material Propag. dir. velocity attenuation 
Optical Refractive 
(10−8 (10−15 (10−11 
polar. dir.b index 
/modea (103m/s) (dB/cm GHz2 ) m 2s/kg) s 3/kg) ms 2/kg)·
LiNbO3 [100]/L 6.57 0.15 || 2.2 66.5 7 10.1 
[001]/S 3.59 2.6 ⊥ 2.29 9.2 2.92 2.4 
TeO2 [001]/L 
[110]/Tc 
4.20 
0.616 
3.8 
70 
⊥ 
d 
2.26 
2.26 
138 
68 
34.5 
793 
32.8 
110 
GaAse [110]/L 5.15 3.8 || 3.37 925 104 179 
[100]/T 3.32 30 arb. 3.37 155 46.3 49.2 
Sapphire [100]/L 11 0.2 || 1.766 7.7 0.36 10.7 
GaNf 
[001]/L 
[11¯0]/R 
11.2 
4.7 
0.2 || 
⊥ 
1.758 
2.35 
7.32 0.34 
1.95 
0.66 
a L, longitudinal wave; T, transverse wave; R, Rayleigh wave

b
 || and ⊥, parallel and perpendicular to the acoustic wave vector, respectively

c Displacement along [1¯
10].

d Circularly polarized light incident along the z axis.

e Data measured at optical wavelength of 1153nm, whilst the rest material at 633nm.

f Data for GaN is from ref. [91] whilst the rest value all from ref. [76]

GaN Although GaN is a well-known blue light emitting material, its applications 
on acoustooptic interaction was not considered until quite recently. Ciplys in 2002 
reported that the AO interaction played an important role in the spectral response 
to ultraviolet illumination in a GaN-based SAW oscillator, [89]. A UV GaN detector 
modulated by surface acoustic waves was demonstrated by Palacios in 2004 [90]. The 
diﬀraction eﬀect of guided light by SAW was investigated mainly by Shur and Ciplys, 
[91]∼[93]. The acoustic attenuation for GaN was not available in the literature, but 
the magnitude of α can be estimated to be in the order of 1.0dB/cm GHz2 using·
equation (5.1) from data in table 5.1. 
Now consider the second requirement of material choice for FISOS. Most of the 
AO materials can only be utilized in passive devices with an external source, i.e., 
they do not have the capability of being an eﬃcient optical source. Therefore only 
two candidate materials are left which meet the twofold criterion. They are GaAs 
and GaN; the detailed parameters are listed in Table 5.2. 
From the discussions above, both GaAs and GaN are capable of producing eﬃ­
cient AO diﬀraction whilst GaAs has a much larger M2, which means more loaded 
acoustic power will be needed for the GaN device when 100% diﬀraction occurs. 
But this drawback could be compensated to some degree by applying a very thin 
ﬁlm of GaN (equation (4.32)). However, the weaker piezoelectric eﬀect in GaAs will 
require a deposition of a ZnO epitaxial layer (a strong piezoelectric material) on top 
of GaAs to eﬃciently generate acoustic waves using IDTs, [94]. 
Considering the burgeoning interest in blue and ultraviolet wavelength applica­
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tions, this project considers a GaN based integrated device structure. Although, of 
course, the analysis, modeling and methods presented in this monograph are equally 
applicable for GaAs based integrated devices. 
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Table 5.2: Material parameters used in the modeling of FISOS 
Mass density Stiﬀness Piezoelectric Photoelastic Electrooptic 
Material 
(103kg/m3) index (GPa) index (C/m2) index index (pm/V) 
GaN 6.15a 
AlN 3.512e 
GaAs 5.34 
Sapphireg 4 
c11=370 
c12=145 e15=-0.3 
p11=-0.086 
c13=110 
a e31=-0.36 
b c r13=0.57d 
p13=-0.017 
c33=390 e33=1 
c44=98 
c11=345 
c12=125 e15=-0.48 
p11=-0.10 
c13=120 
e e31=-0.58 
e c 
p13=-0.019 
c33=395 e33=1.55 
c44=118 
c11=119 p11=-0.165 
c12=53.8 e14 = −0.16 p12=-0.14 r41=-1.43f 
c44=59.4 p44=-0.072 
c11=497.6 
c12=162.6 
c13=117.2 
c14=22.9 
c33=501.8 
c44=147.2 
a Bougrov V., Levinshtein M.E., Rumyantsev S.L., Zubrilov A., Properties of Advanced 
Semiconductor Materials GaN, AlN, InN, BN, SiC, SiGe. Eds. Levinshtein M.E., 
Rumyantsev S.L., Shur M.S., John Wiley & Sons, Inc., New York, 2001 
b M.S. Shur, GaN-based pyroelectric and piezoelectric sensors, 
c S. Yu. Davydov, Evaluation of physical parameters for the group III nitrates: BN, AlN, 
GaN, and InN, Semiconductors, 36, 41, 2002 
d X.C. Long, R.A. Myers, S.R.J. Brueck, R. Ramer, K. Zheng, and S.D. Hersee, GaN 
linear electro-optic eﬀect, Appl. Phys. Lett., 67, 1349, 1995 
e Tsubouchi, K.; Sugai, K.; Mikoshiba, N., AlN Material Constants Evaluation and SAW 
Properties on AlN/Al2O3and AlN/Si, Proc. IEEE, Ultrason. Symp., 375, 1981 
f	 The linear electrooptic constant was measured by R.L. Greene and K.K. Bajaj in Solid 
state commun. (USA), 45, 831, 1983, whilst the rest data for GaAs is referenced from 
S. Adachi, GaAs, AlAs and AlGaAs: Material parameters for use in research and device 
applications, J. Appl. Phys, 58, R1, 1985 
g J. M. Winey and Y. M. Gupta, r-axis sound speed and elastic properties of sapphire 
single crystals, J. Appl. Phys. 90, 3109, 2001 
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5.2 Structure of Optical Source 
Since the ﬁrst Gallium Nitride LED was reported in 1971 by Pankove [95], designs 
and fabrications of GaN involved laser diode/LED have experienced a great develop­
ment in applications such as optical storage, printing, full-colour displays, chemical 
sensors and medical applications. GaN and its alloys, like AlGaN or InGaN, have 
generated a lot of interest from industries not only because of their direct bandgap 
nature for eﬃcient light emission, but also the controllable band gap (between 3.45 
and 6.2eV) by varying the Al/In fraction in the alloy. The nitride compound there­
fore can be made suitable for emission wavelength from UV to green. 
There are some other candidates for a blue light emitting device, such as SiC 
and ZnSe. The quantum eﬃciency of SiC is limited by the indirect bandgap nature 
of the material and would require high drive currents. ZnSe is also a direct bandgap 
material (2.67eV), but it suﬀers from its low thermal conductivity, poor thermal 
stability, large ohmic contact resistances and low damage threshold. Therefore GaN 
turns out to be a better choice for commercial blue light source. 
The GaN LED proposed by Pankov in 1971 was not a p-n junction LED, rather it 
was a metal-insulator-semiconductor LED since p-type GaN was still not available 
at that time. The ﬁrst successful demonstration of p-n GaN LED was reported 
by Akasaki in 1989 [96], who grew Mg-doped GaN layer on top of an undoped 
n-type GaN ﬁlm. In 1995, utilizing InGaN ﬁlm as the active layer, Nakamura 
[97] demonstrated the fabrication of the ﬁrst GaN laser diode. Since then rapidly 
increasing developments have been achieved throughout the world [98] ∼ [102]. 
The schematic of a typical InGaN multiple-quantum-well (MQW) structure is 
illustrated in ﬁgure 5.1. A buﬀer layer of GaN is grown on c-plane sapphire to 
reduce the dislocation density before epitaxial ﬁlms of AlxGa1−xN are deposited 
above. To achieve suﬃcient waveguiding, relatively thick Al0.16Ga0.84N strained-
layer superlattice (SLS) cladding layers construct a sandwich structure with the 
active region, which is composed of two 3nm In0.05Ga0.95N quantum wells with 
10nm GaN barrier layers. Contact stripes are patterned on these ﬁlms with typical 
widths ranging from 0.5µm to 2µm. The structure is formed by etching around the 
p-contact stripe through a depth of 120nm, which serves as a lateral ridge waveguide 
as well. The compositions and thicknesses are listed in table 5.3 in summary. This 
structure has referred to conventional designs of InGaN MQW, such as simulation 
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Figure 5.1: Schematic of the cross-section of GaN based optical source. 
analysis by Piprek [103] and experiments by Shiojiri [104]. The wavelength of the 
violet light emitted by this given structure is set to be λ0 = 405nm. 
To give a numerical evaluation of the proposed GaN laser/LED, there are a lot 
of associated properties to analyze, such as waveguiding, output power, injected 
current ﬂow, heat ﬂux, carrier drift and diﬀusion and defect recombination, etc. 
The optical modes will be mainly analyzed here because: a, the conﬁnement factor 
of a given mode is multiplied by the material gain, aﬀecting both the amount of 
current required to pump the laser and the proﬁle of the output light; b, for the 
concern of designing a GWAO device integrated in the FISOS, the proﬁle of the 
optical mode strongly aﬀects the overlap between the GOW and SAW and the value 
of overlap integral (Γ, equation (4.35)) plays an important role in the performance of 
the integrated device. Therefore the analysis of mode shapes in the given structure 
is the main concern of the analysis of the optical source as a part of designing of the 
proposed integrated device. 
The step in the refractive index between the diﬀerent layers plays a key role in 
determining the number of modes supported and the mode proﬁles. The refractive 
index is dependent on the composition of the AlGaN alloy and also on the wavelength 
of the light. Larger steps in refractive index require a high fraction of aluminium in 
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Table 5.3: Layer parameters as used in the simulation 
Layer Material Thickness (nm) Refractive Index 
Connect layer P-GaN 100nm 2.5264 
Cladding layer P-Al0.16Ga0.84N/GaN SLSs 600nm 2.43 
Guilding layer GaN 100nm 2.5264 
Quantum Well In0.05Ga0.95N 3nm 2.63 
MP Barrier GaN 10nm 2.5264 
Quantum Well In0.05GaN 3nm 2.63 
Barrier GaN 10nm 2.5264 
Guilding layer GaN 100nm 2.5264 
Cladding layer N-Al0.16GaN0.84/GaN SLSs 600nm 2.43 
Connect layer N-GaN 100nm 2.5264 
Substrate Sapphire 1.765 
the alloys. However, these layers can be diﬃcult to lattice match to the adjoining 
material. Therefore, an average mole fraction of 0.08 is chosen in the AlGaN alloy 
and all the refractive indices are also listed in table 5.3. 
The value of indices for GaN, AlN and AlGaN alloy is simulated by the formulas 
given in Brunner’s work in 1997 [105] with the photon energy of 3.06eV. Because 
of the lack of index data available for InGaN alloys, there are few self-consistent 
numerical simulations of InGaN, and therefore the magnitude adopted here is gath­
ered from the graph of estimated refractive index curves suggested by Laws in 2001, 
[106]. 
It is found there are 14 modes supported in the proposed multilayer structure, 
in which the fundamental mode is illustrated in ﬁgure 5.2. The power fraction 
conﬁned in the active layer of such structure in fundamental mode is also given, i.e. 
the conﬁnement factor Γ = 7.76%. The lateral modes are also shown in ﬁgure 5.3 
with diﬀerent width of the ridge. Only the fundamental mode is supported in the 
chosen ridge width range. 
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Figure 5.2: Fundamental mode of the GaN/AlGAN multilayer structure. Blue curve corresponds 
to the left axis and red curve to the right axis. 
Figure 5.3: Fundamental mode of the lateral ridge waveguide. Diﬀerent ridge width is choosen 
to illustrate the divergence of modes. 
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5.3 Design of the Prototype of FISOS 
Device overview The transverse structure of FISOS is considered to be a multiple 
layer system, amenable to planar fabrication technology. The schematic of the device 
is illustrated in ﬁgure 5.4, suggesting partitioning the conﬁguration into two sub­
divisions: optical source and acoustic processor. The layered materials used for 
both parts are the same. The GaN laser/LED is designed at one end of the whole 
device, with no changes in the usual structure (ﬁgure 5.1) except an extension along 
z�-axis.The interdigitated transducers (IDT) for SAW excitation are assumed to be 
deposited at the other end of the z� direction. Those transducers are positioned to 
align precisely to access the maximum of Bragg diﬀraction eﬃciency. 
Figure 5.4: Schematic of the prototype of the SAW controlled integrated optical source. 
Due to the natural lack of a second mirror in the proposed schematic of this 
integrated device, the GaN optical source cannot be treated as a laser. However, 
the assumption of coherent optical radiation is still made to simplify the problem. 
In fact, an integrated Bragg mirror structure used for a distributed feedback laser 
can be incorporated if necessary. 
� 
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The optical wave emitted from the GaN source in the form of modes conﬁned 
both transversely and laterally, undergoes diﬀraction in the presence of acoustic 
waves. Since this schematic is supposed to demonstrate the feasibility of such an in­
tegrated device, some useful elements are not included, such as an acoustic absorber 
or photo detectors, etc. Besides, only the transmitter IDT is considered though a 
receiver IDT might be required in a practical device to monitor the operation of the 
SAW. 
Etch-down As discussed in Chapter 2, it is known that the acoustic surface wave 
is mainly conﬁned close to the surface penetrating about one Rayleigh wavelength 
deep into the material. However, since the optical transverse mode (fundamental 
mode) is conﬁned mainly in the active region, which is 800nm away from the sur­
face of the device, in order to increase the value of overlap integral of the optical 
modes and SAW mode, as shown in equation (4.35), an etch-oﬀ could be done to 
the acoustic processor region, as illustrated in ﬁgure 5.4. This etching cannot be 
arbitrarily deep, otherwise the guiding structure in the acoustic processor region 
will be destroyed. Figure 5.5 shows the plot of two overlap integrals with varying 
etching depth. Γetch (blue curve) is the overlap integral between the transverse fun­
damental mode generated by the GaN source region ν(y) and the one supported by 
the acoustic region with an etch-down ν
� 
(y), that is 
ν(y)ν �∗(y)dy
Γetch = � (5.2)
ν(y)ν∗(y)dy 
The value of this overlap integral indicates a measure of the power transmitted 
into the acoustic region when the fundamental mode is passing through the etching 
facet. 
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Figure 5.5: Overlap integrals varying with increasing etching depth. Blue curve, left axis; red 
curve, right axis. 
The ΓAO (red) denotes the overlap integral in the process of an acoustooptic 
interaction, as deﬁned in equation (4.35), in which the incident, diﬀracted and SAW 
mode are all involved. The value of ΓAO strongly contributes the AO interaction 
eﬃciency and the larger the better. The red curve shown in ﬁgure 5.5 is obtained 
based on the assumption that the incident and diﬀracted optical mode are both 
fundamental mode. The data of the SAW mode has been obtained in the example 
given in section 2.5. 
From ﬁgure 5.5, The value of ΓAO tends upwards when the etching is deeper. At 
the same time the power transmission ratio between GaN region and SAW region 
keeps going downwards as expected. It is found that even when the Γetch reduces to 
its minimum, the value of 0.93 still implies a high eﬃciency transmission. Therefore 
an etching depth of 700nm is chosen. 
The distribution of the optical mode propagating in the acoustic region is thus 
illustrated in ﬁgure 5.6 along with the decaying proﬁle of the index perturbation 
Δn(y) which is obtained from equation (4.1). This index proﬁle is simulated with the 
given parameter conﬁguration, optical wavelength λ = 405nm, acoustic frequency 
f0 = 2GHz, AO interaction length L = 100µm and acoustic power Pa = 0.61mW. 
The chosen power is the value for which the diﬀraction eﬃciency achieves its max­
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imum with the given optical and acoustic parameters as shown in ﬁgure 1.4. The 
mean value of the refractive index perturbation is found to be 1.1 × 10−4 . 
Figure 5.6: Fundamental mode and index perturbation distribution along depth. Blue solid, 
optical mode; red solid, index perturbation; black dotted, normalized refractive index. 
Other considerations There are a couple of other elements required to be con­
sidered in the integrated device. Firstly, the optical modes, after leaving the pump 
region of the source, inevitably experiences losses both in power and horizontal con­
ﬁnement. The horizontal waveguide is chosen to be removed otherwise the diﬀraction 
eﬃciency by the acoustic wave is expected to be strongly reduced. The strong at­
tenuation of optical power in MQW layers without current pumping is unavoidable, 
but the amount is expected to be small because of the very small conﬁnement factor 
of the active layer. In fact, as seen in Fig. 5.6, in the etched-down region the peak 
of the optical mode shifts away from the active region and hence even less modal 
attenuation is expected in that region. Nevertheless, if there is some way to improve 
the mode propagation, QW intermixing technique could be one choice as a practical 
solution, [107][108]. 
Another possible problem is the power loss in the process of SAW excitation by 
IDT due to the leaky current from the electrodes to the grounded substrate. In the 
proposed case, the IDT is positioned on a GaN ﬁlm. This problem thus becomes even 
more severe because of the inherent low resistance of undoped GaN. The insulation 
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of the top layer in the SAW region could be improved either by growing another 
layer of AlN [109] or GaN with Mg-doping [110]. 
5.4 Summary 
This chapter proposes the idea of a guided wave AO processor integrated with a 
semiconductor optical source and the consideration in material and structure. It is 
found that GaAs and GaN are both candidates satisfying the twofold requirements 
from the integration nature of FISOS, and the design based on GaN is better because 
of the increasing interest in blue and ultraviolet wavelength applications. A typical 
multilayer structure based on GaN/InGaN MQWs is then given and the transverse 
and lateral modes proﬁles are calculated. An etch-down technique is suggested to 
be taken to increase the overlap between the optical and acoustic mode and then 
the interaction eﬃciency. The optimal etching depth is demonstrated in the given 
structure. Detailed analysis of the performance and characteristics of FISOS will be 
discussed in next chapter. 
Chapter 6 
FISOS Characteristics for 
Particular Operation 
The concept and a reliable structure for a surface acoustic wave controlled AO de­
vice integrated with semiconductor optical source has been presented in the previous 
chapter. In that design a GaN/AlGaN multilayer structure deposited on c-Sapphire 
substrate is chosen to launch a surface acoustic wave and generate an optical wave 
and provide conﬁnements to both waves for their eﬃcient interaction. The traveling 
Bragg grating created by the guided acoustic wave, of which the characteristics can 
be readily altered by the property (power, frequency, .etc) of the SAW, operates 
a functional processing to the guided optical wave such as beam deﬂecting, modu­
lating, convolving, ﬁltering, mode converting, spectrum analyzing and so on. The 
FISOS device, in contrast with conventional passive AO devices along with an exter­
nal source, provides an access to the potentially high performance of optical control 
with low fabrication and coating cost mainly because of the fact that the power loss 
and beam distortion when coupling light into/outof the waveguide is avoided and 
mature planar fabrication techniques can be employed. 
The characteristic features and examples of applications of FISOS are presented 
in this chapter. Section 6.1 reviews the design considerations of the dimensions 
of the structure of FISOS. All parameters used in the modeling such as the opti­
cal wavelength and acoustic frequency ranges are given. Simulation results from 
previous chapters such as SAW distribution, optical mode proﬁle and refractive in­
dex perturbation are summarized. In section 6.2 and 6.3 the angular and spatial 
ﬁeld proﬁles of the integrated device with diﬀerent combinations of parameters are 
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demonstrated. The performance range of the proposed device is discussed. A fur­
ther investigation of the performance of the device, including diﬀraction eﬃciency 
of the guided optical mode and the FWHM (Full-Width-Half-Maximum) of the in­
cident/diﬀracted optical modes, are presented in section 6.4. In order to evaluate 
the feasibility of the FISOS, two application examples are discussed. The practical 
design considerations and the performances with optimized parameters for an inte­
grated modulator (temporal modulation) and beam deﬂector (spatial modulation), 
including bandwidth, throughput eﬃciency and number of resolvable spots, are dis­
cussed in section 6.5 and 6.6, respectively. Finally, in section 6.7, considerations 
about device tolerance such as the consequence of misalignment of planar elements 
and incoherent optical source, are investigated. 
6.1 Parameter Selection and Optimization 
Numerical methods are developed in this project to investigate the properties of 
the novel functional integrated semiconductor optical source. The cascaded transfer 
matrix method is used to analyze the lateral and transverse optical modes excited 
by the integrated GaN optical source. The coupled-mode method is used to evaluate 
the fraction of the diﬀracted power of an incident divergent optical beam analyzed 
by the plane wave (PW) decomposition approach. The SAW is generated by an IDT, 
of which the frequency response, the insertion loss and the admittance are solved by 
the transmission line model. The frequency dispersion and the distribution of the 
SAW are simulated by Adler’s transfer matrix method. Those numerical simulations 
provide an evaluation of the characteristics of each aspect of the integrated device 
and following the simulation results the appropriate parameters can be chosen and 
the optimization to the parameters corresponding to diﬀerent applications can be 
achieved. 
6.1.1 Parameter Consideration in FISOS 
The main task of the FISOS design is to optimize the device conﬁguration in or­
der to balance the diverse requirements from the integrated elements, improve the 
diﬀraction eﬃciency, increase the operating bandwidth of the device and minimize 
the loaded acoustic power, hence also the rf power. The optimization can be pursued 
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literally in two directions, transverse and lateral. 
Since the GaN/AlGaN multilayer structure is designed primarily to achieve ef­
ﬁcient photon emission, the transverse structure given in ﬁgure 5.1 is more or less 
decided by this requirement in the proposed device. From the viewpoint of the 
overlap between optical and acoustic modes, the optimization of the structure in 
the SAW region i.e. the etch-oﬀ of the top layers, has been represented in section 
5.3. It was demonstrated that, after etching oﬀ 700nm of top layers, the overlap 
integral increases from 0.5% to 6.5% without too much distortion introduced to the 
transverse optical mode. Thus an etch-down of 700nm is decided in this design. 
A typical value of the index perturbation of 1 × 10−4 created by an acoustic wave 
propagating in this etch-down region with a loaded power of a couple of mW is 
achieved. Additionally, the guideline about the optimization to properties of the 
lateral planar elements, such as optical divergence, the AO interaction length, IDT 
structure and position, as illustrated in ﬁgure 6.1, are to be discussed in the rest of 
this section. 
Optical source The lateral conﬁnement along the x-axis in the GaN optical source 
is obtained by an etched ridge waveguide of width a, ﬁgure 6.1. The optical modes 
excited by this optical source can be calculated by the approach of cascaded transfer 
matrix (Appendix E). The form of the electric ﬁeld is assumed to be 
E(x�, y, z) = νm(y) hmn(x�, z) (6.1)· 
where m and n are integers denoting speciﬁc modes and the time dependence is 
omitted. TE polarization of electric ﬁeld is assumed in the modeling. This quasi-
scalar electric ﬁeld analysis is used throughout the interaction between optical and 
acoustic waves. Though multiple transverse (y-axis) modes are supported by this 
structure, the diﬀraction of the fundamental modes (both transversely and laterally, 
incident and diﬀracted) are considered throughout this thesis but the calculation 
involving diﬀerent modes has been discussed in section 4.3. 
As presented in the previous chapter, in the case of AO interaction between 
guided waves, the transverse mode shapes of the optical incident and diﬀracted 
waves are of very important concern because they strongly inﬂuence the value of 
the overlap integral with the acoustic waves, and then the diﬀraction eﬃciency. The 
overlap integral is expected to be much smaller than unity if the optical mode is 
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diﬀracted into another mode (or TM polarization). The lateral optical mode also 
plays a signiﬁcant role in the performance of AO interactions. This issue will also 
be addressed in section 6.5 and 6.6. The lateral divergence is solely determined by 
the ridge waveguide width a. This ridge is produced by an etch-oﬀ of a typical 
thickness 120nm. The value of a is chosen to be 500nm∼2µm and only a single 
mode is supported within this range. 
Figure 6.1: Schematics of the topview of the FISOS. 
Acoustic porcessor From the viewpoint of crystalline orientation, the epitaxial 
GaN ﬁlm is chosen to grow in [001] direction of a wurtzite structure on the (001) 
plane (c plane) of sapphire. The acoustic wave is taken to be excited by an IDT 
with electrodes parallel with Y -axis and propagating along X-axis (XY Z, the crys­
talline internal coordinates system) or as illustrated in ﬁgure 6.1 (xyz, laboratory 
coordinates system) and a rotation of physical parameters needs to be done. 
The velocity dispersion and transverse distribution of Rayleigh wave in the pro­
posed layered structure is simulated by Adler’s matrix method [43] in the frequency 
range from 500MHz and up to 2GHz due to the increasing interest in high frequency 
devices. It will be demonstrated in section 6.2 that the trend of the incident and 
diﬀracted waves start to merge with each other with decreasing acoustic frequency, 
making the AO device unreliable for frequencies lower than 500MHz. On the other 
hand, due to the instability of the matrix method used at high frequency, 2GHz is 
almost the highest working frequency for the solvable SAW excitation in the present 
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GaN/Sapphire layered structure. The Rayleigh velocity up to 5199m/s is obtained 
for 500MHz and as low as 4276m/s for 2GHz working frequency. 
The IDT is supposed to be made of aluminum/gold ﬁlm of thickness ∼100nm 
deposited on the surface of the etch-down region and composed of N pairs (∼ 102) 
of identical electrodes of uniform length L, and spacing length equivalent to the 
desired acoustic wavelength corresponding to the working frequency. The frequency 
response of the IDT and its associated impedance and insertion loss, which relies 
on the material, the frequency, the length L and the number N , has been discussed 
in section 2.4. The number of pairs of electrodes N , is found to be only concerned 
with the electrical property, such as impedance and insertion loss, but have nothing 
to do with the acoustooptic interaction. Therefore, only the parameter of L will be 
discussed afterwards, provided that the IDT bandwidth is assumed to be suﬃciently 
large and the mismatch between the electrode spacing and acoustic wavelength does 
not aﬀect the AO eﬃciency strongly. The length of L, which is also the acoustic 
wave aperture, can be used to estimate the acoustic beam width, δθa ≈ Λ/L. From 
the viewpoint of acoustooptic eﬀect, L as the AO interaction length relates inversely 
to the acoustic power, i.e. longer L gives a saving in acoustic power when the same 
eﬃciency is obtained. 
Figure of merit As introduced in section 1.2, a ﬁgure of merit Q is deﬁned 
determining diﬀraction regimes. For Bragg diﬀraction, Q must be greater than 2π 
otherwise higher orders of diﬀracted beams occur and the diﬀraction eﬃciency for 
the desired optical beam falls. This condition serves as a basic restriction to the 
choice of parameters and will be discussed in detail afterwards. 
6.1.2 Trade-oﬀs in AO device Design 
The design consideration of a monolithically integrated AO modulator or deﬂector 
is quite similar with the separated devices except that the incident optical beam 
has an angular spectra inversely proportional to the ridge width. To achieve wide 
modulation bandwidth, the optical beam must be focused to a small width, i.e., 
the optical divergence needs to be large (equation (6.16)). Besides, to maintain 
an overall eﬃcient modulation, a suﬃciently large divergence of acoustic beam is 
essential to operate the diﬀraction with each component of the entire optical beam. 
The momentum conservation law for Bragg diﬀraction requires that the momentum 
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Figure 6.2: Momentum conservation for wave vectors of optical and acoustic waves with diver­
gences. 
vector kd of the diﬀracted light beam is equal to the vector sum of the momentum 
vector ki of the incident light beam and the momentum vector K of the acoustic 
beam; i.e., the vector relation kd = ki + K holds. The incident light beam has a 
range of ki vectors of weighted magnitudes and distributed over an angular range 
δθ0 since the light beam is divergent. For the vector relation to be satisﬁed, the 
angular width of the acoustic beam δθa must be larger than the optical one. This 
condition for matching the angular spreads of the acoustic and optical beams is 
indicated in Figure 6.2. Since the acoustic beam width can be evaluated by the 
magnitude of Λ/L, this gives a trade-oﬀ for the parameter selection in modulator 
design: wide bandwidth requires a small L, which yet will lead to the diﬀraction 
eﬃciency reduction since the eﬃciency is proportional to L for weak Bragg diﬀraction 
described in equation (3.45). 
A similar trade-oﬀ exists in AO deﬂector design as well. The key parameter for a 
deﬂector used in a signal processor is the number of resolvable spots N . The number 
N can be determined by the ratio of the maximal deﬂection angle divided by the 
angular spread of the optical beam and N ∝ 1/L, and the eﬃciency-N trade-oﬀ will 
be discussed in detail in section 6.5. 
In summary, given the multilayer structure of GaN laser/LED along with an 
etched-down SAW region, there are a series of parameters to be speciﬁed and their 
eﬀects to be analyzed, such as the acoustic frequency, the lateral ridge waveguide 
width and the IDT electrode length. The magnitudes of those variables will be 
� 
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discussed and optimized corresponding to speciﬁc considerations so as to balance 
the trade-oﬀ. 
6.2 Angular Proﬁle of the FISOS Output 
An optical beam emitted from the active region of the optical source is scattered in 
the x − y plane after leaving the ridge waveguide and loses the lateral conﬁnement 
(while the transverse conﬁnement stays), as shown in ﬁgure 6.1. A scalar plane wave 
decomposition of the lateral mode yields the PW angular spectrum, [111] 
A(θ�) = 
∞ 
h00(x
�)ejneﬀk0 sin θ
�x� dx (6.2) 
−∞ 
and each PW has the form 
EPW,θ� (x
�, z�) = A(θ�)e−jneﬀk0(sin θ
�x�+cos θ�z�) (6.3) 
which has been discussed in Chapter 4 (equation (4.22)). This group of PWs are 
readily considered to be the input of the Bragg grating formed by the acoustic wave. 
To be consistent with the analysis described in chapter 3, the coordinates system 
is rotated by an appropriate angle to (x, y, z), the z-axis of which is to be parallel 
with the wavefronts of the SAW. The angle between the incident optical mode and 
the SAW wavefronts must be precisely equal to the Bragg angle determined by the 
optical and acoustic wavelength, so as to satisfy the Bragg condition and attain a 
maximal eﬃciency. 
For each PW, the approximated coupled-wave method, introduced in section 
3.2.2 is employed and the intensities of diﬀracted PWs are calculated. Hence the 
angular distributions of the diﬀracted optical beam are obtained and the angular 
distribution proﬁles at diﬀerent acoustic frequencies are discussed in this section. 
The ridge width a is chosen to be 2µm, with which only the fundamental mode 
is supported. The eﬀective index for the transverse optical mode propagating in the 
multilayer structure of the etch-down region is neﬀ = 2.45 and this value holds for the 
diﬀracted mode. The transducer width L, which is also the AO interaction length, 
is chosen to be 500µm and this magnitude gives the AO ﬁgure of merit Q > 2π for 
the chosen acoustic frequency, which ensures the availability of the calculation for 
Bragg diﬀraction. 
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Firstly, as a reference, the diﬀraction eﬃciency versus acoustic power ((3.46)) 
injected into SAWs of frequencies 500MHz, 1GHz, 1.6GHz and 2GHz is illustrated 
in ﬁgure 6.3. These curves are obtained for the case of a single plane wave inci­
dence. Bragg condition is satisﬁed for diﬀraction with each acoustic frequency. Since 
for plane wave incidence, the diﬀraction eﬃciency is in the simple form of sin2(f) 
(equation (3.45)), its value performs some shift for diﬀerent working frequency. For 
example, when 23.3mW of power is applied, the eﬃciency is up to 100% for an AO 
interaction with a SAW of 2GHz , whilst it is reduced to 67% for the same power of 
SAW at 1GHz. Those eﬃciency variation when altering the applied acoustic power 
is obvious in the simple case. Howerever, in the case of diﬀraction problems of a 
broad optical beam, this relation might not stay the same. In ﬁgure 6.3, in practice, 
such a large acoustic power is more than enough to launch an eﬃcient diﬀraction. 
The reason of choosing an operating power range like this is to illustrate the limita­
tion of the conventional deﬁnition of diﬀraction eﬃciency, although such limitations 
also exists for smaller acoustic power. 
Figure 6.3: Diﬀraction eﬃciency varying with loaded acoustic power at frequencies 500MHz ( ),· · · 
1GHz ·−, 1.6GHz −− and 2GHz − when an optical plane wave is diﬀracted. The marked circles 
indicate the eﬃciencies obtained by SAWs by the same injected power. 
The far angular distribution of incident optical waves interacted with SAW of 
diﬀerent acoustic frequencies are illustrated in ﬁgure 6.4. The Bragg condition is 
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still satisﬁed separately for the central component of the incident optical waves and 
acoustic wave. The loaded acoustic power of 23.3mW is chosen (referencing to ﬁgure 
6.3) to distinguish the properties at diﬀerent frequencies though smaller power is also 
possible. In ﬁgure 6.4a, the incident optical wave is diﬀracted by a SAW of 2GHz at 
a Bragg incident angle 2.2◦. Little optical power is left along the incident direction 
after the interaction, indicating very high eﬃciency obtained for the whole group of 
waves. It is noticed that the intensity of the PW component which exactly follows 
the Bragg angle of incidence falls to zero as expected. The remaining power of PWs 
along propagating directions adjacent to the Bragg angle implies the possibility of 
the beam width control to the diﬀracted waves and beam proﬁle ﬂattening of the 
undiﬀracted waves. 
(a) 2GHz (b) 1.6GHz 
(c) 1GHz (d) 500MHz 
Figure 6.4: Angular distributions of the incident (blue) optical mode, diﬀracted optical mode 
(green) and undiﬀracted mode(red) at diﬀerent acoustic frequencies as titled. 
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Similar angular distributions at 1.6GHz is shown in ﬁgure 6.4b. The angular 
distance of incident and diﬀracted modes becomes smaller and the maximal eﬃciency 
is strongly reduced. In ﬁgure 6.4c for 1GHz SAW, the diﬀracted and undiﬀracted 
beams start merging with each other but are still recognizable. When the SAW 
frequency reduces to 500MHz, ﬁgure 6.4d, the undiﬀracted mode has almost entirely 
merged into the diﬀracted one so that such a low frequency makes the device not 
appropriate for applications in which the recognizable undiﬀracted beam is required. 
Particularly, according to ﬁgure 6.3 the diﬀraction eﬃciency of a plane optical 
wave with a 1.6GHz acoustic wave of 23.3mW is supposed to be much larger than the 
one at 1GHz. However, it appears that the diﬀerencies between the overall diﬀraction 
eﬃciencies in two cases of ﬁgure 6.4b and c, are at the same level. Besides, although 
the diﬀraction eﬃciency of the central component of the incident beam is low at 84% 
at frequency 1.6GHz (see ﬁgure 6.3), the fact that higher eﬃciency is obtained by 
some PW components(6.4b) might yield an actually larger eﬃciency for the incident 
beam. These possible deviations make it necessary to develop a improved approach 
to describe the diﬀraction eﬃciency more precisely for an incident optical wave with 
large divergence, which will be discussed in section 6.4. 
6.3 Spatial Proﬁle of the FISOS Output 
In order to achieve the spatial proﬁle of the diﬀracted beams, a Fourier transform 
is performed to transfer the diﬀracted waves from the frequency domain (angular 
spectrum) to the spatial domain. Using the amplitudes of diﬀracted wave U−1(L, θd) 
and undiﬀracted wave U0L(L, θi), the total ﬁeld is obtained 
Ex,z = U1(L, θd)e
−jneﬀk0(cos θdz+sin θdx) + U0L(L, θi)e−jneﬀk0(cos θiz+sin θix) (6.4) 
where θi and θd indicate the associated propagation direction of incident and 
diﬀracted PW component. The conﬁguration of the system parameters is kept 
the same as used in the previous section: a = 2µm, L = 500 × 10−6µm and 
Pa = 23.3mW. The spatial proﬁle at diﬀerent SAW frequencies, from 500MHz to 
2GHz, are illustrated here, ﬁgure 6.5∼6.8, in the form of three sub ﬁgures: the 
3-dimensional view of the electric ﬁeld in x-z plane with the ﬁeld intensity as the 
z-axis, the topview of the intensity with the SAW absent and topview with the SAW 
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present. 
As expected, the optical wave propagates along its original direction when the 
acoustic wave is absent; eﬃcient diﬀractions are well performed in all cases with 
the SAW of the given power supply; the separation between incident and diﬀracted 
beams (equal to 2θB) becomes wider when the frequency increases. Figure 6.8 
conﬁrms that the diﬀracted beam merges with the undiﬀracted one with the given 
parameters. 
(a) 3-dimensional view 
(b) Top view without SAW (c) Top view with SAW 
Figure 6.5: Spatial proﬁles of the output of acoustic grating of frequency 2GHz. 
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(a) 3-dimensional view 
(b) Top view without SAW (c) Top view with SAW 
Figure 6.6: Spatial proﬁles of the output of acoustic grating of frequency 1.6GHz. 
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(a) 3-dimensional view 
(b) Top view without SAW (c) Top view with SAW 
Figure 6.7: Spatial proﬁles of the output of acoustic grating of frequency 1GHz. 
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(a) 3-dimensional view 
(b) Top view without SAW (c) Top view with SAW 
Figure 6.8: Spatial proﬁles of the output of acoustic grating of frequency 500MHz. 
� 
CHAPTER 6. FISOS CHARACTERISTICS FOR PARTICULAR OPERATION 118 
6.4 Improved Expression of Diﬀraction Eﬃciency 
It is realized that the usual expression of diﬀraction eﬃciency given in equation 
(3.43), which is broadly used in analysis on AO device with either collimated op­
tical beams or focused Gaussian beams [93][88], is not able to precisely describe 
the diﬀraction performance in the optical source integrated AO device due to the 
unavoidably large divergence of the optical beams. The deviation introduced by 
using the eﬃciency calculated by the central PW instead of the whole beam, will 
become larger when the divergence of incident waves increases. The evaluation and 
optimization of associated performances, like bandwidth or number of resolution of 
spots, of practical devices will tend to be unreliable. 
To rectify this problem an improvement in the calculation of diﬀraction eﬃciency 
is needed. In fact, a method to evaluate the eﬀective eﬃciency of Gaussian beam 
incidence was ﬁrstly proposed by Magdich and Molchanov in 1980 [112] and then 
reviewed by P.Maak in 1999 [113]. In this method the eﬃciency is deﬁned as the 
fraction of the power integrating over the plane wave spectrum of the diﬀracted 
optical beam out of the entire incident power. The same concept is used here and 
the so-called beam diﬀraction eﬃciency is deﬁned 
U1(θd)e
−jneﬀk0(cos θdz+sin θdx)[U1(θd)e−jneﬀk0(cos θdz+sin θdx)]∗dθd
η = � 
U0(θi)e−jneﬀk0(cos θiz+sin θix)[U0(θi)e−jneﬀk0(cos θiz+sin θix)]∗dθi 
(6.5) 
When the diﬀracted and undiﬀracted beam are very close to each other, for 
instance, ﬁgure 6.4d, the result given by equation (6.5) loses its clear physical sense. 
However, this value still provides an appropriate estimation of the diﬀraction eﬀect 
when the acoustic frequency is low. 
In order to give a full image of the inﬂuence to the eﬃciency from the acoustic 
frequency and carried power, contour plots of the beam diﬀraction eﬃciency with 
diﬀerent parameters are demonstrated here. The ridge width is ﬁxed to be 2µm 
and it is assumed that the Bragg condition keeps satisﬁed for each combination of 
SAW frequency and power. The two dimensional illustrations of eﬃciency for the 
AO interaction length 100µm, 50µm and 36µm are shown in ﬁgure 6.9. A reference 
colour bar is also displayed to show the magnitude level of eﬃciency. 
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(a) L = 100µm 
(b) L = 50µm 
(c) L = 36µm 
Figure 6.9: Contour of beam diﬀraction eﬃciency as function of acoustic power and frequency 
with diﬀerent AO interaction lengths as titled. 
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It is noted that very high diﬀraction eﬃciency are all obtained for diﬀerent 
lengths of AO interaction. Noticing the trends of each contour plot along both axes, 
the diﬀraction eﬃciency is more sensitive with acoustic power at high frequency than 
low, and this sensitivity strongly depends on L; higher eﬃciency is usually achieved 
at lower acoustic frequency if the injected acoustic power is ﬁxed. As an example, 
the diﬀraction eﬃciency versus acoustic power (blue) at 2GHz frequency is shown 
in ﬁgure 6.10. The ﬁrst peak of the eﬃciency curve occurs at Pa ≈ 1mW. When 
the acoustic power is increased to be over 6mW, the eﬃciency obtained is high to 
93%. Compare this with the experimental results by Bu (2004) [93] in a AlGaN­
on-sapphire structure, that the ﬁrst eﬃciency peak (95%) occurs at Pa = 20mW; if 
the insertion loss of -23dB of IDT in his system is considered, the estimated power 
carried by the SAW from the simulation result has good agreement with his data. 
The reason that the simulation eﬃciency (ﬁrst peak, 72%) is lower than than the 
experimental result (∼100%), is that laterally the optical wave in Bu’s system is 
well collimated rather than a divergent optical beam used here. 
Figure 6.10: Beam diﬀraction eﬃciency and FWHM of the diﬀracted optical beam as function 
of acoustic power. Blue, left axis; red, right axis 
The study of beam width control by acoustic power is also considered. The 
FWHM (Full-Width-Half-Maximum) of optical beams is deﬁned as the angular 
width at 3dB below the peak intensity. The ratio of the FWHM of the diﬀracted 
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beam over the value of the incident one varying with acoustic power is exhibited in 
ﬁgure 6.10 (red). It is found that the beam width of a diﬀracted beam could be 
reduced to half of the incident one with the cost of low eﬃciency. With most of the 
driven acoustic power, the diﬀracted beam is expanded by a slight amount. 
In order to give a guideline for the design of a device with diﬀraction eﬃciency 
as the ﬁrst concern, the maximal eﬃciency achieved at a given loaded power as 
well as the corresponding acoustic working eﬃciency are demonstrated in ﬁgure 
6.11 with diﬀerent AO interaction length. A similar conclusion to the contour plot 
has been obtained, that the peaks of eﬃciencies are achieved at smaller acoustic 
power for shorter interaction length. Besides, the peaks of the maximal eﬃciency 
curves are found to be mostly at a lower frequency, particularly for the ﬁrst peak, 
but in some power range higher frequency SAW does work better. Notice that the 
cut-oﬀ frequencies appearing in each ﬁgure (1.17GHz in ﬁgure 6.11a, 1.57GHz in 
ﬁgure 6.11b and 1.8GHz in ﬁgure 6.11c) are caused by the limit from the ﬁgure of 
merit Q which must be larger than 2π otherwise the results obtained with the Bragg 
diﬀraction approximation will not be reliable. 
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(a) L = 100µm 
(b) L = 50µm 
(c) L = 36µm 
Figure 6.11: The maximal beam diﬀraction eﬃciency and the acoustic frequency at which the 
peaks are obtained as a function of acoustic power. Cases with diﬀerent AO interaction lengths as 
titled are exhibited. Blue, left axis; red, right axis. 
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6.5 Application with an Integrated AO Deﬂector 
Planar AO deﬂectors can be divided into two types. In the ﬁrst one the incident and 
diﬀracted light waves are both transversely guided by the optical waveguide whilst 
in the second type of deﬂector, the acoustic surface wave deﬂects the incident guided 
light out of the waveguide escaping in the form of radiation mode [114]. Only the 
ﬁrst type deﬂector is discussed here, which was ﬁrstly experimentally demonstrated 
by Kuhn in 1970 [63] and improved in the last four decades [115]∼[91]. 
Figure 6.12: Interaction of an optical beam with an acoustic beam having a divergence of δθa. 
Suppose the acoustic beam has a ﬁnite angular divergence δθa, 
δθa ≈ Λ/L (6.6) 
while the incident optical beam has a very small divergence, then there will be a 
range of incident angles for which the incident light will be diﬀracted by one acoustic 
plane wave component making the Bragg angle corresponding to the incident light 
beam, as shown in ﬁgure 6.12. The frequency range Δf over which the Bragg 
condition is satisﬁed is thus given from the deﬁnition of θB, equation (3.44), assuming 
θB << 1 
2nvR
Δf = ΔθB (6.7)
λ0 
and it is known that the angle of deﬂection θd = 2θB, see ﬁgure 6.12, therefore 
it gives that 
Δθd = 2ΔθB = 2δθa (6.8) 
and 
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2nvR
Δf = δθa 
4π
λ0 (6.9) 
= f 
Q 
2πλL where the deﬁnition of AO ﬁgure of merit Q = 
nΛ2 
is used. Since the diﬀracted 
optical beam has a ﬁnite angular spread, the quantity of interest in a deﬂector is 
the number of resolvable spots N , i.e. the number of independently addressable 
directions. If δθ0 is the angular divergence of the optical beam, combining equation 
(6.10) gives 
Δθd
N ≈ 
δθ0 
4πλ (6.10) 
= 
QΛΔθ0 
The derivation of equation (6.10) also uses the deﬁnition of Q. It is known 
that the magnitude of Q must be greater than 2π to ensure the Bragg diﬀraction, 
therefore this condition yields the restrictions for the bandwidth Δf and number of 
resolvable spots N 
Δf ≤ 2f (6.11) 
and 
N ≤ 4θB 
Δθ0 
(6.12) 
Hence it can be concluded that the bandwidth of a reﬂector can be up to double 
its working frequency while the maximum of its resolution spot number is inversely 
proportional to the optical divergence and proportional to the associated Bragg 
angle. In order to achieve a larger bandwidth and N , a small Q, thus a short L, 
and a high acoustic frequency must be chosen. 
Given the magnitude of interaction L = 28.4µm calculated by Q = 2π and 
f = 2GHz, the contour plot of beam diﬀraction eﬃciency varying with acoustic 
frequency and power with the ridge width a = 2µm is illustrated in ﬁgure 6.13 
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Figure 6.13: Contour of beam diﬀraction eﬃciency as function of acoustic power and frequency 
with AO interaction length L = 28.4µm. 
From ﬁgure 6.13 it is noticed that the ﬁrst peaks of eﬃciency appear in the 
power range of 2mW∼4mW, and higher eﬃciency is achieved for lower frequency. 
In order to ﬁnd out the best combination of power-frequency pair, a plot of the 
maximal eﬃciency achieved in the power range 2mW∼4mW at frequencies from 
500MHz to 2GHz is illustrated as well as the magnitude of N in ﬁgure 6.14. For the 
comparison purposes both curves with shorter ridge width a = 0.5µm are plotted 
as well. As expected, for both value of ridge width, the number of resolvable spots 
achieve their peak values at f = 2GHz and the number for smaller a is double the 
number for larger a, reﬂecting the fact that a smaller ridge with gives smaller optical 
divergence. The beam diﬀraction eﬃciencies for both ridge width do reduce their 
values when frequency increases, but even the lowest eﬃciency (96.7%) is believed 
to be acceptable. 
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Figure 6.14: Beam diﬀraction eﬃciency and number of resolvable spots varying with acoustic 
frequency. Blue, left axis; red, right axis. Solid, a = 2µm; dashed, a = 0.5µm 
Compared with the conventional deﬂector made by other material with an ex­
ternal source, the value of N is much smaller than the typical values (∼1000)in the 
literatures [82]. It is not surprising due to the fact that there exists a naturally large 
optical divergence and no particular collimating procedure has been taken. 
6.6	 Application with an Integrated 
AO Modulator 
In order to ﬁnd out the expression of the bandwidth of a modulator, the schematic 
of an incident optical beam with a beam width δθ0 Bragg-diﬀracted by an acoustic 
beam with frequency f and f � each with a beam width δθa is plotted in ﬁgure 6.15. 
Optical beam AO and BO are reﬂected respectively by a selected acoustic beam 
with frequency f to beam OD and OC. If considering an acoustic beam with f � > f , 
this Bragg angle θ� > θB and the optical beam AO may pick up a proper acoustic B 
beam with f � and be deﬂected to a position OE. The largest f � such that the optical 
beam diﬀracted by acoustic beam at f and f � overlap angularly is such that the 
diﬀracted optical beam by f � along OE. 
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Figure 6.15: Optical beam incident over an angular region δθ0 interacting with acoustic beam at 
frequencies f and f � and having a divergence δθ0. The optical beam incident along the direction 
AO and BO are diﬀracted along OC and OD respectively by acoustic beam of frequency f0. 
It is known that the angle between the undiﬀracted and diﬀracted beam is twice 
the Bragg angle. Therefore the overlap mentioned above will occur if 2θ� < 2θB +δθ0, 
the largest f � such that the diﬀracted wave is modulated corresponds to 
θ�B = sin
−1 λf
� 
2nvR 
= θB + 
1 
2 
δθ0 (6.13) 
or 
2nvR 1 
f � = sin(θB + δθ0)
λ0 
nva 
2 (6.14) 
≈ f0 + cos θBδθ0
λ 
where it is assumed δθ0 << 1 using the relation 
2nvR
f0 = sin θB (6.15)
λ0 
From equation (6.14), the maximum modulation frequency, i.e. the bandwidth, 
is obtained 
nva
Δfmax = cos θBδθ0 (6.16)
λ 
Thus the larger δθ0 and va are, the larger the bandwidth will be. Another 
restriction, that the undiﬀracted and diﬀracted beam may not overlap with each 
other, can be found from ﬁgure 6.15 as well, that is 
δθ0 < θB (6.17) 
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Using equation (6.17) in (6.16), the maximal bandwidth for a modulator is ob­
tained 
1 
Δfmax < f (6.18)
2 
where it is assumed that sin θB ≈ θB and cos θB ≈ 1. Thus it follows that the 
largest modulation bandwidth is half of the working frequency and hence for larger 
bandwidth, f must be large. 
The restrictions described in equation (6.17) and (6.18), in which the lower and 
upper limit of acoustic frequency are concerned, are not that important here, because 
it can be demonstrated that the incident and diﬀracted beams are still recognized 
even at the smaller frequency 500MHz, and the highest frequency which can be 
operated here is 2GHz, which arises from the limit of the numerical method used 
for SAW. 
In order to demonstrate the eﬀect of parameters, acoustic frequency f , acoustic 
power Pa, ridge width a and AO interaction length L, since it will become too 
complicated if dealing with them at the same time, two means are proposed in the 
following discussion. Firstly, the contour plot of beam diﬀraction eﬃciency is again 
use to select the optimal combination of f and Pa. Secondly, the ﬁgure of Merit Q is 
introduced in the analysis instead of f and L with Q = 2πλ0L . The reason for doing 
nΛ2 
this is not just reducing the number of variables but also making it easy keeping 
Q > 2π at any time. 
Therefore it is shown in ﬁgure 6.16 the contour plot of beam diﬀraction eﬃciency 
in the acoustic power range from 0.1mW to 1.5mW. A larger power is of course 
available but choosing this small range of power that very limited peaks of diﬀraction 
eﬃciencies appear in the contour plots and a clear demonstration is easy to be made. 
From the ﬁgure it is noticed that the maximal eﬃciencies always appear with the 
largest power, therefore the diﬀraction eﬃciency at the power of 1.5mW as a function 
of acoustic frequency along with the modulation bandwidth is shown in ﬁgure 6.16. 
The upper and lower x-axis values has the same meaning since Q is ﬁxed and L ∝ 1 .
Λ f 
A largest bandwidth of 383MHz is obtained at the smallest frequency as indicated 
in equation (6.16). 
Similar groups of contour plot and bandwidth are shown in ﬁgure 6.17 and 6.18 
with parameters, Q = 5π, a = 2µm, and Q = 5π, a = 0.5µm, respectively. It is 
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found that the maximal beam diﬀraction eﬃciency is achieved with Q = 5π and 
a = 0.5µm, but the bandwidth has a larger value at a = 2µm since it has nothing 
to do with Q. 
In conclusion, a smaller ﬁgure of merit Q and ridge width a will beneﬁt beam 
diﬀraction eﬃciency, but larger ridge width a is good for larger bandwidth. For a 
speciﬁc Q and a, the trade-oﬀ between the eﬃciency and bandwidth about choosing 
a proper frequency (AO interaction length) emerges. For example, given Q = 5π 
and a = 2µm, ﬁgure 6.17 shows that it is suggested either choose the interaction 
length of L = 130Λ (1.1mm) and a working frequency 600MHz with a bandwidth of 
379MHz and diﬀraction eﬃciency of 78% achieved, or choose L = 74Λ (360µm) and 
a frequency 1GHz with a bandwidth of 359MHz and diﬀraction eﬃciency of 84% 
achieved. 
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Figure 6.16: Beam diﬀraction eﬃciency and bandwidth with varying AO interaction length 
(acoustic frequency) and Q = 10π and a = 2µm. The diﬀraction eﬃciency is demonstrated by 
acoustic driven power of: Solid, 0.22mW; dashed, 0.64mW; dotted. 1.3mW. Blue, left axis; red, 
right axis. 
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Figure 6.17: Beam diﬀraction eﬃciency and bandwidth with varying AO interaction length 
(acoustic frequency) and Q = 5π and a = 2µm. The diﬀraction eﬃciency is demonstrated by 
acoustic driven power of: Solid, 0.42mW; dashed, 1.3mW. Blue, left axis; red, right axis. 
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Figure 6.18: Beam diﬀraction eﬃciency and bandwidth with varying AO interaction length 
(acoustic frequency) and Q = 5π and a = 0.5µm. The diﬀraction eﬃciency is demonstrated by 
acoustic driven power of: Solid, 0.42mW; dashed, 1.4mW. left axis; red, right axis. 
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6.7 Some Practical Consideration of FISOS 
In the representation of the design of a FISOS, several useful assumptions have 
been made, such as the Bragg condition is precisely satisﬁed by optical and acoustic 
modes, and the optical source used is coherent. The section will give some evaluation 
in situations that those assumptions are not satisﬁed. 
6.7.1 Misalignment 
As long as the device is fabricated, an integrated modulator or deﬂector, any dis­
tortion of the position or dimension of planar elements on the surface, such as the 
ridge waveguide and the IDT, will give rise to the deviation of satisfying the Bragg 
condition. Simplifying the case by supposing there is an angle deviation between the 
ridge and the IDT, i.e., the elements are not well aligned, the resultant performance 
reduction is to be demonstrated here. 
Considering an integrated SAW-controlled modulator, from the discussion in the 
previous section, the parameters are chosen: ﬁgure of merit Q = 5π, ridge width 
a = 2µm, designed working frequency f = 1GHz, IDT length L = 360µm, such that 
a desired incident Bragg angle of θi = θB = 0.97
◦, a modulation bandwidth 359MHz 
is achieved and the beam diﬀraction eﬃciency of 84% is obtained with the operating 
acoustic power Pa = 1.1mW given. Suppose the misalignment angle is +0.2
◦, the 
consequent frequency deviation is given 
λ0
Δf = Δθi (6.19)
2nvR 
in which the deﬁnition of Bragg angle θB = 
λ0f is used and the acoustic velocity 
2nvR 
dispersion is neglected. The angular distribution of the desired proﬁle (solid curve) 
and the one after misalignment (dashed curve) is shown in ﬁgure 6.19. It is noticed 
that due to the slight distortion of the spectrum, the overall diﬀraction eﬃciency is 
reduced from 84% to 80%. Thus a suggested modiﬁcation of the working frequency 
is given by equation (6.19) that f � = f − Δf with Δf = 180MHz and the diﬀraction 
eﬃciency can be restored (back to 84%). 
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Figure 6.19: Angular spectrum of the Bragg diﬀraction in the proposed device. Solid, desired 
design; dashed, device with misalignment. Blue, incident optical mode; Green, diﬀracted; red, 
undiﬀracted. 
Figure 6.20: Beam diﬀraction eﬃciency varying with frequency in the device with misalignment 
driven by diﬀerent acoustic power. 
In fact, the practical performance of diﬀraction eﬃciency for such a modulator 
with misalignment can be simulated, as shown in ﬁgure 6.20, driven by diﬀerent 
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acoustic powers, which are chosen to achieve a locally high eﬃciency. Particularly, 
it is noted that the ﬂatter eﬃciency curve with smaller acoustic power gives the 
device more tolerance in misalignment, and this feature arises from the divergence 
of the optical beam and the modiﬁed expression of eﬃciency. 
6.7.2 Incoherent optical source 
Either GaN laser or LED could be ﬁtted in the FISOS. The natural lack of one 
mirror for the integrated optical source indicates that using LED might be an easy 
option for the system. Supposing the source is totally incoherent and just taking 
an example for the purpose of demonstration, a Electroluminescent spectra with 
FWHM≈ 120nm in [117], of which the proﬁle is simply approximated by a Gaussian 
function, is treated as the output of the GaN LED, i.e. the input for the acoustic 
Bragg grating. The beam diﬀraction eﬃciency is thus shown in ﬁg 6.21 of both 
devices with coherent (blue) and incoherent optical source (red). The parameters 
for the proposed conﬁguration is ridge width a = 2µm, acoustic frequency f = 2GHz, 
acoustic power Pa = 1.1mW and IDT length L = 100µm. 
Figure 6.21: Beam diﬀraction eﬃciency as a function of loaded acoustic power. Blue, device with 
coherent source; red, incoherent source. 
It is noted that in ﬁgure 6.21, though the variation of the beam diﬀraction 
eﬃciency with acoustic power is still in sin form, the scale between the peak and 
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valley is smaller, that is, the modulation capability of the acoustic power to the 
eﬃciency is getting weaker when the integrated optical source is incoherent. The 
consequence of partly coherence is expected to be between the two extreme cases 
of coherence and incoherence. The distortation of the curve is contributed to the 
Bragg diﬀractions of the components all through the spectrum. 
6.8 Summary 
The design consideration for a integrated functional optical source using GaN mul­
tilayer on sapphire structure is presented in this chapter. The angular distribution 
proﬁle and spatial proﬁle of AO interaction with guided optical and acoustic mode 
involved are demonstrated. An improvement to the expression of the diﬀraction 
eﬃciency, equation (6.5) is proposed and used for evaluations of the performance of 
FISOS. The so-called beam diﬀraction eﬃciency will give a more complete descrip­
tion of the AO eﬀect when optical incidence with large divergence is included. 
The analysis of the eﬃciency-resolution trade-oﬀ in a integrated deﬂector design 
is described. Short interaction length, high acoustic frequency and narrow ridge 
are proved to be helpful for a larger number of resolvable spots with a fairly high 
eﬃciency. 
The design of the integrated modulator is also considered. Given the ﬁgure of 
merit Q is ﬁxed, it is demonstrated that smaller Q, longer interaction length, larger 
ridge width and lower acoustic frequency will give rise to a larger bandwidth, though 
the highest eﬃciency might appear at a higher frequency. 
The contour plot of the beam eﬃciency varying with acoustic frequency and 
power is proved to be convenient and powerful in the device design. 
Some practical issues such as the misalignment of planar elements on the device 
and the incoherence of the integrated optical source are discussed. A modiﬁed 
working frequency can be used to compensate the eﬃciency loss in the former case; 
in the latter case, it is demonstrated that the nature of coherence of the optical 
source is not important from the viewpoint of diﬀraction eﬃciency. 
Chapter 7 
Conclusion and Future Work 
The idea of monolithic integration of a semiconductor optical source and an acous­
tooptic functional processor is proposed in this report. This novel functional inte­
grated semiconductor optical source (FISOS), compared with the conventional pas­
sive AO devices, is expected to achieve a reduction in insertion loss, an expansion 
of function and a simpliﬁcation of assembly and packaging. 
Numerical modeling has been used to investigate the characteristic features in 
the electrical properties of the IDT, the distribution and dispersion of the SAW in 
a multilayer structure and the guided-wave involved acoustooptic interaction. Due 
to the fact that in this monolithic integrated device gives rise to a large lateral 
divergence of the light emitted by the optical source, plane wave decomposition is 
used to analyze the incident light in the interaction with a SAW. Moreover, as a key 
parameter of an acoustooptic processor, the expression of the diﬀraction eﬃciency 
is improved to provide an appropriate description for the capability of SAW altering 
the characteristics of the optical beam with a large divergence. 
A prototype of a FISOS is demonstrated in Chapter 5 and 6 based on a GaN/AlGaN 
multilayer structure providing both a visible light (λ0 = 405nm) radiation (by assis­
tance of InGaN MQW) and a high speed SAW of wavelength (∼ µm) comparable 
with light (by use of IDT). An etch-down at the SAW region is performed to in­
crease the overlap between the guide optical mode and SAW mode, and then the 
diﬀraction eﬃciency. The reasonable depth of etching is suggested to be 700nm in 
the associated multilayer structure. The interaction in the GaN/AlGaN epitaxial 
ﬁlm between the optical guide mode and a SAW of GHz frequency is investigated 
in such a monolithic substrate. Using the formulation of beam diﬀraction eﬃciency, 
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an eﬃciency over 90% is achieved with a typical 100µm acoustooptic interaction 
length by a driven rf power of a couple of mW. Taking a deﬂector and a modulator 
as example, the characteristic performance of FISOS is also reported. Given a small 
interaction length L = 28.4µm, although the eﬃciency is found to be over 96%, the 
number of resolvable spots achieved is 13 for 2µm of ridge width and 27 for 0.5µm of 
ridge width, which is quite small compared with data of the literatures using other 
material of separated device, [118]. This is because the divergence of the optical 
beam is much larger than one in free space after collimation used in separated AO 
device. In the case of integrated modulator, the simulation indicates that smaller 
magnitude of Q and larger ridge width a give rise to a larger modulation bandwidth. 
Given Q = 5π (i.e. L = 1.7mm), a = 2µm, the bandwidth is up to 372MHz at a 
500MHz working frequency with the price of diﬀraction eﬃciency falling to 60% 
from its peak value of 80% when a driven power of 1.4mW is used. This result 
is comparable with conventional AO modulators in the literature [120]but the re­
quired driving power is smaller. Although it has demonstrated the advantages and 
feasibility of the FISOS, there is still a lot of work to do to improve and enhance 
this design. First of all, the modeling, although from the generation of SAW to the 
interaction of guided waves are inclusive, is far from complete. The evaluation of 
injected current density, the optical gain and absorption and the electroluminescent 
spectra of the source, the absorption of the SAW to prevent its reﬂection at edges of 
wafer [82], the photo detector as one essential part of a monolithic OIC, the thermal 
eﬀect of the whole device [121][122], the impedance matching for rf input [57] and 
the device packaging, are not considered yet. These elements are quite essential for 
a mature device design and must be considered in the future. 
For the purpose of simplifying the analysis, a variety of assumptions have been 
made. For example, though the acoustic loss while SAW propagating and the optical 
loss in the unpumped region have been mentioned, they are not included in the 
modeling. The performance fall-oﬀ in the acoustic path when the optical beam 
is very wide should be estimated [123]. Techniques preventing the strong optical 
absorption in the unpumped region (SAW region) must be considered, such as QW 
intermixing to alter the band gap of the unpumped region, or extending the metal 
contact to the SAW region for a current pump throughout the device. Besides, a 
coherent optical source is assumed in the simulation of the acoustooptic diﬀraction, 
but it is not the case in a practical laser, particularly not for the LED. However, 
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the incoherent optical source is considered at the end of the previous chapter and 
no signiﬁcant inﬂuence to the diﬀraction eﬃciency is found. 
Another important simpliﬁcation is that the material is assumed to be isotropic in 
the analysis of acoustooptic interaction. This is true for GaN ﬁlm since the physical 
properties on the (001) plane is isotropic. In fact, for most of AO materials, such as 
LiNbO3, GaAs and TeO2, anisotropic acoustooptic interaction takes place between 
ordinary and extraordinary optical beams. The momentum reservation relationship 
in a birefringent crystal is shown in ﬁg 7.1. It can be seen that a change in the 
direction of the diﬀracted wave vector kd to kd
� can be obtained by a change in the 
magnitude of the acoustic wave vector K to K �. Thus an optical beam can be 
deﬂected simply by varying the frequency of a well-collimated acoustic beam which 
remains ﬁxed in direction. This implies that the angular spread of the acoustic wave 
vector required for phase matching across a particular acoustic bandwidth needs to 
be much less for the anisotropic than for the isotropic interaction. This represents 
an advantage of the anisotropic interaction over the isotropic, because it allows the 
design of AO devices with much wider bandwidth (for ﬁxed diﬀraction eﬃciency) or 
with higher diﬀraction eﬃciency (for ﬁxed bandwidth). Therefore, in order to take 
advantage of the anisotropic AO interaction, for example, tunable ﬁlters used in 
WDM (wavelength division multiplexing) network [124], or an anisotropic material 
GaAs might be a proper choice for the FISOS device, [125]. 
Figure 7.1: Wave vector diagram for the general case of anisotropic diﬀraction. 
The modeling proposed in the report is supposed to give estimations in some 
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aspects that are not considered yet. For example, pure Bragg regime (Q > 2π) 
is just one extreme case that is used in the simulation of FISOS. Since sometimes 
the magnitude of Q is expected to be small (for example, a modulator) for a wider 
bandwidth, the analysis in the intermediary region 1 < Q < 2π might be necessary 
due to the possibility of the appearance of higher order diﬀraction. The eﬃciency 
and bandwidth might be decreased again [126] when the value of Q is lower than 
some threshold. The proposed rigorous grating diﬀraction theory is expected to be 
employed for a simulation in such case. Moreover, the acoustic wave is considered 
to be a plane wave in the diﬀraction calculation, but in fact, the distortion of the 
acoustic wave is suggested to be considered when its length L is decreased for a 
wider bandwidth. Therefore the PW decomposition of the acoustic wave can be 
proceeded to determine its power distribution. Therefore an optimal direction and 
position of the acoustic and optical beam relative to the crystal axes can be found, 
[113]. 
In addition, the transfer matrix used to simulate the mode solution of SAW prop­
agating in a multilayer structure has been found to be unstable when the frequency 
is higher than 2GHz. Alternatively, the scattering matrix, reported by Zhang in 
2008 [127], was proved to be able to give more stable solutions particularly when 
the layer is quite thick relative to the SAW wavelength or frequencies are very high. 
From the viewpoint of monolithic integration, some mature technique in sepa­
rated AO device can be used as well in FISOS. For example, beam-steering trans­
ducers can be used to obtain eﬃcient deﬂectors with large bandwidth, [128]. The 
IDTs are connected parallel to steer the acoustic beam as a function of frequency in 
such a manner that the optical beam and the acoustic wave remain phase matched 
at the Bragg angle over large frequency changes. 
Figure 7.2: Series-parallel connected transducers. 
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In conclusion, the key modeling and the feasibility of the FISOS device have 
been demonstrated in this report, whilst there are still lots of work to do before it 
goes to practicality. 
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Appendix A 
Bulk acoustic waves in isotropic 
medium 
Rewrite equation (2.23) below, the one derived from the dynamic motion equation 
(2.21) with a plane elastic wave considered 
(cijklsj sl − ρδik)Uk = 0 (A.1) 
The slowness s in fact can be written in the form 
sˆ 
s = (A.2) 
v 
where sˆ is the unit vector indicating the propagation direction of the elastic wave 
and v denotes the magnitude of the phase velocity of the elastic wave. 
Substituting equation (A.2) into equation (A.1) yields 
(cijkl sˆj sˆl − v 2ρδik)Uk = 0 (A.3) 
Consider a plane elastic wave propagating along x1 in a inﬁnitely large GaN 
material. The x3-axis is supposed to parallel to the c-axis of GaN and the stiﬀness 
tensor cijkl is thus in the form as shown in equation (2.15). Given sˆ = [1, 0, 0], the 
previous equation becomes 
⎞⎛⎞⎛ 
c11 − v2ρ 0 0 U1⎜⎜⎜⎝
 0
 c66 − v2ρ 0
 ⎜⎜⎜⎝
⎟⎟⎟⎠
 U2 ⎟⎟⎟⎠
= 0 (A.4)

0 0 c55 − v2ρ U3 
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Letting the determinant of this equation being zero gives nontrivial solutions. 
It is easily to ﬁnd out that one pure longitudinal wave and two pure shear waves 
are supported by GaN bulk material. The longitudinal elastic wave (particle dis­
placements polarized along x1-axis) has its phase velocity v = c11/ρ; the shear 
elastic waves have phase velocities v = (c11 − c12)/2ρ and c44/ρ (particle dis­
placements polarized along x2-axis and x3-axis respectively) using c55 = c44 and 
c66 = (c11 − c12)/2. 
The same procedures can be taken if the elastic wave is supposed to propagate 
along x2-axis or x3-axis. It is found that the same longitudinal and shear velocities 
obtained in the case of x2-axis propagation and this is not surprising because GaN 
is elastically isotropic in its c-plane (x1 -x2 plane), [129]. In the third case of x3-axis 
propagation, the elastic wave supports a longitudinal mode with velocity c33/ρ 
and two shear modes with the same velocity c44/ρ. 
�Appendix B 
Expression of matrix A deﬁned in 
Adler’s transmission matrix 
method, [43] 
The motion dynamic equation (2.21) and constitutive relation (2.31) can be rewrit­
ten in a more compact form 
∂T ij
� ∂2u�k = ρik
∂xj ∂t2 j, l = 1, 2, 3; i, k = 1, (B.1)
∂u�k 
· · · , 4 
Tij
� = c�ijkl ∂xl 
H where Tij (i = 1, 2, 3) is stress and T4j ≡ Dj is the electrical displacement; uk 
(k = 1, 2, 3) is particle displacements and u4 ≡ V is the electric potential; ρi,i ≡ ρ 
is mass density with ρ44 = 0 and all the other elements ρik (i = k) are identical 
null; cijkl(i, j, k, l = 1, 2, 3) is the stiﬀness tensor, cij4l ≡ elij and c4jkl ≡ ejkl are the 
piezoelectric tensor, and −c4j4l ≡ �jl are the permittivity. 
Given the deﬁnition of the state variable 
τ = [T12 T22 T32 D2 v1 v2 v3 φ]
t (B.2) 
each element of this column vector is assumed to be in the form 
F (r, t) = Cie
−(α+jγ)x2 ejΩ(t−s1x1) (B.3) 
Substitution of equation (B.3) into (B.1) yields, respectively 
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∂Ti
�
2 = js1ΩTi1 − Ω2ρiku�k (B.4)∂x2 
Tij
� = −js1Ωcijk1uk + cijk2 ∂u
�
k (B.5)
∂x2 
One must notice that the quantity j only appears as a suﬃx means it is an 
integer, and it denotes the imaginary unit 
√−1 in the rest cases. 
Equation (B.5) gives, for j = 1, 2, a set of two equations 
∂u�k c�i1k2 = Ti
�
1 + js1Ωc
�
i1k1uk∂x2 
∂u�k 
(B.6) 
c�i2k2 = Ti
�
2 + js1Ωc
�
i2k1uk∂x2 
In order to transform the tensor-notation relations into matrix equations, vectors 
T1 and T2 are introduced 
T1 = [T11T21T31D1]
t (B.7) 
T2 = [T12T22T32D2]
tH (B.8) 
as well as the following 4 × 4 matrix Gjl ⎞⎛ 
Gjl =

⎜⎜⎜⎜⎜⎜⎝

c1j1l c1j2l c1j3l el1j 
c2j1l c2j2l c2j3l el2j 
c3j1l c3j2l c3j3l el3j 
ej1l ej2l ej3l −�jl 
⎟⎟⎟⎟⎟⎟⎠
 (B.9)

In terms of the matrix Gjl and the vector u
�, T1 and T2, equation (B.6) becomes 
∂u 
G12 = T1 + js1ΩG11u 
∂x2 (B.10)∂u 
G22 = T2 + js1ΩG21u 
∂x2 
After a few matrix manipulations the following results can be obtained 
T1 = G12G
−1 
22 G21 − G11)u (B.11)22 T2 + js1Ω(G12G−1 
∂u 
= G−1T2 + js1ΩG−1G21u (B.12)
∂x2 
22 22 
Substituting equation (B.11) into (B.4) yields 
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∂T2 
= js1ΩG12G
−1T2 + (js1Ω)2(G12G−1 (B.13)22 22 G21 − G11)u − Ω2ρik∂x2 
Now multiplying equation (B.12) by jΩ and putting together the resulting equa­
tion with (B.13), a set of ﬁrst-order diﬀerential equation about the unknown state 
vector τ as given by (2.38) in the main text is obtained, that is 
dτ 
= jΩAτ (B.14)
dx2

where the system matrix A is deﬁned by the following

⎛ ⎞ 
G12G
−1 (G12G−1 + ρ 
A = ⎝ 22 s1 22 G21 − G11)2 ⎠ (B.15) 
G−1 G−1 22 22 G21s1 
Appendix C 
Transmission line model of SAW 
The propagation of SAW in piezoelectric medium may be modeled as a transmission 
line problem, [130]. The SAW is described by the electric potential ϕ at the surface, 
which occurs along with the piezoelectric ﬁeld coupled with the acoustic wave. The 
surface potential ϕ of the SAW is equated to the voltage V on the transmission line. 
The current I is deﬁned so that 
ϕ = V (C.1) 
1 1 
P = V I∗ = ϕI∗ (C.2)
2 2 
where P is the total power carried by the surface wave. Unlike the voltage, 
however, the current cannot be identiﬁed with any physical quantity associated 
with the surface wave. The characteristic impedance Z0 is the ratio of the voltage 
V and the current I 
Z0 = 
V 
= 
|ϕ2| 
(C.3)
I 2P 
Given the surface wave velocity vR, the L and C parameters for the equivalent 
transmission line can thus be determined 
1 Z0
C = L = (C.4)
Z0vR vR 
The characteristic impedance Z0 as deﬁned by equation (C.3) varies, of course, 
with diﬀerent acoustic propagation direction and substrate orientation in anisotropic 
material. Apart from that, however, it depends on the beam width L as well. A 
wider SAW beam carries more power for a given amplitude ϕ and has a lower 
impedance. A quantity z0 which is independent of the beam width can be deﬁned 
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z0
Z0 = (C.5)
L/Λ 
with Λ being the acoustic wave wavelength. Similarly, the characteristic admit­
tance Y0, which is proportional to the beam width, is given 
1 L 
Y0 = = y0 (C.6)
Z0 Λ 
It is important to note that the characteristic impedance and admittance de­
pends on the beam width measured in wavelength rather than meters. The reason 
for this is related to the fact that the SAW energy distribution in depth changes 
with wavelength rather than meters. The SAW gets more conﬁned with shorter 
wavelength, i.e., higher frequency. 
Figure C.1: Charges induced in a thin metal layer by a propagating surface wave. 
In order to ﬁnd the value of y0 for a given SAW, a thin metal layer is put on the 
surface of the piezoelectric medium, ﬁgure C.1. There shown a little gap between 
the surface and the layer for clarity, however, the ﬁlm is physically on the surface. 
The metal layer shorts out the piezoelectric ﬁeld, causing a reduction in velocity 
and the reason for this is to be shown below. A quantity K2 is introduced to denote 
the fractional change in velocity caused by the conductor 
K2 = 2 
ΔvR 
(C.7)

vR 
It is called electromechanical coeﬃcient used as a measure of ability of a piezo­
electric material converting electrical signals to elastic ones. Since the SAW produces 
����
 ����
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an electrical potential ϕ at the surface, this potential induces charges in the con­
ducting layer as shown in ﬁgure C.1. In terms of the transmission line, it is as if a 
capacitance ΔC per unit length is added. It is this capacitance changing that causes 
a reduction in velocity. Since vR = 1/
√
LC, for small changes in velocity it gives 
ΔvR 
=

1

2

ΔC

C

(C.8)

vR 
and hence 
ΔC 
K2 = (C.9)
C 
The present task is to ﬁnd the relation between the characteristic admittance y 
and the electromechanical constant K2 if the value of ΔC can be evaluated. There 
is surface charge density ρs induced in the sheet conductor, the magnitude of which 
is expected to be proportional to the potential ϕ of the surface wave. Since ρs is the 
charge per unit area, the capacitance per unit length ΔC is given by 
ρsL 
ΔC (C.10)= − 
ϕ 
The negative sign reﬂects the fact that negative charges accumulate in the region 
of positive potential as shown in ﬁgure C.1. With the given surface potential ϕ 
generated by the acoustic wave, the charge ρs in the conducting layer also generates 
a electric ﬁeld in the substrate, which varies with x1 as a traveling wave. The 
potential produced by this induced electronic ﬁeld is assumed in the form 
ψ = ψse 
αx2 e−jΩs1x1 (C.11) 
where α is some positive constant and ψs is its peak value at the surface. 
In the substrate with no free charges inside, Laplace equation is satisﬁed by the 
potential ﬁeld 
∂2ψ ∂2ψ 
dx2 1 
+ 
dx2 2 
= 0 (C.12) 
which is used to determine the value of the decaying constant α 
α2 − (Ωs1)2 = 0 (C.13) 
that is 
� � 
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α = Ω|s1| (C.14) 
Therefore the potential ﬁeld generated by the induced surface charge ρs is 
ψ = ψse 
Ω|s1|x2 e−jΩs1x1 (C.15) 
In the assumption of quasi-static approximation, equation (2.32) in Chapter 2 is 
valid, and the electronic displacement D induced by ρs is given 
∂ψ 
D1 = −�p = jΩs1�pψ (C.16)
∂x1 
∂ψ 
D2 = −�p 
∂x2 
= Ω|s2|�pψ (C.17) 
∂ψ 
D3 = −�p = 0 (C.18)
∂x3 
where �p is the substrate permittivity and the substrate is assumed to be isotropic. 
While in the air similar calculation can be done with the only change replacing �p 
by �0 and adding a minus sign to α 
D2
air = −�0Ω|s1|ψ (C.19) 
The discontinuity of D1 in the substrate and in the air is equal to the surface 
charge density ρs. Hence 
ρs = (�p + �0)Ω|s1|ψs (C.20) 
Combing equation (C.10) and (C.20) it gives an evaluation of ΔC 
L ψs
ΔC = 2π(�p + �0) (C.21)
Λ 
− 
ϕ 
In deriving this equation the relation Ωs1 = 2π/Λ with Λ being the SAW wave­
length has been used. Note that ϕ is the potential produced by the SAW at the 
surface and ψs is the potential produced by the induced charges at the surface. 
Those two must be equal and opposite since no longitudinal electric ﬁeld (E1) can 
exist in the conductor ﬁlm, that is 
E1 = jΩs1(ϕ + ψ1) (C.22) 
or 
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ψs = −ϕ (C.23) 
Therefore equation (C.21) becomes 
L 
ΔC = 2π(�p + �0) (C.24)
Λ

Substituting equation (C.24) and (C.4) into equation (C.9) yields

K2 y0 = 2πCsvR (C.25) 
and 
Cs = �p + �0 (C.26) 
It must be noticed that in the derivation of equation (C.25), a relation of D = �E 
has been used for the piezoelectric substrate rather than the the more complete one 
D = �E + eS (equation (2.17)). The assumption is that the acoustic ﬁelds remain 
undisturbed by this additional ﬁeld produced by the induced charges. 
Appendix D 
Maxwell’s Equations and 
Electromagnetic Fields 
D.1 Maxwell’s Equations 
In general, electric and magnetic ﬁelds are vector quantities that have both magni­
tude and direction. The relations and variations of the electric and magnetic ﬁelds, 
charges, and currents associated with electromagnetic waves are governed by phys­
ical laws, which are known as Maxwell’s equations, [131]. The diﬀerential form of 
Maxwell’s equation is as followed 
∂D �× H = 
∂t 
+ J (D.1) 
∂B �× E = − 
∂t 
(D.2) 
� · D = ρ (D.3) 
� · B = 0 (D.4) 
All these ﬁelds quantities, H , D, B, E and J are assumed to be time-varying, 
and each is a function of the space coordinates and time, that is 
F = F (x, y, z, t) (D.5) 
The deﬁnitions and units of the quantities are 
H magnetic ﬁeld intensity (A/m)

D electric displacement (C/m2)
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B magnetic ﬂux density (Wb/m2) 
E electric ﬁeld intensity (V/m) 
J current density (A/m2) 
ρ charge density (C/m2) 
Materials contain charged particles, and when these materials are subjected to 
electromagnetic ﬁelds, their charged particles interact with the electromagnetic ﬁeld 
vectors, producing currents and modifying the electromagnetic wave propagation in 
these media compared to that in free space. Equations relating the electromagnetic 
ﬁelds and materials are referred to as the constitutive relations. In isotropic medium, 
they are expressed as 
D = �E (D.6) 
B = µH (D.7) 
where � is the material permittivity (dielectric constant) and µ is the mate­
rial permeability (magnetic conductivity). Combing the constitutive relations with 
Maxwell’s equations yields solutions for electromagnetic ﬁelds in any materials. 
In many practical systems involving electromagnetic waves the time variations 
are of cosinusoidal form and are referred to as time harmonic. In general, such time 
variations can be represented by ejωt with j being the unit of imaginary number 
j = 
√−1 and ω being the angular frequency. The instantaneous electromagnetic 
ﬁeld vectors can be related to their complex forms by 
F (x, y, z, t) = Re[F (x, y, z)ejωt] (D.8) 
where the operator Re means the real part of the ﬁelds. In what follows, the 
Maxwell’s equations for harmonic electromagnetic ﬁelds can be written in a simpler 
form, that is 
�× H = jω�E + J (D.9) 
�× E = −jωµH (D.10) 
� · H = ρ (D.11) 
� · E = 0 (D.12) 
� 
� 
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in which the constitutive relations (D.6) and (D.7) have been used. No strict 
distinctions are drawn between the notations of the value of the instantaneous ﬁelds 
and their complex forms throughout this monograph. If the complex spatial quan­
tities can be found, it is then a very simple procedure to ﬁnd their corresponding 
instantaneous forms by using equation (D.8). 
D.2 Boundary Condition 
As previously presented, the diﬀerential form of Maxwell’s equations are used to 
solve for the ﬁeld vectors provided the ﬁeld quantities which possess continuous dis­
tributions. Along boundaries where the media involved exhibit discontinuities in 
electrical properties, the ﬁeld quantities are thus discontinuous and their behavior 
across the boundaries is governed by the boundary conditions. At points of disconti­
nuity in the ﬁeld vectors, the derivatives of the ﬁeld have no meaning and cannot be 
properly used to deﬁne the ﬁeld vectors across these boundaries. In order to derive 
the boundary conditions, the integral form of Maxwell’s equations for time-harmonic 
ﬁelds is useful 
� 
H · dl = 
� 
J · ds + jω 
� 
D · ds (D.13) 
l S S � 
l 
E · dl = −jω 
� 
S 
B · ds (D.14) 
D ds = Q (D.15)· 
S 
B ds = 0 (D.16)· 
S 
where Q is total charges in the volume of interest. Consider an interface between 
two media, as shown in ﬁgure D.1. It is assumed that there is no source along the 
interface. 
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Figure D.1: Geometry for boundary conditions. 
At a given point along the interface, a rectangular thin box is chosen which 
covered by a surface S. Denote the boundary (in green) of one of its surface by 
l0 and the surrounded area by S0 (in shadow). The x, y, z coordinate system is 
chosen to represent the local geometry of the box. Applying Maxwell’s equation 
(D.13), as the height Δy of the rectangle becomes progressively shorter, the area 
S0 also becomes vanishingly smaller so that the contributions of the surface integral 
in equation (D.13) are negligible. In addition, the contributions of the line integral 
along Δy are also minimal so that in the limit Δy 0, the left hand side (LHS) of → 
equation (D.13), i.e. the line integral along l0, reduces to 
LHS = (H1t − H2t)Δx (D.17) 
where H1t and H2t represent, respectively, the tangential component of the elec­
tric ﬁeld in media 1 and 2 along the interface. As Δy 0, the current density J→ 
reduces to Js, the current density on surface with its direction along the interface. 
Hence the right hand side (RHS) of equation (D.13) becomes 
RHS = JsΔx (D.18) 
Combining equation (D.17) and (D.18) yields 
H1t − H2t = Js (D.19) 
or in vector form 
n × (H1 − H2) = Js (D.20) 
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where n denotes a unit vector with its direction along the normal of the interface 
from media 2 to 1. Equation (D.20) state that the tangential components of the 
magnetic ﬁeld across an interface between two media, along which there exists a 
surface electric current Js (A/m), are discontinuous by an amount equal to the 
electric current density. 
Using a similar procedure on the same rectangle but for equation (D.14), it is 
obtained 
E1t − E2t = 0 (D.21) 
or 
n × (E1 − H2) = 0 (D.22) 
which states that the tangential components of the electric ﬁeld across an inter­
face are continuous. 
The boundary condition on the normal components of the electric and magnetic 
quantities on an interface along which a surface charge density ρs resides on a very 
thin layer, can be derived by applying the equation (D.15), that is 
D1n − D2n = ρs (D.23) 
with D1n and D2n being the normal components of the electric displacement 
vector. This equation can be written in vector form 
n (D1 − D2) = ρs (D.24)· 
which states that the normal components of the electric ﬁeld across an interface 
are continuous. 
Using a similar procedure on the same rectangle but for equation (D.16), it is 
obtained 
B1n − B2n = 0 (D.25) 
or 
n (B1 − B2) = 0 (D.26)· 
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which states that the tangential components of the electric ﬁeld across an inter­
face are continuous. 
If both the media are lossless along whose interface ρ0 = 0 and Js = 0, the 
boundary conditions for the electromagnetic quantities become 
n × (H1 − H2) = 0 (D.27) 
n × (E1 − H2) = 0 (D.28) 
n (D1 − D2) = 0 (D.29)· 
n (B1 − B2) = 0 (D.30)· 
D.3 Wave Equation 
Consider a homogenous medium without source, i.e. ρ = J = 0. Taking the curl of 
both sides of equation (D.10) gives 
�×�× E = −jωµ�× H (D.31) 
Using the vector identity 
�×�× F = �(� · F ) −�2F (D.32) 
into the left side of equation (D.31) and substituting equation (D.9) into the 
right side, noticing the divergence of electric ﬁeld is zero (equation (D.12)), equation 
(D.31) can be written 
�2E + ω2µ�E = 0 (D.33) 
For magnetic ﬁeld H , similar equation can be obtained 
�2H + ω2µ�E = 0 (D.34) 
Equation (D.33) (or (D.34)) is the well-known Helmholtz equation, which is 
followed by electromagnetic ﬁelds. 
The solution of equation (D.33) can be a plane wave, which is assumed in the 
form 
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E = E0e
−j(kxx+ky y+kz z) = E0e−j(k·r) (D.35) 
where E0 is a constant vector and k is wave vector, of which the direction is 
the propagation direction of the electric ﬁeld and the magnitude is k = 2π/λ with 
λ being the wavelength in medium. Substituting equation (D.35) into the wave 
equation (D.33) yields 
k2 = ω2µ� (D.36) 
which is called the dispersion relation of a plane electromagnetic wave in this 
medium. 
In vacuum, equation (D.36) becomes 
k0
2 = ω2 µ0�0 (D.37) 
With the assumption µ ≈ µ0, in dielectric material, it gives � = n2�0 with n 
being the refractive index. Combining equation (D.36) and (D.37) it gives 
k = nk0 (D.38) 
Deﬁne a relative permittivity �r = �/�0, one has 
�r = n 
2 (D.39) 
Using the expressions of wave vector and relative permittivity, the wave equation 
(D.33) can be written 
(�2 + �rk02)E = 0 (D.40) 
or 
(�2 + n 2k02)E = 0 (D.41) 
� 
Appendix E 
Dielectric Optical Waveguide 
Utilizing the fact that optical waves undergo total reﬂection in some condition when 
transmitting from a dielectric of higher refractive index into one of lower index, 
optical waveguide technique has been developed to conﬁne and modify optical paths. 
Starting from Maxwell’s equations in a no-source homogeneous medium, as given in 
Appendix D, the wave equation is 
(�2 + n 2k02)E = 0 (E.1) 
where n is the refractive index of the medium. Since the time-harmonic electric 
ﬁeld propagating in the z-direction is of interest, it is assumed the electric ﬁeld in 
vector is in the form 
E(x, y, z) = E0f(x, y)e
−jξz (E.2) 
as a solution to equation (E.1). The magnitude of E0 is the amplitude of the 
electric ﬁeld and its direction indicates the polarization of the electric ﬁeld and 
f(x, y) is usually normalized such that |f(x, y)|2dA = 1. Substituting equation 
(E.2) into (E.1) and factoring out common terms, it is found that the transverse 
amplitude f(x, y) must satisfy 
�2f(x, y) + (n 2k02 − ξ2)f(x, y) = 0 (E.3) 
The concept of eﬀective index neﬀ, i.e. the normalized propagation constant, can 
also be introduced so that 
ξ = neﬀk0 (E.4) 
171 
172 APPENDIX E. DIELECTRIC OPTICAL WAVEGUIDE 
which is used to describe a speciﬁc mode supported by a given structure. 
Figure E.1: Schematic of a three-layer slab waveguide. Indices are assumed to be uniform in the 
y-axis. 
Figure E.1 shows a simple conﬁguration of a slab waveguide composed of three 
layers with generally diﬀerent index for each layer. For one dimensional slab case, i.e. 
the medium uniform along x, TE waves polarized along x-axis is considered and there 
is no variation along x-axis for the ﬁeld. The calculation for TM waves is analogous 
with slightly more mathematical complexity. An exact solution by solving equation 
(E.3) for uniform index in each of the three regions is achievable and using boundary 
conditions at the interfaces then gives the appropriate propagation constant ξ. 
E.1	 Symmetric and asymmetric three layer slab 
dielectric waveguide 
In the case of a symmetric slab waveguide, i.e. n1 = n3, the solution in the central 
region is assumed in the form 
⎧ 
F2(y) = 
⎨ ⎩ A cos kyy A sin kyy 
(symmetric solutions) 
(antisymmetric solutions) 
(E.5) 
In region 1, 
F1(y) = Be
−γy (E.6) 
Substituting equation (E.5) and E.6 into E.3 with n3 = n1, respectively, yields 
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k2 = n2
2k2 y 0 − ξ2 
(E.7) 
γ2 = ξ2 − n21k02 
In the region 3, it is known that F3(y) = Be
γy, but by symmetry in this case, 
only one boundary condition at y = d/2 between regions 1 and 2. 
for TE waves at y = d/2, the continuity of both the tangential electric and 
magnetic ﬁelds requires F1 = F2 and ∂F1/∂y = ∂F2/∂y. For symmetric solutions, 
this gives 
A cos 
kyd 
= Be−γd/2 (E.8)
2 
Aky sin 
kyd 
= Bγe−γd/2 (E.9)
2

Dividing equation (E.9) by E.8 yields

kyd 
γ = ky tan (E.10)
2

Similarly, for the antisymmetric solutions, it is obtained

γ = −ky cot kyd (E.11)
2 
The propagation constants of the TE wave are found from a numerical or graphi­
cal solution of equation (E.10) and (E.11). A simple and well-known graphic solution 
is described here since it clearly shows the way in which the number of TE modes 
relies on both the thickness d and the index step. By putting u = 
2
1 kyd and v = 2
1 γd, 
equation slab symm gamma becomes v = u tan u and 
� �2
πd 
u 2 + v 2 = (n 22 − n 21) λ0 ≡ V 
2 (E.12) 
Since u and v are both positive values, the propagation constants may be found 
in this case from the intersection of both the curve v = u tan u and a circle of known 
radius V = (n22 − n21)1/2(π/λ0) in the ﬁrst quadrant of the uv plane. A similar 
graphic construction for the solution of equation E.11 can be obtained by plotting 
v = −u cot u and the circle on the uv plane. Figure E.2 (to be plotted) shows such a 
graphic method for three values of V . For V = 1, there is only one solution. There 
are two solutions when V is 2.5 and three when V = 4. Notice that the number of 
solutions apparently depends on the value of V . In fact, for V between 0 and 
2
1 π, 
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there is just one symmetric solution. The ﬁrst antisymmetric solution appears when 
V is greater than 1
2 
π. More symmetric and antisymmetric solutions appear if the 
magnitude of V keeps increasing. 
Figure E.2: Graphic solution for three values of V . Solid curve denotes v = u tan u and the 
dashed curves are v = −u cot u, [132] 
. 
For the TM waves, the continuity of the tangential electric and magnetic ﬁelds 
at the boundaries results in an additional factor of n2
2/n21 on the left side of equation 
(E.10) and inside the brackets of the tan−1 function in equation (E.10). Similar 
graphic solutions can be obtained using the same procedure. 
To add additional generality to the present case, the above procedures can be 
repeated for asymmetric slab waveguide given n1 = n3. for the TE waves, the 
characteristic equation (E.10) becomes 
(γ1/ky) + γ3/ky
tan kyd = (E.13)
1 − γ1γ3/k2 y 
where γ1 and γ3 are the decay constants in the upper and lower cladding regions, 
respectively, deﬁned as in equation (E.7). To solve this equation graphically, it 
is convenient to deﬁne a normalized frequency Q, propagation parameter b, and 
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asymmetry parameter a so as to display the results: 
2
2 − n23
2
3 
)1/2A ≡ k0d(n
b ≡ neﬀ −
− 
n
n
n − n
2
3
2 
1 
2
2
2 
3
2 
(E.14)
n

a ≡

2
2
2
3n
 − n

It gives in ﬁgure E.3 plots of the normalized propagation parameter as a function 
of the normalized frequency for a range of normalized asymmetry parameters. 
Figure E.3: Normalized propagation parameter versus normalized frequency for a range of asym­
metries for the ﬁrst three TE modes, [133] 
E.2 Conﬁnement Factor 
The conﬁnement factor for the three-layer slab waveguide is deﬁned as the fraction 
of the optical energy that is contained in the active slab region. This fraction can 
be given 
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� d/2 
E H∗dy· 
Γ = �−d/2 ∞ 
E H∗dy−∞ · (E.15) 
n2 
��−d/d/22 |F (y)|2dy = 
neﬀ 
∞ 
F (y) 2dy−∞ | |
This concept can be expended to multilayer waveguide structure by replacing 
the integration limit in the numerator by the corresponding value for any layer. 
E.3 Eﬀective index method 
Although simple layered structures such as dielectric slabs can be used for waveg­
uiding purposes, the conﬁnement of energy is only limited to one dimension. In 
practical cases like integrated optics or guided-wave optics, two dimensional waveg­
uides and ridge waveguides are broadly used. Figure E.4 illustrate an example of 
such ridge waveguide. Exact analytical treatment of these waveguide structures is 
not possible. However, approximate analytical approaches are available and eﬀective 
index method is the simplest one. 
Figure E.4: Schematics of a typical structure of ridge waveguides. 
In ﬁgure E.4, three regions are divided, the ridge and the rest two parts. The 
thickness a of the layer in the ridge part is chosen to be greater than the layer 
thickness b in the side parts because the conﬁnement of electromagnetic ﬁelds at the 
ridge is of interest. Materials characterized by refractive index and layer structures 
in diﬀerent regions are as marked in the ﬁgure. 
In each region, the conﬁnement along the vertical direction (y-axis) is exactly 
identical to that of the asymmetric slab waveguide. For simplicity, it is assumed to 
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be only one TE mode is supported by those segments of the slab waveguides. The 
propagation constant of the conﬁned mode inside the ridge is, however, diﬀerent 
from those on both sides of the ridge because of the diﬀerence in layer thickness. 
The eﬀective index deﬁned equation (E.4) for the three parts is 
⎧⎪⎪⎪⎨
 1 2
1 
d
nb x > −
d < x1neﬀ(x) = (E.16)
d
na −⎪⎪⎪⎩
nb x <2 d221
where na and nb are the eﬀective indices of refraction.

In the method of eﬀective index, lateral waveguiding is treated by taking equation

(E.16) as a slab waveguide structure along the x direction. Thus, conﬁnement of 
electromagnetic waves requires that na > nb. This is always true when the thickness 
a is greater than b. This conclusion can be easily veriﬁed in the waveguide theory 
that the eﬀective index of any conﬁned mode is an increasing function of layer 
thickness. 
E.4 Waveguiding in multiple Layers 
Figure E.5: Schematics of s multiple layer system between air and a semi-inﬁnite substrate. 
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Analogous with transfer matrix method applied to the acoustic wave calculation in 
layered medium, the propagation of guided optical waves can be solved following 
the same concept. Indices for a thin layer and its neighbour layers are illustrated in 
ﬁgure E.5. Assuming the material is uniform along y-axis, the general solution of 
electric ﬁeld satisfying equation (E.3) is 
F (x) = ae−jkx(x−hn) + bejkx(x−hn) ≡ An(x) + Bn(x) (E.17) 
where constants a and b are amplitudes of the forward and backward waves in 
each layer. The x components of the wave vectors are given by 
k2 + ξ2 = (nnk0)
2 (E.18)x 
with β being the propagation constant along z-axis. 
The variables A(x) and B(x) in any layer, are linked with ones in its adjacent 
layer by matching the boundary conditions at their interface, i.e. 
An(x)e
jkxdn + Bn(x)e
−jkxdn = An−1(x) + Bn−1(x) 
(E.19) 
−kx (n)An(x)ejkxdn + kx (n)Bn(x)e−jkxdn = −kx (n−1)An−1(x) + kx (n−1)Bn−1(x) 
which can be rewritten in the form of matrices 
⎛ ⎞ ⎛ ⎞ ⎝ An ⎠ = Tn ⎝ An−1 ⎠ (E.20) 
Bn Bn−1 
and ⎛ � � � � ⎞ 
1 kx 
(n−1) 
1 kx 
(n−1) ⎜ 1 + e−jkxdn 1 − ejkxdn ⎟ ⎜ 2 kn 2 kn ⎟ ⎜ � x � � x � ⎟Tn = ⎜ (n−1) (n−1) ⎟ (E.21) 
jkxdn ⎝ 1 1 − kx e−jkxdn 1 1 + kx e ⎠ 
2 kn 2 kn x x 
Therefore, for an entire N layer system as shown in ﬁgure E.5, the chain-product 
of the cascaded transfer matrices gives 
T T2T1 (E.22)= TN TN−1 · · · 
and the electric ﬁeld in the air and the substrate are coupled 
⎛ ⎞ ⎛ ⎞ 
A A⎝ ⎠ = T ⎝ ⎠ (E.23) 
B B 
sub air 
� 
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where the subscript ’sub’ denotes parameters in the substrate. 
In the case of light propagating as guided waves in the layered system, optical 
ﬁelds must be decaying in the air and substrate. Given the fact that there is no 
waves coming from the positive or negative inﬁnite, it is assumed 
B1 = 0 
(E.24) 
AN = 0

and

kx 
(air) 
= � k02 − β2 = αj α, γ > 0 (E.25) 
kx 
(sub) 
= n2 k0
2 − β2 = γj sub
A numerical method in the aid of computer can thus be applied to obtain proper 
propagation constants β, i.e. neﬀ. The range of the possible magnitude of neﬀ is 
that one must greater than the index in the substrate but smaller than the maximal 
index value of the layers. 
Appendix F 
Analysis of Waveguide with Small 
Perturbation 
Consider a slab dielectric waveguide of layered structure, deﬁned by � = �r(y)�0, as 
shown in ﬁgure F.1. Any ﬁeld quantities of the electromagnetic wave in this region 
satisfy the wave equation (D.40), that is 
(�2 + �r(y)k02)F = 0 (F.1) 
Figure F.1: Schematics of slab waveguide in layered structure. E¯(y, z) and E(y, z) are ﬁeld 
solutions of the structure without and with perturbation of �, respectively. 
In the present case the electric ﬁeld is assumed to be TE polarized, i.e. E = 
E¯x(y, z). The wave equation for electric ﬁeld thus becomes 
180 
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∂2 ∂2 
( + + �r(y)k0
2)E¯(y, z) = 0 (F.2) 
∂y2 ∂z2 
The solution of the electric ﬁeld is supposed to be expressed as a product of two 
independent function, that is 
E¯(y, z) = f¯(y)h¯(z) (F.3) 
Substituting the variable separation equation (F.3) back to (F.2), dividing out 
by f(y)h(z), gives 
1 d2f¯(y)
+ �r(y)k0
2 1 d
2h¯(z) 
(F.4)
f¯(y) dy2 
= −
h¯(z) dz2 
Since the LHS is purely a function of y and the RHS is purely a function of z, 
it follows that equation (F.4) can be satisﬁed only if both LHS and RHS equal to a 
constant, denoted as ξ2, that is for the RHS 
d2h¯(z)
+ ξ¯2h¯(z) = 0 (F.5)
dz2 
for the LHS 
d2f¯(y)
+ �r(y)k0
2f¯(y) = ξ¯2f¯(y) (F.6)
dy2 
Following equation F.5 the solution is 
¯ ξz h(z) = e−j ¯ (F.7) 
and thus ξ has the physical sense of propagation constant, which is in general 
complex. 
Equation F.6, treating ξ¯2 as eigenvalue, can be recognized as an eigen function 
problem, which can be solved combining with proper boundary conditions. 
For the present study assume that, for appropriate boundary conditions, equation 
¯ ¯(F.6) admits solutions of eivenvectors fp(y) corresponding to eigenvalues ξp with 
p = 1, 2, 3 , .etc. · · · 
Therefore, equation (F.6) can be rewritten 
d2f¯p(y) 
+ (�r(y)k0
2 − ξ¯p 2)f¯p(y) = 0 (F.8)dy2 
����
 ����

�
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¯ ¯where fp(y) is the modes of the waveguide structure deﬁned by �r(y) and ξp is 
the corresponding propagation constant. 
Suppose there is a small perturbation on the waveguide structure. The pertur­
bation is assumed to be via �, i.e. 
� = (�r(y) + Δ�r(y))�0 (F.9) 
given that 
Δ�r 
�r 
<< 1 (F.10)

Referring to equation (F.2), this equation is rewritten 
∂2 ∂2 
( + + (�r(y) + Δ�r(y))k0
2)E(y, z) = 0 (F.11)
∂y2 ∂z2 
In the general analysis, equation (F.11) is to be solved as a problem of a waveg­
uide deﬁned by �r(y) + Δ�r(y) rather than �r(y) with the same procedures done to 
the unperturbed waveguide. 
Alternately, equation (F.11) can also be solved using a function expansion tech­
nique. The solution of a particular mode Fp(y, z) is expressed as a linear summation 
of a complete set, that is 
Ep(y, z) = apm(z)φm(y) (F.12) 
m 
where φm(y) is an appropriate set of complete functions. For convenience, φm(y) 
¯is usually chosen to be the mode of the given structure f(y). 
However, in the case of |Δ�r(y)| << |�r(y)|, it is assumed that the eigenmodes 
are unchanged and thus the mode amplitudes apm(z) in equation (F.12) reduces to 
Ap(z). Then the task is to evaluate the change in the eigenvalue, i.e., the propagation 
constant ξp. It is assumed the new solution is in the form 
ξpzEp(y, z) ≈ Ap(z)f¯p(y)e−j ¯ (F.13) 
Substituting equation (F.13) into the wave equation (F.11) yields 
d2f¯p d
2

Ap(z) 
dy2 
e−jξ¯pz + (�r(y) + Δ�r(y))k0
2f¯p(y) + f¯p(y)
dz2 
(Ap(z)e
−jξ¯pz) = 0 (F.14)

����
 ����
 ����

��
 �
 �� �

�
 �
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or 
d2f¯p

Ap(z)[ 
dy2 
+ (k0
2�¯r(y) − ξ¯p 2)f¯p(y)]

+k0
2Δ�r(y)Ap(z)f¯p(y) − j2ξ¯p dAp(z) f¯p(y) (F.15) 
dz 
+f¯p(y) 
d2Ap(z) 
= 0 
dz2 
Notice the terms inside the square brackets corresponding to equation (F.15), 
the unperturbed waveguide equation, are equivalent to zero. Besides, consider 
|Δ�r(y)| << |�r(y)|, the following approximation applies 
�� 2d A� p � dz2 ¯ dApξp (F.16)
>>
dz

Therefore equation F.15 becomes 
k0
2Δ�r(y)Ap(z)f¯p(y) − j2ξ¯p dAp(z) f¯p(y) = 0 (F.17) 
dz 
or 
dAp(z) k
2 
f¯p(y) 
dz 
+ j 
2ξ¯
0 
p 
Δ�r(y)f¯p(y)Ap(z) = 0 (F.18) 
Notice that (F.18) is an ordinary diﬀerential equation of Ap(z) but parameterized 
in y. By multiply f¯p 
∗(y) (‘∗’ denotes complex conjugate) throughout equation (F.18) 
and integrate over −∞ < y < ∞, an average value of terms in y will be obtained, 
that is 
k2 0
∞ ∞ 
f¯p(y)f¯p 
∗(y) 
dAp(z) 
f¯p(y)Δ�r(y)f¯p 
∗+ j
 (y) Ap(z) = 0 (F.19)
2ξ¯pdz
−∞ −∞ 
or 
dAp(z) k0
2Γp 
dz 
+ j 
2¯
Ap(z) = 0 (F.20)
ξp 
with 
∞ 
f¯p−∞ (y)Δ�r(y)f¯p 
∗(y)dy

Γp =
 (F.21)
∞ 
f¯p(y)f¯p
∗(y)dy−∞ 
which is constant for each particular mode. The solution for equation (F.20) can 
be readily obtained 
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Ap(z) = ae
−jΔξpz (F.22) 
and 
k0
2Γp
Δξp =
2ξ¯p 
(F.23) 
Substituting equation (F.23) back to equation (F.13) yields 
Ep(y, z) ≈ af¯p(y)e−j(ξ¯p+Δξp)z (F.24) 
¯which indicates that the new propagation constant ξp = ξp +Δξp. 
Appendix G 
Figure of Merit M2 in 
Acoustooptic Interaction, [32] 
For a chosen material and AO device design, the amplitude of the perturbation of 
the refractive index Δn is determined by the loaded acoustic power. From equation 
(4.1) presented in Chapter 4, the index changing is related to the induced strain by 
photoelastic constant, i.e. 
3n p
Δn = − S (G.1)
2 
where p is phosoelastic constant of material and S is strain. In equation (G.1) 
the suﬃx notation is omitted for simplicity. 
The power intensity carried by an elastic wave is 
Pa 1 
= cS2 (G.2)
Vol 2 
with c being the stiﬀness constant of material and Pa/Vol being the acoustic 
power per unit volume. Since the acoustic power ﬂux density, which is referred as 
acoustic intensity, is of more interest, it is expressed as 
Pa
Ia = v (G.3)
Vol

Combining equation (G.1)∼(G.3) yields

or

1 
Ia = ρv
3S2 (G.4)
2 
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2Ia 
s = (G.5)
ρv3 
In deriving equation (G.4), the relation of v2 = c/ρ (Appendix A) has been used. 
Substituting equation (G.5) into the AO diﬀraction eﬃciency of equation (3.34) 
and (3.45) in Chapter 3 yields 
η = sin2( 
πL √
2λ0cosθ 
n6p2 
ρv3 
Ia) (G.6) 
If deﬁning a new constant M2, i.e. 
M2 ≡ n
6p2 
ρv3 
(G.7) 
equation (G.6) thus becomes 
η = sin2( 
πL √
2λ0cosθ 
� 
M2Ia) (G.8) 
The ﬁgure of merit M2 is a material constant which determines the inherent 
eﬃciency of diﬀraction, regardless of interaction geometry, and is called the ﬁgure 
of merit, [134]. 
In bulk AO device, the power carried in an acoustic beam is expressed in the 
form Pa/vA with A = LH being the cross-section area and L is the width and H 
is the thickness of the acoustic beam. The diﬀraction eﬃciency (G.6) can thus be 
rewritten 
η = sin2( 
π M2PaL 
) (G.9)
λ0cosθ 2H 
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