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1. INTRODUCTION 
In this paper we shall consider the problem of obtaining upper bounds on 
functions u : IR” + iR which satisfy integral inequalities of the form 
u(x) Q-(x) + 1; K(x, t) u(t) dt + g(x) G (jl: h(t) QW>> dt) . (*I 
Here and throughout this paper we use the notation x = (x,,..., x,,), 
dt = dt, . .. dt, denotes Lebesgue measure in IR”, and t <x means ti <Xi for 
i = 1, 2,..., n. (In some cases we use ti, xi to denote points of iR”, but the 
meaning will always be clear.) When g = 0, (*) is the general linear 
Gronwall inequality. We also consider the corresponding Volterra integral 
equation in Section 2, and indicate how the usual Neumann series solution 
for the case n = 1 also applies here. The proof for the L,-case depends on a 
general integral inequality (Lemma 1) which is of interest in its own right; 
we also make use of a technique given recently by A. M. Fink 181 for a 
special case. An extension of this special case, namely, the case K(x, t) = 
g,(x) h,(t), is given under weaker hypotheses than the L,-case, and an upper 
bound on u is given for the corresponding inequality. Some cruder bounds 
obtained by other authors are also given in Corollary 1. 
In Section 3 we again deal with the linear case (g = 0) of (*), but consider 
the most general degenerate kernel K(x, t) = Cy g,(x) h,(t). Upper bounds 
for u in this case were given many years ago (1965) when n = 1 by D. 
Willett [ 161, and again in 1974 by U. D. Dhongade and S. G. Deo [6]. Both 
papers, however, used one of the cruder bounds for m = 1; in addition the 
result in [ 61 is not valid for m > 1 because of errors in the proof (cf. 
Remark 3). Recently C.-C. Yeh [ 17 ] attempted to extend the result of 
Dhongade and Deo to the multivariate case n > 1, but the result suffers from 
the same defects as those in 161. In Theorem 1 and Remark 2 we use the 
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better result for the case m = 1 to obtain an upper bound for u when m > 1 
(and n > 1) which is an improvement on Willett’s result even when it = 1. 
Other bounds, including a correct version of Yeh’s, are given in Remarks 
3,4. 
Finally, in Section 4 we consider the nonlinear case of (*), first with 
K(x, t) = 0 (Theorem 2), and then with the general degenerate kernel 
(Theorem 3). These results are improvements and corrections of those in 
[ 171. In addition we further clarify the status of a certain class of functions 
introduced by Dhongade and Deo [5,6] and used by Yeh. 
2. LINEAR EQUATIONS AND INEQUALITIES 
We consider the n-variable Volterra integral equation 
w(x) =f(x) + I’K(x, t) w(t) dt, a<x<b, (1) 
a 
where we use the notation of the Introduction. By essentially the same 
methods used for the case n = 1 (for example, by repeated iteration in (l), as 
in A. M. Fink [S]) Eq. (1) has a unique solution given by the Neumann 
series 
w(x) = F- 
T u,(x), 
(2) 
where 
%(X) =f(x), uk(x) = I’ Kck’(x, t)f(t) dt, (k > 11, (3) 
a 
and the Kck’ are the iterated kernels defined by 
K”‘(x, t) = K(x, t), Kck’(x, t) = IX K(x, s) K’k-l)(~, t) ds (k > 2). (4) 
I 
The character of the convergence in (2) and of the corresponding solution 
w of (1) depends on the assumptions made concerning f and K in (1). For 
example, if Z = {x E iR” : a < x < b} = C[a, b] is compact, f is continuous on 
Z, and K is continuous on T = {(x, t) : a < t < x < b}, then the convergence 
in (2) is uniform, and w is continuous, on Z. If, however, fE L,(Z) and 
K E L2(Z) (where now Z need not be compact) then the convergence in (2) is 
convergence in L,, so that w E L, and only absolute pointwise convergence 
a.e. in I can be assured. 
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Since these results (for n > 1) do not appear to be available in the 
literature, we give a brief outline of a proof for the L,-case. The case where 
K(x, t) = k(t) and k is continuous was dealt with by Walter [ 1.5, 
pp. 141-1431, and the results for the general continuous case were stated 
without proof in [2, p. 921. Our proof depends on the following lemma which 
is of independent interest. 
LEMMA 1. Let f:I=C[a,b] --t R be Lebesgue integrable and either 
nonnegative a.e. or nonpositive a.e. If F : J-, R has a nondecreasing 
derivative on an interval J containing Iz f dt for all x E I then for all such x, 
F(0) + ix f(t) F’ (['f ds) dt G F ( fXfdtj , 
-0 “0 “0 
F(0) t [*f(t) F’ (i; ds) dt < F /j'f dt) . 
i u “t a 
(5) 
(6) 
Proof. Since F’ is bounded on J all integrals in (5), (6) exist. Moreover, 
in the one-dimensional case (n = l), (5) and (6) are both valid with equality. 
In case n > 2 we write x = (5, x,) with $ = (x, ,..., x,- ,) and similarly for t, s. 
Then, for example, 
where g(a, x, t,) = iif (f, t,) dj. Using the fact that f does not change sign 
and F’ is nondecreasing, (5) follows. Similarly one obtains (6). 
Now, for the L,-case of (I), set (cf. Tricomi [ 14, pp. 1 l-131) 
A z(x) = fx IK(x, t)l*dt, B*(t) = f* lK(x, t)l’ dx. 
“0 -t 
By using (5) with f(s) = J’s,4 *(r) dr, a = t, F(u) = z?*, one can show by 
mathematical induction that for k > 2, 
IK’k’(~, t)i* <A*(x)B*(t) l!:R?(r)drjkm2/(k- 2)! a.e. on T. (7) 
From this and (3) we likewise obtain for k > 2, 
Iu~(x)I~~I~~J~*IIKJI*A~(x) /ra’(r)drjk~*/(k-Z)! a.e.onI. 
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This inequality allows one to show the L, convergence of the series (2), as 
well as the a.e. pointwise absolute convergence on I. That w, as defined by 
(2), is a solution of (1) follows as in the case n = 1 by direct substitution and 
term-by-term integration. 
As an important special case of (1) consider the equation 
w(x) =f(x> + g(x) jx h(t) ~(0 dt, a<x<b. (8) 
a 
Here we may weaken somewhat the hypotheses on f and on K(x, t) = 
g(x) h(t). It will suflce to assume that f, g, h are measurable functions such 
that gh, j7z E L(I), where again Z = C[a, b]. For then it is easy to verify that 
the iterated kernels defined by (4) all exist and are given by 
.tkL2 k-1 
K’~‘(x, t) = g(x) h(t) JX 1” . ** J fl g(ti) h(ti) dtk- 1 . ‘. dt, . 
f I I 1 
We now follow the procedure used by Fink [S] in the case g(x) = 1 to 
evaluate this integral explicitly. Let t”= (t I)..*) tk- I), G(fl = fl’;-’ g(tj) h(ti), 
and 
If r~ denotes the set of all (k - l)! permutations of { 1, 2,..., k - I}, and p E 6, 
then, since G is symmetric, it follows that 
where 
Kck’(x, t) = g(x) h(t) f G(Q df for all p E o 
= g(x) h(t) ; ?’ G(t’, df/(k - l)!, 
‘pG0 s, 
As noted in [S], if p, q are distinct permutations in O, then the m(k - 1) 
dimensional Lebesgue measure of A = S, n S, is zero since A is a subset of 
a hyperplane ti = tj of dimension n(k - 2). Moreover, we have 
(J SpcC[t,x]k-’ =Clt,x] x ... x C[t,x]. 
P=O 
Note that if n > 1, c can not be replaced by = here, since < is only a partial 
order in R”. It now follows that 
( Kck’(X, t)l < / g(X) h(t)1 jx . . .Ix ‘fi I g(ti) h(ti)l dtk -I . . . dt,/(k- l)! 
I I I 
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or 
IK’k’(X, t)l~ I g(x) h(t)1 il” I ghl rnj&-‘~(~ - I>! 1 
a.e. for k > 1. By (3) we also have 
I dx)/ G I dx)l r IN> W (ltx I &I ds j kp1 W(k - 111 a 
By dominated convergence, the series 27 ( uk/ converges a.e. 
sum is dominated by 
(9) 
a.e. on I. 
on I and its 
With w defined by (2) it follows that w E L(I) and, as in the L, case, w is a 
solution of (8). 
In case f, g, h are all nonnegative above we also obtain KCk’ > 0, w > 0, 
and all of the above holds with the absolute value signs removed. We 
summarize our results as 
LEMMA 2. Let f, g, h be measurable functions on I = C[a, b] such that 
jh, gh E L(I). Then the integral equation (8) has a unique solution w  E L(Z). 
Moreover, iff, g, h are nonnegative on I then 
0 < w(x) <f(x) + g(x) jxf(t) h(t) exp (IX gh ds) dt a.e. on I. (10) 
cl I 
The uniqueness follows as it does for the more general equation (1) by 
observing that if w E L(I) satisfies (l), then successive iterations of (1) yield 
w(x) = c Q(X) + R,, l(X), 
kz0 
where uk is defined by (3), (4) and where 
R,, 1(x) = j-1 Kcm+ ‘)(x, t) w(t) dt. 
By using (7) for the L, case, or (9) in the case of Lemma 2, we see that 
R m + i --t 0 a.e., proving uniqueness. 
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COROLLARY 1. Let u, f, g, h : R” -+ R be measurable on I = C[a, b] with 
jh, gh, uh E L(I). Iff, g, h are nonnegative and 
u(x) <f(x) + g(x) lx hu 4 x E I, (11) 
a 
then 
44 <f(x) + g(x) IIfh exp (j: gh ds) dt (12) 
holds a.e. on I. We also have the cruder bound 
u(x) <f(x) + g(x) exp . lx@ dt. 
a 
Moreover, l~f(x) = sup,GtCxf(t) and f(x) = max(L g(x)), then 
u(x) <f(x) g(x) exp ii” hi dt) . 
a 
(13) 
(14) 
Proof. To prove (12), let p =f+ g J‘i hu dt - u, so p > 0 and ph E L(Z). 
Moreover, 
u=(f-p)+gIXhudt, 
a 
where (f-p) h, gh E L(Z). By Lemma 2 this equation has a unique solution, 
and this solution is given by the Neumann series 
u(x) =f(x) -p(x) + F- (X~(k)(~, W-(t) -p(t)1 dt kzl “a 
@a x 
<f(x) + z: r Kck’(x, t)f(t) dt 
since p > 0 and all K (k) > 0 Since, in addition, f > 0, (12) follows in the . 
same way as did (10). The inequality (13) is a trivial consequence of (12) 
when f, g, h are all nonnegative. 
To prove (14) we again use (12) which yields 
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where the last inequality follows from Lemma 1 with E’(U) = exp(u). 
Remark 1. In the one-dimensional case, the right-hand side of (IO), (12) 
is often written in the form 
For n > 2, however, the foregoing expression gives a quite different result 
since si F ds #sL F ds + lf F ds. Indeed when J; g, h are nonnegative, so 
F = gh > 0, the expression is larger than the bound in (12). 
In [4, Theorem 1 ] and [ 81 the case g(x) 3 1 was considered and a bound 
equivalent to (14) was obtained. However, in [4] differentiability 
assumptions on f were required (which assured F=f, among other things), 
and the authors omitted the essential hypothesis f> 0 (cf. MR8lg: 26007). 
This hypothesis was also omitted in [8], and the additional assumptions 
“a = 0 or all a, finite” and “U bounded” were also made. C.-C. Yeh [ 17, 
Theorem 1 ] considered (1) under the more restrictive requirements of 
continuity and g(x) > 1, f(x) nondecreasing in each variable xi, and also 
gave a bound equivalent to (14) in this case. 
Many years ago, D. Willett [ 161, for the case n = 1, used an inequality of 
the form (13) to obtain upper bounds for u when the simple kernel g(x) h(t) 
is replaced by a general degenerate kernel of the form 2’: g,(x) h,(t). In the 
next section we obtain corresponding results for the n-dimensional case using 
the better bound (12). 
3. THE GENERAL LINEAR DEGENERATE KERNEL 
We begin at once with the main theorem of this section, but for other 
bounds see Remarks 2, 3, and 4. 
THEOREM 1. Let u, f, gi, hi : IR” + IR be measurable on Z = C[a, b] with 
fhi, gihi, uhi E L(Z) for 1 < i < m, and allf, gi, hi > 0. Zf also u 2 0 and 
U(X) <<f(x) + f  g,(x) ix hi u dt, x E z, 
1 a 
(15) 
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then u(x) < Gi”‘f (x) a.e. on I, where the operator Gi”’ is defined recursively 
by 
G~m-j+‘)w=w+(Bj+~gj)~Xwhjexp(yrh,Bj+,gjds) dt, (16) J 
a I 
for j = m, m - l,..., 2, 1, where 
B m+1w=w and B, = G(m-j+l’ *.. J J 
G”’ 
m (2 <j G m>. (17) 
Proof. In place of a formal proof by finite induction (cf. [ 161) we give a 
proof in which (16) (17) appear quite naturally. If m = 1, then B, w = w so 
the bound u < G’,“freduces to the bound (12). For any m > 1, we write (15) 
in the form 
m-1 
u<f+ 2 gi 
I 
jXhiudt+g,/‘h,udt=F+g,jxh,udt 
a a (I 
and use (12) to obtain 
u<F+g,,, jx Fh, exp (jlX g, h, ds) dt. 
a 
In the occurrence of F in the integrand, we have 
m-1 
F(t) <f(t) + 1 , gi(t) J”” hiu ds, a<t<x. 
a 
Using this, the preceding inequality can be written as 
m-1 
u(x) < G;‘f(x) + x (G;‘g(x)) jx h,u dt, (18) 
1 a 
where Gg’ is given by (16) for j = m, since B,, i w = w. We can now apply 
this reduction procedure to (18) to obtain 
where 
m-2 
u<G!,f’,G;’ + f x (G::,G;‘gi)jx hiu dt, 
1 D 
G~~,w=w+(G~‘g,-,)j~wh,-,exp [jxh,-,G~‘g,_,ds) dt 
a f 
=w+(B,g,-,)jXwh,_,eup (i:h,,-,B,g,,-,ds) dt, 
a 
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by (17). Repeating this reduction we obtain 
j-l 
u < (p-j+ 1) . . . 
J 
G;‘f+ 2 (Gj’-j+l) . . . 
i=l 
G;)gi)jx hiu dt 
a 
for j = m, m - l,..., 2, where 
(p-j+ uw = w + G!“-j’ 
J Jfl ..a GE’gj,fx whj exp (1” hjG,$‘;j’ . . . Gz’gj ds) dt. ll t 
That is, 
U ,<Bjf+ “5: (Bjgi)Jx hiU dt, 
,ej a 
(19) 
where the B. hence also the G!“-j+i) 
finally applyJ’(12) to the inequality (1;) 
are given by (17) and (16). If we 
for j = 2, we obtain our result as 
stated. 
Remark 2. By writing (15) in the alternative form 
U<f+?gi iXhiudt+g,j’~h,udt=P+g,j’h,udf 
2 0 0 * 
and repeating the above reduction process, we obtain u < E,f, where 
Ei = DjDj-, ..-D, (l<j<m),E,w=w,and 
Dj w = w + (Ej- 1 gj) 11 Wh,i exp [JtX hjEj_ i gj ds) dt, 1 <j ,< m. 
This corresponds exactly to the result given by Willett [ 161 for II = 1, except 
that Willett used (13) rather than (12). 
Remark 3. In [ 17, Theorem 21 C.-C. Yeh considered the inequality (15) 
in the n-dimensional case but with the assumptions gi(X) > 1, f(x) 
nondecreasing in each xj, In place of the bound (12) he tried to use the 
bound (14), which reduces to u < fg exp(ji hg dt) for suchf; g. However, his 
(inductive) proof of a bound for u of the form u < E”f is invalid for m > 1, 
for several reasons. First, the proof merely shows that Ekw ,< Ekt iw holds 
for any w > 0, and is unrelated to any inductive hypothesis. Moreover, any 
inductive “proof,” even for the first step from k = 1 to k = 2, must break 
down under the given hypotheses because the corresponding (new) f is not 
nondecreasing. Yeh’s invalid result for the n-dimensional case repeats the 
same errors made by Dhongade and Deo [6, Theorem I] for the case n = 1. 
By using the bound (14) one can prove by the same method used above 
that if u, J; gi, hi : mn -+ F? are measurable and nonnegative on Z = C[a, b] 
4OY/lOO/2-5 
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with fhi, gjhi, uhi E L(Z) for 1 < i < m, and ifu satisfies the inequality (15), 
then u(x) < G, f (x) a.e. on Z, where 
j = m, m - 1 ,..., 1, 
with Bmfl w=w and Bj=Gj ... G, for 2 <j < m. Here, as in Corollary 1, 
+.;(x> = sup,<&? w(t) and G(x) = max(1, w(x)). This bound for u, although 
cruder than that given in Theorem 1 or Remark 2, may be regarded as the 
bound intended by Yeh. 
Remark 4. Under precisely the same hypotheses as in Theorem 1 we 
may proceed as in the analysis from (8) to (10) to obtain another upper 
bound for u in (15). We omit most of the details in what follows. For 
K(x, t) = C’: g,(x) hi(t), one can show by induction that for all k > 2, 
zPk’(X, t) = c 
i,,....i,= I 
gil(x) hik(t)l,X/,” -..J,‘“-’ I:( Hj(tj) . dtk-1 .‘. dt,, 
where now ffj(tj) = gi,+,(tj) hii( so the integrand is no longer a symmetric 
function of the variables t,, t, ,..., tk-, . However, we may set G(s) = 
max gi(s), H(s) = max h,(s) (1 < i < k), replace the integrand by 
n,k~: G(tj) H(tj), and proceed as before to obtain 
K’k’(X, t) < ; ,,ckA, gi,Cx> hik(t) 1 GHd 
=,-I 
9. 
(,: si”-‘,/(k- I)! 
($gi(x)) i$ h,(t)) [rnj:GHds]*-l(k- l)!, 
valid for k > 2 (in fact for k > 1 clearly), and a < t < x < b. Since also f > 0, 
this gives 
for k > 1, x E Z, and so finally (cf. Corollary 1) on summing over all k > 1, 
u(x)<f(x) + m-l G .(x) + “X (, g, ) jel 1, fh,exP (mjtx GHds) dt. (20) 
The bound (20) is clearly a simpler bound than that given in Theorem 1, and 
has the advantage of explicitness. Because of the factors G, H (which in 
general are not gi, hj for any i,j), a comparison of the two bounds is not 
easy and is omitted. 
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4. SOME NONLINEAR RESULTS 
In [ 17, Section 41, C.-C. Yeh considered some nonlinear inequalities to 
which he applied his (false) Theorem 2. In addition, he dealt with a class .F 
of functions p : R ’ + R which, among other properties, satisfied the con- 
dition 
v-‘p(u) <p(u-‘24) for u > 0, u > 0. 
The class ,F was introduced by Dhongade and Deo [5, 61, but as was noted 
by the author in 1975 [2, p. 651, and in [3, p. 2071, the above condition 
implies that p(t) =p( 1) t for t > 0. Thus Yeh’s Theorems 3 and 4 deal with 
the linear case, in fact. In [2], to avoid such trivialities this condition was 
replaced by 
C’p(u) <p(v-‘u) for v>l, u>O. (21) 
This revised condition has been used by several authors [7, 1 l-131 since 
1975, but in other cases [ 1, 9, lo] the original trivial condition has still been 
used. I have just recently noticed that condition (21) is itself equivalent to the 
condition that the function t-‘p(t) be nonincreasing on (0, a). The 
multiplicative functions p(t) = ta (0 < a < 1) are examples of such functions. 
As noted in [2], condition (21) is also compatible with subadditivity on R ‘. 
A revised version of Yeh’s Theorem 3, taking into account (21), may be 
stated as follows. 
THEOREM A (Yeh [ 171). Let f, g, h, u : I?” + IR be continuous on 
C[O, 00) = {x E iR” : 0 <xi < 00, 1 < i < n} with f(x) > 1, g(x) > 1, U(X), 
h(x) > 0 and f (x) nondecreasing in each xi. Suppose also that Q, G : IR ’ -+ 
R + = [0, co) are continuous and nondecreasing on IR ‘, with Q 
submultiplicative, Q(u) > 0 for u > 0, and Q’, G’ continuous. Finally, 
suppose also that p = Q, G both satisfy (21). If 
u(x) <f(x) + g(x) G (!’ h(x) Q(+)) ds) 3 x E C[O, a>, (22) 
0 
and tf we define H : IR’ -+ IR by H(s) = 1: dt/Q(l + G(t)), and x0 E IR” is 
determined so that 
I X h(s) Q( g(s)) ds E Dom(H-‘) for x E C[O, x0], 0 
then for all such x we have 
u(x) Gf (xl g(x) 1 1 + G [H-l (1; h(s) Q<g(s)) ds) ] 1. 
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In [ 171 the hypothesisf(x) > 1 was omitted, but the proof uses u =f(x) in 
(21) with p = Q and p = G. Moreover, in [ 171 a redundant hypothesis 
(G(u) > 0 for u > 0) was added, but the continuity of G’ was omitted. The 
lower limit (0) in the integral for H(s) was replaced by r0 > 0 whereas the 
proof clearly requires r0 = 0. 
An application of this (valid) result and the false Theorem 2 noted in 
Remark 3 was made in [ 17, Theorem 41 to an initial inequality of the form 
Aside from the triviality implied by assuming G, Q EST (which is easily 
repaired by using (2 1) and requiring f(x) > l), the proof is invalid because 
the author’s r=f+ C’:giji h,u dt does not, in general, satisfy the 
nondecreasing hypothesis of his Theorem 2 (cf. Remark 3). In addition, the 
form of the conclusion of [ 17, Theorem 41 is also incorrect because again the 
errors made for the case n = 1 by Dhongade and Deo [6, Theorem 41 have 
been repeated in [ 171. 
In order to obtain valid results for the last inequality, it is essential to 
obtain a version of Theorem A involving weaker hypotheses on f, g. There 
are at least three different methods of obtaining such versions of Theorem A, 
all of which-after a suitable start- use the same method of proof as that 
given in [ 171. We give a capsule outline of three such methods: in all cases 
we suppose that u, f, g, h > 0 and that Q, G are nonnegative and 
nondecreasing. 
(a) If u > 1 and v is nondecreasing in each xi while Q, G satisfy 
condition (21), then (22) implies 
+<;+fG (j;hQ(u)ds) <;+gG (j)Q (+) ds) 3 
whence 
where F(x) 3 max{ &>,f(x>/v(x>}. 
(b) More simply, if u satisfies (22), then 
(23) 
(24) 
where F,(x) > max{f(x>, g(x)}. 
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(c) If u satisfies (22), and G(X) = supoGIGX w(t), then for each fixed 
x z 0, 
holds for 0 < t < x. 
The right sides of (23~(25) are all of a form to which the method of proof 
of Theorem A applies. Note that Theorem A corresponds to the case (a) with 
u =f and F = g. Another special case of (a) of interest is given by 
u = max(f, l), F = g. We shall only explicitly formulate one new version of 
Theorem A, based on (a), namely, 
THEOREM 2. Let f, g, h, u : R” --t R be continuous and nonnegative on 
C[O,co)andletQ,G:R+-,R+ be nondecreasing with Q submultiplicative, 
Q’, G’ continuous on IR’ and Q(u) > 0 for u > 0. Suppose also that Q, G 
satisfy condition (21), and that u satisfies the inequality (22). For each 
continuous function v : C[O, co) + R such that v > 1 and v is nondecreasing 
in each xi we have 
u(x)< v(x)F(x) ) 1 + G [H-l (i,; he(F) ds) ] j , x E C[O, x0], (26) 
where F(x) = max{ g(x),f (x)/G>}, and H is dej%ed as in Theorem A. 
Here. x0 E R” is determined so that 
1 ’ hQ(F) ds E Dom(H-‘) for O<x<x'. 0 
The proof of Theorem 2 is essentially identical to that of Theorem A [ 17, 
Theorem 31, with Yeh’s (16) replaced by (23). 
The reader may verify that (24) similarly leads to a bound 
u<F, 11 +G [H-l (j)QcF,W)] 1, (27) 
where Q, G need not satisfy (21) but Q is submultiplicative. Even without 
this assumption on Q, (25) leads to 
u(t)<f(x)+g(x)G [H;‘(,ods)], O<ftxx, cw 
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H,(r) = jr dslQ[f(x) + c&l G(s)]. 
0 
In particular, for arbitrary x > 0, taking t =x in (28) gives 
4x> <f(x) + 8x1 G [Hi ’ (1; h ds) ] . (29) 
We leave it to the reader to formulate explicitly the hypotheses under which 
(27~(29) are valid. It seems improbable that the bounds (26), (27), (29) are 
comparable (in gegeral) when two or more both apply. For example, if in 
(26) we take u =f, F = i then (26) is better (a smaller bound) than (27) 
when f(x) < 1, g(x) > 1 for all x, whereas (27) is better than (26) when 
f(x) < 1, g(x) < 1 f or all x, as is (29) if also Q(s) 2 1 for all s. 
THEOREM 3. Let u, f, gi, hi : R” + R be continuous and nonnegative on 
C[O, 00) for i= l,..., m+l, and let Q,G:R + -+ R + be continuous and 
nondecreasing with Q submultiplicative, Q’, G’ continuous on IR’ and 
Q(u) > 0 for u > 0. Suppose also that Q, G satisfy condition (21) and u 
satisfies the inequality 
U(X)< f(x)+ cg,(x)(Xhiudt+g 
I 0 
,+,(x)G (j)c,,+,Q(u)d~) (30) 
for x > 0. Then if Giml is determined by (16), and 
v(x) = max{$f;), 1 ), 
F(x) = (G’,“)g,+ ,(x))- = max(G!“‘g,+ ,(x), 11, 
we have 
u(X)9v(~)F(~++G[H-~(ju*h~+~(t)Q(F(t))dt)]~ (31) 
for 0 < x < x0, where x0 E R” is determined so that 
c xh ,+&) Q(W)> dt E DOW-‘)0 
for such x, and H is dej?ned as in Theorem A. 
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ProoJ We may write (30) as 
U < F + 2 gi Jx hi U dt, F=f+gm+, 
I 0 
G (r,;hm+,QW~) 9 
and apply Theorem 1 (for arbitrary x > 0) to obtain 
Using (16) for j = 1, the last term is 
since G is nondecreasing and all factors involved-including B, g,--are 
nonnegative. Hence, again by (16), we obtain 
We may now apply Theorem 2, with v and F as in the theorem, to obtain 
(31) with the indicated domain. 
Remark 5. From the definitions (16), (17), it is easy to show that when 
all h,i, gj are nonnegative, then if w,(t) < w*(t) for 0 ,< t <x we also have 
G!m-‘+ “w’(t) < (y-j+ ‘)W&) J for O,<t<x, l<j<m. 
In particular, taking j = 1 it follows that we may replace v, F in (3 1) by 
max{ Gi”‘y(x), 1 } and Gim’g,,,+ ,(x). Of course the cell C[O, x0] in (3 1) may 
thereby be reduced. 
Remark 6. Instead of applying to (32) the version of Theorem 2 which 
we used, we could have applied other versions, or we could-under simpler 
hypotheses on Q, G-have applied (27) or (29). For example, if Q, G are 
nonnegative and nondecreasing on Rt with Q’, G’ continuous there and 
Q(u) > Ofor u > 0, then (29) implies 
u(x) < Gim)f(x) + Gim)&+ l (x)G [IS;’ [l;hds) 1, O<x<x’, 
408 
where 
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and x0 E R” is determined so that jt h ds E Dom(H;‘) for such x. 
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