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We present a new method for the separation of superimposed, independent, auto-correlated com-
ponents from noisy multi-channel measurement. The presented method simultaneously reconstructs
and separates the components, taking all channels into account and thereby increases the effective
signal-to-noise ratio considerably, allowing separations even in the high noise regime. Characteristics
of the measurement instruments can be included, allowing for application in complex measurement
situations. Independent posterior samples can be provided, permitting error estimates on all de-
sired quantities. Using the concept of information field theory, the algorithm is not restricted to
any dimensionality of the underlying space or discretization scheme thereof.
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I. INTRODUCTION
The separation of independent sources in multi-
channel measurements is a fundamental challenge in
a large variety of different contexts in the fields of sci-
ence and technology. Large interest in such methods
comes from bio-medicine, namely neural-science to in-
vestigate brain activities [1], but also in the analysis
of financial time series [2] or for the separation of as-
trophysical components in our universe [3], to name a
few.
Mainly two distinct approaches to component sep-
aration exist, namely Principle Component Analysis
(PCA) and Independent Component Analysis (ICA).
PCA performs a linear transformation of the data to
obtain mutually uncorrelated, orthogonal directions,
which one calls the principle components. For differ-
ent principle components s1 and s2 their covariance
vanishes if averaged over the data set:
〈s1s2〉 − 〈s1〉〈s2〉 = 0 (1)
PCA is very useful in situations the data can be de-
scribed by orthogonal processes. However, this does
not imply independence, therefore higher order corre-
lations may not vanish [5]. The number of principle
components one obtains depends on the dimension of
the involved data spaces. Some of these components
are due to processes generating the data, others might
just be due to noise. Drawing a line between those
classes of components requires careful consideration
of the context the data was obtained in.
ICA speaks of independent components s1 and s2 if
and only if their probability distributions factorize
P(s1, s2) = P(s1)P(s2) (2)
ICA Algorithms try to estimate independent compo-
nents by maximizing some measure of independence.
Several such measures are used, such as kurtosis, ne-
gentropy, or mutual information, to name a view.
These all rely on the non-Gaussian statistics of the
components. A mixture of Gaussian components is
still Gaussian and does not have the non-orthogonal,
relevant directions used in traditional ICA. Therefore,
it us often assumed that non-Gaussianity is a pre-
requisite of ICA. However, the exploitation of auto-
correlations in a temporal or spatial domain breaks
this Gaussian symmetry and allows identification of
the components [8].
An example for a PCA method which can be used
in a rather similar setting to the one discussed in this
work is the multivariate singular spectrum analysis
(MSSA)[4]. It can also be used in noisy multi-channel
measurement situations, taking auto-correlations into
account. This is done by extending the original chan-
nel measurements with a number of time-delayed ver-
sions of the vectors. Then one calculates the correla-
tion matrix of all possible channels and time delays.
Diagonalizing this matrix leads to the orthogonal prin-
ciple components, incorporating temporal correlations
via the time delays. The most relevant principle com-
ponents can then be used to describe main features of
the data, allowing to analyze dynamical properties of
the underlying system.
We, however, want to identify the truly indepen-
dent components in the data, as characterized by Eq.
2. For this goal a PCA method based on the weaker
criteria of Eq. 1 is a suboptimal approach.
On the side of Independent Component Analysis
we have a large variety of widely used algorithms, the
more popular ones include FastICA [6] and JADE [7],
which rely on the above mentioned independence mea-
sures in noise free environments. The often inherent
temporal or spatial correlation of the individual com-
ponents is also not used. An algorithm which uses
them is AMUSE [8] which exploits time structure in
a noise-free scenario.
A problem for ICA methods is often the presence
of measurement noise. The noise prohibits a unique
recovery of the individual components and demands
for a probabilistic describtion of the problem. Several
approaches have been made to solve this problem by
using maximum likelihood methods [9] or Gaussian
mixtures [10]. In essence this method will follow a
similar path.
The general advice in the literature so far, however,
is to first de-noise the measurement and then to treat
the results as noiseless, processing then with suitbale
ICA methods [11]. This approach severely suffers in
the high noise regime as it is limited to the signal-to-
noise ratio of the individual measurements.
The method we want to present combines the con-
cept of auto-correlation with noisy measurements and
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2thereby overcomes this restriction by reconstructing
and separating the components simultaneously, com-
bining the information across all measured channels
and thereby vastly increases the effective signal-to-
noise ratio while taking spatial or temporal correla-
tions of the individual components into account. Us-
ing this method we can improve the result by adding
additional channels and satisfying results are obtained
even in high noise environments.
We achieve this by following the Bayesian frame-
work to consistently include auto-correlations to a
posterior estimate on the components. The posterior,
however, is not accessible analytically and the max-
imum posterior estimate is insufficient for this prob-
lem. We will therefore present an approximation to
the true posterior which is capable of capturing its
essential features. We will use the Kullback-Leibler
divergence to optimally estimate the model parame-
ters in an information theoretical context.
Furthermore we will formulate the components as
physical fields without the requirement of specifying
any discretization. This allows us to use the language
of information field theory (IFT) [12] to develop an
abstract algorithm free of any limitations to be used
in a specific grid or on a specific number of dimension.
IFT is information theory for fields, generalizing the
concept of probability distributions of functions over
continuous spaces. In this framework we can formu-
late a prior distribution encoding the auto-correlation
of the components.
Fist we describe the generic problem of noisy in-
dependent component analysis. In the next section
we formulate auto-correlations in continuous spaces
and how to include them in our model. Ways how to
approximate the model in a feasible fashion are dis-
cussed in Sec. IV. In order to infer all parameters we
have to draw samples from the approximate posterior.
We describe a procedure how to obtain such samples.
After briefly stating the full algorithm, we discuss its
convergence and demonstrate its performance on two
numerical examples showcasing different measurement
situations.
II. NOISY ICA
The noisy ICA [13] describes the situation of mul-
tiple measurements of the same components in differ-
ent mixtures in the presence of noise. Each individual
measurement i at some position or time x results in
data di,x which has a noise contribution ni,x, as well
as a linear combination Mij of all components sj,x
which also have some spatial or temporal structure.
The data equation for this is process is given by
di,x = Mijsj,x + ni,x . (3)
Here we use the summation convention over multiple
indices. The mixture Mij acts on all positions equally
and therefore does not depend on a position index.
We can simplify the notation of the equation above
by simply dropping the position index, interpreting
those quantities as vectors. What remains are the
measurement and component indices.
di = Mijsj + ni (4)
We can go even further by introducing the multi-
measurement vector d as a vector of vectors, con-
taining the individual measurements, and noise n, as
well as the multi-component vector s, consisting of all
components. Then one can use the usual matrix mul-
tiplication with the mixture M to end up with the
index-free formulation of this equation as
d = Ms+ n . (5)
We want to modify this expression in two ways. The
first one is to describe the components not as vectors,
but as fields. On the one hand true components usu-
ally should resemble some physical reality, which is
not limited to any discretization and therefore best
described by a continuous field, therefore
sj,x → sj(x) . (6)
On the other hand our data d can never be a con-
tinuous field with infinite resolution, as this would
correspond to an infinite amount of information. It
is therefore necessary to introduce a description of
the measurement process, where some kind of instru-
ment probes the physical reality in form of the mixed
continuous components. In general this instrument is
a linear operator with a continuous physical domain
and discrete target, the data space. Including this
response operator R, the data equation becomes
di,X =
ˆ
dx Ri(X,x)Mijsj(x) + ni,X . (7)
The capital letter X represents the discrete positions
of the data, whereas x is the continuous position. We
can again drop all indices and state the equation above
in operator notation
d = RMs+ n . (8)
We have now decoupled the domains of the data from
the components. We can also not represent compo-
nents with an infinite resolution, once we want to do
numerical calculations we have to somehow specify
a discretization, but introducing the response oper-
ator allows us to choose representations completely
independent from the data and the measurement pro-
cess. The response operator also allows us to consider
any linear measurements, using different instruments
for the individual channels. One can easily include
masking operations, convolutions, transformations or
any other linear instrument specific characteristics in
a consistent way.
We will now derive the likelihood of this data model.
The noise n will be assumed to be Gaussian with
known covariance N and vanishing mean in the data
domain. We describe it as
P(n) = G(n,N) = 1|2piN | 12 e
− 12n†N−1n . (9)
The expression n† is the complex conjugated, trans-
posed noise vector. This leads to a scalar in the ex-
ponent via matrix multiplication. Using this data
3equation, we can derive the likelihood of the data d,
given components s, mixture M and noise realization
n. This is a delta distribution as the data is fully
determined by the given quantities.
P(d|s,M, n) = δ(d− (RMs+ n)) (10)
However, the realization of the noise is not of interest
and we will marginalize it out using the Gaussian noise
model given in Eq. 9.
P(d|s,M) =
ˆ
Dn δ(d− (RMs+ n))G(n,N) (11)
= G(d−RMs,N) (12)
Taking the negative logarithm provides us with the
information Hamiltonian1 of the likelihood, also called
negative log-likelihood.
H(d|s,M) ≡ − ln [P(d|s,M)]
=
1
2
(d−RMs)†N−1(d−RMs)
+
1
2
ln|2piN | (17)
III. AUTO-CORRELATION
The components we want to separate exhibit auto-
correlation and we want to exploit this essential prop-
erty. A component si(x) has some value at each lo-
cation in its continuous domain. We define the scalar
product for two fields as j†s ≡ ´ dx j∗(x)s(x), where
j∗(x) expresses the complex conjugate of the field j
at position x. We can express the two-point auto-
correlation as
Si(x, x
′) ≡ 〈si(x)s∗i (x′)〉P(si) , (18)
which is a linear operator encoding the internal cor-
relation of the component si. Assuming statistical
homogeneity, the correlation between two locations
Si(x, x
′) only depends on their position relative to
each other.
Si(x, x
′) = Si(x− x′) (19)
1 The information Hamiltonian emerges from the analogy (or
equivalence) of information theory to statistical physics:
P(s|d) =P(s, d)P(d) ≡
e−H(s,d)
Z(d) , with information Hamiltonian
(13)
H(s, d) =− lnP(s, d)and partition function (14)
Z(d) =
ˆ
Ds e−H(s,d) (15)
H(s, d) therefore contains all available information on the sig-
nal s and is often a more practical object perform do calcu-
lations with than the equivalent probability distributions, as
information Hamiltonians are additive:
H(s, d) = H(d|s) +H(s) (16)
Furthermore, we can now apply the Wiener-Khinchin
theorem [14] and identify the eigenbasis of the cor-
relation with the associated harmonic domain, which
for flat spaces corresponds to the Fourier basis. This
is convenient for the implementation of the algorithm
because it allows us to apply the correlation operator
in Fourier space, where it is just a diagonal operation
and efficient implementations for the Fourier transfor-
mation of the components are available as well. This
approach stays feasible even for high resolutions of the
components, as the representation of the covariance
scales roughly linearly in Fourier space, but quadrat-
ically in position space.
For components with correlations in more than one
dimension, it might also be advantageous to assume
statistical isotropy. With this, the correlation only de-
pends on the absolute value of the distance between
two points. We can then express the correlation struc-
ture by a one-dimensional power spectrum.
In this paper we assume the correlation structure
of a component to be known. In principle it could
also be inferred from the data with critical filtering
[15]. The idea of critical filtering is to parametrize
the power spectrum and additionally infer its param-
eters. This allows us to separate auto-correlated com-
ponents without knowing the correlation structure be-
forehand. Critical filtering has been successfully ap-
plied in multiple applications [16–18] and can be in-
cluded straightforwardly in this model. In order to
keep the model simple we choose not to discuss this
case in detail here.
We use the known correlation structure Si to con-
struct a prior distribution of the components si, in-
forming the algorithm about the auto-correlation.
The least informative prior with this property will be
a Gaussian prior with vanishing mean and covariance
Si
P(si) = G(si, Si) . (20)
Conceptually this is a Gaussian distribution over the
continuous field si. In any numerical application we
have to represent the field in a discretized way and this
distribution becomes a regular multivariate Gaussian
distribution again. Assuming independence of the in-
dividual components, the prior distributions factorize
and we write
P(s) =
∏
i
G(si, Si) (21)
≡ G(s, S) . (22)
The product of Gaussian distributions can be writ-
ten in the compact form of a combined Gaus-
sian over the multi-component vector s with block-
diagonal correlation structure expressing the indepen-
dence of the different components of each other, i.e.
〈si(x)sj(x′)〉P(s) = 0 for i 6= j. The prior indepen-
dence actually implements the underlying assumption
of any ICA method as stated in Eq. 2.
It is worth emphasizing that this way of formulat-
ing the correlation structure allows us to apply the
resulting algorithm regardless of the dimension. At
the end we will demonstrate one dimensional cases
4for illustration purposes, but without any changes the
algorithm generalizes to two, three and n-dimensional
situations. Even correlations on curved spaces such as
on a sphere can be considered by replacing the Fourier
basis with the corresponding harmonic basis.
The information Hamiltonian of this prior distribu-
tion is given by
H(s) = 1
2
s†S−1s+
1
2
ln|2piS| . (23)
We now constructed a likelihood from our data model
and a prior distribution over the components, encod-
ing their auto-correlation. Using Bayes theorem we
can derive the posterior distribution over the compo-
nents s and their mixture M via
P(s,M |d) = P(d|s,M)P(s,M)P(d) . (24)
We did not discuss any prior distribution over the
mixture M as we do not want to restrict it in any
way. Any problem-specific insights about the mixture
should be expressed right here. The prior distribu-
tions can in our case be written as
P(s,M) ∝ P(s) = G(s, S) (25)
and thereby implicitly assuming a flat and inde-
pendent priors on the entries of M . The evalua-
tion of P(d) is not feasible as it involves the in-
tegration over both, the mixture and signal of the
joint probability distribution. Therefore we have to
think of approximative approaches. First we state
the posterior information Hamiltonian H(s,M |d) =
−ln(P(s,M |d)) without any component or mixture
independent terms.
H(s,M |d) =1
2
s†M†R†N−1RMs− s†M†R†N−1d
+
1
2
s†S−1s+ const(d). (26)
IV. APPROXIMATING THE POSTERIOR
A typical approach to a problem like this is to take
the most likely posterior value as an estimate of the
parameters. This is achieved by minimizing the infor-
mation Hamiltonian above. It can be interpreted as an
approximation of the posterior distribution with delta
distributions peaked at the most informative position
in the sense of minimal Kullback-Leibler (KL) diver-
gence [19] between true and approximated posterior.
For this the latter can be written as
P˜MAP(s,M |d) = δ(s− sMAP)δ(M −MMAP) . (27)
This approximation turned out to be insufficient for a
meaningful separation of the components as we will il-
lustrate in Sect. VIII. Iterating the minimization with
respect to the components and the mixture we do not
obtain satisfying results. The maximum posterior es-
timate is known to over-fit noise features. This has
severe consequences in this component separation as
it relies on iterative minimization of the Hamiltonian
with respect to one of the parameters. In each step
we over-fit which affects the consecutive minimization.
In this way we accumulate errors in the parameters,
leading to unrecognizable, strongly correlated compo-
nents. During the minimization the MAP algorithm
approaches reasonable component separations but it
does not converge to those and continues to accumu-
late errors, converging somewhere else. This behavior
can be seen in Figure 1, showing the deviation of cur-
rent estimates to the true components for the MAP
case, as well as the algorithm discussed in the follow-
ing.
Our strategy to solve this problem is to choose a
richer model to approximate the posterior distribu-
tion which is capable to capture uncertainty features
and reduce over-fitting. Instead of using a delta-
distribution to describe the posterior components, we
choose a variational approach using a Gaussian distri-
bution whose parameters have to be estimated. For
the posterior mixture we stay with the initial descrip-
tion of the point estimate as this turns out to be suf-
ficient for many applications. We therefore approxi-
mate the true posterior with a distribution of the form
P˜(s,M |d) = G(s−m,D)δ(M −M∗) . (28)
In this approximation we describe our posterior
knowledge about the mixture M with the point-
estimate M∗ and about the components s by a Gaus-
sian distribution with mean m and covariance D . We
will use m as the estimate of our posterior compo-
nents and the covariance D describes the uncertainty
structure of this estimate. Compared to the prior co-
variance S, the posterior covariance does not have to
be diagonal in the harmonic domain, as the likelihood
typically breaks the homogeneity.
The main problem of this approximation is the
point-estimate of the posterior mixture M . With this
we assume perfect knowledge about the mixture with
absolute certainty. This is certainly not justified due
to the probabilistic nature of the problem, but this
is true for every point-estimate in any context. This
approximation also affects the posterior covariance of
the components D which will contain the mixture.
As we assume no uncertainty in it, we will not con-
sider any errors in the mixture and therefore under-
estimate the true uncertainty of the components. In
the low noise regime this effect is negligible, it will
become larger for low signal-to-noise ratio, as we will
see in the numerical examples. This model, however,
seems to perform reasonably well in relatively high
noise regimes, but one has to take the error estimates
with caution and keep in mind that those will be un-
derestimated. One could easily think of a more com-
plex model performing even better and more accurate
in the high noise case. For example also approximat-
ing the mixture with a Gaussian distribution or using
one large Gaussian distribution, also accounting for
cross-correlations between components and the mix-
ture. Those models come with the cost of dramatically
increased analytical and numerical complexity. As no
analytic form of the posterior is available, the best
solution possible can be obtained from sampling the
posterior, which can can become computationally ex-
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Figure 1. The mean deviation of the current estimates
from the true components during the minimization for all
three example scenarios compared to the estimated uncer-
tainty of the final result.
tremely expensive, as the dimensionality of the prob-
lem scales with the resolution of the components. We
choose the approximation given in Eq. 28 as it should
capture the relevant quantities while being as simple
as possible.
In order to estimate the parameters of the distribu-
tion in Eq. 28, we have to minimize its KL divergence
to the initial posterior. The divergence is defined as
KL
[
P˜(s,M |d)||P(s,M |d)
]
≡ (29)
≡
ˆ
DsDM P˜(s,M |d) ln
[
P(s,M |d)
P˜(s,M |d)
]
(30)
= 〈H(s,M∗|d)〉G(s−m,D)
− 〈ln [G(s−m,D)]〉G(s−m,D) . (31)
The integration over the mixture just replaces every
M by M∗. In order to keep the expressions shorter
we will drop from now on the star and will use in all
further calculations just the symbol M . We now have
to calculate Gaussian expectation values of the total
information Hamiltonian. We can perform this calcu-
lation with the cyclical property of the trace operation
and the identity
〈ss†〉G(s−m,D) = mm† +D . (32)
The second expectation value in the KL-divergence
corresponds to the entropy of the Gaussian distribu-
tion. The analytic expression then reads
KL =
1
2
m†M†R†N−1RMm+
1
2
Tr
[
M†R†N−1RMD
]
−m†M†R†N−1d
+
1
2
m†S−1m+
1
2
Tr
[
S−1D
]
+ Tr [1 + ln(2piD)] . (33)
We have to minimize this expression with respect to all
parameters of our approximate distribution, namely
m, D and M .
We will start with the posterior component mean
m. Comparing the terms of the Hamiltonian in Eq.
26 containing s with the ones in the KL containing m
we find their analogous structure. Given some mixture
M the minimum will be identical. We can solve for
the posterior mean by setting the derivative of the
KL-divergence with respect to it to zero:
δKL
δm†
!
= 0 (34)
= −M†R†N−1d
+M†R†N−1RMm+ S−1m (35)
⇒ m = (M†R†N−1RM + S−1)−1M†R†N−1d (36)
The structure of the solution looks familiar. In fact it
is the Wiener filter solution [20] for a known mixture.
We can also solve for the posterior covariance:
δKL
δD
!
= 0 (37)
⇒ D = (M†R†N−1RM + S−1)−1 (38)
This also turns out to be the Wiener covariance for
known mixture. We can then define the information
source j and write the approximate posterior mean in
terms of the Wiener filter formula:
j ≡M†R†N−1d (39)
m =Dj (40)
If we know the mixture M a Gaussian with mean m
and covariance D would be the exact posterior of the
components given the data.
Now we also have to calculate the derivative of the
KL-divergence with respect to the entries of the mix-
ture matrix Mij while keeping m and D fixed. In this
calculation the trace term
1
2
Tr
[
M†R†N−1RMD
]
(41)
in the divergence does not vanish as it contains the
mixture M and will gives rise to the required uncer-
tainty corrections, regularizing the mixture and there-
fore making the algorithm converge. Unfortunately
this term is numerically challenging. The trace of
an operator can be extracted via operator probing
[21, 22]. This involves multiple numerical operator
inversions using conjugate gradient method which is
computationally expensive.
We will choose another approach which avoids the
trace expressions by taking them implicitly into ac-
count. For this purpose we still have to solve multiple
linear systems, but we found the new approach to be
numerically more stable and more general as it can
also be applied in cases we do not have explicit ex-
pressions.
In order to obtain the analytic expression of the KL-
divergence we calculated the expectation value of the
information Hamiltonian with respect to the approx-
imate posterior Gaussian distribution which gave rise
to the trace terms in the first place. To avoid them we
6will consider the KL-divergence before performing the
averaging over the approximating Gaussian and keep
it that way during the derivation of the gradient. To
estimate the resulting expressions we approximate the
averaging by replacing it with an average over samples
drawn from the distribution G(s−m,D). All relevant
terms in the KL-divergence concerning M read:
KLM =
1
2
〈s†M†R†N−1RMs〉G(s−m,D)
−〈d†N−1RMs〉G(s−m,D) (42)
For the minimization with respect to the mixture M
we assume the posterior mean m and covariance D
to be fixed, so we can calculate the derivative of the
expression above with respect to the mixture ignoring
the expectation value:
δKLM(s,M |d)
δMij
= 〈s†M†R†N−1R1ijs〉G(s−m,D)
−〈d†N−1R1ijs〉G(s−m,D) (43)
The operator 1ij with (1ij)i′j′ = δii′δjj′ singles out
the position of the entry ij. It is of the same shape
as the mixture matrix with all entries zero, except for
the one at the position ij. Comparing this term to
the derivative of the information Hamiltonian
δH(s,M |d)
δMij
= s†M†R†N−1R1ijs
− d†N−1R1ijs (44)
which is used in the maximum posterior approxima-
tion, the main difference to our method becomes ap-
parent. In the maximum posterior approach only a
point estimate for the components s is used. Our
approach replaces the minimization of the Hamilto-
nian with the minimization of the mean Hamiltonian
under the approximated Gaussian, taking the uncer-
tainty structure of the components into account.
Setting the our mixture gradient to zero allows us
to solve for the mixture in a Wiener-filter-like fashion
M =
〈
s†1†R†N−1R1s
〉−1 〈
d†N−1R1s
〉
(45)
The first part serves as a Wiener covariance and the
second term corresponds to an information source for
M .
At some point we have to evaluate all those expec-
tation values numerically to minimize the divergence
with respect to the mixture M .
The terms we want to calculate are expectation val-
ues of the Gaussian distribution G(s−m,D), but they
will introduce impractical trace terms. Instead we
want to approximate it with a set of L samples {s∗}
distributed according to G(s −m,D) using the sam-
pling distribution.
G(s−m,D) ≈ 1
L
L∑
l=0
δ(s− s∗l ) (46)
Using this distribution, the expectation values are re-
placed with the average over the set of samples. In
the next section we will discuss how to obtain those
samples from the distribution.
V. APPROXIMATE POSTERIOR SAMPLING
Drawing samples from the approximate posterior
distribution for the components is challenging, as we
do not have direct access to its eigenbasis in which
the correlation structure is diagonal. If we had, we
could draw independent Gaussian samples with mean
zero and variance one in each dimension, weight them
with the square root of the eigenvalue to adjust to
the correct variance and apply the transformation to
position space given by the eigenvectors. At this point
the sample has the correct correlation structure and
has only be adjusted to the correct mean by adding
it.
The main task is therefore to get samples with the
correct correlation structure. In the case of our ap-
proximate posterior
P˜(s|d) = G(s−m,D), (47)
we have to find residuals (s−m) which satisfy
〈(s−m)(s−m)†〉G(s−m,D) = D . (48)
Obviously we do not have access to the true compo-
nents s. What we do have is a prior belief about them.
Its correlation is diagonal in the Fourier domain for
each component and we can easily generate a samples
from it using the description above.
s′ x G(s, S) (49)
Those components s′ have nothing to do with the true
components, except their correlation structure. We
now want to find an m′ which satisfies
〈(s′ −m′)(s′ −m′)†〉G(s′−m′,D) = D . (50)
The posterior covariance is a Wiener Filter covariance
described by
D−1 = M†R†N−1RM + S−1 (51)
with given mixture M , instrument response R, noise
covariance N and prior signal covariance S. We can
reconstruct the quantity m′ from the data we would
have obtained if s′ were the real components. We
therefore have to simulate the measurement process of
the arbitrary sample s′ using our linear data equation
d′ = RMs′ + n′ . (52)
We can draw an noise realization n′ from the prior
noise distribution G(n,N) which is diagonal in data
space. On this mock data we simply perform a Wiener
Filter reconstruction
m′ = Dj′ , with (53)
j′ ≡ M†R†N−1d′ . (54)
This is the numerical costly part of the sampling pro-
cedure as it involves a conjugate gradient to solve the
system.
However, once we obtained the reconstruction m′ of
the mock signal s′ we can calculate the residual, which
7follows exactly the correlation structure encoded in D.
The components s′ are now a sample drawn from the
distribution G(s′ −m′, D). What we actually want is
a sample s∗ from G(s∗ −m,D), originating from our
true data. The residuals of both distributions have
the same statistical properties, thus we can therefore
set them equal and solve for s∗.
s′ −m′ != s∗ −m (55)
s∗ = s′ −m′ +m (56)
Those components s∗ now exactly behave according
to G(s∗ −m,D) with mean m and covariance D. We
can use samples drawn by this procedure to calculate
the expectation values we need in the minimization
process for the mixture.
Furthermore, we can use the samples to easily es-
timate arbitrary posterior properties, such as the un-
certainty of our component estimate.
Let us briefly summarize this approach for approx-
imate posterior sampling. We start with a sample s′
drawn independently from the component prior, use
those to set up a mock observation, which provides us
with mock data d′. We Wiener filter this data to get
the posterior mean m′. The only thing we are inter-
ested in from this calculations is the residual s′−m′, as
it allows us to construct a sample s∗ from the mean m
of the distribution we are actually interested in. The
more samples we draw this way the better the sam-
pling distribution approximates the true distribution.
However, we want to use as few samples as possible
as their calculation is computationally expensive, not
only during the sampling procedure, but also their
usage in all further calculations, such as gradient es-
timations. During the alternating minimization with
respect to the mean components m and the mixture
M , we have to permanently recalculate the samples
as the mean and mixture is constantly changing. We
found that it is practical to start with few samples and
to increase their number during the inference. Note
that the KL divergence is not fully calculated and also
only estimated through the samples, therefore this es-
timate inherits stochastic variations.
VI. THE ALGORITHM
Now we have all the tools to set up an iterative
scheme to minimize the KL divergence in order to infer
the parameters of our approximation.
In order to use this algorithm we need knowledge
on the characteristic noise behavior encoded in the
correlation structure N , as well as on the statistical
properties of the individual components described by
the prior covariance S. In addition we have to specify
the number of components we want to infer.
We will start with a random guess for the mixture
M and use it to estimate our initial mean components
m and covariance D under the assumption the initial
guess of the mixture is correct using the Wiener Filter.
D−1 = M†R†N−1RM + S−1 (57)
j = M†R†N−1d (58)
m = Dj (59)
We have now the first estimate of the approximate
posterior distribution G(s − m,D). In order to esti-
mate a new mixture we can draw a set of independent
samples {s∗} from this distribution using the proce-
dure described in the previous section.
{s∗}x G(s−m,D) (60)
We use those to replace the Gaussian expectation
values with averages over the sampling distribution,
which allows us to solve for a new estimate for the
mixture, using the Wiener-Filter-like formula:
M =
〈
s†1†R†N−1R1s
〉−1
{s∗}
〈
d†N−1R1s
〉
{s∗} (61)
Now we have to take care of the multiplicative de-
generacy between between the components and their
mixture vector. We therefore normalize each column
of the mixture to an L2-norm of ||M†j || = 1, multiply-
ing each component mean accordingly by the normal-
ization factor to keep the product Mm unchanged.
If the power-spectrum of the components are un-
known, we perform here a critical filter step [15],
which we choose not to discuss at this point.
This way we obtain a new estimate for the mixture,
which allows us to estimate new component means
and covariances, which allows us to draw new samples,
which we can use for a new mixture, and so on, until
the algorithm converges. We will discuss its converges
in the next section.
However, after the algorithm has converged we can
use the samples to calculate any posterior quantity
of interest involving the components and estimate its
uncertainty. One example would be the spatial uncer-
tainty of the component reconstruction by evaluating
Dxx =
〈
(sx −mx)2
〉
{s∗} . (62)
VII. ON ITS CONVERGENCE
Each estimate of a new parameter on its own will
reduce the remaining KL divergence between our ap-
proximated posterior and the true posterior, at least
stochastically. The stochasticity is due to the noise
introduced by the sampling and can be reduced by us-
ing more samples, for the price of high computational
cost. Let us briefly discuss the symmetries, structure
and minima of the Kullback-Leibler divergence as it
is stated in Eq. 33. We start with two likelihood
contributions
KL =̂
1
2
m†M†R†N−1RMm−m†M†R†N−1d. (63)
Here, we have a unique minimum for the mixed com-
ponents Mm due to the quadratic structure in the
case R†N−1R is a full rank operator, otherwise its
null space is unconstrained.
8In addition to this, individual mixtures M and com-
ponent means m, the terms above exhibit two symme-
tries, as we can multiply the mixtures for each com-
ponents with arbitrary factors while dividing the cor-
responding components by according factors. This in-
troduces a submanifold of minimal energy.
Finally, we can just interchange the components
while also swapping the entries of the mixing matrix.
Depending on the number of components, we get ad-
ditional c! times as many minima, with c being the
number of components.
The only other terms concerning the mixture and
components are their other likelihood contribution
and the component prior term
KL =̂
1
2
Tr
[
M†R†N−1RMD
]
+
1
2
m†S−1m , (64)
which are both quadratic terms in m and M , respec-
tively, with positive sign and therefore do not intro-
duce additional minima, but eliminate some degener-
acy. First of all, these terms constrain the null space
degeneracy to one single point. The multiplicative
degeneracy between M and m is also broken as both
quadratic terms regularize like L2 norms. What re-
mains is the degeneracy of the multiplication of M
and m with −1 for each component, allowing for 2c
possibilities. Thus, instead of entire submanifolds of
optimal solutions we end up with a total of 2cc! min-
ima of the KL divergence with respect to M and m.
In the case that the prior covariances for the individ-
ual components in S are not identical, the interchange
symmetry is broken and all those minima do not have
the same divergence anymore. Therefore, using a gra-
dient descent method we do not necessarily end up
in a global minimum. This can be solved by discrete
optimization steps, trying all possible permutations of
the mixture and components and picking the one with
smallest KL divergence.
This problem also vanishes if one also infers the
prior correlation structure as the prior then adapts to
the chosen permutation, leading to a global minimum
for sure.
We have seen that in the case of the same prior
correlation structures for all components all minima
of the divergence are global minima and we therefore
will converge to an optimal solution irrespective of the
starting position.
The speed of convergence, however, is hard to esti-
mate as we rely on the iteration of consecutive min-
imizations of our parameters. Each individual mini-
mization converges rather quickly, depending on the
condition numbers of the matrices involved, as we in-
vert them by the conjugate gradient method. The to-
tal convergence rate should depend on the correlation
between the component means m and mixtures M in
the KL divergence. The less they are correlated, the
faster the individual parameters should reach a min-
imum. Strong correlations, however, do not allow for
large steps, therefore being slower.
Practically the computational effort highly depends
on the choice of various quantities. The algorithm is
divided into two distinct minimizations for the mean
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Figure 2. The correlation structure of both components in
Fourier space in double logarithmic representation.
components m and mixture M of different dimension-
ality, which is the main source of computational cost.
The dimensionality of the component part scales lin-
early with the number of components and their resolu-
tion, at least in the one-dimensional case. For higher
dimensional components the resolution scales accord-
ingly. The costly part in this minimization is the nu-
merical inversion of an implicit operator in order to
solve a Wiener Filter problem. The minimization with
respect to the mixture is rather cheap, having the di-
mension of number of components times number of
data channels. Drawing one posterior samples, how-
ever requires a Wiener Filter of the complexity of the
first part. We therefore want to keep the number of
samples as low as possible, at least at the beginning
of the inference. We can increase the number of sam-
ples towards the end, reducing the statistical sampling
noise.
The entire algorithm consists of a large number of
consecutive minimizations. The accuracy to which
each of them is performed greatly effects the overall
performance. We want to avoid unnecessary accuracy
wherever possible, as all parameters are changing con-
stantly and for the mixture the KL divergence is only
a statistical estimate with uncertainties itself. There-
fore we would waste computation if we aim for high
accuracy initially. Towards the end, as the number
of samples increases, one might also increase the ac-
curacy. How to optimally steer this is rather difficult
and currently requires case by case optimization.
VIII. NUMERICAL EXAMPLES
We implemented the algorithm as outlined above
in Python using the package NIFTy (Numerical In-
formation Field Theory) [23], allowing a coordinate
free implementation. For our two numerical examples
we will use synthetic data generated according to the
model. The first one will describe a rather simple case
with moderate, but present noise.
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Figure 3. Data of the first scenario in five channels from
noisy measurements of two linearly mixed components.
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Figure 4. Correct, reconstructed and maximum posterior
components with error estimate in scenario one of the data
shown in Fig. 1.
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Figure 5. Correct, reconstructed and maximum posterior
mixtures in scenario one.
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Figure 6. Measurements with failing sensors and varying
noise levels in scenario two. Note the changed scales.
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Figure 7. Reconstruction of the independent components
using the noisy data set of scenario two shown in Fig. 5.
with error estimates.
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Figure 8. Reconstructed mixtures from the noisy data set
in scenario two.
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In the second example we will challenge the al-
gorithm with a more realistic measurement. We
will model randomly failing measurement sensors by
masking areas of the data set. In addition each sensor
will exhibit a individual noise covariance of signifi-
cantly increased strength. For the comparison we will
use the same component realizations and mixture as
used before.
In our examples, we measure five different mixtures
of two independent components. Each channel con-
sists of 1024 data points probing equally spaced lo-
cations of the unit interval over which our periodic
components live. In the first example the measure-
ments are corrupted by noticeable noise of zero mean
and diagonal covariance of σ2n = 0.1. The response
operator R in this case is just the identity operator
Rxy = δ(x − y) . The data are illustrated in Figure
3. Both components are generated by drawing a re-
alization from the prior distribution P(s) with power
spectrum
Pc(k) =
1
4k2 + 1
. (65)
This describes the spatial correlation by a falling
power law in Fourier space2 which is typical for many
physical processes.This function is shown in Figure 2.
By choosing the same power spectrum for both com-
ponents we can ignore the problem of multimodal-
ity of the probability distributions as all minima are
equally global minima. The values of the mixture en-
tries are drawn independently from a Gaussian distri-
bution with vanishing mean and unit variance. Af-
terwards the entries corresponding to one component
are normalized to fix the multiplicative degeneracy be-
tween mixture and component.
The number of samples s∗ used to estimate the mix-
ture was initially one per iteration and was increased
to 25 at the end of the reconstruction. We iterated the
algorithm 300 times, after which the reconstruction
converged. The results of the analysis are shown in
Figure 4 and 5. The reconstructions are corrected for
the degeneracy of the signs and are compared with the
true corresponding components and mixtures while
keeping the product Mm constant. We can clearly re-
cover the morphological structure of the distinct com-
ponents with high accuracy. The one sigma uncer-
tainty contours estimated as
√
Dxx quantify the esti-
mated error reasonably well. The structure of the mix-
ture is recovered, only small deviations from the true
mixture are present. We can even recover relatively
small structures of the components as the algorithm
uses the combined information of all channels simulta-
neously, increasing the effective signal-to-noise ratio,
leading to higher resolutions. Denoising each individ-
ual channel first and then applying a noise free ICA
method cannot reach that resolution as it is limited
to the signal to noise ratio of the individual channels.
We also show the result of maximizing the posterior
with respect to s and M for this scenario. The initial
2 We use here the numerical Fourier convention of f(k) =´ 1
0 dx f(x) e
2piikx.
components are not recovered and the suggested so-
lutions are highly anti-correlated. This demonstrates
the necessity of the uncertainty corrections emerging
from the presented model, represented by Eq. 41 and
the averages in Eq. 42.
In the second example we used the same setup as
before with the same two components and five data
channels. We only modified our measurement instru-
ment to resemble typical properties of true sensors.
We randomly masked 22% of the total area by se-
quences of 64 measurement points each. Additionally
we assign each sensor an individual noise covariance.
The noise level will be significantly higher in this case,
ranging from a factor of two up to 25 times the vari-
ance compared to the previous example. The data
are shown in Figure 6. By eye it is hard to identify
any components, only hints of correlated structures
can be recognized. We can encode the failing sensors
in the instrument response operator R as masks and
the varying noise in the noise operator N and run ex-
actly the same algorithm as before. The result can
be seen in Figure 7 and 8, again with corrected signs
and compared to the true corresponding components.
The morphological structure is recovered despite the
significantly more hostile conditions. The overall un-
certainty is consequently higher than before and there-
fore small scales are not as well resolved. Due to the
masking we observe modulations in the uncertainty
structure. In some parts the uncertainty does not fully
cover the deviations from the true components. As we
do not take the uncertainty structure of the mixture
into account we have probably underestimated the er-
ror. In the mixture we also observe larger deviations
from the correct mixture, but in general we recover it
well.
The convergence behavior for all three examples can
be seen in Figure 1. It shows the mean deviation of
the current estimate mt of the components from the
true components s in each iteration step t, corrected
for the degeneracy. We calculated it according to
t =
√
(mt − s)†(mt − s)
l
, (66)
where l is the number of sites, given by the resolution
of the components. We would expect this quantity
not to become smaller than the expected deviations
originating from the error estimate of the final result,
which therefore sets the lower limit. It is shown as
the two horizontal lines for the high and low noise
case. During the inference the mean deviation declines
towards this limit for both cases, but does not reach
it.
This indicates that the error estimate of the re-
sult underestimates the error slightly, a finding that
is not surprising as we do not take uncertainties of
the mixture into account. The higher the noise level
the more this effect becomes relevant, whereas in the
low noise case it is almost negligible. We can also ob-
serve the statistical nature of the minimization due
to the sampling in the noisy trajectory. Compared
to that the maximum posterior minimization follows
a smooth line. In this plot we can also nicely see
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the divergence of using just maximum posterior. It
starts approaching the true components, roughly at
the same speed as the KL-approach in the same situ-
ation, but then slows down and starts to accumulate
errors and clearly diverges, while the other method
continues converging.
IX. SUMMARY
We derived a new method which allows for the sep-
aration of independent components from noisy mea-
surements exploiting their auto-correlation. This was
done by first describing the measurement process as
a linear mixture of component fields which are ob-
served by some linear measurement instruments un-
der additive, Gaussian noise. From this model we de-
rived the likelihood. Assuming homogeneity of the
auto-correlation of the components we could express
their correlation structure as a diagonal operator in
the Fourier basis. From this assumption we derived
the least informative prior distribution over the com-
ponents in form of a Gaussian distribution. No prior
assumptions about the mixture entries were made, but
such could be added easily. Using the model likelihood
and the component prior, we derived an expression
for the posterior probability distribution by applying
Bayes theorem.
As this expression was not accessible analytically
we approximated it by the product of a Gaussian dis-
tribution for the components and a delta distribution
for the mixture entries. In order to infer the param-
eters of the approximation we proposed a scheme to
minimize the Kullback-Leibler divergence of this dis-
tribution to the true posterior. It involved iterative
Wiener filtering of the components and the mixture.
For estimating the mixture we considered uncertainty
corrections originating from the Gaussian approxima-
tion for the component maps. These turned out to be
essential for obtaining accurate estimates of the mix-
ture matrices. A joint MAP estimate of fields and
mixtures tends to provide incorrect results. In order
to evaluate the corrections we outlined an approach
how to draw independent samples from the approxi-
mate Gaussian posterior distribution.
In two numerical examples we demonstrated the ap-
plicability of the derived algorithm. The first case
involved moderate noise and recovered the true com-
ponents and mixtures with high accuracy. The es-
timated error of the components was reliable. The
second example models randomly failing sensors and
a significantly higher, varying noise level applied to
the same components. The morphology of the mix-
ture and components was recovered here as well, the
error was slightly underestimated due to the involved
point estimate of the mixture. Overall the algorithm
delivered satisfying results and can also be applied
in complex measurement situations in the high noise
regime.
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