Background: With the fast development of next generation sequencing technologies, increasing
Background
In recent years, more and more large genomes have been assembled by Whole-Genome-Shotgun (WGS) short reads generated from next generation sequencing (NGS) technologies [1] , including the panda [2] , potato [3] , and many others. Many genomes are highly repetitive [4] or polyploid [5] , and some species have highly heterozygous diploid genomes [6] . These genomic characteristics will increase the difficulty of the assembly processes, resulting in incomplete and fragmental assembled sequences [7, 8] , making it impossible to infer the accurate genome size and repeat content only based on these assembled sequences. Another issue is that when genomes have an extremely-high repeat content or heterozygous rate or are polyploid, the assembled sequences using current available algorithms and short reads may become too fragmental and even unusable, and so it is very important to get an accurate estimation of genomic characteristics before deciding whether or not to start large-scale genome sequencing project.
Several experimental technologies have been developed to explore these genomic characteristics.
Feulgen densitometry and flow cytometry are the two most popular techniques used to estimate the genome size, which is presented as the C-value [9] . DNA reassociation kinetics, also known as C 0 t analysis, is usually used to measure and classify the repetitive DNA sequences in a genome [10] . Some previous studies have performed estimation of heterozygosity using molecular markers [11] or DNA microarrays [12] , however, the performance of these techniques is often poor.
In de novo genome projects, analyzing the k-mer frequency, which is independent of genome assembly, is widely used as an alternative way to estimate the genome size [2, 3, 13, 14] . However, most projects have adopted a very rough estimation method (denoted below as "integer precision estimation"), and their estimations are often not so accurate. The group of Michael S. Waterman was the first to perform systematic study on the estimation of genome size and repeat structure using k-mer frequency, and in 2003 they published a basic estimation method using the Mixed--3 -Poisson Model and EM algorithm [15] . Built on theoretically perfect data, their method has many limitations, and the authors did not provide a usable tool for real application. In 2009, Shan & Zheng extended the Michael S. Waterman's method, and published a more generally applicable software for genome size prediction (GSP) using the Bayesian estimation (BE) and EM iteration [16] . GSP was initially developed for perfect data, and then adopts a simple approach to tolerate some sequencing errors. Due to the quite complex characteristics of real sequencing data and the immature status of the two methods, neither of them has been widely adopted by real applications till now. Besides from them, we can't find other more formal publications on this issue. In fact, it is still very difficult for non-bioinformaticians to estimate the genomic characteristics properly.
In this article, we developed a more sophisticated method to satisfy the demands of real applications. We improved the estimation accuracy over existing methods by introducing the kmer individuals and float precision estimation technique, and our method fully considers sequencing characteristics such as error and coverage bias and has integrated a module for processing them in order to get the best estimation of genomic characteristics. Futhermore, we extend the previous application of estimating genome size and repeat structure to heterozygous rate estimation. We also studied how the various genomic and sequencing characteristics affect the estimation accuracy with simulated data, and demonstrated the application potential and limitations of our model using real sequencing data from several finished genome projects. We hope this work can help more genome projects to estimate the genomic characteristics more accurately, and thus assist the understanding of their genome biology. We also suggest that future genome projects, for which these genomic characteristics are not clear and may potentially pose serious problems in assembly, to initially perform some small-scale sequencing (5~25X) and estimate the genomic characteristics by k-mer frequency, which can then help determine the best large-scale sequencing strategies and most suitable assembly algorithms.
Methods

Counting k-mer frequency
The counting of k-mer frequency in the sequencing data can be carried out using many of the currently available tools, such as Meryl [17] , Tallymer [18] , and jellyfish [19] , here we use our inhouse software Kmerfreq. Note that before counting, k-mer size (K) needs to be determined. K should be kept small to prevent the overuse of computer memory, while still large enough so that most k-mers are unique in the genome. Once K is determined, the maximum number of k-mers is fixed as 4 K . More detailed methods are shown in Supplemental materials.
Estimating sequencing depth and genome size
As an easy-to-understand illustrative example, we will first discuss the simplest k-mer frequency (depth) model using hypothetical "ideal" reference genome and sequencing data. To start with, we -4 -have to introduce two concepts: genomic frequency and coverage depth, which are used to refer to the k-mer frequency counted from reference genome and sequencing data respectively. The "ideal" reference genome here is assumed to be a random sequence, with no heterozygosity and no repeats for a certain k-mer size, meaning the genomic frequency for all of these k-mers is 1. The "ideal" sequencing data here is assumed to be produced from randomly single-ended and equallength whole genome shotgun process [20] without any sequencing errors or coverage bias, such data meaning that the distribution for the start positions of reads follows a Poisson distribution.
When the read length (L) is far shorter than the genome size (L<<G), the bases and k-mers can be also thought to be generated by random processes and their coverage depth will also follow Poisson distributions [15, 21] (Figure 1a ). Based on Poisson theory as well as the relationship between base number and k-mer number, the sequencing depth (expected base coverage depth) and genome size can be calculated by formulas (1) and (2) shown below [15] , both of which are important parameters for de novo projects.
Let n base , n k-mer be the total number of bases and k-mers from sequencing data, and c base , c k-mer be the expected coverage depth for bases and k-mers, then we can get c base = n base / G and c k-mer = n kmer / G. As one read with length L generates L-K+1 k-mers, n k-mer / n base = (L-K+1) / L. Thus:
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Note: Formula (1) and (2) were firstly deduced by Michael S. Waterman's group [15] , and we list them here to help understanding of the bellowing formulas. For simplification, in the following parts of this paper, we will exclusively use c to represent c k-mer , and n to represent n k-mer .
Given that the read length (L) and k-mer size (K) are fixed values, to accurately estimate the sequencing depth and genome size using the above formulas (1) and (2), we must firstly determine two parameters: the total number of k-mers (n) and the expected k-mer coverage depth (c). The n parameter can be directly obtained from the k-mer counting results. The parameter c is the key parameter to be estimated in this part [15, 16] , and it can be inferred from the widely adopted
Poisson distribution of k-mer frequency, denoted here as the k-mer species curve (Figure 1a ), represented in formula (3), which fits well-known Waterman's estimation method [15] . Here we also introduce another equivalent curve, the k-mer individuals curve (Figure 1a ), represented in formula (4) . The number of k-mer individuals is the product of k-mer species number and corresponding depth value. The points on these two types of k-mer coverage depth curves indicate the ratio of k-mer species or individuals classified by each k-mer depth value respectively.From observation on Figure 1a and deduction in formula (4), we found that the k-mer individuals curve is a variation of Poisson distribution (denoted as varied-Poisson), which has the same figure shape but moves rightwards wholly by one unit. In practice, we can use either of these two curves to estimate the c value, or combine the results from each curve to make more solid estimation. The -5 -two basic models shown in formulas (3) and (4) were denoted as the "basic model" in this paper.
Probability density function of k-mer species curve for the "ideal" genome:
Probability density function of k-mer individuals curve for the "ideal" genome:
Note: Formula (3) was first introduced by Michael S. Waterman's group [15] , while formula (4) was introduced by us for the first time. x in the two probability density functions, refer to the kmer coverage depth.
After we obtained one of the two k-mer coverage depth curves, a quick and rough way is to use the observed peak depth value as the estimated c, which is an integer value. This method is denoted as integer precision estimation here, which has been widely adopted by previous and current genome projects. However, in most cases, the real c value is not an integer ( Figure 1b ). To estimate c more accurately with float precision, we developed a new algorithm by using the relationships between the neighboring points in the k-mer coverage depth distribution curve, denoted as float precision estimation here, shown as the formulas (5) and (6) . The detailed deductions are shown in Supplemental materials.
Formulas to calculate c with float precision:
( 1) 
Note: Theoretically, x is arbitrary, and a pair of neighboring points is enough for estimation of c.
However, to estimate c more accurately, it is better to calculate c independently using 5 to 10 pairs of points adjacent to the depth peak and adopt the average, to our experience.
Exploring repetitive genomes
We used the "ideal" genome to introduce the basic model above, but real genomes often contain differing amounts of repeat sequences [22] , which bring great challenges to the assembly processes [23] . In this section, we will use the human reference genome and the "ideal" sequencing data simulated from it as an example to explore the relationship between k-mers and repeats.
The k-mers localized in repeat regions will not appear uniquely in the genome, and their genomic frequencies are in line with the copy number of the repeats. We firstly counted the genomic k-mer -6 -(K=17) frequency in the human reference genome. Then k-mers were classified by each genomic frequency (i), and the ratio of k-mer species (a i ) and individuals (b i ) for each class were calculated ( Figure 2a ). We also plotted the k-mer species and individuals curves from the simulated sequencing data shown in Figure 2b . Repeats in the genome will cause several peaks on both the k-mer species and individuals curves, the heights of which are closely related to the a i and b i values respectively in Figure 2a . The k-mer species curve for repetitive genome had previously been modeled as a compound of discrete Poisson distributions [15] , shown in formula (7), each of which was generated by a class of k-mers with specific genomic frequency (i) and expected coverage depth (c i ) [15] . We showed that the k-mer individuals curve in Figure 2b can also be modeled as a compound of discrete varied-Poisson distributions in similar way, shown in formula (8) . Note that these two models are denoted as the "standard model" in this paper.
Assuming the range of genomic k-mer frequency is [ [16] groups have provided alternative EM approaches based on Bayes models, in which each k-mer species has two attributes: the genomic frequency and the coverage depth. Firstly, the experience-based or equal prior probability values are assigned to all the genomic k-mer frequencies, and then the posterior probability values for these genomic k-mer frequencies are calculated using formula (9) shown below. Next, the resulting posterior probability values are used as the input prior probability and this process is iterated until the input prior and resulting posterior probabilities are merged. During these iteration cycles, the c i values are also adjusted to be more accurate.
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Here we used a similar method to Waterman [15] and Shan [16] groups for a i estimation, but a different method for c estimation, shown in formula (10) . Essentially, this method is equivalent to applying our float precision estimation method shown in formula (5) on the part of genomic unique k-mers (genomic frequency == one). These genomic unique k-mers are obtained by removing the contributions of repeat sequences (genomic frequency >= 2) on the major peak region of the k-mer species curve, with the help of estimated a i values whose accuracy are improved along with the Bayes iteration cycles. Here the major peak should be formed by the genomic unique k-mers. If the difference between the major and minor peaks is not significant, larger k-mer size should be used, shown in Figure 2cd . Based on the compound Poisson model, we found that the genome size can be calculated by the total k-mer number (n k-mer ) and the expected coverage depth of unique k-mers (c): a i : the ratio (probability) of k-mer species with genomic frequency i, i=1,2,….,m.
v j : the ratio (probability) of k-mer species with coverage depth j, j=0, 1, 2, …,w.
c: the expected coverage depth for unique k-mer class with genomic frequency of one.
The prior probabilities:
The posterior probabilities:
Therefore giving the iteration formula:
,1, 1 1 ,1, 1 
Note: P(i) is the probability of one k-mer species with genomic frequency i. P(j|i) is the probability of one k-mer species with genomic frequency i to be covered j times in sequencing data. Although it is not possible to count v 0 , which would be the ratio of no covered k-mer species, we can calculate it by v 0 =∑a i ×P Kspecies,i (0), where t refer to the iteration cycles. The c value is recalculated by the float precision estimation method using the major peak formed by unique k-mer class with a genomic frequency of one. As the estimation of a i gets more accurate, the c value will -8 -also become more accurate.
Exploring the heterozygous genomes
Besides repeats, most diploid genomes are heterozygous to a different degree, and most current de bruijn graph (DBG) based assemblers cannot easily handle NGS short reads derived from highly heterozygous genomes. It is very useful to estimate the heterozygous rate in the early stage of a genome project. The Waterman and Shan groups have not addressed the issue of heterozygous rate estimation.
To simplify things, the heterozygosity discussed in this paper is restricted to SNPs. We firstly simulated SNP sites randomly in the "ideal" reference genome (haploid) to create "ideal" heterozygous genome (diploid) and simulated "ideal" sequencing data from it. Then the k-mers can be divided into 2 classes: the heterozygous k-mers and homozygous k-mers, which are generated by the heterozygous and homozygous genomic regions respectively. It is supposed that when the heterozygous rate is relatively low, the SNP sites will be distributed sparsely in the whole genome, so there will be ideally 2 ×K heterozygous k-mers around each SNP site. These heterozygous k-mers have half of the expected coverage depth and cause a new peak at 1/2 expected coverage depth in both the k-mer species and k-mer individuals curves shown in Figure   3ab . In order to be consistent, the k-mer genomic frequency for heterozygous genome here is counted using the two haploid genomes and then dividing them by 2, then for the "ideal" heterozygous genome here, there are only two genomic frequency values 1/2 and 1, and the heterozygous rate can be roughly estimated with a 1/2 using formula(11).
For heterozygous repetitive genome, the number of k-mer genomic frequency values will be doubled compared to non-heterozygous repetitive genome, so there will also be 1.5, 2, 2.5, 3, etc.
The k-mer species and individuals curves for repetitive genomes (human) with various heterozygous rate are shown in Figure 3cd . Theoretically, the number of peaks will also be doubled compared to non-heterozygous repetitive genome. We extend the standard model mentioned above to model heterozygosity, shown in formulas (12) and (13), and denoted as the "heterozygous model". In this model, there is no change in the formulas to estimate c and G, as well as the Bayes model to estimate the a i values except for the step of i ,which changes from integers to half of the integers for diploid genomes.
Because c should be estimated from the major peak generated by genomic homozygous unique kmers, the key problem for genome size estimation of heterozygous genome is to distinguish the peaks on k-mer species or individuals curve. In practice, we can determine the homozygous unique peak with the aids of some biological information or the rough assembly result. Though the heterozygous rate for non-repetitive genome can be estimated by formula (11) 
Dealing with sequencing error and coverage bias
The current real sequencing data usually have sequencing error and coverage bias problems, and so the k-mer species or individuals curve reflects both the genomic and sequencing characteristics, the mixture of which makes it difficult to estimate each type of characteristics accurately. Shan's group [16] has adopted a simple method to process sequencing errors, but neither Waterman's nor Shan's groups has addressed the coverage bias problems. In the following, we will show how sequencing error and coverage bias can affect the k-mer species and individuals curves, and point out methods to deal with each of them in order to improve the estimation of genomic characteristics.
Previous studies have demonstrated the k-mer distribution characteristics caused by sequencing errors [16, 19] . To be more clear, here we illustrated this problem on Figure 4abc . Sequencing error will generate a sharp left-side peak on the k-mer species curve ( Figure 4a ). As the rate of sequencing errors increases, the left-side peak becomes larger, meanwhile, other normal peaks in the curve would become smaller and also moves leftwards (Figure 4bc ). Most of erroneous kmers caused by sequencing error are non-genomic k-mers, which appear in very low frequency and form the left-side sharp peak. The frequency of the left erroneous k-mers, which have the same sequence with the genomic k-mers, will be merged with the correct k-mers. Then it is impossible to distinguish them just by frequency ( Figure 4a ).
As the distribution of erroneous k-mer is so complex, in practice, we use a simple method to deal with sequencing error adapted from that of Shan's group [16] . They just exclude the low depth kmers in the left-side sharp peak with a threshold at the lowest turning point (Figure 4a ), and take the left high depth k-mers as correct k-mers, which are used for estimating the c and a i values. Using this method, most of the erroneous k-mers have been removed, but certain number of correct k-mers will also be removed (Figure 4a ), which will reduce the estimation accuracy. In our method, we additionally use the estimated c and a i values to rebuild the theoretic distribution curve, and compare it with the real distribution curve to adjust the number of correct k-mers.
-10 - (14) and (15), and denoted as the "continuous model". In theory, i~ does not mean genomic frequency any more, and so ã i~ does not reflect ratio of genomic frequency either, but it is related to the sampling probabilities of kmers in the sequencing data.
As a practical step, we used dense ranks of i~ with either a fixed equal step or dynamic non-equal step to simulate the continuous model. If we set a fixed equal step of i~, such as 1/4, 1/8, 1/16, the continuous model is just a further extension of the heterozygous model in which the step of i is 1/2.
Here we suggest using the dynamic non-equal step model, which has advantage in both accuracy and convenience, as shown in formulas (16) and (17) . In this model, we use character "k" to replace "i~" because of the dynamic non-equal step. The estimation of ã k in the Bayes iteration is similar with that of fixed equal step models such as the standard and heterozygous models, but the estimation of c k is different, as shown in formulas (18) and (19) respectively. Based on our experiences demonstrated in Supplemental materials, we take the c k with the highest ã k value as the c value, which was used to estimate the genome size. Although it is difficult to infer genomic a i values from the estimated ã k values, we can sum up the multiple ã k values around each peak to roughly reflect each genomic a i values, especially for a 1 .
Probability function for k-mer species and individuals curves with coverage bias:
, ( ) ( )
Implementing this, we used dense ranks with dynamic non-equal steps to simulate the continuous model:
Note: m′ is the total number of Poisson distributions considered. The symbol k here stands for the order, and there is no relation between k and c k . The formulas in Bayes iterations for this dense discrete model:
Note: the formula to calculate c k here is similar to that of the Waterman group.
Results and discussion
Relationship between data coverage and estimation accuracy
In this section, we investigate how data coverage affects the accuracy of genome size estimation.
To simplify matters, we will still use the "ideal" reference genome and simulated sequencing data as an example. We evaluated the accuracy of estimation using the ratio between deviation size and real genome size (ΔG/G). The ΔG/G values calculated by the 4 different methods (k-mer species and individuals, together with integer precision estimation and float precision estimation) with various expected k-mer coverage depth were plotted in Figure 5 , and detailed methods to calculate ΔG/G values are shown in Supplemental materials. The two integer precision ways give similar results, ranging from 0.1%-10%; whist the two float precision ways also show similar results, ranging from 0.01%-0.1%. When the expected k-mer coverage depth (c k-mer ) is lower than 20, there is a roughly two orders of magnitude difference between the integer precision and float precision methods; when c k-mer is higher than 20 but lower than 85, there is still roughly a one order of magnitude difference, which illustrate the significant advantage for the float precision estimations over the integer precision estimations, especially when the c k-mer is relatively low. It should be noted that the ΔG/G values from integer precision methods appear in periodic character, and in particular the estimated genome size is almost always larger than the real value. In contrast, the ΔG/G values from float precision ways are randomly distributed, i.e. no systematic bias, which indicates the potential of getting the accurate estimation by averaging the results from multiple experiments.
Estimating with various types of simulated data
In order to evaluate the performance of our models and analyze the influence of repeat content, -12 -heterozygous rate, sequencing error and k-mer size on the accuracy of genomic characteristics estimation, we simulated 48 sets of 25X coverage data from 4 species (E. coli, Arabidopsis, Human, and Maize, the reference genome versions are shown in Table 1 ), with 4 ranks of heterozygous rates (0%, 0.01%, 0.1%, 1%) and in combination with 3 ranks of sequencing error rate (0%, 0.05%, 1%). As the sequencing coverage bias is too complex to model and simulate, it was not considered in this section. For each data set, we calculated the 17-mer and 25-mer a i values from the reference genomes. The reference genome sizes and some major a i values are shown in Table 1 , and the complete information of a i can be found in Table S1 . The k-mer species and individuals curves were plotted for each data set, and are shown in Figure S1 .
To estimate the genome size and a i values from the simulated sequencing data, we applied the heterozygous model to data sets with a heterozygous rate equal or larger than 0.1% and the standard model to the other data sets, due to the fact that the heterozygous model is not particularly sensitive with extreme-low heterozygous rate. We used ΔG/G to evaluate the accuracy of genome size estimation. The distribution of ΔG/G values for maize is shown in Figure 6ab , and those for other species can be found in Figure S2 . Within these simulated data sets, about 15%, 73% and 95% of the ΔG/G values are smaller than 0.1%, 1%, and 5% respectively. For genome size estimation, we found that higher rates of repeats, heterozygosity and sequencing error would result in lower accuracy, especially when the 3 factors occur together (Figure 6ab , Figure S2 and Figure S4 ). Among these factors, sequencing error is the most difficult factor to deal with, with the repeat and heterozygosity levels enhancing this effect. Besides these issues, the kmer size also influences the estimation accuracy. By comparing ΔG/G values from 17-mer and 25-mer (as shown in Figure 6ab , Figure S5 ), we suggest using smaller k-mer size for data with high heterozygosity and sequencing error rates. The evaluation of a i estimation and the analysis of influencing factors are more complex than that of genome size, so it is difficult to get a clear understanding of these. Additional results and discussion relating to this are shown in Supplemental materials.
For repeat structure estimation, we additionally analyzed the non-heterozygous data for the four species using the standard model and k-mer sizes ranging from 11 to 31, as the absolute a i values are closely related with the k-mer sizes. Although in theory all the a i and b i values can be -13 - values with various k-mer sizes from the raw sequencing data, will be quite helpful for deciding the suitable k-mer size in de novo assembly [28] .
For heterozygosity estimation, we show all the estimated a 1/2 values using the heterozygous model and the inferred heterozygous rates by formula (11) in Table S2 . We found that the order of magnitude of estimated heterozygous rate is in accordance with that of heterozygous rate we simulated, except for extremely low-heterozygous rates (nearly homozygosis). The estimation accuracy is affected by the repeat content and sequencing error rate, especially when the theoretic heterozygous rate is very low.
Analyzing real sequencing data from de novo genome projects
In this section, we evaluated the performance of our models on real sequencing data from 5 finished de novo genome projects, including E. coli-O104:H4 [27], the Leaf-cutting ant [14] , Potato [3] , Panda [2] , and YH genome (human diploid reference genome from an anonymous Asian individual) [28, 29] . The repeat content of these genomes is different, and they are nearly homozygous except the panda and YH genomes with a roughly 0.1% heterozygous rate. As the sequencing error rate for real data is usually high and difficult to estimate, on top of counting all kmers from the raw data, we also adopted two alternative ways to pre-process sequencing error. The first is by ignoring the low quality k-mers in the step of counting k-mer frequency, detailed methods of which can be found in Supplemental materials. The other method is running an error correction tool [28, 30] on the raw reads and then counting k-mer frequency on the error corrected sequencing data.
To estimate the genomic characteristics from these sequencing data, all of which have coverage bias problem, we adopted 3 alternative methods: (1) Rough estimation of genome size, by observing the integer c from the major peak depth and excluding k-mers with depth lower than the lowest-point threshold to obtain the correct k-mer number. Table 2 , and the estimated information relating to the a i values can be found in Table S3 and Table S4 . Moreover, all the real and estimated k-mer species and -14 -individuals curves are shown in Figure S6 .
Taking the reported genome sizes in the published papers as reference, we found that over 80% of the ΔG/G or Δa 1 /a 1 values from all the used methods are smaller than 5%, indicating the high estimation accuracy and application potential for real sequencing data. The estimated genome sizes from error corrected data tends to be smaller than that of all raw and low-quality filtered data, which can be explained as that the current error correction tool takes some of the low-frequency kmer species as erroneous k-mers and removes them in the error corrected data. In contrast, there is no obvious difference between the estimated G values from low-quality filtered data and all raw data, indicating that there is no severe systematical bias in the k-mer filtering process. The estimated genome sizes from the rough estimation tend to be larger than that estimated by standard and continuous models, which may be caused by the low-accurate integer c estimation and the erroneous k-mers. In contrast, there is no obvious difference between the estimated G values from the standard and continuous models, indicating that both methods can be used to estimate the genome size with real sequencing data. Although the standard model is not suitable for data with coverage bias, the peak depth of unique k-mers is almost unchanged, and this model can Although the estimation accuracy is not as high as that of simulated data, the trend is still correct, and the results can be used to guide de novo assembly. Conversely, it is almost impossible to estimate the heterozygous rate for these low heterozygous genomes because of the sequencing coverage bias, which hides the effect of heterozygosity, indicating that the real application of heterozygous rate estimation is limited only to highly heterozygous genomes.
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Comparison with previously published tools
Finally, we compared the performance of our program with published related applications. The Waterman program [15] requires the preparation of input data in a specific format, and this program is only written for testing their model and is unable to be used in practical application, so was not included for comparison. The Shan groups program (GSP) [16] has been designed to predict the genome size using k-mer frequency derived from NGS data, which takes similar input as our program (GCE), so it is convenient for comparisons. To compare the estimation accuracy between these two programs, we simulated two sets of sequencing data from the E. coli, Arabidopsis, Human and Maize reference genomes, one set containing no sequencing error, with the other set with a 1% sequencing error, and both without heterozygosity, because GSP was not designed for heterozygous rate estimation (although it may have the ability to tolerate some low level of heterozygosity).
The accuracy of estimated genome size and a 1 using the two programs GCE and GSP are shown in Table 3 . Overall, GCE has a significant higher estimation accuracy over GSP, especially on large and repetitive genomes. Considering on the error-free data first (Table 3a) , GSP generates similar results with GCE for relatively repeat-less genomes (E. coli and Arabidopsis), but generates a poorer result for repetitive genomes (Human and Maize) in comparison to GCE. The explanation for this is likely due to the difference of c i re-calculation method in the iteration cycles between GSP and GCE.. GCE focused on the unique k-mers (a 1 ), minimized the affection of repeat k-mers and improved estimation accuracy even for the repeat abundant genomes.
We then compared the estimation accuracy using data with 1% sequencing error (Table 3b ). The estimation accuracy of genome size and a 1 in GCE are both a little lower than that on error-free data. In contrast, the genome size estimation in GSP seems a little better than its error-free results, which may be explained by the fact that GSP tends to generate smaller predictions but sequencing error will make these predictions larger. Notably, the a 1 in GSP is worse even for relatively repeatless genomes. To make a more in-depth investigation, we ran GSP and GCE on the data sets with various combinations of sequencing errors, heterozygous rate, and k-mer sizes, and show the results in Table S5 .
Conclusion
In this article, we have introduced a methodological framework for genomic characteristics analysis based on raw sequencing data, which can estimate genome size, repeat structure and heterozygous rate of the sequenced sample. This is likely not limited solely to these characteristics, and other genomic characteristics such as polyploidy and DNA contamination are also likely to be estimated. The k-mer frequency curves also provide comprehensive information about the -16 -sequencing characteristics, such as error rate and degree of coverage bias. The proper processing of these issues will be important for the accurate estimation of genomic characteristics.
In addition to these theoretical models, we provide a set of programs for practical applications, which can be freely accessed from the BGI ftp site: ftp://ftp.genomics.org.cn/pub/gce. K-mer frequency analysis has a significant accuracy advantage over traditional experimental technologies. In particular, genome projects utilizing next generation sequencing technologies often produce a higher coverage (>30X) of data, which makes the k-mer analysis more accurate compared to the low-coverage (<10X) required by traditional Sanger sequencing projects. We introduced the new k-mer individuals curve and float precision estimation method, which has the potential to increase the estimation accuracy by one or two magnitudes compared to the widely used rough integer precision estimation method used by many genome projects. On simulated sequencing data, our model achieved a very high estimation accuracy, and we analyzed how data coverage, repeat content, heterozygous rate, sequencing error rate and coverage bias degree can affect the estimation accuracy.
For real sequencing data, our model can deal with raw data, or one can perform low-quality filtering or error correction before k-mer counting. Reducing the errors in raw reads will decrease the computer memory consumption and make genomic characteristic estimation easier; however, the error processing methods may have some system bias and thus affect the accuracy of estimation. Our results show that both standard and continuous models can be applied to estimate the genome size and a i values when coverage bias exists. Although the estimation accuracy on real sequencing data is lower than that on simulated data, this degree of accuracy is good enough for many applications, such as helping to determine the sequencing strategy and guiding the development of assembly algorithms. To obtain accurate estimation for complex genomes from real sequencing data is still a great challenge, and future work should be focused on deeper understanding of those sequencing characteristics and developing advanced methods to process them in order to improve the estimation accuracy of genomic characteristics.
- 19 - Note that the number of k-mer individuals is the product of k-mer species number and corresponding depth value. b. The histogram of Poisson distribution with expected coverage depth of 12.6, but the observed peak depth value here is 12, which has roughly 5% difference from the expected value. proper for the human genome, at which cases the curves are nearly flat and the major peak is not very dominant. In contrast, when using k-mer size up to 29, it seems that no repeat peaks can be obviously observed.
-21 - a and b shows the k-mer (K=17) species and individuals curves for the simplest "ideal" genome, using simulated reads (c k-mer =20) with various heterozygous rate ranging from zero to 5%. c and d
shows the k-mer (K=17) species and individuals curves for the repetitive genome (human), using simulated reads (c k-mer =20) with various heterozygous rate ranging from zero to 5%. a. The influence of sequencing error on k-mer species curve. The k-mer size was set to be 17 for simulated reads with 1% error rate from the non-heterozygous Arabidopsis genome. Five types of k-mer species curves were plotted for all k-mers, genomic k-mers, non-genomic k-mers, correct kmers and erroneous k-mers respectively. b and c shows the k-mer (K=17) species curves and individuals curves using the simulate reads (c k-mer =20) from simplest "ideal" genome with various rate of sequencing errors ranging from zero to 5%. d. The influence of sequencing coverage bias on k-mer species curve (K=17) shown by the Germany Ecoli data. The coverage distribution for both bases and k-mers were plotted, each with 3 curves represented for real sequencing data, simulated sequencing data with GC-bias, and randomly simulated sequencing data respectively.
Note that we firstly mapped the real sequencing reads onto the assembled Germany Ecoli reference genome and calculated the relationship between GC content and coverage depth using 100-bp windows, and then the resulting model was used to simulate sequencing data with GCrelated coverage bias, which was used to plot the GC-bias related curves.
-23 - Note: The previously reported genome size values for Ecoli and Yanhuang (human) are most reliable, which have nearly complete reference genomes; however, all the reported values are not totally accurate and should be doubted in the analysis. The assembled genome sequences as well as the raw sequencing data were downloaded from the URL listed in the each published genome paper. Note: we simulated 25X reads with no heterozygous rate from the reference sequence of Arabidopsis, E.coli, Human and Maize. The k-mer size here is 17bp.we used parameter here for GSP estimation is -k 17 -r 100 -e 0, other parameters are set as default.
Tables
-27 - Figure S1 . K-mer species and individuals curves for the 48 data sets. This figure contains the k-mer species and individuals curves for all the testing data sets. On each sub figure, 8 curves were shown (17-mer and 25-mer , k-mer species and individuals , real and estimated). For most of the sub figures, the estimated curves are well consistent with the real curves. This figure shows the influence of k-mer size on the accuracy of genome size estimation and ai estimation. All the estimation accuracy of 17-mer was shown with dash lines, and 25-mer were shown as full lines. The estimation accuracy from data with sequencing error (f01, 1%) was shown with triangle and the estimation accuracy from data with heterozygosis (h01, 1%) was shown with circle. The estimation result from data without sequencing error or heterozygous was shown with rhombus. Figure S6 . The k-mer species and individuals curves for real data. This figure contains the k-mer species and individuals curve (K=17) for the 5 species with real sequencing data. Besides the real curves, the estimated curves by standard model and continuous model were also shown. This table contains the detailed results of G and a1 estimation with different methods in real data. Note that there are three data types: "all" means all the sequencing data were used to count k-mer frequency; "corrected" means the data were error corrected before counting k-mer frequency; "filtered" means all the raw sequencing data were used to count k-mer frequency, but the k-mers with low quality were filtered. The detailed descriptions for all the estimation methods can be found in the main text. 
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k-mer frequency counting
Counting k-mer frequency from either the reference genome sequence or sequenced reads data is one of the most fundamental analyses in bioinformatics. To estimate genomic characters, the k-mer size (K) should be determined under the logic that the space of k-mers (4 K ) should be -39 -several times larger than the genome size (G), so that few k-mers derived from different genomic positions will merge together by chance, i.e. most k-mers in the genome will appear uniquely. In practice, we often require the k-mer space to be at least 5 times larger than the genome size (4 K >5*G), and the larger the better. When the k-mer size for a special application is determined, the next question is to find an appropriate tool to count k-mer frequency. From our experience, the recently published jellyfish algorithm [1] performs better than the others, which has relatively faster running speed and smaller memory requirement, as well as broader accessible range of kmer size (up to 31 bp). Note that the computer memory consumption for k-mer frequency counting is often very large, especially for data from large genome and which has many sequencing errors, so you'd better pre-estimate the memory usage and find a computer with enough memory to run the task. When the estimated memory usage exceeds that of the largest-memory computer you can access, then the only way is to choose or design some memory saving algorithms such as bloom filter [2] . We do not discuss more details on k-mer counting algorithms here, because it is not the focus of this paper.
We also developed a counting k-mer program named as kmerfreq, which contains two methods: "kmer_freq_array" uses the array index to represent k-mers, and requires 4 K computer memory for any data; "kmer_freq_hash" uses hash key to store k-mers, although it requires much more memory to store one k-mer, however the memory requirement is in line with the number of k-mer species in the given data. For smaller k-mer size (K<=17), it is better to use "kmer_freq_array", while for larger k-mer size (K<=27), "kmer_freq_hash" will be the preferred. Moreover, when the heterozygous rate passes a threshold, the c/2 peak will become the major peak replacing that at depth c. It also shows that the two curves have different advantage for different purposes. It is easier to find out the homozygous peak (c) in the k-mer individual curve when the heterozygous rate is relatively high, while it is easier to find out the heterozygous peak (c/2) in kmer species curve when the heterozygous rate is relatively low.
We developed the heterozygous discrete model for heterozygous genome, in which i is integer times of 1/2. In practice, the height of hybrid peaks may increase as the heterozygous rate gets higher and it might be difficult to distinguish the repeat peaks and the hybrid peaks. Then we need additional biological background of the sequencing sample to make a correct determination.
Heterozygous rate is a quite important character for genome sequencing projects. For nonrepetitive genome, when the 4 K is much larger than the genome size, one heterozygous site will cause K new k-mers and 2*K k-mers with coverage depth c/2, then we can get the formula (11) to roughly estimate the heterozygous rate for diploid genome. For repetitive genome, there is no -43 -clear relationship between the a i and heterozygous rate, so it is difficult to make a formula.
However, in practice, we can still use formula (11) to roughly estimate the heterozygous rate for diploid genome with repeats, although it is not as accurate as that of non-repetitive genome.
Sequencing error model
For reads data with sequencing error, we can divide the erroneous k-mer into two kinds. The first kind of erroneous k-mer has low depth and do not exist in the genome. They have the To reduce the influence of erroneous k-mers, we suggest filtering k-mers by sequencing quality when counting the k-mer frequency. Here we calculate the probability that a k-mer is correct with the following formula: Note: S refer to the Phred scale score, which can be generated by most sequencing platforms.
To filter most of the erroneous k-mers, we require all the k-mers being counted to have P(Kmer, correct) larger than a threshold, for example, 0.95. 
Continuous compound model
Dealing with sequencing error and coverage bias
To estimate the genome size by formula (2), we need to make clear the distribution of erroneous kmers and estimate the parameters n and c for correct k-mers from the mixture k-mer coverage depth distribution. We have designed a united model to represent erroneous and correct k-mers together in this paper, however, the model is affected by many genomic and sequencing characters and thus quite difficult to resolve. Instead, we turned to use a simple experience based method to Previous studies have shown that several factors may cause coverage bias, including uneven GC content and specific sequence structure [7] [8] [9] . In theory, although there may be some types of coverage bias that change the position of the major peak depth as well as the shape of the distribution curve, from our experience, the major peak depth from distribution curves with coverage bias still roughly reflects the expected coverage depth for the unique k-mer class (c) within most real sequencing data.
Supplementary results
Estimating with various types of simulated data
We used ΔG/G to evaluate the accuracy of genome size estimation. Among the 96 analysis results, the largest ΔG/G value is 8.11%, which belongs to maize species with 1% heterozygous rate and 1% error rate and 25 k-mer size. We found that sequencing error is the most difficult factor to deal, because when the reads data has higher rate of sequencing error, it is more difficult to exclude the erroneous k-mers from the mixture distribution by the experience-based method. We also found the k-mer size influence the estimation accuracy. When there is sequencing error or heterozygosity, ΔG/G of 25-mer are relatively higher than that of 17-mer, which can be explained by that larger kmer size will enhance the effect of heterozygosity and sequencing error, moreover, larger k-mer size also results in lower c k-mer , which tends to decrease the estimation accuracy. Then at cases with no sequencing error or heterozygosity problems, larger k-mer size will generate more -46 -accurate estimation result by having more advantage to deal with repeat.
The evaluation of a i estimation and the analysis of influencing factors are much more complex than that of genome size. It is not only caused by the mixture effect of repeat and heterozygosity, but also related with the applied models (standard or heterozygous model). For simple, we used Δa 1 /a 1 to evaluate the accuracy of a i estimation. Among the 96 analysis results, the largest Δa 1 /a 1 value is 12.6%, which belongs to Maize species with 0.1% heterozygous rate and 1% error rate and 17 k-mer size.
Analyzing real sequencing data from de novo genome projects
By filtering the low-quality k-mers, there will be much less erroneous k-mers in the result, which not only makes it easier to estimate the total number of correct k-mer individuals but also significantly decrease the consumption of computer memory.
Taking the reported genome sizes in the published papers as reference, we calculated the ΔG/G values for the estimated genome sizes from various methods. About 22% and 80% of the ΔG/G values are smaller than 1% and 5% respectively, with one largest ΔG/G value of 10% for ant with all raw k-mers by rough estimation. Then we calculated the reference a 1 values from the assembled genome sequence and used it as a reference to calculate the Δa 1 /a 1 values, among which 17% and 80% of the Δa 1 /a 1 values are smaller than 1% and 5% respectively, with the largest Δa 1 /a 1 value of 11% for ant low-quality filtered data with standard model. There is observed difference between the estimated and reference a 1 (b 1 ) values. Besides the reasons described in the main text, the sequencing coverage bias and the uncertainty relationship between estimated k a values and genomic a i values should be the most influencing factor that caused this difference. Although the estimation accuracy is not as high as that of simulated data, the trends is still correct, and we can roughly infer that 15-mer is enough large to assemble Ecoli genome, whist larger than 25-mer is proper for assembling the human genome.
For real sequencing data with coverage bias, only when there is observable c/2 peak caused by heterozygosity, the heterozygous rate can be detected and roughly inferred. It is necessary to mention that the models in this paper are based on some special hypotheses, so for real sequencing data, when there is no clear peak which may be caused by low sequencing depth or high sequencing bias, the data is not qualified for genomic character estimation.
