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The ability of high-frequency mechanical excitation to induce heat within select 
composite explosives may be used to enhance the detectability of such targets due to the 
associated increase of detectable vapors of the energetic materials.  Additionally, the 
investigation of such heating within these systems in response to the high strain-rate 
mechanical excitation may improve the understanding of the formation and growth of “hot 
spots”, or localized regions of intense heating, commonly understood as the fundamental 
driving mechanism of the initiation of detonation in explosives.  In this work, the ability to 
use high frequency mechanical excitation to generate significant heating within plastic 
bonded explosives, as well as single energetic particles embedded within a viscoelastic 
binder, is studied.  In this work, the fundamental mechanisms associated with the 
conversion of high-frequency mechanical excitation to heat as applied to these composite 
energetic systems are thoroughly investigated. 
High-frequency contact excitation has been used to generate a significant amount 
of heat within samples of PBX 9501 and representative inert mock materials.  Surface 
temperature rises on the order of 10 °C were observed at certain frequencies over a range 
from 50 kHz to 40 MHz at thermal steady state conditions.  The mechanical responses of 
these samples were also measured to explore the connection between the thermal and bulk 
motion of the samples.  It was found that significant heating of the samples near the 
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transducer resonance was driven by the bulk motion of the material while heating 
observed at higher frequencies were attributed to particle-scale interactions. 
To further investigate the interactions occurring at the particle scale, similar 
excitation was applied to samples of an elastic binder embedded with individual inert or 
energetic particles.  Samples were excited over a range of 100 kHz to 20 MHz, and two 
distinct frequency regions were observed with separate characteristic heating trends.  
Through the comparison of the measured surface motion of the sample to the spatial 
temperature maps of the surface, it was determined that for heating observed in the samples 
at excitation frequencies above 1 MHz, the heat generation was due viscoelastic effects of 
the binder near the sample surface.  However, at excitation frequencies near the transducer 
resonance of 215 kHz, it was determined that significant heat was generated at the inclusion 
and was associated with particle-binder interactions.  For these cases of particle associated 
heating, an analytical heat conduction model was fit to the collected surface temperature 
data to estimate the heating rates and temperatures associated with the embedded particles.  
In certain cases of elevated excitation parameters, the decomposition of the energetic 
particles could be induced.  An additional study using similar experimental techniques and 
analysis was performed to explicitly investigate the effect of particle morphology, 
specifically particle size and shape irregularity, on the ability generate heat the inclusion 
site.  It was found that highly irregular particles increased the likelihood to exhibit 
significant heat generation at these embedded particles. 
To investigate the potential of stress concentrations to generate localized heating 
near an inclusion due to viscoelastic losses, an analytical solution of the stress and 
temperature fields caused by wave scattering effects due to a spherical inclusion within a 
lossy binder was developed.  Results indicate that under certain excitation and sample 
configurations, significant heating can occur due to stress concentrations caused by 
constructive interference of the waves near the inclusion and temperatures are predicted to 
approach or exceed realistic decomposition temperatures of various energetic materials.  
This analysis indicates that significant heating of the embedded particles can be induced 
without the presence of delamination or voids; however, this phenomenon it thought to 
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mainly be a precursor or driver to more dynamic events associated with debonding between 
the particle and binder. 
Finally, high speed X-ray phase contrast imaging and high speed visible 
microscopy were used to demonstrate the individual heating mechanisms associated with 
the heating and subsequent decomposition of an HMX particle within a viscoelastic binder 
under ultrasonic excitation.  Additional analysis of the transient surface temperature of the 
sample was used to characterize and quantify the heat generation produced from each 
observed heating mechanism.   The results and developed methods presented in this work 
should prove useful in the understanding of the conversion of mechanical to thermal energy 













High frequency mechanical excitation has been effectively demonstrated to 
generate significant amounts of heat within composite materials in common applications 
such as ultrasonic welding, non-destructive testing, and various medical treatments.  The 
conversion of mechanical to thermal energy within these materials is governed by a 
multitude of processes and specifically, the absorption of high frequency stress waves by 
highly heterogeneous materials is dominated by complex mechanisms.  The deliberate 
exploitation of this effect within composite explosive systems may yield useful techniques 
to increase the detectability of these energetic materials as well as provide a useful pathway 
to explicitly investigate the thermomechanical response of composite energetic systems to 
a broad range of mechanical insult. 
In the context of explosives detection, the vapor phase concentrations sustained by 
most common explosives are known to be quite low and as a result are difficult to detect. 
However, the vapor pressures of the majority these materials are also very sensitive to 
temperature, and can increase by orders of magnitude with moderate increases of 
temperature.  Therefore, high frequency mechanical excitation may be used to induce 
heating within these materials, potentially from a standoff source, to successfully increase 
the detectability of these energetic systems.  Additionally, this technique may allow for 
specific composite explosive materials to be selectively heated by tailoring the mechanical 
excitation to couple with specific thermal, mechanical, and physical properties of the 
composite materials.  However, the specific heat generation mechanisms associated with 
this phenomenon must be more fully explored in order to develop the understanding needed 
to produce such a method. 
Furthermore, the exploration of these heating mechanisms may usefully extend the 
knowledge of how mechanical energy is converted to heat within these composite systems, 
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specifically at high strain rates.  This knowledge may improve the understanding of the 
formation and growth of “hot spots”, or localized regions of intense heating, commonly 
investigated as the fundamental driving mechanism of the initiation of detonation in 
composite explosives.  Many individual heating mechanisms resulting in the formation of 
hot spots have been proposed, but direct experimental investigation of these mechanisms 
remains difficult due to the extreme conditions associated with the detonation 
phenomenon.  Periodic mechanical excitation can be used to introduce high strain-rate (and 
low strain) deformation within these composite energetic systems over long time scales 
which can result in the formation of regions of concentrated heating.  This application may 
be useful as a unique experimental method to investigate the mechanical interactions and 
subsequent thermal responses occurring within these materials under high strain-rate 





The scope of this work was defined to specifically investigate the fundamental 
mechanisms associated with the conversion of high-frequency mechanical excitation to 
heat within composite energetic systems.  As such, the main focus was to investigate, 
characterize, and quantify the mechanical interactions and subsequent heat generation 
occurring within such materials.  The method of delivery of the mechanical excitation to 
the material was not of specific interest and therefore was limited to direct contact 
excitation techniques.   
The work initially focused on the bulk thermomechanical response of fully loaded 
composite systems; however, it became clear that due to the high heterogeneity of the 
materials, direct investigation of individual heating mechanisms was difficult at this scale.  
Therefore, the experimental focus was directed to specifically examine the heating 
mechanisms occurring at an individual energetic particle within an elastic binder material.  
This and similar systems allowed for the characterization, quantification, and direct 
observations of the specific heating mechanisms occurring at this length scale including 
the viscoelastic effects of the binder surrounding the particle, frictional effects at the 
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particle-binder interface, and decomposition of the energetic particles.  The results and 
experimental techniques developed for this single inclusion system can be used to elucidate 
the processes occurring within fully loaded systems under similar mechanical excitation. 
A wide range of source information was used to assist in the interpretation and 
characterization of the experimental and theoretical results achieved throughout this work.  
The topics of the classical and molecular mechanisms of acoustic absorption in fluids, as 
well as the study of attenuation mechanisms of mechanical waves within crystalline and 
polymer materials were particularly useful in this endeavor.  Additionally, published 
studies concerned with the applications of ultrasonic welding, medical treatments, and non-
destructive testing, as well as previous investigation of harmonic mechanical loading of 




The remaining chapters have been organized to emphasize a singular topic which 
was investigated throughout this work within each chapter.  As such, an extensive 
background of literature relevant to this work is presented in Chapter 2.  Chapter 3 presents 
an initial investigation of the ability to generate heat within cylindrical samples of pressed 
plastic bonded explosive and comparable inert mock materials through the application of 
direct ultrasonic contact excitation.  The characterization and quantification of heat 
occurring at individual energetic particles embedded within viscoelastic binder material 
under high frequency excitation is presented in Chapter 4.  The effects of particle 
morphology on the ability to generate significant heat at the particle within a similar system 
are presented in Chapter 5.  The development and application of a theoretical model to 
describe the steady-state stress field and transient temperature field of a single spherical 
particle embedded within a lossy viscoelastic material in response to incident 
compressional plane waves is presented in Chapter 6.  Chapter 7 presents direct 
observations and quantification of individual heating mechanisms associated with the 
heating and subsequent decomposition of an HMX particle within a viscoelastic binder 
under ultrasonic excitation.  A summary of the overall conclusions is presented in Chapter 
8.  Appendix A presents results relevant to the characterization of the main ultrasonic 
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excitation source used throughout this work.  Appendix B presents an account of the errors 
associated with the method of heat generation estimation used within this work.  Finally, 
Appendix C presents a detailed derivation of the stress fields induced in an elastic medium 











2.1 Mechanical Wave Propagation Phenomena 
 
Mechanical waves, such as sound, exist as a cyclic pressure or deflection 
disturbance which can propagate energy through an elastic medium having inertia.  The 
pressure, particle velocity, and particle displacement can be well characterized and 
understood using developed models in fluids, gases, and isotropic solids.  These models 
combine equations of continuity, conservation of momentum, and material specific 
thermodynamic relations to formulate wave equations which govern the propagation 
through the medium.  A brief overview of the derivation for these wave equations for 
simple propagation in gases and solid media are presented. 
 
2.1.1 Wave Propagation in Gases 
 
A simple development of the governing equations for wave propagation in an ideal 
gas is presented following Kinsler [1]; more fully detailed and exhaustive derivations of 
the acoustic wave equation for gases can be found in the extensive literature [1-6]. 
The construction of the linear wave equation for an ideal gas is developed on the 
analysis of a fluid element of an infinitesimal volume commonly referred to as the 
“particle”.  The fluid element, or particle, is large enough such that the fluid may be 
considered as a continuous medium, however all acoustic properties of the element are 
spatially uniform.  Let the particle velocity 𝑢𝑢�⃗  represent the uniform velocity of a fluid 
element as defined as 
 




where 𝜉𝜉 is the displacement of the fluid element or particle displacement from the 
equilibrium position and 𝑡𝑡 is time.  The condensation of the fluid element can be 
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represented as the acoustic density fluctuation referenced with respect to the equilibrium 
density as 
 
 𝑠𝑠 = (𝜌𝜌−𝜌𝜌0)
𝜌𝜌0
  (2.2) 
 
where 𝜌𝜌 is the instantaneous density of the fluid element and 𝜌𝜌0 is the equilibrium density.  
An expression for the instantaneous pressure of the fluid element as a function of density 








  (2.3) 
 
where 𝑃𝑃 is the instantaneous pressure of the fluid element, 𝑃𝑃0 is the equilibrium pressure, 
and 𝛾𝛾 is the ratio of specific heats of the medium.  This pressure relation can be used to 
represent the instantaneous pressure of the fluid element as a function of the instantaneous 
density of the fluid element and can be expressed as a Taylor’s series expansion as 
 
  𝑃𝑃 =  𝑃𝑃0 +  𝜕𝜕𝑃𝑃𝜕𝜕𝜌𝜌�𝜌𝜌0 (𝜌𝜌 − 𝜌𝜌0) + 𝜕𝜕2𝑃𝑃𝜕𝜕𝜌𝜌2�𝜌𝜌0 (𝜌𝜌 − 𝜌𝜌0)2 + ⋯   (2.4) 
 
where the partial derivative of the pressure instantaneous, 𝑃𝑃, with respect to the  
instantaneous density, 𝜌𝜌, is taken about the equilibrium density, 𝜌𝜌0.  The expression for the 
instantaneous pressure can then be linearized by including only the first two terms on the 
right hand side of Eqn. 2.4.  The pressure deviation from the equilibrium pressure can then 
be expressed as 
 
  𝑝𝑝 =  𝑃𝑃 − 𝑃𝑃0 =  𝜌𝜌0 𝜕𝜕𝑃𝑃𝜕𝜕𝜌𝜌�𝜌𝜌0 𝑠𝑠   (2.5) 
 
where 𝑝𝑝 is the pressure deviation known as the acoustic pressure.  The adiabatic bulk 
modulus of a media is defined as  
 








where 𝐵𝐵 is the adiabatic bulk modulus of a medium and the derivative of the pressure with 
respect to density is of an adiabatic process.  The acoustic pressure can then be expressed 
as 
 
𝑝𝑝 =  𝐵𝐵𝑠𝑠 . (2.7) 
 
The thermodynamic sound speed of a medium is given as 
 






   (2.8) 
 
where c is the thermodynamic speed of sound.  The sound speed relation can be extended 
further for a perfect gas by differentiation of the ideal gas law yielding a common result 
for the expression of the speed of sound in an ideal gas as 
 
  𝑐𝑐 =  �𝛾𝛾𝑅𝑅𝑠𝑠𝑇𝑇  (2.9) 
 
where 𝑅𝑅𝑠𝑠 is the specific gas constant of the medium, and 𝑇𝑇 is the absolute temperature of 





+ ∇ ∙ (𝜌𝜌𝑢𝑢�⃗ ) = 0 .  (2.10) 
 
By assuming that the equilibrium density of the fluid is does not vary greatly as a function 
of space and that the condensation of the fluid is sufficiently small compared to the 





+ ∇ ∙ (𝜌𝜌0𝑢𝑢�⃗ ) = 0 .  (2.11) 
 
Through the application of the time derivative on the linearized continuity equation of mass 








+ 𝜌𝜌0 𝜕𝜕2𝑠𝑠𝜕𝜕𝜕𝜕2 + ∇ ∙ �𝜕𝜕𝜌𝜌0𝜕𝜕𝜕𝜕 𝑢𝑢�⃗ + 𝜌𝜌0 𝜕𝜕𝑢𝑢�⃗𝜕𝜕𝜕𝜕� = 0 .  (2.12) 
 






+ ∇ ∙ �𝜌𝜌0 𝜕𝜕𝑢𝑢�⃗𝜕𝜕𝜕𝜕� = 0 . (2.13) 
 
The Navier-Stokes momentum equation for a compressible Newtonian fluid is 
 
  𝜌𝜌 �𝜕𝜕𝑢𝑢�⃗
𝜕𝜕𝜕𝜕
+ (𝑢𝑢�⃗ ∙ ∇)𝑢𝑢�⃗ � = −∇𝑃𝑃 + �4
3
𝜂𝜂 + 𝜂𝜂𝐵𝐵�∇(∇ ∙ 𝑢𝑢�⃗ ) − 𝜂𝜂∇×∇×𝑢𝑢�⃗ + 𝜌𝜌?⃗?𝑔  (2.14) 
 
where 𝜂𝜂 is the coefficient of shear viscosity and 𝜂𝜂𝐵𝐵 is the coefficient of bulk viscosity.  
With the assumptions that the fluid is inviscid, irrotational, and that the body forces are 
negligible, the conservation of momentum can be expressed as 
 
  𝜌𝜌 �𝜕𝜕𝑢𝑢�⃗
𝜕𝜕𝜕𝜕
+ (𝑢𝑢�⃗ ∙ ∇)𝑢𝑢�⃗ � = −∇𝑃𝑃 .  (2.15) 
 
Introducing the acoustic pressure and condensation terms 
 
  𝜌𝜌0(𝑠𝑠 + 1) �𝜕𝜕𝑢𝑢�⃗𝜕𝜕𝜕𝜕 + (𝑢𝑢�⃗ ∙ ∇)𝑢𝑢�⃗ � = −∇(𝑃𝑃0 + 𝑝𝑝)   (2.16) 
 
and assuming that the condensation, 𝑠𝑠, is sufficiently small compared to unity, the term (𝑢𝑢�⃗ ∙ ∇)𝑢𝑢�⃗  is sufficiently small, and that the equilibrium pressure, 𝑃𝑃0, does not vary greatly 





= −∇𝑝𝑝 . (2.17) 
 
By taking the divergence of the linearized Euler equation, Eqn. 2.17, the relation becomes 
 
 ∇ ∙ �𝜌𝜌0
𝜕𝜕𝑢𝑢�⃗
𝜕𝜕𝜕𝜕




By combing the continuity equation, Eqn. 2.13, and the linearized equation for the 





= ∇2𝑝𝑝 .  (2.19) 
 
Incorporating the relationship for the acoustic pressure as a function of the condensation 
and the bulk modulus, Eqn. 2.7, and the relationship for the thermodynamic sound speed, 
Eqn. 2.8, the governing equation for a wave in an ideal gas can be expressed as 
 




 .  (2.20) 
 
The general wave equation can be expressed in a for a one-dimensional wave propagation 









  (2.21) 
 
where 𝑝𝑝 exists as a function of time 𝑡𝑡 and distance 𝑥𝑥.  The one-dimensional propagation of 
an acoustic wave traveling along the positive 𝑥𝑥-axis can be represented as 
 
  𝑝𝑝 = 𝐴𝐴𝑒𝑒𝑗𝑗(𝜔𝜔𝜕𝜕−𝑘𝑘𝑥𝑥)  (2.22) 
 
where 𝐴𝐴 is the amplitude of the pressure wave, 𝜔𝜔 is the angular frequency, and 𝑘𝑘 is the 
wavenumber defined as 
 
  𝑘𝑘 =  𝜔𝜔
𝑎𝑎𝑝𝑝ℎ
  (2.23) 
 
where 𝑐𝑐𝑝𝑝ℎ is the phase speed of the wave propagation which is normally equal to the 
thermodynamic sound speed for non-dispersive wave propagation.  The propagation of 
acoustic plane wave in an arbitrary direction in Cartesian coordinates can be expressed as 
 




where the directional wavenumbers, 𝑘𝑘𝑥𝑥, 𝑘𝑘𝑦𝑦, and 𝑘𝑘𝑧𝑧 are defined as 
 
  � 𝜔𝜔
𝑎𝑎𝑝𝑝ℎ
�




  𝑘𝑘�⃗ = 𝑘𝑘𝑥𝑥𝑥𝑥� + 𝑘𝑘𝑦𝑦𝑦𝑦� + 𝑘𝑘𝑧𝑧?̂?𝑧 .  (2.26) 
 
The intensity of both plane and spherical waves can be calculated as 
 
  𝐼𝐼 =  𝑃𝑃2
2𝜌𝜌0𝑎𝑎
 .  (2.27) 
 
The wavelength of the wave can be defined as 
 
  𝜆𝜆 = 2𝜋𝜋
𝑘𝑘
  (2.28) 
 
and the relationship between the frequency (in Hertz) and angular frequency (in radians 
per second) can be defined as 
 
  𝑓𝑓 =  𝜔𝜔
2𝜋𝜋
 . (2.29) 
 
2.1.2 Longitudinal and Shear Wave Propagation in Elastic Isotropic 
Homogeneous Solids  
 
The deformation of an elastic solid results in the propagation of that deformation 
throughout the media due to the relationship of the deformation (or strain) and the resultant 
stresses.  The governing equations which describe the simple wave phenomenon of this 
propagation can be developed with the assumption that the material fully obeys Hooke’s 
law.  This assumption follows that the strain experienced of an elastic solid is linearly 
proportional to the applied stress and that the individual stress components can be 
expressed as a linear combination of the strain components.  The realization that both axial 
and shear deformation propagation can be sustained within the solid results in the 
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development of two primary wave types.  In an unbounded media, wave propagation of 
both dilation as well as rotational deformation can exist due to the solid’s ability to resist 
both volumetric as well as shear deformation.  These wave types are commonly referred to 
as longitudinal and shear waves, respectively, which can be shown to propagate at different 
velocities.  A simple derivation for the propagation of longitudinal and shear waves in an 
infinite isotropic elastic solid is presented following Mason [7];  more complete derivations 
for the wave propagation in elastic solids can be found in the extensive literature [7-11]. 
On the analysis of a three-dimensional cube of an elastic material, the stress and 
strain experienced on the element can be fully represented by six components.  The 
application of Hooke’s law for an isotropic material allows for the development of the six 
stress-strain equations as 
 
  
𝑇𝑇11 = (𝜆𝜆 + 2𝜇𝜇)𝑆𝑆11 + 𝜆𝜆(𝑆𝑆22 + 𝑆𝑆33) = 𝜆𝜆∆ + 2𝜇𝜇𝑆𝑆11
𝑇𝑇22 = (𝜆𝜆 + 2𝜇𝜇)𝑆𝑆22 + 𝜆𝜆(𝑆𝑆11 + 𝑆𝑆33) = 𝜆𝜆∆ + 2𝜇𝜇𝑆𝑆22
𝑇𝑇33 = (𝜆𝜆 + 2𝜇𝜇)𝑆𝑆33 + 𝜆𝜆(𝑆𝑆11 + 𝑆𝑆22) = 𝜆𝜆∆ + 2𝜇𝜇𝑆𝑆33
𝑇𝑇23 = 𝑇𝑇32 = 𝜇𝜇𝑆𝑆23 = 𝜇𝜇𝑆𝑆32
𝑇𝑇13 = 𝑇𝑇31 = 𝜇𝜇𝑆𝑆13 = 𝜇𝜇𝑆𝑆31







  (2.30) 
 
where 𝑇𝑇𝑎𝑎𝑗𝑗 is the stress in the 𝑖𝑖𝑖𝑖 direction, 𝑆𝑆𝑎𝑎𝑗𝑗 is the strain in the 𝑖𝑖𝑖𝑖 direction, 𝜆𝜆 and 𝜇𝜇 are the 
two Lamé constants, and ∆ is the volumetric change of the element, or dilatation as in 
 






 = 𝑆𝑆11 + 𝑆𝑆22 + 𝑆𝑆33  (2.31) 
 
where 𝜉𝜉𝑎𝑎 is the particle displacement along the 𝑖𝑖 direction. 
The total force acting on the element in the 𝑥𝑥 direction can be determined as 
 
  𝐹𝐹1 =  �𝜕𝜕𝑇𝑇11𝜕𝜕𝑥𝑥 + 𝜕𝜕𝑇𝑇21𝜕𝜕𝑦𝑦 + 𝜕𝜕𝑇𝑇31𝜕𝜕𝑧𝑧 �  𝑑𝑑𝑥𝑥 𝑑𝑑𝑦𝑦 𝑑𝑑𝑧𝑧  (2.32) 
 
where 𝐹𝐹1 is the total force in the 𝑥𝑥 direction, and 𝑑𝑑𝑥𝑥, 𝑑𝑑𝑦𝑦, and 𝑑𝑑𝑧𝑧 are infinitesimal distances 
in the respective dimensions.  The equations of motion in the 𝑥𝑥 direction can then be 









� 𝑑𝑑𝑥𝑥 𝑑𝑑𝑦𝑦 𝑑𝑑𝑧𝑧 = 𝜌𝜌 𝜕𝜕2𝜉𝜉𝑥𝑥
𝜕𝜕𝑥𝑥2
 𝑑𝑑𝑥𝑥 𝑑𝑑𝑦𝑦 𝑑𝑑𝑧𝑧  (2.33) 
 
where 𝜌𝜌 is the density of the medium.  The equation of motion acting in the 𝑦𝑦 and 𝑧𝑧 
directions can also be determined similarly.  The equations of motion in each direction can 
























  (2.34) 
 
The propagation of a dilatational disturbance through an isotropic medium can be realized 
by differentiating the equations of motion, Eqn. 2.34, by 𝑥𝑥, 𝑦𝑦, and 𝑧𝑧 respectively and 
through addition, the wave equation can be obtained as 
 
  ∇2∆= 𝜌𝜌(𝜆𝜆+2𝜇𝜇) 𝜕𝜕2∆𝜕𝜕𝜕𝜕2 .  (2.35) 
 
The dilatational, or longitudinal, wave propagates a volumetric disturbance and has a 
particle displacement in the same direction as the wave.  This volumetric disturbance, or 
dilatation, propagates with a speed of 
 
  𝑐𝑐𝑙𝑙 = �𝜆𝜆+2𝜇𝜇𝜌𝜌    (2.36) 
 
where 𝑐𝑐𝑙𝑙 is the speed of propagation for a purely longitudinal wave in an unbounded 
medium.  
The propagation of a rotational or shear wave can also be realized by the analysis 
of the equations of motion, Eqn. 2.34.  The differentiation of the equation of motion in the 
𝑥𝑥 direction by 𝑧𝑧 and subtracting the differentiation of the equation of motion in the 𝑧𝑧 


















� .  (2.37) 
 
By recognizing that the rotation about the 𝑦𝑦 axis can be shown as 
 
  𝜔𝜔𝑦𝑦 = 12 �𝜕𝜕𝜉𝜉𝑥𝑥𝜕𝜕𝑧𝑧 − 𝜕𝜕𝜉𝜉𝑧𝑧𝜕𝜕𝑥𝑥 �  (2.38) 
 
where 𝜔𝜔𝑦𝑦 is the rotation about the 𝑦𝑦 axis, two waves equations exists of the form 
 














  (2.40) 
 
in which the particle displacement 𝜉𝜉𝑥𝑥 and 𝜉𝜉𝑧𝑧 is perpendicular to the direction of wave 
propagation, 𝑦𝑦.  These rotational waves, also known as shear or transverse waves, 
propagate with a speed of 
 
  𝑐𝑐𝑠𝑠 = �𝜇𝜇𝜌𝜌  (2.41) 
 
where 𝑐𝑐𝑠𝑠 is the wave speed of a transverse wave in an unbounded isotropic elastic solid.  
The second Lamé constant, 𝜇𝜇, is also referred to as the shear modulus, 𝐺𝐺, in the case of an 
elastic solid such that the shear wave speed equation can be represented as 
 
  𝑐𝑐𝑠𝑠 = �𝐺𝐺𝜌𝜌 .  (2.42) 
 
The wave path and particle motion for the dilatation (longitudinal) and rotational (shear) 
wave types are visualized in Fig. 2.1.  
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The Young’s modulus, 𝐸𝐸, is defined as the ratio of stress to strain for a bar in which 
stress is applied along a single axis.  If this case is examined along the 𝑧𝑧 direction where 
𝑇𝑇11 = 𝑇𝑇22 = 0, the Young’s modulus can be defined from Eqn. 2.30 as 
 




 .  (2.43) 
 
 
Figure 2.1.  Particle motion and wave direction in (a) dilation waves and (b) 
transverse waves [9]. 
 
The Poisson’s ratio, 𝜈𝜈, is defined as the negative ratio of transverse deformation to 
the axial deformation and in this case is 
 




 .   (2.44) 
 
The bulk modulus of a material is defined as the ratio of a uniform pressure 𝑃𝑃 to the relative 
change in volume of the material.  In this case, 𝑇𝑇11 = 𝑇𝑇22 = 𝑇𝑇33 = −𝑃𝑃, and the dilation of 
an element under this compression can be solved for using Eqn. 2.29 as 
 
  ∆ =  −3𝑃𝑃(3𝜆𝜆+2𝜇𝜇)  (2.45) 
 




  𝐵𝐵 = 𝑃𝑃
∆
= 𝜆𝜆 + 2
3
𝜇𝜇  (2.46) 
 
where 𝐵𝐵 is the bulk modulus of the material.  With additional manipulation, the 
longitudinal wave speed in an unbounded medium as in Eqn. 2.36 can be expressed as 
 
  𝑐𝑐𝑙𝑙 =  �𝐵𝐵+43𝐺𝐺𝜌𝜌 =  � 𝐸𝐸(1−𝜈𝜈)𝜌𝜌(1+𝜈𝜈)(1−2𝜈𝜈)  (2.47) 
 
and the shear wave speed of Eqn. 2.41 can be expressed as 
 
  𝑐𝑐𝑠𝑠 = � 𝐸𝐸2𝜌𝜌(1+𝜈𝜈) .  (2.48) 
 
The representation of these waves can then be described in a manner similar as to waves 
in gases, presented in section 2.1.1, through the same use of Eqn. 2.22-2.26. 
Additional wave types can also be shown to exist in bounded elastic solids.  
Flexural, Lamb, extensional, and torsional waves can exist in appropriately constrained 
solids such as plates, rods, and bars.  Surface waves such as Rayleigh and Love waves can 
also propagate on solid surfaces and are of extreme importance in the field of seismology.  
Each of these wave types propagate at unique wave speeds and the development of the 
governing equations of these wave types can be found in the literature [7-9, 12]. 
 
2.2 Attenuation of Mechanical Waves 
 
As mechanical waves travel through real, non-ideal media, a loss of the wave 
energy per distance, described as attenuation, is typically observed.  The attenuation of 
mechanical waves can be attributed to both absorption and scattering of the wave energy 
within the media and should not be confused with the process of the geometrical spreading 
of the wave as from a spherical source.  Acoustic absorption occurs due to various 
mechanisms; however, it fundamentally describes the process of the conversion of 
mechanical energy to random heat, thereby reducing the wave energy propagating through 
the media.  Scattering effects occur when a mechanical wave is deflected from the original 
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propagation path due to localized discontinuities within the media.  The effect of this 
deflection process is heavily dependent on the ratio of the dimension of the inhomogeneity 
and the wavelength.  A brief overview of the treatment of absorption and scattering effects 
are presented for wave propagation in both gases and solids. 
2.2.1 Acoustic Absorption in Gases 
 
The study of the absorption of sound in gases has a long history in the study of 
acoustics [13, 14].  As such, a variety of mechanisms have been explored in which 
significant conversion of mechanical wave energy into heating of the fluid occurs.  A 
classical treatment of acoustic absorption was developed by Kirchhoff [15] in addition to 
the work of Stokes [16] which accounts for losses of wave propagation due to the viscous 
nature of the media as well as thermal conduction effects.  This classical treatment of 
acoustic absorption for gases is briefly presented following the derivations presented by 
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The effect of viscous losses in wave propagation in gases can be quantified by first 
reintroducing the Navier-Stokes momentum equation for a compressible Newtonian fluid, 
Eqn. 2.14.  The last term on the right side of the equation defines the dissipation of energy 
due to turbulence and the vorticity of the media and will not be considered in the analysis 
for linear acoustics.  By the inclusion of continuity and linearization common to the linear 
acoustic wave derivation, as applied in Section 2.1.1, the wave equation including viscous 
losses can be presented as 
 








 .  (2.49) 
 
The viscous loss term in the left side of Eqn. 2.49, can be associated with a relaxation 
time, 𝜏𝜏𝑣𝑣𝑎𝑎𝑠𝑠, where 
 
  𝜏𝜏𝑣𝑣𝑎𝑎𝑠𝑠 = 43𝜂𝜂+𝜂𝜂𝐵𝐵𝜌𝜌0𝑎𝑎2  .  (2.50) 
 




  ∇2𝑃𝑃 + (𝑘𝑘 − 𝑖𝑖𝛼𝛼𝑣𝑣𝑎𝑎𝑠𝑠)2𝑃𝑃 = 0  (2.51) 
 
where 𝛼𝛼𝑣𝑣𝑎𝑎𝑠𝑠 is the absorption coefficient for viscous losses and can be defined as 
 
 𝛼𝛼𝑣𝑣𝑎𝑎𝑠𝑠 =  𝜔𝜔𝑎𝑎√2 ��1+(𝜔𝜔𝜏𝜏𝑣𝑣𝑣𝑣𝑣𝑣)21+(𝜔𝜔𝜏𝜏𝑣𝑣𝑣𝑣𝑣𝑣)2 �1 2⁄  .  (2.52) 
 
The frequency dependent phase speed of the travelling wave can then be expressed as 
 
  𝑐𝑐𝑝𝑝ℎ,𝑣𝑣𝑎𝑎𝑠𝑠 = 𝜔𝜔𝑘𝑘 = 𝑐𝑐√2 � 1+(𝜔𝜔𝜏𝜏𝑣𝑣𝑣𝑣𝑣𝑣)2�1+(𝜔𝜔𝜏𝜏𝑣𝑣𝑣𝑣𝑣𝑣)2+1�1 2⁄  .  (2.53) 
 
 Further analysis [1] shows that this construction of viscous absorption is only valid 
for 𝜔𝜔𝜏𝜏𝑣𝑣𝑎𝑎𝑠𝑠 ≪ 1, due to the restriction of continuum mechanics.  As the excitation frequency 
approaches the relaxation frequency, the wavelength is on the same order as the mean free 
path of the gas.  For many common gases, this limit of the relaxation time, 𝜏𝜏𝑠𝑠, corresponds 
to a frequency of about 1,000 MHz and thus the assumption is valid for most real 
applications [18].  Applying this restriction to Eqn. 2.52, the absorption coefficient for 
viscous losses can be approximated as 
 






𝜂𝜂 + 𝜂𝜂𝐵𝐵�  (2.54) 
 
and the expression for the phase speed reduces to 
 
 𝑐𝑐𝑝𝑝ℎ,𝑣𝑣𝑎𝑎𝑠𝑠 ≈ 𝑐𝑐 �1 + 38 (𝜔𝜔𝜏𝜏𝑣𝑣𝑎𝑎𝑠𝑠)2� .  (2.55) 
 
Holding the limit of the expression to 𝜔𝜔𝜏𝜏𝑠𝑠 ≪ 1, the phase speed deviates only slightly from 
the thermodynamic speed of sound and therefore the dispersion of the wave, or the 
variation of the wave speed with frequency, is limited.  It is of note that the absorption of 
the wave due to viscous losses scales with the square of the frequency. 
 As an acoustic wave travels through a gaseous medium, spatial temperature 
gradients form due to the compression and rarefaction of the gases.  Following the 
processes of an ideal gas, higher temperatures exist in the compressed regions as compared 
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to the temperatures of the gases in the regions of lower pressures.  As the thermal energy 
in the higher temperature regions flows into the regions of lower temperature according to 
the laws of conduction, the wave energy is converted to random molecular motion as heat 
and is lost from the acoustic process.  Other references [14, 19] provide a full derivation of 
the acoustic losses due to thermal conduction which follows closely the original 
development provided by Kirchhoff [15].  Kinsler [1] however provides a more 
fundamental derivation from basic physical arguments.  The temperature fluctuations 
associated with an acoustic process in a gas can be expressed as 
 
  |𝑇𝑇 − 𝑇𝑇0| = 𝑇𝑇0(𝛾𝛾 − 1)𝑠𝑠 =  𝑇𝑇0(𝛾𝛾−1)𝑃𝑃𝜌𝜌0𝑎𝑎2   (2.56) 
 
where 𝑇𝑇 is the instantaneous temperature of the medium, and 𝑇𝑇0 is the ambient temperature 




=  𝑐𝑐𝑝𝑝𝜌𝜌0 𝜕𝜕𝑇𝑇𝜕𝜕𝜕𝜕   (2.57) 
 








∇2𝑇𝑇  (2.58) 
 




=  𝒌𝒌∇2𝑇𝑇 .  (2.59) 
 
By equating the loss of acoustic energy in the fluid element to the change in thermal energy, 
the total change in acoustic energy over one cycle of the fluid element can then be evaluated 
by integrating over an appropriate volume over a time of one period.  The use of the 
following identity 
 
  ∇2𝑇𝑇 =  1
𝑇𝑇
∇𝑇𝑇 · ∇𝑇𝑇 + 𝑇𝑇∇ · �1
𝑇𝑇
∇𝑇𝑇�  (2.60) 
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can be utilized to isolate the accumulating part from the oscillating part to achieve a non-
zero time averaged evaluation of Eqn. 2.59.  The change of acoustic energy as integrated 






𝒌𝒌𝑇𝑇0(𝛾𝛾 − 1)2 � 𝑘𝑘𝑃𝑃𝜌𝜌0𝑎𝑎2�2  (2.61) 
 
where 𝑬𝑬 is the total acoustic energy over the fluid element.  A typical relation between the 




= −2𝛼𝛼𝑐𝑐 .  (2.62) 
 
The acoustic absorption coefficient due to the thermal losses, 𝛼𝛼𝒌𝒌, can then be expressed as 
 
 𝛼𝛼𝜕𝜕ℎ =  𝜔𝜔22𝜌𝜌0𝑎𝑎3 (𝛾𝛾−1)𝒌𝒌𝑎𝑎𝑝𝑝   (2.63) 
 
where 𝒌𝒌 is the thermal conductivity of the medium.  The thermal conduction acoustic loss 
can also be associated with a relaxation time [18] of  
 
 𝜏𝜏𝜕𝜕ℎ = 𝒌𝒌𝜌𝜌0𝑎𝑎2𝑎𝑎𝑝𝑝 (𝛾𝛾 − 1) .  (2.64) 
 
It is again of note that the acoustic absorption due to thermal effects scales with the square 
of frequency.  Again for most common gases, the thermal relaxation frequency is on the 
order of 1,000 MHz [18] which allows for the assumption of 𝜔𝜔𝜏𝜏𝑣𝑣𝑎𝑎𝑠𝑠 ≪ 1 for most 
applications. 
 The combination of the effects of viscosity and thermal conduction along with the 
assumption of Stokes’ viscosity relation, 𝜂𝜂𝐵𝐵 = 0 [14, 20, 21], allows the classical 
absorption coefficient to be given as 
 




The classical absorption coefficient is also commonly represented with the Prantdl number 
relation of 
 
  Pr =  𝜂𝜂𝑎𝑎𝑝𝑝
𝒌𝒌
  (2.66) 
 
to reduce to 
 
  𝛼𝛼𝑎𝑎𝑙𝑙 =  𝜔𝜔2𝜂𝜂2𝜌𝜌0𝑎𝑎3 �43 + (𝛾𝛾−1)𝑃𝑃𝑃𝑃 � .  (2.67) 
 
 The classical treatment of acoustic absorption was found to agree poorly with early 
experimental results conducted by Duff [22, 23], where the measured absorption in air was 
found to be much higher than predicted from the classical absorption theory; it was 
suggested that the additional loss was due to thermal radiation.  Stokes [24] and Rayleigh 
[25] worked on the evaluation of the radiation loss and found that the effect was would not 
produce significant losses.  This effect has historically been treated as insignificant in the 
overall treatment of acoustic absorption except at low frequencies [14, 20].  
 The observed excess absorption in air not predicted by the classical treatment can 
be largely explained through the development of a molecular thermal relaxation process, 
first applied by Herzfeld and Rice [26], and good agreement with experimental results has 
been obtained [27, 28].  The theoretical treatment of molecular thermal relaxation is 
fundamentally derived from the transfer of energy between the translational motion of 
polyatomic molecules and the internal degrees of freedom associated with rotation and 
vibration.  As the molecules of the gas are disturbed by the passage of the sound wave, part 
of the acoustic energy is stored in the internal degrees of freedom of the molecules during 
this process.  This transfer of energy between the translation of the molecules and the 
internal degrees of freedom requires various finite times to reach equilibrium and thus, a 
phase lag between these modes can develop.  If the period of excitation is long compared 
to the relaxation time, a thermal equilibrium can be achieved between the translational 
modes and the internal degrees of freedom, resulting in a small phase lag and a small 
amount of acoustical energy to be lost per cycle [29].  If the period of excitation is small 
compared to the relaxation time, the internal energy state cannot be fully populated before 
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the process is reversed, and thus again, only a small amount of acoustical energy is lost.  
However, at periods near the relaxation time, the phase lag should be maximized and the 
amount of acoustical energy lost per cycle can be significant [1].  
 Simplified developments [1, 6, 18] of the theory of molecular relaxation in gases 
utilize non-equilibrium thermodynamics, to evaluate a complex heat capacity dependent 
on the excitation frequency.  This development leads to an absorption relation dependent 
on the excitation frequency given as 
 
 𝛼𝛼𝑃𝑃𝑟𝑟𝑙𝑙𝑎𝑎𝑥𝑥 ∝  𝜔𝜔2𝜔𝜔2+𝜔𝜔02  (2.68) 
 
where 𝛼𝛼𝑃𝑃𝑟𝑟𝑙𝑙𝑎𝑎𝑥𝑥 is the absorption coefficient due to molecular relaxation, and 𝜔𝜔0 is the 
relaxation frequency of the energy transfer process.  Eqn. 2.68 indicates that for low 
frequencies, the absorption coefficient scales with the square of the frequency; however, 
the absorption reaches an asymptotical value as the frequency approaches infinity.  The 
phase speed of the wave is also frequency dependent, due to the nature of the heat capacity 
of the medium.  At the limit of zero frequency, the phase speed is greater than but 
approaches the thermodynamic (lossless) sound speed.  For frequencies above the 
relaxation frequency, the phase speed also reaches an asymptotical value. 
 The effects of gas mixtures, temperature, and pressure of the gases should be taken 
into consideration.  A significant effect due to the addition of small quantities of impurities 
can occur, and a 1 per cent by weight of water vapor has been observed to drastically shift 
the relaxation frequencies associated with many gases.  These effects must be taken into 
account to determine the total absorption in gases due to molecular relaxation.  The total 
absorption of sound in the atmosphere for a wide range of frequencies  has been 
successfully modeled by including the classical and molecular relaxation effects [28], and 
the absorption for standard air at various relative humidities is shown in Fig. 2.2.  
 For multiple independent loss effects, it is common when losses are small to 
represent the total absorption coefficient as a sum of the individual loss mechanisms [1, 6].  




 𝑃𝑃(𝑥𝑥) = 𝑃𝑃0𝑒𝑒−𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑥𝑥𝑒𝑒−𝑗𝑗(𝜔𝜔𝜕𝜕−𝑘𝑘𝑥𝑥)   (2.69) 
 
where 𝛼𝛼𝜕𝜕𝑡𝑡𝜕𝜕𝑎𝑎𝑙𝑙 is the total absorption coefficient.  The intensity of the plane waves can also 
be calculated as 
 
 𝐼𝐼(𝑥𝑥) = 𝐼𝐼(0)𝑒𝑒−2𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑥𝑥  (2.70) 
 





Figure 2.2.  Absorption of sound in air at 20 °C and 1 atm for various relative 
humidities [1, 27]. 
 
2.2.2 Acoustic Absorption in Solids 
 
All solid media attenuate the propagation of mechanical waves to some degree, 
indicating that some deviation from the ideal elastic equations must exist.  The study of 
solid acoustic absorption, commonly referred to as internal friction, has resulted in many 
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possible loss mechanisms and is generally less understood than the absorption mechanisms 
in gases.  The most direct method of measurement for internal friction is to evaluate the 
total amount of wave energy dissipated by the medium over one full cycle.  This has been 
done in early measurements of metals by measuring the temperature gradients of a test 
specimen and inferring the amount of heat generated by the specimen while undergoing 
cyclic deformation [30].  A loss factor can be represented by the ratio of the energy 
dissipated over one cycle and the maximum strain energy as  
 
 𝑄𝑄𝑚𝑚−1 = 12𝜋𝜋 ∆𝑬𝑬𝑬𝑬   (2.71) 
 
where ∆𝑬𝑬 is the energy dissipated by media over one full cycle of deformation, and 𝑬𝑬 is 
the maximum elastic energy stored within the media [31, 32].  The reciprocal of the loss 
factor, 𝑄𝑄𝑚𝑚−1, is also known as the quality factor, 𝑄𝑄 [33].  
A more indirect method of measuring the internal friction of a solid can be achieved 
by exciting a test specimen near resonance frequencies at constant excitation amplitudes.  
This method relates the relative sharpness of the resonance amplitude peak to the internal 
friction of the media.  The resonance peak can be characterized by a bandwidth, ∆𝑓𝑓, equal 
to the difference between the frequencies at which the amplitude decays to one-half of the 
maximum amplitude at the resonance frequency, 𝑓𝑓𝑃𝑃.  Zener [34] shows that the ratio of the 
bandwidth of the resonance peak to the resonance frequency can be related to the loss factor 
by 
 
 𝑄𝑄𝑚𝑚−1 = 1√3 ∆𝑓𝑓𝑓𝑓𝑟𝑟  .  (2.72) 
 
An additional measurement of internal friction can be achieved by measuring the 
amplitude of a test specimen in free vibration.  Kolsky [31] shows that the ratio of the 
amplitudes of successive free vibrations, commonly referred to as the “logarithmic 
decrement” can be related to the loss factor as 
 








where, 𝐴𝐴𝑛𝑛 and 𝐴𝐴𝑛𝑛+1 are the amplitudes of successive free vibrations. 
 Kolsky [31] also describes another popular method for measuring the internal 
friction of a medium by utilizing an excitation and receiving transducer attached to opposite 
ends of a test specimen.  The test article is then excited by the transducer and the amplitude 
measured of the receiving transducer is noted.  The test specimen is then replaced by longer 
samples and the excitation and measurement is repeated at the same excitation amplitude 
and frequency.  The decay of the measured amplitude can then be expressed as a function 
of the sample length and thus the absorption coefficient can be calculated. 
For media of sufficient damping, an additional method can be employed to measure 
the internal friction.  A test specimen consisting of a long rod is excited by a transducer 
and the amplitude of vibration is measured as a function of the distance along the specimen 
using a detector (a moveable receiving transducer).  The decay of the vibration can then be 
used to calculate the absorption coefficient for the material.  Care must be taken to ensure 
that the propagating waves are not reflected from the end of the test article, thereby 
invalidating the resulting decay of vibration amplitude. 
 It can be shown [31, 32] that the loss factor and attenuation coefficient can be 
related by the following relationships 
 







−1  (2.74) 
 
which follows the relationship used in Eqn. 2.62. 
 Following the complex notation as used in the linear theory of anelasticity [35], the 
sinusoidally varying stress and strain can be represented as 
 
 𝑇𝑇∗ =  𝑇𝑇0𝑒𝑒𝑎𝑎𝜔𝜔𝜕𝜕  and  𝑆𝑆∗ =  𝑆𝑆0𝑒𝑒𝑎𝑎(𝜔𝜔𝜕𝜕−𝜙𝜙)  (2.75) 
 
where 𝑇𝑇∗ is the complex valued stress, 𝑇𝑇0 is the amplitude of the stress, 𝑆𝑆∗ is the complex 
valued strain, 𝑆𝑆0 is the amplitude of the strain, and 𝜎𝜎 is the phase lag between the stress 
and the strain commonly referred to as the loss angle all evaluated for a single frequency.  




 𝑀𝑀∗(𝜔𝜔) =  𝑇𝑇∗ 𝑆𝑆∗⁄ = 𝑀𝑀(𝜔𝜔)𝑒𝑒𝑎𝑎𝜙𝜙(𝜔𝜔) =  𝑀𝑀′(𝜔𝜔) + 𝑖𝑖𝑀𝑀′′(𝜔𝜔)  (2.76) 
 
where 𝑀𝑀 is the absolute dynamic modulus, 𝑀𝑀′ is the storage modulus, and 𝑀𝑀′′ is the loss 
modulus.  A relationship with the loss factor can then be developed as 
 
 𝑄𝑄𝑚𝑚−1 =  tan𝜎𝜎 =  𝑀𝑀′′ 𝑀𝑀′⁄  .  (2.77) 
 
2.2.2.1 Viscoelastic Models 
 
 The fundamental models for the mechanical behavior of solids describe the 
deformation of a material in an elastic, viscous, or plastic manner.  In perfectly elastic 
solids, the strain of the solid is linearly proportional to the applied stress as governed by 
Hooke’s law and is represented by a spring with a stiffness or modulus, 𝐸𝐸.  In a Newtonian 
liquid, the stress of the medium is linearly proportional to the rate of strain and is 
represented by a dashpot with a viscosity, 𝜂𝜂.  In a plastic mode of deformation, the solid is 
immediately and permanently deformed according to the applied stress.  The strain 
response of these fundamental modes of deformation to an applied constant stress is 
represented in Fig. 2.3. 
 All materials deviate from ideal elastic behavior such that some of the vibrational 
energy is converted into heat.  Kolsky [31] notes that if a material fully obeyed Hooke’s 
law, the vibration amplitude of a specimen set in resonance would increase indefinitely 
with each cycle of the applied vibration.  To account for this deviation from an ideal elastic 
solid, a material can be modeled as a viscoelastic medium.  The behavior of a viscoelastic 
material can be generally defined by a linear combination of springs and dashpots 
connected in series and/or parallel.  The standard model satisfying anelastic behavior can 
be constructed using two springs and a dashpot [33], with equivalent models shown as (a) 
in Fig. 2.3.  This model is a simple combination of both the Maxwell model, a linear 
combination of a dashpot and spring in series, and the Voigt model, the same components 
in parallel.  Although any combination of dashpots and springs can be used to establish a 
number of models, Blanter [32] distinguishes between two distinct groups, fully 
recoverable and partially recoverable models.  The strain of a material following the fully 
recoverable model relaxes to the initial state as before the applied stress (Fig. 2.3 (a)); 
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whereas, a partially recoverable model reaches a new strain equilibrium state (Fig. 2.3 (b)), 
and exhibits a permanent deformation after unloading.  Following the terminology of 
Blanter [32], anelastic materials follow the fully recoverable model, and viscous or 
viscoplastic materials follow the partially recoverable model.  The term viscoelasticity 
includes both of these behaviors; however, this terminology is not consistent throughout 
the literature.  More in depth analysis of these and similar models can be found throughout 
the literature [31, 33, 36]. 
 
 
Figure 2.3.  Models of the fundamental types of mechanical behavior (top) and 
simplified viscoelastic materials in response to an applied stress.  (a) The 
completely recoverable “standard anelastic model”; (b) a partially recoverable four-
parameter model [32].  
 
2.2.2.2 Mechanisms of Internal Friction 
 
The experimental investigation of the mechanisms of internal friction is largely 
confined to studies of metallics; however, some attention has been directed towards 
polymers and elastomers.  A short review of the proposed mechanisms follows; however, 
these mechanisms are much more fully explored in the literature [7, 29, 31-34, 37]. 
As with gases, dilation (longitudinal) waves in solids create local temperature 
gradients due to the compression and expansion of the medium.  The creation of these 
temperature gradients can then enable heat to flow from higher temperature regions of 
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compression to lower temperature regions undergoing volumetric expansion, resulting in 
the extraction of mechanical energy of the wave propagation [8].  Bhatia comments that 
this loss mechanism is generally negligible for plane waves in metals except at frequencies 
approaching 1,000 MHz [5, 18, 29].  This process is more significant at common 
frequencies for other wave types, such as flexural vibrations of a thin bar, due to the small 
distances between the compressed and extended regions [7, 29, 31, 34]. 
The classical absorption losses of conduction, radiation, and bulk viscous effects 
can be established using similar approaches as with gases [5, 38]; however, these losses 
are considered small for frequencies below a few megahertz and are typically dominated 
by other loss mechanisms [5, 39].  
For polycrystalline metals, Zener [34] notes that internal grains may exist at 
different temperatures during excitation due to the strain variation caused by the anisotropy 
of the medium.  This causes additional thermoelastic damping due to the established heat 
flows across grain boundaries.  The commonly accepted [7, 18] evaluation of the acoustic 
absorption coefficient developed by Zener [34] is 
 
 𝛼𝛼𝑧𝑧𝑛𝑛 =  𝑎𝑎𝑝𝑝−𝑎𝑎𝑣𝑣𝑎𝑎𝑣𝑣 𝑅𝑅2𝑎𝑎 𝜔𝜔0𝜔𝜔2𝜔𝜔02+𝜔𝜔2  (2.78) 
 
where 𝑅𝑅 is a function governed by the average fluctuation of strain energy due to 
anisotropy, 𝑐𝑐 is the thermodynamic speed of sound, and 𝜔𝜔0 is the relaxation frequency 
given by 
 
 𝜔𝜔0 ≈  2𝜋𝜋𝒌𝒌𝜌𝜌𝑎𝑎𝑝𝑝𝐿𝐿𝑐𝑐2  (2.79) 
 
where 𝐿𝐿𝑎𝑎 is the average grain diameter.  It should be noted that no thermal conductivity 
absorption effects occur during rotational (shear) wave propagation, as there is no 
compression or expansion of the medium. 
Additional loss mechanisms specific to solid metals are associated with electron 
and phonon interactions [40-42], dislocations or impurities of the lattice structure [7, 41, 
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43-45], and magnetic effects [7, 18, 29].  Many of these effects are only observable at 
extremely high frequencies, or low temperatures.   
For solid materials consisting of internal grains, such as polycrystalline metals, 
scattering of mechanical waves can occur due to the impedance mismatch of the internal 
grains with the bulk medium.  This scattering effect is highly dependent on the ratio of the 
wavelength and the characteristic length of the internal grains.  This phenomenon of 
internal scattering of both plane and shear waves was observed in polycrystals of aluminum 
and magnesium by Mason and Mcskimin [46, 47].  For wavelengths greater than three 
times or more the average grain size, the absorption was found to be proportional to the 
Rayleigh fourth power scattering law [48] as 
 
 𝛼𝛼𝑠𝑠𝑎𝑎𝑎𝑎𝜕𝜕 =  8𝜋𝜋4𝐿𝐿𝑐𝑐3𝑓𝑓49𝑎𝑎4 (𝑅𝑅𝑠𝑠𝑎𝑎𝑎𝑎𝜕𝜕𝜕𝜕𝑟𝑟𝑃𝑃)  (2.80) 
 
where 𝐿𝐿𝑎𝑎 is the characteristic length of the grain, 𝑓𝑓 is the excitation frequency, 𝑐𝑐 is the 
wave speed, and 𝑅𝑅𝑠𝑠𝑎𝑎𝑎𝑎𝜕𝜕𝜕𝜕𝑟𝑟𝑃𝑃 is a scattering factor related to the anisotropy of the material [47].  
The frequency dependency of this scattering mechanism decreases as the wavelength gets 
shorter, and is frequency independent when the wavelength is much less than the average 
grain size [7].  The preceding analysis was performed assuming that the density variation 
of the grains is small compared to the bulk density, and the elastic anisotropy is small [29].  
Pao and Mow [49], extending the work of Ying and Truell [50], theoretically 
examined the scattering of harmonic compressional plane waves by an elastic, fluid, and 
rigid spherical object as well as a spherical cavity.  The authors noted that in each case, for 
the Rayleigh region in which the wavelength is much larger than the obstacle, the 
absorption was found to scale with the fourth power of the frequency and the third power 
of the radius of the obstacle.  For the frequency region in which the wavelength is 
approximately equal to the length of the particle, known as the stochastic region, the 
attenuation was found to be proportional to the square of the frequency and the first power 
of the particle size [51, 52].  If the wavelength is much smaller than the particle, known as 
the diffusive region, the attenuation was found to be independent of the frequency, and 
inversely proportional to the particle length [7, 51, 53]. 
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 Kinra and Anand [54] performed longitudinal and shear velocity measurements of 
samples of an epoxy matrix containing randomly distributed spherical glass media of a 
select size via a pitch and catch measurement technique.  It was noted that major distortion 
of the received signal, after the wave propagated through the sample, was observed at 
frequencies resulting in wavelengths approximately equal to the radius of the particles.  
The authors indicated that the distortion may be due to the excitation of the embedded 
particles in resonance, which may be enabled by the similarity of the binder and particle 
impedances.  This effect indicates that energy could be localized at embedded particles 
contained within a stiff binder matrix due to external mechanical excitation.  More in depth 
analysis of the scattering effect of spherical inclusions can be found in the literature [10, 
52, 55-57]. 
 Mason and Mcskimin [46, 47] also noted an additional loss mechanism which was 
proportional to the frequency of excitation.  The authors concluded that this loss was due 
to the elastic hysteresis located at boundaries between internal grains.  As noted by Zener 
[34, 58], boundaries between grains in metallic materials behave in a viscous manner, such 
that slipping between grains under shear stress can occur.  The shear stress for a simple 
amorphous material is the product of the shear strain rate and the coefficient of viscosity, 
the latter of which varies with temperature as 
 
 𝜂𝜂 ~ 𝑒𝑒 𝐻𝐻𝑅𝑅𝑅𝑅  (2.81) 
 
where 𝜂𝜂 is the coefficient of viscosity, 𝐻𝐻 is the heat of activation, 𝑅𝑅 is the gas constant, and 
𝑇𝑇 is the temperature [34].  The energy dissipated from this effect is proportional to the 
product of the relative displacement and the shear stress.  For low temperatures, the relative 
displacement would be minimal in most cases due to the high viscosity existing between 
the grains such that no relative motion could exist during cyclic strain.  However, for 
sufficiently high temperatures, the shear stress would be minimal due to such low viscosity 
that the boundaries between the grains are relaxed at all times.  Therefore, as predicted by 
Zener [34] and confirmed by Kê [59], there exists an optimum temperature at which the 
absorption of mechanical waves is maximized.  In further work produced by Kê [60], the 
maximum absorption was found to exist at a distinct value determined by the product of 
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the grain size, frequency, and the coefficient of viscosity, illustrating the dependence of the 
absorption on each term. 
An additional loss mechanism, important in the fields of geology [61] and non-
destructive testing [62], is attributed to frictional effects caused by the sliding of internal 
faces of cracks.  Mavko [63] briefly summarizes proposed models in which the absorption 
effects due to cracks are quantified.  The proposed models indicate that the losses are 
linearly dependent on the excitation frequency and independent of amplitude only for small 
excitation amplitudes.  The combination of modeling large cracks and the hysteretic losses 
observed by Mason and Mcskimin has been termed “micro contact based losses”, and 
continuing studies have attempted to account for these effects [64]. 
The absorption mechanisms discussed thus far were primarily studied in metals; 
however, there exists a large body of work focused on acoustic losses in polymers as well.  
According to Lazan, the long chains of molecules associated with polymers introduce a 
combination of elasticity and viscosity allowing for the characteristics of the polymer to 
exist between that of a crystalline solid and a viscous liquid [33].  This property enables 
the mechanical behavior of polymers to be uniquely dependent on the temperature of the 
material as well as the time-scales under which the material is deformed.   
The overall mechanical behavior of polymers can be classified into different 
regions based on the excitation frequency or temperature of the material [65].  The “glassy” 
region of polymers exists at low temperatures or high frequencies, in which the material 
behaves in a manner similar to elastic solids.  As the temperature is increased, or the 
frequency of excitation is lowered, the material transitions into a “rubbery” region where 
the moduli and damping values of the material are relatively low.  The critical point 
between these two states is noted as the “glass transition” region in which the loss modulus 
and the loss factor exhibit maxima, and coordinated motion of long molecular strains 
occurs [65].  This phenomenon is often expressed as a relaxation process in terms of 
anelasticity, in which there exists a frequency-temperature region such that the molecular 
motion or strain is significantly out of phase with the cyclic stress, and the phase lag results 
in a mechanism for acoustic absorption [33].  This dependency of the mechanical behavior 
on the excitation frequency and temperature as well as the relevant regions of polymers is 
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summarized in Fig. 2.4.  In many polymers, there also exists additional relaxation 
phenomena associated with various length scales of the molecular motion [65-67]. These 
lengths scales associated with the losses for various regions of mechanical behavior are 
illustrated in Fig. 2.5. 
The relationship between the effects of excitation frequency and temperature can 
be effectively combined by the “method of reduced variables” [68, 69].  Assuming that the 
moduli are proportional to the absolute temperature and density of the material, and that 
all molecular mobilities at a given temperature have the same frequency-temperature 
dependence governed by a single activation energy of flow, the following relationship 
holds 
 
 log𝑎𝑎𝜕𝜕 =  0.434𝐴𝐴𝑒𝑒𝑅𝑅 �1𝑇𝑇 − 1𝑇𝑇0�  (2.82) 
 
where 𝐴𝐴𝑟𝑟 is the activation energy for flow, 𝑅𝑅 is the gas constant, 𝑎𝑎𝜕𝜕 is the frequency shift 
due to the temperatures 𝑇𝑇 and 𝑇𝑇0 [68, 69].  Ferry [68] presents an expression for the 
activation energy of flow as 
 
 𝐴𝐴𝑟𝑟 =  4120𝑇𝑇2
�51.6+𝑇𝑇−𝑇𝑇𝑔𝑔�2  (2.83) 
 
where 𝑇𝑇𝑔𝑔 is the glass transition temperature.  It is noted that the previous relation holds for 






Figure 2.4.  Mechanical behavior of a typical polymer passing through the glass 
transition [33].  
 
 
Figure 2.5.  Length scales of molecular motion associated with the regions of 





Mode conversion of a compression wave into a shear wave, and vice versa, can 
occur at boundaries in scenarios satisfying appropriate geometric and material properties 
[8, 9].  Jarzynski [70] notes that as shear waves are typically more dissipative than 
compressional waves in polymer materials, for the case of a polymer containing an 
inclusion excited by compressional waves, losses may be localized near the inclusion.  This 
phenomenon, as noted in the application of sound absorption materials, may yield a method 
for the generation of heat at locations of embedded particles due to the energy from external 
compressional waves.  It should be noted that this effect may be of interest in the pursuit 
of the localization of energy within composite explosives. 
The complexity associated with the understanding of acoustic absorption in solids 
can be attributed to the wide variety of possible loss mechanisms, each of which can 
dominate the attenuation of mechanical waves under certain conditions.  To illustrate this 
complexity, Lazan [33] presents an absorption curve of a hypothetical material based on 
Zener’s [34] “typical relaxation spectrum” as shown in Fig. 2.6. 
 
 
Figure 2.6.  Example of relaxation peaks from various internal mechanisms for a 




2.3 Heat Generation Due to High-frequency Mechanical Excitation in Current 
Applications 
 
There exists a wide variety of commercial and industrial uses for the heating of 
materials via high-frequency mechanical excitation.  These uses range from the detection 
of defects within critical structures to cancer treatments in the medical field.  As these 
procedures are used in such critical operations, the mechanisms and physical processes 
have been studied and are currently of interest in order to increase the sensitivity and 
capability of these systems.  The study of these procedures and processes can be useful in 
the understanding of how high-frequency mechanical energy can be concentrated within 
explosive materials.  Furthermore, the understanding of the current limitations of these 
acoustic heating devices is of importance to evaluate the possibility of devices to aid in the 
detection and defeat of explosive materials.  A brief overview of the current applications 
of heating in materials due to high-frequency mechanical excitation is presented. 
 
2.3.1 Ultrasonic Welding 
 
Ultrasonic welding utilizes an ultrasonic horn to apply high-frequency vibrations 
directly to two or more pieces held together under significant force, in order to create a 
strong bond between the components.  This process can be used to fuse together many 
plastic materials as well as some metals [71].  In the ultrasonic welding of metals, the 
vibrations allow the dissociation of oxides located at the surfaces of the interfaces, and the 
asperities are plastically deformed allowing for close contact to be achieved [72].  The weld 
is then made by diffusion processes between the surfaces as well as by the formation of a 
thin melt layer at the interface [71].  Cheng and Li [72] measured the temperature of the 
interface during excitation, and found that the temperature response was composed of two 
regimes of heating.  The first regime occurs at the onset of excitation and is indicative of 
extreme heating rates; however, this response occurs only briefly and quickly transitions 
into a regime of more mild heating.  The heating remains at this mild setting as the 
temperature appears to reach a steady state value until the excitation is removed.  The 
authors attempt to explain this two-stage phenomenon by stating that the initial high-
heating response is caused by friction between the two pieces, quickly followed by the 
36 
 
smoothing of the interface allowing the two pieces to “seize” together, resulting in a lower 
heating regime.  This lower heating response is then dominated by further plastic 
deformation until the excitation is stopped. 
The welding process of plastic materials is commonly categorized into two separate 
groups depending on the distance between the welding interface and the applied contact 
excitation.  The term “far-field” is used to describe the welding of plastics in which the 
interface is more than 6.35 mm from the location of the applied excitation.  This type of 
welding is only suitable for rigid, amorphous plastics as the acoustic absorption of these 
materials is typically less than that as found in crystalline materials [71, 73].  Due to the 
narrow transition region of semicrystalline polymers, localized heating can occur outside 
of the weld zone, and lead to an increase in the loss modulus.  This result then leads to 
higher dissipation of the acoustic energy and increased heating until the melt temperature 
is reached.  Once the material approaches the melt temperature, the material is unable to 
propagate sufficient energy to the weld zone due to the loss of mechanical stiffness.  This 
phenomenon has been observed to result in the melting of the semicrystalline polymers at 
the horn/part interface with little effect at the weld zone [74].  Amorphous polymers tend 
to have much broader transition regions and as such, local stresses do not heavily affect the 
mechanical properties of the material and the mechanical energy can be more fully 
delivered to the bond interface [73]. 
The term “near-field” describes the process when the bonding interface is less than 
6.35 mm from the location of the contact excitation source.  This process is suitable for 
both amorphous and semicrystalline polymers as the excitation is not heavily dissipated 
before reaching the bonding surfaces [75].  In both cases, the excitation plastically deforms 
the asperities of the bond surface, resulting in heating of the polymer near the interface.  
The material then melts and flows to achieve a strong bond between the two surfaces [74, 
75].  The heat generated by the plastic weld is generally accepted as a hysteretic effect such 
that it scales with the first power of the excitation frequency and the second power of the 
strain amplitude [73, 74, 76].   
Tolunay et al. [77] investigated the temperatures located at and near the bonding 
interface of polystyrene pieces during the ultrasonic welding process.  The measurements 
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at the interface indicated a rapid initial heating rate until the interface temperature reached 
approximately 250 °C at which point the temperature continued to rise at a much lower 
rate.  The temperatures reached a peak value within 0.2 seconds, and cooled gradually until 
the excitation was removed.  The authors explain this multiple step heating by stating that 
the initial, intense heating, was caused by the high stresses experienced within the asperities 
due to friction effects.  The effect is relieved once the asperities reach a temperature of 
approximately 250 °C, at which point the material begins to soften and flow.  The 
additional heating is attributed to volumetric dissipation of the vibration energy as more of 
the material reaches the glass transition temperature.  Below the glass transition, the 
dissipation rate of polymers typically increases with increasing temperature.  Once the 
material passes the glass transition, additional heating results in a lower loss modulus and 
dissipation rate, accounting for the cooling region observed during excitation.  This trend 
is also quite similar to that observed for metals [72]; however, the explanations of the 
phenomena are different. 
Ultrasonic welding typically uses a frequency of 20 kHz; however, some devices 
utilize frequencies of 10 and 40 kHz and also at higher resonance frequencies, depending 
on the application [71, 78].  For applications requiring continuous welds of larger parts, an 
excitation frequency of 10 kHz is typically used.  However, this process requires more 
powerful and larger equipment, and can damage small parts due to the large amplitudes 
generated by the excitation.  Higher frequency excitation of 40 kHz is suitable for delicate 
parts and film due to the small amplitudes generated by the welder; however, this process 
is not useful for far-field application due to the increased attenuation of higher frequency 
waves. 
 
2.3.2 Medical Applications 
 
Ultrasound radiation is used in medical applications to heat tissues through the 
process of acoustic absorption in procedures known as ultrasound physical therapy and 
high intensity focused ultrasound [71, 79].  Ultrasound physical therapy is used to heat 
joints and soft tissues in the treatment of bursitis, muscle spasms, injuries, and to promote 
circulation [71].  For this application, heating, generated by the absorption of ultrasound, 
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is applied to a large region of tissue by a low-intensity portable unfocused transducer [80].  
The excitation frequency for this procedure ranges from 1 to 3 MHz under both continuous 
and tone-burst application [81].  Additional mechanical effects have been suggested to be 
caused by possible cavitation which may also be of benefit in such applications [71]. 
Ultrasound radiation has been utilized to cauterize bleeding, to provide glaucoma 
relief, and to damage and destroy cancer cells deep within the body [82-85].  This 
application, referred to as ultrasound surgery, requires high intensity ultrasound radiation 
focused either by a single curved transducer or an array of transducers, typically at 
frequencies of 0.8 to 10 MHz [83, 86].  Hyperthermia, or the heating of tissue, has been 
shown to produce anti-tumor effects, given that the target tissues reach temperatures of 
approximately 42 to 43 °C for sufficient lengths of time [71, 80].  This process is typically 
achieved by viscous absorption due to shearing motion within the tumor tissues and is aided 
by focusing the ultrasound radiation field onto the location of the tumor [85, 87].  It is also 
noted that the absorption of the tissues, in that application of ultrasonic surgery, typically 
scales linearly with the frequency, however there does exist a dependence on the 
temperature of the tissue [83].  There is also a suggested contribution of the destruction of 
cancer cells due to the development of cavitation effects [80, 83, 88].  The additional loss 
mechanisms of reflection, scattering, and mode conversion through bone have also been 
evaluated in the application of brain surgery via ultrasound [89, 90]. 
 
2.3.3 Non-Destructive Testing 
 
In order to investigate the internal health of critical components in crucial 
applications within the fields of aerospace, materials science, and structural engineering, 
qualitative and non-destructive methods have been proposed and successfully developed.  
One such method commonly referred to as “acoustic-” or “vibrothermography” utilizes 
external vibrations to generate heat at locations of defects, delaminations, and voids within 
the components under investigation [91-93].  This heat is then conducted to the surface of 
the test piece, and a resulting “hot-spot” is identified using infrared videography [94].  The 
external vibrations are typically applied using a fixed frequency, high power ultrasonic 
horn; however, some applications suggest using higher-frequency broad spectrum 
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transducers in order to excite multiple structural vibrations of the test piece [95].  A number 
of recent studies have indicated that by using a sweeping ultrasonic frequency, resonances 
and non-linear effects associated with the defect can lead to an amplified heating effect at 
the defect location [96-99]. 
Three mechanisms are commonly attributed to the conversion of the acoustic to 
thermal energy in the application of vibrothermography: friction effects, viscoelastic 
damping, and plastic deformation [95, 100, 101].  In the study and identification of cracks 
and delamination, relative motions between the surfaces at the interface of the defect can 
develop and results in a significant source of heat due to friction effects [102, 103].  
Rothenfusser and Homma [104] summarize the possible relative motions as clapping, in-
plane shear, and anti-plane shear modes and concludes that the generated heat is 
proportional to the square of the particle velocity.  The asperities in contact at the interface 
can also become plastically deformed allowing for the hot spot to transition to new 
locations along the crack interface [95].  Studies [104, 105] have examined this effect and 
have noted that with a sufficient increase in loading normal to the plane of the existing 
crack, the crack closes resulting in no significant relative motion between the crack 
interface, and the heating rate is lowered. 
Viscoelastic damping has been examined in numerous studies as a possible 
mechanism in the application of vibrothermography.  It has been shown for viscous 
materials within test structures, regions of high strain correlate to and produces significant 
heating [106, 107].  This effect may occur due to the anelastic behavior of metals at the 
high stress regions of cracks and voids undergoing deformation due to the externally 
applied vibration.  At high vibration intensities, plastic deformation may develop at the 
crack tip and near the interface which in turn leads to the generation of heat [108]. 
 
2.4 High and Low-frequency Mechanical Excitation of Energetic Materials 
 
There exists only a limited amount of published work on the investigation of the 
response of energetic materials under high or low-frequency mechanical excitation.  In the 
1930’s, the first significant observations of the decomposition of various explosives due to 
ultrasonic stimulation were reported.  A limited number of publications following these 
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early observations were conducted into the 1960’s; however, aside from an extended series 
of studies by Loginov, little investigation of this effect was conducted and published, until 
recently.  A summary of these works is presented. 
 
2.4.1 Early Work on the Initiation of Explosives with Ultrasound 
 
In an early study conducted by Marinesco in 1935 [109], nitrogen iodide, silver 
fulminate, and berthollide powders were driven to decomposition using ultrasound.  The 
explosive materials were placed in glass tubes or cellophane bags and covered with a non-
wetting fluid.  The containers were then submersed in oil, and held near a piezoelectric 
quartz transducer operating at a frequency of 11 kHz.  The author suggests that the heating 
of entrapped bubbles in contact with the explosive materials, caused by the adiabatic 
compression and expansion of the ultrasonic waves, resulted in a thermal mechanism for 
the initiation of the explosives. 
In 1937, Bobolev and Chariton [110] reported the detonation of nitrogen trichloride, 
a very sensitive explosive, under the excitation of ultrasound. The explosive samples were 
placed in a thin glass tube immersed in oil, held at a distance of 3 cm from an oscillating 
crystal operating at 750 kHz.  The authors reported that two detonation events were 
observed after 9-10 s of irradiation. 
Griffing and Macek [111], in 1954, reported that samples of ammonium 
permanganate were able to be driven to decomposition by ultrasonic irradiation.  Small 
amounts of the energetic material, 0.25 g, were placed on a nylon sheet held at a distance 
of 1 mm from a piezoelectric quartz crystal.  The sample and ultrasonic transducer were 
covered with mineral oil housed by a glass tube.  The transducer was operated at a 
frequency of 2 MHz at various voltages, allowing for a range of ultrasonic intensities to be 
investigated.  The time to explosion was found to be inversely proportional to the square 
of the intensity of the ultrasonic irradiation.  The authors note that no explosion events 
could be produced if the material was in air alone and suggests that cavitation effects, as 




In order to further the understanding of the initiation of explosive materials via 
ultrasound, Rice and Levine [113] studied the degree of oxidation of a composite system 
due to ultrasonic excitation.  The authors measured the amount of oxidation occurring 
between well mixed and pressed samples of lauryl aldehyde and potassium chlorate after 
subjected to various intensities and durations of ultrasound radiation.  The samples were 
affixed in a glass tube between two sheets of Cellophane and the assembly was placed in a 
water bath, such that direct contact was made between the sample and the ultrasonic 
transducer operating at a frequency of 2 MHz.  The authors observed an initially high rate 
of oxidation at the onset of the ultrasound excitation, which then decayed until a final value 
of oxidation was approached.  An increase in the ultrasound intensity resulted in an increase 
of the final level of oxidation as well as an increase in the initial rate of oxidation at the 
onset of the ultrasound excitation.  The authors subjected similar samples to temperatures 
of 100 °C for 20 min for comparison and did not observe any oxidation of the aldehyde.  
The authors suggested that these results indicated that the oxidation occurs due to high 
temperatures generated locally at highly favored locations, resulting in “hot-spots”.  The 
authors also suggested that the higher intensities produced a higher number of these 
locations, thereby explaining the observed increase in the oxidation.  It was also noted that 
similar results might be obtained through the use of a single high-intensity wave, since the 
various factors should be operative in both cases.  This study was repeated to include the 
effects of particle size by Rice and Veguilla-Berdecia in 1967 [114].  This study included 
particles of potassium chloride with two particle size means of 7.6 μm and 70 μm.  The 
results indicated similar trends as observed in the previous study, as well as that smaller 
particles resulted in an increase of the initial oxidation rate, as well as an increase in the 
final oxidation level of the material.  The authors noted that the amount of oxidation 
measured was significantly greater than the estimated amount of material in contact at the 
surfaces of the particles.  The ultrasonic excitation was suggested to activate local 
dislocations at the contact surfaces which allowed for the formation of hot-spots where 
higher temperatures may have been generated.  The higher surface area provided by the 




In 1968, Napadensky summarized possible mechanisms of the initiation of 
explosives and recognized the potential for ultrasonic vibration in this regard [115].  The 
author also commented that this phenomenon should be an attractive area for investigation; 
however, little relevant work had been openly published until recent years. 
 
2.4.2 Sensitivity of Explosives to Low-frequency Vibration  
 
The study of the initiation of energetic materials under low-frequency vibration is 
of great importance to evaluate possible safety concerns with the transportation, storage, 
production, and applications of such materials.  The vast majority of published work 
concerned with the initiation of energetic materials under vibrations was conducted by 
Loginov over the span of over thirty years.  These studies examined vibration induced 
decomposition for a long list of energetic materials: lead azide [116-119], mercury 
fulminate [118], colloxyline [120], pentaerithrityl tetranitrate (PETN) [118, 119], 
trinitrotoluene (TNT) [116, 121, 122], trinitrobenzene [123], cyclotrimethylenetrinitramine 
(RDX) [116, 118, 120, 121, 124],  cyclotetramethylene-tetranitramine (HMX) [118], 
ammonite [121], ammonium perchlorate (AP) [116, 120, 125], and propellant N [116].  
The experimental setup for all trials consisted of a fully contained roller holding device 
mounted on a hydraulic press and a vibration device.  The pressure of the enclosed roller 
device, in which the materials were placed, was measured via a manometer to account for 
the amount of decomposition of the energetic materials when placed under vibration.  A 
static load was applied to the sample via the hydraulic press and the samples were subjected 
to vibrations from 37 to 180 Hz at measured amplitudes of 0.05 to 2.5 mm. 
The initial study [116] indicated that the materials of lead azide, TNT, RDX, AP, 
and propellant N all observed to transition from thermal decomposition to explosion; 
however, this energetic response only occurred at localized regions with residual material 
left mostly unreacted.  In an additional study [118], it was noted that when the materials of 
lead azide, mercury fulminate, PETN, and RDX were allowed to flow through a 1 mm 
hole, explosion was observed within 30 seconds of vibration.  Over the extent of the studies, 
it was found that vibration induced the decomposition of materials at rates similar to that 
of the materials held at much higher temperatures [120, 124].  The decomposition rates of 
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the energetic materials were found to increase with an increase of the excitation frequency 
as well as the amplitude.  The author suggests that this was due to the formation and 
activation of dislocations within the particles of the materials, thereby generating heat at 
localized regions.  The author analyzed certain samples post vibration via X-ray phase 
analysis and microscopy and found evidence of the creation of dislocations and defects 
[117, 122, 124].  IR and UV spectroscopy was also used to find evidence of the formation 
of decomposition species in the materials after the vibration loading [122-124].  In addition, 
differential thermal analysis (DTA) indicated major differences in the decomposition and 
melting temperature of some vibrated materials [117, 122, 124, 125].   
In a study published in 2009 [119], Loginov examined the effect of particle 
morphology on the vibration sensitivity of PETN.  The author found that columnar crystals 
with a 1:4 ratio of side length were more sensitive to vibration than shorter columnar 
crystals with rounded edges.  This result may indicate that a more irregular, less rounded 
particle morphology is more sensitive to vibrations.  It was also observed that larger 
crystals (300-700 um) were more sensitive than smaller crystal sizes (50 to 100 um). 
In 2000, Loginov proposed a new standard to estimate the safety of the application 
of vibration loading to the process or transportation of common industrial high explosives 
[121].  Through the use of the experimental procedure for materials as conducted in 
previous studies, the experimentally measured probability of explosion under various 
excitation parameters was used to determine a single value to predict whether a certain 
applied vibration could result in explosion.  This value is dependent on the vibration energy 
into the material, ignition temperature, melt temperature, and the expected stresses and 
strains experienced of the material.  In all, the safety factor is dependent on not only the 
excitation parameters of frequency, amplitude, loading, time, etc., but also on the chemical 
and mechanical properties of the material. 
In more recent work [126], Paripovic and Davies studied the mechanical properties 
of a mock composite explosive using a system of hydroxyl-terminated polybutadiene 
(HTPB) binder and ammonium chloride crystals under low-frequency vibration.  The study 
was aimed at providing parameters for a model that could adequately describe the response 
of such systems over a frequency range up to 500 Hz.  Experiments were conducted on a 
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pure binder system as well as a 50% by volume loaded system.  The authors found that the 
damping of the binder was considerably high, but the inclusion of the crystals almost 
doubled this value.  The pure binder was able to be adequately modeled; however, to 
sufficiently model the composite systems, more sophisticated non-linear damping and 
time-history viscoelastic terms were needed.  The authors also conducted a longitudinal 
study to examine the mechanical degradation due to time and testing on the materials.  The 
authors found only a slight shift in the resonance frequency for the binder only cases; 
however, the resonance frequency of the loaded case was increased.  This result indicated 
a stiffening of the composite material either due to time or due to the effects of the 
mechanical testing. 
In a pair of recent studies [127, 128], Miller et al. and Woods et al. examined the 
mechanical damping and heating of a mock composite explosive system of HTPB and 
ammonium chlorate at structural resonances.  The samples were in the form of plates at a 
particle loading ratio of 50, 60 and 75% volume ratio and beams at a particle loading ratio 
of 75% by volume.  The excitation was applied via a large shaker at high amplitudes of 1 
to 3 g at frequencies of 10 to 1000 Hz.  The spatial and temporal thermal and mechanical 
responses of the plates were measured with an infrared camera and laser Doppler 
vibrometer respectively.  The measured mechanical responses of the samples were used to 
predict spatial temperatures and these results were compared to the experimentally 
measured temperature distributions achieved over 60 min of excitation.  Miller et al. found 
that the lower volume fraction plates were able to be adequately modeled; however, the 
higher volume fraction plate exhibited temperatures higher than the predicted temperatures.  
This result was attributed to additional heating possible due to particle-particle interactions.  
The resonance frequencies of the plates were observed to decrease up to 6 Hz over the 
course a trial, possibly indicating mechanical damage of the material due to the excitation.  
In one particular scenario of testing, it was noted that a plate was internally damaged as 
determined from significant changes in the mechanical response of the plate. 
The published works on the response of energetic materials to  low-frequency 
mechanical excitation provides sufficient evidence that this method of insult can clearly 
induce major chemical and mechanical changes within a wide range of neat and composite 
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energetic materials.  The mechanisms involved in the conversion of mechanical energy to 
heat in low-frequency applications would appear to be of importance in a similar system 
with much higher frequencies of excitation. 
 
2.4.3 Ultrasound in the Processing of Energetic Materials 
 
Ultrasound can be used to effectively crush hard materials to fine powders [129] 
and as such, has found application in the preparation and processing of energetic materials 
[130].  In an effort to evaluate potential issues with the use of particle dispersion via 
sonication prior to particle sizing, Skidmore [131] found that subjecting HMX crystals to 
an ultrasonic bath can reduce the particle size, alter the particle morphology, and fracture 
individual crystals.  This effect was further examined and it was found that the morphology 
and particle size distribution of energetic materials can be controlled via the sonication 
parameters, especially during the crystallization process [132-134].  Ultrasound has also 
been proposed as an effective method for the quick waste remediation of energetic 
materials, as some common explosives were found to decompose via sonication in an 
aqueous solution with micron sized heterogeneous media [135]. 
  Sutherland and Kennedy [136] conducted high-frequency acoustic wave 
experiments on samples of PBX-9404 (a HMX based explosive) and X-0219 (a TATB 
based explosive) in order to evaluate the viscoelasticity of the materials.  The experiments 
used ultrasonic transducers at an excitation frequency of 0.5 and 1.0 MHz to generate and 
measure the transmission of the ultrasonic waves through the materials over a range 
temperature of -10 to 40 °C.  The authors observed evidence of the decomposition of the 
binder during excitation.  The authors attributed the degradation to the slight thermal 
cycling of the samples; however, heating effects due to the ultrasonic excitation is a more 
likely cause. 
 
2.4.4 Recent Work on the Initiation of Explosives with Ultrasound 
 
Until recently, no work published in open literature since that conducted by Rice 
and Veguilla-Berdecia in 1967, was concerned with the initiation of energetic materials via 
ultrasound.  In 1996, Schlager et al. [137] performed an interesting experimental study on 
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the potential initiation of exploding bullets and munition due to the medical use of 
ultrasound imaging.  The goal of this study was to evaluate any safety concerns for this 
scenario in the case of gun-shot wounds from exploding bullets suffered by an individual.  
The author used two different ultrasound machines operating at 5 and 7.5 MHz on bullets 
containing an explosive charge of black powder or similar mixture, combined with a 
percussion cap or primer.  Under no circumstances did the ultrasound imaging initiate the 
charge, and the study concluded that it is safe to ultrasonically image non-detonated 
exploding bullets for medical use. 
In 2010, Dobson [138] reported studies of the decomposition of a primary 
explosive, triacetone triperoxide (TATP), under the effect of aqueous sonication.  Three 
commercial devices were used, operating at frequencies of 40-60 Hz and 23 kHz.  No 
experimental methods achieved any evidence that decomposition of the material occurred 
due to the sonication. 
Chen et al. [139] utilized high speed thermal imaging to examine the creation of 
hot spots via ultrasonic excitation within an RDX and polydimethylsiloxane (PDMS) 
binder system as well as an inert sample of sucrose and HTPB.  Ultrasound was applied 
via a high power ultrasonic horn at a frequency of 20 kHz onto thin (~1.3 mm) samples 
consisting of a several crystals embedded within the binder.  Hotspots were observed to 
occur on at locations of a few crystals in the RDX/PDMS system, and evidence of 
decomposition was noted.  In the sample system of sucrose and HTPB, the authors noted 
that heating occurred in the binder near the crystal and the generated heat then diffused into 
the crystal. 
In 2015, You et al. [140] utilized a similar setup to further investigate the 
mechanism of hot spot generation in particle-binder systems via ultrasound.  The 
ultrasound was again applied via a high powered ultrasonic horn operating at 20 kHz.  The 
hotspots were observed at solid inclusions of sucrose, sodium chloride, RDX, PBX, 
ammonium nitrate, and Teflon cubes within binder materials of PDMS and HTPB.  The 
authors note that significant heating of the particles only occurred with the addition of a 
highly viscous liquid coating of the particles.  The authors used polyethylene glycol (PEG), 
glycerol, HTPB and PTFE to coat the inclusions, but no dependence on the higher viscosity 
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of the coating was observed.  The authors noted that heating of an encapsulated bubble of 
PEG did not occur under excitation, and proposed that the hot spot generation was caused 
by frictional heating between the particle surface and binder.  The authors observed surface 
changes a delamination of the particles via scanning electron microscopy after the 
ultrasound radiation.  
The whole collection of these works indicates that the ability to heat and decompose 
energetic materials via ultrasound and vibration on demand is possible.  However, the 
existing literature indicates decomposition of such materials only at very limited 
parameters, and optimization of this process has not been studied.  Although this 
phenomenon has been reported since 1935, the understanding of the fundamental 
mechanisms is still largely unknown. 
 
2.5 Detection of Explosives 
 
The accurate and reliable identification and detection of explosives remains a major 
goal in order to deter terroristic activity and to ensure public safety.  A great amount of 
effort has been invested to produce methods and devices to enable successful screening 
and identification of harmful explosive materials in a wide array of scenarios.  Such 
scenarios extend from the open battlefield in the detection of mines and improvised 
explosive devices (IEDs), to airports, mass transit, and public arenas in the identification 
of terrorists personally carrying hidden explosives.  The amount of the explosive material 
available to detect may be on the order of thousands of pounds carried on vehicles to a few 
pounds hidden on the bomber.  In addition, with the rise of suicide bombing, the limited 
time available for detection results in an extremely difficult task.  Explosives can also be 
shielded by metals or sealed in plastics in order to deter specific detection methods such as 
electromagnetic investigation or vapor trace detection.  In order to be effective in the 
detection of explosives, the improvement of current methods and the development of 
alternate detection methods are needed, as well as the implementation of systems of 
combined detection methods [141].  In order to illustrate the potential of high-frequency 
mechanical excitation for this application, a brief overview of the current methods in the 
48 
 
field of explosives detection is presented.  More exhaustive reviews of current and potential 
detection techniques can be found through the literature [141-152]. 
 
2.5.1 Overview of Current Detection Methods   
 
Due to the overwhelming need for explosives detection in a wide array of scenarios, 
many methods have been proposed and developed which utilize very different pathways 
for detection.  Methods are commonly organized into indirect detection, bulk detection, 
detection of residues, and trace vapor detection. Indirect detection of explosives may be 
achieved by identifying the unique behavior of potential bombers and by identifying the 
shape of or associated components of the explosives with imaging or metal detection 
techniques [141, 153].  Metallic casing, shrapnel, and wiring of buried mines can be 
detected by via mature metal detection and ground penetrating radar techniques [154, 155], 
and the presence of an impedance mismatch between the mine and soil provides a detection 
pathway utilizing acoustic methods [156-158].  Imaging techniques using radiation, (X-
ray, infrared, terahertz, and microwaves) have been proposed and are currently utilized for 
the ability to distinguish spatial features of explosives and metallic electrical components 
such as wires and batteries even while hidden by clothing and packaging [141, 153].  These 
imaging methods have resolution limitations as a function of imaging distance from the 
target, and must account for absorption effects from the atmosphere. 
Bulk detection can be achieved through the use of nuclear quadruple resonance 
(NQR) methods, neutron interrogation, and gamma radiation techniques.  As many 
explosives are characterized by the high ratios of nitrogen and oxygen, the detection of 
high nitrogen content is common [159].  These techniques would however fail to detect 
explosive compound not containing high nitrogen content such as TATP.  NQR methods 
are easily able to identify nitrogen rich materials as the P14PN NQR absorption frequency is 
unique, and interference from other resonances is unlikely [160].  However, signals are 
typically weak and separation from background noise is difficult to achieve [144].  Neutron 
interrogation utilizes the phenomenon of gamma ray emission of specific energies by 
elements upon neutron capture [144, 161].  This method of interrogation can determine the 
elemental ratios of compounds, however high energies may be required [162].  Gamma-
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ray resonant absorption (GRA) is a proposed technique which utilizes the resonant 
absorption of the P14PN nucleus to identify materials with high nitrogen content [144, 163].  
These techniques often require large equipment to produce sufficient energy to resolve 
signals from the background noise; in addition, due to the health risks associated with such 
radiation, this method may only be applicable to screening cargo at fixed locations [141]. 
Residues of explosive materials can be detected by both direct sampling by contact 
as well as by standoff methods.  Trace amounts of the explosive materials can be generated 
during production and handling of the material and can reside on the exterior packaging, 
the bomb maker’s clothing, hair, and skin, and even documents handled by the bomb maker 
[141, 164-169].  Once the residue is collected, the material may be analyzed via methods 
for identification such as mass spectrometry and ion mobility spectroscopy [141, 142].  
Mass spectrometry determines the chemical composition of materials by measuring the 
mass to charge ratio of ions passing through a controlled magnetic field [142, 144, 146].  
This method has proven successful in the determination of many explosives; however, the 
instruments have historically been large and costly [147].  There has been substantial work 
to both increase the sensitivity of mass spectrometers and minimize both size and cost of 
the devices [142, 143, 147].  Ion mobility spectroscopy involves the vaporization of the 
sample, ionization of the vapor, and introduction of the ions into a controlled magnetic 
field [146, 147].  The chemical composition of the sample can then be determined by 
evaluating the mobility of the ions as this property is dependent on the mass to charge ratio 
[142].  This method has proven very popular in application due to the maturity of the 
method, high sensitivity to explosive materials, and the ability to miniaturize equipment 
[142, 146, 147].  This device can analyze materials by vapor sampling or swipes and can 
determine composition in 1 min [143]. 
Stand-off detection can be achieved by directly targeting residue typically via laser 
aided spectroscopy methods; however, this method requires a direct line of sight to the 
target materials.  Raman spectroscopy is able to identify molecules of the target material 
by measuring the various vibrational, rotational, and other transitions through the collection 
and analysis of photons emitted from the target excited by laser radiation [142, 145-147].  
With recent advances to increase the signal to noise ratios, this method shows promise as 
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a standoff detection technique.  This method has shown to be effective at a distance of 7 m 
in detecting small amounts of common explosives [146].  However, this method has yet to 
prove successful on the identification of explosive vapors [142].  The major issues with 
this method are attributable to background signals from fluorescence, composite materials, 
and surfaces [143].  Other spectroscopy techniques for explosives detection include 
terahertz (THz), infrared (IR), and laser induced fluorescence spectroscopy. 
Laser induced breakdown spectroscopy (LIBS) consists of a high powered laser 
used to break down a target residue into a light emitting plasma.  The emission is then 
analyzed via a spectrometer to determine the composition of the material [145-147, 170].  
It is also suspected that the laser may be able to initiate more sensitive explosive targets; 
although laboratory experiments have led to the ignition of some materials, no initiation of 
explosion has been observed [145, 170].  This method is capable of short time results over 
substantial distances without the need for sample preparation, however there is difficulty 
discerning a positive signal for explosive compounds from atmospheric interference.  A 
double pulse technique has been investigated to increase the signal intensity from the 
plasma by decreasing the amount of surrounding atmospheric gases, and appears to have 
achieved some level of success [146, 170].  
 
2.5.2 Trace Vapor Detection Techniques 
 
Detection of explosives may be achieved through the identification of any 
characteristic trace vapors in the surrounding atmosphere.  This method is highly dependent 
on the vapor pressures of the target materials as well environmental conditions experienced 
during the testing for explosives.  Due to the significantly low vapor pressures of most 
explosives, highly sensitive sensors must be utilized for detection purposes, which in turn 
results in greater false positives [142].  Highly sensitive devices would be difficult to use 
in a military setting due to the high level of background vapors from munitions [141].  
This method of detection is also hindered by weather conditions, distance to the 
target materials, and the packaging of the explosive.  As such, research is needed in to 
determine how packaging, wind/flow patterns, and the motion of the explosive target 
would affect the vapor plume available for sampling [141, 171].  Even though vapor 
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detection methods are hindered by many difficult obstacles, success in detecting explosives 
has been achieved.  In addition, these methods do not require direct contact sampling or a 
direct line of sight as the case with residue detection methods. 
Historically, trained dogs have proven very capable in the field of explosives 
detection, and are considered the “gold standard” [147].  The detector dogs specifically 
excel in the task to separate background odors from a target vapor, resulting in quick 
detection with remarkably high reliability in a variety of scenarios [172-174].  Additional 
studies have also shown that other animals such as bees and rats are capable of training for 
the detection of explosives [141, 175, 176].  Other biological detection methods include 
the use of plants and bacteria to indicate the presence of energetic materials [177].  
Due to the low vapor pressure of most explosives, vapors are commonly 
concentrated prior to analysis.  This can be achieved by passing the sampled air through a 
fine mesh or collecting media in order to heat the sample to higher temperatures to achieve 
higher vapor pressures [142].  Polymers have also been developed in order to collect small 
amounts of explosive materials.  These selective coatings are also applied to 
microelectromechanical systems (MEMs) which are designed to detect small mass changes 
via surface acoustic waves (SAW), and linear and non-linear resonance behavior [142, 178-
181].  Gas chromatography is also used to improve efficiency of detection by separating 
and isolating specific ions.  
 
2.5.3 Potential Solutions via High-frequency Mechanical Excitation 
 
The vapor pressures of many common explosives are highly dependent on the 
temperature of the energetic material [142, 143, 182].  As shown in Fig. 2.7, the vapor 
pressure of many common explosives can be raised by orders of magnitude by just a 20 °C 
raise in temperature.  As such, the utilization of high-frequency mechanical excitation to 
heat explosives remotely or from short standoff distances may be exploited to significantly 
raise the vapor pressure of target materials.  This process would in turn be greatly beneficial 
in the aid of explosive detection by vapor detection.  The increase in temperature may also 
increase the permeability of the casing, allowing a faster rate of diffusion of the energetic 
material to the atmosphere for detection [183]. 
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In addition, if the temperature of the explosive material is raised sufficiently either 
directly by mechanical dissipation or by heating assisted via chemical decomposition, then 
infrared imaging may be used to identify and locate the explosive [184].  If the excitation 
is sufficient, then decomposition or initiation of the explosive may be realized for a method 
of defeat [141].  If the mechanical excitation can be tuned to heat composite or neat 
energetic materials based on the unique properties of the materials (mechanical properties, 












2.6 Initiation of Explosion 
 
To date, there have been many studies concerned with the initiation and propagation 
mechanism for detonation in explosives.  Although some studies suggest alternative 
initiation methods for detonation [185-188], the major agreement is that the fundamental 
initiation mechanism is thermal in origin [189-192].  It is generally accepted that the 
initiation and growth of explosion under mechanical deformation is due to the conversion 
of mechanical energy to heat in localized regions referred to as “hot-spots” [189-192].  In 
order to induce a sustained reaction, the hot spots must be of a certain temperature, size, 
and duration such that the generated heat is greater than the heat conducted away to the 
surrounding material.  Though these conditions are case and material specific, Bowden and 
Yoffe [189, 193] have suggested that critical hot spots should exist at a size of 0.1 to 10 
μm, over 10P-5 P to 10P-3 P seconds, and at temperatures greater than 700 K [191].  A number of 
potential mechanisms for the creation of such hot-spots have been proposed and explored.  
Field has published reviews summarizing the broad studies of many suggested mechanisms 
such as pore compression and collapse, viscous and plastic heating, friction, shearing, and 
spark discharge [190, 191].  Many of these mechanisms exist only under the high pressures 
of an impact or shock, and would not be applicable under the low pressures associated with 
high-frequency mechanical excitation.  As such, a brief description and summary of only 
the mechanisms which may be observable under such excitation are presented. 
Much work has been published on the proposed initiation mechanism associated 
with the compression of voids and trapped gases within explosive materials and the ability 
of this phenomenon to generate hot spots.  As the trapped gas is compressed by a shock, 
impact, or deformation, the pressure and temperature within the gas is significantly 
increased which may result in the ignition of either the explosive vapors within the cavity, 
or the explosive material comprising the cavity walls [189, 194].  In work by Chaudhri and 
Field [195] the collapse of a bubble in direct contact with single crystals of high explosives 
under a plane shock in water was found to induce fast reaction; the same shock scenario 
without the attached bubble failed to initiate the explosive.  The authors attribute the 
initiation due to the high temperatures occurring within the collapsed bubble.  
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An additional mechanism is attributed to the viscous heating of material under 
various scenarios of deformation.  During the collapse of a cavity, the surrounding material 
is deformed and stress concentration may form to cause significant heating via viscous 
dissipation or plastic work [189, 192].  Such a localization of heating may generate a hot 
spot of sufficient temperature and size to result in the growth of reaction.  Additional 
viscous heating scenarios may occur due to the deformation of large grains compressing 
surround materials.  This concentration of stresses may also lead to the production of 
critical hotspots [190, 191].  
Many explosives are used in a composite system comprised of various sizes of 
explosive crystals with a binder material.  As such, the mechanical interactions within the 
composite explosive due to an impact or pressure wave can be quite complicated.  An 
image of a pressed composite explosive of PBX 9501, comprised of a bimodal distribution 
of HMX with an Estane binder and nitroplasticizer, is shown in Fig. 2.8.  An additional 
mechanism for hot spot generation is that attributed to friction occurring between the 
crystals of the explosive or between the explosive and other surfaces.  This effect has been 
studied in detail [189, 196] in which grits of various melting temperatures were used to 
induce friction based ignition of explosives.  The authors noted that grit of a minimum melt 
temperature is required to sustain friction to the point of ignition.  If the grit reached its 
melting point before ignition could occur, the grit would be unable to sustain shearing force 
and the friction was alleviated.  
 
 






CHAPTER 3.  THE THERMAL AND MECHANICAL RESPONSE OF A BULK 







The effects of applying high frequency mechanical excitation to composite 
explosive materials are largely unknown.  The highly complex microstructure of common 
plastic bonded explosives allows for multiple pathways for the conversion of mechanical 
to thermal energy.  The varying types of mechanical interactions that may be generated 
within these materials would likely be dependent upon the length scale associated with the 
mechanical interaction, i.e. the wavelength of excitation, and in turn the excitation 
frequency.  In this manner it is likely that longer wavelength excitation (lower frequency) 
would interact with the material as a bulk and homogenous media, and typical dissipation 
mechanisms would be promoted.  As the wavelength approaches the scale of the critical 
microstructure features of the composite material, such as the particle size, more complex 
mechanical interactions would likely exist such as wave scattering, intergranular friction, 
particle and void resonances, etc.  As such, the material response to these mechanical 
interactions would likely be highly dependent on the wavelength and in turn the frequency 
of the mechanical excitation. 
In order to investigate these potential effects, contact piezoelectric transducers were 
used to mechanically excite pressed pellets of a common composite explosive system, PBX 
9501, as well as the system’s representative inert mock materials PBS 9501 and 900-21.  
The thermal and mechanical responses of these systems to the applied mechanical 
excitation were characterized and measured with the use of infrared imaging and laser 
Doppler vibrometry.  Heat transfer analysis was performed on the thermal measurements 
in order to estimate the amount of heat generated within the systems and specifically, to 
attempt to quantify the heat produced via chemical reaction by comparing the thermal 
response of the energetic system with the inert materials. 
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This work was published in the Journal of Applied Physics in 2013 as “Thermal 
and Mechanical Response of PBX 9501 under Contact Excitation” [198].  The majority of 
the analysis and experimentation within this work was conducted in close cooperation with 
Jacob Miller in Professor Jeffrey Rhoads’ research group at Purdue University.  
Specifically, the experimental setup for the electrical excitation applied to the piezoelectric 
transducer used in this study, as well as the laser Doppler vibrometry results, should be 
primarily attributed to Jacob Miller.  
 
3.2 Experimental Methods 
 
3.2.1 Material Characterization and Sample Preparation 
 
In order to explore the effects of high frequency mechanical excitation applied to 
plastic bonded explosives, the well characterized composite explosive PBX 9501 material 
was chosen for experimental investigation.  The PBX 9501 system is a common plastic 
bonded explosive system comprised of the energetic material cyclotetramethylene-
tetranitramine (HMX) and a polyurethane based binder material at a ratio of 95 to 5 percent 
by mass [199].  The binder material is composed of a polyurethane plastic Estane 5703 and 
an energetic nitro-plasticizer BDNPA/F in equal parts by mass. Two inert material systems 
were also investigated in order to estimate the contribution of chemical decomposition to 
the overall production of heat within this explosive system under mechanical excitation.  
The mock material 900-21 is comprised of a mixture of barium nitrate and pentek with the 
same binder material as used in PBX 9501 at a ratio of 94 to 6 percent by mass [200].  The 
inert 900-21 composition is specifically intended to represent the density and mechanical 
properties of PBX 9501.  The mock material PBS 9501 is comprised of a mixture of C&H 
brand powdered and granulated sugar and the same binder material as used in PBX 9501 
at a ratio of 94 to 6 percent by mass [201].  The combination of granulated and powdered 
sugar used in the PBS 9501 material is intended to provide a particle size match to the 







38T38T38T able 3 38T.1.  Composition of the material systems. 
Material 
System 
  Composition (wt. %)   
  HMX Ba(NOR2R)R3 Pentek Sugar (C&H) 
Estane 
5703 BDNPA/F  
  PBX 9501  95.00 --- --- --- 2.50 2.50   
 900-21 
 --- 44.65 49.35 --- 3.00 3.00  
 PBS 9501 
 --- --- --- 94.00 3.00 3.00  
  
Molding powders of PBX 9501 and 900-21 were obtained from Los Alamos 
National Laboratory (LANL), and a molding powder of PBS 9501 was prepared following 
procedures as outlined in Liu et al. [202].   The thermal conductivities of the mock materials 
of 900-21 and PBS 9501 were measured using a transient plane source technique as 
described in Gustafsson [203].  The molding powders of each material were pressed into 
samples of right cylinders with a diameter of 1.27 cm and a length of 1.27 cm through the 
use of a uniaxial die set and hydraulic press.  The samples of PBX 9501, 900-21, and PBS 
9501 were pressed to a measured bulk theoretical mass density of 97%, 98%, and 97%, 
respectively. The material properties of each system are summarized in Table 3.2. 
 
38T38T38T able 3 38T.2.  Relevant physical properties of the material systems. 




density (g/cm P3 P) 
Thermal 
conductivity 
(W/m-K)   
 PBX 9501 1.86 0.454  
 900-21 1.861 0.679  
  PBS 9501 1.57 1.18   
 
 
The PBX 9501 molding powder uses a mixture of coarse and fine HMX particles 
with a particle size distribution showing maxima of 234 and 5 microns respectively.  
However, studies conducted by Skidmore et al. [197] shows that the particle size 
distribution of the HMX particles shifts during the molding and pressing processes. For the 
pressed PBX 9501 material a bimodal particle size distribution was still found with a coarse 
particle size peak of approximately 147 microns and a fine particle size peak of 
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approximately 17 micron.  Particle size measurements were performed on the C&H 
granulated and powdered sugar using a Sympatec Laser Diffraction Sensor HELOS 
system.  The particle size distributions of the granulated and powdered sugar showed a 
peak at 230 microns and 1.5 micron, respectively.  The initial particle size distributions of 
the sugar used for the PBS 9501 mock material matched very closely the particle size 
distribution of the HMX used in the PBX 9501 energetic material.  It was assumed that 
since the molding and pressing procedures were identical for the two material systems, the 
shift in the particle size distribution of the sugar particles in the pressed material would 
follow the same behavior as that observed in the PBX 9501 systems.  Therefore, the final 
particle size distributions of the pressed PBX 9501 and PBS 9501 systems were expected 
to be similar.   
The bulk wavespeed of PBX 9501 is reported by Dick et al. [204] as 2500 m/s and 
simple time of flight experiments using a pitch and catch transducer setup yielded wave 
speeds on the order of 2400 m/s and 1500 m/s for 900-21 and PBS 9501 respectively. 
 
3.2.2 Mechanical Excitation and Measurement 
 
In order to apply high frequency mechanical excitation to the pressed right cylinder 
samples, piezoelectric ceramic transducers were used in contact with the samples.  Two 
transducer types SMD10T2R111 and SMD12T06R412WL with listed center frequencies 
of 215 kHz ±3% and 3400 kHz ±5%, respectively, were obtained from Steiner & Martins, 
Inc.  The transducer type SMD10T2R11 is described as operating in a radial mode at the 
center frequency and is referred to as 215R in this study.  The characterization of the 
mechanical response of this transducer type is presented in Appendix A.  The transducer 
type SMD12T06R412WL is described as operating in an axial mode at the center 
frequency and is referred to as 3400A in this study.  A transducer of the same type was 
attached to each side of the flat face of the pressed samples with Devcon 5-minute epoxy 
and cured at room temperature for 24 hours.  This setup allowed for one transducer to be 
used as a driver for mechanical excitation of the sample while the transducer at the opposite 
end of the sample was used a receiver to measure the amount of deformation occurring at 
the far end of the sample.  In order to provide electrical excitation to the driving transducer, 
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a Fluke 294 Series Waveform Generator was used to supply a sinusoidal voltage of 20 VRPPR 
at frequencies from 50 kHz to 40 MHz.  The excitation signal applied to the driving 
transducer and the measured voltage from the receiving transducer was measured with a 
Tektronix DPO 4034 oscilloscope. 
In order to obtain the mechanical response of the samples to the wide range of 
excitation frequencies, the excitation frequency of the signal sent to the driving transducer 
was swept in both a rising and falling direction from 50 kHz to 40 MHz at an exponential 
spacing at a rate that allowed for an overall sweep time on the order of 30 minutes.  The 
measured voltage of the receiving transducer was used to infer the bulk mechanical 
response of the sample to the excitation supplied by the driving transducer.  In order to 
minimize the effects of a rigid boundary condition of the sample, the sample was freely 
suspended by the electrical contact leads attached to the transducers during testing. 
In order to supplement the mechanical response results achieved via measuring the 
voltage of the receiving transducer, laser Doppler vibrometry was used to measure the 
spatial surface velocity of the sample of 900-21 driven by a SMD10T2R111 transducer.  
As such, only the driving transducer was epoxied to the sample allowing for the optical 
measurement of the free face, as well as the side of the cylindrical sample, with a Polytec 
PSV-400 scanning vibrometer.  For this experiment, the driving transducer was supplied 
with an electrical signal of 40 VRPPR comprised of broadband noise up to 1 MHz.  This signal 
was supplied by the same waveform generator as used in the receiving transducer 
measurements; however, the signal was amplified with a Kron-Hite 7500 power amplifier.  
Velocimetry measurements were made over 750 points on the free face of the sample as 
well as on 55 points on the side of the sample along the axial direction in order to capture 
the mechanical response of the sample to the mechanical excitation supplied by the driving 
transducer.  The frequency domain mechanical responses of the samples were generated 
through the decomposition of the measured surface normal velocities. 
 
3.2.3 Thermal Measurement 
 
To evaluate the thermal response of the composite energetic PBX 9501 and its 
representative mock materials to high frequency mechanical excitation, the surface 
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temperatures of the samples were measured using a long wavelength infrared FLIR A325sc 
with a spatial resolution of 320 by 240 pixels.  The temperature accuracy of the camera is 
±2 °C or ±2% of the reading with a sensitivity of 0.07 °C at 30 °C.  The mechanical 
excitation was applied to the samples as described for the mechanical response experiment 
and a schematic of the setup is shown in Figure 3.1.  Each sample was mechanically excited 
at a single frequency by a sinusoidal signal of 20 VRPPR applied to the driving transducer.  
The excitation frequencies were initially selected through a logarithmically spaced sweep 
from 50 kHz to 40 MHz and additional frequencies were investigated near frequencies 
which induced strong thermal responses in the samples.  The excitation was held until a 
thermal equilibrium of the sample surface was established.  For the purposes of this study, 
thermal equilibrium was defined as the state at which the average surface temperature of 
the sample changed less than 0.5 °C over 100 s.  The infrared temperature measurements 
were calibrated to reference thermocouple measurements of the sample heated to relevant 
temperatures through the use of hot plate.  Temperature fluctuations due to the atmospheric 
conditions were measured and were used to adjust the measured surface temperatures of 
the samples.  The effective spatial resolution of the camera on the sample surface was 
approximately 0.25 mm per pixel.  A representative thermal image of the sample under 
excitation is shown in Figure 3.2. 
 
 
Figure 3.1.  Experimental setup for thermal measurements of samples under high 





In order to validate the thermal analysis used to estimate the heat generation within 
the samples, a control experiment allowing for only conduction heating of the sample was 
performed.  The sample was heated to relevant temperatures through the use of a thin film 
strip heating element and the spatial surface temperature was measured once the sample 
was allowed to reach thermal equilibrium. 
 
 
Figure 3.2.  Left: Visual image of a sample of pressed 900-21 mock material with 
SMD10T2R111 transducers epoxied to sample faces.  Right: Infrared image of the 
sample as recorded via the FLIR A325sc infrared camera. 
 
3.3 Results and Discussion 
 
3.3.1 Mechanical Response 
 
The mechanical responses of each of the samples to the high frequency excitation 
supplied by the two different transducer types were measured via a receiving transducer 
epoxied to the face of the sample opposite of the driving transducer.  The results for these 
measurements as a function of excitation frequency are shown in Figures 3.3-3.5.  For all 
of the mechanical response measurements, major bulk motion of the sample was observed 
below the excitation frequency of 1 MHz, and above this frequency, little deformation of 
the sample was measured.  Specifically, near the frequency of 220 kHz, all samples 
exhibited a major mechanical response to the applied excitation.  These results indicate that 
bulk motion exists throughout the sample at frequencies below 1 MHz and that above this 
frequency, little motion is able to propagate throughout the axial direction of the samples.  
This general trend of higher attenuation of the wave propagation at higher excitation 
frequency is expected; however, the mechanisms for this attenuation are relevant to the 
conversion of mechanical to thermal energy within this system. 
The differences of the mechanical responses of the samples to the high frequency 
mechanical excitation are attributed to the differences of the material composition of the 
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samples such as particle size, density, and mechanical properties.  Although each 
sample/transducer configuration produced a unique mechanical response to the mechanical 
excitation, the frequency dependent trends of the mechanical responses of the samples were 
found to be repeatable.  It should be noted that a significant electromechanical resonance 
was observed as indicated by the monitored applied excitation signal delivered to the driver 
transducer during the sweep excitation.  However, this resonance was not observed to occur 
through the frequency range associated with any significant mechanical or thermal 
response. 
In addition to the mechanical response measured via the receiver transducer, laser 
Doppler vibrometry was used to measure the normal surface motion of the samples under 
high frequency mechanical excitation.  The results of this measurement for the surface 
motion of the 900-21 sample excited via the SMD10T2R111 transducer is shown as a 
function of excitation frequency in Figure 3.6 compared to the associated mechanical 
response measured via the receiving transducer.  The surface normal velocity 
measurements indicate a similar bulk mechanical response of the sample as measured via 
the receiver transducer and this result indicates that bulk motion of the sample can be 
adequately captured via the measurement of the receiving transducer.  As the laser Doppler 
vibrometry system was limited to a broadband frequency range of 1 MHz, the bulk motion 
of the samples over the full excitation frequency range were represented by the results 
measured by the receiver transducer method.  The surface normal velocity of the free face 
of the sample was also measured using the laser Doppler vibrometry system and is shown 
in Figure 3.7 for the 900-21 sample excited at frequency of 220 kHz with the 
SMD10T2R111 transducer.  This result indicates that at excitation frequencies near the 
mechanical response peak of 220 kHz, coherent wave propagation exists at the far end of 





Figure 3.3.  Mechanical response of the PBX 9501 sample as measured via the 
voltage response of the receiving transducer.  The excitation signal was applied at 
a nominal voltage of 20 VRppR.  
 
 
Figure 3.4.  Mechanical response of the 900-21 sample as measured via the voltage 
response of the receiving transducer.  The excitation signal was applied at a nominal 






Figure 3.5.  Mechanical response of the PBS 9501 sample as measured via the 
voltage response of the receiving transducer.  The excitation signal was applied at 
a nominal voltage of 20 VRppR.  
 
 
Figure 3.6.  Comparison of the mechanical response of the 900-21 sample measured 
via both the voltage response of the receiving transducer and the surface normal 





Figure 3.7.  The surface normal velocity of the free face of the 900-21 sample at a 
single phase indicating the experimental deflection shape of the sample end as 
excited by the SMD10T2R111 transducer at 220 kHz. 
 
3.3.2 Thermal Response 
 
An infrared thermal camera was used to capture the steady state surface 
temperatures of the samples during high frequency mechanical excitation at discrete 
frequencies.  The 2-D representation of the surface temperatures of the samples were 
averaged along the radial direction to allow for visualization of the temperature profile 
along the axial direction of the samples and are shown in Figures 3.8 – 3.10.  The results 
indicate that a major thermal response occurred for all samples excited via both transducer 
types near the frequency of 220 kHz, and furthermore, the maximum observed 
temperatures were located at a measurable distance from the driving transducer.  This result 
indicates that at this excitation frequency, a significant amount of heat was produced within 
the sample.  At frequencies higher than 1 MHz, local maxima of the thermal response 
occurred for the samples; however, the maximum temperature locations were observed to 
exist very close to the driving transducers, possibly indicating that the waves were quickly 
dispersed and converted into thermal energy.  This result is also supported by the 
mechanical responses of the sample at high excitation frequencies.  The maximum steady 
state surface temperature rises measured in the samples under the excitation supplied by 
the SMD10T2R111 transducers were on the order of 3 °C compared to a maximum 
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temperature rise of 15 °C during excitation supplied by the SMD12T06R412WL 
transducers.  It should be noted that the transducers were observed to self-heat due to an 
ohmic heating effect.  Therefore, the measured temperature rises of the sample surfaces 
would be due to a combination of both the heat generated within the samples via 
mechanical excitation as well as conduction from the heat generated within the transducers.  
In order to attempt to separate out these effects, heat transfer analysis on the heat flow at 




Figure 3.8.  The steady state surface temperature rises averaged in the radial 
direction for the PBX 9501 samples as excited by the SMD10T2R111 (left) and 
SMD12T06R412WL transducer (right) as a function of excitation frequency and 
axial distance.  The position of the driving transducer corresponds to an axial 





Figure 3.9.  The steady state surface temperature rises averaged in the radial 
direction for the 900-21 samples as excited by the SMD10T2R111 (left) and 
SMD12T06R412WL transducer (right) as a function of excitation frequency and 
axial distance.  The position of the driving transducer corresponds to an axial 
distance of 0. 
 
 
Figure 3.10.  The steady state surface temperature rises averaged in the radial 
direction for the PBS 9501 samples as excited by the SMD10T2R111 (left) and 
SMD12T06R412WL transducer (right) as a function of excitation frequency and 
axial distance.  The position of the driving transducer corresponds to an axial 





3.3.3 Heat Generation Estimation 
 
In order to estimate the amount of heat generated within the sample, the thermal 
images measured of the sample surface were assumed to represent the 2-D temperature 
distribution of the center axial plane of the sample, specifically at the boundaries.  The 
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along the radial direction at the radial surface where 𝑥𝑥𝑎𝑎 and 𝜎𝜎𝑎𝑎 are locations at the boundary, 
𝑥𝑥𝑎𝑎+𝑛𝑛 and 𝜎𝜎𝑎𝑎+𝑛𝑛 are sequential locations in the direction normal to the boundary, and ∆𝑥𝑥 and 
∆𝜎𝜎 are the distances between each temperature location used. 
As the temperature measurements of the samples were taken at thermal equilibrium 
with the environment, the amount of heat flow through the boundary into the surroundings 
can be estimated through Fourier’s law of conduction 
 
 ?̇?𝑞 = −𝑘𝑘∇𝑇𝑇  (3.3) 
 
where ?̇?𝑞 is the heat flux, 𝑘𝑘 is the thermal conductivity of the material, and ∇𝑇𝑇 is the spatial 
temperature gradient.  The heat flow can then be simplified to a one dimensional as 
 
 ?̇?𝑄𝑡𝑡𝑢𝑢𝜕𝜕 = −𝑘𝑘𝐴𝐴 𝑎𝑎𝑇𝑇𝑎𝑎𝑥𝑥  (3.4) 
 
along the axial direction at the face surface, and  
 




along the radial direction at the radial surface where ?̇?𝑄𝑡𝑡𝑢𝑢𝜕𝜕 is the heat transfer rate flowing 
into the surrounding normal to the boundary, and 𝐴𝐴 is the applicable area of the boundary.  
The applicable area is the representative length of that element along the specified 
boundary revolved about the cylinder axis.  The total outward heat flow of the entire sample 
was then evaluated by summing the individual heat flows at the boundary elements.  This 
total heat flow was then used as an estimation of the amount of heat generated within the 
sample, although this ignores the effects of heat flow in the direction non-normal to the 
boundaries. 
To attempt to evaluate the validity of this proposed heat generation estimation 
technique, the same analysis was applied to the control experiment where only conductive 
heat was used to raise the steady state temperature of the samples to that observed during 
the mechanical excitation experiments.  For all cases of the control experiment, no heat 
generation was estimated to occur within the sample outside of experimental error. 
The estimated heat generation rates within the samples under high frequency 
mechanical excitation are shown overlaid with the comparative mechanical response of the 
samples in Figures 3.11 – 3.14.  For all samples with both transducer types providing 
mechanical excitation, the heat generation rates correlate well with the measured 
mechanical response at frequencies below 1 MHz.  Thus, for this frequency range, the heat 
generation is linked to the bulk motion of the sample and as such is attributed to the 
viscoelastic losses from the conversion of mechanical deformation to thermal energy.   
At frequencies higher than 1 MHz, there exist high rates of heat generation with 
little correlation to the bulk mechanical response of the samples.  The wavelength of the 
wave propagation into the samples at these higher frequencies would approach that of the 
length scales of relevant microstructural features in the material.  Through the wavelength 
relation, Eqn. 2.28, an excitation frequency of 10 MHz would yield excitation wavelengths 
on the order of the coarse particle sizes in the material systems.  This would allow for 
additional heat generation mechanisms within the material such as inter-particle 




The heat generation rates estimated for the PBX 9501 energetic samples were either 
less than or on the same order of magnitude as that estimated within the inert mock 
materials.  According to this result it is expected that very little if any heat generation 
occurring within the energetic sample should be attributed to chemical reaction and the 
majority of heat occurring within the samples are likely from mechanical interactions and 
not achieved through chemical decomposition. 
 
 
Figure 3.11.  Heat generation rates estimated within the PBX 9501 samples under 
high frequency mechanical excitation as applied via the (a) SMD10T2R111 





Figure 3.12.  Heat generation rates estimated within the 900-21 samples under high 
frequency mechanical excitation as applied via the (a) SMD10T2R111 transducer 





Figure 3.13.  Heat generation rates estimated within the PBS 9501 samples under 
high frequency mechanical excitation as applied via the (a) SMD10T2R111 




The mechanical and thermal responses of samples of the composite explosive PBX 
9501 and its representative inert mock materials 900-21 and PBS 9501 to high frequency 
mechanical excitation applied via piezoelectric ultrasonic contact transducers have been 
explored and quantified.  The mechanical responses of the samples were likely primarily 
driven by the resonances of the contact transducers; however, the comparison of the 
mechanical responses of the material systems illustrates the differences of the material 
composition.  Significant and measurable thermal responses of the samples were driven by 
the mechanical excitation provided by the contact ultrasonic transducers, and the heat 
generation rates within the samples were estimated.  Two frequency regimes of heating 
were identified, possibly indicating that various heating mechanisms are likely and are 
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frequency dependent.  It is suggested that at lower excitation frequencies the thermal 
response of the samples was due to bulk motion and is likely cause by viscoelastic heating 
of the bulk material.  It is also suggested that higher frequency excitation is able to better 
couple with the microstructure features which could result in concentrated and localized 
heating.  The mechanisms for this heating would be linked to particle interaction such as 
friction and other effects such as increased viscoelastic heating of binder material due to 
concentrated stresses experienced within the material.   
It is shown that high frequency mechanical excitation can be used to generate 
significant heating with composite explosive materials; however, the exact heating 







CHAPTER 4.  ULTRASONIC EXCITATION AND SUBSEQUENT HEATING OF 






In order to examine the individual mechanisms associated with the observed 
heating within composite explosive materials, a simplified system was created to 
investigate only the heating associated with a single particle within a binder material.  
Therefore, the potential heating mechanisms associated with particle-particle interactions 
are effectively removed from the system in this study.  As such, individual particles of 
various inert and energetic materials were embedded within a transparent binder material.  
These samples were mechanically excited with ultrasonic piezoelectric contact transducers 
and the subsequent heating was characterized and quantified.  Specifically, the thermal and 
mechanical spatial responses of the sample surfaces were used to clearly demonstrate that 
localized heating can be generated at the particle location under certain excitation 
conditions.  Additionally, separate mechanical to thermal energy conversion mechanisms 
are suggested for heating observed in two frequency dependent regimes.  In separate 
experimental trials under extended excitation conditions, samples containing individual 
particles of ammonium perchlorate (AP) and HMX were driven to decomposition within a 
time scale of 15 seconds, demonstrating the ability of high frequency mechanical excitation 
to generate localized heating at individual particle locations. 
This work was published in the Journal of Applied Physics in 2014 as “Heat 
Generation in an Elastic Binder System with Embedded Discrete Energetic Particles due 
to High-frequency, Periodic Mechanical Excitation” [205].  The majority of the sample 
preparation, analysis, and experimental results of this work were conducted in close 
cooperation with Jacob Miller in Professor Jeffrey Rhoads’ research group at Purdue 
University.  Specifically, the experimental setup associated with the laser Doppler 
vibrometry system and the mechanical analysis of the results should be primarily attributed 
to Jacob Miller.  
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4.2 Experimental Methods 
 
4.2.1 Sample Preparation 
 
Samples were constructed by embedding five discrete particles within a rectangular 
block of Sylgard 184, a visibly transparent elastic binder material.  The samples contained 
embedded particles of AP, HMX, sugar, steel, and zirconium silicate and the descriptions 
of the samples are presented in Table 4.1.  Particles of each material were individually 
selected within the particle size range as listed with the use of a Hirox KH-8700 digital 
microscope.  Representative images of these particles are shown in Figure 4.1.  To create 
each sample, Sylgard 184 was poured into a custom mold to form a rectangular block with 
a height of 2.60 mm with five cavities of a depth of 1.59 mm in a die pattern following the 
particle spacing as shown in Figure 4.2.  Particles of the same material were then placed 
into the cavities, and an additional layer of Sylgard 184 was poured into the mold to create 
a rectangular block with a nominal height of 4.00 mm, width of 6.70 mm, and a length of 
9.00 mm.  The Sylgard 184 binder material was mixed at a 10:1 base to curative ratio and 
cured at each molding step at 65 °C for a minimum of 3 hours.  Before each curing cycle, 
the samples were held at near-vacuum condition for 10 minutes in order to remove gas 
bubbles and to ensure proper contact at the interface between the particles and binder. 
 
38T38T38T able 4 38T.1.  Sample description and material properties.
   Sample (diameter)   Material Manufacturer/Supplier   
 AP (700-850 μm)  Ammonium perchlorate Firefox Enterprises, Inc.  
 AP (550-700 μm)  Ammonium perchlorate Firefox Enterprises, Inc.  
 AP (400-550 μm)  Ammonium perchlorate Firefox Enterprises, Inc.  
 HMX (750-950 μm)  Cyclotetramethylene-tetranitramine BAE Systems  
 Sugar (450-600 μm)  Granulated white cane sugar C&H Sugar Co., Inc.  
 Steel Ball (1580 μm)  1010-1020 Carbon steel McMaster-Carr Supply Co.  
 ZS (800-1000 μm)  Zirconium silicate Union Process, Inc.  
 ZS (600-800 μm)  Zirconium silicate Union Process, Inc.  
  Neat/Binder   Sylgard 184 silicone elastomer Dow Corning   
 
 
To apply high frequency mechanical excitation to the samples, SMD10T2R111 
ultrasonic piezoelectric contact transducers obtained from Steiner & Martins, Inc. were 
epoxied to the bottom side of each sample with Devcon 5-minute epoxy and cured at 65 
°C for 24 hrs.   The transducer is specified to operate in a radial mode at the listed center 
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frequency of 215 kHz ±3%.  The sample and transducer configuration is shown in Figure 
4.2.  
 
4.2.2 Thermal Measurements 
 
In order to apply high frequency mechanical excitation to the samples, a sinusoidal 
electrical signal was supplied to the piezoelectric transducer.  The signal was generated by 
an Agilent N9310A RF signal generator, amplified by a Mini-circuits LZY-22+ high 
frequency amplifier, and was measured by a Tektronix DPO 4043 oscilloscope.  Each 
sample was mechanically excited at 300 logarithmically spaced frequencies between 100 
kHz and 20 MHz, and at 100 logarithmically spaced frequencies between 200 kHz and 230 
kHz near the listed center frequency of the transducer.  The excitation was held at each 
frequency for 2 s at an electrical power of 10 W while the spatial temperatures of the top 
surface of the sample were measured with a FLIR A325sc thermal camera.  The thermal 
camera was operated at 30 frames per second and has a temperature sensitivity of 0.07 °C 
at 30 °C and an accuracy of ±2 °C or ±2% of the reading.  Each sample was coated with a 
thin layer of carbon black in order ensure a uniform emissivity. 
After the constant mechanical excitation was applied for the specified duration at 
the selected frequency, the sample was allowed to cool to thermal equilibrium with the 
surroundings before excitation at the next selected frequency was applied to the sample.  
The order of excitation frequency was randomized to distribution uncontrollable processes 
occurring during the experiment such as room temperature changes.  The excitation and 
infrared measurements were automated through the use of a LabVIEW based program.  A 
diagram of the experimental setup is shown in Figure 4.3.  A Phantom v7.3 camera was 












Figure 4.2.  Left: Image of the sample/transducer configuration from the side view 
of the AP (700-850 μm) sample.  Right: Top view image of the AP (700-850 μm) 








Figure 4.3.  Experimental setup of the mechanical excitation and thermal 
measurement of the Sugar (450-600 μm) sample.  An automated LabVIEW based 
program was used to control the excitation signal to the sample.  The FLIR thermal 
camera was used to image the top surface of the sample. 
 
4.2.3 Mechanical Measurements 
 
The surface normal velocities of the top surface of the samples were recorded with 
the use of a Polytec MSA-400 laser Doppler vibrometry system while the samples were 
mechanically excited in separate experimental trials.  In these trials, the contact transducers 
were supplied with a band limited white noise signal from 100 kHz to 5 MHz at 130 mW.  
This signal was achieved through the same equipment used in the thermal experiment trials.  
The surface normal velocity of the sample was recorded at discrete locations comprising a 
grid of 35 x 45 points and with a frequency resolution of 200 Hz.  The measured normal 
velocity for each spatially discrete point was time averaged over 50 different 
measurements.  The surface normal velocity measurements were represented by the linear 
estimate of the frequency response calculated by comparing the measured velocity data to 
the input voltage profiles.  To ensure proper reflectivity of the scanning laser, a thin layer 
of silver paint was applied to the surface of the samples.  This layer was assumed massless 
and fully bonded to the top surface of the sample.  Each sample was physically supported 








4.3 Results and Discussion 
 
To describe the thermal response of the samples to the high frequency mechanical 
excitation, the maximum temperature rise of the sample surface was examined as a function 
of excitation frequency.  The thermal response of the AP (700-850 μm) sample is shown 
in Figure 4.4.  The thermal responses for all samples were found to be extremely frequency 
dependent with measurable temperature rises only at select frequencies resulting in a peak 
dominated response.  Additionally, the thermal response was observed to be significantly 
greater at excitation frequencies above 1 MHz than the responses observed at lower 
frequencies.  All samples elicited a very similar thermal response as a function of the 
excitation frequency except near the listed center frequency of 215 kHz.  The thermal 
responses of the energetic and inert samples in this frequency region are shown in Figures 
4.5 and 4.6, respectively. 
 
 
Figure 4.4.  Thermal response of the AP (700-850 μm) and the neat sample 
represented by the maximum temperature rise of the top surface of the samples as 





Figure 4.5.  Thermal response of the energetic and neat samples represented by the 
maximum temperature rise of the top surface of the samples as a function of 
excitation frequency.  Excitation was applied at 10 W for 2 s. 
 
 
Figure 4.6.  Thermal response of the inert and neat samples represented by the 
maximum temperature rise of the top surface of the samples as a function of 






All samples exhibited a local maximum in the thermal response within the 
excitation frequency range between 200 and 230 kHz.  The differences of the thermal 
responses of the samples in this frequency region illustrate the effects of the various particle 
inclusions within each sample.  The thermal response of all energetic samples sample 
within this frequency region exhibits a maximum temperature rise on the order of 4 to 10 
°C, whereas two inert samples, Sugar (450-600 μm) and ZS (800-1000 μm) exhibited a 
maximum of approximately 5 °C.  The other samples, including the blank sample, 
exhibited a maximum temperature rise of only 2 °C or less in this frequency regime.  The 
thermal response of both the AP and zirconium silicates samples exhibits no clear trend on 
the particle size of the embedded inclusions. 
The mechanical responses of the sample surfaces were represented as a function of 
the excitation frequency by spatially averaging the surface normal velocity frequency 
response estimates as measured via the laser Doppler vibrometry system.  The mechanical 
response for the AP (700-850 μm) and neat sample as well as the top surface of an unloaded 
SMD10T2R111 transducer is shown in Figure 4.7.  The mechanical responses of all 
samples were found to exhibit similar trends and were similar to the thermal responses 
measured of the samples as in Figure 4.4.  This result suggests the mechanical and 
subsequently the thermal response of the samples were dominated by the mechanical 
response of the SMD10T2R111 transducer. 
The thermal image of the top surface of the AP (700-850 μm) sample as recorded 
by the infrared camera after 2 s of mechanical excitation at 210.39 kHz and the spatial map 
of the root mean square (RMS) surface normal velocity of the top surface of the sample at 
210.25 kHz are shown in Figure 4.8.  The clearly visible 5 die pattern in the thermal image 
of the sample surface shows concentrated heating at the physical locations of the embedded 
particles as in Figure 4.2.  This result was observed for all samples except the zirconium 
silicate and neat samples for this frequency region of excitation near 215 kHz. The 
mechanical response of the sample surface at the corresponding excitation frequency 
indicates that a broad pattern of bulk motion is present near the center of the sample; 
however, there is little correlation to either the thermal pattern of the sample or the physical 
locations or the embedded particles.  These combined results indicate that the observed 
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concentrated heating is directly linked to the presence of the embedded particles and is not 
a linked to the motion observed at the sample surface.  This suggests that the heating is due 
to processes occurring at the particle location.  As indicated in Figure 4.8, the individual 
heating processes at each particle occur at various intensities, resulting in different 
temperature rises at the sample surface directly above each inclusion.  This variation in 
intensity may be due to the unique surface features of each particle resulting in different 
levels of stress concentrations at or near the particle-binder interface. 
 
 
Figure 4.7.  Steady-state mechanical response of the surface of the AP (700-850 
μm) and neat samples as well as the SMD10T2R111 transducer represented by the 
spatially averaged surface normal velocity frequency response estimates as 
measured via the laser Doppler vibrometry system.  An electrical power of 0.130 
W of excitation was applied to the driving transducers for all samples. 
 
The thermal image of the top surface of the AP (700-850 μm) sample as recorded 
by the infrared camera after 2 s of mechanical excitation at 983.45 kHz and the spatial map 
of the root mean square (RMS) surface normal velocity of the top surface of the sample at 
999.90 kHz are shown in Figure 4.9.  Although localized regions of heating are shown in 
the thermal image, there is little correlation to the 5 die pattern of the physical locations of 
the embedded particles.  However, the mechanical response of the sample surface does 
indicate regions of high surface motion in a pattern similar to that observed in the thermal 
image.  This result indicates that the observed heating is likely due to viscoelastic 
dissipation due to the high surface motion of the sample induced via the mechanical 
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excitation, and is not linked to heating mechanisms at the particle locations.  These results 
were also observed for all samples for these frequency regimes.  For excitation frequencies 
between the 210 and 1 MHz regions, complex heating and mechanical response patterns 




Figure 4.8.  Left: Thermal image of the top surface of the AP (700-850 μm) sample 
indicating the temperature rise under mechanical excitation supplied by the 
SMD10T2R111 transducer at 210.39 kHz at 10 W for 2 s.  Right: Root mean square 
(RMS) of the surface normal velocity map of the top of the AP (700-850 μm) 
sample under mechanical excitation supplied by the SMD10T2R111 transducer at 
210.25 kHz at 0.13 W held at steady state conditions. 
 
 
Figure 4.9.  Left: Thermal image of the top surface of the AP (700-850 μm) sample 
indicating the temperature rise under mechanical excitation supplied by the 
SMD10T2R111 transducer at 983.45 kHz at 10 W for 2 s.  Right: Root mean square 
(RMS) of the surface normal velocity map of the top of the AP (700-850 μm) 
sample under mechanical excitation supplied by the SMD10T2R111 transducer at 





The temperature rise histories of the locations of the maximum temperatures 
recorded for the AP (700-850 μm) sample mechanically excited at excitation frequencies 
of 210.39 and 983.45 kHz are shown in Figure 4.10.  The temperature history of the sample 
at the excitation frequency of 210.39 kHz indicates a time delay of nearly 0.75 s before the 
temperature at the sample surface begins to rise after the mechanical excitation begins.  
This delay is a result of the time required from the heat to conduct to the sample surface 
and indicates that the heat source is occurring at a distance away from the surface.  This 
result again suggests that the heating observed of the sample at this frequency of 
mechanical excitation is generated near the particle inclusion. The temperature history of 
the sample at the excitation frequency of 983.45 kHz shows little to no time delay before 
the temperature of the sample surface begins to noticeably rise, indicating that this heat 
source is near the sample surface.  This result again suggests that the mechanism of heat 
generation at this excitation frequency is likely due to the viscoelastic dissipation caused 
by the high surface motion of the sample. 
 
 
Figure 4.10.  Temperature rise histories of the locations of maximum temperature 
of the AP (700-850 μm) sample under mechanical excitation supplied by the 






In order to better understand the location and intensity of the heat sources producing 
the differing temperature histories of the sample surface, an analytical model was used.  
The transient temperature rise of an infinite medium surrounding a constant rate point heat 
source is given by [206] 
 




�  (4.1) 
 
where 𝑇𝑇 is the local temperature, 𝑞𝑞 is the constant heat generation rate of the point source, 
𝑘𝑘 is the thermal conductivity of the medium, 𝜎𝜎 is the distance away from the point heat 
source, 𝛼𝛼 is the thermal diffusivity of the medium, and 𝑡𝑡 is the duration of the heat source.  
In order to simulate the sample surface, a boundary condition of zero heat flow was used 
to modify the analytical model.  Through the use of the method of images [206], this 
boundary condition was implemented by applying an additional virtual or mirrored heat 
source at the opposite side of the boundary at the same distance as the real point source.  
This analytical model and boundary condition modification is illustrated in Figure 4.11. 
 
 
Figure 4.11.  Schematic for the implementation of the method images to create a 
zero heat flux boundary condition for the constant rate point heat source model used 
in this study. 
 
The analytical model can then be used to form a solution of the temperature history 
of the point at the boundary directly above the constant rate point heat source as  
 




where 𝑇𝑇𝑠𝑠 is the local temperature at the zero heat flux boundary directly above the point 
heat source, and 𝑑𝑑 is the distance between the zero heat flux boundary and the point heat 
source.  This solution was used to model the experimental measurements where the zero 
heat flux boundary represents the surface of the sample and the distance between boundary 
and the point heat source represents the depth of the heat source beneath the sample surface.  




Figure 4.12.  Schematic illustrating the transient solution of the temperature at the 
point on the boundary directly above the heat source as used to model the 
experimental heating conditions. 
 
The temperature histories of the maximum local temperature rises on the sample 
surfaces measured at the maximum thermal response frequency near 215 kHz was fit to the 
developed analytical solution in order to estimate a depth and heat generation rate to 
describe the heat source.  The solution was fit to the measured temperature histories using 
the least-squares method.  The values of 1.382 x 10P-3 P cm P2P/s and 0.232 W/m-K were used 
for the thermal diffusivity and thermal conductivity of Sylgard 184, respectively [207].  
The temperature histories of the locations of the maximum surface temperatures for the 
energetic and inert samples are shown in Figures 4.13 and 4.14 along with the 
corresponding best fit solutions.  The source depths and constant heat generation rates of 
these fit solutions are listed in Table 4.2.   
The curves of the transient temperature rise of the samples all indicate a similar 
trend and delay time to reach a significant temperature rise, except for the zirconium 
silicate samples.  This exception is supported by the difference of these samples observed 
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by the lack of concentrated heating patterns following the particle locations in this 
frequency regime of excitation.  The temperature histories of these samples show instead 
a trend similar to that observed at excitation frequencies near 1 MHz in the other samples. 
Although the solution used to model the experiment measurement is quite limited 
due to the assumptions of a semi-infinite medium, constant rate point heat source, and 
temperature independent material properties, it appears to be able to suitably match the 
temperature histories of the sample surfaces.  The heat source depths as estimated by the 
fitted analytical solutions correspond to the physical location of the particles for all the 
samples except the zirconium silicate samples.  This result indicates that the localized 
heating patterns observed in this frequency region are caused by processes occurring at the 
particle, except for the zirconium silicate samples. In those samples, it appears that the 
heating in this frequency region is generated from viscoelastic effects occurring near the 
sample surface due to the surface motion of the samples. 
The heat generation rates estimated for the heat sources of the energetic and sugar 
samples in this frequency regime appear to be much higher than the steel ball and zirconium 
silicate samples.  Due to the high repetition of the mechanical excitation of the samples 
over the course of the experiment, it is unlikely that the heat generation of the energetic 
samples is caused primarily by chemical decomposition as that process would be 
irreversible in the context of this study.  As such, it is suggested that the higher heating 
rates estimated for the AP, HMX and sugar samples are due to the irregular nature of the 
particle surface.  The surface asperities and irregularities would likely promote stress 
concentrations within the binder material near the particle-binder interface as well as 
increase localized frictional effects at the interface.  The surfaces of these particles appear 
to be much more irregular compared to the surfaces of the steel ball and zirconium silicate 
particles as shown in Figure 4.1. The smoother surfaces of the steel ball and zirconium 
silicate particle would limit the promotion of stress concentrations near the particle and 





Figure 4.13.  Temperature rise histories of the locations of maximum temperature 
of the energetic samples under mechanical excitation supplied by the 
SMD10T2R111 transducer at the listed frequencies at 10 W for 2 s.  Continuous 
lines are the best fit curves of the analytical solution to the experimentally measured 
temperature histories using the least-squares method. 
 
 
Figure 4.14.  Temperature rise histories of the locations of maximum temperature 
of the inert samples under mechanical excitation supplied by the SMD10T2R111 
transducer at the listed frequencies at 10 W for 2 s.  Continuous lines are the best 
fit curves of the analytical solution to the experimentally measured temperature 












 38T38T38T able 4 38T.2.  Properties of estimated heat sources fit to experimental results. 
  Sample description 











  (kHz) (mm) (mm) (W) 
 AP (700-850 μm)  210.39 0.91-1.69 1.41 0.250  
 AP (550-700 μm)  211.58 1.17-1.80 1.39 0.221  
 AP (400-550 μm)  211.38 1.06-1.54 1.31 0.231  
 HMX (750-950 μm)  210.39 1.14-1.99 1.45 0.162  
 Sugar (450-600 μm)  212.52 1.01-1.54 1.44 0.200  
 Steel Ball (1580 μm)  210.79 1.11-2.69 1.35 0.045  
 ZS (800-1000 μm)  208.82 1.05-1.95 0.69 0.012  
  ZS (600-800 μm)   211.78 1.19-1.89 0.58 0.002   
 
The analytical solutions for each sample were evaluated with the best-fit heat 
source strength at a distance of the mean particle radius in order to estimate the temperature 
rises that occurred near the particle surface.  The estimated particle surface temperature 
rises and excitation frequencies are listed in Table 4.3 along with the maximum surface 
temperatures of the samples measured at frequencies at or above 1 MHz.  As expected, the 
estimated particle temperatures for the energetic and sugar samples are quite high 
compared to the surface temperature estimated for the steel ball and zirconium silicate 
samples, indicating the particles with higher surface irregularity resulted in higher 
temperatures.  Furthermore, the estimated particle surface temperatures indicate that the 
energetic particles approach the onset decomposition temperature of AP (450 °C) and 
HMX (253 °C), and may be reached under extended excitation conditions. 
Under a separate set of trials, AP (550-700 μm) and HMX (750-950 μm) samples 
were mechanically excited under extended excitation conditions.  The center crystal of the 
AP (550-700 μm) underwent decomposition within 10 s at an excitation level of 10 W at 
215.00 kHz.  This decomposition event was captured with high-speed imaging and select 
frames are presented in Figure 4.15.  The center crystal of the HMX (750-950 μm) sample 
underwent decomposition within 15 s at an excitation level of 16 W at 210.00 kHz.  
Additional samples containing AP and HMX were excited under these elevated parameters; 
however, only some samples were able to be driven to decomposition.  This result possibly 
indicates the importance of the surface irregularities of the embedded particle to generate 
heat at the particle locations. 
90 
 
38T38T38T able 4 38T.3.  Properties of estimated heat sources fit to experimental results. 
  Sample description 













  (kHz) (°C)   (kHz) (°C) 
 AP (700-850 μm)  210.39 133.42  3460.60 50.66  
 AP (550-700 μm)  211.58 163.54  1055.69 61.78  
 AP (400-550 μm)  211.38 250.58  5785.32 72.87  
 HMX (750-950 μm)  210.39 74.24  1055.69 57.93  
 Sugar (450-600 μm)  212.52 189.07  1055.69 35.87  
 Steel Ball (1580 μm)  210.79 5.67  3399.81 24.20  
 ZS (800-1000 μm)  208.82 5.96  1074.56 38.93  




Figure 4.15.  Select frames captured during high speed imaging of the 
decomposition event of the AP (550-700 μm) sample under mechanical excitation 
supplied by the SMD10T2R11 piezoelectric transducer driven by a sinusoidal 
electrical signal at 215.00 kHz at 10 W.  Displayed time markers in each frame 




High frequency mechanical excitation was used to generate heat within samples of 
an elastic binder material embedded with particles of various energetic and inert materials.  
It was found that the thermal and mechanical responses of the samples were dominated by 
the mechanical response of the driving transducer and two distinct heating mechanisms 
were observed in different excitation frequency regimes.  Near the listed center frequency 
of the transducer of 210 kHz, significant localized heating was found to occur at the 
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locations of the embedded particles, likely due to either increased viscoelastic heating due 
to concentrated stresses near the particle or frictional effects at the particle-binder interface.  
At frequencies at or above 1 MHz, heating was observed to occur in patterns similar to the 
measured surface motion of the samples, indicating a viscoelastic heating mechanism near 
the surfaces of the samples. 
These explanations were further supported by the temperature histories of the 
samples’ surfaces.  For the observed heating associated with the particle, a significant time 
delay was observed between the start of the mechanical excitation of the samples and a 
measurable temperature rise at the sample surface.  This time delay suggests that the heat 
source in these cases is beneath the sample surface and is associated with the time for the 
generated heat to conduct to the surface.  For heating linked with the surface motion of the 
samples at higher excitation frequencies, an immediate temperature rise was measured at 
the sample surface, indicating that the heat source is very near to the surface. 
An analytical transient temperature solution of a constant rate heat source in an 
infinite medium was modified and used to estimate the heat generation rate and depth of a 
point heat source to describe the heating associated with the particle.  This analytical 
solution was found to adequately describe the temperature histories of the samples for the 
heating cases linked to the particle at excitation frequencies near the center frequency of 
the transducer of 210 kHz.  It was observed that particles with more irregular surface 
features yielded a higher heating rate estimate for the heat source.  This result provides 
more evidence that the irregularity of the particle surface is likely to influence the heating 
rate by increasing the effects of possible heating mechanisms such as friction and 
viscoelastic effects near the particle. 
In separate trials, particles of AP and HMX embedded within the elastic binder 
material were driven to decomposition under heightened levels of mechanical excitation.  
This result demonstrates the effectiveness of high frequency mechanical excitation to 
generate localized heat at particle inclusions. 
Although the phenomenon of heat generation within a particle binder system under 
high frequency mechanical excitation was able to be characterized and explored, the exact 
mechanisms for the generation of heat at the location of the embedded particle remains 
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unclear from the results of this study.  Evidence was presented to suggest that either 
frictional effects at the particle binder interface or concentrated viscoelastic effects due to 
increased stresses near the embedded particle are the main mechanisms at play in this case; 







CHAPTER 5.  THE EFFECTS OF CRYSTAL MORPHOLOGY ON THE HEAT 







In previous studies, it was clearly shown that mechanical excitation can generate a 
significant amount of heat near a particle embedded within an elastic binder.  In those 
studies, it was suggested that the surface irregularities of the particle may impact the ability 
to generate the localized heating near the inclusions.   
In the context of the sensitivity of energetic materials to initiation under high 
amplitude vibrations, Loginov et al. [119] found that irregularly shaped PETN crystals 
were more sensitive to vibration than particles of a rounded shape.  An additional study by 
Czerski and Proud [208] found that RDX crystals with a more angular particle shape were 
generally more sensitive to shock than crystals with a more rounded shape for a size range 
of 100 to 300 μm.  Although the length scale associated with the characteristic particle 
shape was inherently on the order of the particle size, the authors also noted that dimpling 
features on the particle surface on the order of 10 to 30 μm appeared to be an important 
factor on shock sensitivity as well. 
Wang et al. [209] altered the crystallization process of the explosive RDX through 
the use of an additive in order to increase the regularity and sphericity of the energetic 
particles. The authors also showed that these smoother RDX particles were less sensitive 
to impact than the non-altered particles.  In a study by Van der Steen et al. [210], it was 
shown that the particle morphology of RDX as used within a plastic bonded explosive 
system, specifically HTPB, had a measureable effect on the shock sensitivity of the 
composite explosive.  Hudson et al. [211] evaluated the particle morphology of five lots of 
RDX crystals with varying degrees of particle irregularity by characterizing the flow 
behavior of a suspension of the particles in a high viscosity fluid.  The authors found a 
correlation between the measured viscosity of the suspension and the shock sensitivity of 
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the different RDX crystal lots, indicating that smoother particles reduced the sensitivity of 
the energetic particles to shock insult.  In a similar manner, Lecume et al. [212] evaluated 
the particle surface roughness of two lots of different quality of RDX crystals measured 
via atomic force microscopy.  The author also found that a smoother particle surface 
correlated with a less sensitive material to shock insult. 
In order to further explore the link between the irregularity of the particle surface 
and the intensity of the associated particle heating, particles of ammonium perchlorate (AP) 
with varied morphology were embedded within an elastic binder material and mechanically 
excited at high frequencies with the use a contact piezoelectric transducer.  A method was 
developed in to order evaluate and quantify the particle size and surface irregularity.  The 
samples were then mechanically excited and the estimated heating rates of the particle 
associated heating were compared. 
This work was published in the Journal of Applied Physics in 2016 as “The Impact 
of Crystal Morphology on the Thermal Responses of Ultrasonically-excited Energetic 
Materials” [213].  The majority of this work was conducted with close collaboration with 
Jacob Miller in Professor Jeffrey Rhoads’ research group at Purdue University.  
Specifically, the sample preparation, particle characterization, and the experimental trials 
were mainly performed by Jacob Miller. 
 
5.2 Experimental Methods 
 
5.2.1 Sample Preparation 
 
In order to examine the effect of particle morphology on the heat generation of 
particles embedded within an elastic binder under high frequency mechanical excitation, 
particles of ammonium perchlorate (AP) of two distinct particle shapes were used as 
inclusions.  Particles of high sphericity and roundness were hand selected from a lot of 
commercially available ammonium perchlorate crystals received from Firefox Enterprises, 
Inc.  The particles were initially separated on their ability to roll on a flat surface and were 
then individually screened for high sphericity evaluated with the aid of a Hirox KH-8700 
digital microscope.  Care was taken to exclude particles with significant voids within or on 
the surface of the high sphericity particles.  The particles were also screened to span a 
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predetermined particle size range of 600 to 1000 μm in diameter.  In order to produce a set 
of AP particles with a highly irregular shape, bulk AP was dissolved into solution with 
acetone and recrystallized under a slow evaporation processes spanning several days.  
These crystals were then reviewed with the aid of microscopy to select particles over the 
same size range as the highly spherical particles.  Seventeen particles of each morphology 
set were selected for use in this study.  Representative images of particles selected for the 
two particle morphology sets are shown in Figure 5.1.  It should be noted that surfaces of 
the smooth particles selected for this study still contain irregular features; however, the size 
and severity of these surface irregularities are relatively smaller than that of the highly 
irregular set. 
Each particle was used as an inclusion embedded within a rectangular block of 
Sylgard 184.  To create these samples, an initial 1 ± 0.2 mm layer of Sylgard 184 was 
formed in a glass dish and cured at 65 °C.  A layer of uncured binder was then added onto 
the initial cured layer and particles were carefully placed into the uncured binder and 
allowed to rest on the cured layer.  This process allowed for a 1 mm distance between the 
particle surface and the top surface of the finished sample.  The layered material was then 
cured at 65 °C.  Rectangular blocks approximately 6 x 9.7 mm were cut out from the cured 
layered system such that a particle was centered in each cutout.  These cutouts were then 
placed in a custom mold where a final layer of uncured binder was added and cured at 65 
°C to form a complete rectangular sample with dimensions of 9 x 6.7 x 4 mm.  Before each 
curing step, the samples were held under near vacuum conditions for a minimum of 10 
minutes to remove any trapped gases and ensure a proper contact at the interface between 
the particle and binder.  Once the samples were fully cured, high-resolution images were 
taken of each particle in order to evaluate the particle morphology.  In addition to the 
seventeen samples produced for each particle shape, five blank samples were prepared in 





Figure 5.1.  Images of selected AP crystals of irregular (left) and spherical (right) 
particle shape. 
 
5.2.2 Particle Morphology Characterization 
 
In order to characterize the particle shape and size, high-resolution images of each 
particle embedded within the Sylgard 184 binder were taken with the digital microscope.  
Each image was then manipulated with the aid of commercially available software 
packages to generate a binary representation of the particle and binder using various 
intensity thresholds.  For cases resulting in clearly unsatisfactory boundaries representing 
the particle, boundaries were determined by hand.  A representative result of this procedure 
performed on an irregular AP crystal is shown in Figure 5.2.  The geometric properties of 
the shape, specifically the area and perimeter, were calculated within ImageJ, a publically 
available image processing program.  To evaluate the effective particle size for the use of 
this study, the mean unrolled diameter metric was used.  This metric is calculated by 
determining the distance between the centroid of the shape to each boundary location.  For 
conditions where two locations may be specified in the same trace from the centroid, the 
average distance was used.  The mean unrolled diameter is then twice the mean of these 
values. 
To quantify the irregularity of the particle shape, the circularity metric was used 
where a value of one represents a perfectly circular shape and a value approaching zero 
represents a theoretical perfectly irregular shape [214].  This metric compares the area to 
squared perimeter ratio to a perfect circular shape represented mathematically as 
 
 Circularity = 4𝜋𝜋 𝐴𝐴
𝑃𝑃2
  (5.1) 
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where 𝐴𝐴 is the area of the shape, and 𝑃𝑃 is the perimeter of the shape with both metrics in 
similar base units.  It is acknowledged that due to the limitation of representing each 
particle by its 2-dimensional projection, there is some degree of uncertainty associated with 
these metrics used to represent the morphology of the entire particle. 
 
 
Figure 5.2.  Image of an AP crystal of irregular particle shape achieved via 
microscopy (left) and evaluation of the boundary of the same crystal (right). 
 
5.2.3 Mechanical Excitation and Thermal Measurement 
 
In order to apply high frequency mechanical excitation to the samples, the 
excitation system as described in Chapter 4 was implemented in this study.  Steiner & 
Martins, Inc. SMD10T2R111 ultrasonic piezoelectric transducers were epoxied to the 
bottom side of each sample (i.e., the side further from the 1 mm base layer and embedded 
crystal) with Devcon 5-minute epoxy and cured at 65 °C overnight.  A detailed mechanical 
evaluation of the SMD10T2R111 transducer is presented in Appendix A.  Electrical 
excitation was provided to the ultrasonic transducers via an Agilent N9310A RF signal 
generator in concert with a Mini-Circuits LZY-22+ broadband amplifier.  A Tektronix 
DPO 4043 oscilloscope was used to monitor the supply signal.  Each sample was excited 
with a sine wave input across 100 logarithmically spaced points between 200 and 230 kHz.  
This frequency range was chosen due to its exhibition of inclusion-based heating as 
observed in Chapter 4.  This frequency range is coincident with the listed center frequency 
of the transducer.  Two seconds of electrical power was supplied at each frequency, with 
an input electrical power of 6.3 W. 
The transient surface temperature of each sample in response to the excitation as 
described above was recorded via a FLIR A325sc infrared thermographic camera.  This 
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camera has a maximum sampling rate of 30 Hz, a temperature sensitivity of 0.07 °C at 30 
°C, and a temperature accuracy of ±2 °C or ±2% of the reading.  To ensure a constant 
infrared emissivity and to reduce the effects of background reflections on the 
measurements, the surface of each sample was coated in carbon black.  Through a 
LabVIEW controller, the samples were cooled after every frequency step until mean and 
standard deviation thresholds were met, in order to ensure comparable starting condition 
for each trial. 
 
5.2.4 Thermal Analysis 
 
Following the thermal analysis as presented in Chapter 4, the transient temperature 
response of the top surface of the sample to high frequency mechanical excitation was used 
to estimate the heat rates occurring near the embedded particle.  As such, the same model 
for a constant rate point heat source for a semi-infinite medium with a no heat flux 
boundary condition, Eqn. 4.2, was used to fit the transient maximum surface temperatures 
of the sample surface.  This fitting procedure was performed with the same least-squares 
method as used in Chapter 4, and was used to estimate the depth and constant heat rate of 
the source.  The estimated source depths arrived by the fitted model were compared to the 
physical depths of the embedded particles for each sample to ensure confidence of the 
arrived point heat source solution.   
Although the use of this model appeared to characterize the transient temperature 
behavior of the sample surface in response to high frequency mechanical excitation, the 
approximations used in the model result in clear limitations to characterize the real heat 
source.  In particular, the source is assumed to exist at a localized region or “hotspot” at or 
near the surface of the embedded particle.  The heterogeneous nature of this scenario with 
two materials of different thermal properties near the point heat source clearly invalidates 
the model assumption of a homogenous medium.  Depending on the location of the 
developed “hot spot”, the path to the surface for the flow of thermal energy would vary.  In 
order to estimate this effect and the resulting error associated with the assumption of a 
homogenous medium, a finite element simulation of this scenario was performed.  A point 
heat source of relevant parameters was evaluated to occur at various positions on a particle 
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within a homogenous semi-infinite medium.  The results of this simulation suggest that a 
maximum error of 10% for the estimated heat source and depth over the relevant parameter 
range for this study.  A detailed summary of these results is presented in Appendix B. 
Additionally, the sensitivity of the constant rate point heat source model to the 
temperature and time variables relevant to this study was investigated through the use of a 
Monte Carlo type evaluation scheme. The effect of temperature noise as measured through 
the camera can be associated to the measurement resolution of the camera, environmental 
temperature fluctuations, reflections and changes to the optical pathway and properties, 
etc.  In an effort to evaluate these effects, measurements of a sample held at constant 
temperature were taken and the temperature mean and distribution was gathered.  
Additionally, the maximum error associated with the temporal resolution of the camera 
was assumed to be one half of the integration time used in the measurements.  The errors 
associated with the temperature measurements were used to effectively add a normal 
distribution of temperature and temporal noise to a transient temperature response arrived 
at from the use of the point heat source solution.  The point heat source solution was then 
used to estimate the heat rate and depth of the source and the comparison of these values 
to the original values illustrated the effects of the noise to the estimated parameters.  
Through the use of 10,000 randomized realizations of this process, an error of 
approximately 4% for the heat rate and 1% for the heat depth was found due to the 
temperature and temporal noise of the transient temperature measurements.  A detailed 
summary of this error evaluation is presented in Appendix B. 
 
5.3 Results and Discussion 
 
The measured circularities of the irregular and spherical shaped particles as a 
function of the measured mean unrolled diameters are shown in Figure 5.3.  As evident in 
Figure 5.3, there exists a clear difference in the degree of irregularity of the particle shape 
as measured by the circularity metric between the two sample sets, illustrating the 
effectiveness of the methods to create and select particles of differing particle shape.  
Furthermore, both sample sets have an overlapping spread throughout the targeted particle 
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size range, indicating that the range of particle sizes and perimeters is consistent and fully 
represented in both the irregular and spherical samples. 
 
 
Figure 5.3.  Measured circularity of the spherical and irregular AP particles versus 
the measured mean unrolled diameter. 
 
The maximum surface temperature of the samples after 2 s of applied high 
frequency mechanical excitation is presented in Figure 5.4.  The thermal responses of the 
non-blank samples indicate a wide range of maximum surface temperatures were reached.  
Maximum surface temperature rises from nearly 0 to 10 °C were measured of the spherical 
particle shape samples, whereas the irregular particle shape samples experienced a slightly 
higher temperature rise on average, ranging from 3 to nearly 15 °C.  The blank samples 







Figure 5.4.  Maximum surface temperature rises of the surface of samples 
embedded with spherical, irregular, and no AP particles under high frequency 
mechanical excitation at a selected frequency between 200 and 230 kHz at 6.3 W 
for 2 s. 
 
The estimated heat generation rates of the heat source within the samples are shown 
in Figure 5.5 for each sample set.  As expected, the fitted constant rate heat source solution 
for the blank samples yielded negligible estimated heating rates.  This result suggests that 
the significant heating rates measured in the samples with inclusions are indeed due to the 
presence of the particles.  The estimated heating rates for the irregular sample set appear 
to follow a normal distribution with values between 60 to 500 mW.  The estimated heating 
rates for the spherical samples are on average lower than the irregular samples; however, 
the results appear to follow a bimodal distribution.  The upper distribution appears to match 
the higher heat rate values of the irregular sample set on average, and the lower distribution 
appears to exist between 0 and 40 mW.  Through the inspection of the estimated heating 
rate results it is suggested that a minimum threshold of particle surface irregularity is 
required in order to yield a high heating rate, specifically above 50 mW for this 
experimental configuration.  However, it is evident that a weak heating rate is still present 
in the lower distribution of estimated heating rates observed for the spherical sample set 
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that is measurably greater than that of the blank samples.  Therefore, it is suggested that a 
weak heat source is present in all samples with an embedded inclusion, likely tied to 




Figure 5.5.  Estimated heat generation rates of samples embedded with spherical, irregular, 
and no AP particles under high frequency mechanical excitation at a selected frequency 
between 200 and 230 kHz at 6.3 W for 2 s.  The thick dotted line represents a 50 mW 
threshold. 
 
Due to the non-normal distribution of the spherical heat generation rate estimates, 
a direct comparison of the mean values between the irregular and spherical sample sets 
cannot be appropriately performed.  However, the heat generated for the spherical samples 
appear to show a “go”/“no go” scenario such that either significant heating above 50 mW 
is observed, or no significant heating is observed.  This scenario results in a non-normal, 
bimodal distribution, and thus the probability for a go condition (>50 mW) was tested to 
define a statistically significant difference between the irregular and spherical samples.  
The probability for significant heating, as defined for a threshold heat rate of 50 mW was 
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100% and 47.1% for the irregular and spherical samples, respectively.  This analysis 
resulted in a p-value of 0.0002 using the condition of a large sample test of proportions and 
therefore there exists a significant difference in the probability for significant heating 
between the irregular and spherical samples.  This result indicates that a higher irregularity 
of particles yields a higher probability that significant heating can occur.  It is also 
suggested that due to this dependency on the particle shape, the mechanism associated with 
the higher heating rates may be due to either frictional effects at the interface or increased 
viscoelastic heating induced by localized stress concentrations near the particle amplified 
by irregularities of the particle surface.  
However, there was no significant correlation found between the heating rates and 
the magnitude of particle shape irregularity as measured by the circularity metric.  The 
estimated heat generation rates of the samples are shown as a function of measured 
circularity of the particle shape in Figure 5.6.  Linear regression on the relationship between 
the estimated heat generation rates and the circularity of the embedded particle for all of 
the samples with an estimated heat rate greater than 50 mW resulted in a p-value of 0.863, 
indicating no linear dependence of the heating rate on the irregularity of the particle.  This 
result combined with the correlation found for the “go”/“no go” condition imply that the 
particle morphology is crucial only for the probability of significant heating, but if that 
heating is produced, there is no relationship between the particle shape and intensity of that 
heat rate.  This result may be due to the limitations of the particle shape characterization 
either in the absence of 3-dimensional evaluation of the particle or in the length scale 
chosen to evaluate the particle surface irregularities. 
The combination of these results indicate that the particle shape does contribute the 
likelihood of significant heat generation due to high frequency mechanical excitation, 
however, the heat rate does not correlate with any of the measured parameters describing 
the particle morphology.  This may suggest that the higher heat rates observed in all of the 
irregularly shaped particle and some of the spherical shaped particle samples may be 
caused by hot spots that developed at individual surface asperities, and that an increase in 
particle surface area or surface irregularity does not affect the intensity of that hot spot.  
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Results should indicate a correlation with the particle size, perimeter, and surface 
irregularity if numerous hot spots developed on the particle surface. 
 
Figure 5.6.  Estimated heat generation rates of samples embedded with spherical 
and irregular AP particles as a function of the particle shape represented as the 
measured particle circularity.  The thick dotted line represents a heat generation 
threshold of 50 mW. 
 
Additionally, in separate trials with a higher electrical power applied to the driving 
piezoelectric transducers, a result of higher sensitivity of the irregular particles to the high 
frequency mechanical excitation was found.  Three of five samples embedded with an 
irregular shape particle were observed to decompose at an electrical power of 10 W while 
only one out of seven spherical shape particle samples were driven to decomposition under 





Figure 5.7.  Estimated heat generation rates of samples embedded with spherical 
and irregular AP particles as a function of the particle size represented as the 
measured mean unrolled particle diameter.  The thick dotted line represents a heat 




The thermal responses of samples of Sylgard 184 binder embedded with highly 
spherical and irregular shaped single HMX crystals to high frequency mechanical 
excitation applied via a contact piezoelectric ultrasonic transducer are presented.  A 
transient temperature solution for a constant rate heat source in a semi-infinite homogenous 
medium with a no heat flux boundary condition was used to characterize the particle based 
heating observed of the samples with embedded inclusions.  Through the use of this 
analysis, the constant heat generation rates associated with the heating occurring near the 
particle inclusion within the excited samples were estimated.  Through statistical 
characterization of the results using a “go”/“no go” condition, it was found that irregular 
shaped particles exhibit a higher probability to achieve a significant heat rate, defined for 
this study as 50 mW, than the more spherical shaped particles.  However, there was no 
statistically significant indication that the intensity of the heating was correlated to the 
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degree of irregularity of the particle shape, or the size of the particle.  Through these results, 
it was proposed that a low level of heating is experienced near all inclusions, likely due to 
a viscoelastic effect from a stress concentration associated with the presence of the particle 
within the sample.  However, the probability for the particle to drive a higher heating rate 
is dependent on the particle shape.  This higher heating rate may be due to either the same 
viscoelastic heating effect driven to a higher intensity caused by an increase in the stress 
concentrations near the particle due to surface asperities, or due to a frictional heating 
mechanism at the crystal-binder interface promoted by the irregular particle shape.  
However, due to the lack of dependence of the heat generation rate on the particle size or 
perimeter, it is suggested that the number of hot spots developed at or near the inclusion is 
low.  The results presented here is similar to that found in many observations made in 
strong shock and impact loading of similar energetic systems.  Although the mechanical 
loading of these systems is quite different, the fundamental mechanisms of the conversion 
of mechanical to thermal energy may by similar.  To this end, it is suggested that high 
frequency mechanical excitation may be used to explore the phenomenon of hot spot 
creation via mechanical loading within composite energetic systems.   
Although this study explored and further elucidated the behavior of the heat 
generation mechanisms occurring at inclusions within a binder material, direct 
observations of the specific mechanisms is still needed.  Furthermore, it should be noted 
that two potential mechanisms were suggested: viscoelastic losses near an inclusion due to 
concentrated stresses caused by the presence of the imbedded particle, and frictional effects 
occurring at the interface between the particle and binder.  The predicted level of heating 
provided by the potential mechanism in a simplified system is needed to provide evidence 
that these mechanisms could in principle be the cause for the heating observed in the high 






CHAPTER 6.  LOCALIZED HEATING IN A LOSSY ELASTIC MEDIUM DUE TO 
THE WAVE SCATTERING OF INCIDENT COMPRESSIONAL WAVES BY A 






In order to estimate the intensity of heating attributed to the viscoelastic losses due 
to concentrated stresses near an embedded particle as suggested to occur in previous 
experiments, a theoretical solution for a simplistic case representing this phenomenon was 
developed.  The study of the dynamic stress concentrations induced in an elastic medium 
by the scattering of waves by an embedded object has an extended history [49, 50, 55, 215-
221].  Ying and Truell's seminal work [50] investigated the specific case of incident 
compressional plane waves scattered by a spherical obstacle in an infinite elastic medium, 
with the obstacle taken as an elastic sphere, a rigid sphere, and a spherical cavity.  The 
authors provided an analytical solution for the stress fields generated within the obstacle 
as well as in the surrounding medium.  Pao and Mow [49] expanded and generalized this 
analytical solution of the stress fields to account for obstacles including a fluid-filled cavity 
and a rigid spherical obstacle undergoing translational motion.  The analysis, specifically 
for a fluid-filled cavity, was extended to account for obstacles embedded in “lossy” 
viscoelastic media by Gaunaurd and Uberall [217].  This extended analytical solution can 
be used to predict the stress fields created in an infinite viscoelastic medium due to an 
incident compressional plane wave scattered by an embedded spherical obstacle.  
Additionally, the generation of heat within viscoelastic materials under cyclic loading has 
been widely investigated and the time-averaged volumetric heat generation due to the stress 
field produced by this mechanical loading can be predicted [92, 127, 128, 222-225].  By 
the inclusion of this latter analysis, the stress field solution for the scattering of 
compressional plane waves due to a spherical rigid obstacle within a viscoelastic material 
can be extended to predict the resulting dynamic temperature field through the use of the 
Fourier law of conduction.  This approach thus enables the extension of the analytical 
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solution of the wave scattering problem to the prediction of the thermal behavior of the 
system. 
The stress fields created by the scattering of compressional plane waves at 
ultrasonic frequencies by a rigid spherical obstacle placed within a viscoelastic medium 
(where perfect bonding is assumed) are predicted and then used to estimate the volumetric 
heat generation induced within the sample by the continuous harmonic excitation. This 
result is subsequently extended through the use of the Fourier law of conduction to predict 
the temperature evolution and distribution near the embedded crystal.  The results indicate 
that significant heat generation occurs within the binder material near the crystal, which 
leads to temperature predictions that may reach or exceed realistic decomposition 
temperatures of many energetic materials over relatively short time scales.  While the 
mechanism considered here may dominate the initial heating, this process may be a 
precursor to other dynamic events occurring at the crystal-binder interface, such as 
debonding due to the effects of thermal expansion and phase changes. 
This work was submitted to the Journal of Applied Mechanics in 2016 as 
“Localized Heating near a Rigid Spherical Inclusion in a Viscoelastic Binder Material 
under Compressional Plane Wave Excitation”.  This work was conducted in close 
cooperation with Daniel Woods in Professor Jeffrey Rhoads’ research group and Caroline 
Baker in Professor Marcial Gonzalez’s research group at Purdue University.  Specifically, 
the formulation of the volumetric heat generation in response to the stress fields and the 
implementation of the heat transfer analysis should be primarily attributed to Daniel 
Woods.  Caroline Baker provided critical insight in the development of the mechanical 
stress fields and the numerical methods used in this work. 
 
6.2 Solution of Mechanical Stresses and Deformation 
 
To develop a simple model capturing the effects of heat generation within a 
viscoelastic material due to wave scattering effects cause by an inclusion, a plane 
compressional harmonic wave incident upon a rigid sphere surrounded by an infinite linear 
viscoelastic material was investigated.  A schematic representing this scenario in the 
chosen spherical and rectangular coordinate system is presented in Figure 6.1.  The infinite 
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linear viscoelastic material is fully mechanically characterized by the material density, and 
the complex first and second Lamé parameters.  The complex Lamé parameters can be 
realized through the relationships with the complex wavespeed of the material as 
 




 µ�1 = 𝜌𝜌1𝜔𝜔2
𝛽𝛽�1
2  (6.2) 
 
where 𝜔𝜔 is the angular excitation frequency, and 𝛼𝛼�1 and 𝛽𝛽�1 are the complex compressional 
and shear wavenumbers of the viscoelastic medium.  It should be noted that the complex 
valued elastic moduli account for the viscoelastic losses of the material at the specified 
excitation frequency.  Due to the specification of the inclusion as a movable non-
deformable rigid sphere, the region representing the inclusion is fully mechanically 
characterized by only the particle density 𝜌𝜌2. 
Following Ying and Truell [50], the incident harmonic compressional plane wave 
in Cartesian coordinates can be represented as 
 
 Φ�𝑎𝑎𝑛𝑛𝑎𝑎 = Φ�0𝑒𝑒𝑎𝑎(𝛼𝛼�1𝑧𝑧−𝜔𝜔𝜕𝜕) (6.3) 
 
where 𝑡𝑡 is time, and Φ�0 is the incident wave potential specified at 𝑧𝑧 = 0 and holds the 
following relationship 
 
 Φ�0 = 𝛿𝛿𝛼𝛼�1  (6.4) 
 
where 𝛿𝛿 is the amplitude of the harmonic deformation of the incident wave.  
The incident harmonic compressional plane wave potential can be extended to the 
appropriate spherical coordinates as [49] 
 
 Φ�𝑎𝑎𝑛𝑛𝑎𝑎 = Φ�0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ (2𝑛𝑛 + 1)𝑖𝑖𝑛𝑛𝑃𝑃𝑛𝑛(cos𝜎𝜎)𝑖𝑖𝑛𝑛(𝛼𝛼�1𝜎𝜎)∞𝑛𝑛=0  (6.5) 
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where 𝑃𝑃𝑛𝑛 are the Legendre polynomials, 𝑖𝑖𝑛𝑛 are the spherical Bessel functions of the first 




Figure 6.1.  Schematic illustrating the model of a rigid sphere of radius 𝑎𝑎 embedded 
within an infinite viscoelastic medium centered about the origin.  A harmonic 
compressional plane wave travelling in the positive 𝑧𝑧-direction is incident upon the 
rigid particle. 
 
The harmonic incident compressional wave interacts with the rigid sphere such that 
a harmonic compressional and shear wave are reflected from the source of the inclusion 
and the wave potentials are represented, respectively, as 
 




 Ψ�𝑃𝑃𝑟𝑟𝑓𝑓𝑙𝑙 = 𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝐵𝐵�𝑛𝑛𝑃𝑃𝑛𝑛(cos 𝜎𝜎)ℎ𝑛𝑛�𝛽𝛽�1𝜎𝜎�∞𝑛𝑛=0  (6.7) 
 
where ℎ𝑛𝑛 are the spherical Hankel functions of the first kind, and the ?̃?𝐴𝑛𝑛 and 𝐵𝐵�𝑛𝑛 coefficients 
are determined through the application of the boundary conditions to the system of 
equations representing the summed incident and reflected wave potentials.  The boundary 
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conditions are applied at the particle binder interface, represented at 𝜎𝜎 = 𝑎𝑎, which is 
specified by setting the displacement of the medium at the interface in the radial and in-
plane rotational direction 𝑢𝑢�𝑃𝑃 and 𝑢𝑢�𝜃𝜃, respectively, equal to the translational motion of the 
spherical inclusion.  This boundary condition at 𝜎𝜎 = 𝑎𝑎 is demonstrated as [49] 
 




 𝑢𝑢�𝜃𝜃 = 𝑢𝑢�𝑧𝑧 𝑎𝑎𝑃𝑃1(cos𝜃𝜃)𝑎𝑎𝜃𝜃   (6.9) 
 
where 𝑢𝑢�𝑧𝑧 is the translation of the rigid sphere.  The translation of the rigid sphere can be 
obtained through the application of Newton’s second law where the acting force on the 
mass of the rigid particle is the integrated stresses applied to the particle surface by the 
surrounding medium.  The expression for the translation of the rigid sphere is derived by 
Pao and Mow [49] and presented for the viscoelastic case as 
 
 𝑢𝑢�𝑧𝑧 =  𝜌𝜌1𝜌𝜌2𝑎𝑎 �3𝑖𝑖Φ�0𝑖𝑖1(𝛼𝛼�1𝑎𝑎) + ?̃?𝐴1ℎ1(𝛼𝛼�1𝑎𝑎) − 2𝐵𝐵�1ℎ1�𝛽𝛽�1𝑎𝑎��𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 .  (6.10) 
 
The derivation for the harmonic steady-state stress fields within the surrounding 
material for a lossless elastic case formed through the combination of the incident and 
scattered wave potentials was developed in the works of Ying and Truell [50] and Pao and 
Mow [49] and is given in detail in Appendix C.  The extension of the stress fields to a lossy 
linear viscoelastic material is performed through the use of the complex viscoelastic moduli 
following the work of Gaunaurd and Uberall [217].  The solution for the non-zero stresses 
and displacements for the viscoelastic medium with 𝜎𝜎 ≥ 𝑎𝑎 expressed in spherical 
coordinates are 
 
𝑢𝑢�𝑃𝑃 = 1𝑃𝑃 𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑃𝑃𝑛𝑛(cos𝜎𝜎)�Φ�0𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1)[𝑛𝑛𝑖𝑖𝑛𝑛(𝛼𝛼�1𝜎𝜎) − 𝛼𝛼�1𝜎𝜎𝑖𝑖𝑛𝑛+1(𝛼𝛼�1𝜎𝜎)] +∞𝑛𝑛=0




𝑢𝑢�𝜃𝜃 = 1𝑃𝑃 𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑎𝑎𝑃𝑃𝑛𝑛(cos𝜃𝜃)𝑎𝑎𝜃𝜃 �Φ�0𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1)𝑖𝑖𝑛𝑛(𝛼𝛼�1𝜎𝜎) + ?̃?𝐴𝑛𝑛ℎ𝑛𝑛(𝛼𝛼�1𝜎𝜎) + 𝐵𝐵�𝑛𝑛�−(𝑛𝑛 +∞𝑛𝑛=01)ℎ𝑛𝑛�𝛽𝛽�1𝜎𝜎� + 𝛽𝛽�1𝜎𝜎ℎ𝑛𝑛+1�𝛽𝛽�1𝜎𝜎���  (6.12) 
 
𝜎𝜎�𝑃𝑃𝑃𝑃 = 2µ�1𝑃𝑃2 𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑃𝑃𝑛𝑛(cos 𝜎𝜎) �Φ�0𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1) ��𝑛𝑛2 − 𝑛𝑛 − 𝛽𝛽�12𝜎𝜎2 2⁄ � 𝑖𝑖𝑛𝑛(𝛼𝛼�1𝜎𝜎) +∞𝑛𝑛=02𝛼𝛼�1𝜎𝜎𝑖𝑖𝑛𝑛+1(𝛼𝛼�1𝜎𝜎)� + ?̃?𝐴𝑛𝑛 ��𝑛𝑛2 − 𝑛𝑛 − 𝛽𝛽�12𝜎𝜎2 2⁄ �ℎ𝑛𝑛(𝛼𝛼�1𝜎𝜎) + 2𝛼𝛼�1𝜎𝜎ℎ𝑛𝑛+1(𝛼𝛼�1𝜎𝜎)� −
𝐵𝐵�𝑛𝑛�𝑛𝑛(𝑛𝑛 + 1)(𝑛𝑛 − 1)ℎ𝑛𝑛�𝛽𝛽�1𝜎𝜎� − 𝑛𝑛(𝑛𝑛 + 1)𝛽𝛽�1𝜎𝜎ℎ𝑛𝑛+1�𝛽𝛽�1𝜎𝜎���  (6.13) 
 
𝜎𝜎�𝜃𝜃𝜃𝜃 = 2𝜇𝜇�1𝑃𝑃2 𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ �𝑃𝑃𝑛𝑛(cos𝜎𝜎) �Φ�0𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1) ��𝑛𝑛 + 𝛼𝛼�12𝜎𝜎2 − 𝛽𝛽�12𝜎𝜎2 2⁄ � 𝑖𝑖𝑛𝑛(𝛼𝛼�1𝜎𝜎) −∞𝑛𝑛=0
𝛼𝛼�1𝜎𝜎𝑖𝑖𝑛𝑛+1(𝛼𝛼�1𝜎𝜎)� + ?̃?𝐴𝑛𝑛 ��𝑛𝑛 + 𝛼𝛼�12𝜎𝜎2 − 𝛽𝛽�12𝜎𝜎2 2⁄ �ℎ𝑛𝑛(𝛼𝛼�1𝜎𝜎) − 𝛼𝛼�1𝜎𝜎ℎ𝑛𝑛+1(𝛼𝛼�1𝜎𝜎)� −
𝐵𝐵�𝑛𝑛𝑛𝑛(𝑛𝑛 + 1)ℎ𝑛𝑛�𝛽𝛽�1𝜎𝜎�� + 𝑎𝑎2𝑃𝑃𝑛𝑛(cos𝜃𝜃)𝑎𝑎𝜃𝜃2 �Φ�0𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1)𝑖𝑖𝑛𝑛(𝛼𝛼�1𝜎𝜎) + ?̃?𝐴𝑛𝑛ℎ𝑛𝑛(𝛼𝛼�1𝜎𝜎) −
𝐵𝐵�𝑛𝑛�(𝑛𝑛 + 1)ℎ𝑛𝑛�𝛽𝛽�1𝜎𝜎� − 𝛽𝛽�1𝜎𝜎ℎ𝑛𝑛+1�𝛽𝛽�1𝜎𝜎����  (6.14) 
 
𝜎𝜎�𝜙𝜙𝜙𝜙 = 2µ�1𝑃𝑃2 𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ �𝑃𝑃𝑛𝑛(cos𝜎𝜎) �Φ�0𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1) ��𝑛𝑛 + 𝛼𝛼�12𝜎𝜎2 −∞𝑛𝑛=0
𝛽𝛽�1
2
𝜎𝜎2 2⁄ � 𝑖𝑖𝑛𝑛(𝛼𝛼�1𝜎𝜎) − 𝛼𝛼�1𝜎𝜎𝑖𝑖𝑛𝑛+1(𝛼𝛼�1𝜎𝜎)� + ?̃?𝐴𝑛𝑛 ��𝑛𝑛 + 𝛼𝛼�12𝜎𝜎2 − 𝛽𝛽�12𝜎𝜎2 2⁄ � ℎ𝑛𝑛(𝛼𝛼�1𝜎𝜎) −




𝜎𝜎�𝑃𝑃𝜃𝜃 = 2µ�1𝑃𝑃2 𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑎𝑎𝑃𝑃𝑛𝑛(cos𝜃𝜃)𝑎𝑎𝜃𝜃 �Φ�0𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1)[(𝑛𝑛 − 1)𝑖𝑖𝑛𝑛(𝛼𝛼�1𝜎𝜎) − 𝛼𝛼�1𝜎𝜎𝑖𝑖𝑛𝑛+1(𝛼𝛼�1𝜎𝜎)] +∞𝑛𝑛=0
?̃?𝐴𝑛𝑛[(𝑛𝑛 − 1)ℎ𝑛𝑛(𝛼𝛼�1𝜎𝜎) − 𝛼𝛼�1𝜎𝜎ℎ𝑛𝑛+1(𝛼𝛼�1𝜎𝜎)] − 𝐵𝐵�𝑛𝑛 ��𝑛𝑛2 − 1 − 𝛽𝛽�12𝜎𝜎2 2⁄ �ℎ𝑛𝑛�𝛽𝛽�1𝜎𝜎� +
𝛽𝛽�1𝜎𝜎ℎ𝑛𝑛+1�𝛽𝛽�1𝜎𝜎��� .  (6.16) 
 
The values for the ?̃?𝐴𝑛𝑛 and 𝐵𝐵�𝑛𝑛 coefficients can be found in Pao and Mow [49] for 
the solution concerning the rigid, moveable sphere and are presented here as the solution 












𝐸𝐸1 = −𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1)[𝑛𝑛𝑖𝑖𝑛𝑛(𝛼𝛼�1𝜎𝜎) − 𝛼𝛼�1𝜎𝜎𝑖𝑖𝑛𝑛+1(𝛼𝛼�1𝜎𝜎)] 
𝐸𝐸2 = −𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1)𝑖𝑖𝑛𝑛(𝛼𝛼�1𝜎𝜎) 
𝐸𝐸11 = 𝑛𝑛ℎ𝑛𝑛(𝛼𝛼�1𝜎𝜎) − 𝛼𝛼�1𝜎𝜎ℎ𝑛𝑛+1(𝛼𝛼�1𝜎𝜎) (6.18) 
𝐸𝐸12 = −𝑛𝑛(𝑛𝑛 + 1)ℎ𝑛𝑛�𝛽𝛽�1𝜎𝜎� 
𝐸𝐸21 = ℎ𝑛𝑛(𝛼𝛼�1𝜎𝜎) 
𝐸𝐸22 = −(𝑛𝑛 + 1)ℎ𝑛𝑛�𝛽𝛽�1𝜎𝜎� + 𝛽𝛽�1𝜎𝜎ℎ𝑛𝑛+1�𝛽𝛽�1𝜎𝜎� 
 












𝑒𝑒1 = −3𝑖𝑖[(1 − 𝜌𝜌1 𝜌𝜌2⁄ )𝑖𝑖1(𝛼𝛼�1𝑎𝑎) − 𝛼𝛼�1𝑎𝑎𝑖𝑖2(𝛼𝛼�1𝑎𝑎)] 
𝑒𝑒2 = −3𝑖𝑖(1 − 𝜌𝜌1 𝜌𝜌2⁄ )𝑖𝑖1(𝛼𝛼�1𝑎𝑎) 
𝑒𝑒11 = (1 − 𝜌𝜌1 𝜌𝜌2⁄ )ℎ1(𝛼𝛼�1𝑎𝑎) − 𝛼𝛼�1𝑎𝑎ℎ2(𝛼𝛼�1𝑎𝑎)  (6.20) 
𝑒𝑒12 = −2(1 − 𝜌𝜌1 𝜌𝜌2⁄ )ℎ1�𝛽𝛽�1𝑎𝑎� 
𝑒𝑒21 = (1 − 𝜌𝜌1 𝜌𝜌2⁄ )ℎ1(𝛼𝛼�1𝑎𝑎) 
𝑒𝑒22 = −2(1 − 𝜌𝜌1 𝜌𝜌2⁄ )ℎ1�𝛽𝛽�1𝑎𝑎� + 𝛽𝛽�1𝑎𝑎ℎ2�𝛽𝛽�1𝑎𝑎� . 
 
It should be noted that due to symmetry there is no deformation in the 𝜎𝜎-direction 
and the stresses 𝜎𝜎�𝑃𝑃𝜙𝜙 and 𝜎𝜎�𝜃𝜃𝜙𝜙 in the surrounding viscoelastic medium are zero.  
Additionally, due to the particle specified as a rigid body, there is no deformation or 





6.3 Volumetric Heat Generation 
 
The mechanical losses of a viscoelastic material under a harmonic loading can be 
approximated by the losses of the strain energy density over each cycle [222-224].  By 
time-averaging the losses over a full harmonic cycle and assuming the mechanical losses 
are dissipated fully as heat, the volumetric heat generation rate of the viscoelastic material 







+ 𝜎𝜎𝜃𝜃𝜃𝜃 𝜕𝜕𝜀𝜀𝜃𝜃𝜃𝜃𝜕𝜕𝜕𝜕 + 𝜎𝜎𝜙𝜙𝜙𝜙 𝜕𝜕𝜀𝜀𝜙𝜙𝜙𝜙𝜕𝜕𝜕𝜕 + 2𝜎𝜎𝑃𝑃𝜃𝜃 𝜕𝜕𝜀𝜀𝑟𝑟𝜃𝜃𝜕𝜕𝜕𝜕 + 2𝜎𝜎𝑃𝑃𝜙𝜙 𝜕𝜕𝜀𝜀𝑟𝑟𝜙𝜙𝜕𝜕𝜕𝜕 +𝜕𝜕0+2𝜋𝜋𝜔𝜔𝜕𝜕02𝜎𝜎𝜃𝜃𝜙𝜙 𝜕𝜕𝜀𝜀𝜃𝜃𝜙𝜙𝜕𝜕𝜕𝜕 � 𝑑𝑑𝑡𝑡  (6.21) 
 
where 𝑡𝑡0 is the initial time defined for the cycle, the 𝜎𝜎∗∗ are the real parts of the stress 
components at time 𝑡𝑡, and the 𝜀𝜀∗∗ are the real parts of the strain components.  By assuming 
that the material is a linear viscoelastic material and isotropic, as in section 6.2, the 
volumetric heating can be represented using the nonzero contributions to the net change in 
strain energy density as 
 
 𝑞𝑞 = 𝜔𝜔
2|𝐸𝐸�| �𝜉𝜉𝑃𝑃𝑃𝑃 + 𝜉𝜉𝜃𝜃𝜃𝜃 + 𝜉𝜉𝜙𝜙𝜙𝜙 + 2𝜉𝜉𝑃𝑃𝜃𝜃�  (6.22) 
 
where 𝐸𝐸�  is the complex Young’s modulus of the viscoelastic medium and the scaled 
contributions 𝜉𝜉∗∗ are defined as 
 
𝜉𝜉𝑃𝑃𝑃𝑃 =  sin(𝛿𝛿𝑃𝑃𝑃𝑃)|𝜎𝜎�𝑃𝑃𝑃𝑃|�𝜎𝜎�𝑃𝑃𝑃𝑃 − 𝜈𝜈��𝜎𝜎�𝜃𝜃𝜃𝜃 + 𝜎𝜎�𝜙𝜙𝜙𝜙�� 
𝜉𝜉𝜃𝜃𝜃𝜃 =  sin(𝛿𝛿𝜃𝜃𝜃𝜃)|𝜎𝜎�𝜃𝜃𝜃𝜃|�𝜎𝜎�𝜃𝜃𝜃𝜃 − 𝜈𝜈��𝜎𝜎�𝑃𝑃𝑃𝑃 + 𝜎𝜎�𝜙𝜙𝜙𝜙�� (6.23) 
𝜉𝜉𝜙𝜙𝜙𝜙 =  sin�𝛿𝛿𝜙𝜙𝜙𝜙��𝜎𝜎�𝜙𝜙𝜙𝜙��𝜎𝜎�𝜙𝜙𝜙𝜙 − 𝜈𝜈�(𝜎𝜎�𝑃𝑃𝑃𝑃 + 𝜎𝜎�𝜃𝜃𝜃𝜃)� 
𝜉𝜉𝑃𝑃𝜃𝜃 =  sin(𝛿𝛿𝑃𝑃𝜃𝜃)|1 + 𝜈𝜈�||𝜎𝜎�𝑃𝑃𝜃𝜃|2 
 
where 𝜈𝜈� is the complex Poisson’s ratio of the viscoelastic medium and the 𝛿𝛿∗∗ is the phase 






𝛿𝛿𝑃𝑃𝑃𝑃 = ∠𝐸𝐸� + ∠𝜎𝜎�𝑃𝑃𝑃𝑃 − ∠�𝜎𝜎�𝑃𝑃𝑃𝑃 − 𝜈𝜈��𝜎𝜎�𝜃𝜃𝜃𝜃 + 𝜎𝜎�𝜙𝜙𝜙𝜙�� 
𝛿𝛿𝜃𝜃𝜃𝜃 = ∠𝐸𝐸� + ∠𝜎𝜎�𝜃𝜃𝜃𝜃 − ∠�𝜎𝜎�𝜃𝜃𝜃𝜃 − 𝜈𝜈��𝜎𝜎�𝑃𝑃𝑃𝑃 + 𝜎𝜎�𝜙𝜙𝜙𝜙�� (6.24) 
𝛿𝛿𝜙𝜙𝜙𝜙 = ∠𝐸𝐸� + ∠𝜎𝜎�𝜙𝜙𝜙𝜙 − ∠�𝜎𝜎�𝜙𝜙𝜙𝜙 − 𝜈𝜈�(𝜎𝜎�𝑃𝑃𝑃𝑃 + 𝜎𝜎�𝜃𝜃𝜃𝜃)� 
𝛿𝛿𝑃𝑃𝜃𝜃 = ∠𝐸𝐸� − ∠[1 + 𝜈𝜈�] 
 
where the ∠ symbol denotes the phase of the argument.  Therefore, through the application 
of these expressions, the volumetric heat generation rate of a viscoelastic medium can be 
calculated through the knowledge of the stress field.  This analysis applied to the stress 
field results obtained through the mechanical analysis in section 6.2 can then yield the heat 
generation experienced in the viscoelastic medium surrounding the inclusion.  Clearly, 
since there is no strain within the rigid particle, there is no viscoelastic heat generation 
occurring within the inclusion.  It should be noted that the effects of thermal expansion and 
the resulting thermal stresses of the material are not addressed in this study.  Thus, the 
spatial heat generation of the binder is effectively stationary. 
 
6.4 Heat Transfer Analysis 
 
In order to estimate the spatial temperature evolution of the viscoelastic binder and 
the inclusion in response to the incident compressional plane wave, the Fourier law of 
conduction was solved using a finite-difference approach.  The thermal properties of the 
viscoelastic medium and the particle were assumed to be isotropic and temperature 
independent.  Due to symmetry, there is no variation of stress or heat generation in the 𝜎𝜎-
direction and therefore the temperature gradients can be fully visualized in the 2-
dimensional 𝜎𝜎𝜎𝜎-plane.   
The heat equation that governs the temperature evolution of the medium in 


















�� + 𝑞𝑞 (6.25) 
 
where 𝑘𝑘 is the thermal conductivity, 𝑐𝑐𝑝𝑝 is the specific heat capacity at constant pressure. 
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The thermal boundary conditions for this model are specified in the 2-dimensional 
𝜎𝜎𝜎𝜎-plane.  Due to symmetry, the heat flux in the 𝜎𝜎-direction is defined at zero for 𝜎𝜎 = 0 
and 𝜎𝜎 = 𝜋𝜋.  The particle-binder interface, 𝜎𝜎 = 𝑎𝑎, as well as the origin, 𝜎𝜎 = 0, is restricted 
to a boundary condition of thermal continuity of temperature and heat flux.  An outer 
boundary is defined for the medium at 𝜎𝜎 = 𝑅𝑅, where a convection boundary condition is 
applied, with a convection coefficient of 𝑈𝑈0.  A summary of the applied boundary 





(0,𝜎𝜎, 𝑡𝑡) = −𝑘𝑘2 𝜕𝜕𝑇𝑇𝜕𝜕𝑃𝑃 (0,𝜎𝜎 + 𝜋𝜋, 𝑡𝑡) 
















(𝜎𝜎,𝜋𝜋, 𝑡𝑡) = 0 
 
where the superscripts – and + denote the limit from the negative or positive direction, 
respectively, 𝑇𝑇0 is the constant ambient temperature surrounding the viscoelastic materials, 
and the numerical subscripts denote the material with 1 and 2 representing the particle 
material and the viscoelastic binder material, respectively.   
The initial conditions for the temperature of the materials were specified as the 
ambient temperature 
 
 𝑇𝑇(𝜎𝜎,𝜎𝜎, 0) = 𝑇𝑇0. (6.27) 
 
The heat transfer analysis was implemented in MATLAB through the use of the 
Crank-Nicholson method [227] to solve for the temperature evolution of the model over 
time.  The spatial derivatives were calculated using the second order central difference 
method, except at the non-origin boundaries where a second order backward and forward 
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difference method was used.  At the origin, a first order finite difference approximation 
was used due to the presence of the singularity in the analytical solution. 
 
6.5 Numerical Results and Discussion 
 
The model was solved to represent the scenario of an HMX particle embedded 
within a viscoelastic binder, Sylgard 184, and resulted was observed to generate heat near 
the inclusion while under high frequency mechanical excitation.  The material properties 
for Sylgard 184 and HMX used in this study are listed in Table 6.1.  The specific heat 
capacity for Sylgard 184 was found through the relation  
 
 𝑐𝑐𝑝𝑝 = 𝑘𝑘𝜌𝜌𝛼𝛼  (6.28) 
 
where 𝛼𝛼 is the thermal diffusivity of the material and was taken for Sylgard 184 as 1.02 x 
10P-7 P mP2P/s.  No shear wave attenuation values for Sylgard 184 were found in the literature 
for this excitation frequency range.  In order to calculate a value for this parameter, the 
imaginary part of the Poisson’s ratio was assumed to be zero.  This approximation is 
supported in the literature as measured for similar polymers [228, 229].  Therefore, the 
complex elastic moduli can then be calculated for the material through the relations for a 
linear isotropic viscoelastic material.  The particle radius of the inclusion of HMX was 
specified as 𝑎𝑎 = 0.25 mm and the outer radius of the viscoelastic binder material was 
specified as 𝑅𝑅 = 5.00 mm.  The excitation frequency was set at 500 kHz, and the wave 
amplitude was set at 1 µm specified at the outer binder boundary 𝑧𝑧 = −𝑅𝑅. 
It should be noted that the mechanical response of the binder material was 
developed for an infinite viscoelastic medium; however, the thermal response of the model 
was developed for a finite sphere of the binder with a convection boundary condition.  This 
discrepancy results in the assumption that the mechanical waves are not reflected at the 
boundaries and instead travel to infinite radius.  The invalidity of the model due to this 
assumption becomes relaxed as the outer boundary, 𝑅𝑅, becomes large or the attenuation of 





38T38T38T able 638T.1.  Material properties of Sylgard 184 and HMX used in the numerical model. 








Specific Heat Capacity, cRp 
 
2570 [232] 1015 [199] J/kg-K  
 Thermal Conductivity, k  0.27 [230] 0.42 [199] W/m-K  
 Compressional Wave Speed, CRc  1100 [233] - m/s  
 Shear Wave Speed, CRs  570 [233] - m/s  
  Compressional Wave Attenuation, χRc   2.4 [234] - dB/MHz/cm   
 
6.5.1 Mechanical Response 
 
The resulting mechanical response of the model is presented in the form of each of 
the non-zero stress fields in the 2-dimensional 𝜎𝜎𝜎𝜎-plane in Figure 6.2.  As the only non-
zero stresses are induced in the binder, the rigid particle is represented by the null space in 
the center of the solution.   The grid space presented for the resulting stress was chosen as 
an arbitrarily fine spacing due to the solution being a purely analytical form.  The radial 
stresses as shown in Figure 6.2 clearly show that a localized stress concentration develops 
near the inclusion on the incident side of the particle at the highest magnitude as compared 
to the other stress values.  The pattern of the radial stresses shows maximum values when 
the direction of the radial stress aligns with the travelling mechanical waves where the 𝜎𝜎-
direction is normal with the 𝑧𝑧-direction.  Additionally, the pattern of the radial stress 
illustrates the attenuation and decay of the mechanical waves travelling along the positive 
𝑧𝑧-direction.  The alignment effect also is evident in the polar stress field when the 𝜎𝜎-
direction is aligned with the 𝑧𝑧-direction.  An additional stress concentration develops in the 
azimuthal stress field near the inclusions on the incident side of the particle.  The stress 
pattern in the shear stress field indicates maximum regions when the 𝜎𝜎-direction is at an 
angle of positive or negative 𝜋𝜋/4 with respect to the positive or negative 𝑧𝑧-direction.  In 
general, the stress waves decay along the 𝜎𝜎-direction in the positive 𝑧𝑧-direction, as expected 






Figure 6.2.  The mechanical response of the viscoelastic medium surrounding the 
embedded rigid sphere represented as the magnitudes (in MPa) of the non-zero 
stresses of the a) radial stress 𝜎𝜎𝑃𝑃𝑃𝑃, b) polar stress 𝜎𝜎𝜃𝜃𝜃𝜃, c) azimuthal stress 𝜎𝜎𝜙𝜙𝜙𝜙, and 
d) shear stress 𝜎𝜎𝑃𝑃𝜃𝜃 to an incident 1 µm, 500 kHz compressional plane wave 
travelling in the positive 𝑧𝑧-direction. 
 
6.5.2 Thermal Response 
 
The time-average volumetric heat generation induced in the binder material by the 
harmonic stresses as derived in section 6.3 is presented in Figure 6.3.  It is clear that a 
maximum in the volumetric heat generation field is developed near the incident side of the 
inclusion and is highly concentrated at that location.  The contribution of the radial stresses 
in the volumetric heat generation is evident; however, the effects of the lower magnitude 




The evolution of the temperature fields of both the Sylgard 184 binder and HMX 
particle were numerically evaluated through the use of the heat equation as described in 
section 6.4.  The spatial mesh consisted of 241 equally spaced points in the 𝜎𝜎-direction and 
121 equally spaced points in the 𝜎𝜎-direction.  The temperature evolution was numerically 
solved with 100 time steps to advance the solution to a total duration of 0.5 seconds.  The 
temporal and spatial grids were refined until a tolerance of 1% of the maximum temperature 
of the model was reached.  The resulting maximum temperature rises in both the Sylgard 
184 region and the HMX regions are presented as a function of time in Figure 6.4.  The 
heating of the HMX particle is due to the heat flow from the heated binder into the 
inclusion, and as expected the location of the maximum temperature in the particle is on 
the incident side at the particle surface.  The location of the maximum temperature in the 
binder material for this specified excitation scenario is near the incident side of the particle 
at approximately 𝜎𝜎 = −𝜋𝜋 and 𝜎𝜎 ≈ 0.38 mm.  The maximum temperature rise of the HMX 
particle reaches approximately 32.6 °C at 0.5 s of excitation, and the maximum rate of 
temperature increase of the HMX particle is approximately 54.9 °C/s. 
The temperature distribution of the HMX-binder system at 2 s of excitation is 
presented in Figure 6.5.  To illustrate a more fully complete solution, the temperature 
evolution was mirrored across the 𝑧𝑧-axis.  It is clear that a significant temperature rise is 
experienced near the particle-binder interface on the incident side of the particle caused by 
the heat generation induced by the constructive interference of the incident and scattered 
waves.  It is also evident that more mild regions of temperature rises are induced following 
the similar pattern of the heat generation field.   
This result indicates that high-frequency mechanical excitation can be used to 
generate concentrated “hot spots” of significant heating rates near the location of embedded 
inclusions.  The application of this model also indicates that this heating mechanism, which 
is not dependent on defects at the interface or frictional effects, may lead to significant 
temperature rises of the HMX crystal.  This temperature rise may approach the 
decomposition temperatures of HMX in a matter of seconds, assuming that the heating 
rates predicted in this model holds constant.  Furthermore, this localized heating may lead 
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to more dynamic effects occurring at the particle-binder interface which may then enable 
other heating mechanisms to exist. 
 
 
Figure 6.3.  The time-averaged volumetric heat generation (in W/mm P3 P) induced in 
the viscoelastic Sylgard 184 binder material due to the induced harmonic stresses 
caused by the incident 1 µm, 500 kHz compressional plane wave travelling in the 








Figure 6.4.  The maximum temperature rise experienced in the Sylgard 184 binder 
(green) and the HMX particle (blue) due to the induced heat generation of the 
binder caused by the incident 1 µm, 500 kHz compressional plane wave travelling 
in the positive 𝑧𝑧-direction on an embedded sphere of HMX. 
 
 
Figure 6.5.  The temperature rise distribution (in °C) after 0.5 s of excitation 
induced in the HMX-binder system due to the induced heat generation of the binder 






 6.5.3 Excitation Frequency and Amplitude Effects 
 
For this manner of heat generation within a particle-binder system, the excitation 
parameters of frequency and amplitude are considered to be tunable to a degree.  As such, 
the thermal response of the system in response to the variations of these parameters is of 
interest.  The maximum temperature rises in both the Sylgard 184 region and the HMX 
regions over the duration of 0.5 seconds are presented as a function of excitation amplitude 
and excitation frequency in Figure 6.6.  In the case for the variation of the excitation 
amplitude, the analytical expressions for the stress fields as derived in section 6.2 scale 
directly with the square of the excitation amplitude.  Therefore, the curves of the 
temperature rises of the particle and binder as a function of the excitation amplitude 
exhibits a quadratic dependency. 
In the case for the variation of the excitation frequency, the temperature rises of the 
particle and binder were found to greatly increase with excitation frequency as shown in 
Figure 6.6.  The analytical expression for the stress fields are a function of the excitation 
frequency, however the relationship is complicated through the use of the spherical Hankel 
and Bessel functions. 
 
 
Figure 6.6.  The maximum temperature rise experienced in the Sylgard 184 binder 
(green) and the HMX particle (blue) due to the induced heat generation of the 
binder caused by the incident compressional plane wave as a function of excitation 






In addition to the effect of the excitation frequency on the thermal response of the 
crystal, the effect on the translational motion of the rigid inclusion was also investigated.  
Figure 8 shows the displacement amplitude of the crystal, which is undergoing harmonic 
motion in the z-direction, as a function of the excitation frequency, with the incident wave 
amplitude again at 1 μm at the Sylgard 184 outer boundary where 𝑧𝑧 = −5 mm, and 𝑥𝑥 = 0 
mm.  At low excitation frequencies, the particle is observed to translate with an amplitude 
that is slightly less than the prescribed displacement of the incident compressional wave 
due to the decrease in amplitude associated with the viscoelastic losses of the binder 
material, and this difference approaches zero in the zero frequency limit (since the 
attenuation in the binder is assumed to scale with frequency).  Above this region, the 
displacement amplitude of the crystal increases with frequency to a maximum value near 
276 kHz, and then decreases rapidly with further increasing frequencies. The 
characteristics of this displacement curve are similar to those of the curves presented by 
Oien and Pao [216]. 
 
 
Figure 6.7.  The displacement amplitude of the crystal induced in the HMX-Sylgard 










A thermomechanical model of a rigid moveable sphere embedded within an infinite 
viscoelastic material undergoing mechanical excitation via a harmonic compressional 
plane wave has been presented to predict the stress, heat generation, and temperature 
distribution surrounding the inclusion.  This model was then examined for the case of a 
spherical energetic particle of HMX embedded within a binder material of Sylgard 184 at 
an excitation frequency of 500 kHz and amplitude of 1 µm.  The results for this case yield 
predictions of significant heat generation near the incident-side of the particle 
corresponding to the locations of major stress concentrations.  The viscoelastic heating 
effect results in a rate of temperature increase of approximately 54.9 °C/s for the energetic 
crystal.  This heating rate is comparable to that estimated from an analogous experimental 
configuration under similar excitation parameters at a frequency of 215 kHz presented in 
Chapter 4. 
This model was presented in order to explore the nature of the heat generation due 
to stresses created by the interference of the scattered and incident waves near a rigid 
inclusion and, specifically, to investigate how this mechanism of heat generation can be 
utilized within the context of the ultrasonic excitation of energetic systems.  This 
phenomenon may help to explain how localized hot spots initially develop within crystal-
-binder systems undergoing ultrasonic excitation, even in the absence of initial flaws or 
voids.  It should, however, be further emphasized here that the scope of the physics 
addressed by this model is expected to be adequate in characterizing the heating in the 
system only for short excitation times.  Once certain temperature thresholds are reached, 
additional mechanisms associated with heat generation such as chemical decomposition or 
phase changes of the energetic crystal, significant thermal stresses at the crystal-binder 
interface, changes in material properties, and debonding between the crystal and binder 
may become substantial.  As such, the phenomena associated with these additional heating 





A qualitative diagram representing the temperature and temporal regions in which 
the proposed model is expected to remain valid is presented in Figure 6.8.  The 
temperatures and times beyond which those additional mechanisms are expected to become 
significant are shown conceptually in the diagram as well. 
 
 
Figure 6.8.  A conceptual diagram representing the transient temperature rise of the 
crystal and the regions of applicable heating phenomena. The shaded region 
represents short excitation times and low temperature heating of the crystal as 
governed by the viscoelastic heating model presented in this work. The unshaded 
regions represent regimes over which additional heating mechanisms are expected 
to significantly impact the thermal response. 
 
It is also important to note that the particle morphology of the embedded inclusion 
has been experimentally shown in Chapter 5 to greatly affect the stress distributions as well 
as the heating rates associated with ultrasonic excitation of similar energetic systems.   
Since the model with a spherical inclusion does not account for those stress concentrations 
associated with irregular particle morphologies, the predictions shown in the present work 
may represent a conservative estimate of the heating magnitudes in these systems.  By 
adapting this model to account for such particle-specific effects, a more accurate 
representation of the underlying physics may be captured. 
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However, efforts are needed to address the time scales at which thermal stresses 
become significant, and at which debonding occurs.  Moreover, the heating mechanisms 
associated with frictional effects at the crystal-binder interface (slapping, rubbing, etc.), 
which may dominate the thermal behavior of the system after debonding, need further 
investigation.  Additionally, experimental validation of the predicted harmonic particle 
displacement and temperature distribution in an idealized particle-binder system may be 
demonstrated through a wide range of applicable excitation parameters utilizing various 
materials.  As such, this analytical solution could also be useful in the determination of 








CHAPTER 7.  DIRECT OBSERVATIONS AND CHARACTERIZATION OF THE 
HEATING AND DECOMPOSITION OF A SINGLE HMX PARTICLE WITHIN A 







High frequency mechanical excitation has been shown to drive individual energetic 
particles of HMX and ammonium perchlorate embedded within a lossy binder material to 
decomposition [205, 213].  Furthermore, these studies have shown that significant heating 
can be generated directly at individual particle locations within the binder.  Heating 
mechanisms such as frictional effects at the particle binder interface as well as increased 
viscoelastic loses at stress concentrations caused by wave scattering from the particle have 
been suggested as the dominate causes of the particle associated heating.  However, direct 
observations of these potential mechanisms or the decomposition of the energetic particles 
under high frequency mechanical excitation have yet to be made. 
As such, high speed X-ray contrast imaging of single HMX particles embedded 
within a Sylgard 184 binder under high frequency mechanical excitation was performed.  
Additionally, high speed visible microscopy of the embedded particle was performed 
simultaneously with infrared temperature measurements of the sample surface in order to 
capture the physical and thermal response of the particle under the applied high frequency 
mechanical excitation.  A model comprised of sequential finite duration point heat sources 
within a semi-infinite medium with a zero heat flux boundary condition was developed and 
used to characterize the heat sources associated with each potential heating mechanism 
observed at the particle location. 
The results indicate that both the viscoelastic heating effect and frictional heating 
at the particle-binder interface drive the embedded HMX particle to decomposition under 







7.2.1 Sample Preparation 
 
Samples were fabricated by embedding a single HMX particle within a rectangular 
block of Sylgard 184, a visibly transparent binder material.  The samples were constructed 
by casting an initial layer of 10:1 base to curative mixture of Sylgard 184 in a flat dish to 
a height of approximately 1 mm.  The layer was cured at 65 °C for a minimum of 12 hrs 
and an additional layer of Sylgard 184 was then poured onto the cured layer to a total height 
of approximately 4 mm.  A single HMX particle was then placed within this layer and 
allowed to sink to the surface of the cured layer before the sample was cured for an 
additional 12 hrs or more at 65 °C.  The Sylgard 184 binder material of all of the samples 
which were examined with X-ray phase contrast imaging was doped with 0.01% by mass 
of iron oxide particles in order to increase the contrast between the binder and crystal 
material.  All HMX particles used in this study were selected from a sieved lot of > 500 
µm sized particles.  A representative schematic of a HMX particle embedded within a 
Sylgard 184 sample is presented in Figure 7.2.  Samples measuring approximately 6.6 x 
9.0 x 4.0 mm were cutout from the layered binder particle system, such that a single HMX 
particle was centered within the sample. 
 
 
Figure 7.1.  Sample construction of an energetic particle embedded within a binder 
material with an ultrasonic transducer epoxied to sample.  Common viewing 





Figure 7.2.  Representative image of an HMX particle embedded within a 
transparent Sylgard 184 binder. 
 
7.2.2 Mechanical Excitation 
 
Steiner & Martins, Inc. SMD10T2R111 ultrasonic piezoelectric transducers were 
used to apply high frequency mechanical excitation to each sample.  The transducer is 
specified to operate in a radial mode at the listed center frequency of 215 kHz ±3%.  A 
single transducer was epoxied to the bottom side of each sample with Devcon 5-minute 
epoxy and cured at 65 °C overnight.  A diagram of the sample setup is shown in Figure 
7.1.  A sinusoidal electrical signal was delivered to the ultrasonic transducers via an Agilent 
N9310A RF signal generator in concert with a Mini-Circuits LZY-22+ broadband 
amplifier.  A Tektronix DPO 4043 oscilloscope was used to monitor the supply signal 
delivered to the transducer.  For all of the trials reported in this work, an electrical signal 
of 210 kHz was supplied to the transducer at a power of 10 W.  This frequency was shown 
in Chapters 4 and 5 to induce significant heat generation at particle locations for similar 
high-frequency mechanical excitation experiments utilizing this transducer. 
 
7.2.3 X-ray Phase Contrast Imaging 
 
High speed X-ray phase contrast imaging was used to observe the highly dynamic 
behavior of the energetic particle within the viscoelastic binder material under high 
frequency mechanical excitation.  For the results presented in this study, polychromatic, 
high intensity X-ray phase contrast imaging was performed at beam line 32-ID-B at the 
Advanced Photon Source (APS) at Argonne National Laboratory.  The fundamental energy 
of the X-ray source used for imaging was centered at 25.4 KeV, and the size of the beam 
on sample was 2560 x 1500 µmP2P.  To visualize the X-ray information, a single crystal 
LuR3RAlR5ROR12R:Ce scintillator was used to transform the X-ray signal to visible wavelength 
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light.  A high speed Shimadzu Hyper Vision HPV-X2 was used in concert with a 45° 
mirror, 5x magnification microscope objective, and a tube lens to record the visible images 
from the scintillator at frame rates from 20 to 90 kHz.   The beam was operated in concert 
with a low-speed mechanical shutter in order to limit the total time of on-sample radiation, 
and therefore the beam was only unblocked for approximately 12.5 ms every 1 second.  
Therefore, a burst of images was taken of the sample under constant mechanical excitation 
every 1 s.  Due to this restriction, the majority of the duration of the sample under 
mechanical excitation was not captured.  A schematic of the experimental setup is 
presented in Figure 7.3 and a representative X-ray phase contrast image of an HMX particle 
within a Sylgard 184 binder doped with 0.1% by mass of iron oxide as captured with this 
setup is shown in Figure 7.4. 
 
 
Figure 7.3.  Diagram of the X-ray phase contrast imaging of the high frequency 
mechanical excitation experiment. 
 
 
Figure 7.4.  X-ray phase contrast image of a single HMX particle within Sylgard 
184 doped with iron oxide. 
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7.2.4 High Speed Visual Microscopy 
 
High speed visual microscopic imaging of the particle embedded within the 
transparent binder while the mechanical excitation was applied to the samples was 
performed in separate trials using a Phantom v7.3 high speed camera with a 25 mm lens 
and a 109 mm extension tube.  Throughout these experimental trials, the camera was 
operated from 200 to 1500 frames per second at exposure rates from 300 to 660 µs.  A twin 
snake lamp was used to provide external lighting to the samples from each side in order to 
illuminate the embedded HMX particle.  The camera was positioned to observe the “front” 
of the sample, as indicated in Figure 7.1.  The camera was triggered via the oscilloscope at 
the onset of the electrical signal delivered to the transducer.  This ensured that the camera 
was synced to the start of the mechanical excitation of the sample. 
 
7.2.5 Infrared Thermal Measurements 
 
To evaluate the thermal response of the samples to the applied high frequency 
mechanical excitation, a FLIR A325sc camera was used to measure the spatial 
temperatures of the top surface of the samples.  This camera has a maximum sampling rate 
of 30 Hz, a temperature sensitivity of 0.07 °C at 30 °C, and a temperature accuracy of ±2 
°C or ±2% of the reading.  To ensure a uniform infrared emissivity of the sample surface 
and to reduce the effects of background reflections on the temperature measurements, the 
top surface of each sample was coated with a fine layer of carbon black.  The camera was 
triggered via the oscilloscope at the onset of the electrical signal delivered to the transducer 
to ensure that the camera was synced to the start of the mechanical excitation of the sample.  
The infrared thermal measurements were conducted alongside the high speed visible 
microscopic imaging of the samples under mechanical excitation.  The experimental setup 






Figure 7.5.  Diagram of the high speed visual microscopy imaging and infrared 
imaging of the high frequency mechanical excitation experiment. 
 
7.3 Results and Discussion 
 
7.3.1 X-ray Phase Contrast Imaging Results 
 
High speed X-ray phase contrast imaging of the single HMX particles embedded 
within the Sylgard 184 binder material was performed while high frequency mechanical 
excitation was applied to the sample.  A total of 5 samples of this configuration were 
examined with this technique, and 3 of the samples are presented here in detail.  The sample 
referenced here as T1 and presented in Figure 7.6, exhibited no significant dynamic motion 
of the HMX particle during the first 8 seconds of high frequency mechanical excitation.  It 
was observed that the particle and surrounding binder material shifted upward over time, 
likely due to the heating and subsequent thermal expansion of the binder while the sample 
was under excitation.  This effect is clearly presented in frames (a) through (c) of Figure 
7.6.  At 8 s of high frequency mechanical excitation, slight cracking, mainly in the middle 
region of the crystal is observed and is presented in frame (d).  Additionally, a distinct 
cyclic motion at the particle-binder interface was observed at the bottom and right locations 
of the particle boundary as well as at the locations where significant cracking of the crystal 
occurred.  This motion indicated significant intermittent contact at this interface between 
the particle and binder corresponding to a “rubbing” or “slapping” effect corresponding to 
a frictional heating mechanisms as described by Rothenfusser and Homma [104] in the 
context on non-destructive testing as presented in Section 2.3.3.  The observed cracking 
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extends through the crystal as the mechanical excitation is applied and is presented in 
frames (e) and (f).  The cyclic motion observed at the particle-binder interface continues 
until the mechanical excitation ends at 10 s.  These results indicate that a debond between 
the particle and boundary occurred at approximately 8 s of mechanical excitation.  This is 
a clear indication that high frequency mechanical excitation can be used to forcibly debond 
the binder material from the embedded particle.  This defect was then driven and amplified 
by the applied high frequency mechanical excitation and along with the heating 
experienced of the sample, appeared to drive the cracking of the crystal.   
   
 
Figure 7.6.  Select frames of the X-ray phase contrast imaging of sample T1 
undergoing high frequency mechanical excitation supplied by a StemInc 
SMD10T2R111 operated at 210 kHz under an electrical power of 10 W.  The 
sample was constructed of a Sylgard 814 binder material doped with 0.1% of iron 
oxide by mass, embedded with a single HMX particle.  The imaging was captured 
at a burst rate of 90 kHz at a repetition rate of 1 Hz.  The position of the transducer 
is located below the sample. 
 
The sample referenced here as T2 and presented in Figure 7.7, exhibited evidence 
of an initial debond defect located on a bottom right position on the particle boundary.  A 
cyclic motion of intermittent contact was evident at the particle-binder interface at this 
location as the mechanical excitation was first applied to the sample.  As the mechanical 
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excitation continued, this debonding between the particle and binder spread to the right and 
bottom sides of the particle boundary and eventually encompassed the entire particle as 
shown in frames (a) through (e) in Figure 7.7.  Cyclic motion at the particle interface 
followed the debond defect spreading over the particle.  Additionally, cracking of the 
crystal was observed near the initial debond region and spread throughout the particle.  At 
8 s of excitation, a region of HMX melt undergoing gasification formed in the lower left 
position of the crystal as indicated in frame (d).  The particle boundary then significantly 
expanded likely due to gasification of the HMX melt as presented in frame (f).  The melt 
region spread to the rest of the crystal as shown in frames (e) through (g), and the 
gasification intensified to the point where the binder surrounding the particle ruptured (h), 
at which point all observed motion ceased.  The results observed of this sample indicated 
that an initial defect at the particle-binder interface was present and advanced throughout 
the particle surface driven by the effects of the mechanical excitation and heating of the 
sample.  The cyclic motions at the interface appeared to drive the cracking, phase change, 
and gasification of the HMX particle within the sample.  The melt and gasification of the 
HMX particle are clear indications of the decomposition of the HMX crystal [235-237] 
under the applied mechanical excitation. 
The sample referenced here as T3 and presented in Figure 7.8, again exhibited 
evidence of an initial debond defect located along the bottom and right boundaries of the 
particle, where significant cyclic motion of the interface was observed, as presented in 
frame (a).  Additionally, significant cracking of the crystal was observed to occur 
immediately after the mechanical excitation was applied to the sample and spread 
throughout the particle in frames (a) through (e).  As the mechanical excitation of the 
sample continued, the debonding of the crystal, and subsequent cyclic motion of the 
interface, spread over the majority of the particle in frames (a) through (e).   After a period 
of 5 s of excitation, the entire particle region appeared as HMX melt and rapid gasification 
of the material was observed as presented in frames (f) and (g).  This gasification process 
was observed to be extremely dynamic.  The left portion of the particle region contained 
mostly HMX melt where small pockets of gas was formed and ejected to the right portion 
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of the region where the gases appeared to collect.  After 6 s of mechanical excitation, the 
binder surrounding the HMX particle ruptured and all motion ceased. 
 
 
Figure 7.7.  Select frames of the X-ray phase contrast imaging of sample T2 
undergoing high frequency mechanical excitation supplied by a StemInc 
SMD10T2R111 operated at 210 kHz under an electrical power of 10 W.  The 
sample was constructed of a Sylgard 814 binder material doped with 0.1% of iron 
oxide by mass, embedded with a single HMX particle.  The imaging was captured 
at a burst rate of 80 kHz at a repetition rate of 1 Hz.  The position of the transducer 
is located below the sample. 
 
In the additional two samples, significant cracking of the embedded HMX crystal 
was observed, however neither particle embedded with the samples appeared to undergo 
the degree of decomposition as observed in samples T2 and T3.  To evaluate the effect of 
the X-ray radiation on the samples of iron oxide doped Sylgard 184, two additional samples 
were imaged up to 20 seconds under the exact imaging conditions as the other samples 
except with no mechanical excitation.  The binder was observed to measurably expand, 
likely due to the thermal expansion of the material, however, no significant damage or any 
physiochemical change was observed to occur within the HMX particles.  In one sample, 
a localized debonding of the particle-binder interface was observed.  This delamination 
appeared to only affect a small section of the particle-binder interface. 
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The results obtained from the high speed X-ray phase contrast imaging clearly 
demonstrate the ability of high frequency mechanical excitation to drive significant motion 
at the debond defects developed at the particle-binder interface and to induce 
decomposition of the HMX crystal.  From the results of sample T1, the combined effect of 
the mechanical excitation and heating of the binder was able to produce a clear defect at 
the particle-binder interface which was advanced by the motion induced by the mechanical 
excitation.  From the results of the samples T2 and T3, the cyclic motion of the interfacial 
defects driven by the mechanical excitation was able to induce phase change and 
decomposition of the HMX crystal.  The combination of these results suggest that the initial 
excitation of the sample can induce heating of the binder material, enabling the formation 
of defects along the particle-binder interface at which point an additional friction heating 
mechanisms is active.  This effect can then drive the energetic crystal to decomposition 
allowing for a significant heat release and further decomposition.  
 
 
Figure 7.8.  Select frames of the X-ray phase contrast imaging of sample T3 
undergoing high frequency mechanical excitation supplied by a StemInc 
SMD10T2R111 operated at 210 kHz under an electrical power of 10 W.  The 
sample was constructed of a Sylgard 814 binder material doped with 0.1% of iron 
oxide by mass, embedded with a single HMX particle.  The imaging was captured 
at a burst rate of 70 kHz at a repetition rate of 1 Hz.  The position of the transducer 
is located below the sample. 
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7.3.2 High Speed Microscopy and Infrared Imaging 
 
Simultaneous infrared thermal imaging and high speed visual microscopy was used 
to capture the thermal response of the sample surfaces and track the potential heating 
mechanisms occurring at the embedded particle.  The external lighting combined with the 
transparent nature of the binder material allowed for adequate direct imaging of the HMX 
particles embedded within the samples.  A total of 5 samples of this configuration were 
successfully examined with this technique, and clear evidence of HMX decomposition was 
observed in two samples, referenced as S1 and S2 in this work.   
The observations of the sample S1, as shown in Figure 7.9, are presented in detail.  
At the start of the applied mechanical excitation to the sample, significant whitening and 
cracking of the HMX particle was observed at the top of the particle boundary and 
advanced throughout the rest of the crystal over approximately 0.75 seconds.  This effect 
was attributed to the 𝛽𝛽 to δ phase change of the particle, at which the crystal structure 
rearranges and shatters due to the volumetric increase of the particle [238, 239], causing 
the light to scatter [240] and results in the particle appearing to whiten.   
Additionally, it appeared that debonding of the particle from the binder also 
occurred at the top of the particle boundary and advanced through the particle boundary 
over the same time span.  These effects are presented in frames (a) through (c) in Figure 
7.8.  At approximately 1.05 s of applied excitation, a localized region of HMX melt and 
subsequent gasification was evident in the top left corner of the particle and gradually 
spread throughout the crystal.  The observed gasification of the HMX melt gradually 
intensified until at approximately 1.5 s of excitation, the particle boundary significantly 
expanded in volume.  This volume expansion appeared to gradually decrease the intensity 
of the gasification and motion of the HMX melt until all significant motion ceased at 
approximately 4.0 seconds of excitation.  This process is presented in frames (d) through 
(f) in Figure 7.9. 
No significant changes or motion was observed of the HMX particle embedded in 
the S2 sample until a duration of approximately 11.0 s of mechanical excitation was 
reached.  At this point, the particle appeared to debond from the binder on the left side of 
the particle and quickly spread across the HMX crystal.  Additionally, it appeared that 
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cracking and whitening of the particle followed the same pattern during the same time span.  
At approximately 11.3 s of mechanical excitation, HMX melt and gasification was evident 
on the left side of the particle and spread throughout the crystal resulting in a significant 
volume expansion of the region.  The gasification and motion of the HMX melt appeared 
to gradually decrease until no significant motion within the particle was observed at 12.3 
s.  At approximately 14.4 s of mechanical excitation, the particle appeared to form HMX 
melt again and evidence of gasification was observed until the mechanical excitation was 
stopped at 15 s.  For the other three samples, no significant changes or motion of the particle 
were observed over 15 s of applied mechanical excitation.   
The results of the high speed microscopy indicate similar trends as observed with 
the X-ray phase contrast imaging experiments.  Debonding and cracking of the HMX 
particle was observed in two of the five total samples tested, followed by the formation of 
HMX melt and gasification of the material indicating decomposition.  It should be noted 
that the images obtained through high speed visual microscopy was unable to clearly 
observe the motion of the binder at the particle interface due to the transparent nature of 
the Sylgard 184 material; however, from the results obtained from the X-ray phase contrast 
images, it is likely that this process would still occur.  The times at which the individual 
changes of the particle occur were measured and used in the thermal analysis of the 
samples. 
The maximum temperatures of the sample surfaces as recorded via the infrared 
thermal camera are presented in Figure 7.10.  It is clear from the infrared measurements 
that a significant heat source was present within all of the samples under high frequency 
mechanical excitation, as indicated by the temperature patterns on the surface of the 
sample.  The S1 and S2 samples, where decomposition of the embedded HMX particles 
was clearly observed via the high speed microscopy, elicited a high temperature rise at the 
sample surface of nearly 60 and 40 °C at 15 s of excitation, respectively.  The other samples 
where no decomposition was observed to occur, exhibited a much lower temperature rise 
of approximately 5 to 8 °C.  It is also apparent that the surface temperature profile of the 
S1 and S2 samples followed the same trend of the other samples, until a short time after 
debonding and subsequent decomposition of the HMX particle was observed, at which 
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point the surface temperatures for each sample rose significantly.  It is clear that the 
significant temperature rises are driven by the dynamic processes observed at the particle. 
 
 
Figure 7.9.  Select frames of the high speed microscopy imaging of the sample S1 
undergoing high frequency mechanical excitation supplied by a StemInc 
SMD10T2R111 operated at 210 kHz under an electrical power of 10 W.  The 
sample was constructed of a Sylgard 814 binder material embedded with a single 
HMX particle.  The imaging was captured at a continuous rate of 320 frames per 
second.  The position of the transducer is located below the sample. 
 
In a separate experiment, a Denshire ultrasonic dental probe nominally operating at 
30 kHz with a peak-to-peak amplitude of 45 µm was applied to the top surface of the S5 
sample in order to force debonding between the particle and binder.  This was process was 
recorded via high speed microscopy and while the binder was effectively debonded from 
the particle, no significant damage of the crystal was observed.  Images of the HMX crystal 
before and after this process are shown in Figure 7.11, and almost no change was observed.  





Figure 7.10.  Maximum surface temperature of the HMX/Sylgard 184 samples 
under mechanical excitation at 210 kHz with a delivered electrical power of 10 W.  
Note the significant temperature rise of samples S1 and S2 associated with the onset 





Figure 7.11.  HMX particle within the S5 sample before and after debond between 
the particle and binder was forced by the applied ultrasonic dental probe. 
 
High frequency mechanical excitation was then applied to the S5 (Post Excite) 
sample and significant dynamic changes to the crystal was observed as presented in Figure 
7.12.  The HMX crystal began to crack and whiten on the left side of the particle and spread 
throughout the crystal as the mechanical excitation was applied.  The particle also formed 
small regions of HMX melt that spread to various locations of the particle.  The HMX melt 
was also accompanied by small amounts of gasification of the material, indicating localized 
regions of decomposition.  The gasification and dynamic motion of the HMX melt 
appeared to gradually decrease until no significant motion within the particle was observed 
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at 4.2 s.  The processes affecting the HMX crystal closely resembled the same observation 
as for the S1 and S2 samples which also decomposed. 
 
 
Figure 7.12.  Select frames of the high speed microscopy imaging of the sample S5 
(after debonding of the particle was forced) undergoing high frequency mechanical 
excitation supplied by a StemInc SMD10T2R111 operated at 210 kHz under an 
electrical power of 10 W.  The sample was constructed of a Sylgard 814 binder 
material embedded with a single HMX particle.  The imaging was captured at a 
continuous rate of 320 frames per second.  The position of the transducer is located 
below the sample. 
 
The maximum temperatures of the sample surface of the S5 (Post Excite) sample 
under high frequency mechanical excitation are presented in Figure 7.13, and are compared 
to the temperature profiles of the S5 and S1 samples.  From these results, it is clear that the 
S5 (Post Excite) sample exhibited a high temperature response, close to a 50 °C maximum 
temperature rise at the sample surface.  Additionally, the thermal response of the S5 (Post 
Excite) sample closely follows the thermal response of the S1 sample, possibly indicating 
that the same mechanisms are active to a similar degree in both samples.  This result may 
also indicate that the S1 sample had some initial damage at the particle-binder interface 
that was not observed.  The effect of the forced debonding is clearly demonstrated through 
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the comparison of the thermal response of the S5 sample before and after the dental probe 
was applied to the sample.  This result effectively demonstrates the ability for high 
frequency mechanical excitation to couple with a debond defect at the particle-binder 




Figure 7.13.  Maximum surface temperature of the S5 sample (before and after 
debonding of the particle was forced) and the S1 sample under mechanical 
excitation at 210 kHz with a delivered electrical power of 10 W.  Note the 
significant temperature rise of samples S1 and S5 (Post Excite) associated with the 
onset of debonding and decomposition of the HMX particles observed via high 
speed visual microscopy. 
 
7.3.3 Thermal Analysis 
 
To attempt to quantify the heat rate and characterize the individual heating 
mechanisms observed via the high speed imaging, a simplified heat model was proposed.  
This model treats the heat generated from the particle interactions as a point heat source 
within a semi-infinite medium at a finite distance beneath a zero heat flux boundary.  This 
treatment was derived from the analytical solution for a one-dimensional constant point 
heat source in an infinite medium [206] and modified through the use of the method of 
images to form the boundary condition as presented in earlier studies [205, 213].  The 
model representing this simplified scenario is illustrated in Figure 7.14.  In addition to this 
modification, the point heat source was treated as a finite duration source, existing only 
from time 𝑡𝑡0 to time 𝑡𝑡.  The mathematical representation of the temperature response of 
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the material surrounding the finite duration point heat source of constant strength is 
presented as  
 
 𝑇𝑇𝑠𝑠(𝑡𝑡, 𝜎𝜎) =  𝑞𝑞2𝜋𝜋𝑘𝑘𝑎𝑎 �erfc � 𝑎𝑎�4𝛼𝛼(𝜕𝜕−𝜕𝜕0)��,     for 𝑡𝑡1 > 𝑡𝑡 > 𝑡𝑡0 
 (7.1) 
 𝑇𝑇𝑠𝑠(𝑡𝑡, 𝜎𝜎) =  𝑞𝑞2𝜋𝜋𝑘𝑘𝑎𝑎 �erfc � 𝑎𝑎�4𝛼𝛼(𝜕𝜕−𝜕𝜕0)� − erfc � 𝑎𝑎�4𝛼𝛼(𝜕𝜕−𝜕𝜕1)��,     for 𝑡𝑡 > 𝑡𝑡1 
 
where 𝑞𝑞 is the constant strength heat rate, 𝑘𝑘 is the thermal conductivity of the material, 𝑑𝑑 
is the distance from the point heat source to the zero heat flux boundary, 𝛼𝛼 is the thermal 
diffusivity of the material, 𝑡𝑡 is time, 𝑡𝑡0 is the time at which the point heat source turns on, 
and 𝑡𝑡1 is the time at which the point heat source turns off. 
 
 
Figure 7.14.  Schematic illustrating the transient solution of the temperature at the 
point on the zero heat flux boundary directly above the heat source as used to model 
the experimental heating conditions. 
 
This solution can then be used to represent a single point heat source with a 
changing strength and depth within the sample, through the use of the superposition 
principle.  This composite model consists of a sequential point heat sources that turn on at 
a given time, and subsequently turn off when the next point heat source turns on.  Through 
this technique, the temperature response of the material can then be found through the 
simple addition of the thermal responses of the individual point heat sources. 
This technique is illustrated in Figure 7.15, where the top line represents the time 
points at which each point source turns on and subsequently off.  The lower lines represent 
the temperature contribution from each individual heat source that are turned on and off, 




Figure 7.15.  Illustration of the contributions of each heat source to the overall 
temperature response of the material.  The top line represents the time of the model 
and indicates the points in time at which the appropriate heat source is turned and 
off.  The lower lines represent the individual temperature responses of the material 
to each finite duration point heat source. 
 
To estimate the heat generation rate and the depth of the heat sources, the composite 
model consisting of a specified number of sequential point heat sources was fit to the 
temperature data using the method of least squares.  The results obtained from the high 
speed visual microscopy of the samples undergoing high frequency mechanical excitation 
was used to inform the time points of the onset of individual heat sources occurring at the 
embedded particle.  The values of 1.382 x 10P-3 P cm P2P/s and 0.232 W/m-K were assumed for 
the thermal diffusivity and thermal conductivity of Sylgard 184, respectively [207].   
Due to the observation that no significant changes or decomposition of the HMX 
particle occurred in samples S3, S4, and S5, a single continuous heat source was used to 
characterize the thermal response of those samples.  The temperature data and 
corresponding best-fit solutions for these samples in which no decomposition was observed 
are presented in Figure 7.16 and the source depths and constant heat generation rates of 





Figure 7.16.  Maximum surface temperature of the samples in which no 
decomposition of the HMX particle were observed under mechanical excitation 
supplied by the SMD10T2R111 transducer at 210 kHz at 10 W.  Continuous dashed 
lines are the best fit curves of the analytical solution to the experimentally measured 
temperature histories using the least-squares method.  A single continuous point 
heat source was used to characterize the heating of the samples. 
 
Although the solution used to model the experiment measurement is quite limited 
due to the assumptions of a semi-infinite medium, constant strength point heat source, and 
temperature independent material properties, it appears to be able to suitably match the 
temperature histories of the sample surfaces.  The estimated heat rates for these samples 
indicate that a mild heat source near the particle is driven by the high frequency mechanical 
excitation.  Additionally, the estimated source depths indicate that the point heat source is 
on the incident side of, or beneath, the particle.  These results, combined with the 
observations that no significant debonding or decomposition of the particle occurred, 
suggests that the main heating mechanism for these samples is due to concentrated 
viscoelastic heating occurring in the binder material at the incident side of the inclusion 
near the particle.  This conclusion is supported by the work presented in Chapter 6, in which 
it was shown that a significant amount of heat could be generated without the presence of 
defects or debonding of the particle-binder interface, and is due to the wave scattering 






38T38T38T able 738T.1.  Summary of the point heat source parameters for samples S3, S4, and S5. 
     Sample   
    S3 S4 S5   
 Estimated heat rate, q (mW) 
 40.52 34.08 24.97  
  Estimated depth, d (mm)   1.613 1.643 1.516   
 
 
The observations of the S1, S2, and S5 (Post Excite) samples indicated that much 
more complex phenomena occurred at the particle throughout the extent of the applied 
mechanical excitation.  For the S1 and S5 (Post Excite) samples, it was observed that 
debonding, phase change, and partial decomposition of the embedded HMX particle 
occurred almost immediately after the mechanical excitation was applied.  Furthermore, 
the decomposition of the HMX particle appeared to cease at a certain time into the 
mechanical excitation.  As such, two heat sources governing separate time regimes were 
used to account for this dynamic behavior.  The initial heat source was associated with the 
cyclic particle-binder interactions and partial decomposition of the HMX crystal.  The 
second heat source started at the time point in which the decomposition of the particles was 
observed to cease.  Both heating sources were restricted to occur at the same source depth, 
due to the likelihood that the heating of the particle for these two regimes occurred near or 
within the particle boundary.  The temperature data and corresponding best-fit solutions 
for these samples are presented in Figure 7.17 and the source depths and constant heat 
generation rates of these fit solutions of two sequential heat sources for each sample are 
presented in Table 7.2.  Again, as for the samples in which no decomposition was observed, 
the model appears to be able to adequately match the temperature histories of the sample 
surfaces.  The source depths of the fit solutions are located within the particle region, 
indicating the heat source is concentrated at the particle.  The initial heating rate associated 
with the decomposition of the HMX particle was on the order of 280 mW for each sample, 
which was significantly higher than the heating rate observed in the sample where the main 
heating mechanisms was attributed to increased viscoelastic heating near the particle.  
Interestingly, the second heating rate which was associated with the particle after the 
decomposition of the HMX appeared to quench was on the order of 235 mW for each 
sample.  This heating rate was estimated to be slightly lower than that associated with the 
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HMX decomposition; however, this heat source may be due to frictional effects occurring 
at the particle boundary as observed in the X-ray phase contrast images of similar samples.  
This conclusion would explain the presence of this significant heating rate, and the source 
depth would be limited to the region of the particle. 
 
 
Figure 7.17.  Maximum surface temperature of the samples in which clear 
decomposition of the HMX particle was observed under mechanical excitation 
supplied by the SMD10T2R111 transducer at 210 kHz at 10 W.  Continuous dashed 
lines are the best fit curves of the analytical solution to the experimentally measured 
temperature histories using the least-squares method.  Multiple sequential point 
heat sources were used to characterize the heating of the samples. 
 
The S2 sample appeared to undergo the most complex sequence of particle 
interactions and dynamic changes.  From the observations of the particle achieved with the 
high speed microscopy, five distinct regimes of different particle interactions and possible 
heat generation mechanisms were observed to occur in distinct, separate time periods.  
Initially, the particle showed no indication of any motion or decomposition until a time of 
11.0 s of applied mechanical excitation was reached.  At that point the particle appeared to 
debond from the surrounding binder, followed by subsequent cracking and phase change 
of the HMX crystal.  The HMX particle then appeared to decompose and was effectively 
quenched at a time of 12.3 s.  The particle then began to decompose again at 14.4 s until 
the mechanical excitation was ceased at 15 s.  Following these observations, five separate 
sequential heat sources were used to model the complex heating response of the sample 
surface.  The time points at which the individual heat sources are turned on and off were 
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specified by the direct observations of the dynamic changes of the embedded HMX 
particle.   
 




 Sample  
  S1 S5 (Post Excite)  
 Estimated source depth, d (mm)  1.382 1.413  
 Estimated initial heat rate, qR
0 
(mW)  282.00 281.61  
 Time point of second source, tR1 (s)  3.909 4.244  
 Estimated second heat rate, qR
1 
(mW)  235.54 234.09  
  
The initial heat source was assumed to be caused by viscoelastic heating near the 
particle as suggested in the samples in which no decomposition was observed.  
Additionally, the subsequent heating rates were assumed to be dominated by the frictional 
effects at the particle-binder interface or by the decomposition of the HMX particle.  As 
such, the initial heat source used in the composite model was allowed to have a separate 
source depth, dR0R, than the source depth for the subsequent heat sources, noted as d.  The 
surface temperature data and the corresponding best-fit solution for the S2 sample are 
presented in Figure 7.17 and the source depths and constant heat generation rates of these 
fit solutions for the composite model of five sequential heat sources are presented in Table 
7.3. 
As with the other samples, the model appears to adequately match the maximum 
surface temperature of the sample as a function of time, indicating the capability of the 
model comprised of sequential heating steps to account for complex, time dependent heat 
sources.  The initial heat source was estimated at 1.843 mm beneath the sample surface, 
and the heat rate was estimated to be 74.50 mW.  This heat rate was is significantly less 
than the heat rate associated with the decomposition of the HMX crystals of the S1 and S5 
(Post Excite) samples and is similar to the heating rates observed in the sample where no 
decomposition was observed.  These results combined with the observations that the 
embedded HMX particle showed no significant motion or decomposition for this initial 
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time period suggests that the initial heat source is again likely due to concentrated 
viscoelastic heating occurring in the binder material near the particle induced by the wave 
scattering effects of the high frequency mechanical excitation of the particle within a lossy 
binder. 
 
38T38T38T able 7 38T.3.  Summary of the point heat source parameters for the S2 sample. 
     Sample   
    S2   
 Estimated initial source depth, dR0 (mm) 
 1.843  
 Estimated initial heat rate, qR0 (mW) 
 74.50  
 Time point of second source, tR1 (s) 
 11.167  
 Estimated final source depth, d (mm) 
 1.021  
 Estimated second heat rate, qR1 (mW) 
 223.73  
 Time point of third source, tR2 (s) 
 11.336  
 Estimated third heat rate, qR2 (mW) 
 130.74  
 Time point of fourth source, tR3 (s) 
 12.257  
 Estimated fourth heat rate, qR3 (mW) 
 158.56  
 Time point of fifth source, tR4 (s) 
 14.402  
  Estimated fifth heat rate, qR4 (mW)  358.4   
 
 
The estimated source depth for the subsequent heating source, after the dynamic 
changes and partial decomposition of the HMX particle was observed, indicates that the 
source is located near or within the particle.  The heating rate associated with the particle 
debonding and phase change was estimated as 223 mW, which indicates a strong heating 
mechanism likely due to the frictional effects at the binder-particle interface.  The heating 
rate associated with the first partial decomposition of the particle was estimated to be 131 
mW which is lower than the heating rate associated with the interfacial frictional effects.  
However, the heating rate estimated for the second observed decomposition event of the 
HMX particle was 360 mW and is higher than any other heating rates estimated for the 
samples. 
The combination of these results suggest that the mild initial particle heating was 
caused by the concentrated viscoelastic losses near the particle due to wave scattering 
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effects, until the combined thermal and mechanical effects were able to drive the binder to 
debond from the surface of the sample.  At this point, a high heating rate frictional 
mechanism was able to drive the HMX crystal to partial decomposition until the volume 
surrounding the particle significantly expanded.  The particle was then quenched; however, 
the frictional mechanism was still active to continue to drive the particle to a second, high 




X-ray phase contrast imaging, high speed visible microscopy, and infrared imaging 
was used to present evidence of multiple heating mechanisms associated with the 
decomposition of a HMX particle embedded within Sylgard 184, a viscoelastic binder, 
under high frequency mechanical excitation.  The X-ray phase contrast imaging indicated 
clear evidence of cyclic intermittent contact occurring at the particle-binder interface.  This 
process is then typically followed by significant cracking of the HMX crystal and 
eventually HMX melt is formed within the particle.  The HMX melt is then driven to 
significant gasification, indicating clear decomposition of the HMX particle.  The 
decomposition of the HMX particle was then observed to rupture the surrounding binder 
material due to the pressure increase within the region which contained the HMX particle. 
High speed visual microscopy was used to expand these results as well as to provide 
time information of when separate heating processes occur within additional samples.  
Temperature measurements of the sample surface were taken simultaneously, and were 
used to characterize the thermal response of the samples under high frequency mechanical 
excitation.  A thermal model using sequential finite duration constant heat point sources 
within a semi-infinite medium with a zero heat flux boundary condition was used to 
characterize the thermal responses of the samples.  The heat generation rates and heat 
source depths were estimated by fitting this model to match the transient surface 
temperature data of the samples.  Through this technique, heating rates were estimated for 




The combination of results suggest that the initial heating of the sample is caused 
by viscoelastic dissipation at stress concentrations developed near the particle due to the 
wave scattering effect of the high frequency mechanical excitation.  This mechanism was 
theoretically explored in detail in Chapter 6.  Due to the thermal stresses and other dynamic 
effect induced by the mechanical excitation, the binder can then become debonded from 
the particle, allowing for a frictional heating mechanism occurring at the particle-binder 
interface.  Significant interfacial motion was observed via the X-ray phase contrast 
imaging, and the thermal characterization of this heat source indicates a significant heating 
rate may be achieved.  The particle was then observed to crack, form HMX melt, and finally 
gasify, clearly indicating the decomposition of the HMX particle.  This process was 
observed with both the X-ray phase contrast imaging and the high speed visual microscopy, 
and was estimated to contribute to thermal response of the sample as a significant heat 
source, as expected.   
The HMX particles embedded within the samples observed with X-ray imaging 
that were observed to decompose eventually ruptured the surrounding binder material.  The 
HMX particles embedded within the samples that lead to partial decomposition with the 
high speed microscopy were observed to significantly expand the surrounding binder 
which resulted in an apparent quenching of the HMX decomposition.  However, significant 
heating of the particle continued due to other heating mechanisms and was observed to 
continue decomposition at a later time.  It is expected that if the binder was not ruptured as 
in the X-ray phase contrast imaging samples, the quenching effect and continued 
decomposition of the HMX particle would have occurred.  It was observed in previous 
experimental efforts mentioned in Chapter 4, that samples of Sylgard 184 containing 
individual HMX particles were driven with heightened levels of excitation and the 
embedded energetic particle were observed to energetically decompose and rupture the 
binder.  Therefore, it has been shown that X-ray radiation applied to the sample is not 
necessary to induce the failure of the binder surrounding the HMX particle during 
decomposition.  This effect may be due to aging or other effects of the binder material or 
particle not captured within this study. 
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The individual heat generation mechanisms contributing to the complex behavior 
of the decomposition of an HMX particle embedded within a lossy binder material under 
high frequency mechanical excitation have been explored and characterized.  Additional 
studies investigating the impact of multiple particles, mechanical and thermal properties of 
the binder, and various energetic materials should be conducted in order to explore the 
potential of this mechanical excitation to heat and drive decomposition of composite 











In this work, the ability for high frequency mechanical excitation to generate 
significant heat within composite energetic systems was demonstrated, and the 
fundamental mechanisms associated with that heating were investigated, characterized, 
and quantified. 
Bulk heating of samples of PBX 9501 and its representative mock materials 900-
21 and PBS 9501 was achieved through the use of high frequency mechanical contact 
excitation supplied from 50 kHz to 40 MHz.  Various mechanisms for the observed heating 
were suggested due to the differences in the steady-state spatial temperature profiles of 
these samples under ultrasonic excitation under different frequency regimes.  Specifically, 
lower frequency excitation near the transducer listed center frequency of 210 kHz exhibited 
frequency dependent heating that closely matched the bulk motion of the samples.  This 
lower frequency heating was suggested to be linked to viscoelastic heating effects driven 
by the bulk motion of the sample.  Higher frequency excitation at or above 1 MHz elicited 
significant thermal behavior as well; however, the spatial temperature profiles of the 
samples revealed that the majority of the heating was localized near the transducer.  This 
result, supported by the evidence that the mechanical waves were heavily attenuated 
through the length of the sample, lead to the suggestion that the more complex heating 
mechanisms were evident and were likely caused by the coupling of the waves to the 
particles at such small wavelengths (high frequency) of mechanical excitation.  An 
analytical method was developed and utilized to quantify the total amount of heat 
generation occurring within these samples under steady-state conditions.  The results from 
this effort was used to show that the heating of the samples was due to internal heat 
generation within the sample and not predominately from self-heating of the contact 
ultrasonic transducer. 
To specifically investigate heating mechanisms occurring within a simple system 
of an induvial energetic particle within a volume of binder material, high frequency 
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mechanical excitation was applied to rectangular samples containing a pattern of 
individually separated particle of inert and energetic materials.  The thermal and 
mechanical measurements of the sample surfaces were used to characterize the heating that 
was observed to occur over the same wide range of frequencies as in the bulk heating 
experiment.  Again, different frequency regimes elicited clearly different, but significant, 
thermal and mechanical responses of the materials.  At frequencies at or above 1 MHz, 
heating patterns measured at the sample surface matched closely with the spatial patterns 
of surface motion of the sample measured via laser Doppler vibrometry and did not follow 
the pattern of the embedded particles.  This result combined with the transient temperature 
response of the sample surface lead to the conclusion that heating induced within the 
sample in this frequency regime was caused by viscoelastic losses occurring near the 
sample surface and was not heavily affected by the presence of the embedded particles.  At 
frequencies near the transducer center frequency of 210 kHz, the heating patterns measured 
at the sample surface matched closely to the physical locations of the embedded particles.  
Also, the pattern of motion measured at the samples surface did not match either the pattern 
of the heating of the surface or the physical locations of the embedded particles.  The 
transient thermal response of the sample at this excitation frequency indicated a lag 
between the initial measurable temperature rise and the time at which excitation was first 
applied.  This temporal lag is due to the time required for heat generated at the particle 
location to conduct to the sample surface.  The combination of these results clearly 
indicated that the mechanical excitation within this lower frequency regime induced 
significant heating occurring at the particle locations.  In an effort to quantify the heating 
rate occurring at the particle location, an analytical transient temperature solution of a 
constant rate heat source in an infinite medium was modified and used to estimate the heat 
generation rate and depth of a point heat source to describe the heating associated with the 
particle.  It was found that this analytical model was well suited to characterize the transient 
temperatures measured at the sample surface directly above the embedded particle.  These 
results suggested no significant contributions from chemical decomposition; however, it 
appeared that the particles of more irregular shape and a rougher particle surface yielded 
the highest heating rates.  This result suggests that the irregularity of the particle surface is 
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likely to influence the heating rate by increasing the effects of possible heating mechanisms 
such as friction and viscoelastic effects due to increased stress concentrations near the 
particle.  In separate trials, particles of AP and HMX embedded within the elastic binder 
material were driven to decomposition under heightened levels of mechanical excitation.  
This result demonstrates the effectiveness of high frequency mechanical excitation to 
generate localized heat at particle inclusions. 
In an additional study utilizing the same methods as the particle inclusion 
experiments, the effect of particle morphology was studied in detail.  Irregular and 
spherical shaped particles of AP over a broad size range from approximately 500 to 900 
µm were used as the embedded particles within the same elastic binder samples.  The 
particle size and irregularity of each particle was evaluated through the use of microscopy 
and the estimated heat generation results were used to draw conclusions of the dependence 
of the particle heating phenomenon on the particle morphology.  It was found that the 
irregularity of the particle shape greatly influenced the probability of significant heat 
generation rates, defined as a threshold of 50 mW.  However, no statistically significant 
linear trends were found between the estimated heat rates and the level of particle 
irregularity or particle size.  These results suggest that the presence of the inclusion induces 
a relatively low intensity heat source near the particle, likely due to the increased localized 
viscoelastic losses due to stress concentration developed from the wave scattering effects 
caused by the inclusion.  However, depending on the irregularity of the particle shape, the 
probability for the generation of a high-intensity heat source is significantly increased.  
This may due to the increased stress concentrations near the particle or due to the 
development of a defect or debond at the particle-binder interface, allowing for an 
additional heating mechanism to develop.  It was also observed in this study that an increase 
in the electrical power delivered to the samples often resulted in the decomposition of the 
AP particles.  Additionally, it was found that more AP particle of irregular shape were able 
to be driven to decomposition than the spherical shaped particles, indicating the potential 




In order to investigate the ability for wave scattering effects to induce significant 
heating at inclusions as observed in the previous experiments, a thermomechanical 
theoretical model of a rigid moveable sphere embedded within an infinite viscoelastic 
material undergoing mechanical excitation via a harmonic compressional plane wave was 
developed to predict the stress, heat generation, and temperature distribution surrounding 
the inclusion.  This model was then examined for the case of a spherical energetic particle 
of HMX embedded within a binder material of Sylgard 184 at an excitation frequency of 
500 kHz and amplitude of 1 µm.  The results for this case yielded predictions of significant 
heat generation near the incident-side of the particle corresponding to the locations of major 
stress concentrations.  The viscoelastic heating effect results in a rate of temperature 
increase of approximately 54.9 °C/s for the energetic crystal.  This heating rate is 
comparable to that estimated from previous experiments under comparable excitation 
parameters at a frequency of 215 kHz. 
Finally, high speed X-ray phase contrast imaging and high speed microscopy was 
used to directly observe the individual heating mechanisms associated with the heating and 
decomposition of HMX particles embedded with samples of Sylgard 184, a visibly 
transparent binder.  Delamination of the binder material from the particle, phase change of 
the crystal, and eventual decomposition of the HMX particle was observed in some of the 
samples driven under the same excitation parameters as in previous experiments.  The 
times and durations of these physical changes to the particle were used to inform modeling 
efforts to quantify the levels of heat generation associated with each heat generation 
mechanism dominating the heating of the particle. 
The effectiveness of high-frequency mechanical to generate heat with composite 
energetic systems and even drive the decomposition of energetic materials illustrates the 
potential uses and safety concerns associated with such mechanical insult of these 
materials.  The results and developed methods presented in this work should prove useful 
in the understanding of the conversion of mechanical to thermal energy via various 
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Appendix A.  Transducer Characterization 
 
 The Steiner & Martins, Inc. SMD10T2R111 piezoelectric transducer was used 
throughout this work in order to apply high frequency mechanical excitation to the 
materials and samples of interest.  Furthermore, this transducer was operated near the listed 
center frequency of 215 kHz at various power levels.  In order to estimate the magnitude 
of displacement of the transducer, as well as the magnitude of motion induced within 
viscoelastic samples attached to the transducer operating under these conditions, laser 
Doppler vibrometry was employed to obtain the surface normal velocity of the transducer 
and sample surface under various driving conditions.   
 Blank samples of Sylgard 184 were used to represent the samples used throughout 
this work.  The blank samples were constructed of a rectangular block of Sylgard 184 
mixed at a ratio of 10:1, base to curative, and cured at 145°F for a minimum of 12 hours.  
The sample measured approximately 6.70 mm by 9.00 mm and a depth of 4.00 mm.   
 To obtain the surface normal velocity measurements of the samples, a grid of 5 by 
7 points on the surface of the test pieces were measured while a sinusoidal chirp excitation 
signal from 200 to 250 kHz with supplied power levels of 0.20, 0.63, 2.00, 6.30, and 10.00 
W was applied to the transducer.  The sweep excitation revealed a split nature of the peak 
frequency response near the center frequency of the transducer within the inspected 
frequency regime and is shown in Figure A.1 and A.2 for the bare transducer and blank 
samples, respectively.  As the frequencies of interest related to the most significant heating 
have been observed at the lower frequency peak, commonly between 210 to 215 kHz, the 
maximum response frequency within this regime was selected for further investigation. 
 To replicate the excitation parameters experienced during typical thermal testing of 
the samples, a sinusoidal excitation at the single selected frequency was applied to the 
transducer.  The surface velocity measurements were taken of the same 5 by 7-point grid 
through a total excitation time of 2 s.  The results are shown in Figure A.1 for the transducer 
and Figure A.2 for the blank Sylgard 184 sample.  The maximum magnitude of the surface 
velocity of the blank sample was measured to be on the order of 0.4 m/s near the center 
frequency of the transducer of 215 kHz, and 0.25 m/s for the center frequency of the bare 
transducer.   
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 The displacement of the transducer and samples occurring at the selected 
frequencies can then be found from the measured velocity.  This result corresponds to a 
maximum surface deflection of 0.30 μm for the surface of the blank sample and 0.19 μm 
for the bare transducer. 
 
 
Figure A.1. Surface motion measurements of bare transducer under various 
excitation levels via laser Doppler vibrometry. Top: Velocity response of surface 
under a chirp frequency excitation. Bottom: Velocity response of surface under a 
single sine wave excitation at the frequency corresponding to a maximum response 





Figure A.2.  Surface motion measurements of blank Sylgard 184 sample under 
various excitation levels via laser Doppler vibrometry. Top: Velocity response of 
surface under a chirp frequency excitation. Bottom: Velocity response of surface 
under a single sine wave excitation at the frequency corresponding to a maximum 





Appendix B.  Evaluation of Point Heat Source Error 
 
 In order to gain better understanding of the effect of error due to the measurement 
uncertainty of the thermal camera for the estimation of the heat generation rate through the 
application of the 1-D constant heat rate point source model as used in Chapters 4, 5 and 
7, an error analysis was performed.  The temperature sensitivity of the FLIR a325sc camera 
as used in the studies is listed at 0.0055 °C, however, the temperature fluctuations due to 
the environment changing was expected to be significant as well.  To account for this effect, 
the surface temperatures of 5 different Sylgard 184 rectangular block samples were each 
measured 5 times for 2 s.  These samples were not excited via ultrasound and were allowed 
to reach a thermal equilibrium with room temperature.  The distribution of the temperate 
fluctuations was found to be normal with a mean of -0.0074 °C and a standard deviation of 
0.0819 °C.  The integration time of the camera was 0.012 s and this value was used to 
represent the maximum temporal error for the measurements. 
 To estimate the total error of the heat rate and heat source depth values as fitted by 
the conduction model, an ideal transient temperature response corresponding to realistic 
measure experimental cases were generated with temporal and temperature “noise”.  This 
temperature noise was representative of the camera error and temperature fluctuation 
associated with the environment, and the temporal noise was representative of the 
integration time.  A total of 10,000 transient responses were generated and fitted to the 
model to obtain a distribution of heat rates and source depths.  A total of 10 different 
heating rates ranging from 50 to 750 mW were analyzed, each with the source depth set to 
1 mm.  The percent error for the heat rate and source depth was defined as the difference 
between the 95% confidence interval of the distribution and the ideal value.  The resulting 
error for this analysis is shown in Figure B.1 for the listed range of heat rates at a source 
depth of 1 mm.  This result can be broadly interpreted to quantify the total error of 
temperature measurement to 4% for the heat rate, and 1% for the source depth; however, 





Figure B.1.  Percent error due to temperature measurement of the estimated heat 
rate and source depth as arrived from the 1-D point source model. 
 
 In order to estimate the effect of heating location on the surface of or within the 
particle during excitation, a numerical study was conducted in order to perform an error 
analysis for the estimation of the heat generation rate of embedded particles.  This error is 
associated with the location or volume of the heating source as the model in use is valid 
for a point heat source in a homogenous medium.  The existence of the particle near the 
location of the heat source invalidates the homogenous medium assumption.  The heat 
source is also in reality likely not a point source, and if this heating occurs homogenously 
over the particle volume or over the particle surface, the point source assumption of the 
model is also invalidated.  The errors associated with these realities were estimated through 
the use of a commercial heat transfer numerical package.  A block embedded with an 800 
μm particle was simulated and various heat sources were used to generate transient 
temperatures at the “top” surface location of the modeled sample.  These heat sources were 
point sources at the top, bottom, and side of the embedded particle, as well as volumetric 
and shell heating of the particle.  For the case of the shell heating, the shell was taken as 
the volume of the outermost 50 μm layer of the particle.  The transient temperatures were 
then fitted to the analytical model to generate the estimated heat rate and source depths.  
An issue with the numerical model did not allow for the convergence with the analytical 
model at short times, and thus error estimation was based on long time models of 10 s.  The 
dependence of the calculated depth and heat rate on the run time of the simulation, as well 
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as the percent error of these parameters is shown in Figure B.2 and B.3 respectively.  These 
results can be broadly interpreted to quantify the total error due to the heat source variation 
to 10% for the heat rate and source depth. 
 
 
Figure B.2.  Error estimation of the heat source depth associated with heat source 
variations as arrived from the 1-D point source model.  Left: The depth as calculated 
from the analytical model as a function of the run time of the simulation.  Right:  




Figure B.3.  Error estimation of the heat rate associated with heat source variations 
as arrived from the 1-D point source model.  Left: The heat rate as calculated from 
the analytical model as a function of the run time of the simulation.  Right:  The 




Appendix C.  Stress Fields of an Elastic Material Due to Spherical Scattering of Incident 
Compressional Plane Waves 
 
 The development of the stress fields within an infinite elastic material in spherical 
coordinates with symmetry about one axis is presented here.  Specifically, the stress and 
displacement fields are developed for a material strained under the combined effect from a 
plane incident compressional plane wave and scattered spherical compressional and shear 
waves radiating from the center of the spherical coordinates system.  Select stress fields 
for this scenario have been established by many authors; however, the full and detailed 
derivation for all resultant stress and displacement fields for this scenario are presented 
here for clarity. 
 The relevant spherical coordinate system illustrating the direction of the strain 
tensors are presented in Figure C.1. 
 
 
Figure C.1.  The spherical coordinate system with respect to the Cartesian 
coordinate system.  The strain tensors in the spherical coordinate system are 
indicated. 
 
 Graff [9] presents the strain tensors as functions of the displacements in spherical 
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where 𝜀𝜀∗∗ are the strains in the ∗∗ direction, and 𝑢𝑢∗ are the displacements in the ∗ direction.  
Following the treatment for an isotropic system, the stress tensors can then be presented as 
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where 𝜎𝜎∗∗ are the stresses in the ∗∗ direction, 𝜆𝜆 and 𝜇𝜇 are the first and second Lamé 
parameters describing an isotropic elastic solid, and 𝑈𝑈 is the dilatation of the solid defined 
as 
 
 𝑈𝑈 = ∇ · 𝒖𝒖 (C.3) 
  
where 𝒖𝒖 is the displacement field of the solid.  The displacement equation of motion of 




 (𝜆𝜆 + 𝜇𝜇)∇∇ ·  𝒖𝒖 + 𝜇𝜇∇2𝒖𝒖 = 𝜌𝜌?̈?𝒖 (C.4) 
 
where 𝜌𝜌 is the density of the material.  The displacement field can be represented in terms 
of a scalar and vector potential  
 
 𝒖𝒖 =  ∇𝛷𝛷 + ∇ ⨯ 𝑯𝑯 (C.5) 
 
where it follows that 
 
 ∇ · 𝑯𝑯 = 0 . (C.6) 
 
The displacement field represented by these potentials may be substituted into the 
displacement equation of motion and simplified to 
 
 ∇�(𝜆𝜆 + 𝜇𝜇)∇2𝛷𝛷 − 𝜌𝜌?̈?𝛷� + ∇ ⨯ �𝜇𝜇∇2𝑯𝑯 − 𝜌𝜌?̈?𝑯� = 0 (C.7) 
 
which is satisfied if the following relationships hold: 
 




 𝜇𝜇∇2𝑯𝑯 = 𝜌𝜌?̈?𝑯 . (C.9) 
 
We can recognize these relationships as the wave equations for the dilatational and 
rotational wave propagations as developed in Section 2.1.2.  Beltzer [11] demonstrates that 
the vector potential representing the rotational wave disturbances can be represented by 
two independent normal scalar potentials representing the two rotational wave disturbances 
as 
 
 𝑯𝑯 = 𝑯𝑯(𝜓𝜓,𝜒𝜒).  (C.10) 
 
The displacements in the spherical coordinate systems can then be represented as 
 
 𝑢𝑢𝑃𝑃  =  𝜕𝜕𝜕𝜕𝜕𝜕𝑃𝑃 + 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝑃𝑃2 − 𝜎𝜎𝛻𝛻2𝜓𝜓  
 
 𝑢𝑢𝜃𝜃 = 1𝑃𝑃 𝜕𝜕Φ𝜕𝜕𝜃𝜃 + 1𝑃𝑃 sin𝜃𝜃 𝜕𝜕(𝑃𝑃𝑟𝑟)𝜕𝜕∅ + 1𝑃𝑃 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝜃𝜃𝜕𝜕𝑃𝑃   (C.11) 
 
 𝑢𝑢∅ = 1𝑃𝑃 sin𝜃𝜃 𝜕𝜕𝜕𝜕𝜕𝜕∅ − 1𝑃𝑃 𝜕𝜕(𝑃𝑃𝑟𝑟)𝜕𝜕𝜃𝜃 + 1𝑃𝑃 sin𝜃𝜃 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕∅𝜕𝜕𝑃𝑃  .  
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  For the case of a plane, compressional wave travelling in the positive 𝑧𝑧-axis, we 
can enforce spherical symmetry about the 𝑧𝑧-axis.  This would imply that no motion or 
gradients exist in the ∅ direction. Additionally, this would effectively imply that the shear 
motion in the ∅ direction would not exist, which would allow for the following 
relationships to hold for this specific scenario of plane wave excitation: 
 




= 0  (C.12) 
 
 𝜒𝜒 = 0 . 
 
Enforcing these symmetry arguments upon the displacement representations using the 
wave potentials presented in Eqn. C.11 gives 
 
 𝑢𝑢𝑃𝑃 = 𝜕𝜕𝜕𝜕𝜕𝜕𝑃𝑃 + 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝑃𝑃2 − 𝜎𝜎∇2𝜓𝜓  
 
 𝑢𝑢𝜃𝜃 = 1𝑃𝑃 𝜕𝜕𝜕𝜕𝜕𝜕𝜃𝜃 + 1𝑃𝑃 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝜃𝜃𝜕𝜕𝑃𝑃   (C.13) 
 
 𝑢𝑢∅ = 0 . 
 
Additionally, enforcing the symmetric arguments, Eqn. C.12, upon the stress equations, 
Eqn. C.2, yields 
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 𝜎𝜎∅∅ = 𝜆𝜆𝑈𝑈 + 2𝜇𝜇 �𝑢𝑢𝑟𝑟𝑃𝑃 + 𝑢𝑢𝜃𝜃 cot𝜃𝜃𝑃𝑃 �  
  (C.14) 
 𝜎𝜎𝑃𝑃𝜃𝜃 = 𝜇𝜇 �1𝑃𝑃 𝜕𝜕𝑢𝑢𝑟𝑟𝜕𝜕𝜃𝜃 − 𝑢𝑢𝜃𝜃𝑃𝑃 + 𝜕𝜕𝑢𝑢𝜃𝜃𝜕𝜕𝑃𝑃 �  
 
 𝜎𝜎𝑃𝑃∅ = 0  
 
 𝜎𝜎𝜃𝜃∅ = 0  
 








which implies that 
 
 𝑈𝑈 = ∇ · 𝒖𝒖 = ∇2𝛷𝛷 + ∇ · �∇ ⨯ 𝜕𝜕𝜓𝜓
𝜕𝜕𝜃𝜃
𝑒𝑒∅� = ∇2𝛷𝛷. (C.16) 
 
Substituting this expression for the dilatation of the solid in the displacement relationships, 
Eqn. C.11, into the non-zero stress equations, Eqn. C.14, yields 
 
 𝜎𝜎𝑃𝑃𝑃𝑃 = 𝜆𝜆∇2𝛷𝛷 + 2𝜇𝜇 �𝜕𝜕2𝜕𝜕𝜕𝜕𝑃𝑃2 + 𝜕𝜕3(𝑃𝑃𝜓𝜓)𝜕𝜕𝑃𝑃3 − 𝜕𝜕𝜕𝜕𝑃𝑃 (𝜎𝜎∇2𝜓𝜓)�  
 
 𝜎𝜎𝜃𝜃𝜃𝜃 = 𝜆𝜆∇2𝛷𝛷 + 2𝜇𝜇 �1𝑃𝑃 1𝑃𝑃 𝜕𝜕2𝜕𝜕𝜕𝜕𝜃𝜃2 + 1𝑃𝑃 1𝑃𝑃 𝜕𝜕3(𝑃𝑃𝜓𝜓)𝜕𝜕𝜃𝜃2𝜕𝜕𝑃𝑃 + 1𝑃𝑃 𝜕𝜕𝜕𝜕𝜕𝜕𝑃𝑃 + 1𝑃𝑃 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝑃𝑃2 − ∇2𝜓𝜓�  
  (C.17) 
 𝜎𝜎∅∅ = 𝜆𝜆∇2𝛷𝛷 + 2𝜇𝜇 �cot𝜃𝜃𝑃𝑃2 �𝜕𝜕𝜕𝜕𝜕𝜕𝜃𝜃 + 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝜃𝜃𝜕𝜕𝑃𝑃 � + 1𝑃𝑃 𝜕𝜕𝜕𝜕𝜕𝜕𝑃𝑃 + 1𝑃𝑃 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝑃𝑃2 −∇2𝜓𝜓�  
 
 𝜎𝜎𝑃𝑃𝜃𝜃 = 𝜇𝜇 �1𝑃𝑃 𝜕𝜕2𝜕𝜕𝜕𝜕𝑃𝑃𝜕𝜕𝜃𝜃 + 𝜕𝜕3(𝑃𝑃𝜓𝜓)𝜕𝜕𝑃𝑃2𝜕𝜕𝜃𝜃 − 1𝑃𝑃 𝜕𝜕𝜕𝜕𝜃𝜃 𝜎𝜎∇2𝜓𝜓 + 𝜕𝜕𝜕𝜕𝑃𝑃 �1𝑃𝑃 𝜕𝜕𝜕𝜕𝜕𝜕𝜃𝜃� + 𝜕𝜕𝜕𝜕𝑃𝑃 �1𝑃𝑃 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝜃𝜃𝜕𝜕𝑃𝑃 � − 1𝑃𝑃2 𝜕𝜕𝜕𝜕𝜕𝜕𝜃𝜃 − 1𝑃𝑃2 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝜃𝜃𝜕𝜕𝑃𝑃 �  
 
which simplifies to  
 
 𝜎𝜎𝑃𝑃𝑃𝑃 = 𝜆𝜆∇2𝛷𝛷 + 2𝜇𝜇 𝜕𝜕2𝜕𝜕𝜕𝜕𝑃𝑃2 + 2𝜇𝜇 𝜕𝜕𝜕𝜕𝑃𝑃 �𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝑃𝑃2 − 𝜎𝜎∇2𝜓𝜓�  
 
 𝜎𝜎𝜃𝜃𝜃𝜃 = 𝜆𝜆∇2𝛷𝛷 + 2𝜇𝜇 �1𝑃𝑃 𝜕𝜕𝜕𝜕𝜕𝜕𝑃𝑃 + 1𝑃𝑃2 𝜕𝜕2𝜕𝜕𝜕𝜕𝑃𝑃2� + 2𝜇𝜇 � 1𝑃𝑃2 𝜕𝜕3(𝑃𝑃𝜓𝜓)𝜕𝜕𝜃𝜃2𝜕𝜕𝑃𝑃 + 1𝑃𝑃 �𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝑃𝑃2 − 𝜎𝜎∇2𝜓𝜓��  
  (C.18) 






 𝜎𝜎𝑃𝑃𝜃𝜃 = 2𝜇𝜇𝑃𝑃 � 𝜕𝜕2𝜕𝜕𝜕𝜕𝑃𝑃𝜕𝜕𝜃𝜃 − 1𝑃𝑃 𝜕𝜕𝜕𝜕𝜕𝜕𝜃𝜃� + 𝜇𝜇𝑃𝑃 � 𝜕𝜕𝜕𝜕𝜃𝜃 �𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝑃𝑃2 − 𝜎𝜎∇2𝜓𝜓� − 1𝑃𝑃 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝜃𝜃𝜕𝜕𝑃𝑃 + 𝜎𝜎 𝜕𝜕𝜕𝜕𝑃𝑃 �1𝑃𝑃 𝜕𝜕2(𝑃𝑃𝜓𝜓)𝜕𝜕𝜃𝜃𝜕𝜕𝑃𝑃 ��  
 
These expressions, except for the stress in the ∅∅-direction, are as exactly presented in 
Pao and Mow [49]. 
 From the relationships presented in Eqn. C.8-10 and the symmetry arguments 
presented in Eqn. C.12, the following relationships can be shown 
 






  (C.19) 
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= 0  
 
where 𝐶𝐶𝐿𝐿 and 𝐶𝐶𝑇𝑇 are the longitudinal (dilatational) and transverse (rotational), respectively, 
and are given by 
 
 𝐶𝐶𝑙𝑙 = �𝜆𝜆+2𝜇𝜇𝜌𝜌   
  (C.20) 
 𝐶𝐶𝑇𝑇 = �𝜇𝜇𝜌𝜌 . 
 
By specifying that the waves are of a single harmonic and are of the time-varying form of 
 
 𝐴𝐴(𝑡𝑡) = 𝐴𝐴0𝑒𝑒𝑎𝑎𝜔𝜔𝜕𝜕 (C.21) 
 
where 𝐴𝐴 represents the harmonic wave variable, 𝐴𝐴0 is the amplitude of the harmonic wave 
variable, 𝑖𝑖 is the imaginary number, 𝜔𝜔 is the angular frequency, and 𝑡𝑡 is the time variable, 
then it can be shown from the relationships presented in Eqn. C.19 that 
 



















 𝐾𝐾𝑇𝑇 = 𝜔𝜔𝐶𝐶𝑅𝑅 . (C.25) 
 
Substituting these relationships into the displacement and stress relationships from Eqns. 








 𝑢𝑢𝑃𝑃 = 𝜕𝜕𝜕𝜕𝑃𝑃 �𝛷𝛷 + 𝜕𝜕𝜕𝜕𝑃𝑃 (𝜎𝜎𝜓𝜓)� + 𝜎𝜎𝐾𝐾𝑇𝑇2𝜓𝜓  
 
 𝑢𝑢𝜃𝜃 = 1𝑃𝑃 𝜕𝜕𝜕𝜕𝜃𝜃 �𝛷𝛷 + 𝜕𝜕𝜕𝜕𝑃𝑃 (𝜎𝜎𝜓𝜓)�  
 
 𝑢𝑢∅ = 0 
 
 𝜎𝜎𝑃𝑃𝑃𝑃 = −𝜆𝜆𝐾𝐾𝐿𝐿2𝛷𝛷 + 2𝜇𝜇 � 𝜕𝜕2𝜕𝜕𝑃𝑃2 �𝛷𝛷 + 𝜕𝜕𝜕𝜕𝑃𝑃 (𝜎𝜎𝜓𝜓)� + 𝐾𝐾𝑇𝑇2 𝜕𝜕𝜕𝜕𝑃𝑃 (𝜎𝜎𝜓𝜓)�  
 
 𝜎𝜎𝜃𝜃𝜃𝜃 = −𝜆𝜆𝐾𝐾𝐿𝐿2𝛷𝛷 + 2𝜇𝜇 ��1𝑃𝑃 𝜕𝜕𝜕𝜕𝑃𝑃 + 1𝑃𝑃2 𝜕𝜕2𝜕𝜕𝜃𝜃2� �𝛷𝛷 + 𝜕𝜕𝜕𝜕𝑃𝑃 (𝜎𝜎𝜓𝜓)� + 𝐾𝐾𝑇𝑇2𝜓𝜓�  (C.26) 
 
 𝜎𝜎∅∅ = −𝜆𝜆𝐾𝐾𝐿𝐿2𝛷𝛷 + 2𝜇𝜇 ��1𝑃𝑃 𝜕𝜕𝜕𝜕𝑃𝑃 + cot𝜃𝜃𝑃𝑃2 𝜕𝜕𝜕𝜕𝜃𝜃� �𝛷𝛷 + 𝜕𝜕𝜕𝜕𝑃𝑃 (𝜎𝜎𝜓𝜓)� + 𝐾𝐾𝑇𝑇2𝜓𝜓�  
 
 𝜎𝜎𝑃𝑃𝜃𝜃 = 𝜇𝜇 �2 𝜕𝜕𝜕𝜕𝑃𝑃 �1𝑃𝑃 𝜕𝜕𝜕𝜕𝜃𝜃 �𝛷𝛷 + 𝜕𝜕𝜕𝜕𝑃𝑃 (𝜎𝜎𝜓𝜓)�� + 𝐾𝐾𝑇𝑇2 𝜕𝜕𝜓𝜓𝜕𝜕𝜃𝜃�  
 
 𝜎𝜎𝑃𝑃∅ = 0  
 
 𝜎𝜎𝜃𝜃∅ = 0  
 
which are as exactly as presented in Sessarego et al. [220]. 
  
 For the scenario of an incident plane compressional wave incident upon a spherical 
obstacle, the harmonic waves that exist in the medium can be represented by a total of three 
wave potentials.  The incident harmonic wave can be represented as an incident 
compressional wave potential, and the scattered harmonic waves can be represented as a 
scattered compressional wave potential and a single scattered rotational wave potential.  
These wave potentials can be summarized as 
 
 𝛷𝛷 = 𝛷𝛷𝑎𝑎𝑛𝑛𝑎𝑎 + 𝛷𝛷𝑠𝑠𝑎𝑎𝑎𝑎𝜕𝜕 
  (C.27) 
 𝜓𝜓 = 𝜓𝜓𝑠𝑠𝑎𝑎𝑎𝑎𝜕𝜕 . 
 
Following the derivation as outlined in Sessarego et al. [220], the incident plane 
compressional wave can be represented in spherical coordinates as 
 
 𝛷𝛷𝑎𝑎𝑛𝑛𝑎𝑎 = ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎)𝑃𝑃𝑛𝑛(cos𝜎𝜎)  (C.28) 
 




 𝛷𝛷𝑠𝑠𝑎𝑎𝑎𝑎𝜕𝜕 = ∅0𝑒𝑒𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑏𝑏𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎)𝑃𝑃𝑛𝑛(cos𝜎𝜎)  
  (C.29) 
 𝜓𝜓𝑠𝑠𝑎𝑎𝑎𝑎𝜕𝜕 = ∅0𝑒𝑒𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑐𝑐𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎)𝑃𝑃𝑛𝑛(cos𝜎𝜎)  
 
where 𝑖𝑖𝑛𝑛are the spherical Bessel functions of order 𝑛𝑛, ℎ𝑛𝑛 are the spherical Hankel functions 
of the first kind of order 𝑛𝑛, 𝑃𝑃𝑛𝑛 are the Legendre polynomials, ∅0 represents the amplitude 
of the wave potential, and  𝑏𝑏𝑛𝑛 and 𝑐𝑐𝑛𝑛 are the coefficients determined through the application 
of the boundary conditions.  The compressional and rotational wave potentials representing 
the waves in the medium can then be expressed as 
 
 𝛷𝛷 = ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑃𝑃𝑛𝑛(cos𝜎𝜎)[𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑏𝑏𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎)]  
  (C.30) 
 𝜓𝜓 = ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑃𝑃𝑛𝑛(cos𝜎𝜎)𝑐𝑐𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎)  
 
 Substituting these expressions for the wave potentials into the non-zero 
displacement and stress relationships presented in Eqn. C.26 yields 
 
𝑢𝑢𝑃𝑃 = ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑃𝑃𝑛𝑛(cos𝜎𝜎) �𝑛𝑛𝑃𝑃 𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝐾𝐾𝐿𝐿𝑖𝑖𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑎𝑎𝑛𝑛𝑛𝑛𝑃𝑃 ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) −
𝑏𝑏𝑛𝑛𝐾𝐾𝐿𝐿ℎ𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑎𝑎𝑛𝑛𝑃𝑃 (𝑛𝑛2 − 𝑛𝑛 − (𝐾𝐾𝑇𝑇𝜎𝜎)2)ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) + 2𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎) +
2𝑎𝑎𝑛𝑛𝑛𝑛
𝑃𝑃
ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) − 2𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎) + 𝐾𝐾𝑇𝑇2𝜎𝜎𝑐𝑐𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎)�   (C.31) 
 
𝑢𝑢𝜃𝜃 = ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1) 𝜕𝜕𝑃𝑃𝑛𝑛(cos𝜃𝜃)𝜕𝜕𝜃𝜃 �1𝑃𝑃 𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑎𝑎𝑛𝑛𝑃𝑃 ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑎𝑎𝑛𝑛𝑃𝑃 ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) +
𝑎𝑎𝑛𝑛𝑛𝑛
𝑃𝑃
ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) − 𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎)�  (C.32) 
 
𝜎𝜎𝑃𝑃𝑃𝑃 = −𝜆𝜆𝐾𝐾𝐿𝐿2𝛷𝛷 + ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕2𝜇𝜇∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑃𝑃𝑛𝑛(cos 𝜎𝜎) ��𝑛𝑛2−𝑛𝑛−(𝐾𝐾𝐿𝐿𝑃𝑃)2�𝑃𝑃2 𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) +
2𝐾𝐾𝐿𝐿
𝑃𝑃
𝑖𝑖𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑎𝑎𝑛𝑛�𝑛𝑛2−𝑛𝑛−(𝐾𝐾𝐿𝐿𝑃𝑃)2�𝑃𝑃2 ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 2𝑎𝑎𝑛𝑛𝐾𝐾𝐿𝐿𝑃𝑃 ℎ𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) +
𝑎𝑎𝑛𝑛(𝑛𝑛−2)�𝑛𝑛2−𝑛𝑛−(𝐾𝐾𝑅𝑅𝑃𝑃)2�
𝑃𝑃2
ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) + �−𝑛𝑛2−𝑛𝑛+(𝐾𝐾𝑅𝑅𝑃𝑃)2−6�𝑎𝑎𝑛𝑛𝐾𝐾𝑅𝑅𝑃𝑃 ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎) +
3𝑎𝑎𝑛𝑛�𝑛𝑛2−𝑛𝑛−(𝐾𝐾𝑅𝑅𝑃𝑃)2�
𝑃𝑃2
ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) + 6𝑎𝑎𝑛𝑛𝐾𝐾𝑅𝑅𝑃𝑃 ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎) + 𝐾𝐾𝑇𝑇2𝑐𝑐𝑛𝑛𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) −
𝐾𝐾𝑇𝑇
2𝜎𝜎𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎) + 𝐾𝐾𝑇𝑇2𝑐𝑐𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎)�  (C.33) 
 
𝜎𝜎𝜃𝜃𝜃𝜃 = −𝜆𝜆𝐾𝐾𝐿𝐿2𝛷𝛷 + 2𝜇𝜇𝑃𝑃2 ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑃𝑃𝑛𝑛 cos 𝜎𝜎 [𝑛𝑛𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝐾𝐾𝐿𝐿𝜎𝜎𝑖𝑖𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) +




−𝑎𝑎𝜔𝜔𝜕𝜕𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1) 𝜕𝜕2
𝜕𝜕𝜃𝜃2
�𝑃𝑃𝑛𝑛(cos𝜎𝜎)�[𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑏𝑏𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑐𝑐𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) +




𝜎𝜎∅∅ = −𝜆𝜆𝐾𝐾𝐿𝐿2𝛷𝛷 + 2𝜇𝜇𝑃𝑃2 ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1)𝑃𝑃𝑛𝑛(cos𝜎𝜎)[𝑛𝑛𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝐾𝐾𝐿𝐿𝜎𝜎𝑖𝑖𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) +∞𝑛𝑛=0
𝑏𝑏𝑛𝑛𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝑏𝑏𝑛𝑛𝐾𝐾𝐿𝐿𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑐𝑐𝑛𝑛(𝑛𝑛2 − 𝑛𝑛 − (𝐾𝐾𝑇𝑇𝜎𝜎)2)ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) +2𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎) + 2𝑐𝑐𝑛𝑛𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) − 2𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎) + 𝐾𝐾𝑇𝑇2𝜎𝜎2𝑐𝑐𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎)] +
2𝜇𝜇
𝑃𝑃2
cot 𝜎𝜎 ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1) 𝜕𝜕𝜕𝜕𝜃𝜃 𝑃𝑃𝑛𝑛(cos𝜎𝜎)[𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑏𝑏𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) +∞𝑛𝑛=0
𝑐𝑐𝑛𝑛𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) − 𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎) + 𝑐𝑐𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎)]  (C.35) 
 
𝜎𝜎𝑃𝑃𝜃𝜃 = 2𝜇𝜇𝑃𝑃2 ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1) 𝜕𝜕𝜕𝜕𝜃𝜃 𝑃𝑃𝑛𝑛(cos 𝜎𝜎) �𝑛𝑛𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝐾𝐾𝐿𝐿𝜎𝜎𝑖𝑖𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) +
𝑏𝑏𝑛𝑛𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝑏𝑏𝑛𝑛𝐾𝐾𝐿𝐿𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝑏𝑏𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑐𝑐𝑛𝑛(𝑛𝑛2 − 𝑛𝑛 −(𝐾𝐾𝑇𝑇𝜎𝜎)2)ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) + 2𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎) + 𝑐𝑐𝑛𝑛𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) − 𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎) −
𝑐𝑐𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) + 12𝐾𝐾𝑇𝑇2𝜎𝜎2𝑐𝑐𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎)� . (C.36) 
 
These expressions can then be simplified through the following relations 
 
 𝐾𝐾𝑇𝑇2 = 𝜔𝜔2𝜌𝜌𝜇𝜇 ,   𝜇𝜇 = 𝜔𝜔2𝜌𝜌𝐾𝐾𝑅𝑅2 ,   𝜔𝜔2𝜌𝜌 = 𝜇𝜇𝐾𝐾𝑇𝑇2  
 
 𝐾𝐾𝐿𝐿2 = 𝜔𝜔2𝜌𝜌𝜆𝜆+2𝜇𝜇,   2𝜇𝜇 + 𝜆𝜆 = 𝜔𝜔2𝜌𝜌𝐾𝐾𝐿𝐿2 ,   −𝜆𝜆 = 2𝜇𝜇 − 𝜇𝜇 𝐾𝐾𝑅𝑅2𝐾𝐾𝐿𝐿2  
  (C.37) 




















(𝐾𝐾𝐿𝐿𝜎𝜎)2 = 1 − 𝐾𝐾𝑅𝑅22𝐾𝐾𝐿𝐿2 (𝐾𝐾𝐿𝐿2)(𝜎𝜎2) = (𝐾𝐾𝐿𝐿𝜎𝜎)2 − 12 (𝐾𝐾𝑇𝑇𝜎𝜎)2 . (C.38) 
 
The non-zero displacement and stress equations then simplify to 
 
𝑢𝑢𝑃𝑃 = ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑃𝑃𝑛𝑛(cos𝜎𝜎) 1𝑃𝑃 [𝑛𝑛𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) −𝐾𝐾𝐿𝐿𝜎𝜎𝑖𝑖𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑛𝑛𝑏𝑏𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝑏𝑏𝑛𝑛𝐾𝐾𝐿𝐿𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑛𝑛(𝑛𝑛 + 1)𝑐𝑐𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎)]  (C.39) 
 




𝜎𝜎𝑃𝑃𝑃𝑃 = 2𝜇𝜇𝑃𝑃2 ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑃𝑃𝑛𝑛(cos 𝜎𝜎) ��𝑛𝑛2 − 𝑛𝑛 − 12𝐾𝐾𝑇𝑇2𝜎𝜎2� 𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) +2𝐾𝐾𝐿𝐿𝜎𝜎𝑖𝑖𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑏𝑏𝑛𝑛 �𝑛𝑛2 − 𝑛𝑛 − 12𝐾𝐾𝑇𝑇2𝜎𝜎2� ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 2𝑏𝑏𝑛𝑛𝐾𝐾𝐿𝐿𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) +
𝑐𝑐𝑛𝑛𝑛𝑛(𝑛𝑛 + 1)(𝑛𝑛 − 1)ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) − 𝑐𝑐𝑛𝑛𝑛𝑛(𝑛𝑛 + 1)𝐾𝐾𝑇𝑇𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎)�  (C.41) 
 
𝜎𝜎𝜃𝜃𝜃𝜃 = 2𝜇𝜇𝑃𝑃2 ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑃𝑃𝑛𝑛 cos 𝜎𝜎 ��𝑛𝑛 + (𝐾𝐾𝐿𝐿𝜎𝜎)2 − 12 (𝐾𝐾𝑇𝑇𝜎𝜎)2� 𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) −
𝐾𝐾𝐿𝐿𝜎𝜎𝑖𝑖𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑏𝑏𝑛𝑛 �𝑛𝑛 + (𝐾𝐾𝐿𝐿𝜎𝜎)2 − 12 (𝐾𝐾𝐿𝐿𝜎𝜎)2� ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝑏𝑏𝑛𝑛𝐾𝐾𝐿𝐿𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) +
𝑐𝑐𝑛𝑛𝑛𝑛(𝑛𝑛 + 1)ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎)� + 2𝜇𝜇𝑃𝑃2 ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1) 𝜕𝜕2𝜕𝜕𝜃𝜃2 𝑃𝑃𝑛𝑛 cos 𝜎𝜎 [𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) +∞𝑛𝑛=0
𝑏𝑏𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑐𝑐𝑛𝑛(𝑛𝑛 + 1)ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) − 𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎)]  (C.42) 
 
 
𝜎𝜎∅∅ = 2𝜇𝜇𝑃𝑃2 ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1)𝑃𝑃𝑛𝑛 cos𝜎𝜎 ��𝑛𝑛 + (𝐾𝐾𝐿𝐿𝜎𝜎)2 − 12 (𝐾𝐾𝑇𝑇𝜎𝜎)2� 𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) −
𝐾𝐾𝐿𝐿𝜎𝜎𝑖𝑖𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑏𝑏𝑛𝑛 �𝑛𝑛 + (𝐾𝐾𝐿𝐿𝜎𝜎)2 − 12 (𝐾𝐾𝑇𝑇𝜎𝜎)2� ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎)−𝑏𝑏𝑛𝑛𝐾𝐾𝐿𝐿𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) +
𝑐𝑐𝑛𝑛𝑛𝑛(𝑛𝑛 + 1)ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎)� + 2𝜇𝜇𝑃𝑃2 𝑐𝑐𝑐𝑐𝑡𝑡𝜎𝜎∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛(2𝑛𝑛 + 1) 𝜕𝜕𝜕𝜕𝜃𝜃 𝑃𝑃𝑛𝑛 cos 𝜎𝜎 [𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) +∞𝑛𝑛=0
𝑏𝑏𝑛𝑛ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑐𝑐𝑛𝑛(𝑛𝑛 + 1)ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) − 𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎)]  (C.43) 
 
𝜎𝜎𝑃𝑃𝜃𝜃 = 2𝜇𝜇𝑃𝑃2 ∅0𝑒𝑒−𝑎𝑎𝜔𝜔𝜕𝜕 ∑ 𝑖𝑖𝑛𝑛∞𝑛𝑛=0 (2𝑛𝑛 + 1) 𝜕𝜕𝜕𝜕𝜃𝜃 𝑃𝑃𝑛𝑛(cos 𝜎𝜎) �(𝑛𝑛 − 1)𝑖𝑖𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝐾𝐾𝐿𝐿𝜎𝜎𝑖𝑖𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) +
𝑏𝑏𝑛𝑛(𝑛𝑛 − 1)ℎ𝑛𝑛(𝐾𝐾𝐿𝐿𝜎𝜎) − 𝑏𝑏𝑛𝑛𝐾𝐾𝐿𝐿𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝐿𝐿𝜎𝜎) + 𝑐𝑐𝑛𝑛 �𝑛𝑛2 − 1 − 12 (𝐾𝐾𝑇𝑇𝜎𝜎)2� ℎ𝑛𝑛(𝐾𝐾𝑇𝑇𝜎𝜎) +
𝑐𝑐𝑛𝑛𝐾𝐾𝑇𝑇𝜎𝜎ℎ𝑛𝑛+1(𝐾𝐾𝑇𝑇𝜎𝜎)� . (C.44) 
194 
 
Appendix D.  Implementation of the Analytical Expressions Developed for the Stress and 
Heat Generation Fields in a Lossy Material with a Spherical Inclusion with Incident 
Plane Compressional Waves in MATLAB 2016A 
 
 The analytical expressions presented in Chapter 7 for the stress and heat generation 
fields of a lossy material with a spherical inclusion under a plane compressional wave 
excitation have been implemented in the commercial package MATLAB 2016a and is 
presented here.  The main function file is as follows: 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%      Solution of Stresses and Deformations by Plane Compressional       % 
%        Waves Scattered by A Spherical Object in Elastic Medium          % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% As provided in "Scattering of Plane Compressional Waves by a Spherical  % 
%          Obstacle", Pao Y. and Mow C., J. App. Phys. 34(3) 1962.        % 
%       Implemented in MATLAB by Jesus Mares, Jr., Purdue University      % 
%                            Jan. 8, 2016                                 % 
%                       Rev. 3.b - May 18, 2016                           % 
%                                                                         % 
%                               Notes:                                    % 
% Rev. 2.a:                                                               % 
%      Additional stresses (principal theta_theta and phi_phi) have been  % 
% derived by the author and are implemented for this analytical solution  % 
% case.                                                                   % 
%                                                                         % 
% Rev. 3.a:                                                               % 
%      Model now addresses viscoelastic effects. This was performed       % 
% through the inclusion of complex elastic properties as in "Theory of    % 
% Resonant Scattering from Spherical Cavities in Elastic and Viscoelastic % 
% Media", Gaunaurd G. and Uberall H., J. Acoust. Soc. Am. 63(6) 1978.     % 
%                                                                         % 
% Rev. 3.b:                                                               % 
%       Model now accounts for spherical cavity obstacle as well.         % 
% Implemented an option to illustrate displacements in Cartesian          % 
% coordinates. Script was updated to MATLAB R2016a and comments and       % 
% references were updated.                                                % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 





%% User Defined Code Settings 
 
%Command to indicate solution case 
%Case = 0: This case inspects only the incident wave and ignores presence of  
% inclusion 
%Case = 1: This boundary condition is suitable for a moveable rigid sphere 
%Case = 2: This boundary condition is suitable for a void space 
 
Case = 1; 
 
%Command to produce displacements and stresses in Cartesian coordinate 
%Cart = 0: This will only produce results in spherical coordinates 





Cart = 1; 
 
%Command to display all displacements/stresses or just summary figures 
%Disp = 0: This option will display all figures 
%Disp = 1: This option will display only the summary figures 
 
Disp = 1; 
 
%% User Defined Solution Parameters 
 
%Solution Order, n: 
n_order = 40; 
 
%Display Boundary: 
R_disp = 3*10^-3;     %[m] 
 
%Solution Increments: 
del_R = 700;          %[-] 
del_theta = 200;       %[-] 
 
%% User Defined Incident Wave Parameters 
 
%Incident Wave Amplitude, 
amp = 0.1*10^-6; %[m] 
 
%Specify Incident Wave Amplitude at Boundary or Particle Center: 
%Inc_Edge = 0: This option specifies the incident wave amplitude at the %
 location of the particle center 
%Inc_Edge = 1: This option specifies the incident wave amplitude at the %
 solution boundary (at R_bound) 
 
Inc_Edge = 1; 
 
%Excitation Frequency, f: 
f = 210000; %[Hz] 
 
%Spherical Inclusion Radius: 
a = 1.50*10^-3; %[m] 
 
%Angular Frequency, w: 
w = 2*pi*f; %[rad/s] 
 
%Period, T: 
T = f^-1; %[s] 
 
%Relevant time vector: 
t = 0:T/100:T; %[s] 
 
%% Material Data - Elastic Medium - Measured Properties 
 
%Mechanical Properties for Material 1: Sylgard 184 
 
%Compressional Wavespeed (See R.1): 
C_c_1 = 1100;       %[m/s] 
 
%Compressional Wave Attenuation (See R.2): 
Alpha_c_1 = 3.5*((f*10^-6)^1.02)*100*0.115129254;     %[rad/m] 
 
%Shear Wavespeed (See R.1): 




%Density (See R.3): 
rho_1 = 1030; %[kg/m^3] 
 
%% Material Data - Elastic Medium - Calculated Properties 
 
%Solve for complex P-wave (Compressional) modulus: 
M_real_1 = (C_c_1^2)*rho_1; 
if Alpha_c_1*C_c_1/w <= 1E-4                        %if M''/M' < 1E-4, then 
% approximation should be used due to numerical instability; 
M_imag_1 = M_real_1*2*(Alpha_c_1*C_c_1/w); 
elseif 1E-4 < Alpha_c_1*C_c_1/w < sqrt(3)           %if M''/M' ~> 1E-3, then  




M_1 = M_real_1+1j*M_imag_1; 
 
%Solve for complex S-wave (Shear) modulus (Lame second parameter): 
mu_real_1 = (C_s_1^2)*rho_1; 
mu_imag_1 = (M_imag_1/M_real_1)*mu_real_1; 
mu_1 = mu_real_1+1j*mu_imag_1; 
 
%Solve for complex Lame first Parameter: 
lambda_real_1 = M_real_1-2*mu_real_1; 
lambda_imag_1 = M_imag_1-2*mu_imag_1; 
lambda_1 = lambda_real_1+1j*lambda_imag_1; 
 








nu_imag_1 = 0; 
nu_1 = nu_real_1+1j*nu_imag_1; 
 
%Calculate Young's modulus: 
E_1 = mu_1*(3*lambda_1+2*mu_1)/(lambda_1+mu_1); 
E_real_1 = real(E_1); 
E_imag_1 = imag(E_1); 
 
%Calculate effective Shear Wave Attenuation: 
Alpha_s_1 = (w/C_s_1)*sqrt(0.5*((1/(sqrt(1+(mu_imag_1/mu_real_1)^2)))-
(1/(1+(mu_imag_1/mu_real_1)^2))));     %[rad/m] 
 






%Complex Compression Wavenumber: 
alpha_1 = w/vel_c_1;  %[rad/m] 
 
%Complex Shear Wavenumber: 
beta_1 = w/vel_s_1;  %[rad/m] 
 




%Mechanical Properties for Material 2: HMX 
 
%Density: 
rho_2 = 1910; %[kg/m^3] 
 
%% Calculated Solution Parameters 
 
%Calculate Solution Radial Boundary Limits: 
R_bound = (2/sqrt(2))*R_disp;       %[m] 
 
%Material Density Ratio: 
eta = rho_1/rho_2; 
 
%Amplitude Factor: 
if Inc_Edge == 0 
I_0 = amp/alpha_1;  %[m^2] 
elseif Inc_Edge == 1 
I_0 = amp/alpha_1*exp(1i*alpha_1*R_disp);  %[m^2] 
end 
 
%Normalized Incident Stress: 
T_xx = rho_1*C_c_1*w*amp;  %[Pa] 
 
%% Implementation of Boundary Conditions - Incident Wave Only 
%Inspect Incident Wave Only - This does not analyze the scattering effects 
% of the inclusion and fully ignores the presences of said inclusion. 
if Case == 0 
 
A = zeros(1,n_order+1); 




%% Implementation of Boundary Conditions - Rigid Sphere 
if Case == 1 
 
%Preallocate variable space 
A = zeros(1,n_order+1); 
B = zeros(1,n_order+1); 
E_var = zeros(2,2,n_order+1); 
E_sol = zeros(2,1,n_order+1); 
 
%Solution for A1 and B1 
E_var(1,1,2) = (1-eta)*hankelsphere(1,alpha_1*a)-
alpha_1*a*hankelsphere(2,alpha_1*a); 
E_var(2,1,2) = (1-eta)*hankelsphere(1,alpha_1*a); 





E_sol(2,1,2) = I_0*-3*1i*(1-eta)*besselsphere(1,alpha_1*a); 
temp = E_var(:,:,2)\E_sol(:,:,2); 
A(2) = temp(1); 
B(2) = temp(2); 
clear temp 
%Solution for An and Bn where n/=1 
for count = 0:n_order 





E_var(2,1,count+1) = hankelsphere(count,alpha_1*a); 








temp = E_var(:,:,count+1)\E_sol(:,:,count+1); 
A(count+1) = temp(1); 





%Solution of Rigid Sphere Translational Motion in z-axis 
 
%Preallocate Variable Space 
U_z = zeros(1,length(t)); %[m] 
 
%Sphere Displacement in Time 
for count = 1:length(t) 
U_z(count) = 
(eta/a)*(3*1i*I_0*besselsphere(1,alpha_1*a)+A(2)*hankelsphere(1,alpha_1*a)-
2*B(2)*hankelsphere(1,beta_1*a))*exp(-1i*w*t(count));  %[m] 
end 
 
%Sphere Displacement (Magnitude and Phase) 
U_z_mag = 
(eta/a)*(3*1i*I_0*besselsphere(1,alpha_1*a)+A(2)*hankelsphere(1,alpha_1*a)-
2*B(2)*hankelsphere(1,beta_1*a));  %[m] 
 
%Sphere Maximum Displacement 




%% Implementation of Boundary Conditions - Spherical Void Space 
if Case == 2 
 
%Preallocate variable space 
A = zeros(1,n_order+1); 
B = zeros(1,n_order+1); 
E_var = zeros(2,2,n_order+1); 
E_sol = zeros(2,1,n_order+1); 
 
%Solution for An and Bn 



















temp = E_var(:,:,count+1)\E_sol(:,:,count+1); 
A(count+1) = temp(1); 






%% Solution of Displacements and Strains in Medium in Spherical Coordinate 
Coordinates 
 
%Calculated Solution Space Vectors 
R_vector = 0:R_bound/del_R:R_bound;     %[m] 
theta_vector = 0:pi/del_theta:2*pi;     %[Rad] 
 
%Construct E Matrix 
 
%Preallocate variable space 
E1 = zeros(del_R,n_order+1); 
E11 = zeros(del_R,n_order+1); 
E12 = zeros(del_R,n_order+1); 
E2 = zeros(del_R,n_order+1); 
E21 = zeros(del_R,n_order+1); 
E22 = zeros(del_R,n_order+1); 
E3 = zeros(del_R,n_order+1); 
E31 = zeros(del_R,n_order+1); 
E32 = zeros(del_R,n_order+1); 
E4 = zeros(del_R,n_order+1); 
E41 = zeros(del_R,n_order+1); 
E42 = zeros(del_R,n_order+1); 
E5_1 = zeros(del_R,n_order+1); 
E5_2 = zeros(del_R,n_order+1); 
E51_1 = zeros(del_R,n_order+1); 
E51_2 = zeros(del_R,n_order+1); 
E52_1 = zeros(del_R,n_order+1); 
E52_2 = zeros(del_R,n_order+1); 
E6_1 = zeros(del_R,n_order+1); 
E6_2 = zeros(del_R,n_order+1); 
E61_1 = zeros(del_R,n_order+1); 
E61_2 = zeros(del_R,n_order+1); 
E62_1 = zeros(del_R,n_order+1); 
E62_2 = zeros(del_R,n_order+1); 
 
%Initialize counter for radius loop 
r_count = 1; 
 
for r = 0:R_bound/del_R:R_bound 
 
%Initialize counter for n order loop 
n_count = 1; 
 
for n = 0:n_order 
if r >= a 
 
%Perform E matrix calculations 
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E12(r_count,n_count) = -n*(n+1)*hankelsphere(n,beta_1*r); 
E2(r_count,n_count)  = -((1i)^n)*(2*n+1)*besselsphere(n,alpha_1*r); 
E21(r_count,n_count) = hankelsphere(n,alpha_1*r); 
E22(r_count,n_count) = -
(n+1)*hankelsphere(n,beta_1*r)+beta_1*r*hankelsphere(n+1,beta_1*r); 
























E51_2(r_count,n_count) = hankelsphere(n,alpha_1*r); 











E61_2(r_count,n_count) = hankelsphere(n,alpha_1*r); 










r_count = r_count+1; 
end 
%Construct P Matrix of Legendre Polynomials 
 
%Preallocate variable space 
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P = zeros(del_theta,n_order+1); 
dP = zeros(del_theta,n_order+1); 
d2P = zeros(del_theta,n_order+1); 
COT_Theta_dP = zeros(del_theta,n_order+1); 
SIN_Mat = zeros(del_theta,n_order+1); 
COS_Mat = zeros(del_theta,n_order+1); 
SIN2_Mat = zeros(del_theta,n_order+1); 
COS2_Mat = zeros(del_theta,n_order+1); 
 
%Generate gamma matrix associated with cot(theta)*dP matrix: 
 
gamma = zeros(n_order+1,1); 
for n = 2:n_order+1 
gamma(n) = gamma(n-1)+(n-1); 
end 
 
%Initialize counter for theta loop 
theta_count = 1; 
 
for theta = 0:pi/del_theta:2*pi 
 
%Initialize counter for n order loop 
n_count = 1; 
 
for n = 0:n_order 
 




%Generate an augmented cot(theta)*dP matrix.  Care is taken to address limit at 
% theta = 0, pi, and 2*pi. 
if theta_count == 1 || theta_count == del_theta + 1 || theta_count == 
2*del_theta + 1 
COT_Theta_dP(theta_count,n_count) = -(gamma(n_count)*(cos(theta)^n)); 
else 
COT_Theta_dP(theta_count,n_count) = cot(theta)*dP(theta_count,n_count); 
end 
 
%Tabulate Sin(theta), Sin(2*theta) and Cos(theta) grid for polar to Cartesian  
% coordinate conversion 
SIN_Mat(theta_count,n_count) = sin(theta); 
COS_Mat(theta_count,n_count) = cos(theta); 
SIN2_Mat(theta_count,n_count) = sin(2*theta); 
COS2_Mat(theta_count,n_count) = cos(2*theta); 
 
n_count = n_count+1; 
end 
theta_count = theta_count+1; 
end 
 
%Evaluate coefficients within summation for eqn. 13-14 
 
%Preallocate variable space 
u_r1_coeff = zeros(length(R_vector),n_order+1); 
u_theta1_coeff = zeros(length(R_vector),n_order+1); 
tau_rr1_coeff = zeros(length(R_vector),n_order+1); 
tau_rtheta1_coeff = zeros(length(R_vector),n_order+1); 
tau_thetatheta1_coeff1 = zeros(length(R_vector),n_order+1); 
tau_thetatheta1_coeff2 = zeros(length(R_vector),n_order+1); 
tau_phiphi1_coeff1 = zeros(length(R_vector),n_order+1); 
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tau_phiphi1_coeff2 = zeros(length(R_vector),n_order+1); 
 
for r_index = 1:length(R_vector) 
%Calculate only for values within elastic medium 





















%Matrix of Leading Coeffecient Vectors for eqn. 13-14 
u_coeff_mat = repmat((1./(R_vector))',1,length(theta_vector)); 
tau_coeff_mat = repmat(((2*mu_1)./(R_vector.^2))',1,length(theta_vector)); 
 
%Evaluate displacements and stresses in spherical coordinates 
%Solution Matrix: R x Theta Matrix of Solved Values for eqn. 13-14 
u_r1 = u_coeff_mat.*(u_r1_coeff*P'); 
u_theta1 = u_coeff_mat.*(u_theta1_coeff*dP'); 
tau_rr1 = tau_coeff_mat.*(tau_rr1_coeff*P'); 










%% Solution of Volumetric Heat Generation 
 
%Populate Matrix of correct size of ones 
Mat_1 = ones(size(tau_rr1)); 
 







delta_rt = angle(E_1.*Mat_1)-angle(Mat_1+ nu_1.*Mat_1); 
 









zeta_rt = sin(delta_rt).*abs(Mat_1+nu_1.*Mat_1).*(abs(tau_rtheta1).^2); 
 
%Calculate volumetric heat generation field 
q_field = (w/(2*(abs(E_1)))).*(zeta_rr+zeta_tt+zeta_pp+2*zeta_rt);    %[W/m^3] 
 
%% Convert Spherical to Cartesian Coordinates for Displacements and Strains in 
Medium 
 
if Cart == 1 
 
%Convert displacement vector field to Cartesian coordinates 
u_z = u_coeff_mat.*(u_r1_coeff*(P.*COS_Mat)') - 
u_coeff_mat.*(u_theta1_coeff*(dP.*SIN_Mat)'); 
u_x_y = u_coeff_mat.*(u_r1_coeff*(P.*SIN_Mat)') + 
u_coeff_mat.*(u_theta1_coeff*(dP.*COS_Mat)');  %Evaluated at phi = 0 for u_x, 
and phi = pi/2 for u_y; 
 
%Convert spherical stress tensor to Cartesian coordinates 
tau_xx1 = tau_coeff_mat.*(tau_rr1_coeff*(P.*(SIN_Mat.^2))') + 
tau_coeff_mat.*(tau_thetatheta1_coeff1*(P.*(COS_Mat.^2))'+tau_thetatheta1_coeff
2*(d2P.*(COS_Mat.^2))') + tau_coeff_mat.*(tau_rtheta1_coeff*(dP.*SIN2_Mat)'); 
tau_yy1 = tau_phiphi1; 















%% Create Square Mask (in Polar Coordinates) for Proper Display 
 
%Create Mask Variable Space 
Mask = zeros(del_R+1,2*del_theta+1); 
 
%Populate Mask Variable Space with Ones if Within Display 
for i = 1:del_R+1 
r_temp = R_vector(i); 
for j = 1:2*del_theta+1 
theta_temp = theta_vector(j); 
bound_temp = r_temp*sin(theta_temp); 
 
if (0 <= theta_temp && theta_temp <= pi/4) || (3*pi/4 < theta_temp  && 
theta_temp <= 5*pi/4) || (7*pi/4 < theta_temp && theta_temp <= 2*pi) 
if r_temp*abs(cos(theta_temp)) <= R_disp 
Mask(i,j) = 1; 
end 
elseif (pi/4 < theta_temp && theta_temp <= 3*pi/4) || (5*pi/4 < theta_temp && 
theta_temp <= 7*pi/4) 
if r_temp*abs(sin(theta_temp)) <= R_disp 
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%% Post Processing - Create Spherical Displacement and Stress Plots 
 
%Polar Magnitude Calculations 
U_r = abs(u_r1); 
U_theta = abs(u_theta1); 
Tau_r_r = abs(tau_rr1); 
Tau_r_theta = abs(tau_rtheta1); 
Tau_theta_theta = abs(tau_thetatheta1); 
Tau_phi_phi = abs(tau_phiphi1); 
Tau_Sphr_VM = abs(tau_sphr_VM1); 
 








%Specify Excitation Frequency and Case For Title 
freq_title = ['Frequency: ',num2str(f/1000,'%.2f'),'kHz']; 
 
if Case == 0 
case_title = 'No Inclusion: Incident Wave Only'; 
elseif Case == 1 
case_title = 'Inclusion: Movable Rigid Sphere'; 
elseif Case == 2 




[THETA,RR] = meshgrid(theta_vector,R_vector); 
[XX,YY] = pol2cart(THETA,RR); 
 
if Disp == 0 
 




title('Radial Displacement, U_r','fontweight','bold') 












title('Rotational Displacement, U_\theta','fontweight','bold') 














title('Principal Stress - \tau_r_r','fontweight','bold') 












title('Principal Stress - \tau_\theta_\theta','fontweight','bold') 












title('Principal Stress - \tau_\phi_\phi','fontweight','bold') 












title('Shear Stress - \tau_r_\theta','fontweight','bold') 













title('Von Mises Stress','fontweight','bold') 












title('Volumetric Heat Generation','fontweight','bold') 










%Create Summary Figure 






title('Radial Displacement, U_r','fontweight','bold') 












title('Rotational Displacement, U_\theta','fontweight','bold') 












title('Principal Stress - \tau_r_r','fontweight','bold') 














title('Principal Stress - \tau_\theta_\theta','fontweight','bold') 












title('Principal Stress - \tau_\phi_\phi','fontweight','bold') 












title('Shear Stress - \tau_r_\theta','fontweight','bold') 












title({'\bf',case_title,freq_title,'\rm{Spherical Results - Volumetric Heat 
Generation Field}'}) 







%% Post Processing - Create Cartesian Displacement and Stress Plots 
 




%Cartesian Magnitude Calculations 
U_z = abs(u_z); 
U_x_y = abs(u_x_y); 
Tau_x_x = abs(tau_xx1); 
Tau_y_y = abs(tau_yy1); 
Tau_z_z = abs(tau_zz1); 
Tau_x_z = abs(tau_xz1); 
Tau_Cart_VM = abs(tau_cart_VM1); 
 
[THETA,RR] = meshgrid(theta_vector,R_vector); 
[XX,YY] = pol2cart(THETA,RR); 
 
if Disp == 0 
 






























title('Principal Stress - \tau_z_z','fontweight','bold') 












title('Principal Stress - \tau_y_y','fontweight','bold') 














title('Principal Stress - \tau_x_x','fontweight','bold') 












title('Shear Stress - \tau_x_z','fontweight','bold') 












title('Von Mises Stress','fontweight','bold') 









%Create Summary Figure 


































title('Principal Stress - \tau_z_z','fontweight','bold') 












title('Principal Stress - \tau_y_y','fontweight','bold') 












title('Principal Stress - \tau_x_x','fontweight','bold') 












title('Shear Stress - \tau_x_z','fontweight','bold') 














title({'\bf',case_title,freq_title,'\rm{Cartesian Results - Volumetric Heat 
Generation Field}'}) 











% R.1) Millett, J. C. F., G. Whiteman, S. M. Stirk, and N. K. Bourne. "The 
%       shock induced shear strength in a silastomer." In Society for 
%       experimental Mechanics–SEM Annual Conference and Exposition on 
%       experimental and applied Mechanics, pp. 498-503. 2009. 
% R.2) Poepping, T. L., et al. (2004). "A thin-walled carotid vessel 
%       phantom for Doppler ultrasound flow studies." Ultrasound in 
%       Medicine & Biology 30(8): 1067-1078. 
% R.3) "Product Information, Electronics: Sylgard 184 Silicone Elastomer", 
%       Dow Corning (2014), Form No. 11-3184B-01 
 
A supporting function used in the implementation of the main function file as used to 
calculate the spherical Bessel function of a value and order is as follows: 
 
function [f] = besselsphere(n,x) 
f = besselj(n+1/2,x)*sqrt(pi/(2*x)); 
end 
 
A supporting function used in the implementation of the main function file as used to 
calculate the spherical Hankel function of a value and order is as follows: 
 
function [f] = hankelsphere(n,x) 
    f = besselh(n+1/2,1,x)*sqrt(pi/(2*x)); 
end 
 
A supporting function used in the implementation of the main function file as used to 
calculate the Legendre polynomial of the cosine of a value and a specified order is as 
follows: 
 
function [ value d_theta d2_theta ] = LegendreCosTheta(n,theta) 
  
% Initialize evaluations of the P_n at argument=x=cos(theta) 
    argument = cos(theta); 
    Px_vector = zeros(n+1,1); 
        Px_vector(1) = 1; 




% Initialize x-derivative and theta-derivative of the P_n at  
% argument=x=cos(theta) 
    dPx_dx_vector = zeros(n+1,1); 
        dPx_dx_vector(1) = 0; 
        dPx_dx_vector(2) = 1; 
    dPx_dtheta_vector = zeros(n+1,1); 
        dPx_dtheta_vector(1) = dPx_dx_vector(1)*(-sin(theta)); 
        dPx_dtheta_vector(2) = dPx_dx_vector(2)*(-sin(theta)); 
         
% Initialize x-2nd-derivative and theta-2nd-derivative of the P_n at  
% argument=x=cos(theta) 
    d2Px_dx2_vector = zeros(n+1,1); 
        d2Px_dx2_vector(1) = 0; 
        d2Px_dx2_vector(2) = 0; 
    d2Px_dtheta2_vector = zeros(n+1,1); 
        d2Px_dtheta2_vector(1) = d2Px_dx2_vector(1)*(-sin(theta))^2 + 
dPx_dx_vector(1)*(-cos(theta)); 
        d2Px_dtheta2_vector(2) = d2Px_dx2_vector(2)*(-sin(theta))^2 + 
dPx_dx_vector(2)*(-cos(theta)); 
         
% Compute via summation (recursive definitions) 
    if n>1 
        for md=3:n+1 
            m=md-1; 
  
            Px_vector(md) = (2*m-1)/m*argument*Px_vector(md-1)-(m-
1)/m*Px_vector(md-2); 
             
            dPx_dx_vector(md) = (2*m-1)/m*Px_vector(md-1)+(2*m-
1)/m*argument*dPx_dx_vector(md-1)-(m-1)/m*dPx_dx_vector(md-2); 
            dPx_dtheta_vector(md) = dPx_dx_vector(md)*(-sin(theta)); 
             
            d2Px_dx2_vector(md) = 2*(2*m-1)/m*dPx_dx_vector(md-1) + (2*m-
1)/m*argument*d2Px_dx2_vector(md-1) - (m-1)/m*d2Px_dx2_vector(md-2); 
            d2Px_dtheta2_vector(md) = d2Px_dx2_vector(md)*(-sin(theta))^2 + 
dPx_dx_vector(md)*(-cos(theta)); 
             
        end 
    end     
     
% Return values 
    value = Px_vector(n+1); 
    d_theta = dPx_dtheta_vector(n+1); 
    d2_theta = d2Px_dtheta2_vector(n+1); 
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