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a b s t r a c t
A ring star in a graph is a subgraph that can be decomposed into a cycle (or ring) and a set
of edges with exactly one vertex in the cycle. In the minimum ring-star problem (mrsp)
the cost of a ring star is given by the sum of the costs of its edges, which vary, depend-
ing on whether the edge is part of the ring or not. The goal is to find a ring-star spanning
subgraph minimizing the sum of all ring and assignment costs. In this paper we show that
the mrsp can be reduced to a minimum (constrained) Steiner arborescence problem on
a layered graph. This reduction is used to introduce a new integer programming formu-
lation for the mrsp. We prove that the dual bound generated by the linear relaxation of
this formulation always dominates the one provided by an early model from the literature.
Based on our new formulation, we developed a branch-and-cut algorithm for themrsp. On
the primal side, we devised a grasp heuristic to generate good upper bounds for the prob-
lem. Computational tests with these algorithms were conducted on a benchmark of public
domain. In these experiments both our exact and heuristics algorithms had excellent per-
formances, noticeably in dealing with instances whose optimal solution has few vertices in
the ring. In addition, we also investigate theminimum spanning caterpillar problem (mscp)
which has the same input as the mrsp and admits feasible solutions that can be viewed as
ring stars with paths in the place of rings. We present an easy reduction of the mscp to
the mrsp, which makes it possible to solve to optimality instances of the former problem
too. Experiments carried out with the mscp revealed that our branch-and-cut algorithm is
capable to solve to optimality instances with up to 200 vertices in reasonable time.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be an undirected graph with set V containing n vertices and set E containing m edges. Throughout this
paper, we assume that G is complete, i.e., E = {(i, j) | ∀ i, j ∈ V , i < j} and m = n(n − 1)/2. A ring star in G is a subgraph
that can be decomposed into a cycle (or ring) and a set of vertices each of them not belonging to the cycle but connected
to it through a single edge. The latter vertices are called leaves while those in the ring are called central. Suppose that each
edge (i, j) in E has two non-negative costs: a ring cost (cpij ) when it belongs to the ring and an assignment cost (c
ℓ
ij) when it is
incident to a leaf. In theminimum ring-star problem (mrsp) the goal is to find a ring-star spanning subgraph minimizing the
sum of all ring and assignment costs. Often, applications of the mrsp require that a special vertex, named the depot, must
belong to the ring. The convention adopted in this paper is that this role is played by vertex 1. We illustrate a solution of
themrsp in Fig. 1(a) and (b), where the bold lines represent the ring and the dotted lines stand for the edges connecting the
leaves.
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Fig. 1. (a) a graph G, (b) a ring star and (c) a caterpillar in G.
The mrsp is NP-hard and, to our knowledge, was first investigated by Xu et al. [14] who proposed heuristic approaches
using tabu search techniques to tackle the problem. In [8], the authors gave an integer programming formulation for the
mrsp and carried out a polyhedral investigation that culminatedwith the development of the first branch-and-cut algorithm
for the problem. As far as we know, this is the only exact method available for the mrsp to date. In addition, Lee et al. [9]
presented a branch-and-cutmethod for a variant of the problem inwhich the ring star has to contain only a subset of vertices
in the problem. The authors referred to this variant as the Steiner Ring-Star Problem.
The Minimum Spanning Caterpillar Problem (mscp) is closely related to the mrsp and is also investigated here. A few
definitions are needed before we can formally state the problem. Recall that a tree in a graph is a connected subgraph that
contains no cycles. A tree is said to be a caterpillar if it can be decomposed into a path and a set of vertices which are not
in the path but are connected to it through an edge. Vertices in the path are called central and those outside are necessarily
leaves of the tree. Strictly speaking, there may be central vertices with degree one in the tree but, with an abuse of language,
the term leaf is used here to denote only vertices that are not central. As in themrsp, in themscpwe are given an undirected
graph G = (V , E), with |V | = n and |E| = m and two non-negative costs to each of its edges. If an edge (i, j) in E belongs to
a caterpillar of G, it costs cpij (path cost) if both its extremities are central vertices or c
ℓ
ij (assignment cost) if it is incident to
a leaf. The mscp consists in finding a caterpillar of minimum cost containing all the vertices of G. A spanning caterpillar of
the graph seen in Fig. 1(a) is depicted in Fig. 1(c). The bold lines represent the central path while the dotted lines represent
edges connecting the leaves. As suggested by this example, the decomposition of a given caterpillar into central vertices and
leaves is not unique. However, the costs of two different decompositions may vary, depending on the path and assignment
costs.
The mscp is known to be NP-hard for arbitrary graphs [13]. Applications of this problem are found in the literature as
simplifications of more complex real-world situations (e.g., [1,10]). This includes problems arising in vehicle routing in
hierarchical logistics, telecommunication networks design and fiber optics networks [3]. Despite these evidences of practical
importance of the problem, to our knowledge, not toomuch attention has been given to algorithms for themscp and no exact
methods are available so far.
It is simple to devise a reduction that converts any instance of the mscp into an instance of the mrsp. This is because
the relationship between caterpillars and ring stars is equivalent to the one existing between Hamiltonian paths and tours,
i.e., feasible solutions of the traveling salesman problem (tsp). As a matter of fact, if G is the input graph for the mscp with
vertex set V , it suffices to add a new vertex to V and connect it to all the original vertices by edges with null ring costs and
infinite (or, for practical purposes, sufficiently high) assignment costs. The resulting graphwith the new vertex treated as the
depot forms the input for themrsp. It is easy to see that the solution of themrsp for such an instance translates immediately
into a solution of the mscp for the original instance. This reduction shows that any algorithm that solves the mrsp also
computes the mscp. This idea will be exploited later.
The work presented here was inspired by [6] where good results were achieved by adapting an integer programming
(IP) formulation for the Minimum Steiner Arborescence Problem (msap) to a class of problems involving the computation of
optimal trees in graphs. In themsapwe are given a directed graph with costs associated to the edges, a special vertex r and
a set R of terminal vertices. The goal is to find a minimum cost arborescence rooted at r and spanning all vertices in R.
In the present paper a similar idea to the one exploited in [6] is used to reduce the mrsp to a constrained msap (cmsap)
over a layered graph. This reduction is the basis for the development of an efficient branch-and-cut algorithm for themrsp.
The text is organized as follows. In the next section we describe the reduction involving the mrsp and the cmsap. Section 3
presents an integer programming formulation for the cmsap originating from this reduction and compares with an existing
formulation introduced earlier in the literature. Section 4 is devoted to the description of the branch-and-cut algorithm we
implemented to solve the mrsp. Section 5 is dedicated to report and analyze the results of our computational experiments.
Finally, conclusions and remarks are given in Section 6.
2. Reducing the mrsp to a cmsap in a layered graph
Given an input graphG = (V , E) for themrsp, with vertex 1 as the depot, we build a directed graphGN = (VN , AN) having
two layers numbered 1 and 2. For every vertex i ∈ V , two vertices are created in VN , namely, the vertex i1 and the vertex i2
in the first and second layers, respectively. Besides, a copy of vertex 1ℓ denoted by 1′ℓ is created in layer ℓ for ℓ ∈ {1, 2}. For
each edge (i, j) in E with i ≠ 1 and j ≠ 1, two arcs (i1, j1) and (j1, i1) are created in AN . Moreover, for each j ∈ V with (1, j)
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Fig. 2. (a) the layered graph GN associated to the graph G in Fig. 1(a) and (b) the constrained Steiner tree representation of the ring star shown in Fig. 1(b).
in E, the arcs (11, j1) and (j1, 1′1) are included in AN . The remaining arcs of AN are: those of the forms (i1, i2), for all i ∈ V ,
and (i1, j2) and (j1, i2), for all (i, j) ∈ E with i ≠ 1 and j ≠ 1; those of the form (11, j2) for all j adjacent to 1 in G, and, finally,
the arcs (11, 1′1) and (1
′
1, 1
′
2). With an abuse of language, we refer to GN as a layered graph although the subgraph induced
by the vertices in layer 1 is a complete digraph.
Wemean to use the arcs with both extremities in layer 1 to identify the vertices of the ring. Besides, the arcs from layer 1
to layer 2 are meant to identify the edges of E joining a ring vertex to a leaf of the ring star. Therefore, the costs of the arcs
in AN are computed as follows. The costs of the arcs (11, 1′1), (1
′
1, 1
′
2) and (i1, i2) for all i ∈ V with i ≠ 1, are all set to zero.
Now, given an edge (i, j) ∈ E the cost of the arcs (i1, j2) and (j1, i2) are set to cℓij . Similarly, given an edge (i, j) ∈ E with i
and j ≠ 1, the cost of the arcs (i1, j1) and (j1, i1) are both set to cpij . Moreover, for every vertex j adjacent to 1 in G, both arcs
(11, j1) and (j1, 1′1) are assigned with cost c
p
1j.
To cast the mrsp as a cmsap we also have to identify the root vertex and the set R of terminals. This is done by defining
the root as being the vertex 11 and R as the set of all the vertices of VN in layer 2. In addition, side constraints are created
requiring that at most one arc leaves a vertex in layer 1 to reach another vertex in this layer. As the latter constraints are
not present in the classical msap, we use the term constrained msap (cmsap) to distinguish this special case of the problem.
Notice that, by construction, vertex 1′2 is a terminal with a unique arc entering it, namely arc (1
′
1, 1
′
2). Together with the side
constraints, this guarantees that the subgraph induced by the vertices of layer 1 in any optimal solution is a path starting in 11
and ending in 1′1. As an example of the reduction described above, consider the graph G depicted in Fig. 1(a). The associated
layered graph GN is shown in Fig. 2. In a similar way, the solution of the mrsp in G represented in Fig. 1(b) corresponds to
the solution of the constrained msap defined over GN that is shown in Fig. 2(b).
3. An integer programming formulation for the cmsap
Wenow turn our attention to the development of an IPmodel for the cmsap resulting from the reduction presented in the
previous section. In the discussion that follows, the set of vertices of the layered graph GN representing the cmsap instance
is divided into two subsets denoted by V ℓN , ℓ = 1, 2, corresponding to the vertices in layers 1 and 2, respectively. Besides,
we assume that the number of vertices of the graph G in the original mrsp instance is n so that, for all i ∈ {1, . . . , n} and
ℓ ∈ {1, 2}, the vertex iℓ in V ℓN is associated to the ith vertex of G. This notation naturally extends to the case i = 1′ in the
sense that, in layer ℓ ∈ {1, 2}, the vertex 1′ℓ is associated to the copy of vertex 1 of G.
Initially, we define a binary variable xuv for each arc (u, v) ∈ AN and set it to one if and only if (u, v) belongs to the optimal
Steiner arborescence. Once the variables have been defined, the cmsap for the graph GN derived from G is formulated by the
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IP model (cStM) (constrained Steiner Model) given below:
(cStM) min
−
(u,v)∈AN
cuv xuv (1)
s.t.
−
(u,v)∈AN ,v∈V1N
xuv ≤ 1, ∀ u ∈ V 1N , (2)
−
(v,u)∈AN
xvu ≤ 1, ∀ u ∈ VN , (3)−
u∈VN\S
−
v∈S
xuv ≥ 1, ∀ S ⊂ VN \ {11}, S ∩ R ≠ ∅, (4)
xuv ∈ {0, 1}, ∀ (u, v) ∈ AN with u and v in V 1N , (5)
xuv ∈ {0, 1}, ∀ (u, v) ∈ AN with u ∈ V 1N and v ∈ V 2N . (6)
The objective function (1) seeks the minimization of the sum of the weights of the arcs in the constrained Steiner tree.
Constraints (2) limit the number of arcs leaving a vertex in layer 1 towards another vertex in that same level to one. It is not
difficult to see that, due to the costs assigned to the arcs of GN , these constraints force the existence of an optimal solution
where the subgraph induced by the arcs having both extremities in V 1N is a path. Constraints (3) bound to one the indegree
of any vertex in a solution. Constraints (4) are the Steiner cuts which ensure that the terminal vertices are spanned.
Notice that constraints (6) can be relaxed to xuv ≥ 0 in this formulation. This is because one can show that there is always
an optimal integral solution to the model, as long as we impose the integrality of the variables for arcs that are internal to
layer 1. Also observe that, as many other models available in the literature for the Steiner problem and variants of it, the
(cStM) formulation admits feasible solutions thatmay have cycles. However, since the costs of all variables are non-negative
and the objective function is in the minimization form, it is a simple task to prove that there is an optimal solution which is
indeed a rooted Steiner arborescence.
To improve the linear relaxation bounds given by the previous formulation, we can add to it families of inequalitieswhich
are valid for the entire set of feasible solutions. It is also possible to devise inequalities that are satisfied just by a subset of
solutions which is guaranteed to contain an optimal one. In this vein, observe that the Steiner cut inequalities (4) and the
cost structure resulting from the reduction given in Section 2 lead to the following equations that are fulfilled by at least
one optimal solution representing a constrained Steiner arborescence rooted at vertex 11:−
(v,u1)∈AN ,v∈V1N
xvu1 = xu1u2 , ∀u1 ∈ V 1N \ {11}, (7)
where u2 is the copy of vertex u1 in layer 2, as defined in Section 2. Notice that, for a given pair of vertices u1 and u2, constraint
(7) forces the arc (u1, u2) to be in the solution whenever vertex u1 is in the solution. Indeed, since all the costs are assumed
to be non-negative, (u1, u2) (which has cost zero) is the cheapest way to connect terminal u2 to the solution given that u1 is
also part of it.
Furthermore, inequalities (8) below can be obtained from the fact that in an optimal Steiner arborescence, for every
u1 ∈ V 1N \ {11, 1′1}, considering only the arcs joining vertices in layer 1, the number of arcs leaving and entering u1 have to
be the same:−
(u1,v)∈AN ,v∈V1N
xu1v =
−
(v,u1)∈AN ,v∈V1N
xvu1 , ∀u1 ∈ V 1N \ {11, 1′1}. (8)
By combining constraints (7) and (8) for all u1 ∈ V 1N \ {11, 1′1}, we obtain a new set of equalities which, relative to optimal
solutions of the (cStM)model, are stronger than constraints (2). These equalities read:−
(u1,v)∈AN ,v∈V1N
xu1v = xu1u2 , ∀u1 ∈ V 1N \ {11, 1′1}. (9)
The cost structure also ensures that there exists an optimal solution for which x1112 = 1 and, the Steiner cut (4) for
S = {1′2} enforces that x1′11′2 = 1. We call (rcStM) (reinforced constrained Steiner Model) the model obtained from (cStM)
by applying the following changes: (i) replace constraints (2) by the equalities given in (9); (ii) add the equations in (7);
and (iii) add the two previous equations fixing the values of variables x1112 and x1′11′2 to 1. The (rcStM) is the basis for the
development of the branch-and-cut algorithm discussed in the next section. Notice that constraints (7) are not necessary to
describe the (rcStM)model since we already use equalities (9). However we decided to keep them in the formulation since
they led to an improvement in the performance of the algorithm in our computational experiments. This algorithm also uses
the so-called 2-matching constraints discussed in [4] and described in Theorem 1.
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Theorem 1. Let H be a subset of vertices in V 1N and consider the set of arcs given by δ
1(H) = {(u, v) ∈ AN : u ∈ H, v ∈ V 1N \H}.
Moreover, let T be a subset of δ1(H) and T = {(v, u) ∈ AN : (u, v) ∈ T }. Then inequality (10) is valid for an optimal solution
of the (rcStM) formulation if
1. {u, v} ∩ {z, w} = ∅,∀(u, v) and (z, w) ∈ T ; and
2. |T | ≥ 3 and odd.
−
u∈H,v∈H,(u,v)∈AN
xuv +
−
(u,v)∈T∪T
xuv ≤
−
u∈H
xu1u2 +
|T | − 1
2
. (10)
As said before, since the costs of the arcs are non-negative, there exists an optimal solution of the cmsapwhich contains
no cycle. Therefore, if the arcs (u, v) and (v, u) belong to AN , the inequality xuv + xvu ≤ 1 is valid for this solution. Now,
the correctness of Theorem 1 can be shown by applying the well-known Chvátal–Gomory procedure. To do so, we first sum
the following constraints: (i) equalities (7) and (9) for all u ∈ H; (ii) inequalities xuv + xvu ≤ 1 for all (u, v) ∈ T such that
(v, u) ∈ T ; and (iii) inequalities xuv ≤ 1 for all (u, v) ∈ T for which (v, u) ∉ T . Now, the resulting constraint is divided
by two and, finally, the coefficients of the variables and the constant term are rounded down to generate the 2-matching
inequality.
3.1. An undirected formulation for the mrsp
The mrsp was studied earlier by Labbé et al. in [8]. There, the authors proposed an IP formulation for the problem and
tested a branch-and-cut algorithm. In this work we compare our results with those reported in [8] both theoretically and
computationally. To this end, we first describe the formulation given in [8].
Consider again the graph G = (V , E) given as the input for the mrsp. We start by introducing the following variables.
For each (i, j) ∈ E, define zij to be a binary variable equal to 1 if and only if edge (i, j) appears in the ring. Also, define the
binary variable yij for all (i, j) ∈ E, such that yij = 1 if and only if i is not in the ring, j is in the ring and i is assigned to
j. As the roles played by i and j are interchangeable, it is also necessary to define variable yji with analogous meaning. In
addition, for all i ∈ V , the binary variable yii is set to one if and only if the vertex i belongs to the ring. Now, recalling that the
depot is located at vertex 1, themrsp can be formulated by the mixed-integer programming problem below, named (RSuM)
(Ring-Star undirected Model):
(RSuM) min
−
(i,j)∈E
(cpij zij + cℓij (yij + yji)), (11)
s. t.
−
(i,j)∈E
zij = 2yii, ∀ i ∈ V , (12)−
j∈V
yij = 1, ∀ i ∈ V \ {1}, (13)−
(i,j)∈E,i∈K ,j∉K
zij ≥ 2
−
j∈K
ykj, ∀ K ⊂ V \ {1}, k ∈ K , (14)
y11 = 1, y1j = 0, ∀ j ∈ V \ {1}, (15)
yij ≥ 0, yji ≥ 0 ∀ (i, j) ∈ E, (16)
zij ∈ {0, 1}, ∀ (i, j) ∈ E, (17)
yii ∈ {0, 1}, ∀ i ∈ V \ {1}. (18)
In this formulation, constraints (12) enforce that the degree of a vertex i is 2 if and only if it belongs to the ring. Inequalities
(13) ensure that each vertex i ∈ V \{1} is in exactly one of the following states: (i) the vertex belongs to the ring (i.e. yii = 1),
or (ii) there is another vertex j in the ring such that i is assigned to j (i.e. yij = 1). Constraints (14) guarantee the connectivity
between vertices in the ring.Moreover, jointlywith constraints (15) and (12), they enforce thenumber of rings in the solution
to be one. Similarly to the (rcStM) formulation, the integrality constraints on the yij variables (i ≠ j) can be dropped since
they are satisfied as long as the integrality of the variables in the ring is guaranteed.
The major difference between the (RSuM) formulation and the one we presented in Section 3 is that, in the former, the
ring is defined over the original undirected graph G while, in the latter, the ring is computed on a directed subgraph, more
precisely, on layer 1 of the graph GN defined in the previous section. The linear relaxation of the (RSuM) model gives the
best dual bound reported in the literature so far for the mrsp. However, we show below that the bound produced by the
linear relaxation of the (rcStM) formulation proposed here is at least as good as the one yielded by (RSuM).
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Let (rcStM ′) and (RSuM ′) be the models obtained from the (rcStM) and (RSuM) formulations by relaxing the constraints
(17)–(18) and (5), respectively. To compare the bounds achieved by the two formulationswe prove that any feasible solution
of (rcStM ′) can be transformed into a feasible solution of (RSuM ′) formulation by exploiting the following equalities:
xi1j1 + xj1 i1 = zij, ∀ (i, j) ∈ E, 1 < i < j ≤ |V | (19)
x11j1 + xj11′1 = z1j, ∀ j ∈ V , j ≠ 1 (20)
xi1j2 = yji, xj1 i2 = yij, ∀ (i, j) ∈ E (21)
xj1j2 = yjj, ∀ j ∈ V . (22)
We show that the vector (z, y) obtained from the feasible solution x of (rcStM ′) applying the transformation above
satisfies all the constraints of (RSuM ′) and, therefore, represents a feasible solution for the latter. We start with constraint
(12). It is easy to see that, for any i ∈ V \ {1}, this constraint can be obtained by summing Eqs. (7) and (9) and using Eqs. (19)
and (22). For i = 1, constraint (12) is obtained from the summation of Eqs. (7), x1112 = 1 and x1′11′2 = 1, and using Eqs. (19)
and (22).
Now, for some i ∈ V \ {1}, consider constraint (13) in the (RSuM ′) formulation. The Steiner cut (4) for S = {i2} in
the (rcStM ′) formulation is always satisfied at equality because the indegree of vertex i2 is at most 1, as required by
inequality (3).
It follows that constraint (23) below is valid in any optimal solution for the cmsap:−
(u,i2)∈AN
xui2 = 1. (23)
From this result and using Eqs. (21) and (22), we obtain constraint (13).
Observe now that the system (19)–(22) allows us to rewrite constraints (14) from the (RSuM ′) using the variables of the
(rcStM ′) formulation as follows−
i∈K ,j∉K
(xi1j1 + xj1i1) ≥ 2
−
j∈K
xj1k2 , ∀K ⊂ V , 1 ∉ K , k ∈ K ,
which, in turn, can be obtained by summing the two constraints below:−
i∈K ,j∉K
xj1 i1 ≥
−
j∈K
xj1k2 , ∀K ⊂ V , 1 ∉ K , k ∈ K , (24)−
i∈K ,j∉K
xi1j1 ≥
−
j∈K
xj1k2 , ∀K ⊂ V , 1 ∉ K , k ∈ K . (25)
To obtain constraint (24) from those in the (rcStM ′) formulation, we first consider the Steiner cut relative to S = {i1 | i ∈
K} ∪ {k2} given by−
i∈K ,j∉K
xj1 i1 +
−
j∉K
xj1k2 ≥ 1.
The right-hand side of this inequality can be replaced by the equivalent expression given by constraint (13), rewritten in
terms of the x variables, in which case the Steiner cut reads−
i∈K ,j∉K
xj1 i1 ≥ 1−
−
j∉K
xj1k2 =
−
j∈K
xj1k2 .
Finally, we can deduce that the left-hand side of inequalities (25) and (24) are equal so that the former is also valid. In order
to do so, we can use Eqs. (7) and (9) to conclude that, for any vertex i1 where i ∈ V \ {1}, the sums of the variables associated
to the incoming and to the outcoming arcs in layer 1 are equal. From this, one can easily get that the same result can be
extended to any subset K of vertices of V \ {1}, which establishes the validity of (25).
It is a simple task to prove that the cost of the (z, y) vector obtained above has precisely the same value in the (RSuM ′)
formulation as the cost in the (rcStM ′) formulation of the x vector fromwhich it originated. The previous arguments lead to
the following result.
Theorem 2. The dual bound produced by the (rcStM ′) model for the mrsp is at least as good as the one given by the (RSuM ′)
model.
4. A branch-and-cut algorithm for mscp
According to the discussion in the previous section, our goal now is to solve the (rcStM) model. To this end, we
implemented a branch-and-cut algorithm specifically designed to deal with the msap variant at hand. The present section
is devoted to detail the main ingredients of our algorithm.
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4.1. Initial set of inequalities
A Dual Ascent heuristic (dah) is used to generate an initial set of Steiner inequalities for the (rcStM) formulation. This
heuristic was originally proposed by Wong in [15] to be applied to a directed multi-commodity flow formulation of the
Steiner problem and can be straightforwardly adapted to our case. From our previous experience with the Steiner problem,
we know that a proper choice of the initial set of inequalities, such as the one made by the dah, can substantially improve
the performance of the branch-and-cut algorithm for that problem. In fact, the same positive effect was also observed for
the (rcStM) formulation, resulting in the drop of the average time to solve the mrsp.
4.2. Cut separation
In the branch-and-cut method, at each node of the search tree, the linear relaxation (rcStM ′) of (rcStM) is solved. If in the
optimal solution all variables are integral, the node is pruned by optimality. Otherwise, the solution is fractional and violated
valid inequalities are sought by solving a separation problem. A fast heuristic proposed in [5] was implemented to compute
violated 2-matching inequalities fromTheorem1.Moreover, the polynomial-time algorithmpresented in [7], which is based
on the minimum edge cut problem in graphs is used to separate the Steiner cut inequalities (4). Notice that besides the 2-
matching constraint, there are many other families of inequalities that can be used in our cutting plane procedure. This
includes families of cuts frequently used in the asymmetric version of the tsp [2]. Unfortunately our preliminary tests with
the asymmetric 2-matching cuts and the Dk-inequalities do not result in a significant gain in the dual bounds produced by
the formulation.
4.3. Upper bounds
It is well known that enumerative procedures can largely benefit from high quality primal bounds since they allow for
early pruning. In order to generate good initial feasible solutions for the mrsp, a grasp heuristic with path-relinking [12]
was developed. The heuristic is an iterative procedure composed of three phases: a construction phase, a local search phase
and a path-relinking phase. The construction phase finds an initial solution that might be improved by the local search phase.
Later, an intensification phase is performed using path-relinking. In the remainder of this section, we describe these three
methods. We assume that the input for the heuristic is the original mrsp instance defined over the graph G = (V , E) and
having vertex 1 defined as the depot.
• Construction phase. The overall method attempts to find a (closed) central path P = (1, v1, . . . , vq, 1)minimizing the cost
C(P) =∑q−1i=1 cpvi,vi+1 + cp1,v1 + cpvq,1 +∑j∈V\P minvk∈P cℓj,vk . The construction phase begins with P = (1, 1) and enlarges the
central path P by adding one new vertex to it at a time. LetW (P) = {i ∈ V \P | C(P ∪{i}) < C(P)} be the set of vertices that
are candidate to enter the central path. At each iteration, a vertex i ∈ W (P) is randomly selected and a newpath P ′ is reached
by inserting vertex i into the extremity of P that minimizes C(P ′) (i.e. P ′ = (1, i, v1, . . . , vq, 1) or P ′ = (1, v1, . . . , vq, i, 1)).
The procedure is repeated untilW (P) = ∅.
• Local search phase. Of course, there is no guarantee that the construction phase returns an optimal solution with respect
to any neighborhood. Therefore, the central path P may be improved by a local search procedure. The neighborhood
of the current solution P is defined as the set of all paths P ′ obtained by applying one of the following operations: (i)
removing a vertex vk ∈ P from the path (i.e. P ′ = (v1, . . . , vk−1, vk+1, . . . , vq)), (ii) inserting a vertex i ∈ V \ P into
position k of the path (i.e. P ′ = (v1, . . . , vk−1, i, vk, . . . , vq)), and (iii) exchanging the order of two vertices vk, vl ∈ P
in the path (i.e. P ′ = (v1, . . . , vk−1, vl, vk+1, . . . , vl−1, vk, vl+1, . . . , vq)). The procedure starts with the solution provided
by the construction phase and iteratively replaces the current solution by the one with minimum cost C(P ′) within its
neighborhood, halting when no better solution is found in that way.
• Path-relinking phase. In the last phase, the method tries to improve the solution by exploring the trajectories that connect
the local optimal path P , provided by the local search phase, and a set of elite solutions P previously found by the grasp
(i.e. the best solutions found, up to that point). For each path Pe ∈ P, themethod starts by computing the symmetric difference
∆(P, Pe) between the two solutions and a sequence of operations (i)–(iii) which, when applied, reduces this distance to zero.
From these operations, a sequence of pairwise-neighboring solutions is created linking P and Pe hoping that an improvement
is found in this process. At each step, the procedure examines all operations O ∈ ∆(P ′, Pe) from the current solution P ′ and
selects the one with minimum cost C(P ′ + O), where P ′ + O stands for the solution achieved by applying operation O in P ′.
The best operation is made and the current solution P ′ is updated. Of course, if P ′ improves on the best solution found so far,
the latter is replaced by P ′.
In our implementation, the grasp heuristic stops after 500 iterations not improving the best solution.
4.4. Branching strategy
The branching strategy we devised considers first the set of variables xi1i2 although, as mentioned earlier, the integrality
constraints on these variables are not required. The rationale behind this branching rule comes from the fact that, if one
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is given the set of vertices in the central path of an optimal solution, the arcs connecting the leaves can be easily selected.
Therefore, the advantage of branching on a variable xi1 i2 is that it yields subproblems for which a vertex i is in the central
path (xi1 i2 = 1) or not (xi1 i2 = 0). Branching on xi1j1 variables is done only when all variables xi1 i2 are integral. In our
implementation, we choose to branch on the fractional variable whose value in the linear relaxation is closer to 0.5.
5. Computational experiments
The branch-and-cut algorithm based on the (rcStM) model was tested over the same set of mrsp instances described
in [8]. These instances are divided into two classes. The first class in the benchmark contains 124 instances adapted from
the tsplib 2.1 [11]. The edge costs from the original tsp instances were modified as follows. Let cij be the distance between
vertices i and j in the tsp instance. The two costs assigned to edge (i, j) in themrsp instance are given by: cℓij = ⌈(10−α)cij⌉
and cpij = ⌈αcij⌉ for α ∈ {3, 5, 7, 9}. Notice that, for higher values of α, the optimal solutions are expected to have many
leaves while, for lower values, most vertices are likely to be in the ring. The second class of instances, named euclidean, is
composed by 280 randomized instances with 50–200 vertices and costs defined as in class tsplib. Ten graph instances were
generated for each combination of graph size and α values.
We executed two types of experiments. In the first one,we solved themrsp directly over the instances described above. In
the second one, the instances were interpreted as inputs for themscp. In the latter case, we applied the reduction presented
in Section 2 in order to solve the mscp by means of the algorithms designed for the mrsp.
Our programs were coded in C++ and compiled with version v4.24 of the Linux/GNU compiler. We used xpress version
2008A.1, optimizer version 19.00.04 as the linear programming solver. All experiments were performed on an Intel Core2
Quadmachinewith 2.83 GHz and 8 GB of RAM. It is worth noting that, althoughwe had amulti-processor computer at hand,
only one processor was used in our tests. Also, we should mention that the processing time of each run was limited to two
hours.
Beforewe discuss the results obtained in the experiments, we define twomeasures that are used in our analysis. Consider
an instance of the mrsp. The first measure is called the gap ratio and is given by rt = (ubr − opt)/opt, where ubr and opt
denote, respectively, the upper bound computed by grasp and the optimum for this instance. The second measure is called
the relative gap and is computed as g = (ub− lbr)/lbr , where ub and lbr denote, respectively, the best known upper bound
and the value of the objective function after the last linear relaxation is solved at the root node of the search tree.
Minimum ring-star problem
In that first experiment, we analyzed the performance of our branch-and-cut code based on the (rcStM) model for
the mrsp, which we name bc-rs. The results obtained by this new algorithm are compared with those reported in [8]
for the branch-and-cut code of Labbé et al., here denoted by bc-llmg. In assessing the quality of our implementation, we
compare the computation times of the two codes. For fairness, we should bring the reader’s attention to the fact that the
two experiments were carried out on distinct computational environments. In an attempt to cope with this drawback, the
processing times reported for the bc-llmg codeweremultiplied by a factor of 1/3.26which corresponds to the ratio between
the clocks of the machines on which the two experiments were ran. As an example, in this comparison we considered that
the time spent by the bc-llmg code to compute instance kroA 100 (α = 5) was 26.38 = (1/3.26) × 86 s, where 86 is the
time reported for this instance in [8].
The computational results for instances of the class tsplib solved by bc-rs within the specified time limit are reported
in Tables 1 and 2. The first four columns display, for each instance in the benchmark, the name, the α value, the optimal
solution of the mrsp, and the percentage of vertices presented in the optimal ring, respectively. The next column gives the
upper bound computed by the grasp method. The next three columns display, respectively, the lower bound given by the
linear relaxation computed at the root node of the search tree, the number of nodes evaluated by the enumeration, and
the cpu time (in seconds) for proving the optimal solution provided by the branch-and-cut algorithm based on the (rcStM)
model. The last columns give the same information for the bc-llmg code. A missing entry in the columns containing the cpu
times indicates that the problem could not be solved within the prescribed time limit.
The results show that the solutions provided by the graspmethod for themrsp are usually very close to be optimal ones.
In fact, in 60 instances (out of 124) an optimum solution was found by grasp. Furthermore, the heuristic achieved average
and maximum percentage gap ratios (rt) of only 0.29% and 2.65%, respectively.
One can notice that the linear relaxation bounds of both the branch-and-cut algorithms are very close to each other. In
fact, 64 instances have precisely the same initial bound. Despite the theoretical result in Theorem 2, the initial lower bounds
achieved in [8] were stronger in 53 instances compared to the (rcStM) formulation. This behavior could be explained by
the stronger heuristic procedure used in bc-llmg to look for violated 2-matching inequalities. As an example, in instance
d 198 (α = 5) our method could find only 41 violated 2-matching cuts while, for the same instance, bc-llmg found 7424.
This explanation is reinforced when we consider only the 40 instances where both algorithms were unable to find violated
2-matching cuts. In such cases, the branch-and-cut algorithmbased on the (rcStM)model always yielded dual boundswhich
were better (4 instances) or equal to those obtained by bc-llmg.
Table 3 exhibits the total number of mrsp instances solved by each branch-and-cut code in the tsplib class and also the
number of those instances inwhich each code ran faster. The results are gathered according to theα values and show that the
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Table 1
Instances of class tsplib solved by bc-rswithin the time limit.
Prob α opt ring% ubr bc-rs bc-llmg
lp nn t (s) lp nn t(s)
berlin 52 3 22626 100.00 22626 22626.00 1 0.36 22626.00 1 0.31
berlin 52 5 36115 78.85 36115 36115.00 1 0.43 36115.00 1 1.23
berlin 52 7 37376 46.15 37376 37376.00 1 0.70 37376.00 1 1.84
berlin 52 9 20361 9.62 20361 20361.00 1 1.02 20361.00 1 3.68
bier 127 3 354846 100.00 357489 353991.13 25 36.29 354278.25 29 45.09
bier 127 5 539955 76.38 544150 539743.85 13 36.37 539955.00 3 65.03
bier 127 7 567110 44.09 568078 567071.56 3 19.46 567053.29 5 132.21
bier 127 9 347845 14.96 347845 347845.00 1 235.03 347845.00 1 678.53
brazil 58 3 76185 100.00 76185 76185.00 1 0.69 76185.00 1 0.61
brazil 58 5 115045 68.97 115045 115045.00 1 0.97 115045.00 1 4.29
brazil 58 7 126807 48.28 126807 126807.00 1 1.28 126807.00 1 3.68
brazil 58 9 83690 15.52 83690 83690.00 1 2.37 83690.00 1 8.59
ch 130 3 18330 100.00 18522 18291.63 355 111.48 18302.51 21 38.96
ch 130 5 28790 83.08 28835 28742.10 31 159.29 28790.00 1 48.47
ch 130 7 32707 47.69 32755 32588.06 27 47.00 32589.25 15 209.82
ch 130 9 23639 16.15 23639 23639.00 1 42.46 23639.00 1 403.68
ch 150 3 19584 100.00 19854 19508.15 569 1009.42 19542.87 35 94.17
ch 150 5 31170 77.33 31380 31137.62 11 78.74 31163.77 3 96.63
ch 150 7 34930 48.00 35156 34925.57 3 30.38 34926.51 3 172.09
ch 150 9 26371 18.67 26371 26371.00 1 535.91 26371.00 1 997.55
d 198 3 47340 100.00 47781 47205.20 779 3919.00 47216.92 65 476.69
d 198 5 76945 79.80 77275 76865.16 25 1239.74 76898.83 5 1331.29
d 198 7 94300 51.01 94376 94175.60 173 1631.46 94177.41 59 2005.83
d 198 9 96088 19.19 96101 96088.00 1 5375.00 94315.90 1 –
eil 101 3 1887 100.00 1911 1882.60 191 55.16 1883.98 19 14.11
eil 101 5 2905 72.28 2915 2905.00 1 4.44 2905.00 1 9.51
eil 101 7 2926 38.61 2926 2923.29 5 11.74 2923.95 7 73.62
eil 101 9 1955 17.82 1955 1955.00 1 27.29 1955.00 1 152.76
eil 51 3 1278 100.00 1299 1274.35 14 1.21 1278.00 3 0.61
eil 51 5 1995 74.51 2005 1995.00 1 0.34 1995.00 1 0.31
eil 51 7 2113 33.33 2113 2113.00 1 0.70 2113.00 1 3.07
eil 51 9 1244 11.76 1244 1244.00 1 0.37 1244.00 1 3.07
eil 76 3 1614 100.00 1653 1614.00 9 1.95 1614.00 1 1.53
eil 76 5 2460 73.68 2460 2457.56 5 2.41 2458.03 5 6.44
eil 76 7 2504 42.11 2504 2504.00 1 1.90 2504.00 1 11.35
eil 76 9 1710 15.79 1710 1710.00 1 9.51 1710.00 1 45.40
gr 120 3 20826 100.00 21129 20759.37 229 151.35 20809.34 0 18.71
gr 120 5 31480 75.83 31670 31480.00 1 15.87 31480.00 1 48.47
gr 120 7 32301 41.67 32301 32301.00 1 7.70 32301.00 1 61.04
gr 120 9 24322 22.50 24458 24322.00 1 87.86 24322.00 1 212.88
kroA 100 3 63846 100.00 63846 63493.03 191 60.33 63718.31 11 11.35
kroA 100 5 100785 80.00 100785 100546.58 93 24.04 100563.27 3 26.38
kroA 100 7 115388 55.00 115388 115388.00 1 3.81 115388.00 1 23.31
kroA 100 9 94265 21.00 94265 94265.00 1 64.95 94265.00 1 109.51
kroA 150 3 79572 100.00 80358 79013.40 1891 6826.90 79166.18 115 314.42
kroA 150 5 125435 80.67 126040 125435.00 1 31.10 125435.00 1 68.71
kroA 150 7 140961 48.67 140961 140622.07 9 64.61 140622.69 5 167.18
kroA 150 9 113080 19.33 113080 113080.00 1 579.09 113080.00 1 839.26
kroA 200 7 158227 49.00 158374 157951.33 39 640.41 157958.01 37 1676.38
kroA 200 9 122594 19.00 122594 122594.00 1 362.23 121124.68 1 –
kroB 100 3 66423 100.00 66792 65784.10 591 131.29 66090.89 39 30.06
kroB 100 5 104550 77.00 104570 104333.83 5 8.69 104550.00 1 17.48
kroB 100 7 118111 46.00 118259 118111.00 1 2.93 118111.00 1 23.62
kroB 100 9 93938 16.00 93938 93938.00 1 118.33 93938.00 1 139.26
kroB 150 3 78390 100.00 78675 77481.15 3707 6477.00 78005.89 65 194.17
kroB 150 7 135382 50.67 135382 135382.00 1 11.54 135382.00 1 129.14
kroB 150 9 108885 18.67 108885 108885.00 1 132.32 108885.00 1 798.16
kroB 200 5 138905 77.00 139935 138495.15 403 4042.00 138807.77 7 473.62
kroB 200 7 156638 49.00 156857 156638.00 1 84.09 156638.00 1 465.95
kroB 200 9 124043 18.50 124043 124043.00 1 1735.53 121576.14 1 –
kroC 100 3 62247 100.00 62556 62026.10 33 14.31 62128.73 9 10.12
(continued on next page)
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Table 1 (continued)
Prob α opt ring% ubr bc-rs bc-llmg
lp nn t (s) lp nn t(s)
kroC 100 5 99065 81.00 99215 99065.00 1 5.82 99065.00 1 13.80
kroC 100 7 113533 50.00 113533 113533.00 1 4.06 113533.00 1 20.55
kroC 100 9 92894 23.00 92894 92894.00 1 38.51 92894.00 1 130.37
Table 2
Instances of class tsplib solved by bc-rswithin the time limit (cont’d).
Prob α opt ring% ubr bc-rs bc-llmg
lp nn t (s) lp nn t(s)
kroD 100 3 63882 100.00 64356 63635.60 123 38.67 63805.34 5 9.82
kroD 100 5 101645 82.00 102490 101645.00 1 5.45 101645.00 1 11.66
kroD 100 7 116849 47.00 116924 116774.05 3 7.12 116778.89 3 33.74
kroD 100 9 92102 23.00 92102 92102.00 1 101.02 92102.00 1 128.22
kroE 100 3 66204 100.00 66318 65584.60 547 206.13 65727.33 41 31.9
kroE 100 5 104915 77.00 105155 104175.91 51 86.23 104852.05 11 34.97
kroE 100 7 116471 51.00 116471 116471.00 1 4.42 116471.00 1 20.25
kroE 100 9 96116 20.00 96116 96116.00 1 172.67 96116.00 1 154.91
lin 105 3 43137 100.00 43137 43111.61 5 5.89 43137.00 1 6.44
lin 105 5 69365 80.95 69365 69365.00 1 4.38 69365.00 1 13.19
lin 105 7 83597 53.33 83597 83597.00 1 7.86 83597.00 1 30.06
lin 105 9 69920 31.43 69920 69920.00 1 207.69 69920.00 1 138.04
pr 107 3 132909 100.00 132909 132909.00 1 3.26 132909.00 1 7.06
pr 107 5 210465 68.22 210565 210465.00 1 5.04 210465.00 1 15.34
pr 107 7 259571 42.99 259571 259571.00 1 10.29 259571.00 1 34.36
pr 107 9 264918 26.17 264918 264918.00 1 93.28 264918.00 1 124.23
pr 124 3 177090 100.00 177228 174930.13 93 87.64 175000.34 195 230.67
pr 124 5 286115 90.32 287265 285500.11 13 30.81 285514.16 17 73.01
pr 124 7 358853 66.94 359095 358853.00 1 11.53 358853.00 1 63.50
pr 124 9 340153 39.52 340153 340153.00 1 115.46 340153.00 1 296.01
pr 136 3 290316 100.00 294960 288449.39 3171 4169.00 288719.26 147 277.30
pr 136 5 468520 86.76 471055 468520.00 1 17.30 468520.00 1 43.87
pr 136 7 491981 43.38 493279 491981.00 1 8.96 491981.00 1 110.74
pr 136 9 387327 25.74 387327 387327.00 1 288.41 387327.00 1 470.25
pr 144 3 175611 100.00 175770 174802.90 135 83.71 175312.46 21 47.55
pr 144 7 383041 63.89 383041 383041.00 1 122.78 383041.00 1 135.58
pr 144 9 366833 23.61 366833 366833.00 1 55.77 366833.00 1 473.62
pr 152 3 221046 100.00 221046 219683.40 287 627.15 219962.87 45 178.53
pr 152 9 475440 21.05 475542 475440.00 1 409.14 475440.00 1 961.66
pr 76 3 324477 100.00 324702 317975.33 7111 581.98 319901.87 727 324.85
pr 76 5 500395 80.26 500395 496781.85 243 47.86 498693.66 71 45.09
pr 76 7 555845 53.95 555845 553003.86 69 26.00 554746.28 13 34.97
pr 76 9 424359 17.11 424359 424359.00 1 37.75 424359.00 1 56.44
rat 195 5 11320 84.62 11620 11288.17 559 4892.00 11310.94 11 227.30
rat 195 7 12319 40.00 12371 12319.00 1 118.09 12319.00 1 633.44
rat 195 9 8977 16.92 8982 8977.00 1 1000.12 8851.03 1 –
rat 99 3 3633 100.00 3651 3625.22 59 21.06 3629.00 13 11.66
rat 99 5 5885 89.90 5945 5885.00 1 8.04 5885.00 1 10.74
rat 99 7 6436 42.42 6436 6436.00 1 6.33 6436.00 1 24.54
rat 99 9 5150 21.21 5150 5150.00 1 204.19 5150.00 1 134.66
rd1 00 3 23730 100.00 23832 23704.10 5 6.23 23730.00 1 4.91
rd1 00 5 37975 76.00 37975 37865.08 7 17.74 37925.63 5 30.67
rd1 00 7 40915 44.00 40915 40915.00 1 7.29 40915.00 1 34.66
rd1 00 9 31776 21.00 31776 31776.00 1 18.13 31776.00 1 129.14
st 70 3 2025 100.00 2037 2019.82 39 5.23 2020.95 11 3.99
st 70 5 3110 78.57 3110 3105.05 3 2.77 3105.02 3 7.36
st 70 7 3402 42.86 3402 3402.00 1 1.44 3402.00 1 6.13
st 70 9 2610 25.71 2610 2610.00 1 6.10 2610.00 1 21.47
u 159 3 126240 100.00 127248 125910.76 175 162.83 125987.52 7 45.09
u 159 5 204250 84.28 205775 203681.80 27 564.91 204188.73 7 168.10
u 159 7 235221 55.97 235348 235221.00 1 130.48 235221.00 1 173.01
u 159 9 199552 25.79 199552 199552.00 1 456.00 199552.00 1 1101.23
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Table 3
Number ofmrsp instances solved (solved faster) in the class tsplib gathered
by α values.
Code α Total
3 5 7 9
Solved bc-rs 28 27 30 31 116
bc-llmg 30 29 30 27 116
Faster bc-rs 4 20 30 28 82
bc-llmg 26 9 0 3 38
Table 4
Bounds for unsolved mrsp instances in the tsplib class.
Prob α opt ring% bc-rs bc-llmg
lb ub lb ub
kroA 200 3 88104 100.00 87342.20 88104 87692.89 93699
kroA 200 5 138885 74.00 138248.90 139520 138676.67 138885
kroB 150 5 122875 79.33 121810.12 122875 122875.00 122875
kroB 200 3 88311 100.00 87850.95 88377 88311.00 88311
pr 144 5 290945 94.44 289294.30 290945 290945.00 290945
pr 152 5 ? 87.50 360552.64 364990 361296.88 376155
pr 152 7 ? 51.32 458400.09 467024 459185.26 475052
rat 195 3 6969 100.00 6900.95 6969 6969.00 6969
bc-rs code had poor performances when dealing with instances whose optimal solutions contain a large number of vertices
in the ring structure (α = 3). For such instances, solving the mrsp is almost equivalent to solving the tsp, because the cost
of assigning a leaf to the ring is extremely expensive. This observation can be confirmed by inspecting column ‘‘ring%’’ in
Tables 1 and 2.
The superiority of bc-rs over bc-llmg becomesmore evidentwhenwe analyze instanceswith larger value ofα and realize
that the number of instances solved faster with the newmethod increases as the α value grows. Considering only instances
with α = (5, 7, 9), the new method was far superior than the previous approach being able to solve these instances faster
in 86% of the cases. This is due to the fact that, in this case, the structure of the optimal solutions resembles that of a tree,
boosting the impact of the Steiner cuts in the improvement of the lower bounds. On the other hand, the bc-llmg code has
an opposite behavior. It performs well on instances in which the optimal ring structure is close to be a Hamiltonian cycle
and, otherwise, has difficulties to deal with instances with too many leaves in the optimal solution.
In Table 4 we report the lower and upper bounds obtained for the tsplib instances where our code has halted after
attaining the cpu time limit. A question mark entry in the opt column indicates that the optimum solution is unknown
for the corresponding instance. One can see that most of the instances that we could not solve have small α values (3 or
5). As expected, the bc-llmg performed better for these instances. However, it is worth noting that, except for instances
kroA 200 with α = 5 and kroB 200 with α = 3, our grasp heuristic found better primal solutions. This explains why the
average relative gap g over these eight unsolved instances for the bc-rs code was only 0.002% while the same value for the
bc-llmg code was 0.018%, nine times larger.
In Table 5 we show the number ofmrsp instances solved to optimality by eachmethod for the euclidean class. Again, we
observe the same behavior concerning the α values that was highlighted in the previous experiments with the class tsplib.
The situation is well illustrated by the instances with 200 vertices. The bc-rs code was able to solve only 3 out of the 10
instances with α = 3, in contrast with the bc-llmg code that solved all of them. On the other hand, our code solved the
whole set of instances with α = 9 while the bc-llmg code failed to prove optimality for all these instances (within two
hours of cpu time).
Minimum spanning caterpillar problem
We now investigate the behavior of bc-rs with respect to mscp instances. The experimental results for the class tsplib
are summarized in Tables 6 and 7. The first two rows give the percentage gap ratio (rt) and the percentage relative gaps,
respectively. The number of nodes explored during the enumeration (nn) and the total time (t) spent to solve the instances
are shown too. The data are gathered by different values of α in Table 6 and instance sizes in Table 7.
The results revealed that our algorithm is capable to solve to optimality 123 out of the 124 tsplib instances with up to
200 vertices in reasonable time. All but four instances were computed in less than 30 min and the average computing time
remains below 6 min. The data displayed in the first row of Tables 6 and 7 also indicate that the upper bound attained by
grasp at the root node is very tight (0.56% of the optimum on the average). The initial linear relaxation provides very strong
dual bounds in all cases. As a matter of fact, 64 instances were solved at the root node. The strength of the linear relaxations
can also be assessed by the small number of nodes explored by enumeration. One can see that the algorithm performs better
for larger values of α, when more vertices are expected to be leaves.
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Table 5
Results obtained by bc-rs for mrsp instances in the
euclidean class.
|V | α ring% bc-rs bc-llmg
50 3 100.00 10 10
5 78.60 10 10
7 50.40 10 10
9 12.40 10 10
75 3 100.00 10 10
5 78.67 10 10
7 49.33 10 10
9 15.87 10 10
100 3 100.00 10 10
5 77.70 10 10
7 46.00 10 10
9 19.40 10 10
125 3 100.00 10 10
5 80.08 10 10
7 45.44 10 10
9 18.16 10 10
150 3 100.00 9 10
5 80.20 10 10
7 46.67 10 10
9 18.47 10 10
175 3 100.00 9 10
5 79.71 7 8
7 46.16 9 9
9 18.16 10 9
200 3 100.00 3 10
5 79.56 8 9
7 47.75 8 8
9 18.15 10 0
Table 6
Summary of computational results for the mscp gathered by α values.
All α = 3 α = 5 α = 7 α = 9
Avr Max Avr Max Avr Max Avr Max Avr
rt% 0.56 6.25 1.38 2.20 0.62 1.57 0.22 0.51 0.03
g% 0.10 0.69 0.24 0.46 0.09 0.47 0.04 0.38 0.01
nn 108.15 3644 376.35 899 51.65 25 3.32 9.00 1.26
t (s) 330.73 7200 921.10 1758.38 221.87 204.95 31.61 1684.73 148.36
Table 7
Summary of computational results for themscp gathered by instance sizes.
|V | ≤ 100 100 < |V | ≤ 200
Max Avr Max Avr
rt% 2.72 0.41 6.25 0.67
g% 0.69 0.07 0.69 0.12
nn 297 18.46 3644 172.92
t (s) 83.68 10.20 7200 562.23
Next, in Table 8 the column bc-rs displays the number of instances solved to optimality for each pair (|V |, α) for the
euclidean class of instances. The next four columns give, respectively, the average values of the gap ratio, the relative gap,
the number of nodes exploredby the enumeration and the cpu time spent. The results show that the bc-rs algorithmwas able
to prove optimality for 264 out of the 280 instances. As for the tsplib instances, better performances are achieved for higher
values of α. However, especially for small values of α, we observe a slight decline in performance as the number of vertices
in the input graph increases. For example, for |V | = 200 and α = 3, only 50% of the instances could be solved to optimality.
A direct comparison of bc-rs and bc-llmg as we did for themrsp instances is not possible here. This is because in [8] the
authors have not tested their code on mscp instances. To cope with this situation, we have implemented our own version
of the bc-llmg algorithm, denoted by bc-llmg-ours. Although we put a lot of effort to have a faithful implementation of
the original code, differences in programming style and computational environment, together with some non-disclosed
implementation details, it is reasonable to expect that the two codes have unequal performances. These differences are
particularly important when we compare running times. To avoid any bias that could favor our code, we computed a
time correcting factor (β) that reduces the computation times of bc-llmg-ours. This factor depends on the instance being
compared and is calculated as described below.
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Table 8
Results obtained by bc-rs for mscp instances in the euclidean class.
|V | α bc-rs Avr rt% Avr g% Avr nn Avr t (s)
50 3 10 0.21 0.29 37.00 2.50
5 10 0.03 0.05 5.00 1.20
7 10 0.00 0.00 1.00 0.90
9 10 0.00 0.00 1.00 0.60
75 3 10 0.65 0.17 32.40 9.90
5 10 0.69 0.09 110.40 23.30
7 10 0.05 0.00 1.00 3.00
9 10 0.02 0.00 1.00 2.40
100 3 10 1.32 0.14 48.80 34.60
5 10 0.77 0.04 3.60 17.30
7 10 0.25 0.04 1.80 9.10
9 10 0.00 0.00 1.00 11.40
125 3 10 1.54 0.19 387.20 896.10
5 10 0.75 0.11 16.60 100.80
7 10 0.35 0.08 7.80 54.30
9 10 0.05 0.00 1.00 50.20
150 3 9 2.27 0.33 1273.00 2527.10
5 10 1.40 0.19 112.40 987.50
7 10 0.51 0.01 2.00 47.70
9 10 0.24 0.00 1.00 106.70
175 3 6 2.65 0.29 917.20 4118.80
5 9 1.61 0.19 651.40 2486.80
7 10 0.58 0.10 30.20 434.50
9 10 0.18 0.01 1.20 313.40
200 3 5 3.14 0.32 692.90 4436.10
5 7 1.84 0.12 201.30 2875.60
7 8 0.77 0.15 54.30 1967.40
9 10 0.26 0.01 1.40 592.90
Table 9
Comparison between bc-rs and bc-llmg-ours. Summary of the results for the mscp instances in the tsplib class.
Code # Unsolved instances Total time (s) # Instances solved faster
bc-rs 1 41009.93 70
bc-llmg-ours 5 44137.36 54
First notice that eachmscp instance in our benchmark is an adaptation of amrsp instance where an extra vertex is added
to the graph as explained in Section 2. Let us denote by Imscp the mscp instance and by Imrsp the original mrsp instance.
Moreover, let tbc-llmg and tRSbc-llmg-ours be, respectively, the time reported in [8] and the time spent by bc-llmg-ours to solve
Imrsp. Then, the time correcting factor for instance Imscp is given by:
β = min

1,
tbc-llmg
3.26× tRSbc-llmg-ours

. (26)
The rationale behind this computation is the following. Recall that the term 3.26 × tRSbc-llmg-ours is a corrected time value,
coping with hardware differences. Besides, the fraction between tbc-llmg and this corrected time value is a performance ratio
between different implementations of the same algorithm. Finally, theminimum is introduced in the formula to ensure that
no boost is given to the performances of the new implementation.
We are now ready to present our comparative analysis between bc-llmg-ours and bc-rs. The results obtained by the two
algorithms are summarized in Table 9. The total time reported for bc-llmg-ours was computed using the time correcting
factor discussed above. Even after adjusting the running times, the total time spent by bc-rs to solve the entire benchmark
was smaller than that of bc-llmg-ours. Moreover, bc-rs solved four more instances to optimality and was faster than
bc-llmg-ours in 70 cases. The better performance of bc-rs over bc-llmg-ours can be further appreciated by inspecting
the data in Table 10 where the results are gathered by α values. Likewise in the mrsp case, we observe that bc-rs is more
suitable for instances with larger values of α than bc-llmg-ourswhich, in turn, performs better as α decreases.
6. Concluding remarks
In this paper we proposed a new integer programming formulation and implemented a branch-and-cut algorithm, called
bc-rs, for the minimum ring-star problem (mrsp). Our work is based on a reduction of the mrsp to a minimum Steiner
arborescence problem defined over a layered graph and having side constraints. On the theoretical side, we proved that
the dual bound generated by this new formulation is never dominated by the one obtained using the formulation given
in [8]. Also, we show that the minimum spanning caterpillar problem (mscp) can be seen as a special case of the mrsp and,
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Table 10
Comparison between bc-rs and bc-llmg-ours. Summary of the results
for mscp instances in the tsplib class gathered by α.
Code α
3 5 7 9
Faster bc-rs 1 12 26 31
bc-llmg-ours 30 19 5 0
therefore, can be handled by bc-rs too. On the computational side, experiments were carried out on 404 random and non-
randommrsp instances taken from the literature, 124 ofwhich belong to the tsplib class and the remainder to the euclidean
class. Each of these instances were also adapted to be used as an input for the mscp.
Relative to the mrsp instances, the results of bc-rs, were compared to those reported for an early branch-and-cut
algorithm proposed in [8] and denoted here by bc-llmg. For instances where the ring costs are high relative to the
assignment costs, bc-rs largely outperformed bc-llmg. This situation becomes even more evident when we restrict our
attention to those graphs whose optimal solution contains less than 30% of the vertices in the ring (α = 9), where bc-rs
solved all the 101 instances while bc-llmg only managed to solve 86.
Regarding the mscp instances, bc-rs was able to solve 96% of the benchmark instances (99% of the tsplib class and 94%
of the euclidean class). The hardest instances for the algorithm were those where the path costs are small when compared
to the assignment costs (low α values). In addition, instances with up to 200 vertices were solved to optimality within a
2 h time limit on a standard desktop pc. These instances were not tested in [8] and, to make the comparison of bc-rs with
bc-llmg in themscp case possible, we did our own implementation of the latter, whichwe named bc-llmg-ours. The results
obtained by the two algorithms for the mscp instances showed again that bc-rs is the best algorithm available, noticeably
for instances having larger ring costs.
Future works to improve the performance of our algorithm include the identification of new families of cuts that
could strengthen the linear relaxation of the reinforced constrained Steiner model (rcStM). We also foresee that some
improvement may be obtained in a short term through a better implementation of the heuristic responsible for the
separation of the 2-matching inequalities. Potentially, this could reduce or even eliminate any possible advantage of the
bc-llmg algorithm over the bc-rs algorithm.
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