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Abstract: We shall here discuss a new spacetime gauge-covariant Lagrangian formulation of General
Relativity by means of the Barbero-Immirzi SU(2)-connection on spacetime. To the best of our knowledge
the Lagrangian based on SU(2) spacetime fields seems to appear here for the first time.
1. Introduction
In a previous paper of ours [1] we introduced new gauge-covariant spacetime variables that
are suited to provide a spacetime interpretation of the Barbero-Immirzi SU(2)-connection (BI
connection) that, in turn, enters the formulation of Loop Quantum Gravity (LQG).
We shall here discuss the classical dynamics of General Relativity (GR) in terms of these new
spacetime variables introduced in [2] and [1].
The main idea is very simple: we shall pull-back Holst’s action in the new variables and then
restrict it to a spacelike hypersurface S ⊂ M to obtain the constraint equations; see [3] for
theoretical motivations.
The new Holst’s Lagrangian is a functional of the spacetime fundamental fields (eµa , A
i
µ,K
i
µ).
These fields have to be considered as being independent. We shall call this Lagrangian the
Barbero-Immirzi-Holst (BIH) Lagrangian.
Field equations of the BIH action will provide manifestly gauge-covariant equations that are
in fact equivalent to the field equations of Holst action (though directly written in terms of the
spacetime BI connection), which are in turn equivalent to standard GR equations.
By projecting onto a hypersurface S ⊂M field equations split into some evolution equations,
some constraint equations (that are in fact the starting point for LQG; see [3], [4], [5]) and
some further (algebraic) constraint equations which determine the K field as a function of the
(densitized) triad EAi and the BI connection A
i
A.
Although the general relation with the Hamiltonian multisymplectic framework will be in-
vestigated elsewhere it must be noticed here that the equations obtained by projection of the
Lagrange equations on a hypersurface S ⊂ M actually coincide for GR with the Hamiltonian
constraints (see [3]).
This derivation is quite simple from the conceptual and computational viewpoint. Moreover, it
is quite useful to discuss on the Lagrangian side the gauge properties of the model together with
its relations to other equivalent frameworks, such as the Dirac-Bergman Hamiltonian reduction.
† Unite´ mixte de recherche (UMR 6207) du CNRS et des Universite´s de Provence (Aix-Marseille I), de la Me´diterrane´e (Aix-Marseille
II) et du Sud (Toulon-Var); laboratoire affilie´ a` la FRUMAM (FR 2291).
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2. Notation
We shall here briefly recall the notation introduced [1] and adapt to the present case the
results developed in [2] for the selfdual case.
Let M be an orientable connected and paracompact manifold of dimension m = 4. Let us
fix either the Euclidean (or the Lorentzian) signature η = (4, 0) (or η = (3, 1), respectively).
For later convenience, we shall introduce a signature dependent quantity σ, being σ = 1 in the
Euclidean signature and σ = i in the Lorentzian one.
The spacetime manifold is assumed to allow global η-metrics and spin structures of the relevant
signature. This is equivalent to require the first and second Stiefel-Whitney classes of M to
vanish, which in turn implies that the third Stiefel-Whitney class vanishes as well; see [6] and
[7].
The group Spin(4) is known to be canonically isomorphic to SU(2) × SU(2). The first SU(2)
factor is called the selfdual part of the spin group, while the second factor is the antiselfdual
part; the projection on the first factor is p+ : Spin(4)→ SU(2).
We also introduce a group homomorphism ι : SU(2) → Spin(η); in the Euclidean case the
group homomorphism ι : SU(2) → Spin(4) is defined as ι(S) = (S, S), where the isomorphism
Spin(4) ≃ SU(2)×SU(2) has been understood. In the Lorentzian case the spin group Spin(3, 1)
is canonically isomorphic to SL(2,C), which is the “complexified” version of SU(2); in this case
the group homomorphism ι : SU(2)→ Spin(3, 1) exhibits SU(2) as a real section of SL(2,C).
Let us choose a Spin(η)-principal bundle P over M such that global spin frames exist; see
[8]. We stress that this is considerably less than asking M to be parallelizable (namely, to
allow global sections of the general bundle L(M) of frames, or, equivalently, the tangent bundle
TM to be trivial). For example, one can define this structure on all spheres despite the even
dimensional spheres are not parallelizable.
The vanishing of the third Stiefel-Whitney class implies (see [6] and [7]) the existence of a
SU(2)-reduction, namely of a SU(2)-principal bundle +P together with a principal morphism
relative to the group morphism ι : SU(2)→ Spin(η)
+P P
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(2.1)
A local trivialization (also known as a local gauge) of +P amounts to fixing a local section
σ(α) : Uα ⊂ M →
+P on a chart domain Uα. Using the reduction (2.1) a local trivialization
of +P induces a local trivialization σˆ(α) of P . By construction, two local trivializations on +P
are mapped one into the other by a SU(2)-gauge transformation σ(β) = σ(α) · ϕ(αβ)(x) where
ϕ(αβ)(x) ∈ SU(2). The same happens on P , namely, σˆ(β) = σˆ(α) · ι
(
ϕ(αβ)(x)
)
Hence P allows,
by construction, a trivialization with transition functions with values in SU(2) →֒ Spin(η). For
future convenience, we shall use on P only this sort of reduced trivializations.
The standard Holst’s fields are a spin tetrad eµa and a spin connection θ
ab
µ . The spin frame e
µ
a
is a global section of the bundle Pλ associated to P × L(M) by means of the following action
2
of the group GL(4)× Spin(η) on GL(4) (which has here to be considered as a manifold)
λ : GL(4)× Spin(η) ×GL(4)→ GL(4) : (J, S, e) 7→ J · e · ℓ(S−1) (2.2)
where ℓ : Spin(η) → SO(η) is the covering map exhibiting the spin group as a double covering
of the relevant orthogonal group. The spin frame bundle Pλ has local coordinates (x
µ, eµa) and,
by construction, it is assumed to allow global sections (also whenM is non-parallelizable). This
framework is equivalent to the one dealing with soldering forms; see [2] or [8] for details.
We can then replace the spin connection θabµ with the new variables{
Aiµ =
1
2ǫ
i
jk θ
jk
µ + γθ
0i
µ
K iµ = θ
0i
µ
γ ∈ R− {0} (2.3)
As discussed in [1], Aiµ is a SU(2)-connection on
+P while K iµ is a su(2)-valued 1-form on
+P .
We shall call Aiµ the (spacetime) BI connection and K
i
µ the extrinsic (spacetime) field. Both
fields live on a bundle associated to +P and are hence SU(2)-objects.
3. BIH Lagrangian
The standard Holst’s Lagrangian (see [9], [10]) reads as
Lγ(j
1θ, e) = 14κR
ab ∧ ec ∧ edǫabcd +
1
2κγR
ab ∧ ea ∧ eb (3.1)
where Rab denotes the curvature 2-form of the spin connection θabµ . Let us denote by ∇ the
covariant derivative with respect to the connection Ai.
By using the transformation (2.3) it is easy to prove that:{
R0i = 2
(
∇K i + γǫijkK
j ∧Kk
)
= 2∇˜K i
Rij = ǫijkF
k − 2γǫijk∇K
k − 2(σ2 + γ2)K i ∧Kj
(3.2)
where ∇˜ denotes the covariant derivative with respect to the connection A− γK.
We can now use (3.2) to pull-back the Lagrangian (3.1) along the new variables (2.3) to obtain
Lγ(e, j
1A, j1K) =− 14κγ
(
8(σ2 − γ2)∇K i ∧ ei ∧ e
0 + 4γ(σ2 − γ2)ǫijkK
i ∧Kj ∧ ek ∧ e0+
+ 4γF k ∧ ek ∧ e
0 − 2ǫijkF
i ∧ ej ∧ ek − 4(σ2 − γ2)K i ∧ ei ∧K
j ∧ ej
) (3.3)
(here j1 refers to the first order jet prolongations, simply meaning that the Lagrangian depends
on the fields (Aiµ,K
i
µ) together with their first derivatives). We stress that at this level the fields
(eµa , A
i
µ,K
i
µ) have to be considered as independent fields. By varying the Lagrangian (3.3) we
obtain field equations under the form

de0 ∧ ei +K
j ∧ ej ∧ ei = γǫijkK
j ∧ ek ∧ e0 +∇ei ∧ e
0
γde0 ∧ ek + ǫijk∇e
i ∧ ej = γ∇ek ∧ e
0 − (σ2 − γ2)ǫijkK
i ∧ ei ∧ e
0
F k ∧ ek + (σ
2 − γ2)ǫijkK
i ∧Kj ∧ ek + 2 σ
2−γ2
γ
∇K i ∧ ei = 0
2(σ2 − γ2)K i ∧ ei ∧K
k + ǫkijF
i ∧ ej + (σ2 − γ2)∇Kk ∧ e0+
+ γ(σ2 − γ2)ǫkijK
i ∧Kj ∧ e0 + γF k ∧ e0 = 0
(3.4)
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These field equations are obtained by varying the Lagrangian Lγ with respect to the fields
(K iµ, A
i
µ, e
µ
0 , e
µ
k), respectively.
One can easily check that these field equations are equivalent to the field equations of the
standard Holst’s Lagrangian (3.1), as expected; see Appendix A.
4. Hamiltonian Framework
Let us now fix a (spacelike) hypersurface S ⊂ M . We stress that we are fixing a single
hypersurface, not a foliation. Let us choose coordinates kA on S so that the canonical injection
is locally expressed by i : S →M : k 7→ x(k).
The structure bundles (2.1) can be pulled-back (i.e. restricted) to S obtaining:
+P P
+Σ Σ
M M
S S
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(4.1)
The bundles +Σ and Σ are SU(2) and Spin(η) bundles, respectively.
As shown in [2] by techniques adapted to the case of BI connection (see Appendix B) the spin
tetrad eµa canonically determines a spin triad ǫ
A
i on S together with a vector u normal to S. Of
course one has the identities
uµu
µ = σ2 uµe
µ
i = 0 uµ∂ax
µ = 0 (4.2)
that express the fact that u is orthogonal to S and it is unitary (and timelike in the Lorentzian
case) with respect to the metric induced by the frame itself.
Notice that the frame eµa is expressed by 4× 4 = 16 functions. The spin triad ǫ
A
i is expressed
by 3 × 3 = 9 functions, u is expressed by 4 functions. As shown in [2], the reduction on S is
achieved by canonically determining (out of the frame and the hypersurface S) an antiselfdual
transformation, which is expressed by other 3 = dimSU(2) functions. Thus the new variables
are again described by 9+4+3 = 16 functions (though 3 of them—namely, the ones connected
to the antiselfdual transformation— are canonically fixed as a functions of the others once S is
fixed; for this reason they will be systematically dropped below).
The BI connection Aiµ induces two fields on S, namely
{
AiA = A
i
µ∂Ax
µ
A˜i = Aiµu
µ
(4.3)
Similarly, the extrinsic field induces
{
K iA = K
i
µ∂Ax
µ
K˜ i = Aiµu
µ
(4.4)
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The field AiA is a SU(2)-connection on
+Σ while K iA is a su(2)-valued 1-form on
+Σ. The fields
(A˜i, K˜ i) are su(2)-valued scalar fields on +Σ.
Notice that the original spin connection θabµ is expressed by 6 × 4 = 24 functions. Similarly,
Aiµ and K
i
µ are in fact 3× 4 = 12 functions each. Once projected on S we still have 3× 3 = 9
functions for AiA, 3 functions for A˜
i, 3× 3 = 9 functions for K iA, 3 functions for K˜
i, thus again
9 + 3 + 9 + 3 = 24 functions. Preserving the number of independent quantities is of course
necessary for any change of variables in the space of fields.
We are now going to project the field equations (3.4) onto S, i.e. writing them in terms of the
fields (ǫiA, A
i
A, A˜
i,K iA, K˜
i); see Appendix C for technicalities. We shall systematically split each
equation into its component parallel to S (by multiplying it by ǫABC∂Ax
µ∂Bx
ν∂Cx
ρ) and into
its component orthogonal to S (by multiplying it by ǫABCuµ∂Bx
ν∂Cx
ρ).
Equation for δK iµ
Let us project the equation
de0 ∧ ei +K
j ∧ ej ∧ ei = γǫijkK
j ∧ ek ∧ e0 +∇ei ∧ e
0 (4.5)
The part parallel to S is:
ǫABC
(
ǫiAdBuC +K
j
AǫjBǫ
i
C
)
= 0 (4.6)
Now using equation (C.5) and multiplying by ǫEFDǫ
D
i we obtain the equation
K
j
[AǫjB] = 0 (4.7)
We remark that this is a consequence of spacetime field equations of the model under con-
sideration and it is an algebraic relation between quantities defined on S. We shall refer this
sort of equations as constraints, in opposition to evolution equations which will appear later.
Hereafter, we shall be particularly interested in constraint equations; see [3].
The part orthogonal to S is
ǫi[AdB]u0 + K˜
jǫj[Aǫ
i
B] =σ
2∇[Aǫ
i
B] + σ
2γǫijkK
j
[AK
k
B] ⇒
ǫABC
(
2ǫiAd[Bu0] + K˜
jǫjAǫ
i
B − σ
2
A−γK
∇ Aǫ
i
B
)
= 0 ⇒
2ǫDBCd[Bu0] + ǫ
ADCK˜jǫjA − σ
2ǫABCǫDi
A−γK
∇ Aǫ
i
B = 0
(4.8)
We stress that we used above the expression d[Bu0] in place of ∂Bx
µd[µe
0
ν]u
ν . As usual [·, ·]
denotes antisymmetrization of homologous indices. Hereafter we shall set Γ = A− γK.
Equations (4.8) are 9 equations. Notice that the evolution part of these equations (namely,
2ǫDBCd[Bu0]) enters through the antisymmetric part in [CD]. Let us thus split these 9 equations
into the symmetric (6 equations) and antisymmetric (3 equations) part.
The antisymmetric part is:
2ǫADCd[Au0] − ǫ
ADCK˜jǫjA + σ
2ǫ
AB[C
ǫ
D]
i
Γ
∇Aǫ
i
B = 0 (4.9)
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The symmetric part is:
ǫ
AB(C
ǫ
D)
i
Γ
∇Aǫ
i
B = 0 (4.10)
Notice that these are 6 further constraint equations, while equation (4.9) is not. We remark
how the original 12 equations (4.5) have been split into 9 constraint equations (4.7) and (4.10)
and 3 evolution equations (4.9) .
Equation for δAiµ
Let us project the equation
γde0 ∧ ek + ǫijk∇e
i ∧ ej = γ∇ek ∧ e
0 − (σ2 − γ2)ǫijkK
i ∧ ei ∧ e
0 (4.11)
The part parallel to S is
ǫABC
(
γdAuBǫ
k
C + ǫ
k
ij∇Aǫ
i
Bǫ
j
C
)
= 0 ⇒
ǫABCǫkij∇Aǫ
i
Bǫ
j
C = ǫ
ABCǫǫDECǫ
D
i ǫ
E
j ∇Aǫ
i
B = 2ǫǫ
[A
i ǫ
B]
j ∇Aǫ
i
B = 0 ⇒
ǫǫAi ǫ
B
j ∇Aǫ
i
B − ǫǫ
B
i ǫ
A
j ∇Aǫ
i
B = 0 ⇒ ǫ∇Aǫ
A
i ǫ
i
C + ǫǫ
A
i ∇Cǫ
i
A = 0 ⇒
ǫ∇Aǫ
A
i ǫ
i
C +∇Cǫ = 0 ⇒ ǫ∇Aǫ
A
i + (∇Aǫ)ǫ
A
i = 0 ⇒ ∇AE
A
i = 0
(4.12)
where we set ǫ := detǫiA and E
A
i := ǫǫ
A
i .
This constraint condition can be also expressed in the following form:
ǫABC∇Aǫ
[i
Bǫ
j]
C = 0 ⇒ ǫ
AB[C
ǫ
D]
i ∇Aǫ
i
B = 0 ⇒
ǫ
AB[C
ǫ
D]
i
Γ
∇Aǫ
i
B = γǫ
AB[C
ǫ
D]
i ǫ
i
jkK
j
Aǫ
k
B = −γǫK
i
[CǫiD] = 0
(4.13)
where we used (4.7) in the last equation.
Notice that (4.10) and (4.13) together imply
ǫABCǫDi
Γ
∇Aǫ
i
B = 0 ⇒
Γ
∇[Aǫ
i
B] = 0 (4.14)
which in turn implies that Γ = A− γK is the connection Γ(ǫ) induced by the triad; see Lemma
(C.6) below.
We also remark that using this last result the evolution equation (4.9) simplifies to
2ǫADCd[Au0] = −ǫ
ADCK˜jǫjA (4.15)
The part orthogonal to S is
ǫABC
(
2γǫkAd[Bu0] − γσ
2∇Ae
k
B + 2ǫ
k
ij∇[Be
i
0]ǫ
j
A + (σ
2 − γ2)σ2ǫkijK
i
Aǫ
j
B
)
= 0 (4.16)
By subtraction equations (4.16) and (4.9) give finally
ǫABC
(
2γǫkAd[Bu0] + ǫ
k
ijK
i
Aǫ
j
B − γK˜
jǫjAǫ
k
B
)
= 0 (4.17)
which are 9 evolutionary equations.
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Equation for δe
µ
0
Let us project the equation
F k ∧ ek + (σ
2 − γ2)ǫijkK
i ∧Kj ∧ ek + 2 σ
2−γ2
γ
∇K i ∧ ei = 0 (4.18)
The part parallel to S is
ǫABC
(
F kABekC + (σ
2 − γ2)ǫijkK
i
AK
j
Bǫ
k
C + 2
σ2−γ2
γ
∇AK
i
BǫiC
)
= 0 ⇒
ǫk
ijF kABE
A
i E
B
j + 2(σ
2 − γ2)K
[i
AK
j]
BE
A
i E
B
j + 2
σ2−γ2
γ
∇AK
k
BEkCǫ
ABC = 0
(4.19)
Then by Lemma (C.9) we obtain
ǫk
ijF kABE
A
i E
B
j − 2(σ
2 − γ2)K
[i
AK
j]
BE
A
i E
B
j = 0 (4.20)
The part orthogonal to S is
ǫABC
(
2F kAekB + 2(σ
2 − γ2)ǫijkK˜
iK
j
Aǫ
k
B + 4
σ2−γ2
γ
∇[BK
i
0]ǫiA
)
= 0 (4.21)
which are evolutionary equations.
Equation for δe
µ
i
Let us project the equation
2(σ2 − γ2)K i ∧ ei ∧K
k + ǫkijF
i ∧ ej + (σ2 − γ2)∇Kk ∧ e0+
+ γ(σ2 − γ2)ǫkijK
i ∧Kj ∧ e0 + γF k ∧ e0 = 0
(4.22)
The part parallel to S is
ǫABC
(
2(σ2 − γ2)K iAeiBK
k
C + ǫ
k
ijF
i
ABe
j
C
)
= 0 (4.23)
and using (4.7) we easily obtain
F iABE
A
i = 0 (4.24)
The part orthogonal to S is
σ2(σ2 − γ2)∇[AK
k
B] − 2(σ
2 − γ2)K˜ iKk[AǫiB] + 2ǫ
k
ijF
i
[Aǫ
j
B]+
+ γσ2(σ2 − γ2)ǫkijK
i
[AK
j
B] + γσ
2F kAB = 0
(4.25)
which are 9 evolutionary equations (F iA contains the evolutionary part for the field A
i
A).
Hence, by finally collecting the constraint equations altogether one gets

∇AE
A
i = 0
F iABE
A
i = 0
ǫk
ijF kABE
A
i E
B
j − 2(σ
2 − γ2)K
[i
AK
j]
BE
A
i E
B
j = 0
(4.26)
where γK iA(A, j
1ǫ) = AiA − Γ
i
A. These are the starting point of LQG; see [3].
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5. Conclusions and Perpectives
We produced a spacetime, manifestly covariant Lagrangian formulation of Ashtekar-Barbero-
Immirzi gravity. The Lagrangian is simply the pull-back of the Holst’s Lagrangian along the
field variables (e, A,K).
By projecting on a spacelike hypersurface S we re-obtained in a pretty simple way the Hamil-
tonian constraints which are the starting point for the LQG framework together with the ex-
pression of the extrinsic field K in terms of the fields (E,A). The Lagrangian written in the
form (3.3) is, to the best of our knowledge, new in the literature.
We believe that this formulation might provide a better understanding of the gauge covariant
structure that LQG is based on. This structure is particularly important since it is the key fact
which most of the results of LQG (namely, discretization of space areas and volumes) are based
on. It may also help a better understanding of spin foam models as it provides a spacetime
formulation better adapted to the final LQG scheme when compared to the standard Holst’s
formulation.
Further investigations will be devoted to the general behaviour of a gauge theory endowed
with a reduction of the gauge group. It is particularly interesting to investigate the behaviour
of conservation laws in such a case.
Appendix A. Equivalence of Field Equations
We shall here prove the equivalence between field equations (3.4) ensuing from the BIH La-
grangian (3.3) and field equations of the usual Holst Lagrangian (3.1), namely:


ω
∇e[a ∧ eb] + γ2 ǫcd
a
·
b
·
ω
∇ec ∧ ed = 0
Rab ∧ ea +
γ
2 ǫcd
a
·
b
· R
cd ∧ ea = 0
(A.1)
Let us first notice that
ω
∇e0 = de0 + ω0 ·i ∧ e
i = de0 +Ki ∧ e
i (A.2)
and
ω
∇ei = dei + ωi ·0 ∧ e
0 + ωi ·j ∧ e
j = ∇ei + γǫijkK
j ∧ ek + σ2e0 ∧K i (A.3)
where the inverse of transformation (2.3) has been used, namely
{
ω0iµ = K
i
µ
ωijµ = ǫ
ij
k
(
Aiµ − γK
i
µ
) (A.4)
By setting [ab] = [0i] in the first equation of (A.1) we obtain
0 =(de0 +Kj ∧ e
j) ∧ ei − (∇ei + γǫijkK
j ∧ ek + σ2e0 ∧K i) ∧ e0+
+ σ2γǫijk(∇e
j + γǫj lmK
l ∧ em + σ2e0 ∧Kj) ∧ ek =
=de0 ∧ ei −∇ei ∧ e0 + σ2γǫijk∇e
j ∧ ek + (σ2 − γ2)σ2Kk ∧ e
k ∧ ei ≡ E0i
(A.5)
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By setting [ab] = [ij] in the first equation of (A.1) we obtain
0 =
ω
∇ei ∧ ej −
ω
∇ej ∧ ei + γǫk
ij
ω
∇e0 ∧ ek − γǫk
ij e0 ∧
ω
∇ek =
=2∇e[i ∧ ej] + γǫkijde0 ∧ ek − γǫkij∇ek ∧ e0 + 2(σ2 − γ2)e0 ∧K [i ∧ ej]+
+ 2γǫlm
[iej] ∧ el ∧Km + γǫk
ijek ∧Kl ∧ e
l ≡ Eij
(A.6)
One can easily check that ǫijkE
jk = 0 coincides with the second field equation of (3.4); analo-
gously the combination E0i − σ2γǫijkE
jk = 0 coincides with the first field equation of (3.4).
By setting b = 0 in the second equation of (A.1) we obtain
0 =R0i ∧ ei − σ2 γ2 ǫ
i
jkR
jk ∧ ei =
=σ2
(
γF i ∧ ei − 2(σ
2 − γ2)∇K i ∧ ei − γ(σ
2 − γ2)ǫijkK
j ∧Kk ∧ ei
) (A.7)
where we used (3.2); the equation so obtained is equivalent to the third field equation of (3.4).
By setting b = i in the second equation of (A.1) we obtain
0 =R0i ∧ e0 −R
ij ∧ ej − σ
2 γ
2 ǫ
i
jkR
jk ∧ e0 − γǫ
ij
kR
0k ∧ ej =
=2(σ2 − γ2)∇K i ∧ e0 + 2(σ2 − γ2)ki ∧Kj ∧ ej+
− γ(σ2 − γ2)ǫijkK
j ∧KK ∧ e0 + γF i ∧ e0 + ǫijkF
j ∧ ek
(A.8)
which is equivalent to the fourth field equation of (3.4).
Appendix B. Projection of the Frame
In [2] it was shown how one can project (with no gauge fixing) the spacetime tetrads to the
triads on the hypersurface S ⊂M .
The construction was there adapted to the selfdual formulation based on the projection on the
selfdual bundle
M M..........................
..........................
P +P.............................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
(B.1)
while we now need to deal with the Barbero-Immirzi formulation that is based on the reduction
M M..........................
..........................
+P P.............................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
(B.2)
In the discussion about the selfdual formulation we basically resorted to the splitting Spin(4) ≃
SU(2)× SU(2) and to the fact that nothing depends on the antiselfdual part.
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In the Barbero-Immirzi case we have a different principal bundle diagram, namely the reduction
S S S..............................................................................................................................
..............................................................................................................................
..............................................................................................................................
..............................................................................................................................
M M M..............................................................................................................................
..............................................................................................................................
..............................................................................................................................
..............................................................................................................................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
....
.
.
.
.
.
i
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
....
.
.
.
.
.
i
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
....
.
.
.
.
.
i
+Σ Σ L(S)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
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.
.
.
.
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.
.
.
.
.
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.
.
.
.
.
.
.
.
.
.
.
.
.
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.
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.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
+P P L(M)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
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.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
i∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
...
.
.
.
.
.
.
i∗
..............................................................................................................................
.
.
.
.
............................................................................................................................
.
.
.
.
.......................................................................................................................
.
.
.
.
Λ
.
.
.
.
.
.
.
.
.
.
.
.
..
..
.
..
..
.
..
.
.
...
...
.
....
...
....
...
.....
..
........
............. ............. ........
.......
......
.......
.......
......
.....
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Λ˜
(B.3)
Moreover, in the Lorentzian case it is non-trivial to find a group of spin transformations fixing
the BI connection. We hence revert to another argument, which remarkably leads to the same
result.
Let us start with a point (k, +S) ∈ +Σ; it induces a point (i(k), +S) ∈ +P and a point
(i(k), +S, +S) ∈ P . Still there exists a unique element (I, −S) ∈ Spin(4) such that ℓ(I, −S)(e0) =
u; hence the frame eˆa = ea ·ℓ((I,
−S) is adapted to the submanifold S ⊂M . If the fields (eµa , θ
ab
µ )
provide a solution for the tetrad-affine formalism, then the corresponding (eˆµa , A
i
µ,K
i
µ) provide
a solution of the Barbero-Immirzi formulation.
The Lorentzian case goes as the Euclidean one, except that the reduction is obtained by the
group morphism i : Spin(3) ≃ SU(2) → Spin(3, 1) ≃ SL(2,C) : u 7→ u. Hence one proves that
there exists a unique element in the form S = α+ Ev ∈ Spin(3, 1) with α ∈ R+ such that the
frame eˆa = ea · ℓ((I,
−S) is adapted to the submanifold S ⊂ M . If the fields (eµa , θ
ab
µ ) provide a
solution for the tetrad-affine formalism, then the corresponding (eˆµa , A
i
µ,K
i
µ) provide a solution
of the Barbero-Immirzi formulation.
In both cases the triad so obtained transforms as expected for a spin frame on +Σ.
Appendix C. Projection onto a Hypersurface
We shall collect here few tricks used in the above derivation of projected equations.
Let us consider a (possibly local) 1-form α = αµ dx
µ; we can define two fields on S{
αA(k) := αµ(x(k))∂Ax
µ(k)
α˜(k) := αµ(x(k))u
µ(k)
(C.1)
These two fields are a 1-form and a scalar over S, respectively.
One can do the same with a 2-form β = βµν dx
µ ∧ dxν ; we can define two fields on S{
βAB(k) := βµν(x(k))∂Ax
µ(k)∂Bx
ν(k)
β˜A(k) := βµν(x(k))u
µ(k)∂Ax
ν(k)
(C.2)
These two fields are a 2-form and a 1-form over S, respectively.
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By projecting the differential β = dα, one obtains{
βAB := d[µαν]∂Ax
µ∂Bx
ν
β˜A := d[µαν]u
µ∂Ax
ν
(C.3)
By differentiating the first equation of (C.1) with respect to kB , we easily get
d[BαA] = d[ναµ]∂Ax
µ∂Bx
ν = βAB (C.4)
which means that the part of the differential dα which is parallel to S is in fact the differential
(on S) of the parallel part to S of α itself.
We stress that the same trick does not hold for the orthogonal part; the orthogonal part of the
differential cannot be computed on S alone. This means that, as expected, the differential in
the orthogonal direction does somehow encode evolution of fields on S (or better it would encode
evolution if we considered a foliation). Nevertheless, we shall call evolutionary the equations
involving the orthogonal part of the differential.
Let us thus consider the special case in which αµ ≡ e
0
µ. In this case we obtain αA = 0 and
α˜ = σ2; by applying (C.4) we obtain directly
d[AuB] ≡ d[Ae
0
B] = 0 (C.5)
Let us now prove the following lemmas.
Lemma (C.6): There exists a unique connection Γ iA, namely the connection Γ
i
A(ǫ) induced
by the triad, such that
Γ
∇[Aǫ
i
B] = 0.
Proof: Let us introduce the quantity ∆im = (Γ
i
A −Γ
i
A(ǫ))ǫ
A
m =:
1
2ǫ
i
jk∆
jk
m. The hypothesis can
be written in term of this quantity as
∆i [km] = 0 (C.7)
Hence we obtain a quantity ∆ijk which is antisymmetric in [ij] and symmetric in (jk). Then
one trivially proves
∆ijk = −∆jik = −∆jki = ∆kji = ∆kij = −∆ikj = −∆ijk ⇒ ∆ijk = 0 (C.8)
which in turn proves that ΓiA = Γ
i
A(ǫ).
Lemma (C.9): ∇AK
k
BEkCǫ
ABC = −2γK
[ i
AK
j]
BE
A
i E
B
j
Proof: We have:
∇AK
i
BǫiCǫ
ABC =dAK
i
BǫiCǫ
ABC − ǫijkA
j
AK
k
BǫiCǫ
ABC =
=−K iBdAǫiCǫ
ABC − ǫijkA
j
AK
k
BǫiCǫ
ABC (4.14)=
=−K iBǫilmΓ
l
Aǫ
m
C ǫ
ABC − ǫijkA
j
AK
k
BǫiCǫ
ABC =
=−K iBǫilm(γK
l
A −A
l
A)ǫ
m
C ǫ
ABC − ǫijkA
j
AK
k
BǫiCǫ
ABC =
=− 2γK
[i
AK
j]
BE
A
i ǫ
B
j
(C.10)
from which the Lemma readily follows.
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