




































consoles are experiencing an  impressive evolution  in  terms of hardware and  software possibilities. Elements 












Two  applications have been  implemented  in C/C++  language under  a  Linux environment. One application  is 
designed  to work within a mobile device, and  the other one  in  the network access point. The mobile device 
basically  consists  in  a  notebook  equipped  with  two Wi‐Fi  interfaces,  which  is  not  a  common  feature  in 
commercial  devices,  allowing  seamless  communication  transfers  aided  by  the  application.  Network  access 
points are computers equipped with a Wi‐Fi  interface and configured to provide  Internet wireless access and 
services of mobility. 
In  order  to  test  the  operation,  a  test‐bed  has  been  implemented.  It  consists  on  a  pair  of  access  points 
connected through a network and placed within partially overlapped coverage areas, and a mobile device, all of 









































Finalmente,  pero  no  por  ello menos  importante,  infinitas  gracias  a mi  padre, mi madre  y mi 
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Nowadays, one emerging  feature present  in  several electronic devices  is  the  increasing number of connectivity 
interfaces  towards  the  world.  Equipments  such  as  cell  phones,  notebook  or  laptop  computers,  ultra mobile 









standard  for  local  and  metropolitan  area  networks  called  IEEE  802.21  Media  Independent  Handover  (MIH) 
Services.  This  standard  defines  a media  access  independent  entity  called MIH  Function  (MIHF) which  allows 
optimizing handovers between heterogeneous wireless systems. This type of handovers are commonly called inter 


















Partnership Project 2  (3GPP2), other and other  IEEE 802  technologies, even Ethernet. There, a  set of  technical 
issues related for management is defined in order to provide seamless connectivity when the connection needs to 
be moved from an interface to another. 
Under  the  framework  defined  in  IEEE  802.21  standard,  the  Internet  Protocol  (IP)  becomes  the  common 
convergence  layer  for  heterogeneous  networking.  The  potential  complexity  of  the  communication  through 
different  access  networks  requires  a  set  of  services  in  order  to  maintain  a  single  or  multi  path  Internet 
connectivity. These services allow the possibility or capability to gather information related to neighboring cells as 




connectivity  everywhere,  the development of  a platform  aiming  to provide  service  continuity  is mandatory. A 
MIHF  development  provides  a  cross‐layer  solution  based  in  elements  from  layers  2  and  3  (L2  and  L3) with  a 
transparent handover mechanism from user’s point of view. 
1.3. Goal 
The  goal  of  the  current work  is  to  develop  a wireless  communication  system  capable  to  allow  bootstrap  and 
handover decisions based on IEEE 802.21 standard premises. These decisions must rely not only on received signal 
strength,  but  also  on  information  shared  between  different  services  in  order  to  improve  the  performance  of 
choice. 
Due to the large scope of the standard, the access networks have been bounded just for different WLAN networks. 
The  intention  is  to  compose  a  scenario  capable  to  reproduce  a  set  of  conditions  defined  under  IEEE  802.21 
standard in order to evaluate the performance of the system by roaming from an IEEE 802.11 network to another. 
HIP
MIHF / IEEE 802.21
WLAN /


















developed  in  order  to  support MIHF  functionalities.  These  applications  have  been  implemented  in  the  peers 
directly implicated in the communication, which are the surrounding access points (APs) and the user’s laptop. A 
MIHF function has been included in both elements with their corresponding features. 
These applications need to take elements from the underlying  link  layer which  is  in charge of providing network 
connectivity. Some entities have been developed  in order  to  interface with  this  lower  layer providing a way  to 































also  described  next,  as  well  as  the  issues  of  the  development.  Finally,  it  is  explained  how  the  code  of  the 
applications has been structured. 
The Chapter 4: Validation and Results provides a practical overview of the system operation. One part of  it  is a 
general  installation  guide  of  the  applications  developed  and  system  configuration,  as  well  as  the  system 
requirements.  The  second  part  shows  an  example  of  operation  through  different  screenshots  taken  from  the 
running  applications.  The  last  part  supplies  the  result  of  tests  applied  to  the  system  in  order  to  get  some 
conclusions about the capacities of the development. 
The Chapter 5: Conclusions and Future Work summarizes and concludes this memory with a review of the current 




A  set of  limitations need  to be  stated  in order  to define  the  scope of  this work. The  IEEE 802.21  standard  is a 
document which does not  cover  all  the  aspects  that  involve  the development of  a  complete MIH  framework; 
nevertheless it provides information to develop handovers between several different wireless technologies which 
are out of the scope of this work. The only technologies dealt here are those defined for wireless LANs under the 
IEEE  802.11  standard.  Access  networks  such  as  Ethernet, WiMAX,  3GPP  or  3GPP2  have  been  left  for  further 
developments and are not the aim of the current development. 
Although the  layers or applications above the MIH Function are not defined within the standards, a user of this 
layer  is  needed  in  order  to  complete  and  demonstrate  the  functionality  of  this  entity.  Informative  examples 
propose  and  illustrate  upper  layer  protocols  of mobility  such  as  Fast Handovers  for Mobile  Internet  Protocol 
version  6  (FMIPv6)  or  Proxy Mobile  Internet  Protocol  version  6  (PMIPv6).  Some  papers  even  comment  the 






Finally,  the  work  done  does  not  involve  the  development  of  parallel  network  protocols  which  help  and 















This standard provides  link‐layer  intelligence and other related network  information to upper  layers to optimize 
handovers  between  heterogeneous  networks.  This  includes media  types  specified  by  3GPP,  3GPP2,  and  both 
wired and wireless media in the IEEE 802 family of standards. 
The purpose of  this  standard  is  to  enhance  the  experience of mobile users by  facilitating handovers between 
heterogeneous networks.  It  is addressed for both mobile and stationary users. For mobile users, handovers can 
occur when wireless  link  conditions  change  due  to  the  users' movement.  For  the  stationary  user,  handovers 




network  points  of  attachment  can  be  capable  of  supporting  multiple  radio  standards  and  simultaneously 
supporting connections on more than one radio interface. 
The overall network can be performed by a mixture of cells of different sizes and types, such as IEEE 802.15, IEEE 
802.11,  IEEE  802.16,  3GPP,  and  3GPP2, with  overlapping  coverage.  The  handover  process  can  be  initiated  by 
measurement reports and triggers supplied by the link layers on the MN. Those reports an include metrics such as 
signal quality and transmission error rates. The standard is composed of the following basic elements: 
*  A  framework  that  enables  service  continuity  while  a  MN  transitions  between  heterogeneous  link‐layer 
technologies. The framework relies on the presence of a mobility management protocol stack within the network 













as  a  soft  handover,  and  break‐before‐make,  also  called  hard  handover.  The  first  type provides  enhanced data 
transport  facilities  respect  the  second one during  a handover with packet exchange between  the MN and  the 
network. 










information  transfer  in  the  communication  channel.  The  IEEE 802.11  standard provides  support  to  accomplish 
with the QoS degree required by an application when performing a handover. 
The  standard  considers  the QoS  in  two manners.  The  first  one  defines QoS  as  the  one  experienced  during  a 
handover. The second one considers QoS as a parameter  involved  in handover decisions. The standard provides 
























the different  technologies  in  the access networks. The MIHF communicates with  the  link  layers of  the protocol 
stack through media dependent interfaces. 
* Higher layer mobility management protocols provide mechanisms for intra‐technology handovers. Additionally, 
different  access  network  technologies  have  defined  handover  signaling  mechanisms  to  facilitate  them.  The 






* Media  Independent Management  Service  (MIMS).  This  service  handles  the  connections  between  different 
entities in the network providing capability discovery, registration and event subscription.  







* Media  Independent  Information  Service  (MIIS).  It  provides  relevant  information  of  L2  and  L3  for  handover 
performance  about  the  neighboring  access  networks,  facilitating  an  effective  network  access  or  handover 
decision. 
The MIHF provides  asynchronous  and  synchronous  services  through  SAPs  for  link  layers  and MIH users. These 
services  help  the MIH  users  in maintaining  service  continuity,  service  adaptation  to  varying QoS,  battery  life 
conservation, network discovery, and  link selection.  In a system containing heterogeneous network  interfaces of 




This  is  done  through MIH  capability  discovery, MIH  registration  and MIH  event  subscription, which  are MIH 
functions. 
2.1.3.1.1. MIH capability discovery 
























Events  indicate  changes  in  state  and  transmission behavior of  the physical, data  link  and  logical  link  layers, or 
predict state changes of these layers. The recipient of the event can be located within the node that originated the 




















Event subscription  is a mechanism by which upper  layers can receive selected events.  It can be divided  into  link 







































When an MIHF receives a command,  it  is always expected to execute the command. Commands are  invoked by 
MIH users (MIH Commands), as well as by the MIHF itself (Link Commands). The destination of a command is the 
MIHF or  any  lower  layer.  The  recipient of  a  command  is  located within  the protocol  stack  that originated  the 
























MIH_MN_HO_Commit  Command  used  by MN  to  notify  the  serving  network  of  the  decided 
target network information. 
MIH_Net_HO_Commit  Command used by  the network  to notify  the MN of  the decided  target 
network information. 















During  network  selection,  the MN  and  the  network  need  to  exchange  information  about  available  candidate 
networks and select the best network. The network selection mechanism can select a different network than the 
attached  one, which  can  require  an  inter‐technology  handover.  Once  a  new  network  has  been  selected  and 










commands  to query  the  list of  available  candidate  networks,  reserve  any  required  resources  at  the  candidate 
target network, and indicate the status of handover operation to the MIHF in the network. 
2.1.3.3.2.2. Network initiated handovers 
In  this  case,  the  network  initiates  the  handovers.  The  network  selection  entity  resides  on  the  network.  The 




The MIIS  provides  the  corresponding mechanisms  by which  an MIHF  entity  can  discover  and  obtain  network 
information existing within a geographical area to facilitate the handovers. The neighboring network information 
discovered  and  obtained  by  this  framework  and mechanisms  can  also  be  used  in  conjunction with  user  and 
network operator policies for optimum initial network selection and access. 
In certain scenarios  information cannot be accessed at L2, or the  information available at L2  is not sufficient to 
make an  intelligent handover decision.  In such cases  information can be accessed via higher  layers. Hence  this 
standard enables both L2 and L3 transport options for information access. MIIS typically provides static link‐layer 
parameters such as channel information, the MAC address and security information of a PoA. MIIS also provides 










for  the  purpose  of  retrieving  heterogeneous  network  information. MIIS  enables  this  functionality  across  all 
available  access  networks  by  providing  a  uniform way  to  retrieve  heterogeneous  network  information  in  any 
geographical area. 
2.1.3.4.1. Key motivations for MIIS 
The main goal behind the  Information Service  is to allow MN and network entities to discover  information that 
influences the selection of appropriate networks during handovers. This  information  is  intended to be primarily 
used by a policy engine entity that can make effective handover decisions based on  it. This  Information Service 
provides mostly static  information, although network configuration changes are also considered. Other dynamic 
information  about  different  access  networks,  such  as  current  available  resource  levels,  state  parameters,  and 
dynamic statistics should be obtained directly from the respective access networks. Some of the key motivations 
behind the Information Service are as follows:  
* Provide  information about  the availability of access networks  in a geographical area. This  information can be 
retrieved using any wireless network. 
* Provide static link layer information parameters that help the MNs in selecting the appropriate access network.  
*  Provide  information  about  capabilities of different  PoAs  in neighbor  reports  to  aid  in  configuring  the  radios 
optimally for connecting to available or selected access networks. 
* Provide an indication of higher layer services supported by different access networks and core networks that can 
aid  in making  handover  decisions.  Such  information  is  not  available  directly  from  the  lower  layers  of  specific 
access networks, but can be provided as part of the MIIS.  
2.1.3.4.2. Information elements 
MIIS  primarily  provides  a  set  of  Information  Elements  (IEs)  that  are  the  information  structure  and  its 
representation,  and  a  query/response  mechanism  for  information  exchange.  IEs  provide  information  that  is 
essential  for  a  network  selector  to  make  intelligent  handover  decisions.  MIIS  specifies  a  common  way  of 
representing  this  information  across  different  technologies  by  using  a  standardized  format  such  as  Extensible 
















Framework  representation  (RDF).  MIIS  also  defines  two  query  methods.  For  requests  using  the  binary 
representation,  the  TLV  query method  is  used.  For  requests  using  the  RDF  representation,  the  SPARQL  query 
method is used.  
2.1.3.4.2.1.1. Binary TLV query representation 
In  the binary  representation method,  Information Elements are  represented and encoded  in Type‐Length‐Value 
form. 
2.1.3.4.2.2. IE containers 
In  the  binary  representation  method,  three  IE  containers  are  defined,  namely  the  IE_CONTAINER_POA,  the 
IE_CONTAINER_NETWORK, and the IE_CONTAINER_LIST_OF_NETWORKS: 




If Width of VALUE is [0..127]
If Width of VALUE is >127









 1000 0000 (binary)
1 octet

































* MIH_SAP:  Is  a media  independent  interface  of MIHF with  the  upper  layers  of  the  protocol  stack.  It  always 
maintains the same name and same set of primitives for every media specific reference model. 
* MIH_LINK_SAP:  Is an abstract media dependent  interface of MIHF with the  lower  layers of the media specific 
protocol stacks. It assumes media‐specific names and sets of primitives resulting in amendments to media‐specific 
SAPs due to additional functionality being defined for interfacing with the MIHF. All communications of the MIHF 






several  factors, such as the nature of the network nodes that contain the peer MIHF  instances  (whether or not 











The payload of MIHF  services over  IEEE 802.11  is carried either  in  the data  frames by using existing primitives 
defined by the LSAP or by using primitives defined by the MAC State Generic Convergence Function (MSGCF) SAP 
(MSGCF_SAP). The MSGCF has access to all management primitives and provides services to higher layers. 
It  should  be  noted  that  sending  MIHF  payload  over  the  Link  SAP  (LSAP)  is  allowed  only  after  successful 

















The MIH_LINK_SAP specifies an abstract media dependent  interface between the MIHF and  lower  layers media 








The MIH_SAP  specifies  a media  independent  interface  between  the MIHF  and  upper  layers  of  the mobility 
management protocol stack such as an upper layer mobility protocol or a handover function that might reside at 
higher layers or a higher layer transport entity as well. The upper layers need to subscribe with the MIHF as users 
to receive MIHF‐generated events and also  for  link‐layer events that originate at  layers below the MIHF but are 
passed on  to MIHF users  through  the MIHF. MIHF users directly  send  commands  to  the  local MIHF using  the 
service primitives of the MIH_SAP. 
2.1.6. Media Independent Handover protocol 





The media  independent handover protocol defines a message exchange between  two MIHF entities  to support 
remote MIHF  services. An MIH  transaction  is  identified by a  sequence of messages with  the  same Transaction 
Identifier (Transaction ID) submitted to, or received from, one specific remote MIHF Identifier (MIHF ID). 
2.1.6.1.2. Reliability 
MIH  protocol messages  are  delivered  via media  dependent  transport.  To  ensure  proper  operation,  a  reliable 
message delivery service is required. If the media dependent transport is unreliable, then the Acknowledgement 
Service  must  be  enabled.  If  the  media  dependent  transport  is  reliable,  there  is  no  need  to  use  the 







provide  reliable  services. When  the MIH  transport  is  reliable,  the  use  of  the  acknowledgement  service  is  not 
needed.  The  acknowledgement  service  is  particularly  useful  when  the  underlying  transport  used  for  remote 
communication  does  not  provide  reliable  services. When  the MIH  transport  is  reliable,  the  acknowledgement 
service is optional. 
2.1.6.2. Transaction state diagram: state machines 
A node  that has a new available message to send related  to a new  transaction  is called  transaction source and 
starts a transaction source state machine. In the same manner, a node that receives a message related to a new 
transaction  is  called  transaction  destination  node  and  starts  a  transaction  destination  state  machine.  If  the 

















A Transaction Source or Destination State Machine  (TSSM or TDSM)  is started, and  related  transaction  initiated 
when  a message  related  to a new  transaction  is  available  to be  sent  (source) or  is  received  (destination). The 
transaction terminates when it has succeeded and any ACK related state machine if started were terminated; or if 
































MIHF  transport  address,  and MIHF  capabilities  at  the  same  time. MIHF Discovery  can be  implicitly performed 
using the MIH capability discovery when both MIH nodes are residing in the same multicast domain, or what is the 
same, where a MIH node’s multicast data frame can be delivered using a group MAC addresses. 


















unicast MIH_Capability_Discover  response message,  it  learns  the  responder’s MIHF  identifier  by  checking  the 
source identifier of MIH_Capability_Discover response. 
2.1.6.4. MIH protocol frame format 
In MIH  protocol messages,  all  TLV  definitions  are  always  aligned  on  an  octet  boundary  and  so  no  padding  is 
needed. An MIH  protocol  payload  carries  a  Source MIHF  Identifier  TLV  and  a Destination MIHF  Identifier  TLV 
followed by MIH Service Specific TLVs. The TLV codification  is the same as for  information elements, but using a 
one byte length type field. 























*  Variable  payload  length:  Indicates  the  total  length  of  the  variable  payload  embedded  in  this MIH  protocol 
frame. 
2.2. IEEE 802.11: Wireless LAN (WLAN) [2] 
The  term 802.11  refers  to a  family of protocols which  include 802.11, 802.11a, 802.11b, 802.11g, 802.11n and 
others.  IEEE  802.11  is  a wireless  standard which  specifies  connectivity  for  fixed  stations,  portable  and mobile 
stations  into  a  local  area  network.  The  aim  of  the  standard  is  to  provide  wireless  connectivity  to  ease 
implementation and give a quicker implantation of the machines which require this. 
The standard  is officially designed for specifications MAC and physical (PHY) of a WLAN.  It defines the protocols 












guided physical medium. The transmitted data  is  introduced  into a radio carrier to be extracted  identical to the 































































































































































































































































































































































































































A  radio  propagation model  is  an  empirical mathematical  formulation  for  the  characterization  of  radio  wave 







heavily  built‐up  urban  environments  on  radio  signals.  Rayleigh  fading  is  most  applicable  when  there  is  no 
dominant propagation along a Line Of Sight (LOS) between the transmitter and receiver. 
Rician fading model consists on an anomaly propagation caused by partial cancellation of a radio signal by itself. 














Indoor environments are more  random  in  terms of how  the  signal  is affected by propagation phenomena. The 
environment is more dynamic than outdoors and significant features are physically smaller. There is more clutter 






























































































































































































































High  Fidelity. Actually, Wi‐Fi  does  not  stand  for  anything.  The  original  name  had  a  tag  line which  tried  to  be 
explanatory, but only drove to more confusion: “The standard for wireless fidelity”. The mistake came because Wi‐
Fi Alliance does not  try  to  invent Wireless  standards, not even  to  take part  in  IEEE 802.11. The Wi‐Fi Alliance 
focuses on interoperability certification and branding. It does not invent standards. It does not compete with IEEE. 









Some  of  these  devices  use  a wireless  integrated  NIC whereas  others  use  a  NIC  based  in  a  PCMCIA  card  or 



















can  interact as  the central point of a wireless network.  It can also be used as a connection between wired and 
wireless networks. On vast installations, the roaming functionality provided by many APs allows wireless users to 
roam through the placement while keeping a seamless access to the network. 














































Moreover,  other  topologies  such  as mesh  networks  can  also  be  considered.  The  different  nodes  of  a mesh 
topology can act as stations as well as gateways or, what is the same, they can be the source, the destination or a 
routing node  in  the  same network. Many protocols  are  implemented  in order  to optimize parameters  such as 
power consumption or the number of hopes in mesh networks. 
2.2.2.3. IEEE 802.11 stack 








is  to  exchange  data  between  ending  users  through  a  LAN which  provides MAC  protocols  based  on  802.  LLC 
provides  a  higher  layer  protocol  identification,  data  link  control  functions  and  connection  services.  It  is 
independent of the technology, the transmission medium and the access to the shared media techniques used in 
MAC and PHY  layers. The higher  layers, as well as network  layer, supply the user data to the LLC expecting free 
error data through the network. 













MSDU  to be delivered successfully. The broadcast and multicast service  is also a part of  the data asynchronous 
service. All stations support this service. 





* MSDUs ordering. The provided  services by  the MAC also allow  the  reordering of  the  received MSDUs. These 



































defines a method to map the protocol data units  from the MAC  layer  into a  framing  format apt to be sent and 
received between two or more stations. 
2.2.2.3.3.2. Physical Medium Dependant system (PMD) 























































































The  Frame  Control  field  contains  control  information  used  for  defining  the  type  of  802.11 MAC  frame  and 
providing  information  necessary  for  the  following  fields  to  understand  how  to  process  the  MAC  frame.  A 
description of each Frame Control subfield is as follows: 
*  Protocol Version  provides  the  current  version  of  the  802.11  protocol  used. Receiving  STAs use  this  value  to 
determine if the version of the protocol of the received frame is supported. 
* Type and Subtype determines  the  function of  the  frame. There are  three different  frame  type  fields: control, 
data,  and management.  There  are multiple  subtype  fields  for  each  frame  type.  Each  subtype  determines  the 
specific function to perform for its associated frame type. 
* To DS and From DS  indicates whether the frame  is going to or exiting from the DS (distributed system), and  is 
only used in data type frames of STAs associated with an AP. 



























* Address‐4  is used on  the  special  case where  a Wireless Distribution  System  is used,  and  the  frame  is being 















are authorized  to obtain. Security also means  that  the users  can not damage  the data,  the applications or  the 
environment of a system. Protection against malicious attacks  is also a concept  included  into security, as well as 
the error control and equipment failures. 
Originally,  security was  not  a  fundamental  feature  into  a WLAN  system.  The  equipments were  expensive  and 
difficult to get. The first authentication methods were very simple and practically useless. Many WLANs used the 
Service  Set  Identifier  (SSID) which was  a  shared  identifier between  the AP  and  an allowed  station. This  is not 
considered a valid method and should not be used for authentication. One method not defined under IEEE 802.11 
standards  used  a  mapping  table  into  the  AP  to  determine  which  physical  addresses  were  allowed  to  be 
authenticated. Lately,  the WEP encryption seemed  to be a valid method  to protect  the communication against 
malicious attacks using a shared key protocol. This authentication is based on a challenge method. The AP sends a 



































feature  is  similar  to  the  handover  function  implemented  in  cell  phones  when  they  roam  between  cells  but 
considering some differences. 
First, a WLAN  is a system based  in packet  transactions. The  transition  from cell  to cell may be based  in packet 
transmissions as opposed  to a  telephony  system, where  the  transition  is done while a continuous  flow of data 
from  a phone  conversation. This  could make  the  roam process  from WLAN  to WLAN easier. Nevertheless,  the 

























WiMAX  is  the  acronym  for Worldwide Interoperability  for Microwave Access.  It  is  a  radio  wave  transmission 
technology for last mile local buckles. The protocol used under this technology is IEEE 802.16 and one of its main 
purposes is supplying broadband services in locations where fiber or cable deployments are costly due to the low 




















IEEE 802.16 Standards of type “a”  Band  ETSI related designation  Band 
IEEE 802.16‐Single Carrier (SC)  2‐66 GHz  ETSI HyperAccess  11‐42 GHz 
IEEE 802.16a‐SC    2‐11 GHz     
IEEE 802.16a‐ OFDM  2‐11 GHz  ETSI HyperMAN  2‐11GHz 









*  Uses  adaptive  modulations:  MAC  layer  supports  several  PHY  layers  depending  on  the  frequency,  QoS 
requirements and security 







sketched  in  figure  2.25  where  two  new  elements  can  be  seen:  a  Base  Station  (BS),  which  distributes  the 





WiMAX  compatible  products  and  services.  The WiMAX  Forum  also  promotes  the  spread  of  knowledge  about 
WiMAX.  Products  which  fit  with  the  conformance  and  interoperability  features  designed  by WiMAX  Forum 
achieve the WiMAX Forum Certified. Vendors whose products are not officially certified by WiMAX Forum design 
them as WiMAX‐ready, WiMAX‐compilant or pre‐WiMAX. 
The WiMAX Forum  takes up again  the  IEEE and ETSI  standards  to propose very accepted versions. They certify 





























There  exist  plans  to  develop  certification  and  interoperability  profiles  for  equipments  accomplishing  the  IEEE 
802.16e standard, which ease mobility, as well as a complete solution for the network structure which integrates 
the fixed and mobile accesses. The development of profiles for mobile environments are designed to work in the 






















The  Convergence  Sub‐layer  SAP  (CS_SAP)  is  used  to  transfer  packets  from  higher  layer  protocol  entities  after 
appropriate connections have been established with the network. The CS_SAP provides the interface between the 
MIHF  and  the  service‐specific  Convergence  Sub‐layer  in  IEEE  802.16  networks.  This  SAP  is  used  for  the  L2 
transport of MIH messages across IEEE 802.16 access links. 
The MIH_SAP specifies the interface of the MIHF with other higher layer entities such as transport layer, handover 




The  Third  Group  Partnership  Project  (3GPP)  and  3GPP2  are  worldwide  collaboration  agreements  in  mobile 
technology. The aim of 3GPP is to develop the 3G global applications based in the evolution of Global System for 
Mobile  communications  (GSM)  systems  such  as  International  Mobile  Telecommunications  2000  (IMT‐2000), 
currently known as Universal Mobile Telecommunications System (UMTS). The 3GPP2  is  in charge of developing 
the specifications based in Interim Standard 95 (IS‐95) technologies, commonly known as Code Division Multiple 


























Although  UMTS  reuses  a  part  of  the  infrastructure  existing  in  GSM/GPRS,  it  requires  new  base  stations  and 
frequency allocations. Almost all existing UMTS devices also support GSM allowing dual mode operation. 
2.3.2.1.1. UMTS Network Architecture 
The architecture of a UMTS network can be divided  in three different blocks:  first, there  is the User Equipment 
(UE), which  is  composed of a Mobile Equipment  (ME)  and  the UMTS  Subscriber  Identity Module  (USIM)  card; 






















Release 99  (R99). This core structure  is based  in GPRS  infrastructure.  It  is composed of  the  following elements: 
Mobile  Switching Centers  (MSC), which  sets up  and  releases  the end‐to‐end  connection, handles mobility  and 
handover  requirements during  the  call  and  takes  care of  charging;  the Gateway MSC  (GMSC)  that determines 
which visited MSC the subscriber who is being called is currently located and interfaces with the Public Switched 
Telephony Network  (PSTN);  Serving GPRS  Support Nodes  (SGSN), which delivers data packets  from  and  to  the 
mobile stations within its geographical service area; a Gateway GSN (GGSN), which is responsible of interworking 
between  the current core network and external packet switched networks such as  internet; and  finally a Home 
Location Register  (HLR), which  is a database that contains details of each authorized subscriber to use this core 
network. 
Release 4  (R4). This  release  improves  the previous one by adding  voice gateways and a packet based  core  via 
Circuit Switched Media Gateways (CS‐MGW) incorporating IP facilities into the core network. 


















core network.  The  current  sub‐section provides  a brief description of  the protocols  exiting  in  the  stack of  the 
UMTS protocol architecture.  
Broadcast Multicast Control (BMC). It is a protocol for the diffusion of the information in a given cell.  
Packet  Data  Convergence  Protocol  (PDCP).  This  protocol  encapsulates  IP  (version  4  or  6)  and  Point‐to  Point 
Protocol  (PPP) data to the protocol of  lower  layer, allowing header compression of transport and network  layer 
protocols. 
Radio Link Control  (RLC).  It offers  information  transference between  the RNC and  the UE. Three modes can be 
used:  transparent,  which  just  segments  and  re‐assembles  in  the  arriving  order;  without  confirmation,  which 
improves  the  transparent mode by  introducing  an  encrypted  sequence number;  and with  confirmation, which 
improves the previous one by introducing ARQ. 
Media Access Control (MAC). This  layer has the aim of mapping the  logical channels  into the transport channels 
choosing  the  format  of  these  ones.  It  also  offers QoS mechanisms  through  a  system  of  priorities  and  queue 





call with  signaling  and more  added  traffic).  Protection mechanisms  are  enabled  such  as CRC,  interleaving  and 
codification. The CRC  is used  to detect errors. Data with errors  is not discarded because  its  information can be 

















and  can  be  reused  in  each  cell.  A  dedicated  physical  channel  (DPCH)  carrying  data  and  control  is  defined  in 
downlink. 




Power control  is  the key  feature  for a good behavior of  the CDMA system. WCDMA uses  three  types of power 
control: open loop, inner loop and outer loop. The aims are assuring enough quality in the UE and optimizing the 
power consumption as well as minimizing interferences and battery consumption. 


























a WCDMA based  system  (UMTS). HSPA provides a better performance by using  improved modulation  schemes 















The DCH of UMTS used convolutional coding of  its  frames and  turbo‐codes. The protection  level  is established 











HSDPA uses a hybrid system of ARQ. When a frame  is received with errors, the  information  included  in  it  is not 
discarded. When  the  same  retransmitted  frame  is  received,  the  data  is  pondered  by  the  quality  of  the  link. 









* Round Robin. The  time of channel use  is distributed equally  for each ME. Although  it  is  fair  regarding  to  the 










































the  cellular  systems.  The  existing  service  primitives  or  media‐specific  SAPs  as  defined  in  3GPP  and  3GPP2 
specifications are directly mapped  to MIHF  services, and hence no new primitives need  to be defined  in  these 
specifications. 
2.4. Operating System (OS) background 
An Operating System  (OS)  is a set of computation programs responsible of  the resource management of a host 
such as a personal computer or a mobile phone. The OS works as an interface between the different applications 

































a  single monolithic program  that  includes all of  the  same  functionality. These concepts are known as  the UNIX 
philosophy. 
The UNIX OS  consists of many utilities along with  the master  control program,  the kernel. The kernel provides 
services to start and stop programs, handles the file system and other common low level tasks that most programs 
share and  schedules access  to hardware  to avoid  conflicts  if  two programs  try  to access  the  same  resource or 
device simultaneously. To mediate such access, the kernel was given special rights on the system,  leading to the 
division between user‐space and kernel‐space. 
In 1973, UNIX was  rewritten  in  the C programming  language, contrary  to  the general notion  that  something as 
complex  as  an  operating  system, which must  deal with  time‐critical  events,  had  to  be written  exclusively  in 
assembly  language. The  migration  from assembly  language to  the higher‐level  language C  resulted  in  much 
more portable software,  requiring  only  a  relatively  small  amount  of machine‐dependent  code  to  be  replaced 
when porting UNIX to other computing platforms. 
Both  UNIX  and  the C  programming  language were  developed  by  AT&T  and  distributed  to  government  and 
academic  institutions, which  led  to  both  being  ported  to  a wider  variety  of machine  families  than  any  other 
operating system. As a result, UNIX became an open system. 
2.4.1.1.2. Free Unix‐like operating systems 
In  1983  started  the GNU project,  an  ambitious  effort  to  create  a free  software Unix‐like system;  free  in  that 
everyone who  received a copy would be  free  to use, study, modify, and  redistribute  it. The GNU project's own 
kernel development project, GNU Hurd, had not produced a working kernel, but  in 1992 Linus Torvalds released 
























The  primary  difference  between  Linux  and many  other  operating  systems  is  that  the Linux  kernel and  other 
components are free and open source software. Linux is not the only such operating system, although it is by far 
the most widely used.  
Free  software  projects  are  often  produced  independently  of  each  other.  The  fact  that  the  software  licenses 
explicitly permit  redistribution provides  a basis  for  larger  scale projects  that  collect  the  software produced by 
independent projects and make it available all at once in the form of a Linux distribution. 
2.4.1.3. System calls in UNIX/Linux 
A system  call is  the mechanism  used  by  an  application  program  to  request  service  from  the OS  based  on  the 

























Generally,  systems  provide  a library that  sits  between  normal  programs  and  the  operating  system,  usually  an 
implementation of  the C  library (libc), such as glibc. This  library exists between  the OS and  the application, and 
increases portability. 


































The  threads  have  a  low  overhead.  This means  that  they  need  a  low  user  space  because  the  corresponding 
overhead has been previously created within the parental process. 
Changes done by different  threads  into  the same process will be seen by  the  rest of  the  threads because  they 
















execution  threads within  one  o more  processes.  These  techniques  are  divided  in methods  to  pass messages, 
synchronism,  shared  memory,  and  calls  to  remote  procedures.  The  IPC  method  varies  depending  on  the 




the data  transmission between processes. The  signals are  the  standard mechanism  to notify a process  that an 
event has occurred. Linux also  implements a semaphore mechanism  in which a process can wait as easily as  it 
waits for a signal. 
2.4.2.2.1. Communication methods between processes 
UNIX  and  other  Unix‐like OSs  provide mechanisms  for  facilitating  communications  and  data  sharing  between 
















*  Pipe. A  set of  processes  are  linked  by  their  standard  flows  in  a UNIX  pipe.  Every  standard  output  from  the 
previous process is fed by the standard input of the following process. Each of these connections is implemented 
by a mechanism called pipe. 




































* Manager/worker:  a  thread  assigns  work  to  the  rest  of  the  working  threads.  The manager  handles  all  the 
incoming information and divides it between the rest of tasks. 
* Pipeline: a task  is divided  in a set of sub operations, each of them handled  in serial but concurrently through 
different threads. 



















































when many  threads want  to access  it. The portion of code where a shared variable  is  read or written  is called 
critical zone. 
Mutex locking 




















































*  Checks  the  global  variable  value  that waits  for  the 



















The kernel  is  the central component of most OSs.  It means a nexus between applications and  the actual data 
processing done at the hardware level. The kernel responsibilities include managing the system resources, what 
means the communication between hardware and software components. Usually as a basic component of an OS, 








well  as  roaming  between  wpa_supplicant,  as  well  as  IEEE  802.11r,  management  of  various  types  of  virtual 
interfaces and quality of service, amongst many other things. 
The mac80211 subsystem  is  introduced  into  the Linux kernel  in May of 2007, merging  in  the 2.6.22 version.  In 
October of 2007. John Linville becomes the maintainer responsible of mac80211 stack. 
2.4.2.1.2. cfg80211 









*  Device  registry.  The  drivers  are  registered  into  cfg80211  introducing  capabilities  such  as  bands,  channels, 
bitrates per band, and interface supported modes. 































The device manager udev  is used  at  kernel  space  (2.6  versions  and  later) which  is executed  through  the udev 
daemon.  Its mission  is controlling  the device  files allocated  in /dev  folder. The daemon detects when a  system 
device has been plugged or unplugged, updating the files from the mentioned folder and giving them a fix name 
independently  from other connected devices or  from  the order  in which  they were added  to  the system. udev 




This  is  a  flexible  and  extensible  interface  providing  device configuration, wireless statistics and wireless  events 
aware. This  interface evolved with  the apparition of new devices and with  specific needs, but nowadays  is not 
being further developed. Its functionality is currently being implemented into cfg80211 and nl80211 entities. 
Wireless Extensions make use of ioctls. Each ioctl command is usually an undocumented system call, and there is 
no way to monitor these calls  in any sort of comprehensive manner.  It  is also difficult to make the unstructured 




space  is  the memory  area where  all  user  applications  are  run  and  this memory  can  be  swapped  out when 
necessary. Each user  space application  runs  in  its own memory space and  cannot access  the memory of other 




















Hostapd has  authentication  capabilities  such  as  IEEE 802.1X, WPA, WPA2,  EAP,  and RADIUS. Before mac80211 
stack appeared into the Linux kernel, Hostapd worked as a support for APs based in drivers HostAP, MADWiFi and 




create APs  through  the CLI Wireless Tools  invocation  is no  longer  functional, as well as Madwifi Tools  for cards 
using the ath_pci driver from MADWiFi. 
Hostapd daemon configures the virtual  interface  indicated  in  the configuration  file  (commonly,  interface wlan0) 
for  the  IEEE 802.11 packet  transit  and  through  the mentioned nl80211. Moreover, a new  interface  in monitor 
mode is created (commonly, interface mon.wlan0) where management frames are sent and received through. 
2.4.2.2.4. Other: Wireless Tools, Madwifi Tools 




Wireless  Tools  supports  fully IEEE  802.11 parameters  and  devices,  support  older  style  of  devices  and  most 
proprietary protocols, and are prepared to handle HiperLan as well. 
The Madwifi Tools are similar to Wireless Tools, but  implemented  just for Atheros devices. These devices can be 







The kernel of  Linux  is  continuously evolving. Security patch updates appear every day  in order  to  improve  the 
performance  of  these  based  systems.  New  kernel  versions  are  released with  a  period  of  one  or  two month 
between them. Many developers around the world are involved in different branches of the development of this 
kernel, as well as enhancing the user‐space experience.  
In  some  cases,  the  development  of  an  application  for  a  UNIX  or  Unix‐like  OS  can  drive  to  difficulties.  The 
continuous evolution of  these OSs not only provides a better performance, but also deprecates  some designs. 
Even  sometimes,  the  required  features  for a particular design are not available yet. The  current design had  to 
evolve since the beginning because the existing resources did not fit with the requirements at all. In particular, it 
was  a  lack  of  resources  supplied  by  the wireless  subsystem.  A  brief  description  of  the  Linux wireless  kernel 




kernel was announced by  this  time.  Its name was Wireless Testing, and  represented  the  focus  the developers' 










This  kernel  improved  the  mac80211  stack  adding  new  features  such  as  a  better  support  to  the  proper 
configuration  of  monitor  interfaces  (cooked  monitor).  By  other  side,  cfg80211  added  a  new  API  which 










was  improved  to make  it more efficient. The mac80211 stack added some  features  for spectrum management, 
and some algorithms were introduced into this module. 
The b43 driver added firmware support for authors. 
During  this  time  between  versions,  Atheros  announced  the  upcoming  open  code  of  its  driver  Hardware 










The most  representative  feature  in  this  schedule was  the  inclusion of access point  functionality  for  the drivers 








At  the  end,  the  driver  for  Realtek  USB  devices  rt2800usb  got  support  into  the  mac80211  stack,  but  still 
experimental. The driver ath5k enabled support for AP mode, among other achievements. 












The  following clause describes  the key points  regarding communication between different MIHF entities  in  the 
Mobile Node  (MN) and  the network. A brief  introduction  to  the elements and  interfaces  composing a general 
scenario is provided in order to clarify these points. 
Two parts can be distinguished  into an  IEEE 802.21 communication  framework: the client side and the network 
side. While a client side  is composed  just of a mobile node with one or many radio  interfaces, the network side 
can be constituted by many entities. Reference points  interfacing different elements between sides and  into the 
network side are declared  just for  illustration purposes, and although they are referenced  in standards, they do 
not define any specific deployed network system architecture. Each communication between entities can involve 
different types of interfaces, transport mechanisms and even different service contents. 
A Point of Service  (PoS)  is a part of the network which can provide direct access to a MN at Layer 2  (L2. A MN 
exchanges  information directly with  its PoS. If a network entity cannot be connected directly to this MN,  it does 





































C  is a procedural programming  language  created  in 1972 by Bell  Laboratories.  It  supposed  the evolution of  its 






operating system. Although  its  target was  just  implementing software  for systems,  it has also been efficient  for 
developing applications. 
C is considered a mid‐level programming language, but it has many features of low and high level languages. For 
example,  it can deal with common data structures typical  in high  level  languages.  It also provides constructions 
allowing a very  low  level control of  the data. Compilers  typically offer  language extensions  that allow mixing C 
code with Assembly, or to get direct access to memory or peripheral devices.  
3.2.1.1.1. Pointers 




used  for  many  different  purposes  such  as  dynamic  memory  allocation,  to  implement  callbacks  for  function 
handlers or simply to manipulate the values of an array. 





























C++  is a programming  language designed  in 1983.  Its purpose was enhancing the C programming  language with 
features that allowed object handling, making C perfectly compatible with C++. Afterwards, generic programming 

















called a garbage collector.  It  is  important  to bear  it  in mind  since  the use of  the garbage  collector can help  to 
















adding new member  functions  and  variables.  To  accomplish with  the  encapsulation principle,  it  is possible  to 






Originally, GCC meant GNU  C  Compiler  because  it  only  compiled  C  programming  language. Afterwards  it was 
enhanced  to  compile  other  languages  such  as  C++.  The  development  of  GCC  uses  an  open  development 
environment and  supports many other platforms with  the goal of promoting  the use of a global  compiler and 






The  g++  tool  is  an  UNIX  based  C++  compiler  frequently  operated  through  the  command  line  interface.  It  is 
released by the Free Software Foundation (FSF) and often comes into a UNIX or Unix‐alike distribution. 
The  tool g++ builds object code directly  from C++ program  sources.  It does not generate  intermediate C  code, 










corresponding  to  the  garbage  collector  is  included  in  it.  The  garbage  collector  is  informed  about  the  number 




















Geany  is  a  small  and  lightweight  IDE.  It was developed  to provide  a  small  and  fast  IDE, which has only  a  few 
dependencies  from other packages. Another goal was  to be as  independent as possible  from a special desktop 

















towards  C/C++.  The  plug‐in  provided with  the  default  Code::Blocks  installation  supports  GNU  GCC, Microsoft 














client applications based  in web browser. Through an extensible plug‐in system,  it can support programming  in 
several languages such as C, C++, COBOL, Python, Perl, PHP, and others. 
3.2.2.5. Other considered IDEs:  NetBeans [22] 
NetBeans is  a  platform  used  for  developing  with Java, JavaScript, PHP, Python, Ruby, Groovy, C, C++, Scala  and 
Clojure, amongst others. It is written in Java and runs everywhere where a Java Virtual Machine (JVM) is installed, 
including Windows, Mac OS, Linux, and Solaris. A JDK is  required  for  Java development  functionality, but  is not 







The design of  the  current  application  required  some  knowledge  about  the mechanisms  that  the  system  could 
facilitate to handle wireless devices. Different existing applications that deal with WLAN devices have been taken 
as reference to research the way they get access to: management information, the data transmitted and a variety 




The pcap  (packet  capture)  library  consists of an API designed  for  capturing network  traffic.  It also  implements 
tools  to set  interfaces, get  their  information and even  to  transmit packets on a network at  link  layer. Linux and 
other  Unix‐like  systems  implement  pcap  through  the  Libpcap  (Library  pcap)  library. Windows  uses  a  port  of 
Libpcap  known  as  WinPcap  (Windows  pcap).  Several  applications  such  as  Wireshark  (previously  known  as 
Ethereal) or TCPdump are designed for monitoring packet transactions and analyzing packet captures (live or not) 
via Libpcap. 
The  developers  of  the  pcap  API wrote  it  in  C/C++  language,  so  other  languages  such  as  Java  or  .NET  based 
generally use a wrapper to use it. 
3.2.3.2. Libpcap [24] 
Libpcap  was  originally  developed  by  the  TCPdump  developers  in  the  Network  Research  Group  at  Lawrence 
Berkeley Laboratory. The low‐level packet capture, capture file reading, and capture file writing code of TCPdump 




















The pcap_setnonblock  routine puts  the  capture descriptor  given by pcap_open_live  into blocking or 
non‐blocking  mode.  In  non‐blocking  mode  an  attempt  to  read  from  the  capture  descriptor  will  return  0 
immediately rather than blocking to wait for new arriving packets, if no packets are currently available to be read. 
3.2.3.2.1.2. Transmission 
The  function pcap_sendpacket  is used  to  send  a  raw packet  through  a network  interface. Note  that even 
having opened successfully the network interface, two different circumstances may occur:  not having permission 
to  send  packets  on  the  network  interface  or  that  it  does  not  support  sending  packets.  The  function 







hence  it  is  not  possible  to  request  an  open  descriptor, which  supports  sending,  being  notified  at  open  time 
whether sending will be possible. Moreover, some devices might even not support sending packets. 
3.2.3.2.1.3. Reception 
The routine pcap_next_ex  is used to read the next packet and returns a success or failure  indication.  If the 
packet  is  read  without  problems,  a  pointer  to  a  specific  structure  called  pcap_pkthdr  and  another  to 
pkt_data are set pointing to the header and the data of the received physical packet, respectively.  
3.2.3.3. Network wireless packet sniffing 
Network  sniffers are powerful  tools used  for  several purposes  such as monitoring networks  in order  to detect 
failures, reverse engineering network protocols, or even  for helping  in protocol creation. The  following sections 








is  designed  to  run  over  the  most  common  operating  systems  such  as  Unix‐like  systems  and Ms Windows. 
Wireshark is free software released under the terms of GPL. 




Wireshark  also  provides  facilities  for  many  features  such  as  displaying  packets  with very  detailed  protocol 
information and even to filter, search and sort them on many criteria. 
In  the  current  project Wireshark  has  been  useful  to  detect whether  a  packet  has  been  sent/received  or  not, 












is  the  one  that  stores  the most  relevant byte  at  the  lowest memory  direction,  and  least  relevant byte  at  the 
highest. A big endian computer stores the most relevant bytes first, and the  least relevant  last. For  instance, an 











the  contents  in  /proc/net/wireless  system  folder  from  operating  system  file  system  and  extracts  a  set  of 
quantitative results such as the received signal strength, amongst others. 
3.2.4.1.2. Subroutine for channel handling 
The  subroutine  iw_float2freq  is designed  to  set  the  channel of  the  specified working  interface. Note  that,  in a 
physical interface providing more than one virtual interface, changing the channel of one of the virtual interfaces 
will cause in a change in all of those depending on the same physical interface. 





















The  following pair of  subroutines  extracts  some  information out  from  /proc/net/wireless  in order  to  get basic 
features of the wireless extensions such as version number: 
* iw_get_basic_config gets the essential wireless configuration from the device driver.   All  the  classical 











































In a  low charge traffic system, the Mobile Node element  is the most  indicated to decide where and when to be 
attached.  In  this  context,  it  is  assumed  that  the  surrounding  PoAs  nearby  the MN  have  enough  resources  to 
provide connectivity to it, and so the handover decision once attached relies in the received signal strength.  
A  definition  of  the  behavior  of  a mobile‐initiated  handover  system  is  provided  in  the  following  clauses with 
regards to the actions taken  into the process of PoA discovery, attachment and handover  inside the IEEE 802.21 












By  this way,  the  information  received  through  this passive  scanning  triggers MIH_Link_Detected  indication  for 
each discovered PoA. This primitive provides MIH users a set of basic information ranging from services supported 




through  the wireless media, with  no  intermediary.  This procedure  is  not mandatory or, more precisely,  is not 
defined under a general procedure schema anywhere in IEEE 802.21 std. Nevertheless, its use is recommended to 
















passed  to  the MIH users  thanks  to MIH  function. There,  the upper  layers decide where  to get attached. This  is 




































by  sending  a MIH_Get_Information  request  message  to  the MIIS.  It  responds  with  a  MIH_Get_Information 




response message.  A MIH_Link_Detected  indication  is  triggered  for  each  of  them,  carrying  basic  information 
about  those  PoAs  and  the  networks  they  depend  on,  as  commented  previously.  The  next  step  is  preparing 
handover, which will be explained in the following subsection. 
3.3.1.4. Handover candidate query and query resources. 
























PoS  in  turn  sends MIH_MN_HO_Candidate_Query  response message  to  the MN.  Finally,  the MN  decides  the 
handover target based on the result of query about resource availability at the candidate networks. 
3.3.1.5. Target decision. Handover resource reservation 
The MN  decides  on  the  target  of  the  handover  and  notifies  the  Serving  PoS  of  the  decided  target  network 









































The  Serving  PoS  sends  the  MIH_N2N_HO_Commit  request  message  to  the  Target  PoS  to  request  resource 






































The  MN  sends  a  MIH_MN_HO_Complete  request  message  to  the  Target  PoA.  The  Target  PoA  sends  a 
MIH_N2N_HO_Complete request message to the previous Serving PoA to release resources allocated for the MN. 
After  identifying  that  the  resource  is  successfully  released,  the  Target  PoS  sends  a  MIH_MN_HO_Complete 














IEEE  802.21  based  system. Due  to  the  broad  scope  of  this  framework,  a  set  of  particular  features  have  been 
chosen in order to establish an initial development. 












Moreover,  some  procedures  for MIH  discovery  are  not  defined  under  the  IEEE  802.21  standard.  Prior  to  the 











been added.  Instead,  it has been decided  to  introduce  the needed  information  into  some WLAN management 
frames,  particularly  into  beacon  frames.  Those  frames  are  periodically  broadcasted  by  hotspots  and  can  be 
customized allowing MIH presence discovery. 
























Finally,  it  is mandatory to highlight that the resources used to  implement this test‐bed are basically multimedia 




















Although  the aim  is designing  a prototype,  the  chosen OS had  to be  stable  in order  to provide  the basis of  a 
complex design.  The distribution Debian GNU/Linux  (a.k.a. Debian)  is updated  every  two  years with  the most 





the previous  chapter  (running on  Linux  kernel 2.6.24) did not  include  the particular wireless  cards and drivers 
used. So,  the  tools given  to handle  these  interfaces provided a different set of  features, and had  to be  treated 
individually. The need to be homogeneous drove to the update of the kernel to its latest versions. Using a stable 




2.6.31, so  it fullfils the requirements  in the MN’s side.  In order to test some system capabilities, the OS used  is 











Under  a  Linux  framework,  two  options  were  considered  to  be  acceptable.  One  option  was  working  with 
Intersil/Conexant devices, which allowed using HostAP drivers. The other  suitable option was using an Atheros 
NIC, a device known for having a better sensibility than most of the commercial NICs. The final decision was using 
an  Atheros  device  because  it  provided  the  required  tools  to  perform  the  needed  actions.  The model  used  is 
equipped with a chipset of the AR5000 family, which is compatible with IEEE 802.11 b/g physical specifications. 
The commented options had both mini PCI connection, and could not be connected  to  the  laptop at  the same 
time. So, an alternative had to be found in order to have another interface to enable seamless handovers. Using 




secondary  interface.  Later,  the mac80211  stack  of  Linux  kernel  2.6.31  provided  almost  full  support  (although 
experimental) to this device, so it was provided with the same functionalities than the Atheros device. From this 
moment on, both devices can act under the same conditions allowing both IEEE 802.11 protocol and alternative 





taken  in  account.  The  first  hardware  selected  was  the  Atheros  NIC.  The  driver  working  under  Unix‐alike 




driver were developed: ath5k and ath9k. The  first one  is a  completely open  source driver used  for  chipsets of 
AR5000  family, which  are  compatible with  IEEE  802.11b/g physical  standards.  The  second  one  is designed  for 
devices equipped with chipsets of AR9000 family, compatible with  IEEE 802.11n physical standards and also full 







broad  set  of  functionalities  implemented  via  ioctls.  Those were  open  source,  and were  useful  to  develop  the 
required  functionalities  for  this  system  but  had  the  inconvenient  of  being  useful  only  for  a  particular  set  of 
network cards. The apparition of ath5k driver and its almost immediate inclusion into mac80211 stack eased the 





mac80211 stack,  it  included features to allow configuring multiple virtual  interfaces  in monitor mode under the 
capabilities provided by iw tool. Both options are considered in the current implementation.  
3.3.2.2. Point Of Attachment 
The PoA  is  the network element which bounds  the Mobile Node  to  the wired network providing a  set of MIH 













started mac80211 stack was still underdeveloped and devices providing this  feature were  just a  few, difficult  to 
find and  to configure, and did not  follow standard configuration patterns  (were not under  the  influence of  this 
stack). This  leads the development to use the  latest version of the Linux kernel’s development branch. The  first 

















known as a PLX device, and  is due  to  the need of moving  the oldest NICs  to  laptop computers. The particular 
devices were provided by Broadcom, and worked under the IEEE 802.11b physical standard. 
Soon  it has been seen that these cards give several problems with the current OSs because they are difficult to 




























































Once  the  framework has been defined,  the applications handling  the management  system must be developed. 
These applications are  indented  to be working  in background,  transparent  to  the user. This kind of applications 
receives  the designation of daemon  [33]. Generally, daemons do not use a direct  interface with  the user. This 
time, the prototype will be provided of a console that will monitor key features of the MIH protocol. 
Two daemons are needed: one running at the MN, and another one being executed at the PoA. Both applications 
will allow a MIH  link  layer communication  in parallel to an  IEEE 802.11 protocol. The following sections give key 

























previously authenticated and associated at network  level. So,  in  these  terms,  to start scanning  the network  for 
suitable MIH compatible services the MN needs to have a complete network connection, which does not seem to 




In order  to  follow  the  standard document guidelines,  the option of a  link  layer development has been chosen. 
Most of the efforts are put to provide a reliable and error free communication within the wireless part. 
3.4.1.1.1. Packetspammer reference application [34] 
Packetspammer  is  a  free  open  source  application  designed  to  demonstrate mac80211 monitor mode  packet 
injection. This application is written in C code and uses the pcap library to develop communication capabilities. It 
is also capable to handle a flexible radio‐tap header making it suitable for many different technologies. 
Its operation  is simple: the program  is  installed at two different peers capable to be set  in monitor mode. Once 
one of  them  is executed,  it starts  transmitting numbered packets  that can be seen  in a  local console. Once  the 
other peer runs the application, it also starts transmitting packets and listens to the media to hear the transmitted 






A problem designing  a parallel protocol  to  IEEE 802.11  appears when  trying  to  inject or even  to  sniff  a  set of 
frames.  Fortunately,  the  latest  implementations  of  the  pcap  library provide  facilities  to  inject  packets  through 





























even  send  wireless  custom  frames.  The  tool Wireshark  has  been  intensively  used  to  determine  the  correct 




RSSI  is a short for Received Signal Strength  Indicator.  It  is a measure pattern for the  level of signal received  in a 


















beginning of  the actions  for a handover  to  take place.  It  is also defined  the “clear channel  threshold”, which  is 
taken as the 10% of RSSImax. This value will trigger the beginning of the final actions for a handover procedure: 
* Routing threshold (ROUTING_TH):       ‐73 [dBm] 
* Clear channel threshold (CLEAR_CH_TH):    ‐89 [dBm] 
The  first  threshold would  trigger a query  to  the MIIS and would start with  the resource reservation process  for 
























Some  research  groups have been  evaluating  the different possibilities  for  the  actions  to  take  regarding  to  the 






until  it  reaches  the  handover  threshold,  where  Link_Parameters_Report  is  triggered.  After  that,  all  the MN 
proceeds with  the  rest of  the actions  related  to handover: handover  initiation, L2 connection and L3 handover. 
The Operation Model B (OMB) advances most of the actions taken when crossing the first threshold: all the stated 
actions  are  taken  until  the  establishment  of  the  layer  2  connection  (included),  and  crossing  the  handover 
threshold produces the L3 handover. 
The proposed model for the current prototype has an OMB behavior alike. It also has two thresholds which trigger 








Receive sensitivity  -96
[dBm]
Roaming threshold / Link Parameters Report  -73
Maximum signal strength  -35   
Clear channel threshold / Link Going Down  -89
Link Down  -94.4
















Atheros thresholds  IEEE 802.21 thresholds  Atheros RSSI  Signal level  % Max signal level 
Max signal level  ‐  60  ‐35  100 
Roaming threshold  Link Parameters Report  12  ‐73  20 
Clear channel threshold  Link Going Down  6  ‐89  10 
‐  Link Down  1  ‐94,4  1 
Noise level  ‐  0  ‐95  0 




handover  services and procedures defined under  the  IEEE 802.21  standard  try  to avoid  reaching  this  situation. 
Nevertheless, it can happen when the MN arrives to the end of a MIH coverage area. In this situation, a PoA/AP 
discovery process must be performed and so a hard handover,  if possible, takes place. The choice of this  level  is 
done  under  hostile  conditions  of  reception  and  results  to  be  close  to  ‐94  or  ‐95  [dBm], which  is  1%  of  the 
maximum received signal strength. 
3.4.1.2.4. Average received signal strength 
The measure  of  the  signal  strength  is  taken  from  the  information  provided  by  the  beacon  frames  from  the 
attached PoA. The hardware in reception measures the signal level and completes a radio‐tap header where this 




procedures.  The  principal  idea  is  to  develop  a  filter which  suppresses  the  quick  component  of  fading,  and  to 
establish the correspondent triggers respect the smoothed resulting wave form. Although dealing with this issue is 
out of the scope of this work, a little subsystem for averaging received signal strength has been implemented. The 
procedure  is very simple:  the application stores a set of samples of signal  level  from  the  received beacons and 














precision of 6 digitus, which  is enough  to  calculate  the  linear average of  the  samples. To provide  the  result  in 
[dBm], the process has to be reverted. The whole process is illustrated in figure 3.19. 
3.4.1.3. Evolved IEEE 802.21 protocol stack. Resulting stack 
The development of a particular  scenario  leads  the design of protocol  stacks  to be  as much  alike  to  the ones 
proposed under  the  standards  as  they  can.  In  fact,  the philosophy of  the developed  stack  is  the  same  as  the 
standard, but with slight differences. These stacks are nothing more than abstractions of the code composing the 
project‐space for both MN and PoA. 
The stack regarding to the MN  is the most similar to the standard.  It provides the existing physical  layer from a 
WLAN and  its MAC/LLC mechanism parallel to the developed MIH Function. Above, there  is the MIH User  layer. 
Moreover, the MIH SAP and the MIH Link SAP are implemented to communicate MIHF with the layers above and 
below, respectively. Everything until this point  is as stated  in  IEEE 802.21 standard. Nevertheless, some features 
are added  in order to complete the stack and  its functionality. First, an abstraction of the physical and  link  layer 
are inserted between the physical layer and the MIH Link SAP. This provides an interface to interact with the driver 
setting it and gathering the required information. Second, a Transaction State Machine is introduced in parallel to 










context,  the PoA  is a device which only has an  interface  to deal with  connections. No MIH actions with  lower 




mission  of  providing  responses  to  the  information  queries  coming  from  remote  entities.  The MIHF  has  an 
additional entity which acts as a registry of the MN attached to the current PoA, and provides tools for handling 









In a network  initiated handover,  the network  initiates  the handover process by  indicating  to  the mobile  that a 













The current  framework  is a  low charge system  in  terms of  traffic.  Just a MN can be generating or demanding a 
flow of traffic, which means that the required resources in each PoA will be enough every time the MN is attached 
to one of them. In this case, there does not exist a problem of overcharging a determined network by demanding 
an excess of  its  resources. So, PoAs  can afford  these  changes without problems. A different  situation  could be 
done in case several MNs were roaming from PoA to PoA. In this case, some kind of intelligence should be placed 
into the network in order to manage the charge of the overall system. 
So,  it seems  logical to allocate the handover decisions  into the MN. It can measure the received signal  level and 











Moreover,  some  changes  have  been  introduced  into  the  standard message  exchange  proposed  in  the  quoted 



































availability  check  messages.  Moreover,  through  MIH_Get_Information,  which  is  the  request  message  for 
information  queries,  the MN  can  query  all  the  surrounding  PoAs  and  networks  in  a  placement within  just  a 
message. This message  is addressed  to an  information  server which  is provided with all  the  static  information 
about the surrounding networks within a location. 
So, suppressing the set of messages composing the resource availability check eases the decisions taken at higher 










































MIHF_ID – MN Identifier
LIST(LINK_ID) – MN Link Identifier List
MIHF_ID – PoA Destination Identifier
LINK TYPE – Tgt. Link Type
TGT_NET_INFO – Tgt. Net. Id. or Link Address
REQ_RES_SET – Set of Requested Resources
MIHF_ID – PoA Destination Identifier
MIHF_ID – MN Identifier
LINK_ID – Target MN Link Identifier
LINK_ADDR – Link Addr. Of Target PoA






4.  Based  on  the  averaged  received  signal  strength  coming  from  the  radio  beacons  and  the  list  of  services 
supported, the MN proceeds with BOOTSTRAPPING PoA DECISION.  In this case, both PoA entities only differ on 
the received signal strength. 
5. The MN proceeds MIH Registration with  the  target PoA. This alllows  the MN  to select a MIH PoS which will 
provide the information requested by the   layers above. 

























10. The discovered PoAs are now listened and trigger Link Detected Indications.   The MN  listens  to  the media 
again and recognizes   the beacon(s) of a (or many) candidate AP(s) that can be acting as PoAs. 




































of MIH messages  between  different MIH  entities.  The  basis  of  the  behavior  of  its mechanism  resides  in  the 
contents of the incoming or outgoing message for a given transaction and in the reliability of the communication. 
In  the  current design,  the  task of  the  states machine  is essential. A 2.5  layer protocol needs  the  support of  a 
system which  implements mechanisms  to assure  the delivery of  the messages besides of a correct handling of 








machine.  The  communication  is  done  at  L2,  and  the  wireless  media  does  not  provide  reliability  to  the 

























of  the MIH  header. Once  the message  has  been  sent,  the Ack  responder  ceases  to  exist  and  the  transaction 

















source host  just  instantiates a  transaction source state machine. An Ack requestor state machine  is not needed 
because the transport  level of the protocol stack  is supposed to be  free of  link errors  (they are solved at  lower 
layers).  In  this case,  the  transmitter  is  implemented as a client of a TCP service which queries  the  receiver and 
waits  for  a  response  message  from  another  peer  designed  as  a  TCP  server.  The  correct  reception  of  the 
corresponding response message will cause the termination of the transaction source state machine with success 
state. Otherwise, if the reception of this response has been delayed or lost, the instance of this state machine will 
















done  through a network  IP/TCP  socket pair, and  the  reliability mechanisms are  implicitly  implemented. So,  the 
destination host just instantiates a transaction destination state machine. An Ack responder state machine is not 
needed because the transport level of the protocol stack is supposed to be free of link errors (they are solved at 
lower  layers).  In  this  case,  the  receiver  is  implemented  as  a  server  of  a  TCP  service which  is  queried  by  the 
requestor and replies with the correspondent response message to the requester peer designed as a TCP client. 














The  exchange  of messages  that  comprise  both  communications  over  the wireless  and  the wired  network  are 
considered to be composed by two different transactions. The first one is a transaction between the MN and the 
PoA.  Here  the MN  throws  an  instance  of  the  transaction  source  state machine  and  another  one  of  the  Ack 
Requestor  state machine, while  the  PoA  throws  an  instance  of  the  transaction  destination  state machine  and 
another one for the Ack responder state machine. The second one  is a transaction between PoAs. One of them 
throws an instance of a transaction source state machine and the other an instance of the transaction destination 
state machine. The  first  transaction activates  the wired  transaction and  rests paused until  it  finishes. Then,  the 
wireless transaction is taken up again and is provided with the elements of the wired PoA to PoA transaction. Both 



















If  the  acknowledgement message  is  not  received  before  the  expiration  of  the  timer,  the  source MIH  entity 
immediately  retransmits  the  saved message with  the header  settings kept untouched.  If  the  source MIH entity 
receives  the acknowledgement before  the expiration of  the  timer on  the  first or any subsequent  retransmitted 
attempt,  therefore  the  source MIH  entity  has  ensured  the  receipt  of  the MIH  packet  and  hence  releases  the 
resources used for this transaction. 





The User  level of  the MN application  implements a mechanism  to decide which messages need  to be  sent or 
which procedures need to be executed regarding to the state of the connection. The messages sent are originated 


















the HANDOVER variable (false  if the MN  is not attached or otherwise true), or nothing  if the transition between 
states is unconditional. In clear blue colored boxes there are represented the MIH SAP primitives called from User 
level  and  triggered  by  the  condition  indicated  in  the  previous  arrow  pointing  to  the  current  box  or  even 
unconditionally triggered (when there is not an indication). In white and shadowed boxes with capital bold lyrics, 
there are represented the main PoA selection procedures, namely bootstrapping and target decisions. The boxes 
in white with  capital  letters  represent  the  states where  the MN  is waiting  for  changes  in  signal  levels once  a 
connection has been established and remaining in a stable state, or when a handover procedure has been started 
and the system  is monitoring the received signal strength  in order to find whether  it has been restored or  if the 
handover needs  to be  completed. The grey  colored boxes  represent  knobs  activated by  the  system  that  allow 









802.11  authentication  and  association. Although  it  is  not  indicated  in  the  schema,  note  that  in  case  the MIH 
connection gets lost due to a sudden drop in the link or a loss of MIH coverage (a MIH_Link_Down is triggered), 
the User MN procedures are  restarted driving  the  system  to  INIT  state and  setting  the HANDOVER  variable  to 
false. 
The following subsections provide a complete description of the decision procedures, as well as a quick overview 
of other  simpler mechanisms  such  as  the  sub‐system which waits  for  changes  in  signal  level.  The higher  level 




As mentioned  before,  the  handover mechanisms  are  initiated  by  the MN,  the  element  in  the  network with 
intelligence  to  take  bootstrapping  and  handover  decisions.  Both mechanisms  need  to weight  up  the  relevant 
information  provided  by  the  elements  of  the  network  and  decide  which  PoA  to  establish  or  continue  a 
communication best  fits  the  conditions of  the MN. All  those decision proceedings are out of  the  scope of  the 
standards,  and  are  provided  into  the  implementation  of  the  higher MIH  user  layer  as  example.  The  following 





connectivity has been  lost suddenly or by reasons of end of MIH coverage area.  It  is divided  into  two different 
proceedings,  namely  Candidate  Link  Decision  and  Candidate  Decision.  The  first  one  uses  the  elements  of 
information  provided  into  the  beacon  frames  of  the MIH  compatible  PoAs,  and  the  second  one  takes  the 
information within  the MIH_Capability_Discover  response messages. Both  sub‐mechanisms  return a parameter 











The Candidate Link Decision schema  is a system of punctuation which  increases a parameter  in  function of  the 
capabilities  available  in  each  discovered  PoA.  Two  conditions  are  stated  as  pre‐requisites  in  the  current 














The  Candidate  Decision  subsystem  emphasizes  the  decision  task  on  the  available  capabilities  of  the  services 
provided by the evaluated PoA.  It first reviews the capabilities provided by the command service  in the remote 
PoA, and decides whether  the PoA can establish a dialog with  the command service of  the MN.  In  the current 
implementation,  MIH_N2N_HO_Query_Resources,  MIH_N2N_HO_Commit,  MIH_N2N_HO_Complete, 
MIH_MN_HO_Query_Resources, MIH_MN_HO_Commit, and MIH_MN_HO_Complete messages  in the evaluated 
PoA  are mandatory. Afterwards,  the MN  reviews  if  the elements  from  the  information  service  are  available  in 














A handover procedure  is  started when  the  service  received during a communication  is getting degraded. For a 
MIH  handover  to  take  place,  it  is  necessary  to  be  previously  attached  to  a  PoA  able  to  provide  continuity  of 
service.  Again,  this  procedure  is  divided  in  two  subroutines:  one  is  a  Candidate  Link  Decision,  and works  as 















The Candidate  Link Decision works as well as  commented  in  the previous  clause. On  the other hand,  the MIIS 
Decision  is probably  the most complex decision  subsystem of  them all.  It  is based  in  the  Information Elements 
responded from a MIIS to a query message from the MN.  In the current scenario,  just a few  IEs are required  in 
response  from  the MIIS  to  take decisions of handover. Other  IEs are not needed because  the  information  they 
provide is included in MIH_Link_Detected indication messages. The rest of IEs do not fit in the current framework. 
The  information query  to  the MIIS demands a  set of  IEs which will  cause  in a hierarchy of  IEs  in  the  response 
message. In particular, an IE Container List of Networks will be queried, and  it will carry all the suitable IEs from 






























































methods,  a  type  of  network  equal  than  the  currently  used  (see  that  both MN  interfaces  are  physically  IEEE 
802.11), or do not match with any of the needed channels of the requested range. These PoAs or networks are 
directly  discarded,  setting  the  decision  parameter  to  one.  The  rest  of  the  evaluation  is  done  pondering  the 



















Moreover,  another  subsystem  into  the MIIS  decision  subsystem  is  implemented.  It  is  designed  to  choose  the 

















has  been  designed  to  be  aware  of  the  received  signal  level  from  the  attached  PoA,  performing  a  continuous 
monitor  of  this  value.  This  system  is  capable  of  reporting  the  events  which  are  generated  due  to  crossing 
determined  signal  thresholds.  The  following  lines will  provide  a  qualitative  description  of  the  sub‐procedures 
carried out into this module, relating them with some of the explanations from previous subsections. 








decide  if  the MIH connection  is  lost or not. So,  four  sub‐ranges are defined between  these  thresholds, namely 
good  level,  roam  level,  weak  level  and  lost  level,  from  most  strong  received  signal  to  least.  In  the  current 
implementation,  it has been presumed  that  changes  in  signal  level are  smooth,  so  it  cannot hop  from a given 
range to another one which  is not adjacent. The actions taken when each different range  is met depend  just on 
the  previous  state.  The  figure  3.42  represents  the  changes  between  sub‐ranges  of  signal  level.  Grey  boxes 
represent the four stated sub‐ranges, and the blue ones are the actions taken regarding to the state change. 
The roam level related actions prepare the indication carried within a Link_Parameters_Report indication primitive 
in  the MIH  Link  SAP,  indicating  that  a  certain  threshold has been  crossed,  that  the  stated  threshold  is  for  the 
received  signal  strength, and which are  the quantitative values of  this  threshold and  the parameter measured. 
This event marks the beginning of a handover procedure.  
The weak level related actions prepare the information carried within a Link_Going_Down indication primitive in 




Link  SAP,  indicating  that  a  certain  threshold has been  crossed  and  also which  is  the  link  that has  gone down, 
reporting the link address of the old access router and the reason why the link connection has been lost. Once this 
























* u8 retrieve_mac_addr( u8 *mac_addr, MIHF_ID *mihf_id, POA_TUPLE_LIST *list 
); 




The process of registration  in this table  is executed at every Link_Detected  indication, during the MIH Discovery 








the existing PoAs. The other  is  the way a PoA establishes a  communication with another PoA within  the  same 
network or not. The following sub‐clauses provide a description of the solutions adopted to solve these issues. 
3.4.3.1.1. PoA MIHF identifier for MN MIH discovery procedure 
As mentioned  in previous  sections,  a MN needs  to discover  the  surrounding APs  in order  to determine which 
provides MIH compatibility, and which identifier they use to exchange this protocol messages. In this case, it is not 
enough  with  a MIH  capability  advice  within  the  beacon  frames.  A  PoA MIHF  identifier  has  to  be  supplied 
somewhere. This can be done  introducing some support protocol (existing or not) establishing a dialog between 
MN  and  PoA,  or  by  directly  getting  the  PoA  identifier  from  a management  IEEE  802.11  frame  such  as  the 
mentioned beacon frame. For reasons of ease of  implementation and agility  in the process, the second method 
















corresponding MIH message encapsulated  into a TCP  frame  to  the server  in  the  remote PoA. The server  in  the 
remote  peer  responds  to  the  received  message  once  the  upper  layer  response  has  been  composed  and  is 
available. Once  the  source  client  receives  the  response  it passes  it  to  the upper  layers and  the  client  instance 
ceases to exist. The servers in each PoA are continuously running and waiting for new TCP connections. 
The principal problem  comes up  in  the procedure  to discover which  IP direction  in a peer  is associated  to  the 
corresponding MIHF  identifier within  a  certain  PoA.  Again,  the  solution  can  be  based  in  a  network  discovery 




















met,  the  PoA  allows  this  specific MN  to be  registered  in  its Registrar data base  and  a MIH_Register  response 
message with success status is sent back to the MN. From this moment on, the MN can freely exchange messages 




A  registry  subscription  expires  once  the  MN  has  completed  a  handover  to  another  PoA,  receiving  the 

























related to a single network which can be  isolated  IEs or containers of the next  level. These new  level containers 
are particular for each PoA in the current network, and are formed by different IEs which are single for each PoA. 
The figure 3.44 shows the hierarchy of information elements and containers of information elements. 
The development of  the engine which provides  the  IEs as  response has supposed a difference  regarding  to  the 
implementation of the rest of the response engine in the PoA entity. The encapsulation of these IEs is done at user 






field needs to be  larger than a byte. For this  issue, specific structures and procedures have been coded  in order 










IE  containers  use  a  long  structure,  namely  long  container, which  provides  two  bytes  of width  to  indicate  the 
Length of the information within the packet, and a buffer of 65536 bytes for the Value field. It has been calculated 
that  the  longest  query  responses  fill  a  response  network  container  list  of  about  500  bytes  in  the  current 
development, so nine or more bits are needed to encode the Length field in natural binary format. Note that in a 
determined peer, these lengths are handled as natural binaries coded as unsigned chars or unsigned integers (in 









and beacon.h. These  files provide  the procedures which perform  the  contents of beacon and probe‐  response 
frames. In particular, beacon.c is composed of many different functions following this schema: 
* u8 *function(struct hostapd_data *hapd, u8 *eid); 
Where eid is a pointer to a generic address of memory. In this case, eid determines whether it has to write in 
the header or tail positions of a beacon or probe response frame. The pointer to hostapd_data structure is a 


























within  the messages  (as  stated  in  IEEE  802.21  standard)  and  primitives  invoked  from  the  different  entities. 
Moreover, different constants and macros are declared for its use as well as the values that the variables of these 
types can  take.  In  the current  implementation,  the  file containing  the data  types defined  in  the annex F of  this 
standard is 21_data_types.h. The set of constants, macros and structures commonly used is defined in defines.cc 
and defines.h files, together with the frequently used system libraries. 




containing  the  different  fields  of  its  header  and  payload  has  been  declared.  The  header  has  been  defined 




with MIIS, namely CONTAINER, which  is  the  structure  containing  the binary  received  information  from MIIS; 
PoA_CONTAINER,  which  is  the  structure  containing  the  received  information  about  a  PoA  from  MIIS; 
NETWORK_CONTAINER,  structure  containing  the  received  information  about  a  Network  from  MIIS;  and 







Finally,  different  structures have  been  declared  in  order  to  ease  the  operation  of  the  current  application.  For 
instance,  LINKS_DISCOVERED  and  CAPABILITIES_DISCOVERED  are  two  structures  used  to  store  the 
information  from MIH  Discovery  and MIH  Capability  Discovery  procedures,  respectively.  The  structure  called 







and some  information about the received  information. In particular,  it can be divided  into four main blocks: one 
has a set of procedures used to initiate the physical devices once the application has been started, another is a set 
of threaded functions able to perform the peer discovery processes, there  is also a couple of procedures which 
perform authentication and association processes in IEEE 802.11, and   finally  a  set  of  other  tools  dedicated  to 
perform other operations related to the device management. Moreover, the structures containing the format of 






The  physical  initiation  procedures  are  a  set  of  functions  called  at  startup,  initiated  with  the  init_init 
procedure.  Its aim  is  to  set properly  the existing physical devices by determining which will  take  the  role of a 
primary interface (if able to be set as monitor) and which will be an alternative interface. Three main procedures 
are called within this initiator. Their prototypes are the following: 
* void enum_devices (int   skfd, iface_data *ifc); 




* bool create_monitor( char *mon, iface_vec ifc, u8 ii ); 
Where mon is the destination name of the monitor interface concatenated with the current WLAN interface name 
described  in ifc[ii].iface_name. The procedure searches via search_existing_iface whether the 








procedures designed  to create monitor  interfaces: create_atheros_monitor,  for Atheros devices running 
under MADWiFi  drivers,  or  create_802_11_monitor,  for  generic  mac80211  device  drivers.  Finally,  the 
configured interfaces are registered into a structure which determines which is the monitor interface designed for 
the  IEEE  802.21  communication,  and which  is  the managed  interface  handling  the  IEEE  802.11  protocol.  The 
returned value determines if the interfaces have been set properly. 




condition and boolean variables.  It triggers, when  it  is run, the corresponding Link Detected  indications for each 
surrounding  PoA.  This  is  done  examining  the  set  of  beacon  frames  received  using  the  tools  supplied  by  pcap 
library. Two main procedures can be found here: 
* u8 get_APs_data( char *mon_iface, u8 nAllowedMacs ); 
Where  mon_iface  is  the  identifier  of  the  current  interface  handling  the  IEEE  802.21  protocol,  and 
nAllowedMacs  is  the minimum  number  of MAC  interfaces  needed  to  be  discovered.  The  value  of  return 
indicates how many PoAs have been discovered. Two options are possible: if the MIH Discovery procedure is done 
in the middle of a handover, the current function will not return until the number of discovered PoAs were the 
same  as  the  quantity  provided  by  the  MIIS  query  response;  if  the  MIH  Discovery  procedure  occurs  at 
bootstrapping time, it will return the PoAs discovered once, unless PoA no PoA is discovered (the MIH Discovery 
procedure  would  take  place  again,  then).  This  function  relies  on  the  information  provided  by  the  function 
read_beacons  (uses  pcap  habilities),  which  provides  the  information  of  each  beacon  via 
get_beacon_information (examines the contents into a beacon frame). 
* void set_link_det_info( LINK_DET_INFO &LinkDetInfo); void set_link_det_info( 
LINK_DET_INFO &LinkDetInfo, u8 itr ); 
This  is an overloaded function which allows calling  it with different contents  in  its header. The first one sets the 
common parameters for all the indications needed to generate, and the second one is called after having received 
and determined the particular parameters of each of the discovered PoAs. LinkDetInfo is the data contained 
within the Link_Detected  indication MIH Link SAP primitive, and the itr variable  is the  iterator used to choose 







They are called authentication and association  respectively, and perform  the corresponding actions  that a user 
would do by introducing the corresponding ifconfig and iwconfig or iw commands via command line: 
* int authenticate( char *ifname, char *essid ); 
Where ifname is the identifier of the interface which is going to be authenticated and essid is the name of the 
ESS  the  given  interface  is  going  to  be  authenticated with.  The  value  of  return  is  0  if  the  authentication  has 
succeeded or ‐1 otherwise. 





* void mac_reader( char *ifname, u8 *mac ); 
This function gets the MAC address from the  interface given  in ifname, and stores that  in mac. See reference 
GNU mac‐changer 0.1.5 free software for further details that have inspired this procedure. 





* int get_signal_level( u8 idleTime, char *ifname, char *Essid ); 
This function gets the signal level from beacon frames. It is useful to avoid difficulties with mac80211 dependent 
devices. The previous defined  routine often  returns 0  for a mac80211 device  (almost until  Linux 2.6.29 kernel 
versions), which is not a valid value. This routine is used for monitoring the state of the current link. Essid is the 
ESS which  is going to be monitored, and idleTime determines the period of time between two samples. This 
function  relies  on average_signal_level  to  determine  the  average  received  signal  strength  in  order  to 
smoothen the received wave‐form and avoiding some undesired ping‐pong effects due to fast fading in signal. The 
returned value is the smoothed received signal strength. 
* int set_channel( char *ifname, int freq ); 







* void set_source_mac( u8 *Header80211, u8 *source_mac ); 
Sets the source MAC address source_mac into an IEEE 802.11 header in Header80211. 
* void set_destination_mac( u8 *Header80211, u8 *destination_mac ); 
Sets the destination MAC address destination_mac into an IEEE 802.11 header in Header80211. 
*  void set_Link_Up_indication (LINK_TUPLE_ID &LinkIdentifier, LINK_ADDR 
&OldAccessRouter, LINK_ADDR &NewAccessRouter, IP_RENEWAL_FLAG  
&IPRenewalFlag, IP_MOB_MGMT &MobilityManagementSupport); 
Sets  the  information within a  triggered  Link Up  indication  into  the  corresponding MIH  Link SAP. The  regarding 
information had been previously supplied within the last received indications, and so the contents need just to be 
filled. This function  is run  into an ephemeral thread whose name  is link_up_handler and  is called from an 
upper layer. 
* void link_power_switch( switch_t onoff ); 
Finally, this function helps Link_Actions request and confirm MIH Link SAP commands to switch on or switch off a 





level  from the working wireless  interface.  It consists on a threaded core basically  implemented  in events.cc and 
events.h files, but takes some of the basic methods for handling wireless  interfaces  implemented  in  link_layer.cc 
and link_layer.h. 
The main  thread monitors  the events  that happen  regarding  to  the  changes  in  signal  strength  in  the  received 
signal.  It determines,  through a  set of  support  functions, when  to  stop monitoring and  start  triggering actions 
which  lead  to  calls  to  the  MIH  Link  SAP.  A  set  of  functions  is  designed  to  deal  with  signal  level: 
get_signal_level,  switch_signal_level  and  classify_signal_level.  The  prototypes  and 
functionalities are the following: 
* int get_signal_level( u8 idleTime, char *ifname, char *Essid )  (explained  in  the 
previous subsection); 
* int classify_signal_level(int signal_strength); 










to  complete  the  corresponding  triggered MIH  Link  SAP  primitive,  if  proceeds.  The  returned  value  determines 
whether the thread has to continue monitoring or it has to stop temporary waiting for some actions to be taken. 




Where  SUBRANGE  refers  to  GOOD,  ROAM,  WEAK  and  LOST  sub‐ranges,  and  required_parameters  are 
some  of  the  parameters within  the  triggered  SAP  primitives  into  these  functions.  The  return  value  is  just  the 
current sub‐range. 





inputs from the MIHF. This  layer provides a common  interface to upper  layers and  independent from the media 




(MIMS, MIES, MICS and MIIS). Once a  local event  from  the underlying  layer occurs, a command  from an upper 











A set of functions has been  implemented  in order to parse the  incoming MIHF messages from remote peers.  Its 
aim  is to convert the binary data  into the payload of a MIH message  into the corresponding MIHF data type for 
each message. The prototypes of these functions are the following: 
* int DATA_TYPE_received_MIH_message( MIH_MESSAGE Msg ); 
Where received_MIH_message  is  applicable  to  the denomination of  each of  the  received messages,  and 
MIH_MESSAGE Msg  is a  structure containing  the whole MIH message  (header  included). The value of  return 
indicates if the data extraction has succeeded or not. 
Another  set  of  functions  is  also  implemented  to  do  just  the  reverse  action.  The  outgoing  messages  into 
programming structures need to be converted to buffers of data in order to be handled by the pcap library and to 
be sent to remote MIHF peers. The prototype of these functions is the following: 
* MIH_MESSAGE MESSAGE_sent_MIH_message( MIH_MESSAGE_data ); 
Where  sent_MIH_message  is  applicable  to  the  denomination  of  each  of  the  sent  messages,  and 




* MIH_MESSAGE receive(u16 TransactionID, u8 ServiceID, u8 OperationCode, u16 
ActionID, bool ignore_bcst); 
Where  the  elements  related  to  the MIH  header  are  used  to  determine which  kind  of message  needs  to  be 
received  as  response,  and  the  boolean  ignore_bcst  is  a  flag  used  to  determine  if  broadcast  packets  are 
needed to be ignored. The return value is the MIH_MESSAGE with a structured header, but a buffered payload. 








and Value  fields of  structures composed by both elements. For  instance, define_length_of_Length  is a 
function which implements the Length field of a TLV. It is returned as an array from 1 to the needed u8 elements 
describing  the width of  the Value  field  in  the TLV, and  it also  returns  the  length as an u32 variable passed by 
reference.  Furthermore, define_length_of_Value  is  another  function which  is  implemented  to  find out 
the total number of bytes that an element occupies. This function  is applicable to data types which have Length 
and Value fields. 
Finally,  some  features about  the data parsers  should be pointed out. These data parsers are used by message 
parsers  in order  to ease  the  coding.  Similar  schemas  are  repeated  in each message or  SAP primitive,  so  a  file 
summarizing  them  is mandatory. These  functions have been divided  into  two groups: one provides  conversion 
from the internal data into the SAP to the same data within a buffer ready to be used as the payload into a MIH 
message,  and  the other one does  the  reverse  action extracting  a data  structure  from  a buffered payload. The 
headers can be summarized as follows: 












* u32 data_type_parser( DATA_TYPE *data, u8 *pu8 ); 
This is a converter from buffer to data, where pu8 is a pointer to the next position of the buffer to be read, and 
data  is  a  generic  way  to  design  one  of  the  data  types  defined  under  IEEE  802.11  standard  (as  well  as 
data_type). The returned value is the number of bytes read from the buffer. Moreover, the following prototype 
is an alternative for a reduced set of data types: 
* DATA_TYPE *data_type_parser( u8 *pu8, u32 *offset ); 
The elements are  the  same, but  in different position. The offset  indicates  the number of bytes  read  from  the 
buffer, and the value of return is the data type read from the buffer. 
3.4.4.1.3.2. MIH Register 
The MIH  register  is  the  entity  in  charge  of  implementing  the  system  to  keep  associated  a  determined MIHF 
identifier  with  its  corresponding  MAC  address.  The  files  composing  this  entity  are  MIH_Register.cc  and 
MIH_Register.h. The methods provided within are available  for upper  layers and are useful to register a remote 
MIHF PoA in case it could be necessary. 
This module  is  basically  composed  of  a  dynamic  data  base  which  stores  structured  data  that  bounds MIHF 
identifiers with MAC addresses from remote peers. This list is acceded via two functions which allow introducing 
new tuples of elements and reading them, in case it is needed. These are their prototypes: 
* u8 store_POA_TUPLE( POA_TUPLE poa_tuple, POA_TUPLE_LIST *list ); 
Where poa_tuple  is  the pair of  addresses of  the different  layers,  and list  is  the dynamic data base.  The 
returned value is 0 if the element is present in the list or 0 otherwise. 










This  entity  gathers  the  state  machines  defined  in  Chapter  8  of  IEEE  802.11  standard.  The  implementation 
proposed  is based  in classes that can be  instantiated and can be run as  independent threads. A set of common 
functions  declared  in  the  standard  is  also  provided  and  used  into  these  classes  as  friend  functions.  The  files 
containing the implementation of this entity are state_machines.cc and state_machines.h. 
The approach is the following: there is a base class, called Transaction State Machine (TSM) which implements the 
common  attributes  and methods  for  all  the  different  instances  of  the  required  state machines,  including  the 





























Third,  a  set of  functions  is provided  to handle  the  secure  access  and modification of  the  attributes  via mutex 




* BOOLEAN Process(MIH_MESSAGE MsgIn, MIH_MESSAGE MsgOut, BOOLEAN IsMulticast); 
This procedure processes  the  incoming message passed as an  input variable. A value of TRUE  is  returned  if an 







* void Transmit( MIH_MESSAGE MIH_msg ); 
This procedure  transmits  the message passed as  the  input variable MIH_msg by  the wireless channel via pcap 
related proceedings. 
* BOOLEAN IsMulticastMsg( MIH_MESSAGE MIH_msg ); 
This procedure outputs TRUE if the input message MIH_msg has a multicast destination MIHF_ID. Otherwise, it 
outputs FALSE. 
* MIHF_ID *SrcMIHF_ID( u8 *pu8, u32 *offset ); 
This procedure obtains a source  Identifier TLV  from the message passed as the  input, which  is pointed by pu8, 
and returns the value of the TLV, understanding MIHF identifier by value. The parameter offset is the number 
of bytes read regarding to pu8 positioning. 
* MIHF_ID *DstMIHF_ID( u8 *pu8, u32 *offset ); 
This procedure obtains a destination  Identifier TLV  from  the message passed as  the  input, which  is pointed by 




The MIH User  is  the  entity  in  charge  to  take handover decisions.  The  intelligence of  the  system  in  the MN  is 




the  first  function  called  once  the  daemon  has  been  started,  and  has  the  aim  of  initiating  and  enabling  the 
subsystems that compose the application. The actions performed are the following: first, it gets the basic system 













The  block  that  starts  the MIH  User  uses  an  extended  set  of  functions  in  order  to  initiate  the  corresponding 
information of the top  layer. The own MIH User  information  is defined within those functions, so any change  in 
the MIH user characterization should be introduced on them. Further developments should consider introducing a 
Management  Information  Base  (MIB)  and  extracting  the  required  information  from  it.  By  now,  this  is  the 
prototype of the used functions: 
* void init_own_data( DATA_TYPE data1, … ); 
Where data1 is the own data initiated (can be one or more), and own_data stands for the type of IEEE 802.21 
data which corresponds to data1. A variation of this profile is the following: 
* DATA_TYPE init_own_data( DATA data1, … ); 
The difference is that the information passed within the parenthesis refers to heterogeneous data not necessarily 















an  action  defined  for  each  received  primitive  and  for  a  set  of  given  conditions.  These  actions  have  been 
implemented as functions which follow the next prototype pattern: 
* DATA actions_MIH_SAP_primitive( DATA data1, … ); 




These  two  entities  use  three  sub‐proceedings,  one  individual  for  each  one  and  one  that  is  shared.  The 
bootstrapping module is provided by the services of another module which performs the candidate link decision, 
and another one which performs the candidate decision. Moreover, a set of procedures is provided with the aim 
of  setting  the  required  configuration  after  bootstrapping.  The  handover  decision module  is  fed  by  candidate 
decision  and MIIS  decision  sub‐procedures.  A  set  of  procedures  is  also  provided  in  order  to  set  the  required 








The set of procedures called  in the candidate  links decision module are used to evaluate the  information within 
the received beacons from those APs which are compatible with the IEEE 802.21 standard. The prototypes follow 
the next pattern: 
* DATA eval_capability( DATA *data1, … ); 
Where the data into parenthesis can be an IEEE 802.21 data or not, and so the returned value. 
The set of procedures called within the MIIS decision module are used to evaluate the information that the query 
to  the  information  server  provides  through MIH  Get  Information messages.  The  prototypes  follow  the  same 
pattern as candidate links decision ones. 
3.4.4.1.5. SAPs 
The SAPs are  implemented as a  set of  functions  that  can be  called  from  the adjacent  layers of  the  stack. This 
implementation  considers  a  media  independent  SAP,  the  MIH_SAP,  and  a  media  independent  SAP,  the 
MIH_LINK_SAP.  These  entities  are  defined  in MIH_SAP.cc  and MIH_SAP.h  files,  and  in MIH_LINK_SAP.cc  and 
MIH_LINK_SAP.h files, respectively. Moreover, SAP_parser.cc and SAP_parser.h are files provided in order to ease 
the  task of  transmitting  a  determined data  type  form  those  included  in  the header of  a  SAP  primitive  to  the 
corresponding layer of the stack. The structure of the functions contained as SAP parsers is the following: 
* DATA_TYPE *copy_data_type( DATA_TYPE *data ); 
Where data stands  for  the data needed  to be  transmitted  to a higher or  lower  layer, and data_type  is  the 
corresponding IEEE 802.21 type for this data. The returned value is the copy of the data. The following structure is 
also followed as alternative: 









MIH_LINK_SAP  is  the entity containing  the MIH Link SAP primitives. These primitives  follow  the next prototype 
pattern: 
* void mih_link_sap_primitive( DATA_TYPE_1 data_1, … ) ; 




* void mih_sap_primitive( DATA_TYPE_1 data_1, … ) ; 











This module provides a reduced set of  functionalities which are common with  those used  in  the corresponding 


















* void retrieve_source_mac( u8 *stored_packet, u8* source_mac ); 







functions used  to  receive MIH messages and  the  support  functions  that  supply help  in determining  length and 
value fields are almost the same. The structure of the procedures used to perform MIH messages is also the same, 
as well as the MIH data parsers  included. There  is also a segment of variables which control the synchronization 






















This  entity  is  composed  of  two  basic  units:  the  Registrar  data  base  itself  and  the  mapping  table  for  the 
surrounding PoAs. The files containing these structures are registrar.cc and registrar.h. 























* void WirelessTransmit( MIH_MESSAGE MIH_msg ); 






















The MIH user  is also provided of the main procedure of the application. As well as  in the MN,  it calls the main 
initiation procedures of each layer and after that starts the required threads for the entities running. In this case, 
just a pair of threads  is needed: the thread which handles the MIH User queries and triggers the corresponding 
responses  via  the  corresponding  action  procedure,  and  the  thread  which  starts  the 
MIHF_SERVICE_MANAGEMENT. As  stated,  the MIHF  services  are  started within  this procedure,  so  the main 
function is freed from this task. The figure 3.57 below summarizes the structure of the MIH user entity in the PoA. 
3.4.4.2.4.2. MIIS user. 

















Where  IncomingRequest  is  the  template  of  IEs  queried  from  the MN,  and  the  returned  value  is  a  TLV 
container with the required encapsulation of the demanded IE hierarchy. This function introduces first the IES for a 





This  SAP  is  implemented  as  a  set  of  functions  that  can  be  called  from  the  adjacent  layers  of  the  stack.  The 






















In  the  present  chapter,  the  applications  developed  are  tested  in  order  to  validate  its  operation.  First  of  all,  a 
description of the  installation process  is provided, as well as the hardware and software requirements  involved. 
After that, an example of a trace followed by the output debug console  is provided and commented  in order to 
validate  the  system behavior.  Last,  it  is  checked how  the  communication  continuity  is  followed by  tracking  the 
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The running kernel on the current MN OS does not provide  full support  for the D‐Link adapter  in  its mac80211 
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NEC  computer  was  not  available.  Instead,  there  was  a  Fujitsu‐Siemens  computer  running  a  slow  Pentium  4 








Before  starting,  it  is  necessary  to  get  the  sources  of  the  current  kernel  version  and  have  them  allocated  into 
/usr/src directory. It can be done downloading them via download manager such as Synaptic (GUI), apt‐get (CLI) or 
aptitude (CLI). Once we have them, a .config file must be generated. This is possible by introducing: 
# make menuconfig 
Maybe  the  system  requires downloading  libncurses  development  library before  executing  this  instruction.  The 



















/usr/src# make menuconfig  









/usr/src# cp /usr/src/Linux-source-KERNEL-VERSION/.config .config  
Here, KERNEL‐VERSION  is  the current kernel version. Then,  the kernel has  to be set with  the old configuration, 
answering everything by default (press ENTER until the configuration process has finished): 
/usr/src# make oldconfig 
Next make kernel, modules, and install all of them: 






/usr/src# mkinitramfs -o /boot/initrd.img-KERNEL-VERSION 
/lib/modules/KERNEL_VERSION  
Here, KERNEL‐VERSION stands for the new kernel version.  







  Method B)  automatically:  rename  /boot/grub/menu.lst  to make  the  system  do  not  recognize  it  at  the  next 
  startup and save it in case of problem: 






# /usr/src# update-grub  
Accept when the manager asks for a new menu to be created. Now restart the computer: 






#  git clone git://git.kernel.org/pub/scm/linux/kernel/git/linville/wireless-
regdb.git 
 # git clone git://git.kernel.org/pub/scm/linux/kernel/git/mcgrof/crda.git 
 #   git clone git://git.kernel.org/pub/scm/libs/netlink/libnl.git 
 # git clone git://w1.fi/srv/git/hostap.git 
   # git clone http://git.sipsolutions.net/iw.git 
These  command  lines  download  the  stable  versions,  because  they  work  right  and  do  not  require  bug  fixes. 
Development  versions  can  cause  some  problems  or  require  patches  to  be  installed.  Unstable  versions  are 
currently not used. 
Once obtained the stated software, it must be installed. Begin installing libnl: 
# cd libnl 
 # autoconf 
 # ./configure --prefix=/usr 
 # make && make install 
 # cd .. 
 Then, install CRDA. It requires m2crypto and libgcrypt‐dev packages that can be obtained via download manager: 
# cd wireless-regdb 
 # mkdir -p /usr/lib/CRDA 
 # cp regulatory.bin /usr/lib/CRDA/ 
 # cd .. 






 # make && make install 
 # cd .. 
 Now proceed installing iw: 
# cd iw 
 # make && make install 
 # cd .. 
Finally, install Hostapd. It requires having installed libssl‐dev package previously: 
# cd hostap/hostapd 
 # cp defconfig .config  
The  configuration of  the Hostapd daemon must be  set prior  to  launch  the process.  It  is done  through editing 
.config file doing the following: 





 CFLAGS += -I$(LIBNL)/include 






# make && make install 









# cd /usr/src/hostap/hostapd 
And now copy the configuration file to /etc, folder which has most of the configuration files of the system: 
# cp hostapd.conf /etc/ 
Edit the configuration file as it is needed. These are the basic parameters to configure: 
interface=wlan0 ← mac80211 interface for devices using it. 
 driver=nl80211 ← nl (netlink) 
 ssid=whoah ← name of the generated private network. 
 hw_mode=g ← a, b, g are the options. 
 channel=7 ← important, otherwise hw_mode=a. The channel must be 11 or less. 
 auth_algs=1 ← open system authentication 
Now exit the editor and save the modifications. NetworkManager and all related processes or other applications 
designed to manage the network connectivity must be suppressed in order to avoid conflicts: 
# killall NetworkManager 
Now, Hostapd is ready to be executed from shell: 
# hostapd -dd /etc/hostapd.conf    
  Here, -dd means that the daemon shows by console the events and actions that occur when Hostapd is being 
executed. The path is where the configuration file is hosted in. 












# aptitude install dhcp3-server 









subnet 192.168.3.0 netmask 255.255.255.0 { 
 range 192.168.3.2 192.168.3.254; 
 option domain-name-servers 147.83.2.3, 147.83.2.10; 
 option routers 147.83.3.1; 
 option broadcast-address 192.168.3.255; 
 default-lease-time 86400; 
 max-lease-time 604800; 
} 
Once configured, the private network address must be associated to an interface. For instance: 
# ifconfig wlan0 192.168.3.1 
At the end, the process that starts the DHCP service can be launched: 
# /etc/init.d/dhcp3-server start 
In  addition,  in  order  to  enable  connectivity  with  outer  networks  the  system  must  be  configured  to  allow 
forwarding packets by setting to 1 the required file: 
# echo 1 > /proc/sys/net/ipv4/ip_forward 











In order  to provide MIH capability awareness,  the daemon Hostapd must be modified.  If Hostapd  is  running,  it 
must be stopped. Then, beacon.c file must be modified by adding the following lines just before includes section, 
which is allocated at line 30 of this file (approximatedly): 
#define IEEE80221_LINK_MIHCAP_FLAG_ES           0x0001 
#define IEEE80221_LINK_MIHCAP_FLAG_CS           0x0002 
#define IEEE80221_LINK_MIHCAP_FLAG_IS           0x0004 
#define IEEE80221_NET_CAPS_SECURITY             0x0008 
#define IEEE80221_NET_CAPS_QOS_CLASS_0          0x0010 
#define IEEE80221_NET_CAPS_QOS_CLASS_1          0x0020 
#define IEEE80221_NET_CAPS_QOS_CLASS_2          0x0040 
#define IEEE80221_NET_CAPS_QOS_CLASS_3          0x0080 
#define IEEE80221_NET_CAPS_QOS_CLASS_4          0x0100 
#define IEEE80221_NET_CAPS_QOS_CLASS_5          0x0200 
#define IEEE80221_NET_CAPS_INTERNET_ACCESS      0x0400 
#define IEEE80221_NET_CAPS_EMERGENCY_SERVICE    0x0800 
#define IEEE80221_NET_CAPS_MIH_CAPABLE          0x1000 
u8 * hostapd_802_21_supported_caps(u8 *eid) 
{ 
    u8 *pos = eid; 
    /* Save to byte to store Type and Length fields before. */ 
    u16 *caps = (u16 *) (pos + 2); 
    u16 PoA_caps = 0x0000; 
    PoA_caps |=  IEEE80221_LINK_MIHCAP_FLAG_IS | 
                 IEEE80221_LINK_MIHCAP_FLAG_CS | 






                  IEEE80221_NET_CAPS_QOS_CLASS_5 | 
                 IEEE80221_NET_CAPS_INTERNET_ACCESS | 
                 IEEE80221_NET_CAPS_MIH_CAPABLE; 
    *caps = PoA_caps; 
    pos = (u8 *) (caps + 1); 
    eid[1] = pos - eid - 2; 
    eid[0] = 0xaf;  /* Tag 175, Reserved Tag Number . */ 
    return pos; 
} 
u8 * hostapd_802_21_MIHF_ID(u8 *eid, char *mihf_id) 
{ 
    u8 *pos = eid; 
    /* Save to byte to store Type and Length fields before. */ 
    char *name = (u8 *) (pos + 2); 
    memcpy(name, mihf_id, strlen(mihf_id)+1); 
    pos += strlen(mihf_id) + 2; 
    eid[1] = pos - eid - 2; 
    eid[0] = 0xbf;  /* Tag 191, Reserved Tag Number . */ 
    return pos; 
} 
Note that these functions provide a couple of beacon tags which allow defining IEEE 802.21 capabilities. The call 
to these functions must be  introduced  into ieee802_11_set_beacon, which  is the function that builds the 
beacon  frame.  The  precise  point  of  insertion  is  into  Variable  Tags  section  in  beacon  frame.  They  have  been 
inserted just after Extended Supported Rates in the daemon implementation: 
/*80221 CAPABILITIES*/ 
tailpos = hostapd_802_21_supported_caps(tailpos); 
char name[] = “whoah@poa.net” 








The  file driver_nl80211.c  in must be modified  in order to define the  frame types which can be captured by the 
monitor interface used by Hostapd. The following line, that is located around line 1023, must be commented: 
/* NLA_PUT_FLAG(flags, NL80211_MNTR_FLAG_COOK_FRAMES); */ 
And to replace the commented line, the following lines must be typed: 
NLA_PUT_FLAG(flags, NL80211_MNTR_FLAG_FCSFAIL | NL80211_MNTR_FLAG_PLCPFAIL | 
NL80211_MNTR_FLAG_CONTROL | NL80211_MNTR_FLAG_OTHER_BSS); 
Note  that  the  latest  sources of Hostapd may not  include  the  file driver_nl80211.c.  This  is  the  reason why  the 















user:~$ su root 
[enter password for root] 
user:~# killall NetworkManager 






user:~# ifconfig wlan0 up 
user:~# ifconfig wlan1 up      ? see the way your wireless interfaces are named 
Note  that  the  current  implementation  does  not  consider  handling wired  interfaces. Modifications  on  the MN 
program  are  not  difficult  to  introduce,  but  have  been  left  for  further  improvements.  However,  the  current 
development has been focused on wireless interfaces management. 




the modified  code  for Hostapd and  start  this daemon with  the  customized  configuration  file. Then,  in another 
window  and  also with  root privileges,  configure  the  IP  address of  the PoA.  Start dhcp3‐server daemon, which 
provides DHCP server capabilities. Then, allow forwarding IPv4 packets and finally update the NAT table in order to 
allow queries to hosts which are not within the local network. 
user:~$ su root 
[enter password for root] 
user:~# cd /usr/src/hostap.poa/hostapd/ 
.../hostapd:~# ./hostapd -dd ./hostapd.conf 
user:~# ifconfig wlan0 192.168.3.1 
user:~# /etc/init.d/dhcp3-server start 
user:~# echo 1 > /proc/sys/net/ipv4/ip_forward 
user:~# iptables -t nat -A POSTROUTING -o eth0 -j MASQUERADE 
The lines in the box abobe are a summary of previous sub‐sections in order to indicate how to run the PoA every 

































the  system as wlan3, whereas  the monitor  interface which handles  the MIH protocol  is called mon.wlan3. The 
other data bearer  is the ra0  interface, which corresponds to the secondary  interface. The startup also  indicates 












the output highlights  the  received messages by writing  their  identifier between  two  lines of asterisks. Prior  to 
that, the basic information included in the header is also supplied. The output also shows the MIHF identifiers of 
the source and destination peers involved in this transaction before the name of the received message is depicted, 
and  also  the  actions  the MIH  take  after  receiving  the message.  Commonly  these  actions  are  indications  or 
confirmations to the MIH user  layer. Once the corresponding actions are taken, the next taken steps are shown. 
Generally,  they  are MIH  user  decisions  or  instructions  to  the MIHF  layer  in  order  to  generate  new  outgoing 
messages or to handle the link layer. In this particular case, the MN queries the discovered PoAs and receives their 













but  follows  the  same  pattern  as  the  described  for  the  MN.  In  this  case,  it  can  be  seen  how  a 
MIH_Capability_Discover  message  request  arrives  to  the  current  PoA  and  so  the  corresponding MIH  SAP  is 
triggered.  The  MIH  User  outputs  the  actions  taken,  that  in  this  case  is  the  invocation  to  the 
MIH_Capability_Discover  response  SAP.  The MIHF  outputs  the  source  and  destination MIH  identifiers  of  the 
current transaction, which are the MN and the local PoA respectively. 
At  this  point,  the MN  proceeds  with  Bootstrapping  Decision  and MIH  Registry  processes.  These  actions  are 
depicted in figure 4.5. In this case, the MN chooses to register with whoah@poa.net MIHF. As seen in figure 4.2, 
this  is the PoA that supplies the best quality of signal.  In fact,  in the current  implementation the only thing that 
differentiates both PoAs is the received signal strength at the MN. Figure 4.5 also shows which are the tuple MAC 
addresses  of  the  current  link  and  the  corresponding  ESS  identifier  of  the  access  network  for  Bootstrapping 
Decision. 
The exchange message  for registry  is  the same as described previously  for  the preceding messages. The output 
generated  by  the  PoA  illustrates  the  same  pattern  as  the  depicted  in  the  former  received message,  but with 
































the results of this process, and as  it can be seen, the network yheah  is  in this case the one that provides better 
quality of signal. As explained  in previous chapters, the  information from both MIH Discovery process and from 
















MN waits for a signal degradation to take the next actions  (the next threshold  is set to  ‐60 [dBm]). As  it can be 


















































MIH_MN_HO_Complete  request  to  the new  serving PoA  in order  to  release  resources  in  the old network. The 
followed schema  is  the same as  the one seen  for MIH_MN_HO_Commit, but  target and serving PoAs exchange 
their roles. 
In figure 4.17  it can be seen how the MN sends the request message to yheah@poa.net, which  is currently the 
PoA  that  provides  IEEE  802.11  connectivity  to  the  network.  Figure  4.18  shows  how  this  PoA  receives  the 
mentioned message  and  then  it  sends  the  corresponding MIH_N2N_HO_Commit  request  to whoah@poa.net, 
which is the old PoA. Here, the destination IP of the wired link of the old PoA can be observed. Figure 4.19 shows 
how the MIH_N2N_HO_Complete request message arrives to the old PoA and so it unregisters the MN MIH. The 
number  of  associated MNs  is  printed  on  the  output  of  the  debugger  and  the word UNREGISTERED  is  clearly 
shown. This entity transmits the corresponding MIH_MN_HO_Complete response message to the MN in order to 







message.  In  the output,  the NEW CONNECTION  IS  ESTABLISHED  is printed out.  This means  that  the handover 



















Boolean variables which set to 1 print out some kind of  information, and set to 0  inhibits  its output. One of the 
most useful of them is the flag which prints out the current state of the local state machine in the MN or PoA. This 
information  is used  to  control and debug  the  synchronism of  the  involved  sate machines during a determined 
transaction. Another flag which has helped the development is the one that prints out the hexadecimal contents 
of an IEEE 802.11 or Ethernet received packet. This flag is an aid for data encapsulation into the sent and received 





















The  situation  for  this  test  is  the  following:  a MN  gets  attached with  acceptable quality of  signal  to  a  PoA  via 
bootstrapping and is associated to the corresponding AP using the DHCP protocol. In this precise moment, the MN 
daemon  starts  running  a  parallel  application  which  registers  into  a  file  the  ping  RTT  responses  and  events 
generated  in  the  MN.  A  simple  application  in  the  associated  PoA  is  started  to  decrease  progressively  the 
transmitted power in order to simulate that the MN is going away from its coverage area. During this decrease all 
the  handover  events  occur  and  so  they  can  be  reviewed  and  analyzed.  The  general  communication  sketch  is 
depicted in figure 4.21.  
In order to know the way a packet is routed through the different interfaces of a device at IP level, it is necessary 






At bootstrap  time and before authentication  just an  interface  is up, but no path  is defined. The  route  table  is 
empty: 
Route  Destination  Gateway  Mask  Device 
Table 4.3: Empty kernel route table 










Route  Destination  Gateway  Mask  Device 
Route 1  192.168.5.0  192.168.5.1  255.255.255.0  wlan0 




delivery route  is always placed before the default routes, then the order  it  is  introduced  into the direct delivery 
sub‐group is first the highest address; whereas the new default route just introduced is placed in the first position 
amongst the default routes.  
In case  two  routes are suitable,  the selection  is done depending on  the order  the  routes are  introduced  in  this 
table. In this situation, there exist two routes to external networks, so the first one is chosen due to the order of 
apparition, as stated some lines before. 
Route  Destination  Gateway  Mask  Device 
Route 1  192.168.6.0  192.168.6.1  255.255.255.0  wlan1 
Route 2  192.168.5.0  192.168.5.1  255.255.255.0  wlan0 
Route 3  0.0.0.0  192.168.6.1  0.0.0.0  wlan1 




Route  Destination  Gateway  Mask  Device 
Route 1  192.168.6.0  192.168.6.1  255.255.255.0  wlan1 





packets  can  be  variable  due  to  the  load  of  other  simultaneous  operations.  In  case  this  time was  constant  (it 





































just before  it happens due  to a slight delay of representation, error which  is corrected  in  the subsequent  tests. 
This peak represents an  increase  in the RTT due to the time to process the new route of the outgoing packets. 























At higher bitrates,  the peak disappears and  the RTT experiences a significant  increase. Values obtained  for 256 
kbps and  for 512 kbps are over 3,5s when  the  flow of packets changes  its path. Even, some packet  loss can be 

















The scenario with the hub  in the middle (scenario 2) provides similar results  in each test done. The ping now  is 
addressed to a remote server, which is also connected to the hub. 
 




the machines  used  to  act  as  PoAs  share  its  processor  resources with  other  processes which  can  lead  to  the 
situations depicted in the different figures. 
Moreover,  the hub  is a physical device which  retransmits by all  its outputs  the signal  received by all  its  inputs. 































pair of gaps  just after  the communication  flow has been swapped. Actually,  these gaps are not  the absence of 
pong responses; they are peaks of RTT which correspond to 1,2s and 0,6s respectively. The instants in which they 













with  an  acceptable  signal quality. The experiments  show  certain RTT  tracking profiles which are  repeated, but 
there is not a general rule to embrace them given the environment conditions such as processors not exclusively 
dedicated to network routing management. 
The  generated  flows  of  data  can  be  compared  to  some  kind  of  streaming  applications.  A  flow  of  64  kbps  is 
between an acceptable quality of audio streaming and a typical flow of VoIP, which is lower than 40 kbps. A flow 
of  128  kbps  is  rather  a  good  quality  for  audio  streaming, which  can  reach  a  quality  very  alike  to  CD  sound. 
Broadcast radio stations such as Radio Flaixbac also transmit its contents through internet using this constant bit‐















In  these  experiments,  it  can be  seen  that  the DHCP  association  times  are  very  variable  and not negligible. As 



















The main target  in the current test  is characterizing the most relevant times  involved  in a handover process. As 
stated, it has been observed that the DHCP connection has a very variable time depending on the conditions it is 
performed.  Moreover,  handovers  are  done  by  hand,  and  timings  between  signal  strength  thresholds  are 
dependent on the movement. Both times have been characterized in order to get a clearer idea of the handover 
latency  at  pure MIH  level. Another  thing  that must  be  checked  is  packet  losses. As well  as  for  characterizing 
timings, the numbers of packets for DHCP and decreasing signal strength intervals have been also measured. [42] 
In order to acquire these results, the followed schema is very similar to the schema used for the previous test. This 














representation.  The  nomenclature  used  for  this  section  is  indicated.  First,  the  stretch  called  Brute  Handover 




DHCP  association  processes.  Table  4.7  sums  up  the  averaged  times  for  Brute  Handover,  Decrease  and  DHCP 
stretches. The resulting time of handover for the MIH implementation is indicated and is the result of subtracting 
the Decrease and DHCP times to the Brute Handover times. 
Data rate  Brute Tho [s]  T decrease [s]  Tdhcp [s]  Tho [s] 
64 kbps  16,28  4,69  7,85  3,73±0,33 
128 kbps  26,14  2,31  18,96  4,86±1,18 
256 kbps  15,47  1,96  9,08  4,43±0,97 
512 kbps  15,85  2,96  8,75  4,15±0,33 
1024 kbps  15,36  2,64  8,38  4,33±0,57 
AVG  17,82  2,91  10,60  4,30±0,68 
Table 4.7: Handover latency 
In table 4.8 the averaged number of sent packets during each interval is gathered. Again, the handover packets are 
the  result of  subtracting  the Decrease  and DHCP packets  to  the Brute Handover packets. The Brute Handover 
packets are the result of adding the number of packets of the intervals composing it.  
Data rate  Brute ho pk  Decr. Pk  Dhcp pk  stretch 1 pk  stretch 2 pk  stretch 3 pk  Ho pk 
64 kbps  3649  1305,75  1640,5  214,75  349  139  702,75±60
128 kbps  2512  342,25  1531,25  241,25  267,75  129,5  638,5±61 
256 kbps  2832,75  335,5  1837  205,5  320,75  134  660,25±99
512 kbps  1490,75  303  712,75  142,75  160,25  172  475±116 
1024 kbps  1078,75  185,5  479,75  176,75  128  108,75  413,5±147












Data rate  stretch 1 pk  stretch 2 pk  stretch 3 pk Ho pk  Total Lost  AVG lost (%) 
64 kbps  109,25  330,25  127,25  567±84  136±31  19,64±5,61 
128 kbps  95,25  226,25  111,5  433±122  206±83  32,86±15,37 
256 kbps  95,5  280,5  123,75  500±120  161±62  24,81±9,99 
512 kbps  64,75  141,5  163  369±135  106±22  23,68±8,07 
1024 kbps  77,5  120,75  99,25  298±163  116±41  30,62±13,79 




































mobility  conditions.  Fortunately  or  not,  this  is  not  enough.  The  developed  applications  require  technical 
improvements  in order to solve some minor  implementation  issues, as well as more enhancements  in order to 
provide flexibility to future feasible scenarios. 
The present section outlines the most relevant aspects that can be completed in future revisions of the current 
work.  It  starts with  the description of  some problems  found  in  the operation of  the developed daemons, and 
continues  with  elements  suitable  to  be  added  such  as MIH  over  transport  protocols  or  network  controlled 
handovers.  It also provides a summary of the documents that can aid  in  improving MIHF discovery procedures 
replacing the current ones. A brief description of the suitable network protocols intended to replace the classical 
IPv4 is provided next as a way to solve the latency problems for the DHCP problem. Finally, an overview of some 
application  protocols  is  provided  as  well  as  a  brief  description  of  the  future  compatibility  with  broadcast 
technologies. 
5.1.1. Problems directly associated to the implementation 
Although  the  designed  and  validated  applications  fit most  of  the  initial  specifications,  a  few  problems  have 
appeared. Some of them have been previously commented, but deserve being mentioned together with solving 








This problem  is directly associated to the  implementation.  It  is manifested as follows: after the MN daemon has 
been run several times, the execution fails throwing an exception. In the debug output can be read that there has 














This  problem  is  rarely  manifested,  and  occurs  after  getting  two  determined  messages  in  the  MN: 
MIH_MN_HO_Commit  Response  and  MIH_MN_HO_Complete  Response.  The  system  enters  in  a  dead‐lock 
situation  that has not  been  resolved  yet.  The MIHF module  gets  stopped  because  the  corresponding working 
instance of the TSM has not been terminated. 
The program  flow may have  reached  this situation due  to a delay  in  the state change of  the MN TSM  instance 
respect to the received response message. The debugging output throws the reception of the message by part of 















CHOICE { VAR1, VAR2, … } 







can  be  composed  of  three  different  optional  variables,  namely  VAR1,  VAR2  and  VAR3.  It  is  easy  to  fill  the 
contents of  this  variable  like  accessing  a  field of  a C/C++  structure or union. Nevertheless, when  this  variable 
needs to be read at a remote peer (it has been transported by the MIH protocol), this entity does not know the 
type previously selected at origin. The draft 13 of IEEE 802.21 standard did not provide a solution to this issue. 
The work  started with  the definition of  this  type of  variable as a  simple union. Unfortunately,  this problem of 
ambiguity did not appear until the work was quite advanced. Almost all the definitions of CHOICE data types are 
based in the selection between another data type and a NULL data. Checking if the election was one or other is 






















communication with  the  kernel. Note  that  the  current  implementation  has  limited  the  use  of  ioctls  to  some 










a  cross‐layer  specification  that  takes elements  from both  L2 and  L3.  In  fact,  it  is  intended  to provide  link  layer 
independency to upper layers. Nevertheless, the original document left a possibility to implement a part or most 
of  the  MIH  protocol  over  a  transport  layer.  Note  that,  for  the  example  of  a  WLAN,  a  peer  needs  to  be 
authenticated and associated prior to the exchange MIH messages. On one hand, this feature would provide great 
advantages  in  terms  of  simplicity  of  implementation,  but  on  the  other  hand  some  capabilities  such  as many 
management features need a connectionless exchange of messages. 
A part of the work designed to develop rules and standards for MIH over transport layers relies on Mipshop WG 
from  the  IETF.  Its aim  is defining a problem  statement  for  transport over  IP of  the MIH protocol, and defining 
delivery of  information  for MIH services on L3 or above protocols. This allows placing  the network  information 
anywhere,  not  necessarily  across  the wireless  link.  It  also  enables MIH  services without  the  necessity  of  the 
corresponding L2 support. Moreover, for the discovery of nodes providing MIH services, current L3 procedures are 
expected to be used. Existing or new protocols may be used for transport. Last, Mipshop is in charge of defining 
the  L3  discovery  component  and  to  address  security,  a  feature which  is  not within  the  scope  of  IEEE  802.21 
Standard. 
The  IETF  has  published  several  RFC  documents  where  the  definition  of  the  problems  that  can  be  found  is 
explained. For  instance, the document MIH Problem Statement [43] outlines a broad problem statement for the 
signaling of  IEs across a network  to  support MIH  services. A need  for a generic  transport  solution with certain 
transport and  security properties  is  sketched  in  this  report. Another document, Design Considerations  for MIH 
Transport  [44],  is  centered  in  developing  functionality  to  support MIH  services, which  are  intended  to  aid  IP 
handover  mechanisms  between  heterogeneous  wired  and  wireless  access  networks.  Finally,  the  document 
Transport of Media Independent Handover Messages Over IP [45] describes a mechanism for using UDP/IP for the 
transport of MIH messages between network nodes. MIH messages carry specific L2 information and commands 












hand,  the current development does not  take profit of  the solutions suggested by  the  IEEE 802.21 Standard. A 
centralized MIIS solution must be found. 
A MIIS  should be an element placed  somewhere  in  the network, not necessarily  in  the  same peer as a PoA. A 
MIH_Get_Information  Request message  should  be  addressed  to  the  PoA  the MN  is  attached  to  if  it  has MIIS 
capabilities available. This  feature does not necessarily  implicate  that the serving PoA has a MIIS  into  the same 
host, but can contact to a network peer allowing the service. To do so, a MIH protocol over transport layer (TCP or 
UDP) should be considered in order to establish a communication between the serving PoA and the queried MIIS. 
In  this  case  and  according  to  the  current  design,  a  determined  PoA  should  be  preconfigured with  just  the  IP 
address of the remote MIIS and with the port the application will use. 
In  order  to  update  the  information  available  in  the MNs  once  a MIIS has  updated  its  own,  the MIH  protocol 
provides  a  set  of  primitives  and  messages  to  send  the  new  information.  These  primitives  are 






subset of Abstract Syntax Notation One ASN.1  called Structure of Management  Information Version 2  (SMIv2). 
This database is hierarchical and entries are addressed through object identifiers. 
Simple Network Management Protocol (SNMP)  is  an UDP‐based network protocol  for  communication between 
management stations that use MIBs.  It  is used  in management systems providing administrative features. SNMP 

















"The maximum number of retransmission retries for MIH messages used for a 
particular peer MIHF." 
DEFVAL { 2 } 
::={ dot21PeerMihfEntry 12 } 
The way it has been implemented in the current applications is much simpler. The MIH User of each entity has a 
segment  of  data  that  is  referred  to  the  own  attributes  of  the  local  peer.  This  information  can  be  recognized 










designed  to  be  used  as  a  general  method  for  conceptual  description  or  modeling  of  information  that  is 
implemented in web resources, using a variety of syntax formats. 
The SPARQL query method is also considered under IEEE 802.21 terms as an alternative to the TLV query method 
for MIIS clients and  servers. SPARQL  is an RDF query  language  that allows users  to write globally unambiguous 
queries. 
Together the SPARQL and the RDF representation of IEs compose the so called RDF schema. This schema has two 
feasible versions:  the basic  schema and  the extended  schema. The  first one  should be pre‐provisioned  in both 
MIIS client and server. The second one is vendor specific and depends on the implementation. A basic schema is 
supplied in the annexes of the IEEE 802.21 standard in order to ease implementations. 
These  features  should  be  considered  to  be  implemented  in  future  revisions  of  the  applications.  The  target  is 







The  implemented  system  was  designed  bearing  in  mind  a  low  traffic  charge  scenario.  It  assumed  that  the 











the quality of the received signal strength must be considered too  in order not to  lose the connection. The  IEEE 
802.21 Standard provides mechanisms  for network  initiated handovers, and  the MIH protocol provides a set of 
messages  to  receive  events  generated  in  remote  peers.  By  this  way,  a  MN  which  has  triggered  a 
Link_Parameters_Report  indication  can  report  this  event  to  the  MIHF  entity  which  it  is  attached  using 
MIH_Link_Parameters_Report indication message. Now, the network can begin the required actions to perform a 


















The  document  IEEE  802.21 Mobility  Services  Framework Design  [46] provides  a  solution  to  discover Mobility 
Services (MoS)  in a MIH compatible network over a transport protocol but between a MN and a PoA. The  idea 
could be extrapolated to MIHF discovery between different PoAs, and is similar to the process a classical network 








Other documents such as Dynamic Host Configuration Protocol  (DHCPv4 and DHCPv6) Options  for  IEEE 802.21 
Mobility Services Discovery [47] (also from IETF Mipshop) provide further details on how the DHCP servers should 





around 20 second can  lead to a connection  lost  for a person walking at  less than 2m/s.  In order to avoid these 
situations  by minimizing  the  latency  of  this  procedure,  other  different  network  protocol must  be  tested  and 
introduced  instead of DHCP. For  instance, the fist version of IEEE 802.21 Standard proposed using PMIPv6  in the 
annexed example message  flows, or even draft versions of  the  same  standard proposed using FMIPv6.  In both 




The  Internet Protocol version 6  (IPv6)  is an evolved version of the  IPv4 protocol and  is designed to replace  it  in 







This extended range of addresses provides capability  for the devices  to have a  fixed  IP address suppressing  the 
need of a dynamic assignment or NAT processes, which  increases  the  latency of operation  in  the network. The 
















use the  IPv6 protocol. The result  is Mobile  IPv6 (MIPv6). Specifications for networks based  in  IPv4 are proposed 












is  a  variable  IPv6  address  used  in  foreign  networks.  The  HA  is  the  network  element which  registers  the  real 
location  (the  CoA)  of  the  MN  and  binds  it  to  the  HoA.  The  CN  is  the  network  element  which  the  MN 
communicates to through the HoA. In case the MN is located at a visited network, the operation is the following: 












Using  stateless  address  self‐configuration mechanisms  and  neighbor  discovery, MIPv6  does  not  require  DHCP 
procedures or foreign agents for external links to configure the CoA of the MN. This protocol solves a part of the 
requirements for L3 mobile devices, but does not provide an optimization of the handover timings. A certain time 
interval must  go by before  the  totality of  the message  exchange has  taken place  from  an AP  to  another.  The 
establishment  of  a  connection  is  the  slowest  part  due  to  the  stated  neighbor  discovery,  the  protocol  for 
acquisition of the new CoA (which involves a duplicated direction detection of 2 seconds), the transmission of the 
BU  to  the  local  agent  and  the  security procedures of MIPv6 before using  the new CoA Note  also  that  the BU 


















2.  The  oAR  composes  the  nCoA  and  sends  it  to  the MN  together with  the  IP  and  link  address  of  the  nAR.  It 
simultaneously also sends a Handover Initiated (HI) message to the nAR indicating the oCoA and nCoA 
3. The nAR validates the nCoA and stores it at the Neighbor Cache. Then it sends a Handover Acknowledge (HACK) 
to the oAR  indicating that the nCoA  is valid.  It also sends a PrRtAdv to the MN  indicating that a L3 handover  is 
pending. 
4. Once  received  the HACK,  the oAR prepares  to  forward packets establishing a  tunnel between oAR and nAR. 
When the MN receives the PrRtAdv, it sends a Fast BU (FBU) to the oAR. 
5. The oAR responds sending a Fast Binding Ackowledge (FBAck) to the nCoA of the MN and to the nAR through 









can  be  appreciated  if  the  required  bandwidth  for  traffic  is  high.  In  theory,  in  a WLAN  scenario  the  time  for 
handover due to FMIPv6 is determined by the WLAN handover latency. The situation for MIPv6 is even worse. The 







So,  it seems  that an optimal solution cannot be  reached with  these  two versions of MIP with  just an  interface. 
Fortunately, the current implementation considers 2 NICs, so an interface can be configured at the same time the 






MH CoA using  IPv6 encapsulation. Then  the MH  sends also a BU  to  its CN, which after  that  can  send packets 
directly to the MH. Although this protocol optimizes the routing of packets to MNs, it is not scalable. 




HMIPv6  is  intended to work  in scenarios where MNs move fast. That  is translated  in frequent changes of AP. As 







As shown  in  figure 5.2, when  the data  follows  the opposite direction  in  the path,  it does not pass  through  the 
MAP. This has been  left as  in the original MIPv6 specification. The current situation does not provide benefits  if 
the MN is fixed without roaming. But if the MN changes constantly of AP, benefits of faster handovers appear. The 







levels of MAP hierarchy  can be added  in order  to  reduce  the handover domain, depending on  the  size of  the 
network. The world just needs to use the IP address and port of the highest level of the hierarchy. 
A hierarchical approach has two main advantages: first, it improves handover performance since handovers occur 
in  a  local  area,  increasing  by  this  way  the  handover  speed  and  minimizing  packet  losses;  and  second,  it 




The network  is  in charge of managing  the MN mobility on  its behalf. MIPv6 signaling  is extended and concepts 
such as HA from the original MIPv6 specification are reused. 
PMIPv6 defines a domain which introduces two new network functional entities: Local Mobility Agent (LAM) and 







for  each placement within  the  same PMIPv6 domain.  The MN does not need  to  reconfigure  the CoA when  it 
moves  into the same domain, but a global mobility management protocol  is required  if a MN has to perform a 
handover across different domains. 
5.1.5. RTT critical increase in the target network 
The experiments have shown  that  the RTT  rises up  to an  inacceptable  level when  the MN gets engaged  to  the 
destination network, foremost for real‐time communications such as audio conference. The nature of this problem 





application  layer  protocols  are  borne  in  mind.  Applications  that  could  demonstrate  the  accuracy  of  the 






Some of  those  applications use higher  level protocols  such  as  Session  Initiation Protocol  (SIP),  Stream Control 
Transmission Protocol (SCTP) and Host Identity Protocol (HIP). 
SIP [54] 
SIP  is a protocol proposed by the  IETF for VoIP and other multimedia sessions such as  instant messaging, video, 




in  routing  requests  to  the  current  user  location,  to  authorize  and  authenticate  users  for  services,  implement 
routing policies, and supply services to users. SIP also provides a registry function that allows a user to indicate its 
current location to be used by a Proxy. 













SCTP was originally  intended  to  transport  telephonic Signaling System 7  (SS7) over  IP. The  target was providing 
some of SS7 reliability features  in  IP. Due to  its versatility,  its use has been proposed  in other areas such as the 









protocols  are  bound  to  IP  addresses  and  disconnect when  this  address  changes  (the  socket  changes).  In HIP, 
sockets are bound to HIs rather than IP addresses. IP addresses are used to route packets just as today. 
HIP  defines  a  new  global  Internet  name  space.  It  decouples  the  name  and  locator  roles  currently  filled  by  IP 
addresses. With HIP, the transport layer operates on Host Identities (HI) instead of using IP addresses as endpoint 
names.  At  the  same  time,  the  network  layer  uses  IP  addresses  as  pure  locators.  HIP  provides  end‐to‐end 
opportunistic  security,  resistance  to CPU  and memory  exhausting  denial‐of‐service  (DoS)  attacks, mobility  and 
multi‐address multi‐homing. 
5.1.7. Handover in broadcast and multicast technologies [57] 














(MediaFLO)  are becoming more widespread  in use.  There  is  a need  to  support optimized handovers between 










intended  for mobile  TV  service  and  other  broadcast  technologies.  It  appears  as  an  amendment  that  defines 
mechanisms  to enable  the optimization of handovers  from DVB / DMB  / MediaFLO  to WiMAX  / WLAN / 3GPP 
technologies  and  vice  versa.  Moreover,  a  bidirectional  channel  needs  to  be  intended  in  order  to  support 
interactive services. 
IEEE  802.21  defines  mechanisms  that  enable  handovers  across  various  technologies  such  as  IEEE  802  and 
3GPP/3GPP2. These same mechanisms can be used for handovers with DO technologies. However, this requires 
enhancements to the IEEE 802.21 specification. These enhancements include extensions of IEEE 802.21 primitives 
and protocol  to support handovers with DO  technologies, and  the definition of media dependent SAPs and  the 
corresponding mapping  of MIH  link  layer  primitives  for  DO  technologies.  The  scope  of  the  proposals  is  the 
following: 






The  telecommunications are constantly evolving. This  is a  fact  that can be easily appreciated  just by seeing  the 












handovers  between  different  technologies  (vertical  handovers)  such  as  IEEE  802.11  and  IEEE  802.16  are  not 
exploited yet. 










is open code. Nevertheless, obtaining proper NICs  to build  the PoAs was a disappointing  issue. At present,  this 
initial research period could have been significantly reduced because the  latest OSs are prepared to support AP 
functionalities  with  an  increasing  number  of  wireless  NICs,  which  have  an  excellent  documentation  in  Linux 
Wireless Internet web page. 
The implementation of the applications for the MN and the PoA was not an easy task. To follow a specification of a 


















No message  exchange  flow  is  defined  in  terms  of MIH management  policies,  just  the messages  involved  in  a 
handover. Some examples of different mobility scenarios are provided  in the annexes as  informative notes. The 
definition  of  a  whole  functional  process  is  required  in  order  to  implement  an  application.  To  complete  the 
operation  of  the  applications,  the  implicated  exchange of messages  for  initial network bootstrap  and  for MIH 
management (basically MIH registration) has also been defined using the primitives and messages supplied by the 
standard. 
In  order  to  complete  the  implementation,  an  upper  layer  association  was  introduced  aiming  to  supply  IP 
connectivity. The  IEEE 802.21  standard bases  its proposals  in  L3 mobility protocols which  theoretically provide 
great  advantages  in  terms  of  handover  performance.  Those  protocols  are  basically  evolutions  of  MIPv6. 
Nevertheless, some disadvantages are encountered: first, IPv6 networks are not extended yet, and second, MIPv6 
derived  protocol  implementations  are  not much  developed  at  present  and  could  be  difficult  to  introduce  in 
current  applications. Due  to  the  fact  that  a  higher  layer  development was  out  of  the  scope  of  this work,  the 
decision was to introduce a classical DHCP association after a WLAN authentication. 
Once  the development and bug  fix  stage  finished,  some  tests were performed  In order  to  validate  the  system 
operation. The  tests were based  in measures of  times of handover and packet  losses. The  results depicted an 
acceptable  latency  of  the  handover  timings  without  bearing  in  mind  the  time  spent  in  DHCP  association. 
Moreover, they showed that this kind of association is not proper for mobility devices because averaged latencies 
of almost 20s of peak in association procedures can lead to a total change in environmental conditions causing a 
system  fail  in  terms  of  handover  execution.  By  this way  it  justifies  a  study  of  feasible  L3 mobility  protocols 
candidate  to  replace  this  DHCP  association.  Best  candidates  are  protocols  derived  from MIPv6  because  they 
provide fast handovers minimizing the signaling on the network and reducing to 0 the packet losses. 
To  conclude,  it must be highlighted  that  the designed applications work properly. The bootstrap and handover 
decisions  are  properly made  in  the  side  of  the MN,  which  is  the  entity  in  charge  of making  decisions.  The 
handover  latency due  to  the MIH protocol  is  very  acceptable, but  the higher  layer handover  timings must be 
improved introducing a smarter protocol of mobility. 
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