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Resumen: La prediccio´n de series temporales hidrolo´gicas con la cuantificacio´n de la
incertidumbre, es una herramienta importante para la gestio´n de los recursos de agua.
La no estacionariedad causada por el cambio clima´tico y otros factores, tales como el
cambio en las propiedades f´ısicas de las cuencas hidrogra´ficas, hacen que la tarea de
prono´stico sea dif´ıcil mediante los me´todos tradicionales. Por lo anterior, en este trabajo
se proponen me´todos Bayesianos para el estudio de la precipitacio´n y del caudal de un
rio. En la primera parte, se proponen modelos constantes, de regresio´n dina´mica (MRD)
y modelos lineales jera´rquicos (MLJ). El modelo constante utiliza la informacio´n del
pasado dada por los valores observados de la serie de tiempo, mientras que el MRD
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Dichas metodolog´ıas se aplican en el ana´lisis de los datos del caudal del r´ıo Sumapaz
recolectados entre enero 01 de 1989 y 31 de diciembre de 2001.
Abstract: The hydrological time series prediction with uncertainty quantification is an
important tool for the resource management water. Due to climate change and other
factors such as changes in the physical properties of drainage basin, then the forecasting
by means of traditional methods is going to be a difficult work. By the above, this work
proposes Bayesian methods for studying of precipitation and discharge. In the First time,
it proposes constant models of dynamic regression and hierarchical models. The constant
model uses information based on observed values of the time series, while the dynamic
regression model uses the precipitation measured in upper river basin information as
covariates. In the second one, we consider a nonhomogeneous Poisson process to estimate
how many times the discharge is below or above certain levels given, assuming some
functions of intensity. These methodologies are applied in the analysis of data of Sumapaz
river discharge. These data were collected between January 1, 1989 and December 31, 2001
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Introduccio´n
En el ana´lisis de series temporales y en particular en el de series hidrolo´gicas, los
modelos ARIMA de (Box & Jenkins, 1976) son ampliamente utilizados. Estos son de
naturaleza esta´tica y esta´n construidos sobre las propiedades estad´ısticas de series de
tiempo, por lo tanto, una vez que los para´metros esta´n determinados, se supone que son
constantes en el tiempo. A menudo, este supuesto no se cumple, debido a que los factores
clima´ticos pueden causar cambios en las propiedades estad´ısticas de las series temporales.
Un inconveniente de estos modelos es la necesidad de una muestra lo suficientemente
grande para la estimacio´n de los para´metros y la validacio´n del modelo antes de su
implementacio´n. Las deficiencias en los enfoques de modelamiento tradicional llevan a
los investigadores a planteamientos ma´s elaborados. Los modelos dina´micos Bayesianos
(MDB) (Bernier, 1994) no requieren que las series de tiempo sean estacionarias y, por lo
tanto, tienen un mayor potencial en el prono´stico de series temporales hidro-clima´ticas.
Sus propiedades dina´micas les permite actualizar gradualmente sus para´metros a la luz
de los cambios que puedan surgir por causas clima´ticas o de otra ı´ndole. Si el cambio
es abrupto, se puede predecir, y, en general, en el caso de los cambios generados por el
hombre, se puede incorporar el efecto sobre el modelo, lo que se conoce como intervencio´n.
Los Modelos Lineales Dina´micos (MLD) bajo el contexto Bayesiano, se han convertido
en una herramienta muy importante para el ana´lisis de series temporales. Estos modelos
se utilizan en diversos campos de estudio (Pole et al., 1994). Solo unas pocas aplicaciones
han sido reportadas en el campo de la hidrolog´ıa, (Krishnaswamy et al., 2000) utilizaron
los MLD’s con datos hidrolo´gicos de la cuenca del r´ıo Yadkin en Carolina del Norte
(EE.UU.), para datos entre 1951 y 1990. Berliner et al. (2000) pronostica las tempera-
turas ma´ximas en la superficie del Oce´ano Pac´ıfico bajo modelos dina´micos jera´rquicos.
(Krishnaswamy et al., 2001) hicieron uso de un modelo de regresio´n lineal dina´mica
para detectar cambios en la relacio´n del flujo de sedimentos y la hidroclimatolog´ıa
en una cuenca hu´meda tropical en Costa Rica. Kumar & Maity (2008) utilizaron los
MLD’s para pronosticar los niveles del Lago del Diablo situado en Dakota del Norte
(EE.UU.). Rodriguez et al. (2008) aplicaron este modelo a los datos de la cuenca del
r´ıo Grande situada en el oeste de Brasil. Migon & Monteiro (1997) usaron un modelo
lluvia-caudal dina´mico no lineal para los datos del r´ıo Fartura con datos mensuales de
los an˜os 1964 a 1969, asumiendo una distribucio´n Gamma para el caudal. Cepeda &
Achcar (2009) compararon el desempen˜o de dos aproximaciones estad´ısticas para el
ana´lisis de datos obtenidos en el a´rea de investigacio´n social. En la primera realizaron una
modelacio´n conjunta de media y de heterogeneidad de varianzas asumiendo normalidad,
y en el segundo un modelo jera´rquico. Carioca (2011) aplica los Modelos Dina´micos
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Jera´rquicos con estructura espacio-temporal para datos de la familia exponencial,
que a diferencia de los modelos lineales dina´micos no requieren el supuesto de normali-
dad y se usaron en la estimacio´n de la cantidad de lluvia en una regio´n al este de Australia.
Los Procesos de Poisson no Homoge´neos (PPNH) han sido usado para modelar diferen-
tes feno´menos de la naturaleza, tales como: niveles ma´ximos de lluvias, taman˜os elevados
en las olas, terremotos, ciclones, temperatura, etc. Achcar et al. (2009) realizo´ un estu-
dio sobre excedencias de ozono en la Ciudad de Mexico mediante PPNH, Carrillo (2010)
uso´ el PPNH para modelar ciclones tropicales superiores a categor´ıa tres en el Atla´ntico
norte. En este trabajo se aplicara´n los PPNH para estudiar los feno´menos de sequ´ıas y
de desbordamientos del r´ıo Sumapaz, considerando el nu´mero de veces en el que el caudal
se encuentra por debajo o por encima de umbrales establecidos dentro de un intervalo de
tiempo fijo.
Resen˜a histo´rica
A principios de la de´cada de los sesenta, se hizo evidente que en los modelos
lineales dina´micos normales con varianzas conocidas y relaciones de recurrencia para la
actualizacio´n secuencial de las distribuciones a posteriori son esencialmente equivalentes
a las ecuaciones del Filtro de Kalman. Es obvio que no como muchos suelen creer, que el
prono´stico Bayesiano se basa en el filtro de Kalman ver (Harrison & Stevens, 1976), y la
discusio´n, y respuesta a la discusio´n por Davis et al. (1985)).
Influencias importantes en la pra´ctica y pensamiento Bayesiano actual, pueden ser
encontrados en los libros de Savage (1954), Jeffreys (1961), Lindley (1965), DeGroot
(1971), Box & Tiao (1977), de Finetti (1954), Berger (1985), O’Hagan (1994), Bernardo
& Smith (1994).
Hacia el final de la de´cada de 1970 Harrison & Stevens (1976) define la clase de
modelos lineales dina´micos (MLD) y elaboran un me´todo Bayesiano para modelamiento
dina´mico y prono´stico. Este enfoque se basa en la pra´ctica existente en el que modelos
comunes pueden ser reformulados como casos especiales esta´ticos y estacionarios. El
poder real, sin embargo, es que la nueva formulacio´n proporciona muchos facilidades
adicionales tantas como sean necesarios para trabajar con poca o ninguna informacio´n,
introduciendo informacio´n subjetiva.
A finales de los setenta y principios de los ochenta se vio un gran desarrollo y
aplicacio´n de los me´todos de modelamiento y prono´stico Bayesiano. Notable entre estos,
monitoreo e intervencio´n (West, 1986); (West & Harrison, 1986); (West et al., 1987),
(Harrison & Veerapen, 1994); (Pole et al., 1994), modelos de estructuras no normales y
no lineales (Souza, 1981); (Smith, 1979); (Migon, 1984); (Migon & Harrison, 1985); (West
et al., 1985). Desde la evolucio´n de la estad´ıstica computacional, a partir de 1990, las nue-
vas direcciones en la investigacio´n, el desarrollo de modelos y su aplicacio´n se han abierto,
involucrando ana´lisis mediante me´todos de simulacio´n (MCMC) (Gamerman, 1997),
(Smith & Roberts, 1993).
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Dichos desarrollos computacionales dieron lugar a un uso ma´s amplio de los me´todos
de simulacio´n v´ıa cadenas de Markov Monte Carlo, facilitando la comunicacio´n con los
profesionales te´cnicamente menos orientados. Se cree que el modelamiento es un arte y
particularmente lo es el prono´stico Bayesiano.
Esta tesis se encuentra organizada de la siguiente forma: en el cap´ıtulo 1 se hace una
introduccio´n a los modelos lineales dina´micos, los modelos de regresio´n dina´mica y los
modelos jera´rquicos. En el cap´ıtulo 2 se presenta la teor´ıa de los Procesos de Poisson no
Homoge´neos, en el cap´ıtulo 3 se describe la cuenca y los datos de caudal del r´ıo Sumapaz,
en el cap´ıtulo 4 se hace un ana´lisis del caudal del r´ıo Sumapaz aplicando los me´todos
descritos en los cap´ıtulos 1 y 2, y finalmente en el cap´ıtulo 5 se presentan las conclusiones
y posibles extensiones de este trabajo.
CAPI´TULO 1
Modelos estad´ısticos
Los modelos de feno´menos caracterizados por estructuras temporales son ampliamente
estudiados en muchas a´reas de investigacio´n, Estos son conocidos en la literatura como
ana´lisis de series temporales. Existen diversas formas de abordar el modelamiento de
observaciones con estas caracter´ısticas. Los modelos ma´s conocidos y aplicados son los
ARIMA propuestos por Box & Jenkins (1976). Harrison & Stevens (1976) proponen el
uso modelos dina´micos. Estos u´ltimos esta´n siendo cada vez ma´s explorados en diversas
a´reas. Zellner et al. (1991) muestran que al incluir una estructura jera´rquica en el
modelado de la serie temporal, con para´metros que var´ıen en el tiempo se obtienen
mejores prono´sticos. Gamerman & Migon (1993), en este mismo sentido, presentan una
forma general combinando ambos modelos y denomina´ndolos Modelos Lineales Dina´micos
Jera´rquicos (MLDJ).
1.1. Modelos lineales dina´micos
Los modelos lineales dina´micos son una amplia clase de modelos con para´metros va-
riables en el tiempo, u´tiles para el modelamiento de datos de series de tiempo y regresio´n.
Fue introducido por Harrison & Stevens (1976) y esta´ muy bien documentado en el libro
de West & Harrison (1997). Los modelos lineales dina´micos se caracterizan por un par de
ecuaciones, denominadas ecuacio´n de observacio´n y ecuacio´n de evolucio´n de para´metros.
El MLD normal multivariado puede ser visto como una generalizacio´n de los modelos de
regresio´n que permite cambios en los valores de los para´metros a trave´s del tiempo. La
ecuacio´n observacional y la ecuacio´n del sistema son respectivamente
Yt = F
′
tθt + ν t, ν t ∼ N(0,Vt)
θt = Gtθt−1 +ωt, ωt ∼ N(0,Wt),
(1.1)
Suponga para t = 1, . . . , que Yt es un vector columna de r observaciones.
El modelo esta´ definido por la cua´drupla {Ft,Gt,Vt,Wt} donde para cada t:
(a) Ft es una matriz de regresio´n dina´mica conocida (de orden (n× r))
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(b) Gt es una matriz de estado conocida (de orden (n× n))
(c) Vt es una matriz de varianza observacional conocida (de orden (r × r))
(d) Wt es una matriz de evolucio´n conocida (de orden (n× n))
(e) θt es un vector de para´metros (de orden (n× 1))
y en las que las sucesiones de errores ν t y ωt son independientes y mutuamente indepen-
dientes, respectivamente.
Esta clase incluye muchos de los modelos que se encuentran en la literatura estad´ıstica.
Por ejemplo, si G = In es la matriz identidad de orden n y ωt = 0, ∀t, todos los modelos
de regresio´n lineal pueden ser representados. Por otra parte, si Ft, Vt yWt son constantes
∀t, entonces el modelo cubre modelos de series temporales lineales, tales como los procesos
ARMA de Box & Jenkins (1976).
1.1.1. Modelo lineal dina´mico univariado
Para cada t, el modelo lineal dina´mico univariado, representado por la cua´drupla
(Ft, λ, Vt,Wt), esta´ definido por:
i Una ecuacio´n observacional Yt = Ftµt + νt, con νt ∼ N(0, Vt)
ii Una ecuacio´n del sistema µt = λµt−1 + ωt, con ωt ∼ N(0,Wt)
iii Una informacio´n inicial (µ0 | D0) ∼ N(m0, C0),
donde las sucesiones de errores νt y ωt siguen los supuestos del modelo general. Adicio-
nalmente ellas son independientes de (µ0 | D0). Los valores de los sucesiones de varianzas
Vt y Wt son desconocidas, pero la constante λ y la sucesio´n de valores Ft son conocidas.
Suponga que el modelo es cerrado a entradas de informacio´n externa, de modo que
dada una informacio´n inicial a priori D0 en el tiempo t = 0, el conjunto de informacio´n
disponible para cada tiempo t es simplemente Dt = {Yt,Dt−1}.
1.1.1.1. Modelo polinomial de primer orden
El modelo ma´s simple de series temporales es el modelo polinomial de primer orden,
que corresponde a una aproximacio´n de primer orden de una serie de Taylor de una funcio´n
suavizada del tiempo, llamada la tendencia de la serie. Este modelo esta´ completamente
definido por la cua´drupla (1, 1, Vt,Wt), con
Ecuacio´n observacional Yt = µt + νt, νt ∼ N(0, Vt)
Ecuacio´n del sistema µt = µt−1 + ωt, ωt ∼ N(0,Wt)
Informacio´n inicial (µ0 | D0) ∼ N(m0, C0)
(1.2)
donde µt es unidimensional y describe la tendencia del proceso. Aunque este modelo es
muy simple, se puede aplicar en muchos sistemas de prono´stico a corto plazo, incluyendo
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series como en control de inventarios o de planificacio´n de la produccio´n. Vt y Wt
evolucionan en el tiempo, ofreciendo un amplio margen para el modelamiento.
Una de las principales caracter´ısticas de los modelos lineales dina´micos, es que en cada
instante del tiempo toda la informacio´n disponible es usada para describir la distribucio´n
a posteriori del vector de estados. El siguiente teorema dado por (West & Harrison, 1997),
muestra co´mo evolucionar desde la distribucio´n a posteriori en el tiempo t − 1 hasta la
distribucio´n a posteriori en el tiempo t.
Teorema 1. Para el modelo (1.2) el prono´stico a un paso y las distribuciones a posteriori
de nivel para cualquier tiempo t > 0 se pueden obtener secuencialmente como sigue:
(a) A posteriori para µt−1: (µt−1 | Dt−1) ∼ N(mt−1, Ct−1)
(b) A priori para µt: (µt | Dt−1) ∼ N(mt−1, Rt) donde Rt = Ct−1 +Wt
(c) Prono´stico a un paso: (Yt | Dt−1) ∼ N(ft, Qt) donde ft = mt−1 y Qt = Rt + Vt
(d) A posteriori para µt: (µt | Dt) ∼ N(mt, Ct) con mt = mt−1 + Atet y Ct = AtVt,
donde At = Rt/Qt, y et = Yt − ft
Demostracio´n. La prueba se realiza por induccio´n. Se asume que la distribucio´n en (a)
se cumple. Para t = 1 la distribucio´n en (a) es va´lida directamente de la definicio´n del
modelo (1.2). (µt | Dt−1) es la suma de dos variables aleatorias normales independientes.
La media y la varianza se obtienen adicionando las medias y las varianzas de sus sumandos,
conduciendo a (b):
(µt | Dt−1) ∼ N(mt−1, Rt) = Ct−1 +Wt
De manera similar (Yt | Dt−1) ∼ N(ft, Qt) es la suma de dos variables aleatorias normales
independientes, conduciendo a (c):
(Yt | Dt−1) ∼ N(ft, Qt) = Rt + Vt
La parte (d) se deriva v´ıa teorema de Bayes como sigue: El me´todo Bayesiano se puede
aplicar a todos los modelos sin importar los supuestos distribucionales. De la ecuacio´n
observacional se obtiene la funcio´n de densidad de las realizaciones del proceso
p(Yt | µt,Dt−1) = (2piVt)−1/2 exp
(− (Yt − µt)2/(2Vt))
De la parte (b) del teorema, la distribucio´n a priori para µt dado Dt−1 tiene un funcio´n
de densidad de probabilidad
p(µt | Dt−1) = (2piRt)−1/2 exp
(− (µt −mt−1)2/(2Rt))
Por el teorema de Bayes, e ignorando los factores multiplicativos que no dependan de µt,
la distribucio´n a posteriori para µt es proporcional a la distribucio´n a priori multiplicada
por la verosimilitud, de la siguiente forma
p(µt | Dt) ∝ p(µt | Dt−1)p(Yt | µt,Dt−1)
∝ exp (− (µt −mt−1)2/(2Rt)− (Yt − µt)2/(2Vt))
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Tomando dos veces el logaritmo natural y usando algunas constantes se tiene
2 ln
(
p(µt | Dt)
)
= k1 − (µt −mt−1)2/Rt − (Yt − µt)2/Vt,
= k2 − (1/Rt + 1/Vt)µ2t + 2(mt−1/Rt + Yt/Vt)µt
Completando el cuadrado se tiene:
= k3 − (µt −mt−1)2/Ct
Despejando, p(µt | Dt) ∝ exp
( − (µt −mt)2/(2Ct)) por tanto, (µt | Dt) ∼ N(mt, Ct) lo
que prueba la parte (d) del teorema. Donde
Ct = 1/(1/Rt + 1/Vt) At = Rt/Qt et = Yt −mt−1
= RtVt/Qt = Rt/(Rt + Vt) mt = Ct(mt−1/Rt + Yt/Vt)
= AtVt = mt−1 +Atet
♦
1.1.1.2. Modelo constante
Un caso especial del modelo (1.2), cuando la varianza observacional y de evolucio´n son
constantes en el tiempo se denomina modelo constante. Este modelo esta´ caracterizado
por la cua´drupla (1, 1, V,W ) y es definido como:
Ecuacio´n observacional Yt = µt + νt, νt ∼ N(0, V )
Ecuacio´n del sistema µt = µt−1 + ωt, ωt ∼ N(0,W )
Informacio´n inicial (µ0 | D0) ∼ N(m0, C0)
(1.3)
El Teorema 1 sigue teniendo validez al hacer Wt =W y Vt = V
1.1.1.3. Comportamiento l´ımite y convergencia
En el modelo (1.3), la tasa de adaptacio´n para los nuevos datos calculada por el coefi-
ciente adaptativo At, converge ra´pidamente a valores constantes, como tambie´n Qt, Ct y
Rt. El teorema (2) muestra dicha convergencia.
Teorema 2. Cuando t→∞ y r =W/V
i) At → A = r
2
(√
1 +
4
r
− 1
)
ii) Qt → Q = V
1−A
iii) Ct → C = AV
iv) Rt → R = AQ
v) W = A2Q y V = (1−A)Q
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Demostracio´n. (West & Harrison, 1997) Como At = Rt/(Rt + V ) se tiene que 0 < At < 1
y Ct = AtV , por tanto Ct es acotada, con
0 < Ct ≤ V para todo t
Entonces, usando las recursiones C−1t = R
−1
t + C
−1 y Rt = Ct−1 +W
C−1t − C−1t−1 = R−1t −R−1t−1 = Kt(C−1t−1 − C−1t−2)
donde Kt = Ct−1Ct−2/(RtRt−1) > 0. Por lo tanto Ct es una sucesio´n mono´tona y acotada
y por lo tanto su l´ımite C existe. Consecuentemente, Rt converge a R = C +W . Usando
Ct = RtV/(Rr + V ), se sigue que C = RV/(R+ V ), lo que implica
C2 + CW − VW = 0.
La ra´ız positiva de esta ecuacio´n cuadra´tica es
C =
−W +√W 2 + 4VW
2
=
rV (
√
1 + 4/r − 1)
2
.
Puesto que Ct = AtV , entonces At converge a A = C/V . ♦
1.1.1.4. Modelo con varianza constante desconocida
El ana´lisis conjugado basado en la distribucio´n gamma para la precisio´n φ = 1/V , y
la distribucio´n gamma inversa para W , para todo tiempo t, permite definir el siguiente
modelo:
Ecuacio´n observacional Yt = µt + νt, νt ∼ N(0, V )
Ecuacio´n del sistema µt = µt−1 + ωt, ωt ∼ N(0, V W ∗t )
Informacio´n inicial (µ0 | D0, V ) ∼ N(m0, V C∗0 ), (φ | D0) ∼ G(n0/2, d0/2),
(1.4)
con m0, C
∗
0 , W
∗
0 , n0 y d0 conocidos.
Teorema 3. Con el modelo (1.4) los siguientes resultados distribucionales se obtienen
para cada tiempo t ≥ 1
a) Condicionalmente sobre V
definimos R∗t = C
∗
t−1 +W
∗
t , ft = mt−1, Q
∗
t = R
∗
t + 1, et = Yt − ft y At = R∗t /Q∗t .
Entonces
(µt−1 | Dt−1, V ) ∼ N(mt−1, V C∗t−1),
(µt | Dt−1, V ) ∼ N(mt−1, V R∗t ),
(Yt | Dt−1, V ) ∼ N(ft, V Q∗t ),
(µt | Dt, V ) ∼ N(mt, V C∗t ),
(1.5)
con: mt = mt−1 +Atet y C
∗
t = R
∗
t −A2tQ∗t = At
CAPI´TULO 1. MODELOS ESTADI´STICOS 6
b) Para la precisio´n φ = 1/V :
φ | Dt−1 ∼ G(nt−1/2, dt−1/2),
φ | Dt ∼ G(nt/2, dt/2),
(1.6)
donde nt = nt−1 + 1 y dt = dt−1 + e
2
t /Q
∗
t
c) Incondicionalmente sobre V
definimos St−1 = dt−1/nt−1, Ct−1 = St−1C
∗
t−1, Rt = St−1R
∗
t , Qt = St−1Q
∗
t , Ct = StC
∗
t
y St = dt/t. Entonces
(µt−1 | Dt−1) ∼ Tnt−1(mt−1, Ct−1),
(µt | Dt−1) ∼ Tnt−1(mt−1, Rt),
(Yt | Dt−1) ∼ Tnt−1(ft, Qt),
(µt | Dt) ∼ Tnt(mt, Ct)
(1.7)
d) Definicio´n operacional de las ecuaciones de actualizacio´n
Definiendo Qt = Rt + St−1 y At = Rt/Qt,
mt = mt−1 +Atet,
Ct =
(
St/St−1
)(
Rt −A2tQt
)
= AtSt,
nt = nt−1 + 1,
dt = dt1 + St−1e
2
t /Qt,
St = dt/nt
(1.8)
Demostracio´n. (West & Harrison, 1997) La parte a) del teorema es va´lida por el Teorema
1, el resto de la prueba se realiza por induccio´n. De la parte a) se tiene que la verosimilitud
para Yt esta´ dada por:
p(Yt | Dt−1, φ) ∝ φ1/2 exp
(− φe2t /2Q∗t ).
Por el teorema de Bayes, la distribucio´n a posteriori para φ es proporcional al producto
de la distribucio´n a priori para φ y la verosimilitud, como sigue:
p(φ | Dt) ∝ p(φ | Dt−1)p(Yt | Dt−1, φ).
Usando la distribucio´n a priori en b) y la funcio´n de verosimilitud mencionada antes, se
tiene:
p(φ | Dt) ∝ φ(nt−1+1)/2−1 exp
(− (dt−1 + e2t /Q∗t )φ/2),
estableciendo as´ı (φ | Dt) ∼ G(nt/2, dt/2) como en b) con los para´metros actualizados
{nt, dt} como en d). El resultado c) se obtiene calculando la distribucio´n marginal como
el cociente de la funcio´n conjunta de la distribucio´n Normal-Gamma sobre la distribucio´n
condicional Normal, que resulta ser proporcional a la distribucio´n T -Student. Como el
resultado es verdadero para t = 1, la prueba inductiva es concluida. ♦
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1.2. Modelo de Regresio´n Dina´mico (MRD)
El principio ba´sico de un modelo de regresio´n dina´mico, es capturar los cambios re-
lacionados a trave´s del tiempo entre dos o ma´s series temporales. Supongamos que para
valores observados a lo largo del tiempo, se desea modelar una relacio´n existente entre
ellos, admitie´ndose que el modelo lineal es una buena aproximacio´n local para la relacio´n
existente entre estas variables. Tenie´ndose un modelo de regresio´n lineal, que podr´ıa ser
solucionado a trave´s de me´todos cla´sicos o de una aplicacio´n con argumento Bayesiano.
Sin embargo, dado el cara´cter local de la relacio´n lineal, es deseable adoptar un modelo
con para´metros variables en el tiempo.
El modelo esta´ completamente definido como sigue:
La ecuacio´n observacional es
Yt = F
′
tθt + νt, νt ∼ N
(
0, V
)
, (1.9)
y la ecuacio´n del sistema
θt = θt−1 +ωt, ωt ∼ Tt−1
(
0,W t
)
, (1.10)
donde Ft es el vector de regresores en el tiempo t y θt son los para´metros de la regresio´n
en el tiempo t, νt es el error asociado al proceso el cual se asume con distribucio´n normal
de media cero y varianza V , V es la varianza observacional y se considera desconocida en
este caso. En la ecuacio´n (1.10), Tt−1 implica una distribucio´n t-Student con (t−1) grados
de libertad. Wt es la varianza de evolucio´n que depende del tiempo.
Dos casos especiales de MRD son los Modelos de Regresio´n Lineal Simple Dina´mica
con y sin intercepto. En el primer caso se tiene Ft = (1, xt) y θt = (αt, βt)
′, entonces
Yt = αt + βtXt + νt, νt ∼ N
(
0, V
)
αt = αt−1 + ωt1
βt = βt−1 + ωt2,
donde ωt = (ωt1, ωt2)
′ ∼ N(0,Wt).
Para el segundo caso, Ft = Ft = xt, αt = 0 y θt = θt = βt para cada t.
El prono´stico un paso adelante y la distribucio´n a posteriori se calculan de la siguiente
manera: la informacio´n inicial (θ0 | D0) ∼ T1(m0,C0) donde la media m0 y la varianza
C0 son los valores iniciales dados por el investigador. La distribucio´n a posteriori para
θt−1 es (θt−1 | Dt−1) ∼ Tt−1(mt−1,Ct−1), la distribucio´n a priori para θt es (θt | Dt−1) ∼
Tt−1(mt−1,Rt) donde
Rt = C t−1 +W t (1.11)
Se usa el factor de descuento δ (0 < δ < 1) de tal forma que
Rt =
1
δ
C t−1 (1.12)
CAPI´TULO 1. MODELOS ESTADI´STICOS 8
Combinando las ecuaciones (1.11) y (1.12) se obtiene
W t =
(
1
δ
− 1
)
C t−1. (1.13)
Como se menciono´ antes, la varianza observacional se considera desconocida, por lo que
un nuevo para´metro φ, definido como φ = V −1, refleja la precisio´n de la prediccio´n. La
forma distribucional del para´metro de precisio´n φ para el tiempo (t − 1) es (φ | Dt−1) ∼
G(nt−1/2, dt−1/2), donde G denota la distribucio´n Gamma. La distribucio´n de prono´stico
un paso adelante es (Yt | Dt−1) ∼ Tt−1(ft,Qt), donde
ft = F
′
tmt−1 (1.14)
Qt = F
′
tRtFt + St−1 (1.15)
St = dt−1/nt−1. (1.16)
Como en el modelo constante la esperanza de la distribucio´n de prono´stico un paso adelante
puede ser usada com un punto de prediccio´n, y la varianza como una informacio´n de
incertidumbre a ella. La distribucio´n a posteriori para θt es
(
θt | Dt
) ∼ Tt(mt,Ct), con
mt =mt−1 +Atet (1.17)
Ct = RtSt/Qt (1.18)
St =
dt
nt
(1.19)
et = Yt − ft (1.20)
At = RtFt/Qt. (1.21)
La forma distribucional de actualizacio´n del para´metro φ para el tiempo t es
(
φ | Dt
) ∼
G
(
nt
2
,
dt
2
)
, donde
nt = nt−1 + 1 (1.22)
dt = dt−1 + St−1e
2
t /Qt. (1.23)
Dos cosas han de tenerse en cuenta aqu´ı. La primera es que el factor de descuento δ juega
un papel importante con respecto a la cantidad de pe´rdida de informacio´n a trave´s de
observaciones sucesivas. El segundo punto consiste en seleccionar una covariable adecuada.
Para comparar los modelos y por lo tanto la idoneidad de los diferentes factores de
descuento, existen tres medidas, dos de las cuales son comu´nmente usadas en la medicio´n
de prono´sticos, la desviacio´n media absoluta DAM =
∑n
t=1 |et|/n y el error cuadrado
medio CME =
∑n
t=1 e
2
t /n (por sus nombres en ingle´s). La tercera medida se conoce
como funcio´n de verosimilitud LIK = exp(LRV ) siendo LRV el logaritmo de la razo´n de
verosimilitud. Se basa en la densidad predictiva observada
p(Yn, Yn−1, . . . , Y1 | D0) =
n∏
t=1
p(Y1 | Dt−1)
el producto de la sucesio´n de las densidades de prono´stico un paso adelante evaluadas
en la observacio´n actual, proporciona una medida de rendimiento del modelo que es la
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verosimilitud actual para δ puesto que el MLD difiere so´lo con respecto a sus valores
descuento conocidos.
Vale la pena sen˜alar aqu´ı una vez ma´s que los modelos Bayesianos presentados en esta
seccio´n, permiten captar los cambios en las series temporales derivadas de su naturaleza
dina´mica. Los resultados de las subsecciones 1.1 y 1.2 se pueden encontrar en West &
Harrison (1997).
1.3. Modelo lineal dina´mico jera´rquico (MLDJ)
Los modelos Dina´micos Jera´rquicos, (Gamerman & Migon, 1993), son constituidos
por tres partes: la primera describe la distribucio´n de las observaciones, la segunda las
ecuaciones de la estructura jera´rquica y la tercera la forma de evolucio´n de los para´metros
a trave´s del tiempo. Estos modelos se pueden representar por
(i) Ecuacio´n de observacio´n
yt = F1tθ1t + ν1t, con ν1t ∼ N(0,V1t), (1.24)
(ii) ecuaciones estructurales
θit = Fi+1,tθi+1,t + ν i+1,t, con ν1t ∼ N(0,Vi+1,t) y (1.25)
(iii) ecuacio´n del sistema
θkt = Gtθk,t−1 +ωt, con ωt ∼ N(0,Wt), (1.26)
donde yt tiene dimensio´n n, θ i dimensiones r1, r2, . . . , rk, respectivamente. El modelo
definido por (1.24) a (1.26) y presenta en k niveles o estados la jerarqu´ıa de los para´metros.
Sin embargo mas de tres raramente se presentan. Los modelos jera´rquicos, en general, son
utilizados con dos etapas y se obtienen haciendo Fkt = I (matriz identidad) y Vkt = 0
(matriz nula) para k ≥ 3.
Un aspecto clave de las ecuaciones (1.25) es una reduccio´n progresiva en la dimensio´n
de los vectores de estado a medida que se avanzan en los niveles jera´rquicos. Se satisface
que r1 > r2 > . . . > rk. Las matrices Fit son todas de rango completo. Estas condiciones
no son matema´ticamente exigidas, pero constituyen la esencia del me´todo cuando se hacen
supuestos sobre las relaciones estoca´sticas entre los para´metros. Si una matriz, Fit no es
de rango completo el modelo es super-parametrizado en el i-e´simo estado la dimensio´n de
θi debe ser reducida por la remocio´n de la redundancia de los para´metros.
1.3.1. Ecuaciones de evolucio´n y actualizacio´n
Las ecuaciones (1.24) a (1.26) no especifican completamente el modelo porque no ex-
plican las distribuciones condicionales. Suponiendo que Dt es toda la informacio´n obtenida
hasta el tiempo t, incluyendo la informacio´n a priori D0 y los valores observados, a partir
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de estas ecuaciones el modelo jera´rquico dina´mico con k estados, puede ser definido para
cada t, por
(yt | θ1t) ∼ N(Fi+1,tθ1t,V1t) (1.27)
(θit | θi+1,t,Dt−1) ∼ N(Fi+1,tθi+1,t,Vi+1,t) i = 1, 2, . . . k − 1 (1.28)
(θkt | θk,t−1,Dt−1) ∼ N(Gtθk,t−1,Wt) (1.29)
con distribuciones a priori iniciales (θk0 | D0) ∼ N(mk,0,Ck,0)
Con el supuesto de que las matrices F1t,F2t, . . . ,Fkt y Gt son conocidas y los errores
ν1t, ν 2t, . . . , νkt y wt son independientes, con matrices de covarianza conocidas, adema´s del
supuesto de normalidad y linealidad, las etapas de evolucio´n, suavizacio´n y paso de infor-
macio´n a trave´s de los niveles jera´rquicos pueden ser calculadas anal´ıticamente (Gamerman
& Migon, 1993). Estos resultados son presentados resumidamente como sigue: suponiendo
Dt = {yt,Dt−1} en el modelo descrito en las ecuaciones (1.27) a (1.3.1) con distribucio-
nes a priori iniciales dadas por (θk,0 | D0) ∼ N(mk,0,Ck,0), las distribuciones a priori,
predictivas y a posteriori esta´n dadas por:
i Distribuciones a priori en el tiempo t
(θit | Dt−1) ∼ N(ait,Rit), i = 1, 2, . . . , k, (1.30)
donde ait = ai+1,tai+1,t, Rit = ai+1,tRi+1,tF
′
i+1,t + Vi+1,t, i = 1, 2, . . . , k − 1
akt = Gtmk,t−1 y Rkt = GtCk,t−1G
′
t +Wt.
ii Distribuciones predictivas (un paso adelante)
(yt | Dt−1) ∼ N(ft,Qt), (1.31)
donde ft = F1tait y Qt = F1tR1tF
′
1t +V1t.
iii Distribuciones a posteriori en el tiempo t
(θ it | Dt) ∼ N(mit,Cit), i = 1, 2, . . . , k, (1.32)
donde mit = ait + SitQ
−1
t (yt − ft),Cit = Rit − SitQ−1t S′t y Sit = Rt(F1t, . . . ,Fit)′.
El ana´lisis con varianzas desconocidas, no tiene un desarrollo anal´ıtico y deben emplearse
me´todos de aproximacio´n nume´rica. En aplicaciones con el supuesto de V1t = σ
2In donde
In es la matriz identidad de taman˜o n, el uso de los factores de descuento (δ) siguen siendo
va´lidos.
1.3.2. Criterios de comparacio´n de modelos
Una de las dificultades al proponer diferentes especificaciones para analizar un de-
terminado feno´meno es co´mo elegir el modelo que mejor lo represente. En la literatura
existen muchos criterios que facilitan la seleccio´n del modelo que mejor se ajusta a los
datos. Sin embargo, no hay consenso en cua´l de estos es el ma´s adecuado. Por esta razo´n,
es comu´n usar ma´s de un criterio para la comparacio´n de los modelos. Bajo este escena-
rio, es deseable la seleccio´n de un modelo basado en medidas que cuantifiquen la calidad
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del ajuste y que al mismo tiempo penalicen modelos ma´s complejos con un gran nu´me-
ro de para´metros (Carioca, 2011). Spiegelhalter et al. (2002) propusieron un me´todo de
comparacio´n de modelos con el objetivo de eludir las limitaciones de los criterios como el
Criterio de Informacio´n de Akaike (CIA) y el Criterio de Informacio´n Bayesiano (CIB) en
modelos con estructuras jera´rquicas. Este criterio es conocido como DIC, el cual se basa
en la distribucio´n a posteriori de la estad´ıstica deviance D(θ).
D(θ) = −2 log (p(Y | θ)) + 2 log (f(Y)),
donde f(Y) denota a distribucio´n marginal de Y.
El primer te´rmino del DIC, evalu´a la bondad del ajuste, en cuanto el segundo te´rmino
penaliza la complejidad modelo. El DIC puede ser calculado como:
DIC = Eθ|Y
(
D(θ) + pD
)
. (1.33)
El primer te´rmino de (1.33), define la esperanza a posteriori del deviance y el segundo
te´rmino el nu´mero efectivo de para´metros del modelo. Este criterio es particularmente
u´til en problemas de seleccio´n de modelos en los que las distribuciones a posteriori son
obtenidas por simulaciones v´ıa MCMC. Los mejores ajustes son obtenidos con modelos
que tienen menores valores del DIC.
CAPI´TULO 2
Proceso de Poisson
2.1. Aspectos generales
La importancia de modelar los feno´menos atmosfe´ricos, climatolo´gicos y en general
de la naturaleza, es una tarea complicada debido a las diferentes variables que aqu´ı se
presentan. Conocer su comportamiento es de suma importancia para poder estimar eventos
extremos que pueden afectar al medio ambiente y en general a la poblacio´n.
Un me´todo para investigar la tendencia del nu´mero de d´ıas con niveles muy altos (o muy
bajos) de caudal en un r´ıo, es medir la frecuencia a trave´s del tiempo con la cual se excede
un umbral espec´ıfico. En este estudio, se hace uso del Proceso de Poisson no Homoge´neo
(PPNH) para modelar la relacio´n que existe entre la frecuencia de los sobrepasos de un
umbral especifico a trave´s del tiempo.
Breiman et al. (1984) realizaron trabajos entre las distintas variables meteorolo´gicas y
la relacio´n que estas guardan con la superficie de ozono mediante el uso de metodolog´ıas
simples como los modelos de regresio´n lineal. Los estudios sobre contaminantes no solo
se han visto motivados a realizarse con fines matema´ticos, sino como aspectos relevantes
sobre efectos en la salud (Shin et al., 2008).
Smith (1995) realizo´ un ana´lisis sobre valores de ozono que superan el umbral de 0.10
ppm, usando la generalizacio´n de Pickands (1975) as´ı como la distribucio´n generalizada de
Pareto (DGP), integrando al ana´lisis del contaminante covariables meteorolo´gicas (Cox.
& Chu., 1993). Los resultados indican efectos significantes en el an˜o en las variables tem-
peratura, velocidad del viento y la interaccio´n que existe entre ambas. En la Figura 2.1 se
muestra el nu´mero de veces que se excede el umbral junto con su valor esperado bajo tres
diferentes modelos.
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Figura 2.1. Valores que superan el umbral y sus proyecciones
Davis et al. (1998) realizaron estudios sobre la red de ozono para once sitios de Houston
Texas, EE.UUU. distintos donde se tienen en cuenta las variables meteorolo´gicas de cada
estacio´n durante el periodo de 1981 a 1992.
En Estados Unidos se han realizado diversos estudios sobre la calidad del aire, tomando
en cuenta los valores que superan los l´ımites permitidos y los efectos que estos provocan
en sus habitantes1, para analizar los distintos contaminantes se han propuesto diversos
esta´ndares a nivel mundial por ejemplo para el ozono, el sector Medio Ambiental ha
propuesto valores que funcionan como umbral por ejemplo en Estados Unidos de 0.10ppm
o Me´xico de 0.11ppm, para proteccio´n de la poblacio´n de los efectos de los contaminantes
Guttorp (2000).
Bellanger & Tomassone (2004), hicieron estudios en la zona metropolitana de Par´ıs me-
diante un ana´lisis de valores extremos del periodo de 1988 a 2001 establecen las condiciones
clima´ticas a partir de la observacio´n de los valores que superan el umbral.
Aneiros-Perez et al. (2004) proponen dos modelos no lineales basados en estimadores
de Kernel que manejan caracter´ısticas funcionales de datos por medidas de proximidad en
funciones observadas, para modelar las concentraciones de ozono en el a´rea de Toulouse
Francia.
Otro estudio sobre modelacio´n estad´ıstica referente a ozono se muestra en Bruno et al.
(2009) donde usan un modelo espacio temporal no separable y no estacionario para modelar
el contaminante en una zona de Italia.
Existen diversos factores que son precursores de ozono y que favorecen al incremento
del mismo, uno de estos es el uso de aerosoles en diferentes productos de uso cotidiano;
Remsberg & Lingenfelser (2010) analizan ozono usando series de tiempo con un modelo
de regresio´n lineal mu´ltiple durante el periodo de septiembre de 2001 a agosto de 2005.
El PPNH juega un papel muy importante dentro de los procesos de conteo, ya que se
usa como un modelo para el ca´lculo de eventos aleatorios. El PPNH es usado para modelar
fallas en sistemas reparables y en pruebas para software Ariza (2005)
El PPNH ha sido usado para modelar diferentes feno´menos de la naturaleza, tales
como: niveles ma´ximos de lluvias, taman˜os elevados en las olas, terremotos, ciclones, tem-
peratura, etc. Ejemplos de PPNH aplicados a eventos extremos se muestran en Barrientos
1http://www.epa.gov/ttn/oarpg/naaqsfin/
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& Ferna´ndez (2003). En este trabajo se modela la tasa de ocurrencia en funcio´n de va-
riables explicativas vinculadas con caracter´ısticas inherentes a sismos, o bien, como se
observo´ para los registros de toda la costa, ninguna variable puede ser significativa, en
cuyo caso se confirma un proceso de Poisson homoge´neo, es decir, con una intensidad
constante. Cabe recordar que el objetivo de dichos modelos predictivos es la identificacio´n
de variables significativas que expliquen cambios en los periodos de retorno de los sismos
descritos en la Base Mexicana de Sismos Fuertes Singh & Ordaz (1994). A partir de la
fechas registradas se obtiene el periodo de retorno, el cual representa el tiempo transcu-
rrido entre dos sismos consecutivos, en particular, de aquellos cuya magnitud registra 6.5
grados o ma´s en la escala de Richtert.
Figura 2.2. Periodo de retorno
La Figura 2.2 muestra los periodos de retorno para la base de datos considerada, el
periodo medio de retorno resulto´ menor a un an˜o (263 d´ıas, aprox.), es decir, en promedio,
se presenta un sismo con magnitud superior a 6.5 grados en la costa mexicana del Pac´ıfico
cada 263 d´ıas.
Otro ejemplo de PPNH se da con Shao & Lii (2011) quienes modelan las incidencias de
terremotos proponiendo un modelo para el ana´lisis de procesos puntuales no estacionarios
con una tasa de intensidad perio´dica para el PPNH empleado.
Carrillo (2010) usa PPNH para modelar ciclones superiores a categor´ıa 3. En la Figura
2.3 se muestran las tendencias parame´tricas y no parame´tricas de λ para un PPNH imple-
mentado en el nu´mero de ciclones tropicales de categor´ıa superior a 3 en el Atla´ntico norte
(1945 – 2008), detectando un comportamiento relativamente c´ıclico con dos periodos de
alta actividad comprendidos entre 1945 y 1955 el otro entre 1990 y 2005.
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Figura 2.3. Tendencias parame´tricas y no parame´tricas para un PPNH
Achcar et al. (2009) realizan un estudio sobre excedencias de ozono con mu´ltiples
puntos de cambio, ellos estiman la probabilidad del nu´mero de veces en que se exceden
los esta´ndares en un intervalo dado, considerando dos funciones de intensidad: Weibull y
Goel-Okumoto, el estudio lo aplican a datos de cinco a´reas (Noreste, Noroeste, Centro,
Sureste y Suroeste) de la Ciudad de Me´xico usando divisio´n espacial.
Figura 2.4. Numero acumulado de sobrepasos del umbral
La Figura 2.4 muestra el nu´mero acumulado de d´ıas en los que se sobrepasa un umbral
de 0.17 ppm en un periodo de 5844 d´ıas comprendido entre el 01 de enero de 1990 y 31 de
diciembre de 2005 para el a´rea metropolitana de Ciudad de Me´xico (MAMC) y la regio´n
sur-este (SE)
Achcar et al. (2008) consideraron un ana´lisis Bayesiano para la prevalencia de los casos
de tuberculosis en la ciudad de Nueva York de 1970 a 2000. Este conjunto de datos de
conteo presenta dos puntos de cambio en este periodo. Se puede modelar este conjunto
de datos mediante un PPNH en presencia de estos dos puntos de cambio. En el ana´lisis
Bayesiano se utilizo´ el me´todo MCMC, simulando mediante el Muestreador de Gibbs los
para´metros de intere´s, utilizando el software WinBUGS (Spiegelhalter, D. and Thomas, A.
and Best, N. and and Lunn, D., 2001)
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Figura 2.5. Nu´mero de casos reportados de tuberculosis en Nueva York entre 1970 y 2000
En la Figura 2.5 se observa que el nu´mero de casos de tuberculosis decrece de 1970
a 1978 donde alcanza su valor mı´nimo. De 1978 a 1992 hay un crecimiento de los casos
de tuberculosis, alcanzando su nu´mero ma´ximo en 1992. De 1992 a 2000, se observa un
decaimineto del nu´mero de casos, es decir, se tienen dos puntos de cambio.
Figura 2.6. Funcio´n de valor medio – Estimado; ◦ Observado
En la Figura 2.6 muestra el gra´fico de la funcio´n de valor medio estimada y el nu´mero
observado acumulado de casos de tuberculosis contra los an˜os (en d´ıas), se observa un
buen ajuste.
2.2. El proceso de Poisson
El Proceso de Poisson tambie´n llamado proceso contador es usado a menudo para
modelar fallas en sistemas en los cuales los eventos se presentan de forma rara.
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Definicio´n: Se define un proceso contador {N(t) : t > 0} con intensidad λ > 0 si
cumple los siguientes requisitos, (Karlin & Taylor, 1975).
1. N(0) = 0
2. Para cualquier tiempo t0 < t1 < t2 < · · · < tn los incrementos del proceso N(t2) −
(t1), N(t3)−N(t2), · · · , N(tn)−N(tn−1) son variables aleatorias independientes.
3. Para toda s, t > 0 la variable aleatoria N(t + s) −N(s) tiene distribucio´n Poisson,
es decir:
P
(
N(t+ s)−N(s)) = e−λt (λt)n
n!
n = 0, 1, . . .
Definicio´n: Un proceso o feno´meno aleatorio que se desarrolle a trave´s del tiempo
y que este´ controlado por leyes probabil´ısticas ma´s que las determin´ısticas, es a lo que
llamamos un Proceso Estoca´stico, (Parzen, 1972).
2.3. El Proceso de Poisson Homoge´neo (PPH)
Sea un proceso de Poisson {N(t) : t > 0}, con intensidad λ > 0, se define la funcio´n
de ocurrencia de eventos como (Ariza, 2005)
λ(t) =
d
dt
E
(
N(t)
)
=
d
dt
m(t),
(2.1)
donde E(N(t)) es el valor esperado del nu´mero de ocurrencias y m(t) la funcio´n media del
proceso que se define mediante la ecuacio´n:
m(t) =
∫ t
0
λ(s)ds (2.2)
si m(t) = λ(t) entonces λ(t) = ddt(λt) = λ, por lo tanto se dice que se trata de un Proceso
de Poisson Homoge´neo.
2.4. El Proceso de Poisson no Homoge´neo (PPNH)
Por otro lado en el no Homoge´neo la funcio´n de intensidad es una funcio´n de t dada
por λ(t), t ∈ T donde T generalmente es el tiempo.
Un PPNH con funcio´n de intensidad λ(t), t > 0 debe cumplir (Basawa & Prakasa Rao,
1980)
1. N(t), t > 0, tiene incrementos independientes
2. P
(
N(t+ h)−N(t) = 1) = λ(t)h+ o(h)
3. P
(
N(t+ h)−N(t) ≥ 2) = o(h)
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donde o(h) es cualquier cantidad que despue´s de dividirla por h tiende a cero, como h→ 0.
Se dice entonces que el proceso {N(t) : t > 0}, es un Proceso Poisson no Homoge´neo.
Cuando el comportamiento de la funcio´n λ(t) es conocido tenemos que el comporta-
miento de N = {Nt : t ≥ 0} se puede predecir y explicar. Por lo tanto, el problema del
estudio de N se reduce al estudio de λ(t), t > 0.
Las ecuaciones (2.7), (2.8), (2.9) y (2.10) esta´n dadas por
λ(t | θ)PLP =
(
α
β
)(
t
β
)α−1
α, β > 0 (2.3)
λ(t | θ)GOP = αβ exp(−βt) α, β > 0 (2.4)
λ(t | θ)MOP = β
t+ α
α, β > 0 (2.5)
λI(t | θ)MOPI = β
t+ α
− δ sin(θt) α, β > 0 (2.6)
Se puede observar que la funcio´n (2.3) tiene un comportamiento diferente, dependiendo
del valor de α. Puede ser constante (α = 1), decreciente (α < 1) o creciente (α > 1). La
intensidad (2.4) presenta un comportamiento decreciente en funcio´n de t al igual que la
funcio´n de intensidad (2.5), se considera que θ es un vector desconocido de para´metros
que sera´n estimados. Para describir nuestra incertidumbre acerca de α y β, en el marco
Bayesiano, se les asigna una distribucio´n a priori. En esta v´ıa, se convierten en cantidades
aleatorias. Por lo tanto, el problema se reduce a la estimacio´n de θ = (α, β) ∈ R+ × R+,
que produce el comportamiento de λ(t), t > 0, que sea el ma´s adecuado para representar
los valores extremos en el caudal de un r´ıo.
Hay varias formas en que se puede asumir λ(t), t ≥ 0. Por ejemplo la ley de poten-
cia (PLP) (2.7), tambie´n conocida como Weibull, la Goel-Okumoto (GOP) (2.8) y la
Musa-Okumoto (MOP) (2.9), Musa & Okumoto (1984), y el proceso Musa-Okumoto con
componente c´ıclico (MOPI) propuesto por Achcar et al. (2012) (2.10) respectivamente:
m(t | θ)PLP =
(
t
β
)α
α, β > 0 (2.7)
m(t | θ)GOP = α[1− exp(−βt)] α, β > 0 (2.8)
m(t | θ)MOP = β
[
log
(
t
α
+ 1
)]
α, β > 0 (2.9)
mI(t | θ)MOPI = β
[
log
(
t
α
+ 1
)]
+ δ cos(θt) α, β > 0, (2.10)
donde θ = (α, β) es el vector de los para´metros que rigen el comportamiento de la
funcio´n media. Las funciones de intensidad asociadas con
2.5. Estimacio´n Bayesiana de los para´metros del modelo
Se presenta una formulacio´n Bayesiana en que la funcio´n de verosimilitud sigue un
modelo de Poisson no Homoge´neo con una tasa dada por λ(t | θ). El objetivo es estimar
los para´metros de esta funcio´n de la tasa.
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La inferencia Bayesiana para los PPNH ha sido discutida por muchos autores (ve´ase,
por ejemplo Achcar et al. (1998), Achcar et al. (2009), Kuo & Yang (1996), Ramirez-Cid
& Achcar (1999), Pievatolo & Ruggeri (2004)). Estos procesos tambie´n han sido utilizados
por diferentes autores para obtener la inferencia de los modelos de punto de cambio (ve´ase,
por ejemplo Matthews & Farewell (1982) Achcar & Bolfarine (1989) Carlin et al. (1992)
Achcar & Loibel (1998)). Raftery & Akman (1986) considera un ana´lisis Bayesiano de
los procesos de Poisson Homoge´neos en presencia de un cambio de punto. Ruggeri &
Sivaganesan (2005) introducen un ana´lisis Bayesiano para el cambio de puntos en PPNH
teniendo en cuenta los procesos de PLP y el tratamiento de un nu´mero aleatorio de cambio
de puntos. En este trabajo, veremos las cadenas de Markov Monte Carlo (MCMC) (ve´ase,
por ejemplo, Gelfan & Schmith (1990) Smith & Roberts (1993) Chib & Greenberg (1995))
que utilizan un ana´lisis Bayesiano para desarrollar el cambio de puntos en PPNH.
Sea N > 0 un nu´mero natural fijo. Supo´ngase que se observa que hay d´ıas en los que
el umbral del caudal ha sido superado. Sea d1, d2, . . . , dN indican los d´ıas en que estos
umbrales se superaron. Sea D = {d1, d2, . . . , dK} el conjunto de datos observados. Sea
J ≥ 0 un nu´mero entero que indica el nu´mero de puntos de cambio en el modelo. En este
caso J puede asumir cualquier valor cero, uno, dos o tres. Cuando J = 0 las funciones de
la media y la velocidad del proceso de Poisson son dadas por las ecuaciones (2.7) (2.8) y
(2.9), y (2.3) (2.4) y (2.5), respectivamente. Cuando J = 1, 2, 3, los τ1, τ2, . . . , τJ indican
los puntos de cambio en el modelo y τ = {τ1, τ2, . . . , τJ} indican el conjunto de estos
puntos de cambio. En este caso, tenemos que la funcio´n de tasa del proceso de Poisson
son de la forma
λ(t | θ) =


λ(t | θ1) 0 ≤ t < τ1
λ(t | θj) τj−1 ≤ t < τj j = 2, 3, . . . , J
λ(t | θJ+1) τJ ≤ t < T,
(2.11)
donde λ(t | θj), j = 1, 2, . . . , J+1 son funciones de intensidad en relacio´n con los definidos
en las ecuaciones (2.7) (2.8) y (2.9) y θj , j = 1, 2, . . . , J + 1 son los para´metros asociados
al PPNH entre los puntos de cambio. De manera equivalente, denotamos por m(t | θj),
j = 1, 2, . . . , J + 1, las funciones correspondientes de valor medio, dadas por,
m(t | θ) =


m(t | θ1) 0 ≤ t < τ1
m(τ1 | θ1) +m(t | θ2)−m(τ1 | θ2) τ1 ≤ t < τ2
m(t | θj+1)−m(τj | θj+1)
+
∑j
i=2
[
m(τi | θi)−m(τi−1 | θi)
]
+m(τ1 | θ1) τj ≤ t < τj+1,
(2.12)
donde se toma τj+1 = T .
La inferencia se realiza utilizando la informacio´n proporcionada por la distribucio´n
posterior de los para´metros. Por lo tanto, debemos asumir independencia a priori entre
los para´metros, tenemos que en presencia de puntos de cambio, las distribuciones a priori
y a posteriori y la funcio´n de verosimilitud se presentan como sigue
P
(
θ,τ | D) = P (α, β,τ | D) ∝ L(D | α, β,τ )P (α)P (β)P (τ ), (2.13)
donde P (θ,τ | D) es la distribucio´n conjunta posterior de θ y τ , dados los datos D; P (α),
P (β), P (τ ) son las distribuciones a priori de α, β, τ respectivamente y L
(
D | α, β,τ ) es
la funcio´n de verosimilitud. Cuando no hay puntos de cambio presentes, se tiene entonces
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que
P
(
θ | D) = P (α, β | D) ∝ L(D | α, β)P (α)P (β), (2.14)
donde P (θ | D) es la distribucio´n posterior de θ dado los datos D y L(D | α, β) es la
funcio´n de verosimilitud. Los componentes de las ecuaciones (2.13) y (2.14) se muestran
en la subseccio´n 2.5.1.
2.5.1. La Funcio´n de verosimilitud
Sea ω = (θ,τ ), donde se denota ω por ω i si θ = θ i, i = 1, 2, . . . , J + 1. Suponiendo un
modelo de Poisson no Homoge´neo, tenemos que la funcio´n de verosimilitud en la ecuacio´n
(2.13) tiene la forma
L(D | ω) ∝
Nτ1∏
i=1
λ
(
di | ω i
)
e−m(τ1|ω1)

 J∏
j=2

 Nτj∏
i=Nτj−1+1
λ
(
di | ωj
)
e−[m(τj |ωj)−m(τj−1|ωj)]




NT∏
i=NτJ
λ
(
di | ωJ+1
)
e−[m(T |ωJ+1)−m(τJ |ωJ+1)]
(2.15)
(ve´ase, por ejemplo Yang & Kuo (2001) y Achcar et al. (2008)). Cuando no hay puntos
de cambio, la ecuacio´n (2.15) se simplifica a (ver Cox & Lewis (1966))
L(D | θ) ∝
(
K∏
i=1
λ(di)
)
e−m(dK ) (2.16)
CAPI´TULO 3
Descripcio´n de la cuenca y de datos de caudal del
r´ıo Sumapaz
La cuenca del r´ıo Sumapaz (Figura 3.1) se localiza en la parte central de Colombia, en
el departamento de Cundinamarca y cuenta con una extensio´n de 17.470,75 km2. Dentro
de la cuenca se localiza el pa´ramo del mismo nombre que, con 250.000 hecta´reas, es una
de las principales fuentes de agua del pa´ıs. El r´ıo nace en el alto de Cazuelas a 3800
msnm, en el pa´ramo de Sumapaz, y sus aguas, fluyen hacia el oeste hasta desembocar
en el r´ıo Magdalena en Girardot a 280 msnm (Figura 3.2). Es uno de los principales
afluentes del r´ıo Magdalena en la parte alta de su cuenca, y abastece de agua potable a
diez municipios de los departamentos de Cundinamarca y Tolima, entre ellos: Pandi, Nilo,
Ricaurte, Icononzo, Carmen de Apicala´ y Melgar. En su recorrido de 57 km sirve de l´ımite
entre Tolima y Cundinamarca.
Figura 3.1. Cuenca del r´ıo Sumapaz Fuente: INVIAS http: // bit. ly/ A3sibC
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Figura 3.2. Mapa del r´ıo Sumapaz Fuente: Google maps
Los datos analizados corresponden a series mensuales desde enero de 1989 hasta di-
ciembre de 2001, obtenidos en cuatro estaciones de precipitacio´n (San Juan, Nu´n˜ez, Pen˜as
Blancas y Cabrera) y una estacio´n de caudal del r´ıo Sumapaz (El Profundo), por el Ins-
tituto de Hidrolog´ıa, Meteorolog´ıa y Estudios Ambientales de Colombia (Ideam). Las
mediciones de precipitacio´n son los totales mensuales (suma de las precipitaciones diarias
en cada mes) para cada estacio´n de precipitacio´n y se expresan en mil´ımetros (decir que
llovio´ un mil´ımetro significa que cayo´ un litro de agua en cada metro cuadrado de terreno).
Las mediciones de caudal corresponden al promedio diario mensual y esta´ expresado en
m3/s. En la Tabla 3.1 se presentan una descripcio´n del tipo de estacio´n, la cuenca, altitud
y las coordenadas geogra´ficas de cada una de las cinco estaciones. Se puede ver que la al-
titud de cada una de las estaciones de precipitacio´n es mayor que la altitud de la estacio´n
El Profundo.
Tabla 3.1. Estaciones r´ıo Sumapaz
Coordenadas geogra´ficas
Nombre de la estacio´n Tipo Cuenca Elev. (msnm) Latitud Longitud
San juan Pluviome´trica San juan 2900 4o01n 74o14w
Pen˜as blancas Pluviome´trica Sumapaz 1950 3o59n 74o24w
Nu´n˜ez Pluviome´trica Q. negra 1950 3o54n 74o30w
Cabrera Pluviome´trica Sumapaz 1900 3o59n 74o29w
El profundo Limnigra´fica Sumapaz 1860 4o00n 74o30w
En la Figura 3.3 se presentan los promedios mensuales de precipitacio´n en mm (l´ıneas
continuas, eje principal) al igual que el promedio mensual del caudal en m3/s para la
estacio´n El Profundo (l´ınea punteada, eje secundario), se evidencia un re´gimen de precipi-
tacio´n bimodal en esta zona de estudio con dos periodos de alta precipitacio´n en los meses
de marzo-mayo y octubre-noviembre y dos periodos de baja precipitacio´n en los meses de
diciembre-enero y julio-agosto.
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Figura 3.3. Promedio mensual de precipitacio´n y caudal
El diagrama de la serie de tiempo se utiliza a menudo para hacer una primera eva-
luacio´n en cuanto a la estacionariedad de la serie, as´ı como el gra´fico de la funcio´n de
autocorrelacio´n analizando si su decaimiento es relativamente ra´pido, se puede asumir la
estacionariedad; cuando el decaimiento es lento, es decir, si las autocorrelaciones significa-
tivas se mantienen en rezagos lejanos, la serie es considerada no estacionaria (Makridakis
et al., 1998). Es este caso, la serie de caudal y su autocorrelograma (Figuras 3.4(a) y 3.4(b)
respectivamente), indican que esta serie no es estacionaria.
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Figura 3.4. Serie de tiempo y autocorrelograma de la serie caudal
CAPI´TULO 4
Ana´lisis del caudal del r´ıo Sumapaz
Los me´todos descritos en los cap´ıtulos 1 y 2 se aplican a la series mensuales del caudal
del r´ıo Sumapaz medido en la estacio´n El Profundo, y de precipitacio´n medida en las
estaciones San Juan, Pen˜as Blancas, Nu´n˜ez y Cabrera de la cuenca hidrogra´fica del r´ıo
Sumapaz entre los an˜os 1989 y 2001, descritos en la Tabla 3.1 y localizada geogra´ficamente
en la Figura 3.2.
4.1. Regresio´n dina´mica simple con intercepto: Ana´lisis del
caudal como funcio´n de la precipitacio´n promedio.
En este caso la ecuacio´n observacional del modelo de regresio´n dina´mica simple con
intercepto es
Yt = αt + βtPROMt + νt, νt ∼ N
(
0, V
)
(4.1)
y las ecuaciones del sistema esta´n dadas por
αt = αt−1 + ωt1
βt = βt−1 + ωt2
(4.2)
donde ωt = (ωt1, ωt2)
′ ∼ N(0,Wt).
En los resultados mostrados posteriormente se utilizo´ como variable dependiente el
caudal medido en la estacio´n El Profundo, y como variable independiente PROM el pro-
medio de precipitacio´n medida en las cuatro estaciones de estudio. El factor de descuento
o´ptimo δ para este caso, es de 0.95 indicando una tasa alta de adaptacio´n lo que implica
una buen estimacio´n como se observa en la Figura 4.1(a).
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Figura 4.1. (a) MSE, MAD y LIK medidos como funciones de δ para la regresio´n lineal simple
dina´mica con intercepto. (b) Prono´stico dentro de muestra para el an˜o 2002.
La Figura 4.2(a) muestra la trayectoria del intercepto (l´ınea continua) con sus intervalos
de probabilidad a posteriori al 90%, (l´ınea punteada) con un factor de descuento o´ptimo
de δ = 0.95 , puesto que el l´ımite inferior del intervalo de probabilidad en algunas partes
es inferior a cero, indica que el para´metro no es significativo la mayor parte del tiempo.
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Figura 4.2. Trayectoria estimada de αt (a) y βt (b) para δ = 0.95 con sus intervalos de credibilidad
del 90% para la regresio´n lineal simple dina´mica con intercepto para el caudal con
PROM como covariable.
La Figura 4.2(b) muestra la trayectoria de la pendiente estimada (l´ınea continua) con
sus respectivos intervalos de probabilidad a posteriori al 90%, (l´ınea punteada) con un
factor de descuento o´ptimo de δ = 0.95 se puede ver que el para´metro es significativo todo
el tiempo.
Tambie´n se modelo´ el caudal mediante una regresio´n lineal dina´mica simple con y sin
intercepto usando como covariable la precipitacio´n de cada una de las estaciones. La Tabla
4.1 muestra el factor de descuento o´ptimo para cada uno de los modelos con la respectiva
altitud de la estacio´n. Se puede ver que en general, el δ es mayor en los modelos con
intercepto, adema´s los modelos con los datos de precipitacio´n de las estaciones (Cabrera y
Pen˜as Blancas) que esta´n a menor distancia de la estacio´n de caudal El Profundo (Figura
3.2) proporcionan los mayores valores de δ.
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Tabla 4.1. δ o´ptimo para la regresio´n con y sin intercepto
Estacio´n Sin intercepto Con intercepto Altitud
El profundo1 1860
Cabrera 1.00 1.00 1900
Pen˜as blancas 0.95 1.00 1950
Nu´n˜ez 0.60 0.90 1950
San Juan 0.60 0.90 2900
Promedio 0.70 0.95 2175
4.1.1. Regresio´n sin intercepto
La regresio´n dina´mica simple sin intercepto se puede ver como un caso particular del
modelo descrito en la seccio´n 4.1, cuando αt = 0 para todo t. Para este caso la ecuacio´n
observacional es
Yt = βtPROMt + νt νt ∼ N(0, V ), (4.3)
y la ecuacio´n del sistema dada por
βt = βt−1 + ωt ωt ∼ N(0,W ). (4.4)
En los resultados mostrados en las Figuras 4.3(a) 4.3(b), 4.4(a), 4.4(b), se uti-
lizo´ como variable dependiente el caudal de la estacio´n El Profundo, y como variable
independiente PROM el promedio de los datos de las cuatro estaciones de precipita-
cio´n. Se busca el factor de descuento δ (ecuacio´n (1.13)) tal que el MSE y el MAD
sean mı´nimos y la funcio´n de verosimilitud LIK sea ma´xima, en este caso de regresio´n
lineal simple dina´mica sin intercepto, se observa en la Figura 4.3(b) que el δ o´ptimo es 0.70.
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Figura 4.3. (a) Promedio de precipitacio´n y caudal. (b) CME, DAM y LIK medidos como
funciones de δ para la regresio´n lineal simple dina´mica sin intercepto.
En la Figura 4.3(a) se muestra el comportamiento del caudal (l´ınea continua) y el
comportamiento del promedio de la precipitacio´n de las cuatro estaciones consideradas en
este estudio (l´ınea discontinua). La Figura 4.4(a) muestra la trayectoria estimada de la
pendiente βt (l´ınea continua) y los intervalos de probabilidad a posteriori al 90% (l´ıneas
1Estacio´n limnigra´fica
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punteadas) calculado a partir de la distribucio´n a posteriori t-Student, indicando que el
para´metro es significativo todo el tiempo, usando el δ o´ptimo de 0.7
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Figura 4.4. (a) Trayectoria estimada de βt para δ = 0.7 con sus intervalos de credibilidad del
90% para la regresio´n lineal simple dina´mica sin intercepto y (b) prono´stico dentro
de muestra del caudal un paso adelante: δ = 0.7
Para efectos de bondad de prono´stico, se eliminaron las observaciones de los u´ltimos
diez meses y se realizo´ el prono´stico dentro de muestra, con sus intervalos de prono´stico
al 90%, en la Figura 4.4(b), se observa que los valores pronosticados se encuentran dentro
del intervalo, aunque se presenta sobreestimacio´n en las dos temporadas lluviosas.
4.1.2. Modelo Dina´mico Constante
Este modelo es una caso particular del modelo de regresio´n dina´mica simple con inter-
cepto en el que αt = 0 y la covariable constante igual a uno. En la Figura 4.5 se muestra
la estimacio´n del caudal promedio mensual (l´ınea punteada) y el caudal observado (l´ınea
continua) aplicando el modelo constante. En la Figura 4.5(a) se tomo´ r = 0.05 y en la
Figura 4.5(b) se tomo´ r = 0.5, se observa que cuando el r aumenta el modelo estimado se
ajusta mejor a los datos. El modelo reconoce los tramos con mayores y menores caudales.
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Figura 4.5. Estimacio´n del caudal promedio mensual para la estacio´n El Profundo bajo el modelo
constante para r = 0.05 (a) y r = 0.5 (b).
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En la Tabla 4.2 se muestra un esquema de las observaciones y varios componentes
del prono´stico a un paso. As´ı mismo, las relaciones de actualizacio´n, el comportamiento
l´ımite con la convergencia para algunos meses, del caudal de la estacio´n El Profundo con
r = 0.5. Se puede observar que en dicha tabla At Ct y Rt convergen ra´pidamente a sus
valores teo´ricos (Teorema 2)
Tabla 4.2. Prono´sticos un paso adelante
t Qt Nivel At Datos et mt Ct Rt
1 279.13 18.8 0.64 27.96 9.16 24.68 64.17 179.13
2 214.17 24.68 0.53 29.58 4.91 27.29 53.31 114.17
3 203.31 27.29 0.51 26.97 -0.32 27.13 50.81 103.31
4 200.81 27.13 0.5 43.98 16.85 35.59 50.2 100.81
5 200.2 35.59 0.5 24.05 -11.55 29.81 50.05 100.2
6 200.05 29.81 0.5 6.55 -23.26 18.18 50.01 100.05
7 200.01 18.18 0.5 7.14 -11.04 12.66 50 100.01
...
...
...
...
...
...
...
...
...
154 200 7.73 0.5 15.69 7.97 11.71 50 100
155 200 11.71 0.5 11.29 -0.43 11.5 50 100
156 200 11.5 0.5 8.38 -3.12 9.94 50 100
157 200 9.94 0.5 11.2 1.27 10.57 50 100
158 200 10.57 0.5 10.92 0.35 10.75 50 100
159 200 10.75 0.5 9.58 -1.16 10.16 50 100
160 200 10.16 0.5 8.9 -1.26 9.53 50 100
4.2. Regresio´n lineal dina´mica mu´ltiple: Ana´lisis del caudal
como una funcio´n de las precipitaciones medidas en las
estaciones Nu´n˜ez-San Juan y Cabrera-Pen˜as Blancas
La ecuacio´n observacional del modelo de regresio´n dina´mica mu´ltiple es
Yt = αt + βtNUNEZt + γtSJUANt + νt, νt ∼ N
(
0, V
)
(4.5)
y las ecuaciones del sistema esta´n dadas por
αt = αt−1 + ωt1
βt = βt−1 + ωt2
γt = γt−1 + ωt3
(4.6)
donde ωt = (ωt1, ωt2, ωt3)
′ ∼ N(0,Wt).
Se realizaron dos regresiones mu´ltiples con el caudal medido en la estacio´n El Profundo
como variable dependiente. En la primera los regresores fueron las precipitaciones medidas
en las estaciones Nu´n˜ez y San Juan, donde resulto´ un δ o´ptimo de 0.95 (Figura 4.6(a)).
Tambie´n se puede ver en la Figura 4.6(b) que el intercepto no es significativo al 90% la
mayor parte del tiempo, el para´metro βt es significativo la mayor parte del tiempo excepto
entre agosto de 1997 y mayo de 1998. γt so´lo es significativo entre junio de 1993 y octubre
de 1996, en la u´ltima parte de la serie no es significativo como lo muestra la Figura 4.6(b).
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Figura 4.6. (a) CME,DAM y LIK medidos como funciones de δ para la regresio´n lineal multiple
dina´mica. (b) Trayectoria en l´ınea de αt con δ = 0.95 para la regresio´n lineal multiple
dina´mica
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Figura 4.7. (a) Trayectoria en l´ınea de βt con δ = 0.95 para la regresio´n lineal multiple dina´mica.
(b) Trayectoria en l´ınea de γt con δ = 0.95 para la regresio´n lineal multiple dina´mica
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Figura 4.8. (a) Comparacio´n de Y y Yˆ con δ = 0.95. (b) Prono´stico dentro de muestra para el
an˜o 2002
En la segunda regresio´n se emplearon como regresores las precipitaciones medidas en
las estaciones Cabrera y Pen˜as Blancas (las de mejor desempen˜o individual). El mejor
modelo fue el esta´tico (δ = 1) (Figura 4.9(a)). Aqu´ı los tres para´metros son significativos
la mayor parte del tiempo (ver figuras 4.9(b), 4.10(a) y 4.10(b)). Tambie´n se muestran los
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gra´ficos de comparacio´n entre Y y Yˆ para las dos regresiones (Figuras 4.11(a) y 4.8(a))
indicando un buen ajuste.
La ecuacio´n observacional para este modelo esta´ dada por
Yt = αt + βtCABRERAt + γtPBLANCASt + νt, νt ∼ N
(
0, V
)
(4.7)
y las ecuaciones del sistema esta´n dadas por
αt = αt−1 + ωt1
βt = βt−1 + ωt2
γt = γt−1 + ωt3,
(4.8)
donde ωt = (ωt1, ωt2, ωt3)
′ ∼ N(0,Wt).
0
20
40
60
80
100
120
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
MSE MAD LIK
(a)
-20
-10
0
10
20
30
40
50
ago-88 dic-89 abr-91 ago-92 dic-93 abr-95 ago-96 dic-97 abr-99 ago-00
(b)
Figura 4.9. (a) CME,DAM y LIK medidos como funciones de δ para la regresio´n lineal multiple
dina´mica. (b) Trayectoria en l´ınea de αt con δ = 1 para la regresio´n lineal multiple
dina´mica
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Figura 4.10. (a) Trayectoria en l´ınea de βt con δ = 1 para la regresio´n lineal multiple dina´mica.
(b) Trayectoria en l´ınea de γt con δ = 1 para la regresio´n lineal multiple dina´mica
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Figura 4.11. (a) Comparacio´n de Y y Yˆ con δ = 1. (b) Prono´stico dentro de muestra para el an˜o
2002.
4.3. Observaciones faltantes
Un aspecto importante en los modelos dina´micos es la posibilidad de tratar las obser-
vaciones faltantes y de realizar intervenciones subjetiva automa´ticamente. En el primer
caso, basta con utilizar las ecuaciones de actualizacio´n cuando la observacio´n correspon-
diente esta´ ausente, de esta forma. Las incertidumbres se incrementara´n por el ca´lculo
de una nueva a priori y las ecuaciones de recurrencia continuara´n siendo validas sin ma-
yores problemas. Desde el punto de vista de las intervenciones, es razonable proponer el
uso de factores de descuento muy pequen˜os, cercanos a cero, en momentos de cambios
estructurales en el proceso de generacio´n de datos.
Tabla 4.3. δ o´ptimo para la regresio´n con datos faltantes
Datos faltantes
Estacio´n Ninguno May89 - Mar90 May89 - Ene91 Mar95 - Ene96 May94 - Ene96
Promedio 1 1.00 1.00 0.65 1.00 0.70
Promedio 2 0.95 0.85 0.60 1.00 0.95
Cabrera 1.00 0.75 0.60 1.00 0.85
Pen˜as blancas 1.00 0.85 0.65 1.00 0.70
Nu´n˜ez 0.90 0.90 0.85 1.00 0.90
San juan 0.90 0.75 0.65 0.95 0.90
Se realizaron las regresiones lineales dina´micas simples con intercepto, con las cuatro
estaciones pluviome´tricas Cabrera, Pen˜as Blancas, Nu´n˜ez y San Juan, adema´s con los
promedios de las cuatro estaciones mencionadas anteriormente (Promedio 1) y con el
promedio de las estaciones Cabrera y Pen˜as Blancas (Promedio 2).La tabla nos indica los
valores del δ con los diferentes modelos, en la primera columna se corrieron los modelos con
los datos completos, en la segunda columna se suprimieron las observaciones del caudal
Y de la diez a la veinte, en la tercera columna se suprimieron de la diez a la treinta, en
la cuarta columna se suprimieron de la ochenta a la noventa y en la u´ltima columna se
suprimieron de la setenta a la noventa. En todos los casos se utilizaron las ecuaciones de
actualizacio´n en las observaciones faltantes.(ver Teorema (3))
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Se observa en general que el valor de δ disminuye conforme hay ma´s observaciones
faltantes, tomando menores valores cuando los datos faltantes esta´n ubicados en las valores
iniciales de la serie (tercera columna) que cuando se ubican en la parte central de la serie.
4.4. Un Ana´lisis del caudal como funcio´n de la precipitacio´n
usando Modelos Jera´rquicos
Para estimar el caudal del r´ıo Sumapaz se proponen modelos lineales dina´micos
jera´rquicos en los que se incluyen como covariables tambie´n la precipitacio´n medida en las
estaciones Nu´n˜ez, San Juan, Pen˜as Blancas y Cabrera.
El modelo que incluye la precipitacio´n medida en las cuatro estaciones esta´ determinado
por
Yt = βtYt−1 + νt νt ∼ N(0, V )
βt = α0 + α1NUNEZt + α2PBLANCASt (4.9)
+ α3SJUANt + α4CABRERAt + ωt ωt ∼ N(0,W )
Las distribuciones a priori para β1, α0, α1, α2, α3, α4 se asumieron normales con media cero
y varianza 106.
La Figura 4.12 muestra el caudal observado y estimado con sus intervalos de credibili-
dad al 90% para los u´ltimos dos an˜os. Se observa que el modelo presenta un buen ajuste
y que los intervalos de credibilidad son significativos la mayor parte del tiempo.
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Figura 4.12. Caudal observado y estimado para el modelo lineal dina´mico jera´rquico 4.9 con sus
intervalos de credibilidad al 90%
La Figura 4.13 muestra la evolucio´n temporal del para´metro βt para los u´ltimos cuatro
an˜os, mostrando que la serie temporal es significativa en la mayor´ıa de los instantes de
tiempo.
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Figura 4.13. βt estimado para el modelo lineal dina´mico jera´rquico con sus intervalos de credi-
bilidad al 90%
La simulacio´n se llevo´ a cabo usando el software WinBUGS (Spiegelhalter, D. and
Thomas, A. and Best, N. and and Lunn, D., 2001). Para cada uno de los seis modelos se
simularon 100.000 muestras de las cuales se eliminaron las primeras 20.000 para obtener
un resumen la distribucio´n a posteriori de los para´metros fijos del modelo. La Tabla 4.4
muestra las estimaciones Bayesianas v´ıa MCMC para para´metros de las distribuciones
a posteriori. En el primer modelo se incluyeron cuatro covariables que corresponden a
la precipitacio´n medida en las cuatro estaciones, en el segundo modelo se elimino´ el
para´metro de la estacio´n Cabrera, y se estimo´ un tercer modelo eliminando los para´metros
de las estaciones Cabrera y San Juan. Otros cuatro modelos so´lo incluyen los datos de
precipitacio´n de una estacio´n y un u´ltimo modelo con el promedio de la precipitacio´n
de las cuatro estaciones. En la Tabla 4.4 se reportan las estimaciones de la media, la
desviacio´n esta´ndar y el correspondiente intervalo de credibilidad al 90% para cada
para´metro que no depende del tiempo, adema´s del criterio de informacio´n CID para cada
modelo monitoreando la convergencia del algoritmo Muestreador de Gibbs chequeando los
gra´ficos de las distribuciones de las muestras simuladas para cada para´metro, verificando
si se obtienen distribuciones estacionarias.
En la Tabla 4.4 tambie´n se observa que los modelos con menos covariables presentan
menores valores del CID, segu´n este criterio, el mejor modelo es el que tiene como covariable
el promedio de la precipitacio´n de las cuatro estaciones incluidas en el estudio.
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Tabla 4.4. Resumen de la distribucio´n a posteriori para los para´metros del modelo de la forma
4.9
Intervalo de
Media SD credibilidad 90% DIC
α∗0 1.494 0.220 1.130 1.851
1175.25
Cabrera α1 0.009 0.062 -0.092 0.111
Sjuan α2 0.047 0.099 -0.117 0.209
Pblancas α3 -0.011 0.044 -0.084 0.060
Nun˜ez α∗4 -0.206 0.124 -0.041 -0.001
τ∗ 0.028 0.013 0.015 0.049
α∗0 1.509 0.207 1.179 1.835
1173.69
Sjuan α1 0.051 0.097 -0.107 0.209
Pblancas α2 -0.012 0.044 -0.084 0.059
Nun˜ez α∗3 -0.200 0.117 -0.391 -0.008
τ∗ 0.028 0.013 0.015 0.050
α∗0 1.532 0.195 1.209 1.851
1173.64
Pblancas α1 -0.007 0.042 -0.077 0.063
Nun˜ez α∗2 -0.153 0.075 -0.277 -0.029
τ∗ 0.028 0.011 0.015 0.048
α∗0 1.524 0.186 1.216 1.828
1171.79Cabrera α∗1 -0.159 0.069 -0.272 -0.043
τ∗ 0.028 0.013 0.015 0.049
α∗0 1.271 0.149 1.024 1.515
1170.11Sjuan α1 -0.04 0.039 -0.105 0.024
τ∗ 0.025 0.009 0.014 0.042
α∗0 1.410 0.190 1.095 1.721
1168.64Pblancas α1 -0.088 0.056 -0.181 0.005
τ∗ 0.025 0.009 0.014 0.043
α∗0 1.383 0.204 1.044 1.715
1166.25Nun˜ez α1 -0.058 0.045 -0.133 0.016
τ∗ 0.026 0.010 0.014 0.044
α∗0 1.515 0.217 1.155 1.868
1163.69Promedio α∗1 -0.119 0.064 -0.224 -0.013
τ∗ 0.027 0.010 0.014 0.045
Los para´metros con ∗ son significativos al 10%
Otro modelo jera´rquico considerado para estimar el caudal del r´ıo Sumapaz en el que se
incluyen las estaciones Cabrera y Pen˜as Blancas se presenta en las ecuaciones (4.10), donde
las distribuciones a priori de los para´metros αi, γi y δi con i = 0, 1, 2, 3, 4 se asumieron
normales con media cero y varianza 103. La primera ecuacio´n del modelo 4.10 coincide
con la ecuacio´n observacional del modelo de regresio´n dina´mico presentado en 4.5.
Yt = β0t + β1tCABRERAt + β2tPBLANCASt + νt νt ∼ N(0, V )
β0t = α0 + α1Yt−1 + α2Yt−2 + α3Yt−3 + α4Yt−4 + ω1t ω1t ∼ N(0,W1)
β1t = γ0 + γ1Yt−1 + γ2Yt−2 + γ3Yt−3 + γ4Yt−4 + ω2t ω2t ∼ N(0,W2)
β2t = δ0 + δ1Yt−1 + δ2Yt−2 + δ3Yt−3 + δ4Yt−4 + ω3t ω3t ∼ N(0,W3)
(4.10)
El modelo propuesto en (4.10) tambie´n se implemento´ con rezagos de orden tres, dos y
uno. Los resultados de las estimaciones se muestran en la Tabla 4.5
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Figura 4.14. Caudal observado y caudal estimado para el modelo lineal dina´mico jera´rquico (4.10)
que incluye tres rezagos con sus intervalos de credibilidad al 90%
La Figura 4.14 muestra el caudal observado y estimado con sus intervalos de
credibilidad al 90% para los u´ltimos dos an˜os. Se observa que el modelo presenta un
buen ajuste y que los intervalos de credibilidad son significativos la mayor parte del tiempo.
La simulacio´n tambie´n se llevo´ a cabo usando el software WinBUGS (Spiegelhalter, D.
and Thomas, A. and Best, N. and and Lunn, D., 2001), para cada uno de los cuatro
modelos se simularon 200.000 muestras de las cuales se eliminaron las primeras 50.000
para obtener un resumen la distribucio´n a posteriori de los para´metros fijos del modelo,
la Tabla 4.5 muestra las estimaciones Bayesianas v´ıa MCMC para los para´metros de las
distribuciones a posteriori y reporta las estimaciones de la media, la desviacio´n esta´ndar, y
su correspondiente intervalo de credibilidad al 90% para cada para´metro que no depende
del tiempo, adema´s del criterio de informacio´n CID para cada modelo.
Usando tambie´n el criterio del CID para comparar los modelos, el mejor modelo es
el que incluye tres rezagos en el que dos de los tres coeficientes del tercer rezago son
significativos.
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Tabla 4.5. Resumen de la distribucio´n a posteriori para los para´metros del modelo de la forma
4.10
Intervalo de
Media SD credibilidad 90% DIC
1 Rezago
α0 -0.595 2.330 -4.357 3.308
1100.68
α∗1 0.327 0.114 0.135 0.511
γ0 0.800 1.761 -2.143 3.748
γ1 0.122 0.088 -0.022 0.266
δ∗0 3.532 1.356 1.292 5.741
δ1 -0.063 0.074 -0.183 0.060
τ∗ 0.024 0.003 0.018 0.030
2 Rezagos
α0 0.130 2.738 -4.415 4.556
1100.31
α∗1 0.318 0.122 0.117 0.522
α2 -0.038 0.113 -0.225 0.148
γ0 1.927 2.033 -1.473 5.237
γ∗1 0.158 0.090 0.003 0.300
γ∗2 -0.094 0.094 0.245 0.062
δ0 1.858 1.627 -0.819 4.547
δ1 -0.103 0.076 -0.224 0.027
δ∗2 0.133 0.073 0.014 0.253
τ∗ 0.024 0.004 0.019 0.031
3 Rezagos
α0 -0.184 3.074 -6.986 3.168
1019.89
α∗1 0.332 0.124 0.132 0.539
α2 -0.182 0.124 -0.392 0.018
α∗3 0.242 0.108 0.059 0.419
γ0 2.852 2.292 -0.845 6.622
γ∗1 0.165 0.095 0.008 0.319
γ2 -0.050 0.099 -0.216 0.109
γ3 -0.120 0.101 -0.279 0.055
δ0 2.263 1.865 -0.803 5.328
δ1 -0.114 0.079 -0.246 0.012
δ∗2 0.164 0.083 0.027 0.302
δ∗3 0.030 0.017 0.002 0.057
τ∗ 0.025 0.004 0.019 0.032
4 Rezagos
α0 -0.951 3.342 -6.507 4.613
1070.85
α∗1 0.323 0.125 0.122 0.531
α2 -0.174 0.129 -0.387 0.041
α∗3 0.271 0.123 0.074 0.478
α4 -0.085 0.126 -0.296 0.118
γ0 3.357 2.505 -0.549 7.660
γ∗1 0.160 0.091 0.009 0.307
γ2 -0.035 0.099 -0.198 0.127
γ3 -0.079 0.114 -0.267 0.105
γ4 -0.065 0.087 -0.205 0.079
δ0 1.833 2.145 -1.674 5.345
δ1 -0.112 0.075 -0.234 0.013
δ∗2 0.152 0.082 0.016 0.286
δ3 -0.062 0.089 -0.209 0.085
δ4 0.057 0.078 -0.072 0.184
τ∗ 0.025 0.003 0.019 0.031
Los para´metros con ∗ son significativos al 10%
4.5. Procesos de Poisson no Homoge´neos
Los datos usados en el ana´lisis corresponden a trece an˜os (01 de enero de 1989 a 31 de
diciembre de 2001, para un total de T = 4748 d´ıas) del nu´mero de d´ıas donde el valor del
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caudal es inferior al primer cuartil (6.3m3/s) y el nu´mero de d´ıas donde se sobrepasa al
tercer cuartil (21.6m3/s) de las mediciones del caudal en la estacio´n El Profundo del r´ıo
Sumapaz; en 1170 d´ıas el caudal fue inferior al primer cuartil y en 1181 d´ıas fue superior
al tercer cuartil.
En la Figura 4.15 se muestra el nu´mero observado de d´ıas del an˜o en el que el caudal
del r´ıo estuvo por debajo del primer cuartil (l´ınea continua) y la cantidad de veces que el
caudal supero´ el tercer cuartil (l´ınea punteada) durante el an˜o. Se puede observar que en
los an˜os en los que hubo mayor nu´mero de sequ´ıas (1992 y 2001) tambie´n se presento´ el
menor nu´mero de inundaciones.
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Figura 4.15. Nu´mero de casos por debajo de Q1 y por encima de Q3 en la estacio´n El Profundo
del r´ıo Sumapaz, 1989 - 2001
Para el ana´lisis Bayesiano de los datos correspondientes a los d´ıas en que se detecto´ ba-
jo caudal, se asumio´ una distribucio´n a priori uniforme en el intervalo (0, 20000) para
ambos para´metros α y β. Usando el software WinBUGS se simularon 30000 muestras de las
cuales se eliminaron las primeras 5000 escogiendo posteriormente cada de´cima muestra
para obtener un resumen a posteriori de cada para´metro. Un procedimiento similar se
empleo´ para el ana´lisis de los datos que exceden el tercer cuartil, con una distribucio´n a
priori uniforme en el intervalo (30000, 50000) para el para´metro α y una distribucio´n a
priori uniforme (0, 20000) para β. Se generaron 30000 muestras de las cuales se eliminaron
las primeras 5000.
En el caso del modelo MOPI , se asumen distribuciones a priori uniformes en el intervalo
(0, 18000) para los para´metros α y β en el ana´lisis de los datos menores a Q1; para el
para´metro δ su asumio´ una distribucio´n a priori uniforme en el intervalo (0, 15) y para
θ una distribucio´n uniforme en el intervalo (0, 0.5). Se generaron 40000 muestras en las
que se eliminaron las primeras 4000 para cada uno de los para´metros. En el ana´lisis de
los datos mayores a Q3 las distribuciones a priori usadas son uniformes en los intervalos
(0, 1000000) para los para´metros α y β, una distribucio´n uniforme en el intervalo (0, 5)
para δ y una distribucio´n uniforme en el intervalo (0, 0.05) para θ.
La Tabla 4.6 muestra un resumen de las estimaciones a posteriori de los para´metros,
incluyendo sus desviaciones esta´ndar e intervalos de credibilidad del 95%. La convergencia
bajo el algoritmo del muestreador de Gibbs fue monitoreada chequeando los gra´ficos de las
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distribuciones de las muestras simuladas para cada para´metro, verificando si se obtienen
distribuciones estacionarias.
Tabla 4.6. Media a posteriori, desviacio´n esta´ndar (DE) e intervalo de credibilidad del 95% para
los para´metros del modelo MOP y MOPI para el caudal del r´ıo Sumapaz
Intervalo de
Para´metro Media DE credibilidad del 95%
MOP
Menor a Q1
α 11200 3488 (5940, 18660)
β 3308 876 (2010, 5206)
Mayor a Q3
α 43030 5031 (32220, 49790)
β 11260 1304 (8559, 13260)
MOPI
Menor a Q1
α 8138 1956 (5441, 12559)
β 2560 497.5 (1796, 3604)
δ 7.989 0.5923 (6.9339, 9.0661)
θ 0.0166 2.655× 10−5 (0.016952, 0.017048)
Mayor a Q3
α 866300 235900 (477660, 1256340)
β 216300 58510 (114682, 325318)
δ 3.368 0.5778 (2.3599, 4.4400)
θ 0.01773 5.455× 10−5 (0.017902, 0.018098)
La Tabla 4.7 muestra las estimaciones Bayesianas v´ıa MCMC para las funciones
de valor medio simuladas por el muestreador de Gibbs y el nu´mero de observaciones
acumuladas por an˜o, para las observaciones inferiores a Q1 y superiores a Q3 tanto para
el modelo MOP como para el modelo MOPI . Se muestra la estimacio´n u´nicamente para
algunos d´ıas, espec´ıficamente los d´ıas en que termina cada an˜o, por ejemplo, hasta el
d´ıa 2922 (Diciembre 31 de 1996) se observaron 766 d´ıas con sequ´ıa, el modelo MOP
estimo´ hasta esa fecha 767 d´ıas de sequ´ıa mientras que el modelo MOPI estimo´ 784 d´ıas
de sequ´ıa. Hasta esa misma fecha, se observaron 696 d´ıas con niveles altos de caudal y los
modelos MOP y MOPI estimaron 740 y 728 respectivamente.
Tabla 4.7. Estimaciones para la funcio´n de valor medio y nu´mero de observaciones acumulados
para valores inferiores a Q1 y superiores a Q3 para los modelos MOP y MOPI
Menor a Q1 Mayor a Q3
Observado
Estimado
Observado
Estimado
An˜o Dı´as MOP MOPI MOP MOPI
1989 365 86 106 120 76 95 94
1990 730 182 209 227 143 189 185
1991 1095 274 309 329 232 283 276
1992 1461 459 406 428 276 376 367
1993 1826 539 500 522 377 468 457
1994 2191 610 591 612 493 559 548
1995 2556 713 680 699 565 650 638
1996 2922 766 767 784 696 740 728
1997 3287 872 851 865 778 829 819
1998 3652 960 934 944 907 917 909
1999 4017 961 1014 1021 1058 1005 999
2000 4383 1011 1093 1096 1163 1092 1089
2001 4748 1170 1169 1169 1181 1179 1180
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La Figura 4.16 muestra el gra´fico de la funcio´n media estimada y el nu´mero de obser-
vaciones acumuladas para los valores inferiores a Q1 tanto para el modelo MOP (a) como
para el modelo MOPI . El modelo MOPI que incluye un componente c´ıclico presenta un
mejor ajuste.
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Figura 4.16. Funcio´n de valor medio estimada y observada en el que el caudal es inferior al primer
cuartil del caudal en la estacio´n El Profundo del r´ıo Sumapaz, para (a) modelo MOP
y (b) modelo MOPI de 1989 a 2001
En la Figura 4.17 se muestra el gra´fico de la funcio´n media estimada y el nu´mero de
observaciones acumuladas para los valores superiores a Q3 tanto para el modelo MOP
(a) como para el modelo MOPI . El ajuste para ambos modelos es muy similar, se puede
observar que hasta la observacio´n 3752 (abril de 1999) los modelos sobreestiman el nu´mero
de crecidas del r´ıo, y a partir de esta fecha los modelos subestiman el nu´mero de crecidas.
0
200
400
600
800
1000
1200
1400
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
(a)
0
200
400
600
800
1000
1200
1400
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
(b)
Figura 4.17. Funcio´n de valor medio estimada y observada en el que el caudal es superior al tercer
cuartil del caudal en la estacio´n El Profundo del r´ıo Sumapaz, para (a) modelo MOP
y (b) modelo MOPI de 1989 a 2001
La Figura 4.18 se muestra el prono´stico para el siguiente an˜o a los datos que corres-
ponde al an˜o 2002 para el modelo MOPI dado que este modelo tiene un mejor ajuste que
el MOP, la l´ınea punteada muestra hace referencia a los prono´sticos para los niveles de
caudal inferiores a Q1 y la l´ınea continua los superiores a Q1 mostrando que durante la
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primera mitad del an˜o, el nu´mero de d´ıas con bajo caudal es levemente mayor al nu´mero
de d´ıas con alto caudal. Para el segundo semestre el nu´mero de d´ıas de alto caudal supera
el nu´mero de d´ıas de bajo caudal. Adema´s el modelo pronostica para el an˜o 2002 setenta
d´ıas con niveles bajos de caudal y noventa d´ıas con niveles altos.
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Figura 4.18. Prono´stico para an˜o 2002
CAPI´TULO 5
Conclusiones e investigaciones futuras
En esta tesis se estimo´ anal´ıticamente el caudal del r´ıo Sumapaz mediante el modelo
constante y bajo la regresio´n lineal dina´mica simple y mu´ltiple. Se estimaron diez
modelos de regresio´n lineal dina´mica simple para el caudal usando como covariables
la precipitacio´n. Los modelos que mostraron un mejor ajuste son aquellos que tienen
intercepto y cuya covariable es la precipitacio´n de la estacio´n Cabrera que se encuentra
a menor distancia de la estacio´n de caudal El Profundo. En el caso de la regresio´n
dina´mica mu´ltiple el modelos en que se utilizaron los datos de precipitacio´n medidos en
las estaciones Cabrera y Pen˜as Blancas, mostraron un mejor ajuste. Tambie´n se hizo un
ana´lisis de observaciones faltantes para varios modelos variando la cantidad y posicio´n de
los datos faltantes, al calcular el factor de descuento δ y al compararlo con el modelo sin
datos faltantes se observa que en general no disminuye significativamente, indicando un
buen ajuste aun cuando se presentan datos faltantes.
Se estimaron dos tipos de modelos lineales jera´rquicos, en el primer tipo que incluye
desde una hasta cuatro covariables de precipitacio´n, el que tuvo mejor ajuste (menor
valor del DIC) fue el que incluyo´ como u´nica covariable el promedio de la precipitacio´n
medida en las cuatro estaciones incluidas en el estudio. En el segundo tipo se incluyen
como covariables la precipitacio´n medida en las estaciones Cabrera y Pen˜as Blancas y
sus coeficientes esta´n en te´rminos del caudal con uno, dos, tres o cuatro rezagos; bajo este
escenario el modelo con mejor ajuste (menor valor del CID) fue el que incluyo´ tres rezagos.
Por lo tanto estos modelos contribuyen al entendimiento de la dina´mica hidrolo´gica
y ayudan a trazar pol´ıticas en el manejo de los recursos hidrogra´ficos. Para un trabajo
posterior se podr´ıa considerar una regresio´n dina´mica mu´ltiple generalizada, adema´s,
incluir como covariables otras variables del ciclo hidrolo´gico tales como evaporacio´n,
condensacio´n, infiltracio´n, cantidad de biomasa, etc. Tambie´n se pueden considerar mode-
los lineales dina´micos generalizados y modelos lineales dina´micos jera´rquicos generalizados.
El Proceso de Poisson no Homoge´neo muestra un buen ajuste tanto para el modelo
MOP como para el modelo que incluye el te´rmino c´ıclico (MOPI) mostrando este u´ltimo
modelo un mejor ajuste, sin embargo, se puede pensar en nuevos Procesos de Poisson no
Homoge´neos con otras funciones de intensidad que tengan en cuenta la estacionalidad.
Por ejemplo Achcar et al. (2009) aplica las funciones de intensidad Ley de Potencia (PLP)
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tambie´n conocida como Weibull, la Goel-Okumoto (GOP) Goel & Okumoto (1978) y la
Goel-Okumoto Generalizada (GGOP) Achcar et al. (2012)
APE´NDICE A
Abreviaturas y definiciones
A.1. Abreviaturas
CIA Akaike’s Information Criterion
ARMA Modelo autorregresivo de media mo´vil
CIB Bayesian Information Criterion
DIC Deviance Information Criterion
MLD Modelo lineal dina´mico
MLDJ Modelo lineal dina´mico jera´rquico
GOP Proceso Goel-Okumoto
HPD Intervalo de probabilidad a posteriori
IDEAM Instituto de Hidrolog´ıa, Meteorolog´ıa y Estudios Ambientales
LIK Funcio´n de verosimilitud
LRV Logaritmo de razo´n de verosimilitud
DAM Desviacio´n media absoluta
MCMC Markov Chain Monte Carlo
MLG Modelo lineal generalizado
MOP Proceso Musa-Okumoto
ECM Error cuadrado medio
MRD Modelo de Regresio´n Dina´mica
OMM Organizacio´n Meteorolo´gica Mundial
PLP Proceso Ley de Potencia
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PPNH Proceso de Poisson no Homoge´neo
WinBUGS Bayesian inference Using Gibbs Sampling. Software estad´ıstico para ana´lisis baye-
siano usando me´todos MCMC.
A.2. Algunos te´rminos hidrolo´gicos
• Hidrolog´ıa. Ciencia que estudia la presencia y la distribucio´n de las aguas en la
tierra, sus propiedades qu´ımicas, biolo´gicas y f´ısicas, y su interaccio´n con el medio
ambiente f´ısico.
• Caudal. Volumen de agua que pasa en una unidad de tiempo a trave´s de una seccio´n
predeterminada, se puede expresar en m/seg
• Lluvia. Precipitacio´n de agua l´ıquida en forma de gotas de dia´metro superior a
0.5 mm o de gotas menores pero muy dispersas, se mide en mil´ımetros. Decir que
llovio´ un mil´ımetro, significa que cayo´ un litro de agua en un metro cuadrado de
terreno.
• Estacio´n limnigra´fica. Estacio´n para la determinacio´n de caudales por medio de
registro gra´fico continuo de los niveles de agua.
• Estacio´n pluviome´trica. Es una estacio´n meteorolo´gica dotada de un pluvio´metro
o recipiente que permite medir la cantidad de lluvia ca´ıda entre dos observaciones
consecutivas.
APE´NDICE B
Modelo lineal dina´mico generalizado
B.1. Introduccio´n
Pasamos ahora a una clase espec´ıfica de los modelos dina´micos con las distribuciones
de muestreo no normales y otros componentes no lineales. Los DLMS se han extendido y
generalizado a diversos problemas no normales, es una clase ma´s grande ya que esta´ ba-
sada en el uso de los modelos de familia exponencial para distribuciones observacionales.
Este cap´ıtulo esta´ dedicado a estos modelos, las referencias principales son (Migon, 1984),
(Migon & Harrison, 1985), y (West et al., 1985). En los DLM normales vistos en los
cap´ıtulos anteriores se realizo´ un ana´lisis anal´ıtico directo, lo que no es posibles cuan-
do el supuesto de normalidad no esta´ presente. Investigaciones recientes han desarrollado
me´todos nume´ricos ma´s refinados y enfoques basados en simulacio´n para el ana´lisis de mo-
delos no normales y no lineales, este tipo de desarrollos esta´n empezando a tener efectos
pra´cticos en el tipo de modelos discutidos aqu´ı, y en sus generalizaciones.
Una necesidad primordial para la extensio´n de esta clase de DLM’s normales es la
de permitir que la distribucio´n de los datos probablemente nos sea adecuado modelarlos
asumiendo normalidad, incluso despue´s de alguna transformacio´n, es comu´n el caso en
que una transformacio´n a los datos pueda lograr una simetr´ıa y los modelos normales
se puedan aplicar. Sin embargo, el significado y la interpretacio´n de los para´metros del
modelo esta´ usualmente “enmascarado” a trave´s de la transformacio´n, la escala de los
datos originales es natural e interpretable y a menudo puede ser visto como deseable para
desarrollar un directamente modelo con los datos en la escala original. Con datos discretos
en forma de recuento, las transformaciones a menudo no son sensibles, y la aproximacio´n
continua a la distribucio´n normal puede ser radicalmente inadecuado. Las encuestas por
muestreo, por ejemplo, suelen dar a lugar datos que son esencialmente de tipo binomial.
Los datos con distribucio´n de Poisson y Poisson compuesto surgen en los procesos de
demanda y de inventario a trave´s de llegadas “aleatorias” de pedidos y suministros. Series
binario surgen como indicadores de ocurrencia o no ocurrencia, de secuencias de eventos,
como por ejemplo, subida/bajada en un ı´ndice de financiero, de precipitacio´n diaria, y
as´ı sucesivamente. As´ı es necesario considerar distribuciones observacionales no normales.
Importantes avances en el modelado no normal, y por lo tanto en la metodolog´ıa
estad´ıstica, han surgido desde el desarrollo del marco teo´rico de los modelos lineales ge-
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neralizados (MLG), a partir de (Nelder & Wedderburn, 1972). El desarrollo posterior del
paquete interactivo de computadoras GLIM ((Baker, R. J. and Nelder, J. A., 1985)) presa-
gio´ una explosio´n en la aplicacio´n y el desarrollo de modelos estad´ısticos parame´tricos. El
entorno MLG proporciona te´cnicas de regresio´n en el contexto de modelos no normales con
efectos de regresio´n con escala no lineal, una de las herramientas ma´s importantes de mo-
delamiento para la estad´ıstica aplicada y la investigacio´n. Ver (McCullagh & Nelder, 1989)
para la cobertura de los aspectos teo´ricos y aplicados de estos modelos, y (West, 1985) para
modelamiento Bayesiano dentro de esta clase de modelos. El marco teo´rico de MLG ofrece
un punto de partida para los modelos dina´micos no-normales. A continuacio´n se describen
estos modelos, comenzando con una exposicio´n de la estructura ba´sica del ana´lisis de la
familia exponencial.
B.2. Modelos de la familia exponencial
B.2.1. Distribuciones observacionales en la familia exponencial
Considere una serie de tiempo de observaciones Yt, (t = 1, 2, . . . ) de cantidades aleato-
rias discretas o continuas que toman valores en el espacio muestral Ω. Si se asume que Yt
tiene una distribucio´n dentro de la familia exponencial, entonces la funcio´n de densidad (o
funcio´n de masa de probabilidad si la variable es discreta) de Yt puede describirse como
sigue. Para algunas cantidades definidas ηt y Vt y tres funciones conocidas yt(Yt), a(ηt) y
b(Yt, Vt), la densidad es
p
(
Yt | ηt, Vt
)
= exp
{
V −1t (yt(Yt)ηt − a(ηt))
}
b(Yt, Vt) (Yt ∈ Ω) (B.1)
Esta distribucio´n cumple las siguientes propiedades
1. ηt es el para´metro natural de la distribucio´n, es una cantidad continua.
2. Vt > 0 es el para´metro de escala; el para´metro de precisio´n de la distribucio´n es
definido como φt = V
−1
t
3. Como una funcio´n del para´metro natural para Yt fijo, la ecuacio´n (B.1) puede ser
vista como una verosimilitud para ηt, que depende de Yt a trave´s de la transformacio´n
yt
(
Yt
)
.
4. La funcio´n a(ηt) es doblemente diferenciable en ηt. Se sigue que
E
(
yt(Yt) | ηt, Vt
)
=
d
dηt
a(ηt) = a˙(ηt) = µt (B.2)
V
(
yt(Yt) | ηt, Vt
)
= Vta¨(ηt) (B.3)
5. A menudo yt(·) es la funcio´n identidad, en cuyo caso
p
(
Yt | ηt, Vt
)
= exp
{
V −1t (Ytηt − a(ηt))
}
b(Yt, Vt) (Yt ∈ Ω) (B.4)
para Yt ∈ Ω. Adema´s
E
(
Yt | ηt, Vt
)
= a˙(ηt) = µt (B.5)
V
(
Yt | ηt, Vt
)
= Vta¨(ηt) (B.6)
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B.2.2. Ana´lisis conjugado
El desarrollo sera´, sin pe´rdida de generalidad, en te´rminos de la funcio´n (B.4).
Adema´s, el para´metro de escala Vt se supone conocido para todo t. Por lo tanto, la u´nica
inco´gnita en la distribucio´n muestral (B.4) es el para´metro natural ηt o equivalentemente,
la media condicional µt de Yt. En el tiempo t− 1, la informacio´n histo´rica relevante para
el pronostico de Yt es denotada, por Dt−1. La densidad muestral (B.1) (B.4) se denotan
simplemente por p(Yt | ηt), Yt ∈ ω ya que Vt se asume conocida y la dependencia sobre
Dt−1 se sobre-entiende.
Ahora, la u´nica incertidumbre sobre la distribucio´n de Yt dado el pasado histo´rico de
Dt−1 se debe a la incertidumbre sobre ηt. Esto se resumira´ en te´rminos de la distribucio´n
a priori para ηt, la densidad es denotada por p(ηt | Dt−1). La distribucio´n de prono´stico
un paso adelante esta´ definida por
p
(
Yt | Dt−1
)
=
∫
p
(
Yt | ηt
)
p
(
ηt | Dt−1
)
dηt (B.7)
Una vez es observada Yt, la distribucio´n a priori se actualiza a la posteriori v´ıa teorema
de Bayes
p
(
ηt | Dt
) ∝ p(ηt | Dt−1)p(Yt | ηt) (B.8)
Los ca´lculos de (B.7) y (B.8) son fa´ciles de realizar en el caso de modelos normales, en
el entorno de la familia exponencial son anal´ıticamente tratables cuando la distribucio´n
a priori pertenece a la familia conjugada. EL uso de modelos exponenciales con a prioris
conjugadas son bien conocidos en la estad´ıstica Bayesiana.
Con referencia a (B.1), la densidad a priori de la familia conjugada tiene la forma
p
(
ηt | Dt−1
)
= c(rt, st) exp
{
rtηt − sta(ηt)
}
, (B.9)
para algunas cantidades definidas rt, st (funciones conocidas de Dt−1), y una funcio´n
conocida c(·, ·).
Asumiendo que los valores rt y st son conocidos, se sigue fa´cilmente que la densidad
predictiva (B.7) y la posteriori (B.8) esta´n determinadas por
p
(
Yt | Dt−1
)
=
c(rt, st)b(Yt, Vt)
c(rt + φtYt, st + φt)
(B.10)
y
p
(
ηt | Dt
)
= c(rt + φtYt, st + φt) exp
{
(rt + φtYt)ηt − (st + φt)a(ηt)
}
(B.11)
B.3. Modelos lineales dina´micos generalizados
B.3.1. Marco de regresio´n dina´mica
La clase de modelos lineales generalizados Nelder & Wedderburn (1972) asumen
que los datos son extra´ıdos independientemente de distribuciones pertenecientes a la
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familia exponencial, pero con para´metros ηt y Vt posiblemente diferentes. Los efectos
de la regresio´n entre variables independientes son modeladas por la regresio´n de los
para´metros naturales de cada observacio´n para una funcio´n lineal de las variables de
regresio´n. En el contexto de las series temporales, el uso de los modelos time-varying
regression es apropiado, aplica´ndolos para definir el modelo lineal dina´mico generalizado.
El modelo lineal dina´mico generalizado (DGLM) para la serie Yt (t = 1, 2, . . . )
esta´ definido por
Modelo observacional
p
(
Yt | ηt
)
y g(ηt) = λt = F
′
tθt, (B.12)
Ecuacio´n de evolucio´n
θt =Gtθt−1 +ωt con ωt ∼ (0,Wt) (B.13)
Siendo
• θt, es un vector de estados n-dimensional en el tiempo t;
• Ft, es un vector conocido de regresio´n n-dimensional;
• Gt, es una matriz conocida de evolucio´n n× n
• ωt, es un vector n-dimensional de evolucio´n de los errores con media cero y matriz
de varianzas conocida Wt n× n;
• λt = F′tθt, una funcio´n lineal del vector de para´metros de estado;
• g(ηt) es una funcio´n mono´tona continua y conocida de ηt en los reales.
Esta definicio´n es una extensio´n del DLM esta´ndar en el modelo observacional, la
distribucio´n muestral es ahora, posiblemente, no normal y la regresio´n lineal λt afecta la
distribucio´n observacional a trave´s de una funcio´n posiblemente no lineal con funcio´n de
respuesta media µt = E
(
Yt | ηt
)
a˙(ηt).
La ecuacio´n de evolucio´n para el vector de estados es exactamente como en el DLM
normal, aunque la normalidad no se supone, so´lo los momentos de primer y segundo orden
de los errores de evolucio´n se asumen como hasta ahora. Como en el DLM, el supuesto
de la media cero para ωt se puede relajar para incluir una media conocida diferente de
cero sin ningu´n cambio esencial en el modelo. Estos errores se asumen no correlacionados
a trave´s del tiempo, como es usual, y condicionales sobre ηt, Tt es independiente de ωt. El
GLM esta´tico esta´ndar, es una caso especial en el que θt = θ para todo tiempo t, mediante
la adopcio´n de Gt como la identidad y Wt como la matriz cero. Esta clase de modelos
proporciona una generalizacio´n de los modelos DLM a los modelos de series de tiempo con
errores no normales, y del GLM para los para´metros no constantes en el tiempo.
APE´NDICE C
Algoritmos
El proceso de la estimacio´n mostrado en las Tablas C.1 y C.2 se inicializa con los
valores m0, C0, V y W . La distribucio´n para (µ1 | D0) tiene distribucio´n normal con
media m0 y varianza R1 = C0 +W que son valores ya conocidos. Dado que disponemos
de los valores observados Yt podemos calcular e1 = Y1−m0yA1 = R1/(R1+V ) = R1/Q1.
La distribucio´n a posteriori para (µ1 | D1)M tiene distribucio´n normal con para´metros
que ya podemos calcular ya que la media es m1 = m0 +A1e1 y la varianza es C1 = A1V .
Para el pronostico un paso al frente (Y1 | D0) tiene distribucio´n normal con media m0 y
varianza Q1 (valores ya calculados).
El proceso continu´a calculando la distribucio´n a priori para (µ2 | D1) ya que
tiene distribucio´n normal con para´metros determinados por m1 y R2 = C1 + W y la
distribucio´n a posteriori para (µ2 | D2) tambie´n con distribucio´n normal con para´metros
m2 = m1 +A2e2 y C2 = A2V (para´metros que ya podemos calcular).
Para el pronostico un paso al frente (Y2 | D1) que tambie´n pueden usarse en caso
de tener observaciones faltantes, su media es m1 y su varianza Q2 = R2 + V . Un caso
mas general se presenta cuando no conocemos V y W sino su cociente r = W/V . Como
At = Rt/Qt = Rt/(Rt + V ) = (Ct − 1 +W )/(Ct − 1 +W + V ) = (At − 1V + rV )/(At −
1V + rV + V ) = (At − 1 + r)/(At − 1 + r + 1), con lo cual At solo depende de At−1 y r
y por lo tanto se pueden realizar los ca´lculos como se menciono anteriormente. El proceso
se realiza de manera similar para la regresio´n dina´mica.
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Tabla C.1. Algoritmo 1
DLM constante
Observacio´n: Yt = µt + νt, νt ∼ N(0, V )
Sistema: µt = µt−1 + ωt ωt ∼ N(0,W )
Informacio´n:
(
µ0 | D0
)
∼ N
(
m0, C0
)
(
µt−1 | Dt−1
)
∼ N (mt−1, Ct−1)
V y W conocidas.
Prono´stico:
(
µt | Dt−1
)
∼ N
(
mt−1, Rt
)
(
Yt | Dt−1
)
∼ N
(
mt−1, Qt
)
Rt = Ct−1 +W, Qt = Rt + V
Relaciones de actualizacio´n y recurrencia
Escribiendo et = Yt −mt−1 y At =
Rt
Qt(
µt | Dt
)
∼ N (mt, Ct)
mt = mt−1 + Atet
Ct = AtV
Proceso inductivo
Para t = 1
(
µ1 | D0
)
∼ N (m0, R1)
R1 = C0 +W, Q1 = R1 + V
e1 = Y1 −m0
A1 =
R1
Q1(
µ1 | D1
)
∼ N (m1, C1)
m1 = m0 + A1e1
C1 = A1V
Suponiendo que se cumple para t = n, probamos para t = n+ 1
(
µn | Dn
)
∼ N (mn, Cn)
Rn+1 = Rn +W, Qn+1 = Rn+1 + V
en+1 = Yn+1 −mn, An+1 =
Rn+1
Qn+1(
µn+1 | Dn+1
)
∼ N (mn+1, Cn+1)
mn+1 = mn + An+1en+1 Cn+1 = An+1V
Para el prono´stico un paso adelante o para una observacio´n faltante(
Yn+1 | Dn
) ∼ N (mn, Qn+1)
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Tabla C.2. Algoritmo 2
Regresio´n dina´mica simple
Observacio´n: Yt = βtxt + νt, νt ∼ N(0, V )
Sistema: βt = βt−1 + ωt ωt ∼ Tnt−1(0,Wt)
Informacio´n:
(
β0 | D0
)
∼ Tn0
(
m0, C0
)
(
βt−1 | Dt−1
)
∼ Tnt−1 (mt−1, Ct−1)(
φ | Dt−1
)
∼ G
(
nt−1
2
,
nt−1St−1
2
)
Prono´stico:
(
βt | Dt−1
)
∼ Tnt−1
(
mt−1, Rt
)
(
Yt | Dt−1
)
∼ Tnt−1
(
ft, Qt
)
Rt = Ct−1 +Wt, Qt = x
2
tRt + St−1, ft = xtmt−1, Wt =
(
1
δ
− 1
)
Ct−1
Relaciones de actualizacio´n y recurrencia
Escribiendo et = Yt − ft y At =
RtXt
Qt
(i)
(
φ | Dt
)
∼ G
(
nt
2
,
ntSt
2
)
nt = nt−1 + 1, St = St−1 +
(
e2t/Qt − 1
)
St−1/nt
(ii)
(
βt | Dt
)
∼ Tnt (mt, Ct)
mt = mt−1 + Atet, Ct =
RtSt
Qt
Proceso inductivo
Para t = 1
(
β1 | D0
)
∼ T (m0, R1)
R1 = C0 +W1, fQ1 = x1m0, Q1 = x
2
1R1 + S0, W1 =
(
1
δ
− 1
)
C0
e1 = Y1 − f1
A1 =
x1R1
Q1(
β1 | D1
)
∼ Tn1 (m1, C1)
m1 = m0 + A1e1
C1 =
R1S1
Q1
Suponiendo que se cumple para el tiempo t, probamos para el tiempo t+ 1
(
βt | Dt
)
∼ Tnt (mt, Ct)
Rt+1 = Ct +Wt+1, Wt+1 =
(
1
δ
+ 1
)
Ct, ft+1 = xt+1mt, Qt+1 = x
2
t+1Rt+1 + St
et+1 = Yt+1 − ft+1, At+1 =
xt+1Rt+1
Qt+1(
βt+1 | Dt+1
)
∼ Tnt+1 (mt+1, Ct+1)
mt+1 = mt +At+1et+1, Ct+1 =
Rt+1St+1
Qt+1
nt+1 = nt + 1 St+1 = St +
(
e2t+1
Qt+1
− 1
)
St
nt+1
Para el prono´stico un paso adelante o para una observacio´n faltante(
Yt+1 | Dt
) ∼ Tnt+1 (ft+1, Qt+1)
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