A system of 864 particles interacting with a I.ennard-Jones potential and obeying classical equations of motion has been studied on a digital computer (CDC 3600) to simulate molecular dynamics in liquid argon at 94. 4'K and a density of 1.374 g cm '. The pair-correlation function and the constant of self-di6usion are found to agree well with experiment; the latter is 15% lower than the experimental value. The spectrum of the velocity autocorrelation function shows a broad maximum in the frequency region &o = 0.25 (h&T/h). The shape of the Van Hove function G, (r, t) attains a maximum departure from a Gaussian at about s=3 0.
I. INTRODUCTION 'N recent years considerable use has been made of~l arge digital computers to study various aspects of molecular dynamics in solids, liquids, and gases. The following is a description of a computer experiment on liquid argon (using the CDC 3600) to study the space and time dependence of two-body correlations which determine the manner in which slow neutrons are inelastically scattered from the liquid. If neutron scattering data of unlimited accuracy and completeness was available, then the kind of work presented here would serve the useful though unexciting purpose of confirming the results already obtained with neutrons.
At present, however, the situation is that theorists are trying to build models for these two-body dynamical correlations to account for the observed neutron spectra; the current interest in the work presented here is thus to throw some light on the validity of these models, and to suggest the manner in which some improvements can be made.
The calculations presented here are based on the assumption that classical dynamics with a two-body central-force interaction can give a reasonable description of the motion of atoms in liquid argon. For practical reasons, further assumptions have to be made, namely, the interaction potential has to be truncated beyond a certain range, the number of particles in the assembly has to be kept rather small, and suitable boundary conditions have to be imposed on the assembly. I'inally, the equations of motion have to be solved as a set of difference equations, thus involving a certain increment of time to go from one set of positions and velocities to the next. The details will be set forth in the next section. At the end of the paper a brief mention will The time-independent correlations investigated were the distribution of velocities and the pair-distribution function g(r); if m(r) particles are situated at a distance between r and r+hr from a given particie we have g (r) = (V/Ã) $n(r)/47rr'ter j. r2"-r'"G, (r, t) dr.
We define a function' G, (r,t) which gives the probability of a particle attaining a displacement r in time t.
We then have ' The functions G, and Gd de6ned here are closely related to but not identical with, the Van Hove functions PL. Van Hove, Phys. Rev. 95, 249 (1954) Fig. 4 ; it has a broad maximum at about /=0. 25. The transform of a Langevin-type correlation is a Lorentzian h'/P'+P') which is also shown in Fig. 5 .
The time-dependent pair-correlation function, Gq(r, t), was calculated for values of t ranging from 0 to 3.0&(10 -'2 sec at intervals of 0.1X10 " sec. It is shown in Fig. 6(a) for t=10 " sec and in Fig. 6(b Figure 7 shows that as, as, a4 start to decrease after 3.0X10 " sec. Sy extrapolating the curves to the right, one can roughly put down 10 " sec as the time when G, becomes Gaussian again. At t=10-" sec, the value of (r')'" is 3.8 A, and this is very nearly equal to the first-neighbor distance of 3.7 A (Fig. 2) .
The non-Gaussian behavior of G, (r,t) can be expressed alternatively by expanding the function in a series of Hes~(x), the even Hermite polynominals; it is straightforward to show that the coeKcients in the expansion, G, (r&t) = $47rp(t) j '" exp( -r'/4p(t) 1 X{1+be(t)Hes(ar)+bs(t)Hes(ar)+ }, with as=3/(r'), are given in terms of the a"(t) by 6bs --(3/4!)as(t), be+ 8bs = (3X5/6!)as (t) -(3/2 X4!)as(t), bs+ 10btp= (3X5 X7/8!)a4(t) -(3X5/2X6!)as (t) + (3/2'X 2 X4!)a,(t), etc. To illustrate the situation let us substitute the values of as, as, a4 at t=2 5X10 " . sec (see Fig. 7 ). Fro. 8. Gs(r, t) is compared with the convolution of g(r) and G, (r, t') with t'&t, for two pairs of values of t and t' showing the extent to which such a delayed convolution improves the Vineyard approximation (Fig. 6 ). To describe the time dependence of Gs(r, t), Uineyardp has suggested an approximation which makes Gd a convolution between g(r) and G"(r,t). Following Vineyard one 6rst writes the formal equality Gg(r, t) = g(r')H(r -r', t)dr', Gaussian behavior lasting about 0.15X10 " sec and, on extrapolating to the right, a return to a Gaussian form at about 10 "sec.
Maximum departure of (8) where H(r -r', t) is the probability that the particle at r' travels to r in time t, given that another particle was situated at the origin at t=0.
Vineyard s approximation consists in putting II =G, in the above equation. However, the motions of particles in the 6rst shell are strongly correlated with the occupation of the origin by another particle at t = 0, and Vineyard's approximation overlooks this fact. In other words, the approximation leads to a too rapid decay of g(r). This is shown in Fig. 6 where the actual Gs(r, t) and the Vineyard approximation are compared at t=10 "sec, and at t=2.5)&10 "sec. There are two points to be clearly stated here. Firstly, a delayed convolution will certainly be an improvement over the Vineyard approximation; secondly, in the light of the results obtained in our calculations an empirical functional form for the delay has been suggested involving just one parameter 7-.
Ef we denote the Fourier transform of Gz(r, t) by Fz(1(,t) and of G, (r,t) by F,(K,t), the delayed convolution gives y (I()F, ( t')xas an approximation for Fd (I(,t) instead of the Vineyard approximation p(I()F, (1(,t) The. extent to which this gives an improvement is being investigated.
VI. CONCLUSIONS
A classical 864-body problem with a truncated two- 
Corresponding to an interval At=10 ' sec we have an interval Au=-10 14(e/M)11'(1/0).
Let us assume that we are given the posit:ions P, (" " at time I~and the positions, velocities and accelerations &, ("', I);(") and n, (") at time u"=u I+Au.
Using a predictor formula for positions p at. time u"+I, 
