Abstract-This study presents modifications to a metaheuristic algorithm inspired by natural phenomenon of growth with its performance assessment in comparison to its original predecessor algorithm on various standard classical benchmark functions. The modified algorithm aims to improve the Stochastic Fractal Search (SFS) algorithm in terms of convergence speed and fitness accuracy. The performance of SFS is affected by a constant that is used to decrease the size of Gaussian jumps and then encourage a more localized search for individuals. Five different chaotic maps have been selected in this study. The influence of these chaotic maps on convergence rate and solution accuracy is investigated using several classical standard benchmark functions. Overall results show that SFS algorithm with Gauss/Mouse map results in significant improvement in comparison to its original version.
I. INTRODUCTION
Many challenging problems in industry and science can be formulated as optimization problems. Minimizing time, cost or risk and maximizing profit, quality or productivity are the essentials of optimization. Such optimization problems cannot be solved straight away due to the complex nature of real-life problems [1] . Thus, metaheuristics techniques have emerged as potential candidates to overcome the constraints with ability to explore efficiently regardless of the size of the search space [2] . Moreover, flexibility, simplicity, derivation-free mechanism and local optima avoidance are the advantages that enrich metaheuristic techniques over exhaustive classical optimization algorithms.
Over the years, the No Free Lunch (NFL) theorem for optimization has driven researchers in this field to propose new metaheuristic approaches and enhance the existing ones [3] . Logically, there is no the-best-suited metaheuristic algorithm that can solve all optimization problems. An optimization algorithm may show excellent results on a set of problems, but it can produce poor results with other set of problems. This study focuses on enhancing and developing new variants of a recently reported Stochastic Fractal Search (SFS) optimization algorithm [2] .
The terms metaheuristic was first mentioned by Glover (1986) [4] . The term "heuristic" originally comes from Greek meaning "to discover" and "to guide investigation" [5] .In their original meaning, metaheuristics are solution methods that orchestrate an interaction between local improvement procedures and higher level strategies to create a process capable of escaping from local optima and performing a robust search of a solution space [6] . Metaheuristic algorithms have attracted enormous attention of researches over the past decades due to their advantages in effectiveness search capability. These algorithms are simple in structure, flexible and easy to be implemented in numerous complex real world optimization problems such as in life science [7, 8, 9] , engineering system and design [10] , finance [11] and logistics organization [12] . Mainly, there are three aspects that drive metaheuristics study; to solve problems quicker, to solve larger size problems and assure algorithm robustness.
Chaos is one of the mathematical approaches to improve metaheuristics. Previously, the approach has been successfully employed in Genetic Algorithms (GAs) [13, 14] , Deferential Evolution (DE) [15] , Particle Swarm Optimization [16, 17, 18, 19] , Simulated Annealing [20, 21] , Krill Herd (KH) [22, 23] , Biogeography-based Optimization (BBO) [24] , Fruit fly Optimization Algorithm (FOA) [25] , Bat algorithm [26] , Bat Swarm Optimization (BSO)algorithm [27] , and Firefly algorithm [28] .
II. STOCHASTIC FRACTAL SEARCH ALGORITHM
The SFS algorithm is a nature-inspired optimization algorithm developed by Salimi [2] . It is based on the natural phenomenon of growth that is applied in a mathematic concept called fractal. The particles in this algorithm emulated the diffusion property in random fractal in order to explore the search space efficiently. The random fractal is generated based on a model called Diffusion Limited Aggregation (DLA) [29] . A mathematical algorithm like random walk is used to imitate the diffusion process such as Levy flight, Gaussian walks, trajectories of Brownian motion and the Brownian tree [30] . Dielectric breakdown is narrow discharge branching that usually seen in nature such as in lightning, surface discharges and polymer treeing. This branched discharge follows fractals properties as showed by Niemeyer et al. [31] and then proposed a new stochastic model to describe this phenomenon and it is approximately similar to DLA.
There are three simple rules in Fractal Search (FS) employed in fractal growth and potential theory as follows:
• Each particle has an electrical potential energy.
• Each particle diffuses, and causes some other random particles to be created, and the energy of the seed particle is divided among generated particles.
• Only a few of the best particles remain in each generation, and the rest of the particles are disregarded.
Salimi then improved the FS algorithm by introducing an Updating Process to exchange information among all participating points. This will lead to speed up convergence to minimum as a point in the group updates its position based on the position of other points in the group.
III. CHAOTIC FRACTAL SEARCH
This section presents the proposed modification of SFS algorithm and its performance assessments using various standard classical benchmark functions with different landscapes, properties and complexities. The performance ranks and significant differences among the modified and the original algorithm are evaluated. Eight standard well-known benchmark functions were selected in the study, and these comprise 4 unimodal and 4 multimodal functions commonly used in the literature for global optimization.
A. Modified Parameter
The parameter plays an important role in the SFS algorithm in order to control the size of Gaussian jumps as the number of generation increases. As a result, this parameter will encourage each particle to more localized search and to get nearer to the optimum point. Table I tabulates the proposed replacement functions for parameter function. Fig. 1 shows plot of each function over 100 generations. 
B. Implementation of Chaotic Maps
In SFS, calculation of Gaussian walk has crucial influence on the algorithm performance. The randomization of each particle using uniform distribution usually is basic implementation of this metaheuristic technique. However, this selection brings disadvantage when dealing with complex nonlinear and multimodal problems [25] . The second proposed modification is by replacing the uniform distribution parameter, with several chaotic maps in order to enhance the convergence speed and searching accuracy. There are two main equations of the original SFS algorithm that are modified with the introduction of chaotic variable named as follows:
Note that equation (1) is part of Diffusion Process while equation (2) is of First Updating Process in the original SFS algorithm. These new chaotic equations will force the particles to move towards the current best optimal solution in a chaotic manner. This initial study will investigate the influence of five different one-dimension non-invertible chaotic maps, proposed in previous studies by and Mitic et al. (2015) [24, 25] , on performance of the algorithm. Table  II tabulates the mathematical description of the proposed addition of chaotic maps. Each of the chaotic maps has a starting point 0.7 and normalized to range of [0, 1]. Table III shows the maximum generation numbers and search range used for all functions. Note that, the optimum points are locate at f(x) = 0 for all benchmark functions except for the Ackley function. The dimension of problem, D was fixed with 30 for all benchmark functions. Number of population (Start Point), NP also was fixed to 100. Maximum Diffusion Number (MDN) equal to 1 with first Gaussian walk is utilized in this assessment. All calculations were performed in MATLAB 2014a software that runs on a desktop PC Intel ® Core ™ i5 of CPU 3.30 GHz with 4GBs RAM and Window 7 (64 bit) operating system. 
IV. RESULTS AND DISCUSSION
Computational results for all benchmark functions using parameter modifications are given in Table IV and Table V (F6, F7 and F8) as in Table  VI and Table VII , respectively. The addition of chaotic maps has improving the exploration and exploitation capability of the original SFS algorithm in searching for promising possible solutions.
TABLE II. THE MATHEMATICAL DESCRIPTION OF CHAOTIC MAPS

Map Name Equation
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)) ( cos cos( CFS algorithm with Gauss/Mouse map demonstrated its superiority over the original SFS algorithm in terms of convergence speed when implemented in Diffusion Process as shown in Fig. 3. Figs. 4 and 5 present results of CFS with different chaotic maps employed in Updating Process over Ackley and Rosenbrock functions, respectively. Overall results show that chaotic maps enhanced the convergence speed of SFS algorithm. However in specific problem, the Gauss/Mouse map degraded the SFS algorithm performance on Rosenbrock function as in Fig. 5 . Therefore, not in every problem that the Gauss/Mouse map is the best option to ensure SFS algorithm improvement. Further study is needed to investigate best combination of these proposed modifications to guarantee the CFS algorithm robustness. 
V. CONCLUSION
This study has presented the proposed methodology in modification of the original SFS algorithm and its evaluation using eight standard classical benchmark functions test commonly used in the literature. A statistical analysis of the modified SFS algorithms has been presented based on 50 independent runs. A simple rank test has been applied to the obtained computational results from the modified Fractal Search algorithms in comparison to their original version. It is found that, SFS algorithm with implementation of chaotic Gauss/Mouse map shows best performance among other modification algorithms especially when applied in Diffusion Process part of the SFS algorithm. The employed chaotic maps will force the particles to move to best position in chaotic manner in contrast to its predecessor that move 
