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Abstract
We present an approach for recovering articulated body
pose from single monocular images using the Special-
ized Mappings Architecture (SMA), a non-linear supervised
learning architecture. SMA’s consist of several specialized
forward (input to output space) mapping functions and a
feedback matching function, estimated automatically from
data. Each of these forward functions maps certain areas
(possibly disconnected) of the input space onto the output
space. A probabilistic model for the architecture is first for-
malized along with a mechanism for learning its parame-
ters. The learning problem is approached using a maximum
likelihood estimation framework; we present Expectation
Maximization (EM) algorithms for several different choices
of the likelihood function. The performance of the presented
solutions under these different likelihood functions is com-
pared in the task of estimating human body posture from low
level visual features obtained from a single image, showing
promising results.
1 Introduction and Related Work
Estimating articulated body pose from low-level visual
features is an important yet difficult problem in computer
vision and machine learning. To date, there has been exten-
sive research in the development of algorithms for human
motion tracking [7, 21, 19, 4, 13, 9, 23, 17] and recognition
[5], human pose estimation from a single image [1, 20],
and machine learning approaches [3, 12, 22, 20]. Being
able to infer detailed body pose, would open the doors
to the development of a great number of applications for
human-computer interfaces, video coding, visual surveil-
lance, human motion recognition, ergonomics, and video
indexing/retrieval, etc.
In their everyday life, humans can easily estimate body
part location and structure from relatively low-resolution
images of the projected 3D world (e.g.,watching a video).
Unfortunately, this problem is inherently difficult for a com-
puter. Finding the mapping between low-level image fea-
tures and body configurations is highly complex and am-
biguous. The difficulty stems from the number of degrees of
freedom in the human body, the complex underlying proba-
bility distribution, ambiguities in the projection of human
motion onto the image plane, self-occlusion, insufficient
temporal or spatial resolution, etc.
In this paper we attack the problem of articulated body
pose estimation within the framework of non-linear su-





Figure 1. The data used for training is formed by 2D
marker positions and their corresponding image visual fea-
tures. Here we show some frames from the same sequence
viewed from two given camera orientations (a)0 rads, (b)
6=32 rads. Training is done sampling the set of all pos-
sible orientations (here 32) from the same distance and
height.
learning architecture, the Specialized Mappings Architec-
ture (SMA). This SMA’s fundamental components are a
set of specialized mapping functions, and a single feedback
matching function. All of these functions are estimated di-
rectly from data, in our case: examples of body poses (out-
put) and their corresponding visual features (input).
SMA’s are related to machine learning models [14, 11,
8, 20] that use the principle of divide-and-conquer to re-
duce the complexity of the learning problem by splitting it
into several simpler ones. In our case, each of these hope-
fully simpler problems is attacked using different special-
ized functions that act as the simpler problem solvers.
In general these algorithms try to fit surfaces to the
observed data by (1) splitting the input space into sev-
eral regions, and (2) approximating simpler functions to fit
the input-output relationship inside these regions. Some-
times these functions can be constants, and the regions
may be recursively subdivided creating a hierarchy of func-
tions. Convergence has been reported to be generally faster
than gradient-based neural network optimization algorithms
[14].
The divide process may create a new problem: how to
optimally partition the problem such that we obtain several
sub-problems that can be solved using the specific solver ca-
pabilities (i.e.,form of mapping functions). In this sense we
can consider [20] as a simplification of our approach, where
the splitting is done at once without considering neither the
power or characteristics of the mapping functions nor input-
output relationship in the training set. This gives rise to two
independent optimization problems in which input regions
are formed and a mapping function estimated for each re-
gion, causing sub-optimality. In this paper we generalize
these underlying ideas and present a probabilistic interpre-
tation along with a estimation framework that simultane-
ously optimizes for both problems. Moreover, we provide
a formal justification of the seemingly ad-hoc method de-
scribed in [20].
In the work of [8], hard splits of the data were used,
i.e.,the parameters in one region only depend on the data
falling in that region. In [14], some of the drawbacks of the
hard-split approach were pointed out (e.g.,increase in the
variance of the estimator), and an architecture that usessoft
splits of the data, the Hierarchical Mixture of Experts, was
described. In this architecture, as in [11], at each level of
the tree, a gating network is used to control the influence
(weight) of the expert units (mapping functions) to model
the data. However, in [11] arbitrary subsets of the experts
units can be chosen. Unlike these architectures, in SMA’s
the mapping selection is done using a feedback matching
process, currently in a winner-take-all fashion, butsoftsplit-
ting is done during training.
Previous learning based approaches for estimating hu-
man body pose include [12], where a statistical approach
was taken for reconstructing the three-dimensional motions
of a human figure. It consisted of building a Gaussian
probability model for short human motion sequences. This
method assumes that 2D tracking of joints in the image is
given. Unlike this method, we do not assume tracking can
be performed (e.g.,we do not assume that a body model can
be matched to images from frame to frame). There are many
known disadvantages and limitations in performing visual
tracking [20]: manual initialization, poor long-term stabil-
ity, necessary iterative solutions during reconstruction, high
dependence of algorithms and characterisitics of the articu-
lated model.
In [3], the manifold of human body configurations was
modeled via a hidden Markov model and learned via en-
tropy minimization. In [22] dynamic programming is used
to calculate the best global labelling of the joint probability
density function of the position and velocity of body fea-
tures; it was assumed that it is possible to track these fea-
tures for pairs of frames.
Unlike these previous learning based methods, our
method does not attempt to model the dynamical sys-
tem; instead, it relies only on instantaneous configurations.
Even though this ignores information (i.e.,motion compo-
nents) that can be useful for constraining the reconstruc-
tion process, it provides invariance with respect to speed
(i.e.,sampling differences) and direction in which motions
are performed. Furthermore, fewer training sequences are
needed in learning a model. In our approach, a feedback
matching step is used, which transforms the reconstructed
configuration back to the visual cue space to choose among
the set of reconstruction hypotheses. Finally, no tracking is
assumed.
2 Specialized Mappings and Learning
In this paper, SMA’s are described to approach the prob-
lem of supervised learning. Define the set of output-input
observations pairsZ = f( i; i)g, with  i 2 	 and
i 2 . Let us call the output and input vectors the tar-
get and cue vectors and consider them as elements of<t
and<c respectively.
Let us assume that there is a functional relation between
cue and target vectors that we call? : <c ! <t, such that
 i  ?(i), define this to be the forward mapping. The
problem is to approximate this function?.
In theory this problem can be formulated by finding
 = argmin
Pn
i=1 ((i)    i) wheren is the car-
dinality of 	 or  [2, 10, 15], and is an error function.
The problem of function approximation from sparse data
is known to be ill-posed if no further constraints are added
[2, 10] (e.g.,on the functional form or architecture of).
In this paper, we attack nonlinear supervised learning
problems using an architecture that generates a series ofm
functionsk in which each of these functions is specialized
to map only certain inputs, for example a region of the input
space. However, the domain ofk can be more general than
just a connected region in the input space. We propose to
determine these regions and functions simultaneously.
In contrast with [14, 11] we do not have a mixture of
expert functions weighted by gating networks when gen-
erating an output, in SMA’s, an input is only mapped by
a given function. For this, assume there is another func-
tional relation such thati  ( i) (i.e.,an inverse map-
ping), which can be known, or learned. Given this, SMA’s
involve a feedback matching process to choose among the
series of hypotheses given by each specialized function.
2.1 Probabilistic Model
In order to give a probabilistic interpretation to the ar-
chitecture, let’s define some notation first. Let the training
sets of output-input observations be	 = f 1;  2; :::;  ng,
and = f1; 2; :::; ng respectively. We will usezi =
( i; i) to define the given output-input training pair, and
Z = fz1:::zng as our observed training set. In general the
vectorz is defined to be composed of two parts, one de-
noted and another denoted associated with the output
and input space respectively.
Define the unobserved random variablesYi with i =
f1::ng. In our model these variables have domain the dis-
crete setC = f1::mg of labels for the specialized functions,
and can be thought as the function number used to map data
point i, thereforem is the number of specialized functions
in the model.
Our model uses parameters = (1; 2; :::m; ), where
i represents the parameters of the mapping functioni. The
vector = (1; 2; :::; m), wherek representP (yi =
kj), the prior probability that mapping function with label
i will be used to map an unknown point.
As an example,P (yijzi; ) represents the probability
that function numberyi generated data point numberi
(given our model parameters).
Using Bayes’ rule and assuming independence among
observations and an uniform priorp() we have the joint
probability of our architecture:
P (Z;y; ) = P (Zjy; )P (yj) =
Y
i
P (zijyi; )P (yij)
(1)
A key question in instantiating the architecture is: What is
P (zjy; )? (the probability that pointz was generated us-
ing the mapping functiony assuming a certain value for its
parameters). In this paper we analyze three possible cases:
1. A Gaussian joint distribution of input-output vectors:
P (zjy; ) = P ( ; jy; ) = N (( ; );y ;y) (2)
2. A Gaussian distribution with mean defined by the error
incurred in using the possibly non-linear functiony as
a mapping function, and a fixed, given variancey.
P (zjy; ) = N ( ;y(; );y) (3)
3. A comparison of distance measures among all func-
tions, it generates a competition among functions to
represent the data points, for example:





where is a given error norm, andj is thej-th map-
ping function. This can be written more generally as:





3 EM algorithms for Learning the Parame-
ters of the Model
The probabilistic parameter estimation problem is ap-
proached under the Expectation Maximization (EM) algo-
rithm framework [6] using the notation followed by [16].
The E-step consists of finding~P (y) = P (yjZ; ). It can be










The M-step consists of finding (t) =
argmax E ~P (t) [logP (y;Zj)]. In our case we can







~P (t)(yi)[logP (zijyi; )+logP (yij)]:
(7)
It is important to mention that this is valid ifP (z ij) de-
pends onyi and not onyj , for any j 6= i. Note that for
the distributions discussed above, this is true. We present
solutions for the cases described above. Due to space con-
straints, only final equations are shown.In case (1) we
have:












In this case, we can show that the SMA architecture param-
eter learning problem is neatly reduced to mixture of Gaus-
sian estimation, for which it is straightforward to estimate
 using EM. Moreover, the ML estimate of the conditional
distribution (the conditional distribution is of major impor-
tance because our problem consist in esimating from ob-
serving) P ( j; y; ) is also Gaussian, given by:










Therefore in case (1), each specialized functionk is just
the mean of the conditional distribution (conditioned on the
observationi and the function index);




 (   ); (10)
moreover we have an expression for the confidence on this
estimate given by the variance above. Thus, the set of func-
tionsk are linear in the input vector.
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( i   k(i; k))];(12)
whereE is the cost function found in Eq. 7. This gives the
following update rule fork (where Lagrange multipliers
were used to incorporate the constraint
P






P (yi = kjzi; ) (13)
The update ofk depends on the form ofk.
This case is of particular importance in justifying the ap-
proach presented in [20] from a probabilistic perspective.
In [20] output data (from	) is clustered using a mixture of
Gaussians models, and then for each cluster a multi-layer
perceptron is used to estimate the mapping from input to
output space. Let us consider the SMA obtained by choos-
ing k to be a multi-layer perceptron neural network. First
note that the bracketed term in Eq. 12 is equivalent to back-
propagation (assumingk = I).
Using a winner-take-all variant to update the gradient










> 1k ( i   k(i; k))];(14)
with Wk = fij argmaxj ~P (t)(yi = j) = kg (i.e.,use
a hard assignment of the data points to optimize each of
the functions, according to the posterior probability~P (t)).
Therefore we have that each of the specialized functions is
trained using backpropagation with a subset of the training
sets (moreover these subsets are disjoint)
Note that the maximization process that finds the setsWk
can also be stated as
argmax
j
P (zijyi = j; )P (yi = jj) (15)
The approach in [20] can then be explained within the
framework of SMA’s presented here by (1) performing the
E-step (i.e.,computing ~P (t)(yi)) once and therefore fixing
~P (t)(yi) throughout the whole optimization process, (2) us-
ing a winner-take-all variant for the M-step. Finally, (3)
the choice of a Gaussian cost function for clustering (done
in the E-step) is justified by choosingP (zij) to be a Gaus-
sian mixture, as suggested by Eq. 15. Let us call this special
version of case (2), case (2a).
In case (3) we have: Taking derivatives in Eq. 7 with
respect tok we obtain Eq. 13 as the update rule fork.










[P (zijyi = k; k)   ~Pi
(t)
(yi = k)] (16)
Note that, in keeping the formulation general, we have not
defined the form of the specialized functionsk in Eqs. 12
and 16. In both cases whether or not we can find a closed
form solution for the update ofk depends on the form of
k. For example ifk is a non-linear function, it is likely
that we may have to use iterative optimization to find(t)k .
In the case wherek yields a quadratic form fork then
a closed form update exists. Note also that the bracketed
term in Eq. 16 is the difference between prior and posterior
distributions (which gives an intuition on what the goal of
the process is), and only affects theimportanceor weight of
the contribution of each data point. The results from case
(3) will be evaluated experimentally in further work.
4 Feedback Matching
When generating an outputŷ given an inputx, we have a
series of output hypotheseŝY obtained usinĝyk = k(x),
with k 2 C. Given the setŶ, we define the most accu-
rate hypothesis to be that one that minimizes a function




> 1 ((ŷj)   x); (17)
where is the covariance matrix of the elements in the
set and i is the assigned label. It is important to notice
that the feedback matching could be used actively during
learning instead of using it only during inference to choose
among the set of hypotheses. The form of the cost func-
tion could vary, here (in Eq. 17)we have assumed that the
data from is Gaussian distributed. This is explained more
thoroughly in [20].
5 Experiments
Cases (1), (2) and (2a) of the described SMA formula-
tion were tested. The experimental setup is the same as that
used in [20]. We used a computer graphics based feedback
function [20], and Eq. 17 as feedback matching cost func-
tion.
The training data consisted of twelve sequences obtained
through 3D motion capture. As stated previously, training
data consists of set of example input-output pairs,( i; i).
The output consisted of 11 2D marker positions (projected
to the image plane using a perspective model) but linearly
encoded by eight real values using Principal Component
Analysis (PCA). The input consisted of seven real-valued
Hu moments computed on synthetically generated silhou-
ettes of the articulated figure. Input-output pairs were gen-
erated using computer graphics by sampling the equator of
the view-sphere to render 32 views [20].
We generated approximately 60,000 data vectors for
training (corresponding to 32 views) and 9,984 for test-
ing (also containing samples, equally distributed, from 32
views). The only free parameters in this test, related to the
given SMA’s, were (a) the number of specialized functions
used: 15, 5, 15 for cases (1) (2) and (2a) respectively and
(b) for case (2) and (2a) we chosek to be multi-layer per-
ceptrons with 16 hidden neurons. Note that several model
selection approaches could be used instead to choose the
number of parameters of the architecture (e.g.,Minimum
Description Length [18]).
Fig. 2 shows the body pose estimates obtained in several
single images coming from two different sequences at spe-
cific orientations (due to space limitations case (2) is not in-
cluded, in this case its performance is comparable with the
rest). The agreement between pose estimates and ground-
truth is easy to perceive for all sequences. Note that for
self-occluding configurations, pose estimation is harder, but
still the estimate is close to ground-truth. No human inter-
vention nor pose initialization is required.
Using the training and testing data described above, we
measured the average marker error for both models (as the
distance between reconstructed and ground-truth projected
marker position). With respect to the height of the body,
the mean and variance marker error were: (1) 2.82% and
0.09%, (2) 2.73% and 0.02%, (2a) 2.34% and 0.04% respec-
tively. Note the number of parameters in each model: (1)
3600 (2) 1205 (2a) 3615 . In case (1), the training was con-
siderably faster because of the extra processing time nec-
essary in (2) and (2a) for training each neural network once
the clustering or weights per sample is decided. The smaller
variance obtained in case (2) (in general a desirable behav-
ior) is probably due to thesoftsplits of the data used by the
learning algorithm. Inference required approximately the
same computational time per specialized function in each
case.
Fig. 3 shows the average marker error and variance per
body orientation. Note that in all cases the error is bigger for
orientations closer to=2 and3=2 radians. This intuitively
agrees with the notion that at those angles (side-view), there
is less visibility of the body parts.
5.1 Experiments using Real Visual Cues
For the next example, in Fig. 4 we test the system against
real segmented visual data, obtained from observing a hu-
man subject. Reconstruction for several relatively complex







Figure 3. Mean marker error and variance for cases
(1) (top-broken), (2) (middle-continuous) and (2a) (bottom-
broken) per view angle, sampled every2=32 radians.
action sequences is shown for both models. Note that even
though the characteristics of the segmented body differ from
the ones used for training, good performance is achieved.
Most frames are visually close to what can be thought as
the right pose reconstruction. Body orientation is also cor-
rect.
The following variables are believed to account the
most in performance: 1.) likelihood distribution choice
2.) enough data to account for observed configurations
3.) number of approximating functions with specialized do-
mains, 4.) differences in body characteristics used for train-
ing/testing, and 5.) discriminative power of the chosen im-
age features (Hu moments reduce the image interpretation
to a seven-dimensional vector).
6 Conclusion
We have proposed the use of a non-linear supervised
learning framework, Specialized Mappings Architecture
(SMA), for estimating human body pose from single im-
ages. A learning algorithm was developed for this architec-
ture using the framework of ML estimation, latent variable
models and Expectation Maximization. The implemented
algorithm for inference runs in linear timeO(M ) with re-
spect to the number of specialized functionsM .
The incorporation of the feedback step actively during
learning is an important possibility provided by SMA’s and
currently being considered. Note that so far the feedback
matching is used for inference only (for choosing among
the set of hypotheses). Feedback could also be used for
determining the distribution or importance of each training
sample with respect to each of the mapping functions.
In experiments, a SMA learns how to map low-level vi-
sual features to a higher level representation like a set of
joint positions of the body. Human pose reconstruction
from a single image is a particularly difficult problem be-
cause this mapping is highly ambiguous and complex. We
have obtained excellent results even using a very simple set
of image features, such as image moments. Choosing the
best subset of image features from a given set is by itself a
complex problem, and a topic of on-going research. This
is a very important step considering that low-level visual
features are relatively easily obtained using current vision
techniques.
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Figure 2. Example reconstruction of several testing sequences, each set (4 rows each) consists of input images, reconstruction
using case (1), reconstruction using case (2a), and ground-truth, shown every 25th frame. View angles are 0 and12=32 radians
respectively for each set. Note that these sequences have challenging configurations, body orientation is also recovered correctly.
(a)
(b)
Figure 4. Reconstruction obtained from segmenting a human subject (every 30th frame). Two sequencesare shown, each consists
of input sequence, case (1) and case (2a) reconstructions
