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INTRODUCCIÓN
La idea de escribir un libro de ejemplos econométricos aplicados a la 
macroeconomía colombiana, usando las estadísticas del siglo XX  publicadas por 
el Banco de la República (desde 1923) y el DANE, en el cual se pueda explicar las 
funciones descritas en un texto básico de macroeconomía,  forma parte de una moda 
que se ha impuesto en Colombia y el mundo en la primera década del siglo XXI; 
el mirar retrospectivamente y evaluar al siglo XX. Proliferan los libros que  hacen 
un resumen de lo que fue la política, la violencia, el arte, los deportes, en el pasado 
siglo; como  si algunos quisieran hacer un resumen del siglo en unos capítulos o 
una evaluación del siglo que se ha ido con el fin de sacar lecciones para el nuevo, 
pensando que tal vez se puede aplicar lo de “borrón y cuenta nueva”.  Me llamó 
la atención varios libros que se refieren a la evolución de la economía colombiana 
durante el siglo XX, crisis y escándalos financieros, etc., en los que se analiza y critica, 
con razón y sin razón,  los resultados de las diferentes políticas: cambiaria, fiscal, 
monetaria, empleo y otras; todos excelentes libros escritos por renombrados autores, 
que pueden ser entendidos incluso por legos en temas económicos. Estos libros 
incorporaran tablas,  recolectan  datos sin profundizar en el análisis  estadístico 
técnico o econométrico. Dados mis estudios y mi experiencia financiera adquirida 
en empresas del sector privado, donde me enseñaron que lo que se afirma debe 
ir acompañado de todos los estudios técnicos y cuantitativos necesarios, llegué a 
desarrollar una obsesión por lo numérico y sostener la idea de que en el mundo de la 
economía, aquello que no esté sustentado por estadísticas no es sostenible ni creíble. 
Consecuente con este principio, concluí que yo como profesor de macroeconomía, 
econometría y mercado de capitales, debía escribir un libro que, además de facilitarle 
la vida a mis estudiantes de econometría, involucrara todo lo anterior, que explicara 
a través de ejercicios econométricos, el comportamiento de las principales variables 
macroeconómicas en Colombia durante el siglo XX  y años recientes y poder concluir 
si los grandes debates sostenidos en las últimas décadas del siglo XX, como la relación 
entre dinero e inflación, déficit fiscal y altas tasas de interés, los diversos sistemas 
de tasas de cambio, la curva de Phillips y otros, se habían observado en Colombia 
y los más importante que se pudieran constatar a través de modelos sencillos. Por 
supuesto que los temas mencionados han sido ampliamente discutidos y publicados 
copiosamente por los académicos de prestigiosas universidades colombianas y 
funcionarios del Banco de la República, Planeación Nacional, Fedesarrollo, etc. pero 
no se encuentra un solo libro que los compendie todos. 
 Desde un principio se pensó que no sería un libro introductorio en economía 
(hay muchos en el mercado) sino dirigido a aquellos que quisieran profundizar 
en lo macroeconómico desde un enfoque estadístico-econométrico. Era claro, que 
sería un libro de econometría con ejemplos macroeconómicos y no un libro de 
macroeconomía. También,  un libro orientado a llenar un vacío académico dado 
que a la fecha  no hay un libro de econometría que explique la teoría con ejemplos 
colombianos sino que tradicionalmente se estudia con libros escritos por académicos 
estadounidenses con abundantes ejemplos relacionados con su país. Otra vez, 
reitero que en todos los programas de economía existentes en el país, estudiamos 
con artículos publicados por las prestigiosas entidades mencionadas haciendo falta 
una publicación que resuma o integre los diferentes temas teóricos con un enfoque 
econométrico. 
Dada la abundancia de libros de teoría macroeconómica y econométrica, no 
tiene sentido escribir largos capítulos sobre lo mismo, por lo tanto en este libro no 
se pretende explicar  teoría en profundidad  sino presentar introductoriamente 
la teoría macroeconómica en unas pocas ecuaciones (detalladas en el capítulo 1), 
seguida de los correspondientes modelos econométricos basados en las estadísticas 
colombianas a partir de 1923 hasta el año 2018, en fin, se pretende usar las 
herramientas econométricas para explicar diferentes fenómenos macroeconómicos 
de la Colombia del siglo XX. 
 La introducción teórica se basa en el modelo  macroeconómico desarrollado 
en el texto de Dornbusch y Fischer, el cual ha sido ampliamente aceptado a nivel 
mundial por ser aplicable a cualquier país. Este es un modelo sencillo e integrador de 
las principales variables macroeconómicas. En cuanto a la econometría, tampoco hay 
exposiciones teóricas o despeje de fórmulas; se presenta un listado de las principales 
pruebas usadas indicándose el objetivo de la misma, es decir, las hipótesis nula y 
alternativa se plantean conceptualmente.   Los modelos econométricos permitirán 
comprobar para cada caso si la teoría macroeconómica se cumplió o no en la 
Colombia del siglo XX, es decir, si se podría hablar de “leyes macroeconómicas” 
vigentes en nuestro país.
La segunda edición presenta actualizaciones de los modelos incluyendo 
estadísticas hasta 2017. Muchos modelos han sido corregidos después de escuchar 
sugerencias de los estudiantes y lectores.  
LIMITACIONES Y CONSIDERACIONES
La escritura de este libro presentó varias dificultades técnicas:
1. El uso de las estadísticas “correctas” 
En la páginas web  del Banco de la República y el DANE, los pies de página 
o información de las fuentes,  para dar un ejemplo, advierten sobre los cambios en 
el listado de bienes y servicios que componen la canasta familiar hechos a lo largo 
de la medición de la inflación desde enero de 1954 a la fecha; lo cual es el  resultado 
de los cambios en los hábitos de consumo de los colombianos, aparición de nuevos 
bienes y servicios como la desaparición de otros. Paralelamente ha habido cambios 
en la metodología de la medición de precios, cambios en las ponderaciones de los 
bienes, en las ponderaciones de las ciudades donde se hace la encuesta, desarrollos 
tecnológicos, etc. Por ejemplo en el archivo del índice de precios al consumidor, IPC, 
cuadro 1.2.1, Total nacional, serie por año, se lee en el pie de página: 
“Hasta diciembre de 1978 el IPC corresponde al empalme realizado por el 
DANE, tomando el promedio ponderado del índice de precios al consumidor 
de ingresos medios (33%) e ingresos bajos (67%). A partir de 1979 el IPC 
presentado corresponde al índice de precios al consumidor total nacional 
ponderado, publicado por el DANE, el cual ha cambiado de base en tres 
oportunidades: diciembre de 1988, diciembre de 1998 y la base actual diciembre 
2008 = 100, la cual incluye nuevo sistema de ponderaciones y nueva canasta de 
bienes y servicios”.
Igualmente, se ha dado cambios en la metodología de medición de la tasa de 
desempleo; del índice de la tasa de cambio real;  de medición del producto interno 
bruto, de la cual se ha cambiado de metodología en 1975, 1994, 2000 y 2005 y otros. 
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Es sabido que, el empalme de una serie es posible cuando a pesar de los 
cambios en el año base se conserva la metodología; por el contrario, el cambio de 
metodología aunque no cambie el año base puede generar dudas sobre la calidad 
de la serie; si esta queda bien construída. Esto ha llevado a algunos a pensar sobre la 
imposibilidad de hacer estudios serios sobre el siglo XX  debido a que:
1. no existen estadísticas sobre algunas series en varias décadas: por ejemplo, 
no existe medición del PIB real desde 1900 hasta 1925 pues la  primera 
aparece en 1926. Recuérdese que el Banco de la República se fundó en 1923.
2. el construir series empalmadas, aunque presenten cambios en la metodolo-
gía no es lo técnicamente correcto.
Frente a esto han surgido grupos de investigadores como GRECO 1 (Grupo 
de estudios de crecimiento económico colombiano) del Banco de la República 
que en Febrero de 1999, publicó unas series estadísticas (1905-1997) proyectadas 
con base en modelos econométricos con el fin de presentar series robustas que 
permitan hacer un análisis completo del siglo XX, eliminando el problema de los 
cambios de metodologías, por ejemplo; ante la alternativa actual de usar una serie 
de tasa de inflación medida para 1954-1996 en la cual se han dado varios  cambios 
metodológicos,  el reto es construir la misma serie para 1905-1954 (período para 
el cual no se ha medido la inflación) con el fin de obtener una serie con la misma 
metodología  para 1905-1996. En el estudio también se intentó proyectar el PIB para 
1905-1925 a partir de dos modelos econométricos; en el primero se usó la demanda 
de dinero como variable regresora y para el  segundo, se usó una función de comercio 
exterior, sin embargo, en la página 7, aparte 2.2 de dicho estudio se concluye que: 
“Como se deduce de lo anterior, nuestras estimaciones del PIB son precarias y 
provisionales, útiles mientras surgen las de otros investigadores y derivadas de 
métodos probablemente más directos y robustos.”
Aunque no hay duda que la intención de GRECO y su  trabajo es admirable, 
pues se está tratando de llenar un vacío, no hay duda que la conclusión expuesta 
revela la imposibilidad, en mi opinión, de construir cifras confiables para años o 
épocas pasadas en las cuales no existían registros o había poca cultura estadística; 
por más que se usen modelos sofisticados existentes y otros que se desarrollen 
en el futuro, siempre quedará la duda sobre que tan confiables o reales son; a no 
ser que viajemos en la máquina del tiempo para corroborar si la cifra es correcta o 
siquiera aproximada. Esto es más difícil que hacer un pronóstico econométrico pues 
es más fácil construir cifras futuras con base en las actuales y considerar diferentes 
escenarios dada la abundancia de estadísticas en Colombia y el mundo.  Además de 
GRECO, hay que mencionar a otros investigadores que han hecho trabajos similares, 
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como José Antonio Ocampo, Luis Jorge Garay y unas entidades que continuamente 
construyen estadísticas, la CEPAL y el FMI, cuyos trabajos son citados en el mismo 
trabajo de GRECO. Así estas proyecciones sean deficientes, van a ser usadas en 
este libro. Soy de quienes piensa  que es mejor un dato aproximado o deficiente 
a nada ya que este puede servir de guía. Quienes trabajamos con información 
estadística estamos acostumbrados a tomar los datos con reserva; sabemos de sus 
imperfecciones dadas las dificultades para obtener los datos reales como también 
diferimos sobre las metodologías; quien alguna vez no ha dudado de la veracidad 
de la tasa de desempleo o no se ha preguntado dónde merca el DANE?
Ahora, dado el creciente número de proyecciones de series para el siglo XX, 
además del reconocimiento de sus deficiencias, surge la pregunta, ¿Cuál de las 
presentadas por los diferentes investigadores, es la mejor? No todos se pondrán 
de acuerdo en la respuesta. Entonces, ¿qué alternativa queda para hacer un estudio 
del siglo XX? Creo que la única es el usar las estadísticas publicadas por el Banco 
de la República y el DANE, así no haya información para todos los años o todas 
las décadas del siglo XX;   se puede usar la inflación solamente a partir de 1954 y 
olvidarse de ésta para la primera mitad del siglo; e igualmente trabajar con el PIB 
desde 1926.   
2. Asumir el riesgo de empalmar algunas series en las que hay cambios   
 metodológicos
Se supone que no se puede empalmar una serie que ha cambiado de metodología 
dos o tres veces a lo largo del siglo XX como ya se dijo anteriormente. Veamos lo 
que hicieron para solucionar este problema,  Luis Eduardo Arango, Andrés Felipe 
García y Carlos Esteban Posada 2 en “La Metodología de la Encuesta Continua de 
Hogares y el Empalme de las series del mercado laboral urbano de Colombia”, 
investigadores del Banco de la República: compararon las tasas de desempleo, 1984-
2005, obtenidas con dos metodologías diferentes, la Encuesta Nacional de Hogares 
(ENH) para 1984-2001 y la Encuesta Continua de Hogares (ECH) para 2001-2005. 
En la página 1 de este trabajo, se muestra un gráfico que deja ver que la tasa de 
desempleo con la ENH para marzo 2001 era aproximadamente el 20% y con la ECH 
era de 17% aproximadamente, es decir, una diferencia de 3 puntos. Las diferencias 
seguirían existiendo al seguirse comparando las dos encuestas, pero, lo importante 
es que independiente de la metodología usada, ambas habrían captado la fuerte 
reducción de la tasa de desempleo que se da a partir de 2002; ambas mostrarían 
series con tasas de desempleo decrecientes, la tendencia,  así haya diferencia de unos 
dos puntos porcentuales (pág 18). Para un estudio de largo plazo, como el que nos 
proponemos hacer, lo más importante es la tendencia. 
Lo mismo ocurre con la inflación: haya cambios en la metodología o en la 
composición de los bienes de la canasta familiar, las mediciones diferentes captan 
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la inercia, la tendencia de la inflación; si bien es cierto que la inflación puede afectar 
a unos bienes más que a otros, de todos modos la inflación registrada bajo la nueva 
metodología, no debe ser muy diferente; da una idea de la inflación aproximada y 
vale la pena asumir el riesgo de incurrir en un márgen de error, a sabiendas,  con tal 
de poder llevar a cabo un ejercicio tentativo. Peor es nada. Tendríamos que esperar 
varios años o décadas para ver unos procedimientos que sean considerados como 
correctos para proceder a hacer una evaluación del siglo XX. Con todo respeto y con 
perdón de los puristas, muchos no estamos dispuestos a esperar tanto tiempo. 
3. Dejar que los números describan la realidad y que las limitaciones   
 teóricas no restrinjan la econometría ni sus conclusiones 
Es importante aclarar que la forma de trabajar la mayoría de los casos ha 
sido el de permitir que “la econometría hable” , usando los modelos teóricos como 
referencia pero sin limitarse a ellos, por ejemplo, para construir la función consumo 
o estudiar las variables que afectaron el consumo,  se tomaron las variables  que 
la teoría incluye en la función consumo descrita en el capítulo uno más otras que 
tradicionalmente no aparecen en los modelos teóricos, esto con el fin de aprovechar 
las ventajas del software y que las técnicas econométricas seleccionen entre muchas 
variables candidatas, aquellas estadísticamente significativas, descubriendo en 
algunos casos,  variables capaces de producir efectos insospechados y no tenidos 
en cuenta por los modelos.  Esto es opuesto a lo generalmente practicado en la 
teoría macroeconómica en la que se plantea un modelo que especifica las variables 
regresoras, lo que implica descartar otras, para pasar a concluir si un modelo es 
teóricamente válido o no. 
Un problema de la teoría económica es que muchos de los modelos que hoy 
se siguen usando como referencia fueron creados cuando las técnicas de medición 
económica no se habían desarrollado, cuando no se practicaban encuestas. La teoría 
está plagada de supuestos (competencia perfecta, rendimientos constantes a escala, 
información simétrica, racionalidad) que rara vez se cumplen. Muchos econometristas 
han caído en el error de manipular los datos con el fin de que la realidad se ajuste 
a la teoría cuando lo racional sería lo contrario.  El desarrollo de la econometría 
en los últimos treinta años puede demostrar que muchos planteamientos de la 
teoría clásica-keynesiana de la micro y macro, aunque acertados en lo fundamental, 
hoy se quedan cortos describiendo la realidad pues nuevas variables o factores 
han aparecido como variables regresoras,  además de las sinergias o interacciones 
(multicolinealidad) que se dan entre las variables que exigen un tratamiento desde 
el punto de vista econométrico  que puede alterar la estructura original del modelo 
ya sea descartando las variables descritas por la teoría e introduciendo otras. Al 
dejar que la econometría hable se pone a prueba la teoría y su capacidad de describir 
la cambiante realidad.
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Con vbase en loa anterior, los modelos de ecuaciones simultáneas como 
Variables Instrumentales y Mínimos Cuadrados en dos etapas, fueron ensayados 
y descartados. Abundantes son las referencias bibliográficas que mencionan las 
limitaciones de estos: dificultad en eliminar la multicolinealidad, la dificultad en 
seleccionar una adecuada variable instrumental; acumulación de errores que se 
transmiten de ecuación a ecuación; retricciones en los parámetros, etc. Tampoco se 
usó el VAR (Vectores Autorregresivos) porque genera multicolinealidad y confusión 
con los signos de las variables.
4. El nivel de la Econometría usado 
En cuanto al nivel de sofisticación de los modelos y de la econometría aplicada 
en este libro es al que tienen acceso mis estudiantes de pregrado en los dos cursos de 
Econometría en el programa de  Economía de la Universidad Libre, seccional Cali. El 
primer curso (primera mitad del libro de Gujarati) profundiza en la teoría del modelo 
de regresión por mínimos cuadrados ordinarios y las pruebas de los supuestos; el 
segundo curso (segunda mitad de Gujarati) tiene un enfoque más aplicado debido a 
la complejidad matemática de los temas. Me he basado en el mismo enfoque usado 
en los cursos de pregrado de algunas  universidades colombianas,  norteamericanas 
e inglesas. 
 No se pretende aplicar complejos modelos teóricos sino aquellos prácticos y 
concluyentes, siguiendo el principio “la belleza” de un modelo econométrico reside 
en su sencillez y capacidad de aportar resultados pragmáticos y comprensibles. 
Tampoco se pretende aplicar todas las técnicas econométricas descritas en un libro 
de econometría sino de usar estrictamente las esenciales que permitan obtener 
conclusiones claras. 
5. Los datos
La materia prima del análisis econométrico son las estadísticas, que para 
el caso nuestro, éstas son de fácil consecución y han sido sistematizadas por las 
fuentes en sus páginas de Internet. Las estadísticas a ser empleadas son nacionales 
e internacionales:
• Colombianas: Banco de la República, DANE, Departamento Nacional de 
Planeación y Bolsa de Valores de Colombia. Algunas de las estadísticas 
del DANE y del Banco de la República han estado sujetas a cambios en 
la reclasificación y  redefinición de cuentas, sin embargo, los cambios no 
alteran radicalmente la esencia de la serie.  
• Extranjeras: bancos centrales de países que tienen amplio comercio 
internacional con Colombia como Venezuela y Estados Unidos; la Secretary 
of Commerce  y la Security Exchange Commission, ambas de Estados 
Unidos.
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• Organismos Multilaterales: Fondo Monetario Internacional; Banco Mundial.
 
6. El software 
Para la aplicación de los modelos se usó el software “Eviews 10” el cual es la 
última versión. Este software es ampliamente conocido y usado a nivel académico y 
profesional internacionalmente. 
Algunos pares evaluadores  sugirieron construir tablas o cuadros con textos 
en español para presentar los resultados de las regresiones que son publicados en 
inglés por Eviews; otros profesores que leyeron el borrador y varios estudiantes 
consultados concluyeron que los cuadros de Eviews tienen una presentación muy 
“amigable” al estudiante de econometría, además de la conveniencia de que el 
estudiante se familiarice con los términos econométricos en inglés ya que la mayoría 
de los paquetes econométricos más populares vienen en inglés y no tienen versión 
en español. La mayoría de los cuadros se presentan en inglés tal como el Eviews 
los presenta. Al final de cada caso se presenta un cuadro en español que resume las 
pruebas que deciden si el modelo está bueno o malo. 
Importantísimo saber que todos los ejercicios están grabados en un CD que 
se entrega con el libro o que podrán ser bajados desde una página web. 
NOTAS
GRECO. “El desempeño macroeconómico colombiano. Series estadísticas: 1905 
- 1997”. Segunda versión. Banco de La República. Febrero de 1999.  GRECO (Grupo 
de estudios de crecimiento económico colombiano)
Arango, Luis Eduardo, Andrés Felipe García y Carlos Esteban Posada (2008). 
La Metodología de la Encuesta Continua de Hogares y el empalme de las series del 
mercado laboral urbano de Colombia. Revista Sociedad y Desarrollo. Universidad 
de los Andes-CEDE. 
CAPÍTULO 1
EL MARCO TEÓRICO MACROECONÓMICO
En este capítulo  se presentan las ecuaciones macroeconómicas básicas a ser 
tratadas en el libro. Se ha tomado el modelo de oferta y demanda agregada desarrollado 
por Rudiger Dornbusch y Stanley Fischer en su libro MACROECONOMÍA1 en sus 
varias  ediciones. El modelo se expone completamente con el fin de que el lector 
comprenda que la economía funciona como un sistema integral, compuesto de 
partes que interactúan. Consta de una serie de ecuaciones sencillas que recogen las 
variables más importantes de la economía colombiana, tanto del sector real como 
del monetario y el de comercio exterior. Varias de las funciones detalladas en este 
capítulo, servirán de fundamento teórico para construir las regresiones: función 
consumo, función de inversión, función de impuestos; funciones de exportaciones e 
importaciones, demanda de dinero; curva de Phillips; demanda y oferta agregada. 
La simpleza del modelo coincide con la realidad colombiana que se describe 
en las publicaciones especializadas y en los medios de comunicación, como se 
irá demostrando en los siguientes capítulos; por ejemplo, la función de consumo 
depende de los niveles de ingreso disponible, lo cual es típico de los países en vía de 
desarrollo y con un sector financiero reducido. En la función de inversión se muestra 
la alta dependencia de ésta variable de las tasas de crédito; las exportaciones son 
altamente exógenas, dependiendo del crecimiento de Venezuela y Estados Unidos. 
En las ecuaciones del sector monetario, se da un papel preponderante a la tasa 
de crecimiento de los medios de pago y su impacto en la tasa de inflación, hecho que 
concuerda con la realidad colombiana. Igualmente el modelo  plantea una forma 
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simple y práctica de hallar la tasa natural de desempleo y el producto interno bruto 
potencial; los resultados obtenidos son bastante cercanos a la realidad colombiana. 
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1949 43,6 3,5 18,4 3,9 5,8 0,9 5,5 12,8 5,5 
1950
                           
37,8 
                
3,5 
                          
18,7 
                         
2,7 
                  
5,0 
                        
0,9 
                  
4,6 
                      
17,4 
               
12,8 
1951
                           
37,1 
                
3,8 
                          
18,7 
                         
2,5 
                  
5,4 
                        
0,9 
                  
5,0 
                      
17,5 
               
12,6 
1952
                           
37,3 
                
3,6 
                          
18,7 
                         
2,5 
                  
5,8 
                        
0,9 
                  
4,9 
                      
17,5 
               
12,2 
1953
                           
35,2 
                
3,5 
                          
19,1 
                         
2,9 
                  
5,9 
                        
1,0 
                  
5,2 
                      
18,5 
               
12,0 
1954
                           
33,8 
                
3,4 
                          
19,3 
                         
3,6 
                  
6,1 
                        
1,0 
                  
4,8 
                      
19,5 
               
11,7 
1955
                           
33,3 
                
3,4 
                          
19,7 
                         
3,7 
                  
6,5 
                        
1,1 
                  
4,8 
                      
18,9 
               
11,8 
1956
                           
33,1 
                
3,5 
                          
20,2 
                         
3,7 
                  
6,4 
                        
1,1 
                  
4,8 
                      
18,3 
               
12,0 
1957
                           
34,3 
                
3,6 
                          
20,6 
                         
3,4 
                  
6,0 
                        
1,2 
                  
4,6 
                      
17,2 
               
12,2 
1958
                           
34,6 
                
3,6 
                          
20,9 
                         
3,2 
                  
5,5 
                        
1,2 
                  
4,8 
                      
16,8 
               
12,5 
1959
                           
33,8 
                
3,9 
                          
21,0 
                         
3,3 
                  
5,5 
                        
1,3 
                  
4,5 
                      
17,4 
               
12,2 
1960
                           
32,5 
                
3,8 
                          
21,3 
                         
3,0 
                  
5,8 
                        
1,4 
                  
4,7 
                      
18,0 
               
12,4 
1961
                           
32,1 
                
3,4 
                          
21,4 
                         
3,2 
                  
6,0 
                        
1,4 
                  
4,8 
                      
18,1 
               
12,4 
1962
                           
31,5 
                
3,2 
                          
21,5 
                         
3,3 
                  
6,0 
                        
1,6 
                  
4,8 
                      
18,4 
               
12,3 
1963                            30,6                 3,5                           21,8                          2,9                   6,2                         1,6                   5,0                       18,4                12,7 
1964
                           
30,5 
                
3,6 
                          
21,7 
                         
2,7 
                  
6,1 
                        
1,7 
                  
4,9 
                      
18,8 
               
12,6 
1965
                           
26,4 
                
3,4 
                          
21,0 
                         
3,0 
                  
6,8 
                        
1,2 
                  
7,1 
                      
17,3 
               
13,4 
1966
                           
25,8 
                
3,1 
                          
20,6 
                         
3,1 
                  
6,9 
                        
1,3 
                  
7,0 
                      
17,7 
               
13,2 
1967
                           
26,6 
                
2,9 
                          
21,1 
                         
3,6 
                  
6,7 
                        
1,4 
                  
7,0 
                      
17,5 
               
13,1 
1968
                           
26,7 
                
2,5 
                          
21,2 
                         
3,7 
                  
6,6 
                        
1,4 
                  
6,8 
                      
17,7 
               
12,8 
1969
                           
26,0 
                
2,8 
                          
21,4 
                         
3,7 
                  
6,7 
                        
1,4 
                  
6,7 
                      
18,2 
               
12,6 
1970
                           
25,3 
                
2,7 
                          
21,4 
                         
3,5 
                  
7,0 
                        
1,4 
                  
6,9 
                      
18,8 
               
12,4 
1971
                           
24,1 
                
2,5 
                          
21,9 
                         
3,4 
                  
7,1 
                        
1,5 
                  
7,3 
                      
19,7 
               
12,5 
1972
                           
24,1 
                
2,5 
                          
22,5 
                         
3,3 
                  
7,2 
                        
1,6 
                  
7,4 
                      
19,4 
               
12,1 
1973
                           
23,1 
                
2,4 
                          
22,9 
                         
3,7 
                  
7,5 
                        
1,7 
                  
7,4 
                      
19,5 
               
12,0 
                                                                                                                                                                                               
1974 23,1 1,7 23,5 3,8 7,7 1,7 7,1 19,8 11,9 
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1949 43,6 3,5 18,4 3,9 5,8 0,9 5,5 12,8 5,5 
1950
                           
37,8 
                
3,5 
                          
18,7 
                         
2,7 
                  
5,0 
                        
0,9 
                  
4,6 
                      
17,4 
               
12,8 
1951
                           
37,1 
                
3,8 
                          
18,7 
                         
2,5 
                  
5,4 
                        
0,9 
                  
5,0 
                      
17,5 
               
12,6 
1952
                           
37,3 
                
3,6 
                          
18,7 
                         
2,5 
                  
5,8 
                        
0,9 
                  
4,9 
                      
17,5 
               
12,2 
1953
                           
35,2 
                
3,5 
                          
19,1 
                         
2,9 
                  
5,9 
                        
1,0 
                  
5,2 
                      
18,5 
               
12,0 
1954
                           
33,8 
                
3,4 
                          
19,3 
                         
3,6 
                  
6,1 
                        
1,0 
                  
4,8 
                      
19,5 
               
11,7 
1955
                           
33,3 
                
3,4 
                          
19,7 
                         
3,7 
                  
6,5 
                        
1,1 
                  
4,8 
                      
18,9 
               
11,8 
1956
                           
33,1 
                
3,5 
                          
20,2 
                         
3,7 
                  
6,4 
                        
1,1 
                  
4,8 
                      
18,3 
               
12,0 
1957
                           
34,3 
                
3,6 
                          
20,6 
                         
3,4 
                  
6,0 
                        
1,2 
                  
4,6 
                      
17,2 
               
12,2 
1958
                           
34,6 
                
3,6 
                          
20,9 
                         
3,2 
                  
5,5 
                        
1,2 
                  
4,8 
                      
16,8 
               
12,5 
1959
                           
33,8 
                
3,9 
                          
21,0 
                         
3,3 
                  
5,5 
                        
1,3 
                  
4,5 
                      
17,4 
               
12,2 
1960
                           
32,5 
                
3,8 
                          
21,3 
                         
3,0 
                  
5,8 
                        
1,4 
                  
4,7 
                      
18,0 
               
12,4 
1961
                           
32,1 
                
3,4 
                          
21,4 
                         
3,2 
                  
6,0 
                        
1,4 
                  
4,8 
                      
18,1 
               
12,4 
1962
                           
31,5 
                
3,2 
                          
21,5 
                         
3,3 
                  
6,0 
                        
1,6 
                  
4,8 
                      
18,4 
               
12,3 
1963                            30,6                 3,5                           21,8                          2,9                   6,2                         1,6                   5,0                       18,4                12,7 
1964
                           
30,5 
                
3,6 
                          
21,7 
                         
2,7 
                  
6,1 
                        
1,7 
                  
4,9 
                      
18,8 
               
12,6 
1965
                           
26,4 
                
3,4 
                          
21,0 
                         
3,0 
                  
6,8 
                        
1,2 
                  
7,1 
                      
17,3 
               
13,4 
1966
                           
25,8 
                
3,1 
                          
20,6 
                         
3,1 
                  
6,9 
                        
1,3 
                  
7,0 
                      
17,7 
               
13,2 
1967
                           
26,6 
                
2,9 
                          
21,1 
                         
3,6 
                  
6,7 
                        
1,4 
                  
7,0 
                      
17,5 
               
13,1 
1968
                           
26,7 
                
2,5 
                          
21,2 
                         
3,7 
                  
6,6 
                        
1,4 
                  
6,8 
                      
17,7 
               
12,8 
1969
                           
26,0 
                
2,8 
                          
21,4 
                         
3,7 
                  
6,7 
                        
1,4 
                  
6,7 
                      
18,2 
               
12,6 
1970
                           
25,3 
                
2,7 
                          
21,4 
                         
3,5 
                  
7,0 
                        
1,4 
                  
6,9 
                      
18,8 
               
12,4 
1971
                           
24,1 
                
2,5 
                          
21,9 
                         
3,4 
                  
7,1 
                        
1,5 
                  
7,3 
                      
19,7 
               
12,5 
1972
                           
24,1 
                
2,5 
                          
22,5 
                         
3,3 
                  
7,2 
                        
1,6 
                  
7,4 
                      
19,4 
               
12,1 
1973
                           
23,1 
                
2,4 
                          
22,9 
                         
3,7 
                  
7,5 
                        
1,7 
                  
7,4 
                      
19,5 
               
12,0 
                                                                                                                                                                                               
1974 23,1 1,7 23,5 3,8 7,7 1,7 7,1 19,8 11,9 
                                                                                                                                                                                               
1976
                           
23,5 
                
1,6 
                          
23,1 
                         
3,5 
                  
7,6 
                        
1,8 
                  
7,2 
                      
20,0 
               
12,1 
1977
                           
23,3 
                
1,3 
                          
22,5 
                         
3,6 
                  
7,9 
                        
1,9 
                  
7,4 
                      
20,0 
               
12,2 
1978
                           
23,2 
                
1,2 
                          
22,9 
                         
3,2 
                  
8,1 
                        
2,0 
                  
7,3 
                      
20,0 
               
12,0 
1979
                           
23,1 
                
1,1 
                          
23,0 
                         
3,0 
                  
8,2 
                        
2,1 
                  
7,3 
                      
19,7 
               
11,8 
1980
                           
22,7 
                
1,3 
                          
22,4 
                         
3,4 
                  
8,0 
                        
2,3 
                  
7,8 
                      
19,9 
               
11,7 
1981
                           
22,9 
                
1,3 
                          
21,3 
                         
3,5 
                  
8,0 
                        
2,4 
                  
8,0 
                      
20,3 
               
11,8 
1982
                           
22,3 
                
1,3 
                          
20,8 
                         
3,6 
                  
8,3 
                        
2,6 
                  
8,2 
                      
20,5 
               
12,0 
1983
                           
22,5 
                
1,5 
                          
20,7 
                         
4,0 
                  
8,1 
                        
2,6 
                  
7,9 
                      
20,6 
               
12,2 
1984
                           
22,2 
                
1,7 
                          
21,2 
                         
4,1 
                  
7,8 
                        
2,8 
                  
8,3 
                      
19,5 
               
12,1 
1985
                           
21,9 
                
2,3 
                          
21,2 
                         
4,4 
                  
7,7 
                        
2,8 
                  
8,4 
                      
19,1 
               
12,0 
1986
                           
21,4 
                
3,6 
                          
21,2 
                         
4,3 
                  
7,3 
                        
2,7 
                  
8,4 
                      
18,8 
               
11,8 
1987
                           
21,6 
                
4,2 
                          
21,4 
                         
3,7 
                  
7,2 
                        
2,6 
                  
8,5 
                      
18,8 
               
11,7 
1988
                           
21,3 
                
4,2 
                          
21,0 
                         
4,0 
                  
7,1 
                        
2,7 
                  
8,8 
                      
19,4 
               
11,6 
1989
                           
21,5 
                
4,6 
                          
21,4 
                         
3,6 
                  
7,0 
                        
2,8 
                  
8,8 
                      
19,1 
               
11,5 
1990
                           
21,8 
                
4,6 
                          
21,4 
                         
3,0 
                  
6,8 
                        
2,9 
                  
8,7 
                      
19,3 
               
11,3 
1991
                           
22,3 
                
4,5 
                          
21,1 
                         
2,9 
                  
6,9 
                        
3,0 
                  
8,5 
                      
19,4 
               
11,5 
1992
                           
21,0 
                
4,2 
                          
21,2 
                         
3,0 
                  
7,0 
                        
2,9 
                  
9,2 
                      
19,3 
               
11,3 
1993
                           
20,6 
                
3,9 
                          
20,5 
                         
3,4 
                  
6,9 
                        
3,0 
                  
8,8 
                      
19,7 
               
11,1 
1994
                           
19,6 
                
3,7 
                          
19,7 
                         
3,8 
                  
7,0 
                        
2,8 
                  
8,5 
                      
20,8 
               
11,1 
1995
                           
19,3 
                
4,3 
                          
19,0 
                         
3,7 
                  
6,7 
                        
3,0 
                  
8,6 
                      
21,6 
               
10,8 
1996
                           
19,0 
                
4,5 
                          
18,1 
                         
3,7 
                  
6,9 
                        
3,2 
                  
9,4 
                      
21,7 
               
11,1 
1997
                           
18,3 
                
4,6 
                          
18,0 
                         
3,5 
                  
6,8 
                        
3,4 
                  
9,5 
                      
21,8 
               
11,1 
1998
                           
18,2 
                
4,9 
                          
17,9 
                         
3,2 
                  
6,8 
                        
3,5 
                  
9,6 
                      
21,1 
               
11,2 
1999 18,2 5,2 18,0 3,1 6,8 3,7 9,1 21,2 11,3 
(1)Incluye agricultura, ganadería, caza, silvicultura y pesca. (2) Incluye artesanías. (3) Incluye servi-
cios públicos (4) Incluye seguros (5) Incluye alquileres y rentas 
Fuente: Cálculos del autor con datos del Banco de la República, DANE y DNP.
1975 23,9 1,7 23,2 3,3 7,5 1,8 7,0 20,1 12,1 
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• la construcción ha permanecido fluctuando entre el 2.5% y el 5%. Como 
resultado de la crisis del UPAC 3 se contrajo entre 1995 y 1999.
• El transporte en 1925 participaba con el 2.3%, alcanzó su máximo nivel en 
1982 con el 8.3% y a partir de ese año ha venido reduciéndose hasta el 6.8% 
en 1999.
• La energía y comunicaciones han venido aumentando su participación en 
forma lenta pero constante, desde un 0.4% hasta el 3.7%.
• El gobierno empezó con el 5.7% y terminó en 1999 con el 9.1%; fluctua- 
ciones dentro de una tendencia creciente.









1930 1940 1950 1960 1970 1980 1990
Agropecuario Comercio y Financiero




Fuente: Cálculos del autor. Datos del Banco de la República, DANE y DNP.
En conclusión, el fin del siglo XX se caracteriza por una situación preocupante en 
cuanto al grado de desarrollo de los diferentes sectores de la economía colombiana. Los 
sectores de mayor crecimiento son  el comercio-financiero, la minería y el de energía-
comunicaciones mientras que el manufacturero, la construcción y el transporte 
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• la construcción ha permanecido fluctuando entre el 2.5% y el 5%. Como 
resultado de la crisis del UPAC 3 se contrajo entre 1995 y 1999.
• El transporte en 1925 participaba con el 2.3%, alcanzó su máximo nivel en 
1982 con el 8.3% y a partir de ese año ha venido reduciéndose hasta el 6.8% 
en 1999.
• La energía y comunicaciones han venido aumentando su participación en 
forma lenta pero constante, desde un 0.4% hasta el 3.7%.
• El gobierno empezó con el 5.7% y terminó en 1999 con el 9.1%; fluctua- 
ciones dentro de una tendencia creciente.









1930 1940 1950 1960 1970 1980 1990
Agropecuario Comercio y Financiero




Fuente: Cálculos del autor. Datos del Banco de la República, DANE y DNP.
En conclusión, el fin del siglo XX se caracteriza por una situación preocupante en 
cuanto al grado de desarrollo de los diferentes sectores de la economía colombiana. Los 
sectores de mayor crecimiento son  el comercio-financiero, la minería y el de energía-
comunicaciones mientras que el manufacturero, la construcción y el transporte 
se contraen. Mientras el sector comercio-financiero crece, los otros sectores que 
supuestamente deberían crecer paralelamente a este, se contraen en forma sostenida, 
es decir, que no se benefician del crecimiento del comercio-financiero. A lo largo del 
siglo XX, Colombia pasa de ser una economía agropecuaria para convertirse en una 
economía liderada por el sector comercio-financiero a pesar de que a lo largo del 
siglo otros sectores como las exportaciones agropecuarias y la construcción fueron 
 euq sam nageuj  on serotces sotse  ,XX olgis led lanif lA  .aímonoce al ed serotom
un papel secundario en el desarrollo económico del país,  sectores cuyo desempeño 
depende de  circunstancias coyunturales nacionales o internacionales. La expansión 
o contracción de los sectores se debe a los estímulos o desestìmulos de las políticas 
económicas. En conclusión, los cuadros anteriores  dan a entender que en Colombia, 
durante el sigo XX,  fue mejor comerciar e intermediar que producir. Porqué?, fue 
bueno o malo? Se deja al lector desarrollar este interrogante.
























1994 14,8 3,5 3,2 14,9 7,4 12,5 7,3 21,6 34,1
1995 14,6 3,8 3,1 14,9 7,2 12,3 7,4 23,1 35,4
1996 14,2 4,0 3,2 14,4 6,2 11,9 7,5 24,4 36,3
1997 13,8 4,0 3,1 14,0 6,1 11,7 7,7 24,6 36,4
1998 13,7 4,6 3,2 13,9 5,6 11,5 7,8 23,8 35,3
1999 14,3 5,6 3,2 13,3 4,3 10,1 8,0 22,8 32,9
2000 14,4 4,9 3,1 14,4 4,0 10,6 7,9 21,2 31,8
2001 14,2 4,5 3,2 14,4 4,1 10,7 8,1 21,4 32,1
2002 13,9 4,4 3,1 14,5 4,5 10,7 8,1 21,3 32,1
2003 13,8 4,9 3,1 14,6 4,9 10,9 8,1 21,9 32,8
2004 13,4 4,8 3,0 14,9 5,3 11,2 8,2 22,1 33,3
2005 13,0 4,6 3,0 14,8 5,6 11,5 8,2 22,1 33,6
2006 12,5 4,3 2,9 15,3 6,0 11,9 8,4 20,6 32,5
2007 11,9 4,2 2,8 15,8 6,4 12,2 8,8 21,3 33,5
Fuente: Cálculos del autor con base en  datos del Banco de la República, DANE y DNP, los cuales 
han sido construídos con la nueva metodología de las nuevas cuentas nacionales, 1993.
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Cuadro 3.2.3. Evolución de la Participación Sectorial con respecto al PIB real. 

























2005 7.4 5.3 3.6 15.0 6.0 16.6 2.5 3.0 19.6
2006 7.0 5.1 3.6 15.1 6.2 16.7 2.7 3.0 19.7
2007 6.9 4.8 3.5 15.2 6.2 16.9 2.9 3.2 20.1
2008 6.6 5.1 3.4 14.8 6.6 16.9 2.8 3.4 20.3
2009 6.5 5.7 3.4 14.1 6.8 16.7 2.6 3.5 20.2
2010 6.2 6.0 3.4 13.8 6.3 16.8 2.9 3.5 20.3
2011 5.9 6.4 3.3 13.5 6.7 16.8 2.9 3.6 20.4
2012 5.6 6.5 3.2 13.1 6.8 16.7 2.9 3.7 20.4
2013 6.0 6.5 3.2 12.7 6.5 16.8 3.0 3.9 20.7
2014 5.9 6.2 3.2 12.6 7.0 16.8 3.0 4.1 20.9
2015 6.0 5.9 3.1 12.4 7.2 16.8 3.0 4.3 21.1
2016 6.0 5.6 3.0 12.5 7.3 16.8 2.9 4.5 21.3
2017 6.2 5.3 3.0 12.0 7.0 16.7 2.8 4.7 21.4
Fuente: Cálculos del autor con base en datos del Banco de la República, DANE y DNP, los cuales han 
sido construídos con la nueva metodología de las nuevas cuentas nacionales, 2005
Observando los comportamientos sectoriales a partir del año 2000, en el 
cuadro 3.2.2,  vemos una recuperación del sector manufacturero, de la construcción, 
transporte y comunicaciones. El sector financiero tuvo la máxima participación en 
1997, sin embargo, la última columna muestra la suma del comercio y financiero 
que los ubica como los de mayor peso relativo (mayor al 30%) en la economía 
colombiana. Este comportamiento ha generado muchas críticas entre los detractores 
del sistema financiero. En su defensa, se podría argumentar que para que se dé la 
expansión en los otros sectores se necesitan mayores redes comerciales y financieras. 
Para terminar la discusión habrìa que estudiar a donde se dirige el crédito financiero, 
competitividad del sector financiero, márgenes de intermediación, etc., temas que 
no son del ámbito de este libro.
En cuanto el cuadro 3.2.3, aparentemente, el cambio de la metodología 
del DANE en 2005, hizo qu el peso de varios sectores se redujera drásticamente: 
agropecuario, financiero, transporte y comunicaciones. 
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poblacional, 1926-2007
Según las estadísticas, en el año 1925, Colombia tenía aproximadamente 
6.724.000 habitantes y para el año 2007 estos fueron  43.926.034, implicando una 
tasa promedio de crecimiento anual de la población del 2.22% aproximadamente  Es 
importante aclarar que estas estadísticas están siendo revisadas 4 
El cuadro 3.3.1 presenta la tasa de crecimiento anual del pib real (serie yr), la 
tasa anual de crecimiento de la población (tp) y el cambio porcentual del ingreso per 
cápita real (ypc) en pesos colombianos. Expresar el ypc en dólares es poco confiable 
dado que la tasa de cambio nominal  no corresponde a la determinada por los 
mercados porque la tasa estuvo fijada o manipulada por los gobiernos de diferentes 
formas durante casi todo el siglo XX. 
 La serie ypc se obtiene:   Ypc = { [(1+(yr / 100)) / (1+(tp / 100))]-1}*100
La variable pc mide los cambios en el ingreso per cápita de los colombianos, y 
 al etnematcerroc ajelfer in ollorrased ed levin led rodidem nu se on ,odibas se omoc
distribución del ingreso pero al menos da una idea de mejoría o empeoramiento de 
las condiciones de vida coyunturales sufridas por la población dada una expansión 
o una contracción económica.
El gráfico 3.3.1 muestra el comportamiento de tp desde 1925 hasta el 2007. 
Sorprende los cambios bruscos en las décadas de los 1930s  y 1940s. Estos pueden 
deberse a probables errores en los censos o a las crisis económicas que incidieron en 
una menor natalidad. A partir de los 1950s se dispara el crecimiento poblacional del 
2.2%  al 3.1% que es la tasa más alta del siglo y que corresponde al año 1965. Nótese 
que durante la década de los 1950s la tasa crece a un ritmo decreciente, sin embargo, 
la década de los 1960s fue la de mayor crecimiento poblacional y desde entonces la 
tasa empieza a reducirse en forma constante hasta el 1.2% en el 2007. La reducción se 
debió a varios factores: primeramente, a la introducción de la planificación familiar 
desde finales de los 1960s, al efecto conjunto de la carencia de infraestructura rural 
y la violencia política que produjeron el desplazamiento de la población del campo 
a la ciudad y sin duda a la   emigración que empezó en los 1960s pero que se aceleró 
en los últimos 10 años  por la  recesión de 1996-2002 (ver cuadro 3.3.1)  y la violencia. 
De acuerdo a estudios basados en el censo del DANE de 2005, entre 3 y 4.5 millones 
de colombianos abandonaron el país en los últimos 10 años y entre el 10% y 12% de 
los colombianos vive en el exterior  5
El gráfico 3.3.2 compara las series yr, tp, ypc: aparentemente la tasa poblacional 
es estacionaria pero un análisis detallado de la misma como el gráfico 3.3.1 muestra 
que esta ha sido volátil a lo largo del siglo; de hecho, el cuadro 3.2.2. muestra 
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los resultados de la prueba de estacionariedad Phillips-Perron (PP) para la tasa 
poblacional que indica que esta serie es I(1), es decir, necesita ser diferenciada una 
vez para que se convierta en estacionaria mientras que la tasa del pib real es I(0).  El 
gráfico muestra que el comportamiento del ingreso per cápita ha estado determinado 
principalmente por el comportamiento del pib real ante la lentitud con que  se redujo 
la tasa de crecimiento de la población.
Para el futuro, debido a que la tasa de crecimiento difícilmente se reducirá por 
debajo del 1.2% actual (de ocurrir empezaría a afectar el crecimiento de la demanda), 
la mejoría del ingreso per cápita dependerá esencialmente de lo que se haga para 
acelerar el crecimiento económico y de la forma como este beneficie masivamente a 
la población. 
 Cuadro 3.3.1. Comportamiento de yr, tp, ypc, 1925-2007.
Año yr tp ypc Año yr tp ypc Año yr tp ypc
1926 9,5 2,0 7,4 1954 6,9 2,9 3,9 1982 0,9 2,2 -1,2
1927 9,0 2,0 6,9 1955 3,9 3,0 0,9 1983 1,6 2,2 -0,6
1928 7,4 2,0 5,2 1956 4,1 3,0 1,0 1984 3,4 2,1 1,2
1929 3,6 2,0 1,6 1957 2,2 3,0 -0,8 1985 3,1 2,1 1,0
1930 -8,6 2,0 -10,4 1958 2,5 3,0 -0,5 1986 5,8 2,1 3,7
1931 -1,6 1,6 -3,2 1959 7,2 3,0 4,1 1987 5,4 2,1 3,2
1932 6,6 2,4 4,2 1960 4,3 3,0 1,2 1988 4,1 2,1 1,9
1933 5,6 2,0 3,6 1961 5,1 3,0 2,0 1989 3,4 2,1 1,3
1934 6,3 2,0 4,2 1962 5,4 3,0 2,3 1990 4,3 2,0 2,2
1935 2,4 2,0 0,4 1963 3,3 3,0 0,2 1991 2,0 2,1 -0,1
1936 5,3 2,0 3,2 1964 6,2 3,0 3,1 1992 4,0 2,0 2,0
1937 1,6 2,0 -0,4 1965 3,6 3,1 0,5 1993 5,4 1,9 3,4
1938 6,5 2,0 4,4 1966 5,2 2,9 2,3 1994 5,8 1,8 3,9
1939 6,1 2,2 3,8 1967 4,1 2,9 1,2 1995 5,8 1,7 4,1
1940 2,2 1,7 0,4 1968 5,9 2,9 2,9 1996 2,1 1,6 0,5
1941 1,7 2,7 -1,0 1969 6,1 2,9 3,2 1997 3,4 1,5 1,9
1942 0,2 2,2 -2,0 1970 6,2 2,8 3,4 1998 0,6 1,4 -0,9
1943 0,4 2,2 -1,8 1971 6,0 2,4 3,5 1999 -4,2 1,4 -5,5
1944 6,8 2,2 4,4 1972 7,7 2,4 5,2 2000 2,9 1,3 1,6
1945 4,7 2,2 2,4 1973 6,7 2,4 4,2 2001 1,4 1,3 0,1
1946 9,6 2,2 7,2 1974 5,7 2,4 3,3 2002 1,9 1,3 0,6
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1947 3,9 2,2 1,6 1975 2,3 2,4 0,0 2003 3,9 1,3 2,6
1948 2,8 2,2 0,6 1976 4,7 2,4 2,3 2004 4,9 1,2 3,6
1949 8,7 2,2 6,4 1977 4,2 2,3 1,8 2005 4,7 1,2 3,4
1950 1,1 2,4 -1,3 1978 8,5 2,3 6,0 2006 6,8 1,2 5,5
1951 3,1 2,6 0,5 1979 5,4 2,3 3,0 2007 8,0 1,2 6,7
1952 6,3 2,8 3,4 1980 4,1 2,3 1,8
1953 6,1 2,9 3,1 1981 2,3 2,2 0,0
 Fuente: Cálculos del autor con datos del DANE y Banco de la República.
 
Fuente: Cálculos del autor.
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1930 1940 1950 1960 1970 1980 1990 2000
PIB REAL YPC pob (crec)
Fuente: Cálculos del autor.






Tasa Pib real Intercepto 0.000 I(0)
Tasa población Tendencia 0.4100 I(1)
 Fuente: Cálculos del autor.
Para examinar la estacionariedad de la serie tp no se pudo usar la prueba ERS 
pues no está definida para la insignificancia del intercepto por lo que se recurrió a 
la PP. En efecto, se constata que la serie no es estacionaria y que se requiere de su 
diferenciación.  
¿Por qué no se actualizó en el 2017?
Después del censo poblacional del mismo año, el DANE aclaró que la población 
colombiana era de 45 millones y no de 50 millones como se había proyectado. 
Imagínese el impacto de esto en las proyecciones socioeconómicas para Gobierno y 
empresas privadas: obligación de cambiar datos en los modelos; políticia económica, 
reasignación e presupuestos, estudios de mercados, etc., etc.
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1930 1940 1950 1960 1970 1980 1990 2000
PIB REAL YPC pob (crec)
Fuente: Cálculos del autor.






Tasa Pib real Intercepto 0.000 I(0)
Tasa población Tendencia 0.4100 I(1)
 Fuente: Cálculos del autor.
Para examinar la estacionariedad de la serie tp no se pudo usar la prueba ERS 
pues no está definida para la insignificancia del intercepto por lo que se recurrió a 
la PP. En efecto, se constata que la serie no es estacionaria y que se requiere de su 
diferenciación.  
¿Por qué no se actualizó en el 2017?
Después del censo poblacional del mismo año, el DANE aclaró que la población 
colombiana era de 45 millones y no de 50 millones como se había proyectado. 
Imagínese el impacto de esto en las proyecciones socioeconómicas para Gobierno y 
empresas privadas: obligación de cambiar datos en los modelos; políticia económica, 
reasignación e presupuestos, estudios de mercados, etc., etc.
3.4. Relaciones entre la tasa de crecimiento colombiana con la 
de Estados Unidos y Venezuela, 1925-2017
Introducción
Siempre se ha dicho que la economía colombiana es muy dependiente de la de 
los Estados Unidos y de la venezolana como resultado de la hegemonía económica a 
nivel mundial que ejerce el primer país y por la proximidad geográfica de ambos con 
Colombia que ha permitido la celebración de acuerdos de libre comercio, el Pacto 
Andino y otros convenios. Las variables a usar son: Colg como la tasa de crecimiento 
del PIB real de Colombia; veng y usag son las correspondientes para Venezuela y 
Estados Unidos respectivamente. Los datos de Colombia y Estados Unidos van 












1930 1940 1950 1960 1970 1980 1990 2000
USAG COLG
Fuente: Cálculos del autor.
El gráfico muestra que a partir de los 1950s, parece haber una relación estrecha 
entre la tasa de crecimiento del pib real de Estados Unidos y Colombia; la tasa 
de crecimiento colombiana  se comporta en forma rezagada con respecto de la de 
Estados Unidos, excepto en los últimos años de los 1990s. En el gráfico 3.4.2, no 
parece haber evidencia de relación alguna entre Colombia y Venezuela.
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Cuadro 3.4.1. Estadísticas de las series colg, usag y veng. 1930-2005.
Sample: 1930 2005
COLG USAG VENG
 Mean  3.995356  3.681144  3.356751
 Median  4.146685  3.650000  3.966971
 Maximum  9.609950  18.43057  17.90000
 Minimum -8.600041 -13.04814 -8.877750
 Std. Dev.  2.773144  4.934472  5.195363
 Skewness -1.475110 -0.072733 -0.315479
 Kurtosis  7.834161  5.960979  3.698121
 Jarque-Bera  101.5642  27.83043  1.770964
 Probability  0.000000  0.000001  0.412515
 Sum  303.6470  279.7670  161.1241
 Sum Sq. Dev.  576.7747  1826.176  1268.615
 Observations  76  76  48









1930 1940 1950 1960 1970 1980 1990 2000
VENG COLG
Fuente: Cálculos del autor.
 Comparando (cuadro 3.4.1) las tasas de crecimiento del PIB real de Colombia 
y Estados Unidos se observa un fuerte contraste: a pesar de que la economía  de 
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Cuadro 3.4.1. Estadísticas de las series colg, usag y veng. 1930-2005.
Sample: 1930 2005
COLG USAG VENG
 Mean  3.995356  3.681144  3.356751
 Median  4.146685  3.650000  3.966971
 Maximum  9.609950  18.43057  17.90000
 Minimum -8.600041 -13.04814 -8.877750
 Std. Dev.  2.773144  4.934472  5.195363
 Skewness -1.475110 -0.072733 -0.315479
 Kurtosis  7.834161  5.960979  3.698121
 Jarque-Bera  101.5642  27.83043  1.770964
 Probability  0.000000  0.000001  0.412515
 Sum  303.6470  279.7670  161.1241
 Sum Sq. Dev.  576.7747  1826.176  1268.615
 Observations  76  76  48
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Fuente: Cálculos del autor.
 Comparando (cuadro 3.4.1) las tasas de crecimiento del PIB real de Colombia 
y Estados Unidos se observa un fuerte contraste: a pesar de que la economía  de 
Estados Unidos fue la más grande del mundo a lo largo del siglo XX, su crecimiento 
se caracterizó por  una alta volatilidad, es decir, una economía fuertemente 
fluctuante entre contracciones y expansiones, mientras que la economía colombiana 
se caracterizó por la estabilidad dentro de la pequeñez. Las series de crecimiento 
de ambos países no tienen distribución normal estándar como lo determina el 
indicador Jarque-Bera. Entre 1930-2006, la tasa del PIB real colombiana presenta un 
crecimiento promedio mayor (3.99) que la de Estados Unidos (3.68), igualmente es 
más asimétrica (-1.47) indicando que la concentración de los datos de crecimiento 
se concentra en el lado derecho, es decir, tasas de crecimiento  mayores que  la tasa 
promedio 3.99 y más leptokurtótica (7.83) mostrando que la tasa de crecimiento que 
con más frecuencia se dio estuvo entre el 5% y el 6%,  Las de Estados Unidos, por el 
contrario están más simétricamente distribuidas, indicando que este país ha tenido 
más años con crecimiento negativo que Colombia: la gráfica de las tasas del PIB real 
muestra que  los años de la depresión de los 1930s, los años siguientes a la Segunda 
Guerra Mundial , la guerras de Corea y Vietnam como la crisis energética de los 
1970s marcaron fuertes recesiones. 
La tasa del PIB real de Estados Unidos ha sido históricamente más volátil en 
el período (desviación estándar de  5.09 con respecto a la colombiana de 2.77).  La 
mayor tasa de crecimiento de Estados Unidos fue de 18.43%, año 1941 y la mínima 
de -13.04 % para el año 1932. Para Colombia, la mayor caída se produjo en el año 
1930 con -8.60% y el año de mayor crecimiento fue 1946 con una tasa de 9.60%. 
La gráfica muestra que la estrecha relación entre la tasa de crecimiento colombiana 
con la de Estados Unidos ya se nota desde los 1930s, sin embargo, ésta se acentúa 
en los 1960s. El movimiento de las variables era muy disparejo para 1930-1960, sin 
embargo, se nota que la recesión dada  en Colombia en los 1930s  coincide con la que 
se da en los Estados Unidos dando señales de dependencia de nuestra economía con 
la de ese país. 
En lo que respecta a Venezuela, se obtuvieron datos del PIB real desde 1958 
(FMI). Durante el período 1958 – 2006, la economía más volátil de los 3 países es la de 
Venezuela, específicamente durante el gobierno de Chávez (desde 1999 hasta hoy) 
en el cual la tasa mínima de crecimiento fue negativa, de  -8.87% para el año 2002 y la 
máxima fue de 17.9% para el 2004 mientras que las tasas colombianas han fluctuado 
entre  -4.20% en 1999 y 8.47% en 1978.
Estacionariedad, Cointegración, Granger y VECM
El cuadro 3.4.2 resume los resultados de la prueba PP para cada serie.   Las series 
colg, usag y veng son estacionarias, sin embargo, se trabajará  en las regresiones 
con dcolg, dveng y dusag que representan la primera diferencia aritmética de las 
anteriores.
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Cuadro 3.4.2 Prueba ERS, estacionariedad para colg, usag, veng. 1930-2005.
Null Hypothesis: COLG has a unit root.  Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample: 1930 2005. Included observations: 76
P-Statistic
Elliott-Rothenberg-Stock test statistic 14.21868
Test critical values: 1% level 1.911600
5% level 3.042800
10% level 4.045200
Null Hypothesis: USAG has a unit root. Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample: 1930 2005. Included observations: 76
P-Statistic
Elliott-Rothenberg-Stock test statistic 3.429586
Test critical values: 1% level 1.911600
5% level 3.042800
10% level 4.045200
Null Hypothesis: VENG has a unit root. Exogenous: Constant, Li-
near Trend
Lag length: 1 (Spectral OLS AR based on SIC, maxlag=9)
Sample (adjusted): 1958 2005.
Included observations: 48 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic 1.770002
Test critical values: 1% level 4.220000
5% level 5.720000
10% level 6.770000
*Elliott-Rothenberg-Stock (1996, Table 1)
Fuente: Cálculos del autor. 
La prueba ERS indica que las series colg y usag no son estacionarias al 95% (se 
acepta Ho) mientras que la serie veng si es estacionaria (rechaza Ho), lo que forzará 
a practicar una primera diferenciación aritmética para transformar las dos primeras 
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Cuadro 3.4.2 Prueba ERS, estacionariedad para colg, usag, veng. 1930-2005.
Null Hypothesis: COLG has a unit root.  Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample: 1930 2005. Included observations: 76
P-Statistic
Elliott-Rothenberg-Stock test statistic 14.21868
Test critical values: 1% level 1.911600
5% level 3.042800
10% level 4.045200
Null Hypothesis: USAG has a unit root. Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample: 1930 2005. Included observations: 76
P-Statistic
Elliott-Rothenberg-Stock test statistic 3.429586
Test critical values: 1% level 1.911600
5% level 3.042800
10% level 4.045200
Null Hypothesis: VENG has a unit root. Exogenous: Constant, Li-
near Trend
Lag length: 1 (Spectral OLS AR based on SIC, maxlag=9)
Sample (adjusted): 1958 2005.
Included observations: 48 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic 1.770002
Test critical values: 1% level 4.220000
5% level 5.720000
10% level 6.770000
*Elliott-Rothenberg-Stock (1996, Table 1)
Fuente: Cálculos del autor. 
La prueba ERS indica que las series colg y usag no son estacionarias al 95% (se 
acepta Ho) mientras que la serie veng si es estacionaria (rechaza Ho), lo que forzará 
a practicar una primera diferenciación aritmética para transformar las dos primeras 
variables en series estacionarias. Nótese que en el cuadro de Eviews, se informa si la 
serie presentó intercepto (constant) y tendencia (linear trend), información necesaria 
para ejecutar la prueba de estacionariedad. A partir de ahora en adelante se deja que 
el lector lo lea en el cuadro y corrobore en los archivos de Eviews en el CD.
Aplicando Granger, Johansen y el VECM a las primeras diferencias, dcolg, 
dveng y dusag se obtienen los siguientes resultados de los cuadros 3.4.3, 3.4.4 y 3.4.5.
Cuadro 3.4.3. Prueba de Granger para dcol, dusa y dven.
Pairwise Granger Causality Tests
Sample: 1930 2005
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 DUSA does not Granger Cause DCOL  73  2.37397 0.1008
 DCOL does not Granger Cause DUSA  1.59213 0.2110
 DVEN does not Granger Cause DCOL  45  0.79043 0.4606
 DCOL does not Granger Cause DVEN  0.08891 0.9151
 DVEN does not Granger Cause DUSA  45  1.03790 0.3635
 DUSA does not Granger Cause DVEN  0.00938 0.9907
Fuente: Cálculos del autor.
De acuerdo a Granger (cuadro 3.4.3) no hay posibilidad de que las tres variables 
guarden información que permita explicar el comportamiento de las otras, puesta 
que en todas las bidirecciones se acepta la hipótesis nula, es decir, las diferencias en 
las tasas de crecimiento de los 3 países no están relacionadas; la tasa de crecimiento 
de Colombia no se vería explicada por las de los otros dos países, lo que es contrario 
a lo que muestran las pruebas de Johansen (cuadro 3.4.4.) que muestra fuertes niveles 
de cointegración entre colg y las otras dos variables.
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Cuadro 3.4.4. Prueba de Johansen para dcol y dusa. 1930-2005. 
Johansen. Sample: 1930 2005
Included observations: 72
Series: DCOL DUSA 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Cuadro 3.4.5. Prueba de Johansen para dcol y dven.
Johansen. Sample: 1930 2005
Included observations: 44
Series: DCOL DVEN 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Ambos cuadros muestran que para todas los tipos de la prueba de Johansen 
hay dos vectores de cointegración de Colombia con Venezuela y Estados Unidos.  
 El VECM (Vector Error Correction Model) muestra un vector de cointegración 
significativo. Las 3 ecuaciones d(dcol), d(dusa) y d(dven) presentan resultados 
sorprendentes. La primera ecuación d(dcol) solamente tiene como significativas 
los rezagos 1 y 2 de la misma variable dependiente mientras que la ecuación de 
cointegración no es significativa ni las d(dusa) y d(dven)  lo son , indicando que estas 
dos últimas no afectan el crecimiento del pib colombiano; a pesar de todo esta ecuación 
presenta el mejor Akaike de las tres y un R cuadrado del 50%. La tercera ecuación, la 
de d(dven) muestra el alto grado de dependencia de la economía venezolana de la 
colombiana y de Estados Unidos puesto que las variables explicativas de estos son 
significativas, el coeficiente de la ecuación de cointegración es significativo, presenta 
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Cuadro 3.4.4. Prueba de Johansen para dcol y dusa. 1930-2005. 
Johansen. Sample: 1930 2005
Included observations: 72
Series: DCOL DUSA 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Cuadro 3.4.5. Prueba de Johansen para dcol y dven.
Johansen. Sample: 1930 2005
Included observations: 44
Series: DCOL DVEN 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Ambos cuadros muestran que para todas los tipos de la prueba de Johansen 
hay dos vectores de cointegración de Colombia con Venezuela y Estados Unidos.  
 El VECM (Vector Error Correction Model) muestra un vector de cointegración 
significativo. Las 3 ecuaciones d(dcol), d(dusa) y d(dven) presentan resultados 
sorprendentes. La primera ecuación d(dcol) solamente tiene como significativas 
los rezagos 1 y 2 de la misma variable dependiente mientras que la ecuación de 
cointegración no es significativa ni las d(dusa) y d(dven)  lo son , indicando que estas 
dos últimas no afectan el crecimiento del pib colombiano; a pesar de todo esta ecuación 
presenta el mejor Akaike de las tres y un R cuadrado del 50%. La tercera ecuación, la 
de d(dven) muestra el alto grado de dependencia de la economía venezolana de la 
colombiana y de Estados Unidos puesto que las variables explicativas de estos son 
significativas, el coeficiente de la ecuación de cointegración es significativo, presenta 
un R cuadrado de casi el 63% y la prueba F para cada una de las tres ecuaciones 
 aleuzeneV y sodinU sodatsE ed senoicauce saL  .%59 la avitanretla sisetópih al atpeca
tienen el coeficiente de la cointegración significativo  pero la colombiana no. Esto 
significa que el grado de dependencia de Venezuela de Estados Unidos es mucho 
mayor que el de Colombia con Estados Unidos lo cual es comprensible pues Estados 
Unidos es el principal comprador del petróleo venezolano a su vez Estados Unidos 
tiene en Venezuela uno de sus principales proveedores de petróleo; las exportaciones 
venezolanas se centran en el petróleo mientras que Colombia exporta una variedad 
de productos. En conclusión, este cuadro enseña que Venezuela depende más de 
Colombia que viceversa y que Venezuela depende más de Estados Unidos que lo 
que Colombia depende de este
Cuadro 3.4.6. VECM. Ecuación de cointegración.
 Vector Error Correction Estimates
 Sample (adjusted): 1962 2005
 Included observations: 44 after adjustments










Error Correction: D(DCOL) D(DUSA) D(DVEN)
CointEq1  0.029302 -0.463920  1.583663
 (0.13230)  (0.14707)  (0.32825)
[ 0.22149] [-3.15447] [ 4.82454]
D(DCOL(-1)) -0.879642  0.210701 -1.268591
 (0.19350)  (0.21511)  (0.48011)
[-4.54594] [ 0.97952] [-2.64228]
D(DCOL(-2)) -0.305513  0.059770 -0.822340
 (0.16644)  (0.18502)  (0.41296)
[-1.83562] [ 0.32305] [-1.99133]
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D(DUSA(-1))  0.095280 -0.365929 -1.457146
 (0.16175)  (0.17981)  (0.40134)
[ 0.58905] [-2.03507] [-3.63074]
D(DUSA(-2))  0.104646 -0.288948 -0.557240
 (0.12493)  (0.13888)  (0.30998)
[ 0.83763] [-2.08055] [-1.79768]
D(DVEN(-1)) -0.032398 -0.427598  0.928775
 (0.15569)  (0.17307)  (0.38629)
[-0.20810] [-2.47065] [ 2.40434]
D(DVEN(-2)) -0.037146 -0.230758  0.328312
 (0.09776)  (0.10867)  (0.24256)
[-0.37998] [-2.12339] [ 1.35354]
C  0.041830  0.187911 -0.675632
 (0.39898)  (0.44353)  (0.98995)
[ 0.10484] [ 0.42367] [-0.68249]
 R-squared  0.581507  0.563157  0.689321
 Adj. R-squared  0.500133  0.478215  0.628911
 Sum sq. resids  239.7531  296.2831  1475.995
 S.E. equation  2.580661  2.868813  6.403114
 F-statistic  7.146134  6.629912  11.41072
 Log likelihood -99.73254 -104.3901 -139.7171
 Akaike AIC  4.896934  5.108639  6.714412
 Schwarz SC  5.221332  5.433037  7.038810
 Mean dependent -0.022045 -0.090909 -0.214699
 S.D. dependent  3.650092  3.971516  10.51119
 Determinant resid covariance (dof adj.)  1613.104
 Determinant resid covariance  883.5105
 Log likelihood -336.5458
 Akaike information criterion  16.52481
 Schwarz criterion  17.61965
Fuente: Cálculos del autor.
Construyendo el modelo
Para describir lo anteriormente dicho, se trató de construir un modelo 
(Cuadro 3.4.7) que explique el crecimiento del PIB real colombiano en función 
del crecimiento del PIB real estadounidense.  Inicialmente se corrió una regresión 
por MCO  para el período 1930-1960 (dado que las estadísticas de ambos países 
no parecen estar correlacionadas según las gráficas y una exploración introductoria 
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D(DUSA(-1))  0.095280 -0.365929 -1.457146
 (0.16175)  (0.17981)  (0.40134)
[ 0.58905] [-2.03507] [-3.63074]
D(DUSA(-2))  0.104646 -0.288948 -0.557240
 (0.12493)  (0.13888)  (0.30998)
[ 0.83763] [-2.08055] [-1.79768]
D(DVEN(-1)) -0.032398 -0.427598  0.928775
 (0.15569)  (0.17307)  (0.38629)
[-0.20810] [-2.47065] [ 2.40434]
D(DVEN(-2)) -0.037146 -0.230758  0.328312
 (0.09776)  (0.10867)  (0.24256)
[-0.37998] [-2.12339] [ 1.35354]
C  0.041830  0.187911 -0.675632
 (0.39898)  (0.44353)  (0.98995)
[ 0.10484] [ 0.42367] [-0.68249]
 R-squared  0.581507  0.563157  0.689321
 Adj. R-squared  0.500133  0.478215  0.628911
 Sum sq. resids  239.7531  296.2831  1475.995
 S.E. equation  2.580661  2.868813  6.403114
 F-statistic  7.146134  6.629912  11.41072
 Log likelihood -99.73254 -104.3901 -139.7171
 Akaike AIC  4.896934  5.108639  6.714412
 Schwarz SC  5.221332  5.433037  7.038810
 Mean dependent -0.022045 -0.090909 -0.214699
 S.D. dependent  3.650092  3.971516  10.51119
 Determinant resid covariance (dof adj.)  1613.104
 Determinant resid covariance  883.5105
 Log likelihood -336.5458
 Akaike information criterion  16.52481
 Schwarz criterion  17.61965
Fuente: Cálculos del autor.
Construyendo el modelo
Para describir lo anteriormente dicho, se trató de construir un modelo 
(Cuadro 3.4.7) que explique el crecimiento del PIB real colombiano en función 
del crecimiento del PIB real estadounidense.  Inicialmente se corrió una regresión 
por MCO  para el período 1930-1960 (dado que las estadísticas de ambos países 
no parecen estar correlacionadas según las gráficas y una exploración introductoria 
a los números) relacionando dcol con respecto a dusa, sin embargo, el coeficiente 
de dusa no es  significativo, mientras que los supuestos de la regresión   de MCO 
(no autocorrelación, homocedasticidad y normalidad de los residuos) se cumplen. 
Con base en lo anterior, se podría concluir que a pesar de que Colombia mantuvo 
estrechas relaciones comerciales con los Estados Unidos, especialmente exportando 
productos agropecuarios como el café, el crecimiento del PIB real colombiano no 
fue significativamente determinado por el comportamiento del PIB real de ese país 
durante 1930-60 
Cuadro 3.4.7. Regresión dcol y dusa. 1930-1960.
Dependent Variable: DCOL
Method: Least Squares
Date: 10/15/08   Time: 11:43
Sample (adjusted): 1931 1960
Included observations: 30 after adjustments
White Heteroskedasticity-Consistent Standard Errors & Covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.407145 0.720798 0.564853 0.5767
DUSA 0.074252 0.115005 0.645647 0.5238
R-squared 0.017278     Mean dependent var 0.429001
Adjusted R-squared -0.017819     S.D. dependent var 3.929138
S.E. of regression 3.963990     Akaike info criterion 5.656720
Sum squared resid 439.9700     Schwarz criterion 5.750133
Log likelihood -82.85079     F-statistic 0.488697
 Fuente: Cálculos del autor.
En vista de los resultados anteriores, se corrió la regresión, Cuadro 3.4.8, en 
que dcol es función de dusa y dven para 1958- 2005 ya que solamente hay datos 
de Venezuela a partir de 1958. El modelo definitivo fue un MCO en el que no hay 
rastros de heteroscedasticidad ARCH en los residuos (cuadro 3.4.9) que hubiera 
llevado a ensayar un modelo tipo ARCH.
El modelo obtenido es:
DCOL = -0.006177 + 0.224762*DUSA t - 1 + 0.112443*DVEN t  - 0.428018*U t-1    
  - 0.356832*U t-4 - 0.281276*Ut-5
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La regresión muestra unos coeficientes significativos y con signo positivo 
para dusa(-1) y dven como era de esperarse. El coeficiente dusa(-1) es 0.224 cuyo 
significado es: un incremento del 1% en el pib real de Estados Unidos, rezagado un 
año, generó un incremento del pib real colombiano en 0.224%; un crecimiento del pib 
real venezolano del 1% en un año,  produjo un aumento del  pib real colombiano en 
0.112% para el mismo año; la suma de los dos coeficientes da 0.337, es decir, por cada 
1% de crecimiento de ambos países,  el efecto total fue de un crecimiento del 0.337% 
para Colombia. El R2 ajustado es aproximadamente el 28% mientras que el restante 
72% estuvo determinado por otros factores, por ejemplo, el consumo interno.  El 
signo positivo de los coeficientes significa que Colombia ha acelerado su tasa de 
crecimiento cuando ha habido crecimiento en estos países y se desaceleró cuando 
hubo recesiones en ellos. La prueba F indica que todas las variables regresoras son 
conjuntamente significativas en un 99.6%, (1- 0.004)%,  acepta Ha.  
Cuadro 3.4.8. Regresión MCO. dcol en función de dusa y dven. 1958-2005.
Dependent Variable: DCOL
Method: Least Squares
Date: 10/06/08   Time: 18:37
Sample (adjusted): 1964 2005
Included observations: 42 after adjustments
Convergence achieved after 10 iterations
White Heteroskedasticity-Consistent Standard Errors & Covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C -0.006178 0.140894 -0.043846 0.9653
DUSA(-1) 0.224762 0.071051 3.163388 0.0032
DVEN 0.112444 0.050380 2.231911 0.0319
AR(1) -0.428019 0.173096 -2.472727 0.0183
AR(4) -0.356833 0.160071 -2.229212 0.0321
AR(5) -0.281277 0.145463 -1.933664 0.0610
R-squared 0.366926     Mean dependent var 0.034048
Adjusted R-squared 0.278999     S.D. dependent var 2.240297
S.E. of regression 1.902275     Akaike info criterion 4.255542
Sum squared resid 130.2715     Schwarz criterion 4.503781
Log likelihood -83.36639     F-statistic 0.004301
Fuente: Cálculos del autor.
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La regresión muestra unos coeficientes significativos y con signo positivo 
para dusa(-1) y dven como era de esperarse. El coeficiente dusa(-1) es 0.224 cuyo 
significado es: un incremento del 1% en el pib real de Estados Unidos, rezagado un 
año, generó un incremento del pib real colombiano en 0.224%; un crecimiento del pib 
real venezolano del 1% en un año,  produjo un aumento del  pib real colombiano en 
0.112% para el mismo año; la suma de los dos coeficientes da 0.337, es decir, por cada 
1% de crecimiento de ambos países,  el efecto total fue de un crecimiento del 0.337% 
para Colombia. El R2 ajustado es aproximadamente el 28% mientras que el restante 
72% estuvo determinado por otros factores, por ejemplo, el consumo interno.  El 
signo positivo de los coeficientes significa que Colombia ha acelerado su tasa de 
crecimiento cuando ha habido crecimiento en estos países y se desaceleró cuando 
hubo recesiones en ellos. La prueba F indica que todas las variables regresoras son 
conjuntamente significativas en un 99.6%, (1- 0.004)%,  acepta Ha.  
Cuadro 3.4.8. Regresión MCO. dcol en función de dusa y dven. 1958-2005.
Dependent Variable: DCOL
Method: Least Squares
Date: 10/06/08   Time: 18:37
Sample (adjusted): 1964 2005
Included observations: 42 after adjustments
Convergence achieved after 10 iterations
White Heteroskedasticity-Consistent Standard Errors & Covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C -0.006178 0.140894 -0.043846 0.9653
DUSA(-1) 0.224762 0.071051 3.163388 0.0032
DVEN 0.112444 0.050380 2.231911 0.0319
AR(1) -0.428019 0.173096 -2.472727 0.0183
AR(4) -0.356833 0.160071 -2.229212 0.0321
AR(5) -0.281277 0.145463 -1.933664 0.0610
R-squared 0.366926     Mean dependent var 0.034048
Adjusted R-squared 0.278999     S.D. dependent var 2.240297
S.E. of regression 1.902275     Akaike info criterion 4.255542
Sum squared resid 130.2715     Schwarz criterion 4.503781
Log likelihood -83.36639     F-statistic 0.004301
Fuente: Cálculos del autor.
Cuadro 3.4.9.  Pruebas Breusch-Godfrey, White, Heteroscedasticidad ARCH en residuos 
de regresión MCO.
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.388761 Prob. F(2,34) 0.2632
Obs*R-squared 3.171936 Prob. Chi-Square(2) 0.2047
Heteroskedasticity Test: White
F-statistic 0.480435     Prob. F(20,21) 0.9466
Obs*R-squared 13.18466     Prob. Chi-Square(20) 0.8693
Scaled explained SS 14.68156     Prob. Chi-Square(20) 0.7943
Heteroskedasticity Test: ARCH
F-statistic 0.184144     Prob. F(1,39) 0.6702
Obs*R-squared 0.192677     Prob. Chi-Square(1) 0.6607
La regresión presenta un Durbin-Watson (DW de ahora en adelante) de 2.03 
que niega la posibilidad de autocorrelación serial; hay rezagos (1, 4 y 5) de los 
residuos de la regresión que son significativos, sin embargo, ante una posibilidad de 
dudas sobre el DW, se muestra el resultado de la prueba de Breusch-Godfrey para 
autocorrelación serial en el cuadro 3.4.9. la prueba concluye que hay un 26.32% de 
probabilidad de aceptar la Ho, es decir, no hay autocorrelación serial en los residuos 
de la regresión. También se presenta la prueba de White la cual concluye que hay 
un 94.66% de probabilidad de aceptar la Ho de homocedasticidad en los residuos; 
igualmente la prueba de heteroscedasticidad tipo ARCH afirma que los residuos 
no presentan esta clase de heteroscedasticidad por lo que no es necesario explorar 
modelos de la familia ARCH.
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Mean       4.98e-11
Median   0.124195
Maximum  4.291688
Minimum -5.248386
Std. Dev.   1.782513
Skewness  -0.453756
Kurtosis   4.031286
Jarque-Bera  3.302472
Probability  0.191813
Fuente: Cálculos del autor.
Finalmente, la prueba de Jarque-Bera, determina que los residuos tienen 
distribución normal pues hay un 19.18% de probabilidad (superior al 5%) de aceptar 
la Ho, de que los residuos tengan distribución normal.   
En conclusión, los cuadros anteriores muestran que la regresión obtenida cumple 
con los requisitos de homoscedasticidad, no autocorrelación serial y normalidad de 
los residuos. Importantes son las pruebas de Cointegración de Johansen que tratan de 
probar condiciones de equilibrio de largo plazo entre las variables analizadas. Éstas 
aplicadas por separado para Colombia con Estados Unidos y Venezuela, muestran 
la existencia de dos vectores de cointegración con ambos países, confirmando que 
el modelo MCO descrito permite cuantificar relaciones de largo plazo entre la 
economía colombiana y sus dos socios comerciales. Se concluye entonces que la 
economía colombiana está fuertemente atada al crecimiento de Estados Unidos y 
Venezuela y que hay una mayor integración de la economía colombiana con la de 
Estados Unidos que con la de Venezuela. 
¿Y excluyendo a Venezuela?
Como resultado del conflicto político entre Colombia y Venezuela desde el año 
2000 al 2018, Venezuela dejó deser socio comercial de Colombia. Los empresarios 
colombianos trataron de reemplazar a Venezuela con otros mercados, sin embargo, 
no ha sido fácil. Haciendo la regresión dependiendo solamente de Estados Unidos 
para 1930-2017, la regresión EGARCH no dio buenos resultados, por el contrario, 
la MCO si se ajustó mejor: para dicho período, un incremento del 1% en la tasa 
de crecimiento de Estados Unidos causó un incremento en el crecimiento del pib 
colombiano de 0.128%, siendo un efecto estadísticamente significativo. La regresión 
no presenta autocorrelación serial, ni heterocedasticidad en residuos. Los residuos 
tienen distribución normal pues la probabiliad de aceptar la hipótesis nula del 
Jarque-Bera es del  54,12%.
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economía colombiana está fuertemente atada al crecimiento de Estados Unidos y 
Venezuela y que hay una mayor integración de la economía colombiana con la de 
Estados Unidos que con la de Venezuela. 
¿Y excluyendo a Venezuela?
Como resultado del conflicto político entre Colombia y Venezuela desde el año 
2000 al 2018, Venezuela dejó deser socio comercial de Colombia. Los empresarios 
colombianos trataron de reemplazar a Venezuela con otros mercados, sin embargo, 
no ha sido fácil. Haciendo la regresión dependiendo solamente de Estados Unidos 
para 1930-2017, la regresión EGARCH no dio buenos resultados, por el contrario, 
la MCO si se ajustó mejor: para dicho período, un incremento del 1% en la tasa 
de crecimiento de Estados Unidos causó un incremento en el crecimiento del pib 
colombiano de 0.128%, siendo un efecto estadísticamente significativo. La regresión 
no presenta autocorrelación serial, ni heterocedasticidad en residuos. Los residuos 
tienen distribución normal pues la probabiliad de aceptar la hipótesis nula del 
Jarque-Bera es del  54,12%.
Cuadro 3.4.11. Regresión MCO. dcol en función de dusa. 1930-2017.
Dependent Variable: DCOL
Method: ARMA Generalized Least Squares (Gauss-Newton)
Date: 10/17/18   Time: 11:49
Sample: 1931 2016
Included observations: 86
Convergence achieved after 16 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C -0.016886 0.177346 -0.095216 0.9244
DUSA 0.128209 0.053440 2.399096 0.0188
AR(1) -0.384767 0.111305 -3.456864 0.0009
AR(2) -0.197138 0.100058 -1.970237 0.0523
AR(4) -0.186265 0.089036 -2.092030 0.0396
AR(10) 0.345182 0.101297 3.407637 0.0010
R-squared 0.329442 Mean dependent var -0.039534
Adjusted R-squared 0.287532     S.D. dependent var 2.811889
S.E. of regression 2.373454 Akaike info criterion 4.657911
Sum squared resid 450.6626     Schwarz criterion 4.829144
Log likelihood -194.2902 Hannan-Quinn criter. 4.726824
F-statistic 7.860725 Durbin-Watson stat 2.054248
Prob(F-statistic) 0.000005
Fuente: Cálculos del autor.











Mean      -0.029690
Median   0.302177
Maximum  5.535672
Minimum -6.138623
Std. Dev.   2.305731
Skewness  -0.206304
Kurtosis   2.584801
Jarque-Bera  1.227775
Probability  0.541243
Fuente: Cálculos del autor.
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CONCLUSIÓN
A lo largo del siglo XX, el crecimiento de la economía colombiana estuvo basado 
en el consumo interno y las exportaciones a Estados Unidos y Venezuela. A partir 
del año 2000, Venezuela pierde importancia. 
Desde los 1950s se observa una tasa de crecimiento superior y estable en los 
sectores de servicios: comerio, turismo y financiero mientras los otros sectores 
permanecen estables; el agropecuario ha reducido su grado de importancia como 
componente del pib real.
NOTAS
www.banrep.gov.co y GRECO.
www.dane.gov.co. Los cambios corresponden a la reclasificación y  redefinición 
de cuentas, sin embargo, los cambios no alteran radicalmente la esencia de la serie.  
Crisis resultante del alza de la tasa DTF y por ende de la unidad UPAC al estar 
vinculada la medición del UPAC a la tasa DTF de acuerdo al Decreto 1319 de Julio 7 
de 1988. Fuente: www.banrep.gov.co/upac/decret4.htm
Para noviembre de 2008, el DANE ha hecho revisión de la población total 
y considera que las cifras desde 1985 son confiables, actualmente, el DANE está 
revisando las anteriores a ese año. Se presenta confusión en los datos de los años 
1950 y 1985 por lo que el autor ha suavizado las tasas de crecimiento poblacional en 
los años anteriores y posteriores con tal de que no se presente un cambio brusco en 
la tasa de crecimiento poblacional del cuadro 3.2.1.
Khodour-Costéras, David. ¿Por Qué Emigran los Colombianos? Un Análisis 
Departamental Basado en el Censo de 2005. Facultad de Finanzas, Gobierno y 
Relaciones Internacionales. Universidad Externado de Colombia, Bogotá, Colombia, 
http://www.economiainstitucional.com/html/No16/v9n16a10. 
BIBLIOGRAFÍA
• Greene, William H. (2000). Econometric Analysis, cuarta edición. Prentice Hall, En-
glewood Cliffs, New Jersey.
• Gujarati, Damodar (2004). Econometría básica. Ed. McGraw-Hill. 
• Johnston, J. (1984). Econometric Methods. Tercera edición. McGraw-Hill, Nueva 
York. 
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CAPÍTULO  4
LA FUNCIÓN DEL CONSUMO PRIVADO
Introducción 1
Se analizarán los dos modelos más tratados por la bibliografía macroeconómica 
y econométrica: el keynesiano y el del ingreso permanente desarrollado por Milton 
Friedman. El modelo keynesiano explica el comportamiento del consumo de los 
hogares en función del ingreso disponible y el modelo de Friedman asume que 
el consumo depende del nivel de ingreso permanente generado por una riqueza 
acumulada por los consumidores, sin embargo, se añadieron como variables 
regresoras, las tasas de interés de crédito, de depósito (DTF) 2 y la tasa de cambio 
real del peso/dólar de los Estados Unidos, basándose en los siguientes argumentos:
• Relación inversa entre consumo y tasas de crédito. Si sube la tasa de interés 
en tarjetas de crédito, es de esperar que el consumo disminuya. 
• Relación inversa entre tasa de interés de depósitos y consumo. Aquí la 
relación es ambigua: si la tasa de interés de los depósitos sube, se estimule 
el ahorro y se reduzca el consumo, por el contrario, si suben lo intereses de 
depósitos, los ahorradores usen estos ingresos para consumir.
• Si la tasa de cambio nominal (TCN) peso/dólar aumenta, lo cual implica 
devaluación del peso, el costo de las materias primas (y bienes de consumo) 
importadas aumenta generando presión inflacionaria y reduciendo el 
consumo de bienes finales, por lo tanto, un aumento de la tasa real de 
cambio, TCR,  debería reducir el consumo. 
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Fuente: Cálculos del autor.
Las series son anuales y corresponden al período 1950-1995, a precios 
constantes de 1975, como ya se dijo anteriormente, las series macroeconómicas han 
sido empalmadas a pesar de los cambios metodológicos con tal de hacer el ejercicio. 
Dado que las variables no son estacionarias (gráficos 4.1 y 4.2) y para obtener 
coeficientes expresados en términos porcentuales, se expresaron las variables en 
logaritmos naturales y en primeras diferencias:
• lcons = logaritmo natural del consumo hogares deflactado, precios de 1975
• Lyd =  el logaritmo natural del ingreso disponible deflactado, precios de 
1975.
• cred  =  tasa de crédito bancario, efectiva anual,  en términos reales, es 
decir, la tasa dividida por la tasa de inflación anual (infl) para cada mes. La 
fórmula es:
       cred = (((1+ tasa cred )/(1+ infl))-1)*100
 La tasa de crédito corresponde a la “Tasa activa total del sistema” publicada 
por el Banco de la República.3
• dcred =  cred – cred(-1);  primera diferencia anual de la tasa de crédito real.
• ddepo =  depo – depo(-1). La primera diferencia anual de la tasa de interés 
real para depósitos, depo, la cual corresponde a la tasa DTF  efectiva anual 
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Fuente: Cálculos del autor.
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fórmula es:
       cred = (((1+ tasa cred )/(1+ infl))-1)*100
 La tasa de crédito corresponde a la “Tasa activa total del sistema” publicada 
por el Banco de la República.3
• dcred =  cred – cred(-1);  primera diferencia anual de la tasa de crédito real.
• ddepo =  depo – depo(-1). La primera diferencia anual de la tasa de interés 
real para depósitos, depo, la cual corresponde a la tasa DTF  efectiva anual 
dividida por la inflación anual:
      depo = (((1 + DTF )/(1+infl))-1)*100
 La tasa DTF se tomó del Banco de la República desde enero de 1986 hasta 
1995. las tasas correspondientes a los años anteriores a 1986 son las tasas de 
depósito publicadas por el mismo banco. 
• ltcr = logaritmo natural de la tasa de cambio real del peso con respecto al 
dólar de los Estados Unidos, donde TCR = TCN* (IPC eu / IPC col); TCN 
= Tasa de cambio nominal; IPCeu y IPCcol son los   índices de precios al 
consumidor de Estados Unidos y Colombia respectivamente.
Fuente: Cálculos del autor.
El siguiente paso es examinar la estacionariedad de las varialbles lcons y lyd 
cuyos resultados se muestran a continuación.
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Cuadro 4.1. Estacionariedad. Prueba ERS para Lcons, Lyd. 1950-1995.
Null Hypothesis: LCONS has a unit root Exogenous: 
Constant, Linear Trend
Lag length: 1 (Spectral OLS AR based on SIC, maxlag=9)
Sample: 1950 1995.  Included observations: 46
P-Statistic
Elliott-Rothenberg-Stock test statistic 9.814595
Test critical values: 1% level 4.220000
5% level 5.720000
10% level 6.770000
Null Hypothesis: LYD has a unit root
Exogenous: Constant, Linear Trend
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=9)
Sample: 1950 1995.  Included observations: 46
P-Statistic
Elliott-Rothenberg-Stock test statistic 12.43961
Test critical values: 1% level 4.220000
5% level 5.720000
10% level 6.770000
 Fuente: Cálculos del autor.
Como se observa en el cuadro 4.1, lcons y lyd presentan intercepto y tendencia 
significativos al 95%; de acuerdo a la ERS,  no son estacionarias en todos los niveles 
(1, 5, 10%) por lo que hay que trabajar con las primeras diferencias logarítmicas 
de estas: dlcons y dlyd. Las diferencias logarítmicas generan cambios porcentuales 
continuos compuestos.
El cuadro 4.2 muestra los resultados de Johansen confirmando la  cointegración 
entre dlcons y dlyd: hay equilibrio en el largo plazo entre estas variables, sin embargo, 
Granger (usando desde uno hasta trece rezagos) arroja resultados contradictorios 
pues afirma (para 10 rezagos) que dlyd no afecta a dlcons (aceptado con un 23.76%) 
y que dlcons si afecta dlyd (aceptado con 98.67% = 1- 0.0133) lo cual es contrario 
a lo esperado.  A continuación se construirán las más tradicionales funciones de 
consumo.
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Cuadro 4.2. Pruebas de Granger y Johansen  para dlcons y dlyd.
Pairwise Granger Causality Tests Sample: 1950 1995 Lags: 10
Sample: 1950 1995 Lags: 10
 Null Hypothesis: Obs F-Statistic Prob. 
 DLYD does not Granger Cause DLCONS  35  1.49795 0.2376
 DLCONS does not Granger Cause DLYD  3.68110 0.0133
Johansen  test. Sample: 1950 1995
Included observations: 43
Series: DLYD DLCONS Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 2 2 2 2
Max-Eig 1 2 2 2 2
*Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
4.1. Modelo keynesiano 4 El consumo en función del ingreso 
disponible, 1950-1995
DLCONSt = α1 + α2 (DLYDt) + Ut
Este modelo es el más antiguo, el más básico, el más sencillo y el más estudiado 
de los modelos de la función consumo. Nótese que no se ha incluído rezagos del 
ingreso disponible pues se hará más adelante con el modelo de Friedman.  Los 
resultados de la regresión se presentan en el cuadro 4.1.1. El coeficiente del ingreso 
disponible o propensión marginal al consumo es positivo como lo indica la teoría 
y es significativo al 95%.  El valor de 0.63  da a entender que entre 1950-1995, por 
cada 1% en que se incrementó el ingreso disponible, el consumo se incrementó en 
0.63%. La significancia estadística del ingreso disponible indica que el consumo 
actual o efectuado en un período dado depende en un alto porcentaje del ingreso 
disponible actual o ganado en el mismo período, fenómeno apoyado en el hecho de 
que la mayoría de los consumidores colombianos son de ingresos medios y bajos; 
en ejemplos siguientes se corroborará la importancia del ingreso disponible actual.  
El DW  denota la existencia de autocorrelación serial y la prueba de White indica 
que hay heteroscedasticidad pues se acepta la hipótesis alternativa en un 100%. Si 
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corregimos la autocorrelación, como se presenta en el cuadro 4.1.2,  se mejoran los 
resultados pero no se corrige la heterocedasticidad de acuerdo a la prueba White 
pues se sigue aceptando la hipótesis alternativa en un 100%. La persistencia de la 
heteroscedasticidad no es sorpresa pues es sabido que la función consumo, como 
todas aquellas variables que dependen de los niveles de ingreso, se caracteriza 
 le ótceted es soledom setnerefid rayasne ed séupseD .dadicitsadecoreteh al rop
EGARCH(1,0,0), cuadro 4.1.3, el cual evidencia la existencia de la heterocedasticidad 
pues la segunda ecuación correspondiente a la varianza condicional, es significativa; 
el DW se mantiene en valores cercanos a 2.0; el grado de significancia del ingreso 
disponible se cuatruplica; el R-cuadrado se aproxima al  61% e incluso ésta última 
regresión tiene un menor Akaike ( - 4.67)  que la del MCO del cuadro 4.1.2  Algo 
importante es que  el coeficiente de la propensión marginal a consumir se incrementa 
a 0.6875% .
 Cuadro 4.1.1. Modelo Keynesiano con autocorrelación serial. 1950-1995.
Dependent Variable: DLCONS
Method: Least Squares
Sample (adjusted): 1951 1995
Included observations: 45 after adjustments
White Heteroskedasticity-Consistent Standard Errors & Covariance
Coefficient Std. Error t-Statistic Prob.  
C 0.016270 0.006933 2.346882 0.0236
DLYD 0.630301 0.173980 3.622833 0.0008
R-squared 0.585926     Mean dependent var 0.044346
Adjusted R-squared 0.576297     S.D. dependent var 0.040577
S.E. of regression 0.026413     Akaike info criterion -4.386525
Sum squared resid 0.029998     Schwarz criterion -4.306229
Log likelihood 100.6968     Hannan-Quinn criter. -4.356591
F-statistic 60.84621     Durbin-Watson stat 2.734473
Prob(F-statistic) 0.000000
Heteroskedasticity Test: White
F-statistic 44.73074     Prob. F(2,42) 0.0000
Obs*R-squared 30.62316     Prob. Chi-Square(2) 0.0000
Scaled explained SS 47.44439     Prob. Chi-Square(2) 0.0000
Fuente: Cálculos del autor.
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corregimos la autocorrelación, como se presenta en el cuadro 4.1.2,  se mejoran los 
resultados pero no se corrige la heterocedasticidad de acuerdo a la prueba White 
pues se sigue aceptando la hipótesis alternativa en un 100%. La persistencia de la 
heteroscedasticidad no es sorpresa pues es sabido que la función consumo, como 
todas aquellas variables que dependen de los niveles de ingreso, se caracteriza 
 le ótceted es soledom setnerefid rayasne ed séupseD .dadicitsadecoreteh al rop
EGARCH(1,0,0), cuadro 4.1.3, el cual evidencia la existencia de la heterocedasticidad 
pues la segunda ecuación correspondiente a la varianza condicional, es significativa; 
el DW se mantiene en valores cercanos a 2.0; el grado de significancia del ingreso 
disponible se cuatruplica; el R-cuadrado se aproxima al  61% e incluso ésta última 
regresión tiene un menor Akaike ( - 4.67)  que la del MCO del cuadro 4.1.2  Algo 
importante es que  el coeficiente de la propensión marginal a consumir se incrementa 
a 0.6875% .
 Cuadro 4.1.1. Modelo Keynesiano con autocorrelación serial. 1950-1995.
Dependent Variable: DLCONS
Method: Least Squares
Sample (adjusted): 1951 1995
Included observations: 45 after adjustments
White Heteroskedasticity-Consistent Standard Errors & Covariance
Coefficient Std. Error t-Statistic Prob.  
C 0.016270 0.006933 2.346882 0.0236
DLYD 0.630301 0.173980 3.622833 0.0008
R-squared 0.585926     Mean dependent var 0.044346
Adjusted R-squared 0.576297     S.D. dependent var 0.040577
S.E. of regression 0.026413     Akaike info criterion -4.386525
Sum squared resid 0.029998     Schwarz criterion -4.306229
Log likelihood 100.6968     Hannan-Quinn criter. -4.356591
F-statistic 60.84621     Durbin-Watson stat 2.734473
Prob(F-statistic) 0.000000
Heteroskedasticity Test: White
F-statistic 44.73074     Prob. F(2,42) 0.0000
Obs*R-squared 30.62316     Prob. Chi-Square(2) 0.0000
Scaled explained SS 47.44439     Prob. Chi-Square(2) 0.0000
Fuente: Cálculos del autor.
Cuadro 4.1.2 Keynesiano con elementos autorregresivos. 1950-1995.
Dependent Variable: DLCONS
Method: Least Squares
Included observations: 44 after adjustments
Convergence achieved after 6 iterations
White Heteroskedasticity-Consistent Standard Errors & Covariance
Coefficient Std. Error t-Statistic Prob.  
C 0.017450 0.005710 3.055818 0.0039
DLYD 0.586680 0.134733 4.354400 0.0001
AR(1) -0.426302 0.124325 -3.428943 0.0014
R-squared 0.668578     Mean dependent var 0.042474
Adjusted R-squared 0.652411     S.D. dependent var 0.039031
S.E. of regression 0.023012     Akaike info criterion -4.639894
Sum squared resid 0.021711     Schwarz criterion -4.518245
Log likelihood 105.0777     Hannan-Quinn criter. -4.594781
F-statistic 41.35465     Durbin-Watson stat 2.218471
Prob(F-statistic) 0.000000      
Heteroskedasticity Test: White
F-statistic 6.933080     Prob. F(5,38) 0.0001
Obs*R-squared 20.99043     Prob. Chi-Square(5) 0.0008
Scaled explained SS 23.42687     Prob. Chi-Square(5) 0.0003
 Fuente: Cálculos del autor.
Con base en el  EGARCH(1,0,0), la function  consumo para 1950-1995 es:
DLCONS t = 0.013628 + 0.687577 *DLYD t - 0.3681977*Ut-1
Log (σ 2t ) = -8.39890416905 + 0.898532672695* ABS (Ut-1/ σ t-1)  
A L B E R T O  G Ó M E Z  M E J Í A
90
Cuadro 4.1.3 Keynesiano con EGARCH(1,0,0). 1950-1995.
Dependent Variable: DLCONS
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1952 1995
Included observations: 44 after adjustments
Convergence achieved after 15 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(4) + C(5)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Coefficient Std. Error z-Statistic Prob.  
C 0.013628 0.002503 5.445200 0.0000
DLYD 0.687577 0.043736 15.72092 0.0000
AR(1) -0.368198 0.119119 -3.091004 0.0020
Variance Equation
C(4) -8.398904 0.297168 -28.26318 0.0000
C(5) 0.898533 0.329252 2.729013 0.0064
R-squared 0.651682     Mean dependent var 0.042474
Adjusted R-squared 0.615957     S.D. dependent var 0.039031
S.E. of regression 0.024188     Akaike info criterion -4.679569
Sum squared resid 0.022818     Schwarz criterion -4.476820
Log likelihood 107.9505     Hannan-Quinn criter. -4.604380
F-statistic 18.24169     Durbin-Watson stat 2.239713
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
La segunda ecuación presenta un coeficiente del valor absoluto de los residuos 
estandarizados, positivo, sin embargo, no hay presencia del efecto apalancamiento 
pues el  coeficiente γ, (explicado en capítulo 2) no resultó significativo, es decir, no 
hay presencia de asimetrías en el comportamiento del consumo: decisiones sobre 
consumo no son volátiles debido a buenas o malas noticias del entorno económico 
(o político), reiterando lo dicho: la mayoría de los consumidores colombianos son 
de ingresos bajos y medios por lo que no tienen capacidad para variar patrones 
de consumo y que su consumo depende estrictamente del ingreso disponible en el 
mismo período. 
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Cuadro 4.1.3 Keynesiano con EGARCH(1,0,0). 1950-1995.
Dependent Variable: DLCONS
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1952 1995
Included observations: 44 after adjustments
Convergence achieved after 15 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(4) + C(5)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Coefficient Std. Error z-Statistic Prob.  
C 0.013628 0.002503 5.445200 0.0000
DLYD 0.687577 0.043736 15.72092 0.0000
AR(1) -0.368198 0.119119 -3.091004 0.0020
Variance Equation
C(4) -8.398904 0.297168 -28.26318 0.0000
C(5) 0.898533 0.329252 2.729013 0.0064
R-squared 0.651682     Mean dependent var 0.042474
Adjusted R-squared 0.615957     S.D. dependent var 0.039031
S.E. of regression 0.024188     Akaike info criterion -4.679569
Sum squared resid 0.022818     Schwarz criterion -4.476820
Log likelihood 107.9505     Hannan-Quinn criter. -4.604380
F-statistic 18.24169     Durbin-Watson stat 2.239713
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
La segunda ecuación presenta un coeficiente del valor absoluto de los residuos 
estandarizados, positivo, sin embargo, no hay presencia del efecto apalancamiento 
pues el  coeficiente γ, (explicado en capítulo 2) no resultó significativo, es decir, no 
hay presencia de asimetrías en el comportamiento del consumo: decisiones sobre 
consumo no son volátiles debido a buenas o malas noticias del entorno económico 
(o político), reiterando lo dicho: la mayoría de los consumidores colombianos son 
de ingresos bajos y medios por lo que no tienen capacidad para variar patrones 
de consumo y que su consumo depende estrictamente del ingreso disponible en el 
mismo período. 
Queda por observar el comportamiento de los residuos de la regresión escogida. 
El cuadro 4.1.4 muestra que los residuos son homocedáticos a la luz de la prueba de 
heteroscedasticidad ARCH; se acepta la hipótesis nula en un 76.73%. 
Cuadro 4.1.4. Prueba Heteroscedasticidad ARCH de los residuos de EGARCH para la 
función Consumo.
Heteroskedasticity Test: ARCH
F-statistic 0.088746     Prob. F(1,41) 0.7673
Obs*R-squared 0.092874     Prob. Chi-Square(1) 0.7606
Igualmente los residuos tienen un probabilidad del 81.18% de presentar 
distribución normal de acuerdo al Jarque-Bera. Como se ve en el cuadro 4.1.5.














Mean       0.007247
Median   0.023845
Maximum  2.439143
Minimum -2.287918
Std. Dev.   1.015789
Skewness   0.106258
Kurtosis   3.426955
Jarque-Bera  0.416998
Probability  0.811802
Fuente: Cálculos del autor.
4.2. Función de consumo con ingreso disponible, tasas de 
créditos-depósitos y tasa de cambio real para 1950-1995
Como se dijo al comienzo del capítulo, se podría pensar que un incremento 
en las tasas de interés de depósito podrían alterar los niveles de consumo ya que 
muchos de los que ahorran en  los diferentes mecanismos que ofrece el sistema 
financiero, CTDs por ejemplo,  viven de los intereses recibidos, de tal forma que 
un incremento (disminución) en la tasa DTF podría estimular (desestimular) el 
consumo. Para la regresión se construyó la la variable “depo” que equivale a la tasa 
de depósitos reales y es estacionaria; hay que tener en cuenta que a partir  del año 
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1980, la variable depo corresponde a la tasa DTF efectiva anual, deflactada. En la 
regresión se usa “ddepo” que es la primera diferencia de “depo”.
En cuanto a las tasas de crédito aplicado a las tarjetas de crédito de consumo, 
no existen datos desde 1950 pues la masificación de estas tarjetas se empezó a dar 
desde los 1980s, sin embargo, la cobertura de estas, hoy en el 2008,  no alcanza a la 
mayoría de la población colombiana. Aún con esta limitante, se usó la tasa de crédito 
que se cobra a las empresas en promedio como una variable “proxy” o similar a 
la de la tasa de crédito de consumo; tasas  publicadas en la web del Banco de la 
República. Para las regresiones se usó como variable explicativa “dcred” que es 
la primera diferencia anual de la tasa de crédito efectiva anual y deflactada (serie 
cred)  a pesar de que  la serie cred es estacionaria al nivel del 5% como se ve en el 
cuadro 4.2.1. Igualmente se prueba la estacionariedad de la serie depo al nivel del 
5% mientras que la series ltcr no es estacionaria en los niveles del 1, 5 y 10% por lo 
que se generó la variable “dltcr” equivalente a la primera diferencia logarítmica de 
la tasa de cambio real peso/dólar, serie que si es estacionaria. 
Cuadro 4.2.1. Estacionariedad. Prueba ERS para cred, depo y ltcr.
Null Hypothesis: CRED has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  5.544339
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
Null Hypothesis: DEPO has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  4.832133
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
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1980, la variable depo corresponde a la tasa DTF efectiva anual, deflactada. En la 
regresión se usa “ddepo” que es la primera diferencia de “depo”.
En cuanto a las tasas de crédito aplicado a las tarjetas de crédito de consumo, 
no existen datos desde 1950 pues la masificación de estas tarjetas se empezó a dar 
desde los 1980s, sin embargo, la cobertura de estas, hoy en el 2008,  no alcanza a la 
mayoría de la población colombiana. Aún con esta limitante, se usó la tasa de crédito 
que se cobra a las empresas en promedio como una variable “proxy” o similar a 
la de la tasa de crédito de consumo; tasas  publicadas en la web del Banco de la 
República. Para las regresiones se usó como variable explicativa “dcred” que es 
la primera diferencia anual de la tasa de crédito efectiva anual y deflactada (serie 
cred)  a pesar de que  la serie cred es estacionaria al nivel del 5% como se ve en el 
cuadro 4.2.1. Igualmente se prueba la estacionariedad de la serie depo al nivel del 
5% mientras que la series ltcr no es estacionaria en los niveles del 1, 5 y 10% por lo 
que se generó la variable “dltcr” equivalente a la primera diferencia logarítmica de 
la tasa de cambio real peso/dólar, serie que si es estacionaria. 
Cuadro 4.2.1. Estacionariedad. Prueba ERS para cred, depo y ltcr.
Null Hypothesis: CRED has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  5.544339
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
Null Hypothesis: DEPO has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  4.832133
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
Null Hypothesis: LTCR has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  8.621493
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
*Elliott-Rothenberg-Stock (1996, Table 1) 
Enseguida se pasa a ejecutar la prueba de Johansen, detallada en el cuadro 4.2.2 
en el cual se muestra la alta cointegración de las variables dlcons  y dcred, ddepo y 
dltcr, sin embargo, las pruebas de Granger correspondientes no dan indicios de que 
dcred, ddepo y dltcr puedan ayudar a explicar el comportamiento de dlcons. Como 
ya se ha dicho anteriormente, la prueba de Granger puede ser imprecisa cuando hay 
mas de una variable regresora; se confiará en el resultado de Johansen.
 Cuadro 4.2.2. Prueba de Johansen para dlcons, dcred y ddepo.
Johansen test. Sample: 1950 1995
Included observations: 43
Series: DLCONS DCRED 
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 2 2 2 2
Max-Eig 1 2 2 2 2
Series: DLCONS DLTCR 
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
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No Trend No Trend No Trend Trend Trend
Trace 1 2 2 2 2
Max-Eig 1 2 2 2 2
Series: DLCONS DDEPO 
Lags interval: 1 to 1
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 2 2 2 2
Max-Eig 1 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Se corrieron regresiones en las que dlcons está en función de dcred, dlcons 
y dltcr. Se obtuvo dos regresiones aceptables con el EGARCH ya que la función 
consumo es altamente heterocedástica. En ninguna de las dos la variable dltcr fue 
significativa o sea que la devaluación no afectó los niveles de consumo entre 1950-
1995.
La primera, descrita en el cuadro 4.2.2 en la cual la variable ddepo es 
significativa  y con signo positivo, o sea una relación directa entre el consumo y 
la tasa DTF, dando a entender que un cambio del 1% en la tasa DTF produce un 
cambio del 0.001436% en el consumo. La verdad es que el efecto de la tasa DTF en 
el consumo  es prácticamente nulo a pesar de ser estadísticamente significativo: con 
un coeficiente de casi cero, lo que se puede concluir es que cambios en la DTF no 
alteraron los niveles de consumo durante el período estudiado y que el consumo fue 
esencialmente determinado por el ingreso disponible. Las ecuaciones finales son:
DLCONS t = 0.017612 + 0.604189 *DLYD t + 0.001436*DDEPO t
Log (σ 2) = -9.02598 + 1.474329* ABS (Ut-1/ σ t-1)  
Nótese que no hay efecto apalancamiento de acuerdo a la segunda ecuación; 
no hay residuos rezagados, el R-cuadrado es del 65.46% y la propensión marginal al 
consumo es 0.60, muy similar a la del aparte anterior. El Jarque-Bera de los residuos 
estima la probabilidad de estos de tener distribución normal en un 77.56% .
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No Trend No Trend No Trend Trend Trend
Trace 1 2 2 2 2
Max-Eig 1 2 2 2 2
Series: DLCONS DDEPO 
Lags interval: 1 to 1
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 2 2 2 2
Max-Eig 1 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Se corrieron regresiones en las que dlcons está en función de dcred, dlcons 
y dltcr. Se obtuvo dos regresiones aceptables con el EGARCH ya que la función 
consumo es altamente heterocedástica. En ninguna de las dos la variable dltcr fue 
significativa o sea que la devaluación no afectó los niveles de consumo entre 1950-
1995.
La primera, descrita en el cuadro 4.2.2 en la cual la variable ddepo es 
significativa  y con signo positivo, o sea una relación directa entre el consumo y 
la tasa DTF, dando a entender que un cambio del 1% en la tasa DTF produce un 
cambio del 0.001436% en el consumo. La verdad es que el efecto de la tasa DTF en 
el consumo  es prácticamente nulo a pesar de ser estadísticamente significativo: con 
un coeficiente de casi cero, lo que se puede concluir es que cambios en la DTF no 
alteraron los niveles de consumo durante el período estudiado y que el consumo fue 
esencialmente determinado por el ingreso disponible. Las ecuaciones finales son:
DLCONS t = 0.017612 + 0.604189 *DLYD t + 0.001436*DDEPO t
Log (σ 2) = -9.02598 + 1.474329* ABS (Ut-1/ σ t-1)  
Nótese que no hay efecto apalancamiento de acuerdo a la segunda ecuación; 
no hay residuos rezagados, el R-cuadrado es del 65.46% y la propensión marginal al 
consumo es 0.60, muy similar a la del aparte anterior. El Jarque-Bera de los residuos 
estima la probabilidad de estos de tener distribución normal en un 77.56% .
 Cuadro 4.2.2. Dlcons en función de dlyd y ddepo. EGARCH(1,0,0).
Dependent Variable: DLCONS
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1951 1995
Included observations: 45 after adjustments
Convergence achieved after 43 iterations
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(4) + C(5)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Coefficient Std. Error z-Statistic Prob.  
C 0.017612 0.004220 4.173275 0.0000
DLYD 0.604189 0.068113 8.870368 0.0000
DDEPO 0.001436 0.000303 4.736415 0.0000
Variance Equation
C(4) -9.025980 0.342119 -26.38260 0.0000
C(5) 1.474329 0.363066 4.060776 0.0000
R-squared 0.686021     Mean dependent var 0.044346
Adjusted R-squared 0.654624     S.D. dependent var 0.040577
S.E. of regression 0.023847     Akaike info criterion -4.831964
Sum squared resid 0.022746     Schwarz criterion -4.631223
Log likelihood 113.7192     Hannan-Quinn criter. -4.757130
F-statistic 21.84930     Durbin-Watson stat 2.780621
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
La segunda regresión, cuadro 4.2.3,  incluye dlyd, dcred y ddepo como 
explicativas. Se obtuvo un EGARCH(1,1,1) con efecto apalancamiento de signo 
positivo. La propensión marginal al consumo es de 0.68, similar a las anteriores 
y aunque con coeficientes cercanos a cero, de todos modos significativos, los 
coeficientes de dcred y ddepo tienen los signos correctos: un aumento en  la tasa de 
crédito del 1%, redujo el consumo en 0.000259% mientras que igual incremento en la 
tasa DTF aumentó el consumo en 0.00077%. La forma final de la ecuación es
DLCONS = 0.015433 + 0.68*DLYD t  - 0.000259*DCREDt-1+ 0.00077 *DDEPO t 
Log (σ2) = -6.2629 + 2.126*ABS (Ut-1/ σt-1) + 0.4058*(Ut-1/σt-1) + 0.43* Log (σ
2) t-1
La  ecuación de la varianza condicional indica que hay mucha volatilidad por 
varias razones:  primero, la regresión del consumo tiene dos variables con signo 
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contrario y  a pesar de que son  relacionadas, no siempre se mueven en la misma 
proporción y en esta regresión no  presentan multicolinealidad  de acuerdo a la tabla 
de varianza-covarianza de los betas, segundo, la varianza condicional rezagada 
un período es significativa, es decir, se arrastra una volatilidad desde períodos 
anteriores; tercero, el hecho de que los otros dos coeficientes  de la  segunda regresión 
sean positivos indica que cambios  inesperados, en las tasas de interés y niveles de 
ingreso aumentarán fuertemente la volatilidad del consumo, específicamente  en 
los consumidores de mayores ingresos que son los que mayor capacidad de ahorro 
tienen y más sensibles son a los cambios en las tasas de interés. El hecho de que el 
coeficiente del efecto apalancamiento sea positivo (0.4058) significa que las noticias 
buenas tienen más impacto sobre el comportamiento de la variable consumo que las 
noticias malas. 
Cuadro 4.2.3. Dlcons en función de dlyd, dcred y ddepo. EGARCH(1,1,1).
Dependent Variable: DLCONS
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1952 1995
Included observations: 44 after adjustments
Convergence achieved after 29 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(7)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(8)*LOG(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C 0.015443 0.000888 17.40019 0.0000
DLYD 0.680021 0.014818 45.89069 0.0000
DCRED(-1) -0.000259 9.14E-05 -2.837868 0.0045
DDEPO 0.000770 7.57E-05 10.16999 0.0000
Variance Equation
C(5) -6.262952 0.950133 -6.591661 0.0000
C(6) 2.126278 0.293842 7.236137 0.0000
C(7) 0.405818 0.143827 2.821580 0.0048
C(8) 0.435325 0.118144 3.684716 0.0002
R-squared 0.630952     Mean dependent var 0.042474
Adjusted R-squared 0.559193     S.D. dependent var 0.039031
S.E. of regression 0.025914     Akaike info criterion -4.857396
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contrario y  a pesar de que son  relacionadas, no siempre se mueven en la misma 
proporción y en esta regresión no  presentan multicolinealidad  de acuerdo a la tabla 
de varianza-covarianza de los betas, segundo, la varianza condicional rezagada 
un período es significativa, es decir, se arrastra una volatilidad desde períodos 
anteriores; tercero, el hecho de que los otros dos coeficientes  de la  segunda regresión 
sean positivos indica que cambios  inesperados, en las tasas de interés y niveles de 
ingreso aumentarán fuertemente la volatilidad del consumo, específicamente  en 
los consumidores de mayores ingresos que son los que mayor capacidad de ahorro 
tienen y más sensibles son a los cambios en las tasas de interés. El hecho de que el 
coeficiente del efecto apalancamiento sea positivo (0.4058) significa que las noticias 
buenas tienen más impacto sobre el comportamiento de la variable consumo que las 
noticias malas. 
Cuadro 4.2.3. Dlcons en función de dlyd, dcred y ddepo. EGARCH(1,1,1).
Dependent Variable: DLCONS
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1952 1995
Included observations: 44 after adjustments
Convergence achieved after 29 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(7)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(8)*LOG(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C 0.015443 0.000888 17.40019 0.0000
DLYD 0.680021 0.014818 45.89069 0.0000
DCRED(-1) -0.000259 9.14E-05 -2.837868 0.0045
DDEPO 0.000770 7.57E-05 10.16999 0.0000
Variance Equation
C(5) -6.262952 0.950133 -6.591661 0.0000
C(6) 2.126278 0.293842 7.236137 0.0000
C(7) 0.405818 0.143827 2.821580 0.0048
C(8) 0.435325 0.118144 3.684716 0.0002
R-squared 0.630952     Mean dependent var 0.042474
Adjusted R-squared 0.559193     S.D. dependent var 0.039031
S.E. of regression 0.025914     Akaike info criterion -4.857396
Sum squared resid 0.024176     Schwarz criterion -4.532998
Log likelihood 114.8627     Hannan-Quinn criter. -4.737094
F-statistic 8.792631     Durbin-Watson stat 2.779996
Prob(F-statistic) 0.000003
Fuente: Cálculos del autor. 
Finalmente, los indicadores de esta regresión tales como el R-cuadrado (55.91%) 
se redujo en comparación de la primera regresión (65%). Los demás estadísticos 
como el Schwarz, log likelihood,  etc. son muy similares.
Cuadro 4.2.4. Estadísticos de EGARCH(1,1,1).
ARCH Test:
F-statistic 2.001833     Probability 0.164660
















Std. Dev.   1.016796
Skewness   0.146096
Kurtosis   2.272054
Jarque-Bera  1.128017
Probability  0.568924
El cuadro 4.2.4 muestra las tabla de la prueba ARCH en la que se muestra 
que los residuos del EGARCH(1,1,1) ya no presentan heteroscedasticidad y que se 
acepta la probabilidad de residuos con distribución normal en un 56.89%. 
En conclusión, después de investigar con variables diferentes del ingreso 
disponible, como comportamiento de la tasa de cambio, tasas de depósito y crédito, 
se llega a la conclusión que la variable explicativa determinante del consumo entre 
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1950 y 1995 fue el ingreso disponible. Incrementos de las tasas de interés por parte 
de las autoridades monetarias tendientes a alterar el consumo no tuvieron impacto 
alguno. 
4.3. Función de Consumo con la Hipótesis del Ingreso 
Permanente, 1950-1995 (Milton Friedman) 5
 Esta teoría (que se opone a al función de consumo keynesiana) se basa en la 
posibilidad que las personas tienen de ahorrar parte de sus ingresos en el largo plazo 
con el fin de consumir en el futuro: por ejemplo, una persona que además de recibir 
un sueldo mensual,  ahorró y abrió un CDT, que tiene otros ingresos producidos en 
diferentes negocios, puede en el futuro  destinar al consumo parte de los intereses 
que recibe mensualmente, es decir, el consumo actual no depende solamente 
del ingreso disponible cada fin de mes sino que también depende de los ahorros 
y de otras fuentes de riqueza que se  hayan generado en el pasado; el  consumo 
futuro dependerá de los ingresos futuros y de los ahorros y nivel de riqueza que 
se construyan en el pasado, presente y futuro. Esta capacidad de consumo actual 
depende del comportamiento de las variables en diferentes períodos por lo que 
la función consumo se vuelve intertemporal y los planes de consumo futuro se 
verán determinados por las expectativas que se tengan sobre los ingresos futuros, 
exactamente igual como cuando una empresa hace un presupuesto de ingresos o 
gastos para el próximo año o a largo plazo y decide hallar el valor presente del 
flujo de caja, o sea que  la mecánica financiera del Valor Presente y el concepto del 
valor del dinero en el tiempo  juega un papel importante en la función de consumo. 
Si los individuos son racionales, el consumo futuro debería planearse con base en 
decisiones “técnicas”. Los individuos deben tomar decisiones tales como el ahorrar 
ahora y consumir mañana, no ahorrar y consumir ahora, en fin, todo dependerá de 
las expectativas de cada cual. El acto de consumir se da después de un análisis de 
optimización de utilidades intertemporal: qué nivel de consumo actual  o consumo 
futuro maximiza la utilidad, dadas unas restricciones en los niveles de ingreso, nivel 
de riqueza y considerando el valor del dinero en el tiempo.
Según Friedman,  el ingreso corriente o actual, Yt , se compone de dos partes: el 
ingreso permanente (YP) y el ingreso transitorio (YT).
                                                       Yt  = YP + YT
El ingreso permanente es estable (ejemplo: un sueldo)  mientras el transitorio 
es volátil (horas extras, contratos temporales). Las personas tienen que decidir si un 
incremento en el nivel de ingresos es permanente o transitorio; si es transitorio o 
temporal no será tenido en cuenta para el consumo futuro mientras que el permanente 
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valor del dinero en el tiempo  juega un papel importante en la función de consumo. 
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ahora y consumir mañana, no ahorrar y consumir ahora, en fin, todo dependerá de 
las expectativas de cada cual. El acto de consumir se da después de un análisis de 
optimización de utilidades intertemporal: qué nivel de consumo actual  o consumo 
futuro maximiza la utilidad, dadas unas restricciones en los niveles de ingreso, nivel 
de riqueza y considerando el valor del dinero en el tiempo.
Según Friedman,  el ingreso corriente o actual, Yt , se compone de dos partes: el 
ingreso permanente (YP) y el ingreso transitorio (YT).
                                                       Yt  = YP + YT
El ingreso permanente es estable (ejemplo: un sueldo)  mientras el transitorio 
es volátil (horas extras, contratos temporales). Las personas tienen que decidir si un 
incremento en el nivel de ingresos es permanente o transitorio; si es transitorio o 
temporal no será tenido en cuenta para el consumo futuro mientras que el permanente 
sí, por lo cual se puede concluir que el ingreso permanente puede calificarse como 
un ingreso promedio, como una media o valor esperado de ingresos futuros y los 
ingresos transitorios generarían desviaciones alrededor de la media.
La teoría en su versión más sencilla, considera que el consumo actual equivale 
a una proporción γ del nivel de ingreso permanente:       
                                               Ct  = γYPt   
La solución empírica de esta teoría se da bajo el esquema de Expectativas 
Adaptativas, en el cual se plantea que los consumidores corregirán sus expectativas 
cada período por una fracción γ  de la diferencia entre el valor actual de la variable 
ingreso y su valor esperado del período anterior.
Dado Ct = β0 + β1Yt* + Ut  (1)   
Yt* =  nivel de ingreso permanente, ingreso promedio esperado u óptimo en el 
largo plazo. 
Ct = Nivel de consumo actual.
Como las expectativas no son “observables”, se muestra como se generan:
Partiendo de γ =  (Yt* – Yt-1*) / [ ]*1−− tt YY  , donde el numerador representa 
el cambio o ajuste dado en las expectativas entre los dos períodos  con base en la 
diferencia entre lo  dado en el período actual y la expectativa que se tenía en el 
pasado.
Yt* – Yt-1* =  γ [ ]*1−− tt YY
Yt* – Yt-1* =  γYt – γYt-1*
Yt*       =  γYt – γYt-1* + Yt-1*
(2) Yt*       =  γYt + (1 – γ) Yt-1* ;   si:  γ = 1 à  Yt* = Yt ;   si γ = 0  à Yt* = Yt-1*
Sustituyendo (2) en (1):
(1)’ Ct = β0 + β1 [ ]*)1( 1−−+ tt YY γγ  + Ut
      Ct = β0 + β1γYt + β1(1 – γ) Yt-1*+ Ut
A partir de : Yt* =  γYt + (1 – γ) Yt-1*, se puede rezagar un período
Yt-1* =  γYt-1 + (1 – γ) Yt-2*
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Un segundo rezago, Yt-2* =  γYt-2 + (1 – γ) Yt-3  anu a agell es ,etnemavisecus ísa y ,*
expresión general









      
que puede ser integrada a la función consumo:










+ Ut      ; 0 < γ < 1.
en la que el consumo actual  ya no depende de expectativas no observables 
sobre el ingreso permanente sino de  una secuencia de ingresos obtenidos  en el 
pasado. El consumo dependerá de los valores entre los cuales fluctúe γ; a mayor 
valor de este (entre cero y uno), los niveles de ingreso actuales tendrán más peso en 
el nivel de consumo actual que los pasados más lejanos.
 El modelo para efectos prácticos se reduce a expresar el consumo en función 
del ingreso actual y rezagado durante varios períodos tal como se ve en el cuadro 
4.3.1.
El resultado ofrecido en el cuadro 4.3.1 es el de una regresión exploratoria 
usando MCO en el que se puede notar que la única variable significativa es el dlyd 
actual con un coeficiente de 0.545; las demás variables que son dlyd rezagadas no son 
significativas a uni nivel de confianza del 95%. Esta regresión está inconclusa puesto 
que hay que solucionar problemas de autocorrelación y heterocedasticidad en los 
residuos. Cuando se aplican los  correctivos se obtiene los mismos resultados del 
modelo keynesiano descrito en el cuadro Cuadro 4.1.3 “ Keynesiano con EGARCH. 
1950-1995”. 
Cuadro 4.3.1. dlcons en función del ingreso permanente (dlyd rezagados).
Dependent Variable: DLCONS
Method: Least Squares
Sample (adjusted): 1956 1995
Included observations: 40 after adjustments
White heteroskedasticity-consistent standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.022344 0.011319 1.974033 0.0568
DLYD 0.545598 0.168609 3.235879 0.0028
DLYD(-1) -0.047635 0.134760 -0.353482 0.7260
DLYD(-2) -0.048084 0.099858 -0.481521 0.6333
DLYD(-3) -0.149820 0.085604 -1.750154 0.0894
DLYD(-4) 0.056015 0.086378 0.648483 0.5212
DLYD(-5) 0.115700 0.073196 1.580685 0.1235
R-squared 0.589180     Mean dependent var 0.043852
Adjusted R-squared 0.514485     S.D. dependent var 0.036405
S.E. of regression 0.025367     Akaike info criterion -4.353125
Sum squared resid 0.021235     Schwarz criterion -4.057571
Log likelihood 94.06250     Hannan-Quinn criter. -4.246262
F-statistic 7.887846     Durbin-Watson stat 2.929141
Prob(F-statistic) 0.000026
Fuente: Cálculos del autor.
En conclusión, la teoría del ingreso permanente como factor determinante del 
consumo no se dió en Colombia durante 1950-1995. Una justificación de esto puede 
ser que la mayoría de la población colombiana es de bajos ingresos y su capacidad 
de ahorro es mínima o ninguna por lo que su capacidad de consumo depende de 
los ingresos inmediatos o actuales. Los bajos niveles de ingreso no  permiten a la 
mayoría de la población tener acceso al sistema financiero (lo que es conocido como 
baja bancarización) lo que también explica la baja sensibilidad del consumo a los 
cambios en las tasas de interés. 
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4.4. Consumo en función del Ingreso disponible y consumo 
rezagado, 1950-1995
Para este caso se usó el MCO-2 o mínimos cuadrados en de dos etapas (2-Stage 
Least Squares) que presenta como particularidad que la variable dependiente 
rezagada se usa como regresora. Se ensayó con varios rezagos de la variable dlcons, 
sin embargo, solo resultó significativa la rezagada un año. Se corrió para 1950-1995. 
Cuadro 4.4.1. Consumo en función del Ingreso disponible y consumo rezagado, 1950-
1995.
Dependent Variable: DLCONS
Method: Two-Stage Least Squares
Sample (adjusted): 1954 1995
Included observations: 42 after adjustments
White Heteroskedasticity-Consistent Standard Errors & Covariance
Instrument list: DLYD DLYD(-1) DLYD(-2) DLYD(-3) DLCONS(-1)
        DLCONS(-2) 
Coefficient Std. Error t-Statistic Prob.  
C 0.030656 0.009467 3.238212 0.0025
DLYD 0.569345 0.152183 3.741196 0.0006
DLYD(-1) 0.174843 0.065928 2.652047 0.0116
DLCONS(-1) -0.447776 0.120205 -3.725117 0.0006
R-squared 0.653176     Mean dependent var 0.045306
Adjusted R-squared 0.625796     S.D. dependent var 0.037634
S.E. of regression 0.023022     Sum squared resid 0.020140
F-statistic 23.85526     Durbin-Watson stat 2.136507
Prob(F-statistic) 0.000000     Second-Stage SSR 0.020140
Fuente: Cálculos del autor.
Como se puede ver el coeficiente de dlcons(-1), es decir, dlcons rezagado un 
período tiene signo negativo, lo que siendo contradictorio a la teoría , es un indicativo 
de multicolinealidad. La variable “tendencia” tampoco fue significativa. Al hacer el 
correctivo de la regresión llegamos a la misma conclusión del modelo keynesiano: 
solo importa el ingreso disponible.
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4.5. Consumo en función del Ingreso disponible y consumo 
rezagado, 1995-2017
A pesar de los cambios en metodología (1994, 2000, 2005 y 2015), intentemos 
correr una regresión para los últimos 23 años.  Las variables son la tasa de cambio 
del consumo real (creal) deflactado con año base 2008 y la tasa de cambio del ingreso 
disponible bruto deflactado (dlyd). Las variables se obtuvieron aplicando cambio 
porcentual lo cual es otra alternativa frente a la diferenciación logarítmica Las dos 
variables son estacionarias por lo que no se repetirá el proceso. 
Cuadro 4.5.1.  Cambio porcentual consumo real en función de cambio porcentual  del 
ingreso disponible real, 2000-2017. EGARCH(1,1,0).
Dependent Variable: CREAL
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Date: 02/07/19   Time: 18:05
Sample (adjusted): 2000 2017
Included observations: 18 after adjustments
Failure to improve likelihood (non-zero gradients) after 107 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(7) + C(8)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(9)
        *LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 2.231757 0.001537 1451.718 0.0000
DLYD 0.107878 0.006835 15.78351 0.0000
DLYD(-1) 0.160090 0.022363 7.158694 0.0000
DLYD(-2) 0.181398 0.021850 8.301989 0.0000
AR(2) 0.077985 0.025008 3.118363 0.0018
AR(3) 0.186205 0.018384 10.12869 0.0000
Variance Equation
C(7) -3.149692 0.714494 -4.408283 0.0000
C(8) 4.213045 1.141297 3.691453 0.0002
C(9) 0.900396 0.214083 4.205830 0.0000
R-squared 0.324821     Mean dependent var 3.535947
Adjusted R-squared 0.043496     S.D. dependent var 1.835140
S.E. of regression 1.794786     Akaike info criterion 2.750422
Sum squared resid 38.65509     Schwarz criterion 3.195608
Log likelihood -15.75380     Hannan-Quinn criter. 2.811807
Durbin-Watson stat 1.330059
Fuente: cálculos del autor
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Por medio de un EGARCH (1,1,0) se evidencia la variación del consumo real 
en función del cambio en el ingreso disponible real, sin embargo, nótese que en los 
últimos años se hace evidente el impacto del ingreso actual y los rezagos de 1 y 2 
años. El efecto acumulado, es decir, los coeficientes suman 0,44 aproximadamente. 
Los residuos del modelo no presentan autocorrelación serial ni heterocedasticidad, 
además de tener distribución normal de acuerdo al Jarque-Bera. Los resultados 
además de corroborar el modelo keynesiano, también se mueven a favor de la 
hipótesis del ingreso permanente de Friedman en un corto plazo. 
Cuadro 4.5.2. Pruebas ARCH y Normalidad de residuos.
Heteroskedasticity Test: ARCH
F-statistic 1.651603     Prob. F(1,15) 0.2182













Mean      -0.116544
Median   0.000451
Maximum  1.397295
Minimum -2.473049
Std. Dev.   1.074711
Skewness  -0.844285
Kurtosis   3.342504
Jarque-Bera  2.226431
Probability  0.328501
Fuente: cálculos del autor.
CONCLUSIÓN  
Diversos modelos teóricos del consumo demuestran que el principal factor 
determinante del consumo es el nivel de ingreso disponible en el período actual y 
rezagado hasta dos años.
NOTAS
• Ver en bibliografía otras publicaciones relacionadas con la función consumo aplicada 
para  Colombia.
• La tasa para los certificados de depósitos a término fijo (DTF) fue creada  en 1982 por 
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Kurtosis   3.342504
Jarque-Bera  2.226431
Probability  0.328501
Fuente: cálculos del autor.
CONCLUSIÓN  
Diversos modelos teóricos del consumo demuestran que el principal factor 
determinante del consumo es el nivel de ingreso disponible en el período actual y 
rezagado hasta dos años.
NOTAS
• Ver en bibliografía otras publicaciones relacionadas con la función consumo aplicada 
para  Colombia.
• La tasa para los certificados de depósitos a término fijo (DTF) fue creada  en 1982 por 
 setneiugis sal rop etnemlapicnirp adaluger euf asat ahciD ;acilbúpeR al ed ocnaB le
resoluciones: 109 de 1983, 42 de Julio de 1988 y 17 del 18 de junio de 1993, expedidas 
por el mismo banco.
• Tasa calculada a partir del formato 088 de la Superintendencia Financiera de Colom-
bia. Se dejó calcular en abril de 2001.
• Keynes, John Maynard (1936). The General Theory of Emplyment, Interest and Mo-
ney. McMillan and Co.
• Friedman, Milton (1957).  A Theory of the Consumption Function. Princeton: Prin-
ceton University Press.
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CAPÍTULO 5
 LA INVERSIÓN EN LOS DIFERENTES SECTORES Y LAS TASAS DE INTERÉS
5.1. La Inversión en función de la tasa de interés para créditos, 
1925-2018
La  inversión, I,  se define como un incremento en los bienes de capital, K, los 
cuales  incluyen edificios, plantas, maquinaria y equipos, por lo tanto,  I = ∆K = 
[ ]1−− tt KK
Teóricamente, la inversión privada depende inversamente de las tasas de 
crédito. En las cuentas nacionales, la inversión privada está compuesta por la suma 
de la Formación Interna Bruta de Capital Fijo (FIBKF) y los cambios en inventarios. 
El Banco de la República 1 guarda estas series desde el año 1925, las cuales han 
sido empalmadas dado que hay cambios en los años base, sin embargo, no se 
consideró diferencias en metodologías existentes en las series como ya se explicó 
anteriormente; el objetivo de este capítulo es ver a grosso modo, si el crédito ha sido 
un factor relevante en el desarrollo del país.
El gráfico 5.1.1 muestra las tasas reales de crédito y de depósitos para 1925-2018. 
Las tasas de depósito y crédito son las mismas del capítulo anterior que incluyen la 
DTF desde 1986. Se observa que en este período hay épocas en que las tasas de 
interés de crédito  eran fijadas e intervenidas por los gobiernos sin respetar las reglas 
del mercado como puede verse en las tablas publicadas por el Banco de la República; 
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las tasas de interés de crédito y depósitos permanecían constantes durante años y 
esto se practicó hasta casi finales de la década de 1970s; antes de ésta decada las 
tasas reales eran negativas y solo a partir de entonces las tasas son positivas como 
resultado de la creación del sistema UPAC. El cuadro 5.1.1 muestra las tasas reales 
a partir de 1980 hasya 2018. Nótese como a partir del año 2000, las tasas reales han 
reducido su volatilidad frente a las tasas del siglo XX lo cual pordría ser resultado de 
varios fenómenos: la política monetaria del Banco de la República que ha controlado 
la inflación, aumento en los flujos de capitales entre Colombia y el extranjero. 
El cuadro 5.1.2  y el gráfico 5.1.2., muestran los cambios porcentuales anuales 
de los datos originales de la FIBKF a precios constantes. Como se puede notar, estas 
series se caracterizan por tener cambios bruscos pues la inversión no solamente 
depende de la tasa de interés, también depende de los ciclos económicos, de la 
expectativas políticas y económicas. Con base en la inversión real, se obtuvo el 
logaritmo natural, “linv” que como se observa en el cuadro 5.1.3   si es estacionaria. 
Para efectos del análisis se trabajó con  “dcred” y “ddepo” equivalentes a la primera 
diferencia de estas tasas. Las fórmulas son:
• dcred = cred – cred(-1);  primera diferencia de la tasa de crédito real anual, 
donde “cred” ha sido dividida por la inflación anual, infl.    cred = (((1+ tasa 
cred)/(1+infl))-1)*100
• ddepo = depo – depo(-1). La primera diferencia de la tasa de interés real 
anual para depósitos, depo, la cual a partir de 1986 se construye con base 
en la tasa DTF dividida por la inflación anual correspondiente para cada 
mes. 
      depo = (((1 + DTF )/(1+infl))-1)*100.
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las tasas de interés de crédito y depósitos permanecían constantes durante años y 
esto se practicó hasta casi finales de la década de 1970s; antes de ésta decada las 
tasas reales eran negativas y solo a partir de entonces las tasas son positivas como 
resultado de la creación del sistema UPAC. El cuadro 5.1.1 muestra las tasas reales 
a partir de 1980 hasya 2018. Nótese como a partir del año 2000, las tasas reales han 
reducido su volatilidad frente a las tasas del siglo XX lo cual pordría ser resultado de 
varios fenómenos: la política monetaria del Banco de la República que ha controlado 
la inflación, aumento en los flujos de capitales entre Colombia y el extranjero. 
El cuadro 5.1.2  y el gráfico 5.1.2., muestran los cambios porcentuales anuales 
de los datos originales de la FIBKF a precios constantes. Como se puede notar, estas 
series se caracterizan por tener cambios bruscos pues la inversión no solamente 
depende de la tasa de interés, también depende de los ciclos económicos, de la 
expectativas políticas y económicas. Con base en la inversión real, se obtuvo el 
logaritmo natural, “linv” que como se observa en el cuadro 5.1.3   si es estacionaria. 
Para efectos del análisis se trabajó con  “dcred” y “ddepo” equivalentes a la primera 
diferencia de estas tasas. Las fórmulas son:
• dcred = cred – cred(-1);  primera diferencia de la tasa de crédito real anual, 
donde “cred” ha sido dividida por la inflación anual, infl.    cred = (((1+ tasa 
cred)/(1+infl))-1)*100
• ddepo = depo – depo(-1). La primera diferencia de la tasa de interés real 
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1930 1940 1950 1960 1970 1980 1990 2000 2010
tasa cred real tasa depo real
Fuente: Cálculos del autor.
Cuadro 5.1.1. Tasas anuales crédito real, depósito real, margen real. 1980-2018.











1980 13,7 4,7 9,0 2000 9,3 4,2 5,1
1981 16,9 9,7 7,2 2001 8,2 3,5 4,7
1982 16,6 9,6 7,1 2002 5,4 0,7 4,7
1983 23,6 17,1 6,4 2003 6,4 1,4 5,1
1984 19,2 15,5 3,7 2004 7,4 2,1 5,3
1985 16,0 11,6 4,4 2005 6,7 1,4 5,4
1986 17,3 17,4 -0,1 2006 7,3 2,2 5,1
1987 14,8 7,1 7,6 2007 9,2 3,1 6,1
1988 10,1 3,3 6,7 2008 9,0 2,3 6,7
1989 13,4 7,0 6,4 2009 7,3 2,1 5,2
1990 10,4 4,4 6,0 2010 4,9 0,3 4,6
1991 15,9 8,2 7,7 2011 7,7 1,3 6,3
1992 7,7 1,5 6,2 2012 8,8 2,7 6,1
1993 11,8 3,2 8,7 2013 7,7 2,1 5,6
1994 19,6 12,5 7,1 2014 6,5 0,7 5,8
1995 20,7 11,7 9,0 2015 5,1 -1,4 6,6
1996 14,1 5,3 8,8 2016 8,2 1,1 7,1
1997 13,2 5,6 7,5 2017 7,2 1,1 6,1
1998 23,8 15,9 7,9 2018 7,7 1,3 6,4
1999 9,9 6,3 3,6     
Fuente: Cálculos del autor
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Cuadro 5.1.2. Cambio porcentual FIBKF real, 1927-2017.
Año FIBKF Año FIBKF Año FIBKF Año FIBKF Año FIBKF
1927 3,71 1945 35,02 1963 -12,46 1981 4,63 1999 -29,56
1928 8,75 1946 1,19 1964 10,97 1982 0,43 2000 22,64
1929 -21,33 1947 14,18 1965 -18,56 1983 3,19 2001 8,82
1930 -29,39 1948 -6,12 1966 20,48 1984 5,42 2002 9,42
1931 -7,52 1949 -32,66 1967 10,85 1985 8,66 2003 12,22
1932 49,25 1950 4,40 1968 16,97 1986 14,34 2004 12,18
1933 59,72 1951 5,42 1969 10,50 1987 3,01 2005 12,65
1934 0,56 1952 2,06 1970 15,06 1988 16,18 2006 19,19
1935 12,21 1953 19,76 1971 0,18 1989 -5,39 2007 12,85
1936 7,30 1954 16,36 1972 -2,06 1990 -7,22 2008 9,01
1937 11,59 1955 7,92 1973 1,63 1991 -10,58 2009 -3,93
1938 4,88 1956 -1,74 1974 8,92 1992 8,92 2010 7,70
1939 19,78 1957 -13,24 1975 -0,17 1993 29,14 2011 18,47
1940 1,85 1958 16,94 1976 8,25 1994 17,38 2012 4,70
1941 -15,29 1959 8,57 1977 -4,37 1995 2,44 2013 6,14
1942 -20,47 1960 15,56 1978 13,49 1996 -12,59 2014 11,60
1943 -1,69 1961 8,84 1979 1,85 1997 14,15 2015 1,21
1944 4,44 1962 3,45 1980 14,80 1998 8,83 2016 -3,40
        2017 0,07








1930 1940 1950 1960 1970 1980 1990 2000 2010
FIBKFR CP
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1931 -7,52 1949 -32,66 1967 10,85 1985 8,66 2003 12,22
1932 49,25 1950 4,40 1968 16,97 1986 14,34 2004 12,18
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Primero, se correrá una regresión en la que la inversión real es la variable 
dependiente desde 1925 hasta 1996. Las últimas metodologías, 2005 y 2015 no nos 
ofrecen cuadros con la inversión total, separando la FIBKF de inventarios. Dado 
que la series “inv” o inversión privada real no es estacionaria, se genera la variable 
“linv” o logaritmo natural de la serie. Esta serie es estacionaria al nivel del 5% de 
acuerdo a la prueba ERS, es decir no acepta la hipótesis nula de presencia de raíz 
unitaria, tal como lo muestra el cuadro 5.1.3. Las series depo y cred también son 
estacionarias al nivel del 5%.  
Cuadro 5.1.3. Prueba ERS estacionariedad para Linv real y tasas reales de crédito y 
depósito, 1925-1996.
Null Hypothesis: LINV has a unit root
Exogenous: Constant, Linear Trend
Lag length: 1 (Spectral OLS AR based on SIC, maxlag=11)
Sample (adjusted): 1926 1996
Included observations: 71 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  5.026618
Test critical values: 1% level  4.236800
5% level  5.686400
10% level  6.778400
Null Hypothesis: DEPO has a unit root
Exogenous: Constant, Linear Trend







Test critical values: 1% level  4.240000
5% level  5.680000
10% level  6.780000
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Para efectos de la regresión se trabajará con la primera diferencia logarítmica 
de la inversión “dinv” y las primeras diferencias aritméticas “ddepo y decaed” ya 
usadas. El hecho de que la serie dinv sea estacionaria (ya que linv lo es) da a entender 
que las tasas de crecimiento de la inversión privada en términos reales (deflactada) 
fue estable a lo largo del siglo XX. Dado que se considera que la inversión es una 
variable volátil, sensible a crisis políticas y económicas, no deja de sorprender su 
estabilidad  frente a  la proliferación de crisis a lo largo del siglo XX colombiano. 
El cuadro 5.1.4 muestra la existencia de dos vectores de cointegración existentes 
entre dinv y dcred para cada una de las modalidades de la prueba de Johansen, 
luego si hay relación de largo plazo entre los cambios en las tasas de crédito y las 
variaciones porcentuales en los niveles de inversión. En la prueba de Granger, se 
rechaza la hipótesis nula, por lo tanto, si hay evidencia que  hay una causalidad 
unidireccional de dcred hacia dinv. 
Cuadro 5.1.4.  Pruebas de Johansen y Granger.
Johansen. Sample: 1 79
Included observations: 68
Series: DINV DCRED 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 
*Critical values based on MacKinnon-Haug-Michelis (1999)
P-Statistic
Elliott-Rothenberg-Stock test statistic  4.416743
Test critical values: 1% level  4.240000
5% level  5.680000
10% level  6.780000
Fuente: Cálculos del autor.
Null Hypothesis: CRED has a unit root
Exogenous: Constant, Linear Trend
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample: 1925 1999
Included observations: 75
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estabilidad  frente a  la proliferación de crisis a lo largo del siglo XX colombiano. 
El cuadro 5.1.4 muestra la existencia de dos vectores de cointegración existentes 
entre dinv y dcred para cada una de las modalidades de la prueba de Johansen, 
luego si hay relación de largo plazo entre los cambios en las tasas de crédito y las 
variaciones porcentuales en los niveles de inversión. En la prueba de Granger, se 
rechaza la hipótesis nula, por lo tanto, si hay evidencia que  hay una causalidad 
unidireccional de dcred hacia dinv. 
Cuadro 5.1.4.  Pruebas de Johansen y Granger.
Johansen. Sample: 1 79
Included observations: 68
Series: DINV DCRED 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
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*Critical values based on MacKinnon-Haug-Michelis (1999)
P-Statistic
Elliott-Rothenberg-Stock test statistic  4.416743
Test critical values: 1% level  4.240000
5% level  5.680000
10% level  6.780000
Fuente: Cálculos del autor.
Null Hypothesis: CRED has a unit root
Exogenous: Constant, Linear Trend
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample: 1925 1999
Included observations: 75
  Null Hypothesis: Obs F-Statistic Probability
  DCRED does not Granger Cause DINV 59  2.09071  0.04556
  DINV does not Granger Cause DCRED  0.93831  0.52214
Fuente: Cálculos del autor.
Lo anterior nos da seguridad para hacer la regresión. Después de ensayos, el 
mejor resultado se obtuvo con el  modelo  EGARCH(2,0,0) el cual describe presencia 
de heteroscedasticidad tipo ARCH en los residuos de la regresión. Se acaba de decir 
que las tasas de cambio de la inversión privada fueron estables, sin embargo hay 
presencia de heteroscedasticidad en los residuos; este contraste puede significar que 
las tasas de cambio en la inversión no dependieron de la evolución en las tasas de 
crédito solamente sino de otras variables no incluídas en el modelo. Los detalles se 
dan en el cuadro 5.1.5. Se observa que la variable dcred es significativa con rezagos 
de cuatro y cinco años, sus coeficientes son negativos como lo enseña la teoría 
macroeconómica, sin embargo, el valor de los coeficientes es muy bajo; la suma de 
los dos coeficientes es cercano a cero, (-0.004477), es decir, que un incremento del 1% 
en la tasa de créditos fue responsable de la reducción de la inversión privada en un 
0.00448% aproximadamente, algo mucho menor de lo esperado; añádase el hecho 
de que el R-cuadrado ajustado apenas es del 8.07% después de incluir ajustes por 
autocorrelación serial y heterocedasticidad. 
Cuadro 5.1.5. dinv en función de dcred. EGARCH(2,0,0).
Dependent Variable: DINV
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1936 1996
Included observations: 61 after adjustments
Convergence achieved after 56 iterations
Variance backcast: ON
LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8)
        *ABS(RESID(-2)/@SQRT(GARCH(-2)))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.052855 0.009108 5.803034 0.0000
DCRED(-4) -0.002369 0.000894 -2.648102 0.0081
DCRED(-5) -0.002108 0.000539 -3.907374 0.0001
AR(1) -0.435894 0.036748 -11.86167 0.0000
AR(5) 0.100785 0.052049 1.936350 0.0528
Pairwise Granger Causality Tests
Lags: 12
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Variance Equation
C(6) -3.838700 0.367258 -10.45232 0.0000
C(7) -1.466743 0.305172 -4.806280 0.0000
C(8) 1.441581 0.324442 4.443267 0.0000
R-squared 0.187945     Mean dependent var 0.039452
Adjusted R-squared 0.080693     S.D. dependent var 0.196358
S.E. of regression 0.188269     Akaike info criterion -0.738974
Sum squared resid 1.878599     Schwarz criterion -0.462138
Log likelihood 30.53871     F-statistic 1.752365
Durbin-Watson stat 2.004768     Prob(F-statistic) 0.116799
Fuente: Cálculos del autor.
Se podría pensar que la bajísima influencia de la tasa de interés en la inversión 
privada real  se debe a que el modelo es para 1925-1996 y que incluye años (1925-
1979) en que las tasas de crédito fueron fijadas por el Gobierno generando tasas 
de crédito reales  negativas, estas solamente fueron positivas durante 1980-1996, 
apenas  durante 16 de los 75 años incluídos en el modelo.  La negatividad de las 
tasas de crédito reales no hacía rentable para el sector financiero el dar créditos y al 
mismo tiempo,  las tasas de depósito reales negativas desestimulaban el ahorro o 
depósitos en los bancos; este problema es en parte solucionado por el UPAC. La baja 
influencia de la tasa de interés permite pensar que la inversión fue determinada por 
otros factores diferentes de los intereses. Ver cuadro 5.1.2.
 Regresando al EGARCH (2,0,0), la ecuación final es:
• DINV = 0.0528 - 0.00237*DCRED t-4   - 0.0021*DCREDt-5 – 0.4359*Ut-1 
 + 0.1* Ut-5
• Log (σ2) = -3.838 – 1.4667*ABS (Ut-1/ σt-1) + 1.4415* ABS(Ut-2 /σt-2) 
La segunda ecuación no presenta efecto apalancamiento pero tiene los 
coeficientes  de los valores absolutos de los residuos estandarizados, significativos 
con uno y dos rezagos. Los signos contrarios de estos reducen la volatilidad de  la 
varianza condicional. El correlograma de los residuos (ver archivos CD)  muestra 
la no existencia de autocorrelación serial aunque también se presenta un DW de 2.0 
( prueba no tan válida para regresiones con múltiples regresores) ; El cuadro 5.1.6 
muestra que en los residuos no hay heteroscedasticidad ARCH y  tienen probabilidad 
de distribución normal en un 40.58% según el Jarque-Bera.  
L A  I N V E R S I Ó N  E N  L O S  D I F E R E N T E S  S E C T O R E S  Y  L A S  T A S A S  D E  I N T E R É S
115
Variance Equation
C(6) -3.838700 0.367258 -10.45232 0.0000
C(7) -1.466743 0.305172 -4.806280 0.0000
C(8) 1.441581 0.324442 4.443267 0.0000
R-squared 0.187945     Mean dependent var 0.039452
Adjusted R-squared 0.080693     S.D. dependent var 0.196358
S.E. of regression 0.188269     Akaike info criterion -0.738974
Sum squared resid 1.878599     Schwarz criterion -0.462138
Log likelihood 30.53871     F-statistic 1.752365
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privada real  se debe a que el modelo es para 1925-1996 y que incluye años (1925-
1979) en que las tasas de crédito fueron fijadas por el Gobierno generando tasas 
de crédito reales  negativas, estas solamente fueron positivas durante 1980-1996, 
apenas  durante 16 de los 75 años incluídos en el modelo.  La negatividad de las 
tasas de crédito reales no hacía rentable para el sector financiero el dar créditos y al 
mismo tiempo,  las tasas de depósito reales negativas desestimulaban el ahorro o 
depósitos en los bancos; este problema es en parte solucionado por el UPAC. La baja 
influencia de la tasa de interés permite pensar que la inversión fue determinada por 
otros factores diferentes de los intereses. Ver cuadro 5.1.2.
 Regresando al EGARCH (2,0,0), la ecuación final es:
• DINV = 0.0528 - 0.00237*DCRED t-4   - 0.0021*DCREDt-5 – 0.4359*Ut-1 
 + 0.1* Ut-5
• Log (σ2) = -3.838 – 1.4667*ABS (Ut-1/ σt-1) + 1.4415* ABS(Ut-2 /σt-2) 
La segunda ecuación no presenta efecto apalancamiento pero tiene los 
coeficientes  de los valores absolutos de los residuos estandarizados, significativos 
con uno y dos rezagos. Los signos contrarios de estos reducen la volatilidad de  la 
varianza condicional. El correlograma de los residuos (ver archivos CD)  muestra 
la no existencia de autocorrelación serial aunque también se presenta un DW de 2.0 
( prueba no tan válida para regresiones con múltiples regresores) ; El cuadro 5.1.6 
muestra que en los residuos no hay heteroscedasticidad ARCH y  tienen probabilidad 
de distribución normal en un 40.58% según el Jarque-Bera.  
Cuadro 5.1.6. Heteroscedasticidad ARCH y Normalidad de los residuos. 
Heteroskedasticity Test: ARCH
F-statistic 0.864872     Prob. F(1,58) 0.3562
















Std. Dev.   1.013232
Skewness  -0.410312
Kurtosis   3.190421
Jarque-Bera  1.803776
Probability  0.405803
Fuente: Cálculos del autor.
Una segunda regresión en la que la tasa de cambio de la FIBKF real es función 
de la tasa de crédito real para 1990-2017, con el fin de observar si la tasa de crédito ha 
sido relevante en el crecimiento de la verdadera inversión. Se corrió MCO y no resultó 
po rlo que se volvió a ejecutar la EGARCH. Los siguientes cuadros especifican:
• DFIBKFR = -7.798 - 2.9077*DCRED t-1 + 0.1609*U t-2
• Log (σ2) = 6.6859 -3.075*ABS (Ut-1/ σt-1)
La regression indica que, en términos reales, por cada 1% en que se ha 
incrementado los cambios en la tasa de crédito rezagada un año, la tasa de cambio 
de la fibkfr se reduce 2.90%. Un coeficiente mucho mayor que los de los períodos 
anteriores; coeficiente de determinación del 43%. Los residuos presentan distribución 
normal y homocedasticidad de tipo ARCH. 
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Dependent Variable: DFIBKFR
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample (adjusted): 1990 2017
Included observations: 28 after adjustments
Failure to improve likelihood (non-zero gradients) after 67 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(4) + C(5)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Variable Coefficient Std. Error z-Statistic Prob.  
C -7.790992 0.124633 -62.51138 0.0000
DCRED(-1) -2.900522 0.033754 -85.93138 0.0000
AR(2) 0.160938 4.68E-11 3.44E+09 0.0000
Variance Equation
C(4) 6.685943 0.044316 150.8687 0.0000
C(5) -3.075022 0.052676 -58.37562 0.0000
R-squared 0.430088     Mean dependent var 0.195042
Adjusted R-squared 0.384495     S.D. dependent var 16.56668
S.E. of regression 12.99724     Akaike info criterion 7.253869
Sum squared resid 4223.208     Schwarz criterion 7.491763
Log likelihood -96.55417     Hannan-Quinn criter. 7.326596
Durbin-Watson stat 1.765450
Fuente: cálculos del autor
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Dependent Variable: DFIBKFR
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample (adjusted): 1990 2017
Included observations: 28 after adjustments
Failure to improve likelihood (non-zero gradients) after 67 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(4) + C(5)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Variable Coefficient Std. Error z-Statistic Prob.  
C -7.790992 0.124633 -62.51138 0.0000
DCRED(-1) -2.900522 0.033754 -85.93138 0.0000
AR(2) 0.160938 4.68E-11 3.44E+09 0.0000
Variance Equation
C(4) 6.685943 0.044316 150.8687 0.0000
C(5) -3.075022 0.052676 -58.37562 0.0000
R-squared 0.430088     Mean dependent var 0.195042
Adjusted R-squared 0.384495     S.D. dependent var 16.56668
S.E. of regression 12.99724     Akaike info criterion 7.253869
Sum squared resid 4223.208     Schwarz criterion 7.491763
Log likelihood -96.55417     Hannan-Quinn criter. 7.326596
Durbin-Watson stat 1.765450
Fuente: cálculos del autor













Mean       0.067033
Median   0.202411
Maximum  2.172864
Minimum -1.846112
Std. Dev.   1.025562
Skewness  -0.075370




F-statistic 0.222829    Prob. F(1,25) 0.6410
Obs*R-squared 0.238529    Prob. Chi-Square(1) 0.6253
Fuente: cálculos del autor.
5.2. El Modelo del Acelerador Flexible de la Inversión, 1925-
1996 y 1990-2017
El efecto acelerador 2 se refiere al efecto directo que produce un incremento 
(reducción) en la tasa de crecimiento del PIB real   sobre la formación interna bruta 
de capital fijo o inversión  privada en bienes de capital o activos fijos. Un crecimiento 
(reducción) de la economía genera expectativas de ingresos (pérdidas) futuros por lo 
que los empresarios deciden aumentar (reducir) la inversión, la cual a su vez, vía del 
multiplicador, aumenta (disminuye) la tasa de crecimiento del PIB real  El acelerador 
se presenta en una versión conocida como el modelo del acelerador flexible 3 de la 
inversión. Partiendo de la definición de inversión, I,  como aquella que produce un 
incremento en los bienes de capital, I = ∆K = [ ]1−− tt KK = Cambio observado o 


















δ = Coeficiente de  Ajuste Parcial  o la proporción de inversión ejecutada en un 
período con respecto a la inversión que se ha presupuestado [ ]1* −− tt KK . Para este 
período, t, las empresas efectúan una inversión neta en bienes de capital fijo con el 
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fin de cerrar la brecha entre el nivel deseado o presupuestado de activos de capital 
y el nivel con el que contaban el período pasado, t-1.  Dado que δ, puede fluctuar 
entre cero y uno incluídos, tenemos que en la medida que el valor se acerque a uno, 
se cumplirán las metas en la inversión, es decir, 
Si      
Si      
δ = 0 ; Kt = Kt-1  , 
   δ = 1 ; Kt – Kt-1 = Kt* – Kt-1 à Kt = Kt*  
Vale la pena recordar que todo proceso de inversión está influenciado por la 
tasa interna de retorno, el nivel de producción esperado, tasas de interés, nivel de 
tecnología y productividad. 
 La aplicación de este modelo a nivel macroeconómico,  requiere plantear una 
ecuación en la que la variable dependiente es el nivel óptimo de bienes de capital, Kt*, 
o Formación Interna Bruta de Capital,  que está en función de la tasa de crecimiento 
del PIB real mediante un procedimiento matemático de ajuste parcial.
Kt* = β0 + β1Yt + Ut , Función de largo plazo.
K t* = Nivel de capital deseado, o de largo plazo, para generar una producción 
dada
Yt    = Producción. 
Como Yt* no es directamente observable, Mark Nerlove 
3 plantea el Ajuste 
Parcial o de Existencias.
 (2)       Kt – Kt-1 = [ ]1* −− tt KKδ  ;   0≤ δ ≤ 1.
 (2)’      Kt – Kt-1 = δ [ ]1* −− tt KK
    Kt – Kt-1 = δKt*– δKt-1
     Kt = δKt* + (1 – δ)Kt-1
Sustituyendo (1) en (2)’:
Kt = δKt* + (1 – δ)Kt-1
Kt = δ [ ]tt UY ++ 10 ββ  + (1 – δ)Kt-1
Kt = δβ0 + δβ1Yt + δUt + (1 – δ) Kt-1 
Kt = δβ0 + δβ1Yt + (1 – δ) Kt-1 + δUt,   y que se constituye en una función de corto 
plazo. Pero si se hace  una sustitución indefinida como la que se hizo en la función 
de consumo con el ingreso permanente, 
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fin de cerrar la brecha entre el nivel deseado o presupuestado de activos de capital 
y el nivel con el que contaban el período pasado, t-1.  Dado que δ, puede fluctuar 
entre cero y uno incluídos, tenemos que en la medida que el valor se acerque a uno, 
se cumplirán las metas en la inversión, es decir, 
Si      
Si      
δ = 0 ; Kt = Kt-1  , 
   δ = 1 ; Kt – Kt-1 = Kt* – Kt-1 à Kt = Kt*  
Vale la pena recordar que todo proceso de inversión está influenciado por la 
tasa interna de retorno, el nivel de producción esperado, tasas de interés, nivel de 
tecnología y productividad. 
 La aplicación de este modelo a nivel macroeconómico,  requiere plantear una 
ecuación en la que la variable dependiente es el nivel óptimo de bienes de capital, Kt*, 
o Formación Interna Bruta de Capital,  que está en función de la tasa de crecimiento 
del PIB real mediante un procedimiento matemático de ajuste parcial.
Kt* = β0 + β1Yt + Ut , Función de largo plazo.
K t* = Nivel de capital deseado, o de largo plazo, para generar una producción 
dada
Yt    = Producción. 
Como Yt* no es directamente observable, Mark Nerlove 
3 plantea el Ajuste 
Parcial o de Existencias.
 (2)       Kt – Kt-1 = [ ]1* −− tt KKδ  ;   0≤ δ ≤ 1.
 (2)’      Kt – Kt-1 = δ [ ]1* −− tt KK
    Kt – Kt-1 = δKt*– δKt-1
     Kt = δKt* + (1 – δ)Kt-1
Sustituyendo (1) en (2)’:
Kt = δKt* + (1 – δ)Kt-1
Kt = δ [ ]tt UY ++ 10 ββ  + (1 – δ)Kt-1
Kt = δβ0 + δβ1Yt + δUt + (1 – δ) Kt-1 
Kt = δβ0 + δβ1Yt + (1 – δ) Kt-1 + δUt,   y que se constituye en una función de corto 
plazo. Pero si se hace  una sustitución indefinida como la que se hizo en la función 
de consumo con el ingreso permanente, 
Kt-1 = δKt-1* + (1 – δ)Kt-2
Kt-2 = δKt-2* + (1 – δ)Kt-3
Kt-3 = δKt-3* + (1 – δ)Kt-4, 
terminamos en: 










+ Vt      ;  0≤ δ ≤ 1
Donde el nivel de inversión actual depende de una secuencia de valores 
rezagados de la tasa de crecimiento del PIB real.
Para Colombia se aplicó para el período 1925-1996. Se trabajó con la FIBK cuyos 
cambios porcentuales se dieron en el cuadro 5.1.2. Se obtuvo el logaritmo natural 
de la  FIBKFR deflactada a precios constantes de 1975, serie que si es estacionaria 
de acuerdo a la prueba ERS, (cuadro 5.2.1) sin embargo, se trabajó con la primera 
diferencia logarítmica, “dfibk” que también es estacionaria. 
Null Hypothesis: LFIBK has a unit root
Exogenous: Constant, Linear Trend
Lag length: 1 (Spectral OLS AR based on SIC, maxlag=11)
Sample (adjusted): 1 72
Included observations: 72 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  2.367609
Test critical values: 1% level  4.237600
5% level  5.684800
10% level  6.778800
Fuente: Cálculos del autor.
Las pruebas de Johansen y Granger se observan en el cuadro 5.2.2.  La otra 
variable es “dyr” la cual es estacionaria (ver cuadro 3.3.2). Johansen establece la 
existencia de dos vectores de cointegración entre ambas variables y Granger concluye 
que hubo una causalidad bidireccional entre estas variables, lo que significa que así 
como la inversión determinó el crecimiento del pib real, este a su vez incidió en el 
comportamiento de la inversión.
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Johansen. Sample: 1 79
Included observations: 68
Series: DFIBKFR DYR 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Pairwise Granger Causality Tests
Sample: 1 79
Lags: 3
  Null Hypothesis: Obs F-Statistic Probability
  DYR does not Granger Cause DFIBKR 68  4.86995  0.00422
  DFIBK does not Granger Cause DYR  5.19430  0.00292
Fuente: Cálculos del autor.
Corriendo la regresión para la ecuación (3) en la cual la inversión es explicada 
por una serie de dyr rezagados indefinidamente, el mejor modelo obtenido fue 
un EGARCH(2,0,0) que se presenta en  el cuadro 5.2.3, en el que la variable dyr 
significativa es la actual y ningún rezago de esta fue significativa. El R2 es del 61.37%. 
El coeficiente de dyr es positivo como lo explica la teoría; un incremento del 1% en 
la tasa de crecimiento del pib real se traduce en un aumento del 0.966% en la fibk; no 
hay autocorrelación. La ecuación final es:
• DFIBKFR = 0.0112 + 0.966*DYR t   – 0.474*Ut-3 –  0.38* Ut-4 - 0.219* Ut-6
          -0.214*Ut-9
• Log (σ2) = -6.10 – 0.547*ABS (Ut-1/ σt-1) + 1.203* ABS(Ut-2 /σt-2) 
 
Esta regression está corregida de heterocedasticidad, autocorrelación serial y los 
residuos tienen un 82.92% de probabilidad de tener una distribución normal según 
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Johansen. Sample: 1 79
Included observations: 68
Series: DFIBKFR DYR 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Pairwise Granger Causality Tests
Sample: 1 79
Lags: 3
  Null Hypothesis: Obs F-Statistic Probability
  DYR does not Granger Cause DFIBKR 68  4.86995  0.00422
  DFIBK does not Granger Cause DYR  5.19430  0.00292
Fuente: Cálculos del autor.
Corriendo la regresión para la ecuación (3) en la cual la inversión es explicada 
por una serie de dyr rezagados indefinidamente, el mejor modelo obtenido fue 
un EGARCH(2,0,0) que se presenta en  el cuadro 5.2.3, en el que la variable dyr 
significativa es la actual y ningún rezago de esta fue significativa. El R2 es del 61.37%. 
El coeficiente de dyr es positivo como lo explica la teoría; un incremento del 1% en 
la tasa de crecimiento del pib real se traduce en un aumento del 0.966% en la fibk; no 
hay autocorrelación. La ecuación final es:
• DFIBKFR = 0.0112 + 0.966*DYR t   – 0.474*Ut-3 –  0.38* Ut-4 - 0.219* Ut-6
          -0.214*Ut-9
• Log (σ2) = -6.10 – 0.547*ABS (Ut-1/ σt-1) + 1.203* ABS(Ut-2 /σt-2) 
 
Esta regression está corregida de heterocedasticidad, autocorrelación serial y los 
residuos tienen un 82.92% de probabilidad de tener una distribución normal según 
el Jarque-Bera en el cuadro 5.2.4. Igual que en la regresión de la inversión en función 
de la tasa de interés, la segunda ecuación no presenta efecto apalancamiento pero 
tiene los coeficientes  de los valores absolutos de los residuos estandarizados, 
significativos con uno y dos rezagos. Los signos contrarios de estos reducen la 
volatilidad de  la varianza condicional.
Cuadro 5.2.3. El Acelerador. 1925-1996. EGARCH (2,0,0).
Dependent Variable: DFIBKfR
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 11 72
Included observations: 62 after adjustments
Convergence achieved after 37 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Variance backcast: ON
LOG(GARCH) = C(7) + C(8)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(9)
        *ABS(RESID(-2)/@SQRT(GARCH(-2)))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.011267 0.003637 3.098058 0.0019
DYR 0.966191 0.068365 14.13280 0.0000
AR(3) -0.474704 0.048778 -9.731972 0.0000
AR(6) -0.219209 0.042276 -5.185167 0.0000
AR(9) -0.214487 0.034029 -6.302997 0.0000
AR(4) -0.380929 0.037063 -10.27781 0.0000
Variance Equation
C(7) -6.106749 0.310600 -19.66113 0.0000
C(8) -0.547725 0.190519 -2.874908 0.0040
C(9) 1.203616 0.205630 5.853300 0.0000
R-squared 0.613704     Mean dependent var 0.041218
Adjusted R-squared 0.555395     S.D. dependent var 0.119561
S.E. of regression 0.079722     Akaike info criterion -2.461863
Sum squared resid 0.336845     Schwarz criterion -2.153086
Log likelihood 85.31777
 Fuente: Cálculos del autor.
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Cuadro 5.2.4. Heteroscedasticidad ARCH y normalidad de los residuos. El acelerador.
ARCH Test:
F-statistic 0.020505     Probability 0.886622



















Std. Dev.   0.988277
Skewness  -0.043774
Kurtosis   2.629513
Jarque-Bera  0.374390
Probability  0.829282
 Fuente: Cálculos del autor.
Para explicar el modelo con rezagos de la fibk como variables explicativas 
aparece el cuadro 5.2.5. Se corrió con MCO-2-etapas, pero, el primer rezago de la 
dfibk presenta un signo negativo que es contrario a la teoría, es decir, no es lógico 
que la dfibk rezagada un período afecte negativamente el valor actual de la dfibkfr, 
luego hay que descartarlo.
En conclusión, este modelo permite entender la relación directa entre la 
inversión y el crecimiento del pib real como variable explicativa. La inversión 
privada, tanto en el corto como en el largo plazo, se consolida en la medida que haya 
crecimiento económico; similarmente, las recesiones desestimulan la inversión, 
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Cuadro 5.2.4. Heteroscedasticidad ARCH y normalidad de los residuos. El acelerador.
ARCH Test:
F-statistic 0.020505     Probability 0.886622



















Std. Dev.   0.988277
Skewness  -0.043774
Kurtosis   2.629513
Jarque-Bera  0.374390
Probability  0.829282
 Fuente: Cálculos del autor.
Para explicar el modelo con rezagos de la fibk como variables explicativas 
aparece el cuadro 5.2.5. Se corrió con MCO-2-etapas, pero, el primer rezago de la 
dfibk presenta un signo negativo que es contrario a la teoría, es decir, no es lógico 
que la dfibk rezagada un período afecte negativamente el valor actual de la dfibkfr, 
luego hay que descartarlo.
En conclusión, este modelo permite entender la relación directa entre la 
inversión y el crecimiento del pib real como variable explicativa. La inversión 
privada, tanto en el corto como en el largo plazo, se consolida en la medida que haya 
crecimiento económico; similarmente, las recesiones desestimulan la inversión, 
 Cuadro 5.2.5. El Acelerador con dependiente rezagada. 2MCO.
Dependent Variable: DFIBKFR
Method: Two-Stage Least Squares
Sample (adjusted): 12 72
Included observations: 61 after adjustments
Convergence achieved after 9 iterations
White Heteroskedasticity-Consistent Standard Errors & Covariance
Instrument specification: DYR(-1) DYR(-2)  DYR(-3)  DYR(-4) DYR(-5) 
        DFIBK(-1) DFIBK(-2) DFIBK(-3) DFIBK(-4) DFIBK(-5)    DYR(-6) DYR(-7)
Constant added to instrument list
Lagged dependent variable & regressors added to instrument list
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.011313 0.009950 1.137006 0.2607
DYR 1.005501 0.142355 7.063357 0.0000
DFIBKFR(-1) -0.260525 0.106302 -2.450793 0.0176
AR(1) 0.248882 0.129488 1.922048 0.0600
AR(3) -0.589454 0.146717 -4.017618 0.0002
AR(4) -0.337191 0.154116 -2.187897 0.0331
AR(6) -0.320811 0.086884 -3.692419 0.0005
AR(9) -0.304032 0.071129 -4.274369 0.0001
R-squared 0.693352     Mean dependent var 0.040005
Adjusted R-squared 0.652851     S.D. dependent var 0.120168
S.E. of regression 0.070802     Sum squared resid 0.265685
Second-Stage SSR 0.432082
Fuente: Cálculos del autor.
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 El acelerador para 1990-2017
Cuadro 5.2.6. El Acelerador. 1990-2017. EGARCH(0,1,0).
Dependent Variable: DFIBKFR
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample: 1990 2017
Included observations: 28
Convergence achieved after 30 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(3) + C(4)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.434072 1.651196 0.262884 0.7926
DYR 5.760982 0.613363 9.392447 0.0000
Variance Equation
C(3) 8.202276 1.898393 4.320641 0.0000
C(4) -0.904151 0.378432 -2.389201 0.0169
R-squared 0.707873     Mean dependent var 0.195042
Adjusted R-squared 0.696637     S.D. dependent var 16.56668
S.E. of regression 9.124663     Akaike info criterion 7.455143
Sum squared resid 2164.746     Schwarz criterion 7.645458
Log likelihood -100.3720     Hannan-Quinn criter. 7.513324
Durbin-Watson stat 2.023331
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 El acelerador para 1990-2017
Cuadro 5.2.6. El Acelerador. 1990-2017. EGARCH(0,1,0).
Dependent Variable: DFIBKFR
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample: 1990 2017
Included observations: 28
Convergence achieved after 30 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(3) + C(4)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.434072 1.651196 0.262884 0.7926
DYR 5.760982 0.613363 9.392447 0.0000
Variance Equation
C(3) 8.202276 1.898393 4.320641 0.0000
C(4) -0.904151 0.378432 -2.389201 0.0169
R-squared 0.707873     Mean dependent var 0.195042
Adjusted R-squared 0.696637     S.D. dependent var 16.56668
S.E. of regression 9.124663     Akaike info criterion 7.455143
Sum squared resid 2164.746     Schwarz criterion 7.645458
Log likelihood -100.3720     Hannan-Quinn criter. 7.513324
Durbin-Watson stat 2.023331



















Std. Dev.   1.032713
Skewness   0.252193




F-statistic 1.555864     Prob. F(1,25) 0.2238
Obs*R-squared 1.581885     Prob. Chi-Square(1) 0.2085
• DFIBKFR = 0.434 + 5.761*DYR t   
• Log (σ2) = 8.210 – 0.90* Log (σ2t-1)
El resultado del EGARCH (0.1.0) corrobora el impacto del crecimiento del PIB 
real sobre la inversion, específicamente la FIBKFR: un incrementeo de la tasa de 
crecimiento del PIB real en 1%, produce en la tasa de crecimiento de la formación 
intena bruta de capital fijo, un impulso de 5.76%, el cual es mucho mayo a lo 
mostrado  durante el siglo XX, es decir, según el modelo, las tasas de crecimiento de 
la economía colombiana en los últimos 30 años han sido fuertemente determinadas 
por la formación de capital fijo. 
5.3.  El Impacto de la Inversión en el PIB real, 1925-1999 y 
1990-2017
En este aparte se analiza el caso opuesto al del aparte anterior; ahora, la 
variable dependiente es dyr (la misma de los capítulos 3 y 4)  en función de los 
cambios logarítmicos de la inversión. El cuadro 5.2.1, del aparte anterior,  presenta 
las pruebas de Johanssen y de Granger de las dos variables. El cuadro 5.3.1 describe 
la correlación entre ambas variables para 1925-99; una correlación positiva y de 0.63 
corroborando la alta  influencia mutua. 
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DFIBKFR DYR
DFIBKFR  1.000000  0.637284
DYR  0.637284  1.000000
Fuente: Cálculos del autor.
Dependent Variable: DYR
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 11 72
Included observations: 62 after adjustments
Convergence achieved after 16 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.014331 0.004932 2.905466 0.0037
DFIBKFR 0.263837 0.039339 6.706810 0.0000
DFIBKFR(-3) 0.120525 0.035235 3.420608 0.0006
DFIBKFR(-6) 0.108271 0.027842 3.888793 0.0001
AR(3) -0.141388 0.072042 -1.962564 0.0497
Variance Equation
C(6) -7.386146 0.221228 -33.38701 0.0000
C(7) 0.945593 0.269448 3.509367 0.0004
R-squared 0.475526     Mean dependent var 0.037598
Adjusted R-squared 0.418311     S.D. dependent var 0.054615
S.E. of regression 0.041654     Akaike info criterion -3.585717
Sum squared resid 0.095428     Schwarz criterion -3.345557
Log likelihood 118.1572     F-statistic 8.311160
Durbin-Watson stat 1.599582     Prob(F-statistic) 0.000002
Fuente: Cálculos del autor.
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DFIBKFR DYR
DFIBKFR  1.000000  0.637284
DYR  0.637284  1.000000
Fuente: Cálculos del autor.
Dependent Variable: DYR
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 11 72
Included observations: 62 after adjustments
Convergence achieved after 16 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.014331 0.004932 2.905466 0.0037
DFIBKFR 0.263837 0.039339 6.706810 0.0000
DFIBKFR(-3) 0.120525 0.035235 3.420608 0.0006
DFIBKFR(-6) 0.108271 0.027842 3.888793 0.0001
AR(3) -0.141388 0.072042 -1.962564 0.0497
Variance Equation
C(6) -7.386146 0.221228 -33.38701 0.0000
C(7) 0.945593 0.269448 3.509367 0.0004
R-squared 0.475526     Mean dependent var 0.037598
Adjusted R-squared 0.418311     S.D. dependent var 0.054615
S.E. of regression 0.041654     Akaike info criterion -3.585717
Sum squared resid 0.095428     Schwarz criterion -3.345557
Log likelihood 118.1572     F-statistic 8.311160
Durbin-Watson stat 1.599582     Prob(F-statistic) 0.000002
Fuente: Cálculos del autor.
La mejor regresión encontrada fue la EGARCH(1,0,0)  de acuerdo al cuadro 5.3.2.
• DFIBK = 0.0143 + 0.263*DFIBKFR t   + 0.120*DFIBKFRt-3 + 0.108* DFIBKFRt-6
 - 0.141* Ut-3 
• Log (σ2) = -7.386 + 0.945*ABS (Ut-1/ σt-1) 
La regresión obtenida explica como la tasa de crecimiento actual del pib real está 
determinada en parte por el crecimiento de la inversión privada actual y  la rezagada 
de tres y seis años. Téngase en cuenta que es posible encontrar varias regresiones 
igualmente válidas que incluyan  a DFIBKFR con rezagos diferentes del tercer y 
sexto año; el rezago depende del número de períodos que se estudien. Los demás 
indicadores son buenos: el R-cuadrado ajustado es del 41.83%; autocorrelación y 
heterocedasticidad corregidas. La ecuación de la varianza condicional, describe a esta 
en función de los residuos estandarizados y sin presencia del efecto apalancamiento. 
En el cuadro 5.3.3 se muestra la prueba de heterocedasticidad ARCH de los 
residuos la cual determina que   estos son homocedásticos y los residuos tienen 
una probabilidad del 20.75% de ajustarse a una distribución normal de acuerdo a al 
prueba de  Jarque-Bera.  
 Cuadro 5.3.3. Normalidad de los residuos y prueba ARCH.
Heteroskedasticity Test: ARCH
F-statistic 0.064368     Prob. F(1,59) 0.8006












Mean       0.116038
Median   0.221762
Maximum  2.293396
Minimum -2.328136
Std. Dev.   0.999898
Skewness  -0.530132
Kurtosis   3.305616
Jarque-Bera  3.145365
Probability  0.207488
Fuente: Cálculos del autor.
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Comparando los resultados de este modelo (como la inversión afecta a la 
producción) con el del acelerador (como la producción determina a la inversión), 
se observa que las variables regresoras ejercen su influencia a lo largo de varios 
años, es decir, presencia  de rezagos: la inversión trabaja sobre la producción a lo 
largo de varios años mientras que las condiciones de la economía, por ejemplo, 
el  crecimiento del pib real influencia las decisiones de proyectos de inversión 
en forma inmediata, sin rezagos. Las expectativas positivas o negativas sobre el 
comportamiento de la economía son cambiantes continuamente y fácilmente apoyan 
o desestimulan una inversión y por ende a la tasa de crecimiento del pib real de 
ese mismo período. Lo importante es entender que por su naturaleza, la inversión 
entendida técnicamente como la generación de activos nuevos, es un proceso 
que depende de muy diversas variables: cuantitativas y cualitativas; el hecho de 
excluirlas produce residuos heterocedásticos (de allí el frecuente uso del EGARCH). 
Los resultados de los modelos corroboran lo que es conocido por muchos: es difícil 
atraer a la inversión y es fácil alejarla;  cuando las condiciones son óptimas para la 
ejecución de la inversión, esta toma varios años en ser implementada por lo que 
toma varios años en verse completamente reflejada en la tasa de crecimiento del pib 
real, por el contrario cuando  las condiciones económicas se deterioran, la inversión 
se suspende inmediatamente.
Para el período 1990-2017, el EGARCH (1,1,1) indica que el impacto del 
crecimiento de la formación bruta de capital sobre el crecimiento del PIB real no ha 
sido tan importante como el del período 1925-1990; un incremento del 1% en la tasa 
de crecimiento de la formación de capital produce un incremento del 0.12% en la 
tasa de crecimiento del PIB real. El impacto de la formaicón de capital sobre el PIB 
se ha dado dentro del mismo año, sin rezagos; corroborando el efecto de corto plazo 
que se ha dado en todos los anteriores ejercicios. La interacción entre el PIB real y 
la formación de capital, se da en ambas direcciones, pero, en el corto plazo, es decir, 
dentro delmismo año y máximo un año de rezago.  
En lo que respecta a las características de la regresión, ésta cumple con los 
requisitos de los residuos: distribución normal y homocedásticos tipo ARCH. 
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Comparando los resultados de este modelo (como la inversión afecta a la 
producción) con el del acelerador (como la producción determina a la inversión), 
se observa que las variables regresoras ejercen su influencia a lo largo de varios 
años, es decir, presencia  de rezagos: la inversión trabaja sobre la producción a lo 
largo de varios años mientras que las condiciones de la economía, por ejemplo, 
el  crecimiento del pib real influencia las decisiones de proyectos de inversión 
en forma inmediata, sin rezagos. Las expectativas positivas o negativas sobre el 
comportamiento de la economía son cambiantes continuamente y fácilmente apoyan 
o desestimulan una inversión y por ende a la tasa de crecimiento del pib real de 
ese mismo período. Lo importante es entender que por su naturaleza, la inversión 
entendida técnicamente como la generación de activos nuevos, es un proceso 
que depende de muy diversas variables: cuantitativas y cualitativas; el hecho de 
excluirlas produce residuos heterocedásticos (de allí el frecuente uso del EGARCH). 
Los resultados de los modelos corroboran lo que es conocido por muchos: es difícil 
atraer a la inversión y es fácil alejarla;  cuando las condiciones son óptimas para la 
ejecución de la inversión, esta toma varios años en ser implementada por lo que 
toma varios años en verse completamente reflejada en la tasa de crecimiento del pib 
real, por el contrario cuando  las condiciones económicas se deterioran, la inversión 
se suspende inmediatamente.
Para el período 1990-2017, el EGARCH (1,1,1) indica que el impacto del 
crecimiento de la formación bruta de capital sobre el crecimiento del PIB real no ha 
sido tan importante como el del período 1925-1990; un incremento del 1% en la tasa 
de crecimiento de la formación de capital produce un incremento del 0.12% en la 
tasa de crecimiento del PIB real. El impacto de la formaicón de capital sobre el PIB 
se ha dado dentro del mismo año, sin rezagos; corroborando el efecto de corto plazo 
que se ha dado en todos los anteriores ejercicios. La interacción entre el PIB real y 
la formación de capital, se da en ambas direcciones, pero, en el corto plazo, es decir, 
dentro delmismo año y máximo un año de rezago.  
En lo que respecta a las características de la regresión, ésta cumple con los 
requisitos de los residuos: distribución normal y homocedásticos tipo ARCH. 
C(6) 1.014044 0.030127 33.65869 0.0000
R-squared 0.645993     Mean dependent var -0.058787
Adjusted R-squared 0.632377     S.D. dependent var 2.399141
S.E. of regression 1.454645     Akaike info criterion 3.206951
Sum squared resid 55.01579     Schwarz criterion 3.492423
Log likelihood -38.89731     Hannan-Quinn criter. 3.294223
Durbin-Watson stat 1.466896
Fuente: Cálculos del autor.
•  DYR t = 0.496 + 0.1273* DFIBKFR t 
•  Log (σ2) = 0.801 – 0.78*ABS (Ut-1/ σt-1) 1.11* Log (σ
2
 t-1) +1.014*(Ut-1/ σt-1)
El período 1990-2017
Dependent Variable: DYR
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample (adjusted): 1990 2017
Included observations: 28 after adjustments
Failure to improve likelihood (non-zero gradients) after 209 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(3) + C(4)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(5)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(6)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.496001 0.120589 4.113167 0.0000
DFIBKFR 0.127340 0.002733 46.59033 0.0000
Variance Equation
C(3) 0.801396 0.215602 3.717014 0.0002
C(4) -0.782335 0.269289 -2.905187 0.0037
C(5) 1.110416 0.290579 3.821394 0.0001
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Std. Dev.   0.976240
Skewness   0.205109




F-statistic 0.928068     Prob. F(1,25) 0.3446
Obs*R-squared 0.966437     Prob. Chi-Square(1) 0.3256
Fuente: Cálculos del autor.
5.4. El sector agropecuario, las tasas de crédito y el índice de la 
tasa de cambio real, 1925-1999 y 1990-2017
Exploraciones econométricas hechas por el autor sobre el sector agropecuario 
indicaron que este fue más sensible a la  tasa de cambio peso/dólar que a la  tasa 
de interés de crédito (ésta fue eliminada por no ser significativa). Entre el período 
 .selbairav satse ed latnemanrebug ojenam le ne socsurb soibmac obuh 9991-5291
Entre los años 1923 y 1972, los gobiernos repetidamente fijaron las tasas de interés 
durante varios años para luego variarlas y mantenerlas constantes durante varios 
años 4; esto generó tasas de crédito reales negativas, para corregir el anterior error, se 
adoptó el sistema UPAC en 1972 que generó tasas reales positivas y a partir de dicho 
año las tasas de interés ya flucturaron de acuerdo a las condiciones del mercado y a 
la estructura oligopólica del sector bancario. En lo que respecta a la tasa de cambio 
han habido  tres épocas: 1925-1967: tasa de cambio fija; 1968-1991: devaluación gota 
a gota; 1992-hoy: tasa de cambio flotante bajo diferentes grados de restricciones 
(bandas cambiarias) y flotación sucia. Con base a lo anterior se crearon tres variables 
dicotómicas: una para la tasa de crédito y dos para la tasa de cambio.
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Std. Dev.   0.976240
Skewness   0.205109




F-statistic 0.928068     Prob. F(1,25) 0.3446
Obs*R-squared 0.966437     Prob. Chi-Square(1) 0.3256
Fuente: Cálculos del autor.
5.4. El sector agropecuario, las tasas de crédito y el índice de la 
tasa de cambio real, 1925-1999 y 1990-2017
Exploraciones econométricas hechas por el autor sobre el sector agropecuario 
indicaron que este fue más sensible a la  tasa de cambio peso/dólar que a la  tasa 
de interés de crédito (ésta fue eliminada por no ser significativa). Entre el período 
 .selbairav satse ed latnemanrebug ojenam le ne socsurb soibmac obuh 9991-5291
Entre los años 1923 y 1972, los gobiernos repetidamente fijaron las tasas de interés 
durante varios años para luego variarlas y mantenerlas constantes durante varios 
años 4; esto generó tasas de crédito reales negativas, para corregir el anterior error, se 
adoptó el sistema UPAC en 1972 que generó tasas reales positivas y a partir de dicho 
año las tasas de interés ya flucturaron de acuerdo a las condiciones del mercado y a 
la estructura oligopólica del sector bancario. En lo que respecta a la tasa de cambio 
han habido  tres épocas: 1925-1967: tasa de cambio fija; 1968-1991: devaluación gota 
a gota; 1992-hoy: tasa de cambio flotante bajo diferentes grados de restricciones 
(bandas cambiarias) y flotación sucia. Con base a lo anterior se crearon tres variables 
dicotómicas: una para la tasa de crédito y dos para la tasa de cambio.
A1 = 0, para 1925-1972; 1, para 1973-1999, 
D1 = 1, para 1925-1967; 0, para otro,
D2 = 1, para 1968-1991; 0, para otro.
La serie Índice de la Tasa de Cambio Real, ITCR,  usada en este libro es el 
resultado de una cadena de  empalmes sobre la serie Tasa de Cambio Real como se 
detalla en la nota cuatro 5 al final del capítulo. La serie del índice, desde 1986 hasta 
1999,  es igual a la construida por el Fondo Monetario Internacional con base 100 
para 1986 y para los años anteriores se hizo el empalme. El gráfico 5.1.1 muestra el 
comportamiento de la itcr en el que se puede observar que el índice supera el valor 
de 100 en 1986; de acuerdo a la definición del índice de tasa de cambio real, el peso 
colombiano se mantuvo revaluado desde 1925 hasta 1986 porque el valor del índice 
estuvo por debajo de 100 y solamente a partir de 1986, cuando el índice superó dicho 
valor, el peso colombiano se devaluó en términos reales. La serie como tal no es 
estacionaria y fue necesario obtener su primera diferencia logarítmica, “ditcr” que 
si es estacionaria.  Para el sector agropecuario se tomó la serie de la producción 
agropecuaria  total anual, a precios de 1975, publicada por el Banco de la República 
para  1925-1999 y se transformó en primera diferencia logarítmica, “dagro” que si es 
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ITCR
Fuente: Cálculos del autor.
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Cuadro 5.4.1. Prueba estacionariedad ERS para Lagrop, Litcr. 1925-1999.
Null Hypothesis: LAGROP has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  9.793470
Test critical values: 1% level  4.240000
5% level  5.680000
10% level  6.780000
Null Hypothesis: LITCR has a unit root
Exogenous: Constant




Elliott-Rothenberg-Stock test statistic  5.589145
Test critical values: 1% level  1.910000
5% level  3.040000
10% level  4.040000
Fuente: Cálculos del autor.
 Cuadro 5.4.2. Prueba de Granger dcred-dagro y ditcr-dagro.
Pairwise Granger Causality Tests
Sample: 1925 1999
Lags: 20
  Null Hypothesis: Obs F-Statistic Probability
  DCRED does not Granger Cause DAGRO 54  2.80707  0.03033
  DAGRO does not Granger Cause DCRED  0.89576  0.59943
 DITCR does not Granger Cause DAGRO  73  2.46260 0.1211
 DAGRO does not Granger Cause DITCR  0.25299 0.6166
Fuente: Cálculos del autor.
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Cuadro 5.4.1. Prueba estacionariedad ERS para Lagrop, Litcr. 1925-1999.
Null Hypothesis: LAGROP has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  9.793470
Test critical values: 1% level  4.240000
5% level  5.680000
10% level  6.780000
Null Hypothesis: LITCR has a unit root
Exogenous: Constant




Elliott-Rothenberg-Stock test statistic  5.589145
Test critical values: 1% level  1.910000
5% level  3.040000
10% level  4.040000
Fuente: Cálculos del autor.
 Cuadro 5.4.2. Prueba de Granger dcred-dagro y ditcr-dagro.
Pairwise Granger Causality Tests
Sample: 1925 1999
Lags: 20
  Null Hypothesis: Obs F-Statistic Probability
  DCRED does not Granger Cause DAGRO 54  2.80707  0.03033
  DAGRO does not Granger Cause DCRED  0.89576  0.59943
 DITCR does not Granger Cause DAGRO  73  2.46260 0.1211
 DAGRO does not Granger Cause DITCR  0.25299 0.6166
Fuente: Cálculos del autor.
Cuadro 5.4.3. Prueba de Johansen dcred-dagro y ditcr-dagro.
Johansen. Sample: 1925 1999
Included observations: 71
Series: DAGRO DCRED 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Series: DAGRO DITCR 
Lags interval: 1 to 2
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Las pruebas de Johansen indican que hay dos vectores de cointegración entre 
la producción agropecuaria y las variables explicativas tasas de crédito y tasa de 
cambio real complementando el resultado de la prueba de Granger: dcred puede 
ayudar a explicar el comportamiento de dagro pero no viceversa o sea una causalidad 
unidireccional mientras que ditcr puede ayudar a explicar la variable dagro y 
viceversa, es decir, causalidad bidireccional,  pero que nos dirá la regresión? La 
regresión del cuadro 5.4.4 corresponde a un EGARCH(1,0,1) que presenta resultados 
iguales a lo sugerido por la prueba de Granger, sin embargo, ha tenido más efecto la 
tasa de cambio que la tasa de crédito, en parte por la causalidad bidireccional. 
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Cuadro 5.4.4. Dagro en función de dcre y ditcr. 1925-1999. EGARCH(1,0,1).
Dependent Variable: DAGRO
Method: ML - ARCH
Sample (adjusted): 1932 1999
Included observations: 68 after adjustments
Convergence achieved after 44 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(7) + C(8)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(9)
        *RESID(-1)/@SQRT(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C 0.024827 0.003176 7.817782 0.0000
D2 0.011443 0.004803 2.382384 0.0172
DITCR(-5) 0.043302 0.023202 1.866330 0.0620
DITCR(-1) 0.086011 0.022846 3.764807 0.0002
DCRED(-5) -0.000454 0.000182 -2.496592 0.0125
AR(1) -0.206079 0.092869 -2.219025 0.0265
Variance Equation
C(7) -7.796350 0.260353 -29.94530 0.0000
C(8) 0.742474 0.224229 3.311235 0.0009
C(9) 0.458897 0.196971 2.329765 0.0198
R-squared 0.180659     Mean dependent var 0.027117
Adjusted R-squared 0.069562     S.D. dependent var 0.034619
S.E. of regression 0.033393     Akaike info criterion -4.150601
Sum squared resid 0.065791     Schwarz criterion -3.856843
Log likelihood 150.1204     Hannan-Quinn criter. -4.034205
F-statistic 1.626138     Durbin-Watson stat 2.123969
Prob(F-statistic) 0.136836
Fuente: Cálculos del autor.
La regresión indica que de las dicotómicas, la única significativa es D2 que 
corresponde al período 1967-1991, en el que se implementó la devaluación gradual y 
constante conocida como gota a gota; se espera que la relación entre la ditcr y dagro 
sea directa y por lo tanto arrojar coeficientes con signos positivos ya que se supone 
que la devaluación del peso estimula la producción agropecuaria orientada a las 
exportaciones. En efecto, la regresión indicó que incrementos del 1% en el índice 
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Cuadro 5.4.4. Dagro en función de dcre y ditcr. 1925-1999. EGARCH(1,0,1).
Dependent Variable: DAGRO
Method: ML - ARCH
Sample (adjusted): 1932 1999
Included observations: 68 after adjustments
Convergence achieved after 44 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(7) + C(8)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(9)
        *RESID(-1)/@SQRT(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C 0.024827 0.003176 7.817782 0.0000
D2 0.011443 0.004803 2.382384 0.0172
DITCR(-5) 0.043302 0.023202 1.866330 0.0620
DITCR(-1) 0.086011 0.022846 3.764807 0.0002
DCRED(-5) -0.000454 0.000182 -2.496592 0.0125
AR(1) -0.206079 0.092869 -2.219025 0.0265
Variance Equation
C(7) -7.796350 0.260353 -29.94530 0.0000
C(8) 0.742474 0.224229 3.311235 0.0009
C(9) 0.458897 0.196971 2.329765 0.0198
R-squared 0.180659     Mean dependent var 0.027117
Adjusted R-squared 0.069562     S.D. dependent var 0.034619
S.E. of regression 0.033393     Akaike info criterion -4.150601
Sum squared resid 0.065791     Schwarz criterion -3.856843
Log likelihood 150.1204     Hannan-Quinn criter. -4.034205
F-statistic 1.626138     Durbin-Watson stat 2.123969
Prob(F-statistic) 0.136836
Fuente: Cálculos del autor.
La regresión indica que de las dicotómicas, la única significativa es D2 que 
corresponde al período 1967-1991, en el que se implementó la devaluación gradual y 
constante conocida como gota a gota; se espera que la relación entre la ditcr y dagro 
sea directa y por lo tanto arrojar coeficientes con signos positivos ya que se supone 
que la devaluación del peso estimula la producción agropecuaria orientada a las 
exportaciones. En efecto, la regresión indicó que incrementos del 1% en el índice 
de la tasa de cambio real, aunque rezagados en uno y cinco años (éste último casi al 
nivel de confianza de 95%), produjeron un incremento del 0,13% aproximadamente 
(la suma de los dos coeficientes). La significancia estadística de D2 corrobora que el 
efecto positivo de la variable ditcr sobre el agro  se dió a partir de 1967 (Decreto 444) 
precisamente cuando se impulsó la devaluación gota a gota. 
Por el contrario, los incrementos en la tasa de crédito no fueron importantes 
pues solamente dcred afectó a dagro con un rezago de cinco años; el coeficiente 
a pesar de ser significativo, es prácticamente cero y tiene signo negativo como se 
esperaba. Al no ser significativa la dicotómica A1, se evidencia que la liberación 
de las tasas de interés (léase alza de las tasas) que se dió a finales de los 1970s y los 
efectos de la upaquización
de las tasas no generó cambios en la política crediticia del sector financiero hacia 
el sector agropecuario o sea que de acuerdo a  la regresión,  se puede concluir que el 
sector financiero poco ha incidido en el desarrollo del sector agropecuario durante 
el período analizado.  Se podría pensar que la fijación o estabilidad de las tasas 
de crédito reales  hubiera podido ayudar a a la expansión del sector agropecuario, 
pero el lector debe entender que lo único que se interpreta es el signo negativo que 
arrojó la regresión, signo que resume la interacción histórica que se dió entre las 
variables.  No es objetivo de este capítulo el hacer juicio a las políticas económicas 
sino interpretar las regresiones obtenidas.
Regresando a la regresión, el R-cuadrado ajustado, el efecto conjunto de las dos 
variables sobre dagro es apenas  del 6.96%, cifra sumamente baja cuando se piensa 
que tanto los intereses de crédito como el índice de la tasa de cambio real tienen 
implícitas muchas variables macroeconómicas, sectoriales y políticas económicas 
que regulan diferentes sectores de la economía.. Sin duda, el restante 93%, lo que 
falta al R-cuadrado para llegar al 100%, es explicado por otras variables más de 
carácter político e institucional que de política económica.
En lo que respecta a la segunda ecuación del modelo EGARCH(1,0,1), 
los coeficientes salieron positivos dando a entender la alta inestabilidad de la 
varianza condicional. El coeficiente del efecto apalancamiento es positivo: sobre el 
sector agropecuario tiene más impacto las buenas noticias que las malas noticias 
relacionadas con las variables implícitas en el ITCR y las tasas de crédito; obviamente 
una información que genere expectativas de devaluación en términos reales puede 
estimular la inversión agropecuaria.
La regresión definitiva es:
• DAGRO  = 0.0248 + 0.011*D2 + 0.086*DITCR t-1  + 0.043*DITCRt-5 
–  0.0004* DCREDt-5  - 0.206* Ut-1 
• Log (σ2) = -7.796 + 0.742*ABS (Ut-1/ σt-1) + 0.459* (Ut-1 /σ t-1) 
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El cuadro 5.4.5 muestra los resultados de la prueba de heterocedasticidad 
ARCH en la que se concluye que la probabilidad de aceptar la hipótesis nula de 
homocedasticidad ARCH es del 94.29%,  y finalmente en el cuadro 5.4.6, la prueba 
de Jarque-Bera determina que los errores tienen un 73.44%  de tener una distribución 
normal. 
Cuadro 5.4.5. Prueba de Normalidad y heterocedasticidad ARCH, para EGARCH(1,0,1).
Heteroskedasticity Test: ARCH
F-statistic 0.005173     Prob. F(1,65) 0.9429


















Std. Dev.   1.004795
Skewness  -0.072184
Kurtosis   3.443885
Jarque-Bera  0.617315
Probability  0.734432
Fuente: Cálculos del autor.
¿Qué pasó con el Agro para el 1990-2017?





Variable Coefficient Std. Error t-Statistic Prob.  
C 2.572693 0.320868 8.017919 0.0000
DCRED(-3) -0.261414 0.068605 -3.810436 0.0008
R-squared 0.358332     Mean dependent var 2.673301
Adjusted R-squared 0.333653     S.D. dependent var 2.072906
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El cuadro 5.4.5 muestra los resultados de la prueba de heterocedasticidad 
ARCH en la que se concluye que la probabilidad de aceptar la hipótesis nula de 
homocedasticidad ARCH es del 94.29%,  y finalmente en el cuadro 5.4.6, la prueba 
de Jarque-Bera determina que los errores tienen un 73.44%  de tener una distribución 
normal. 
Cuadro 5.4.5. Prueba de Normalidad y heterocedasticidad ARCH, para EGARCH(1,0,1).
Heteroskedasticity Test: ARCH
F-statistic 0.005173     Prob. F(1,65) 0.9429


















Std. Dev.   1.004795
Skewness  -0.072184
Kurtosis   3.443885
Jarque-Bera  0.617315
Probability  0.734432
Fuente: Cálculos del autor.
¿Qué pasó con el Agro para el 1990-2017?





Variable Coefficient Std. Error t-Statistic Prob.  
C 2.572693 0.320868 8.017919 0.0000
DCRED(-3) -0.261414 0.068605 -3.810436 0.0008
R-squared 0.358332     Mean dependent var 2.673301
Adjusted R-squared 0.333653     S.D. dependent var 2.072906
S.E. of regression 1.692115     Akaike info criterion 3.958585
Sum squared resid 74.44459     Schwarz criterion 4.053742
Log likelihood -53.42019     Hannan-Quinn criter. 3.987675
F-statistic 14.51943     Durbin-Watson stat 1.544535
Prob(F-statistic) 0.000765
Fuente: Cálculos del autor.
















Std. Dev.   1.660484
Skewness   0.481899




F-statistic 0.001998     Prob. F(1,26) 0.9647
Obs*R-squared 0.002151     Prob. Chi-Square(1) 0.9630
Scaled explained SS 0.002155     Prob. Chi-Square(1) 0.9630
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.264308     Prob. F(2,24) 0.7699
Obs*R-squared 0.603428     Prob. Chi-Square(2) 0.7395
Fuente: Cálculos del autor.
 
Los resultados del período 1990-2017 se obtuvieron a través de una MCO que incluía 
la DITCR, diferencia logarítmic de la ITCR (Índice de la Tasa de Cambio Real) y el 
DCRED (cambios en la tasa de cambio de crédito). La DITCR no fue significativa de-
mostrando que la devaluación del peso en términos reales no tuvo impacto sobre el 
crecimiento de la agricultura, por el contario, el coeficiente negativo (-0.26) de dcred, 
indica que ante un aumento del 1% en la tasa de crédito, el crecimiento del agro se 
redujo en 0.26%, además explicado con un R2 del 35% y prueba F significativa al 95%.
DAGRO t = 2.57 - 0.2614*DCRED t-3
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Los indicadores de los residuos en el cuadro 5.4.6, corroboran la calidad de 
la regresión: según Breusch-Godfrey no hay autocorrelación seria; Durbin-Watson 
de 1.54; Breusch-Pagan-Godfrey y otros corroboran la homocedasticidad de los 
residuos y el Jarque-Bera confirma que los residuos tienen distribución normal.
5.5. Las Manufacturas, las tasas de crédito y el ITCR, 1925-
1999 y 1990-2017
Siguiendo el mismo esquema del sector agropecuario, se tomó la serie 
“Manufacturas” totales, se deflactó a precios de 1975 y se transformó en logaritmos,” 
Lmanuf “. Como se ve en el cuadro 5.5.1, Lmanuf no es estacionaria de acuerdo a 
la prueba ERS ya que el estadístico-p indica que se acepta la hipótesis nula para 
los niveles del 1, 5 y 10 por ciento mientras que la primera diferencia logarítmica, 
dmanuf, si es estacionaria para los tres niveles.
Cuadro 5.5.1. Prueba estacionariedad ERS para Lmanuf y dmanuf, 1925-1999.
Null Hypothesis: LMANUF has a unit root
Exogenous: Constant




Elliott-Rothenberg-Stock test statistic  802.9953
Test critical values: 1% level  1.910000
5% level  3.040000
10% level  4.040000
Null Hypothesis: DMANUF has a unit root
Exogenous: Constant
Sample (adjusted): 1926 1999
Included observations: 74 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  1.878879
Test critical values: 1% level  1.908400
5% level  3.037200
10% level  4.034800
*Elliott-Rothenberg-Stock (1996, Table 1) 
Fuente: Cálculos del autor.
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Los indicadores de los residuos en el cuadro 5.4.6, corroboran la calidad de 
la regresión: según Breusch-Godfrey no hay autocorrelación seria; Durbin-Watson 
de 1.54; Breusch-Pagan-Godfrey y otros corroboran la homocedasticidad de los 
residuos y el Jarque-Bera confirma que los residuos tienen distribución normal.
5.5. Las Manufacturas, las tasas de crédito y el ITCR, 1925-
1999 y 1990-2017
Siguiendo el mismo esquema del sector agropecuario, se tomó la serie 
“Manufacturas” totales, se deflactó a precios de 1975 y se transformó en logaritmos,” 
Lmanuf “. Como se ve en el cuadro 5.5.1, Lmanuf no es estacionaria de acuerdo a 
la prueba ERS ya que el estadístico-p indica que se acepta la hipótesis nula para 
los niveles del 1, 5 y 10 por ciento mientras que la primera diferencia logarítmica, 
dmanuf, si es estacionaria para los tres niveles.
Cuadro 5.5.1. Prueba estacionariedad ERS para Lmanuf y dmanuf, 1925-1999.
Null Hypothesis: LMANUF has a unit root
Exogenous: Constant




Elliott-Rothenberg-Stock test statistic  802.9953
Test critical values: 1% level  1.910000
5% level  3.040000
10% level  4.040000
Null Hypothesis: DMANUF has a unit root
Exogenous: Constant
Sample (adjusted): 1926 1999
Included observations: 74 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  1.878879
Test critical values: 1% level  1.908400
5% level  3.037200
10% level  4.034800
*Elliott-Rothenberg-Stock (1996, Table 1) 
Fuente: Cálculos del autor.
 El cuadro 5.5.2 resume los resultados de la prueba de Granger para determinar 
la orientación de la causalidad entre dmanuf  con decred y ditcr. En efecto, se 
concluye que la causalidad Granger entre dmanuf y dcred es bidireccional mientras 
que entre dmanuf y ditcr, la causalidad va de ditcr hacia dmanuf.  
Cuadro 5.5.2. Prueba de Granger para dmanuf-dcred y dmanuf-ditcr.
Pairwise Granger Causality Tests
Sample: 1925 1999
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 DCRED does not Granger Cause DMANUF  69  2.91906 0.0203
 DMANUF does not Granger Cause DCRED  6.27852 0.0001
Lags: 4
 DITCR does not Granger Cause DMANUF  70  2.97264 0.0261
 DMANUF does not Granger Cause DITCR  1.19408 0.3225
Fuente: Cálculos del autor.
La prueba complementaria que es la de Johansen en el cuadro 5.5.3 muestra 
que dmanuf tiene dos vectores de cointegración con dcred y ditcr confirmando que 
estas variables estuvieron relacionadas en el largo plazo y que se dieron condiciones 
de equilibrio entre ellas. Luego si podemos decir que tanto las tasas de crédito como 
las tasas de cambio ayudaron a determinar las variaciones del sector manufacturero 
durante el período 1925-1999. 
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Included observations: 70
Series: DMANUF DITCR 
Lags interval: 1 to 3
Trace 1 2 2 2 2
Max-Eig 1 2 2 2 2
 
*Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Procediendo a las regresiones, se detectó heterocedasticidad y se seleccionó un 
EGARCH(1,0,0) descrito en el cuadro 5.5.4. Empezando por las variables dicotómicas, 
las tres resultaron significativas. Observe que el signo de A1 es negativo y el de D1 
y D2 es positivo. Recuérdese que el A1 toma valores de cero entre 1925-1973 y de 
uno entre 1973-1999; esta variable se hace cero para el primer período y se hace uno 
para el segundo. De acuerdo a los resultados, se concluye que la liberación de las 
tasas de interés y la upaquización de las mismas si tuvo incidencia en el costo del 
crédito (el paso de tasas de crédito reales negativas a positivas y aumento en los 
márgenes de intermediación) en el pib real del  sector manufacturero y que su efecto 
fue negativo como lo indica el coeficiente negativo de A1 entre 1973-1999. Con base 
en lo anterior se puede afirmar que la relación de las manufacturas con respecto al 
crédito bancario se dividió en dos: antes y después del UPAC. 
En cuanto a la política de la tasa de cambio, ésta también produjo cambios en 
el sector manufacturero pues el hecho de que D1 y D2 sean significativas, evidencia 
que la dependencia de las manufacturas de la ITCR se dio en tres etapas: la primera, 
para 1925-1967 en la que D1 toma valor de uno (que se multiplica por el coeficiente) 
mientras que D2 es cero; la segunda, para 1968-1991 en la que D2 toma el valor cero 
 .9991-2991 ,arecret al y etneicifeoc us rop acilpitlum es euq onu ed rolav le amot 2D y
El signo positivo de las dicotómicas indica que los cambios en la estructura de la tasa 
de cambio afectaron positivamente a la producción del sector. 
Cuadro 5.5.3. Prueba de Johansen para dmanuf-dcred y dmanuf-ditcr.
Johansen. Sample: 1925 1999
Included observations: 71
Series: DMANUF DCRED 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 2 2 2 2
Max-Eig 1 2 2 2 2
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Included observations: 70
Series: DMANUF DITCR 
Lags interval: 1 to 3
Trace 1 2 2 2 2
Max-Eig 1 2 2 2 2
 
*Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Procediendo a las regresiones, se detectó heterocedasticidad y se seleccionó un 
EGARCH(1,0,0) descrito en el cuadro 5.5.4. Empezando por las variables dicotómicas, 
las tres resultaron significativas. Observe que el signo de A1 es negativo y el de D1 
y D2 es positivo. Recuérdese que el A1 toma valores de cero entre 1925-1973 y de 
uno entre 1973-1999; esta variable se hace cero para el primer período y se hace uno 
para el segundo. De acuerdo a los resultados, se concluye que la liberación de las 
tasas de interés y la upaquización de las mismas si tuvo incidencia en el costo del 
crédito (el paso de tasas de crédito reales negativas a positivas y aumento en los 
márgenes de intermediación) en el pib real del  sector manufacturero y que su efecto 
fue negativo como lo indica el coeficiente negativo de A1 entre 1973-1999. Con base 
en lo anterior se puede afirmar que la relación de las manufacturas con respecto al 
crédito bancario se dividió en dos: antes y después del UPAC. 
En cuanto a la política de la tasa de cambio, ésta también produjo cambios en 
el sector manufacturero pues el hecho de que D1 y D2 sean significativas, evidencia 
que la dependencia de las manufacturas de la ITCR se dio en tres etapas: la primera, 
para 1925-1967 en la que D1 toma valor de uno (que se multiplica por el coeficiente) 
mientras que D2 es cero; la segunda, para 1968-1991 en la que D2 toma el valor cero 
 .9991-2991 ,arecret al y etneicifeoc us rop acilpitlum es euq onu ed rolav le amot 2D y
El signo positivo de las dicotómicas indica que los cambios en la estructura de la tasa 
de cambio afectaron positivamente a la producción del sector. 
Cuadro 5.5.3. Prueba de Johansen para dmanuf-dcred y dmanuf-ditcr.
Johansen. Sample: 1925 1999
Included observations: 71
Series: DMANUF DCRED 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 2 2 2 2
Max-Eig 1 2 2 2 2 estadísticos indican que ya no hay problemas de autocorrelación y heterocedasticidad. 
La segunda ecuación, la de la varianza condicionada de los residuos,  no incluye 
efecto apalancamiento. Las ecuaciones finales entonces son:
•  DERCD*963000.0 – 2D*810.0 + 1D*220.0 + 1A*920.0 – 640.0 =  FUNAMD
- 0.001078* DCRED t-1 – 0.0006*DCRED t-2  -  0.00117*DITCRt-3 
- 0.001611* DCREDt-5  + 0.044*DITCR t + 0.01456* DITCRt-4 
• Log (σ2) = -8.80 + 1.9769*ABS (Ut-1/ σt-1)   
Para finalizar, los residuos de la regresión son homocedásticos, según prueba 
de heteroscedasticidad ARCH y tienen una probabilidad del 71% de conformar una 
distribución normal según el Jarque-Bera. Ver cuadro 5.5.5.
Cuadro 5.5.4. Dmanuf en función de Dcred y Ditcr. EGARCH(1,0,0).
Dependent Variable: DMANUF
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1931 1999
Included observations: 69 after adjustments
Convergence achieved after 25 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(12) + C(13)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Comparando las variables dcred y ditcr, se nota que  los cambios en el costo 
del crédito ejercieron su impacto en forma negativa: tanto el coeficiente actual como 
rezagos hasta de cinco años presentan signos negativos; la suma de los coeficientes 
negativos del dcred suman 0.0046%.  Mientras que el ditcr parece haber tenido un 
efecto estimulante para el crecimiento no solo por el signo positivo de los coeficientes 
sino también porque la suma de los coeficientes es 0.06% aproximadamente, mayor 
en números absolutos que la suma de los coeficientes de los créditos.  
La regresión presenta un  R-cuadrado ajustado del 19.74%, porcentaje bajo, 
dando a entender que el crecimiento del sector dependió principalmente de muchas 
otras variables no incluidas en la regresión y no propiamente del crédito. Los otros 
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Variance Equation
C(12) -8.800894 0.164487 -53.50504 0.0000
C(13) 1.976925 0.260135 7.599599 0.0000
R-squared 0.339046     Mean dependent var 0.053097
Adjusted R-squared 0.197413     S.D. dependent var 0.047593
S.E. of regression 0.042638     Akaike info criterion -3.869644
Sum squared resid 0.101806     Schwarz criterion -3.448726
Log likelihood 146.5027     F-statistic 2.393832
Durbin-Watson stat 1.918749     Prob(F-statistic) 0.014140
Fuente: Cálculos del autor.
El hecho de que los signos de los coeficientes de las tasas de interés sean 
negativos puede generar equivocadas interpretaciones sobre el papel del crédito. 
Obviamente el crédito es necesario para que la empresa pueda crecer; el crédito 
otorga efectivo a la empresa y esta lo usa para ejecutar sus planes de desarrollo, 
es decir, al crédito hay que mirarlo como un costo en el cual hay que incurrir si 
se quiere lograr desarrollo, sin embargo, independiente de que el crédito ayude a 
financiar las empresa o que los interés los dicte la voluntad política o las fuerzas del 
mercado,  lo contraproducente parece ser el incremento exagerado de los intereses 
o la excesiva dependencia del crédito al no haberse desarrollado lo suficientemente 
otras alternativas de financiación a lo largo del siglo XX (como el mercado de 
capitales), pues al fin y al cabo, los intereses son costos y  todo costo,  reduce las 
utilidades de las empresas y si son muy altos en términos reales, se restringe el 
crecimiento económico. Sobre este debate se ha escrito mucho.6
Coefficient Std. Error z-Statistic Prob.  
C 0.046148 0.003515 13.12925 0.0000
A1 -0.029095 0.002249 -12.93559 0.0000
D1 0.022620 0.003862 5.856506 0.0000
D2 0.018483 0.003351 5.514940 0.0000
DCRED -0.000369 8.15E-05 -4.520384 0.0000
DCRED(-1) -0.001078 7.70E-05 -13.99358 0.0000
DCRED(-2) -0.000616 8.91E-05 -6.913313 0.0000
DCRED(-3) -0.001173 6.75E-05 -17.36976 0.0000
DCRED(-5) -0.001611 3.17E-05 -50.81284 0.0000
DITCR 0.044083 0.006699 6.580537 0.0000












Mean      -0.135735
Median   0.011854
Maximum  2.530415
Minimum -2.480634
Std. Dev.   1.019589
Skewness  -0.098879
Kurtosis   2.554365
Jarque-Bera  0.683383
Probability  0.710568
Fuente: Cálculos del autor.
Manufacturas en el 1990-2017
Cuadro 5.5.6. Dmanuf en función de Dcred y Ditcr.MCO 1990-2017.
Dependent Variable: DMANUF
Method: Least Squares
Date: 02/14/19   Time: 13:52
Sample (adjusted): 1990 2017
Included observations: 28 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.  
C 2.768921 0.594760 4.655525 0.0001
DCRED(-1) -0.247374 0.128983 -1.917882 0.0662
R-squared 0.123938     Mean dependent var 2.785577
Adjusted R-squared 0.090243     S.D. dependent var 3.299225
S.E. of regression 3.146839     Akaike info criterion 5.199423
Sum squared resid 257.4675     Schwarz criterion 5.294581
Log likelihood -70.79193     Hannan-Quinn criter. 5.228514
F-statistic 3.678270     Durbin-Watson stat 1.599051
Prob(F-statistic) 0.066172
Fuente: Cálculos del autor.
Cuadro 5.5.5. Prueba de Heteroscedasticidad ARCH y normalidad de los residuos del 
EGARCH.
Heteroskedasticity Test: ARCH
F-statistic 0.268227     Prob. F(1,66) 0.6063
Obs*R-squared 0.275236     Prob. Chi-Square(1) 0.5998
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Variance Equation
C(12) -8.800894 0.164487 -53.50504 0.0000
C(13) 1.976925 0.260135 7.599599 0.0000
R-squared 0.339046     Mean dependent var 0.053097
Adjusted R-squared 0.197413     S.D. dependent var 0.047593
S.E. of regression 0.042638     Akaike info criterion -3.869644
Sum squared resid 0.101806     Schwarz criterion -3.448726
Log likelihood 146.5027     F-statistic 2.393832
Durbin-Watson stat 1.918749     Prob(F-statistic) 0.014140
Fuente: Cálculos del autor.
El hecho de que los signos de los coeficientes de las tasas de interés sean 
negativos puede generar equivocadas interpretaciones sobre el papel del crédito. 
Obviamente el crédito es necesario para que la empresa pueda crecer; el crédito 
otorga efectivo a la empresa y esta lo usa para ejecutar sus planes de desarrollo, 
es decir, al crédito hay que mirarlo como un costo en el cual hay que incurrir si 
se quiere lograr desarrollo, sin embargo, independiente de que el crédito ayude a 
financiar las empresa o que los interés los dicte la voluntad política o las fuerzas del 
mercado,  lo contraproducente parece ser el incremento exagerado de los intereses 
o la excesiva dependencia del crédito al no haberse desarrollado lo suficientemente 
otras alternativas de financiación a lo largo del siglo XX (como el mercado de 
capitales), pues al fin y al cabo, los intereses son costos y  todo costo,  reduce las 
utilidades de las empresas y si son muy altos en términos reales, se restringe el 
crecimiento económico. Sobre este debate se ha escrito mucho.6
Coefficient Std. Error z-Statistic Prob.  
C 0.046148 0.003515 13.12925 0.0000
A1 -0.029095 0.002249 -12.93559 0.0000
D1 0.022620 0.003862 5.856506 0.0000
D2 0.018483 0.003351 5.514940 0.0000
DCRED -0.000369 8.15E-05 -4.520384 0.0000
DCRED(-1) -0.001078 7.70E-05 -13.99358 0.0000
DCRED(-2) -0.000616 8.91E-05 -6.913313 0.0000
DCRED(-3) -0.001173 6.75E-05 -17.36976 0.0000
DCRED(-5) -0.001611 3.17E-05 -50.81284 0.0000
DITCR 0.044083 0.006699 6.580537 0.0000












Mean      -0.135735
Median   0.011854
Maximum  2.530415
Minimum -2.480634
Std. Dev.   1.019589
Skewness  -0.098879
Kurtosis   2.554365
Jarque-Bera  0.683383
Probability  0.710568
Fuente: Cálculos del autor.
Manufacturas en el 1990-2017
Cuadro 5.5.6. Dmanuf en función de Dcred y Ditcr.MCO 1990-2017.
Dependent Variable: DMANUF
Method: Least Squares
Date: 02/14/19   Time: 13:52
Sample (adjusted): 1990 2017
Included observations: 28 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.  
C 2.768921 0.594760 4.655525 0.0001
DCRED(-1) -0.247374 0.128983 -1.917882 0.0662
R-squared 0.123938     Mean dependent var 2.785577
Adjusted R-squared 0.090243     S.D. dependent var 3.299225
S.E. of regression 3.146839     Akaike info criterion 5.199423
Sum squared resid 257.4675     Schwarz criterion 5.294581
Log likelihood -70.79193     Hannan-Quinn criter. 5.228514
F-statistic 3.678270     Durbin-Watson stat 1.599051
Prob(F-statistic) 0.066172
Fuente: Cálculos del autor.
Cuadro 5.5.5. Prueba de Heteroscedasticidad ARCH y normalidad de los residuos del 
EGARCH.
Heteroskedasticity Test: ARCH
F-statistic 0.268227     Prob. F(1,66) 0.6063
Obs*R-squared 0.275236     Prob. Chi-Square(1) 0.5998
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Std. Dev.   3.088014
Skewness  -0.004477
Kurtosis   2.324860
Jarque-Bera  0.531877
Probability  0.766486
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.662571     Prob. F(2,24) 0.5247
Obs*R-squared 1.465105     Prob. Chi-Square(2) 0.4807
Heteroskedasticity Test: Breusch-Pagan-Godfrey
F-statistic 2.057087     Prob. F(1,26) 0.1634
Obs*R-squared 2.052902     Prob. Chi-Square(1) 0.1519
Scaled explained SS 1.172570     Prob. Chi-Square(1) 0.2789
Fuente: Cálculos del autor.
DMANUF t = 2.768 – 0.247*DCRED t-1
La regresión por MCO muestra que un incremento del 1% en las tasas de crédito 
generó una reducción en las tasas de crecimiento de la manufactura del 0.247% entre 
1990 y 2017. Es importante aclarar que, aunque el otorgamiento de un crédito de 
capital de trabajo e inversión es inicialmente beneficioso para la empresa, este se 
vuelve negativo al darse el incremento en las tasas de interés. Es un arma de doble 
filo. 
Los otros cuadros muestran los indicadores ya mencionados: residuos sin 
autocorrelaicón serial, homocedásticos y con distribución normal. Coeficiente de 
determinación del 12.39% y prueba F significativa al 95% de nivel de confianza. 
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Obs*R-squared 2.052902     Prob. Chi-Square(1) 0.1519
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1990 y 2017. Es importante aclarar que, aunque el otorgamiento de un crédito de 
capital de trabajo e inversión es inicialmente beneficioso para la empresa, este se 
vuelve negativo al darse el incremento en las tasas de interés. Es un arma de doble 
filo. 
Los otros cuadros muestran los indicadores ya mencionados: residuos sin 
autocorrelaicón serial, homocedásticos y con distribución normal. Coeficiente de 
determinación del 12.39% y prueba F significativa al 95% de nivel de confianza. 
 
5.6. El sector minero, las tasas de crédito y el ITCR, 1925-1999
Se tomó la serie “Minería” en sus valores totales, se deflactó a precios de 1975 
y se transformó en logaritmos, “Lmin”. Como se ve en el cuadro 5.6.1, Lmin no es 
estacionaria de acuerdo a la prueba ERS; se obtuvo la primera diferencia logarítmica, 
“dmin” que sorprendentemente tampoco es estacionaria, sin embargo, se trabajará 
con dmin puesto que hacer mas transformaciones matemáticas sobre dmin 
dificultaría la interpretación práctica de los resultados de la regresión.  El cuadro 
5.6.2  presenta los resultados de la prueba de Granger para determinar la orientación 
de la causalidad entre dmin  con decred y ditcr; aparentemente,  no hay causalidad 
Granger entre dmin y ditcr pero si parece que dcred explica el comportamiento 
de dmin.  La prueba de Johansen nos permite ver que si hubo relaciones de largo 
plazo entre las tres variables. Después de correr varios modelos, se escogió un 
EGARCH(1,1,1) que fue el mejor de acuerdo al criterio de Schwarz
Cuadro 5.6.1. Prueba de estacionariedad ERS para para Lmin y Dmin. 1925-1999.
Null Hypothesis: LMIN has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  12.52035
Test critical values: 1% level  4.240000
5% level  5.680000
10% level  6.780000
Null Hypothesis: DMIN has a unit root
Exogenous: Constant, Linear Trend
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample (adjusted): 1926 1999
Included observations: 74 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  9.903048
Test critical values: 1% level  4.239200
5% level  5.681600
10% level  6.779600
*Elliott-Rothenberg-Stock (1996, Table 1) 
Fuente: Cálculos del autor.
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 Cuadro  5.6.2. Prueba de Granger para dmin-dcred y dmin-ditcr.
Pairwise Granger Causality Tests
Sample: 1925 1999
Lags: 10
  Null Hypothesis: Obs F-Statistic Probability
  DCRED does not Granger Cause DMIN 64  3.68567  0.00129
  DMIN does not Granger Cause DCRED  1.01051  0.45041
Lags: 5
  Null Hypothesis: Obs F-Statistic Probability
  DMIN does not Granger Cause DITCR 69  1.42352  0.22942
  DITCR does not Granger Cause DMIN  0.83766  0.52846
Fuente: Cálculos del autor.
Cuadro  5.6.3. Prueba de Johansen para dmin-dcred y dmin-ditcr.
Johansen. Sample: 1925 1999
Included observations: 71
Series: DMIN DCRED 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Included observations: 69
Series: DITCR DMIN 
Lags interval: 1 to 4
Trace 2 2 2 1 2
Max-Eig 2 2 2 0 2
Fuente: Cálculos del autor.
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Cuadro  5.6.3. Prueba de Johansen para dmin-dcred y dmin-ditcr.
Johansen. Sample: 1925 1999
Included observations: 71
Series: DMIN DCRED 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Included observations: 69
Series: DITCR DMIN 
Lags interval: 1 to 4
Trace 2 2 2 1 2
Max-Eig 2 2 2 0 2
Fuente: Cálculos del autor.
El  EGARCH (1,1,1) para el sector minero, Dmin, se detalla en el cuadro 5.6.4. 
Las variables relacionadas con el crédito salieron significativas, por ejemplo, la 
dicotómica A1 con signo positivo confirma que el cambio de política en las tasas de 
interés durante la década de los 1970s si afectó al sector; en cuanto a los cambios de 
las tasas de interés solo importaron los cambios actuales; el signo es negativo como 
es lo correcto pero la magnitud del coeficiente es muy baja, prácticamente ninguna 
(-0.0015%). El R-cuadrado ajustado fue de 8.65% lo que es muy bajo. El hecho que la 
ditcr no haya sido significativa (corrobora lo de la prueba de Granger) da a entender 
que el sector minero se alteró marginalmente por la devaluación o revaluación y 
hace recordar que la minería depende de variables exógenas o externas al país como 
es la demanda extranjera, lo cual la hace muy volátil como se observa en el gráfico 
5.6.1. El gran despegue que se da a finales de los 1970s y comienzos de los 1980s 
es la consecuencia de la crisis energética que estimuló la exploración petrolera, las 
exportaciones de carbón, ferroníquel, etc.dadas las favorables condiciones de precios 
en los mercados internacionales que se han prolongado hasta el año 2007.
La ecuación de la varianza condicional recoge la dependencia de lo 
internacional pues la varianza depende de sus propios valores rezagados con signo 
positivo, además se presenta el efecto apalancamiento con coeficiente negativo: 
las malas noticias relacionadas con las variables del sector afectan negativamente 
su crecimiento. Los residuos de la regresión no presentan autocorrelación ni 
homocedasticidad ARCH, además, los residuos cumplen en un  23.31% con  el 








1930 1940 1950 1960 1970 1980 1990
Minería
Fuente: Cálculos del autor.
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Cuadro  5.6.4. Dmin en función de dcred. EGARCH(1,1,1).
Dependent Variable: DMIN
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1927 1999
Included observations: 73 after adjustments
Convergence achieved after 29 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Variance backcast: ON
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) +
        C(7)*RESID(-1)/@SQRT(GARCH(-1)) + C(8)*LOG(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C 0.027761 0.015762 1.761254 0.0782
A1 0.096205 0.023860 4.032149 0.0001
DCRED -0.001579 0.000394 -4.003928 0.0001
AR(1) 0.462963 0.073221 6.322773 0.0000
Variance Equation
C(5) -3.720912 0.692628 -5.372164 0.0000
C(6) 1.534470 0.300416 5.107821 0.0000
C(7) -0.482126 0.221196 -2.179630 0.0293
C(8) 0.449047 0.168243 2.669040 0.0076
R-squared 0.175303     Mean dependent var 0.051721
Adjusted R-squared 0.086490     S.D. dependent var 0.145941
S.E. of regression 0.139487     Akaike info criterion -1.365401
Sum squared resid 1.264675     Schwarz criterion -1.114391
Log likelihood 57.83712     F-statistic 1.973833
Durbin-Watson stat 2.099199     Prob(F-statistic) 0.072186
Fuente: Cálculos del autor.
Las ecuaciones finalmente quedaron así:
• DMIN = 0.02776 + 0.096*A1 - 0.00158 *DCRED t + 0.4629 *Ut-1 
• Log (σ2) = -3.72 + 0.449 * Log(σ2 t-1) + 1.53*ABS (Ut-1/ σt-1) 
- 0.4821*(Ut-1/σt-1). 
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Cuadro  5.6.4. Dmin en función de dcred. EGARCH(1,1,1).
Dependent Variable: DMIN
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1927 1999
Included observations: 73 after adjustments
Convergence achieved after 29 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Variance backcast: ON
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) +
        C(7)*RESID(-1)/@SQRT(GARCH(-1)) + C(8)*LOG(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C 0.027761 0.015762 1.761254 0.0782
A1 0.096205 0.023860 4.032149 0.0001
DCRED -0.001579 0.000394 -4.003928 0.0001
AR(1) 0.462963 0.073221 6.322773 0.0000
Variance Equation
C(5) -3.720912 0.692628 -5.372164 0.0000
C(6) 1.534470 0.300416 5.107821 0.0000
C(7) -0.482126 0.221196 -2.179630 0.0293
C(8) 0.449047 0.168243 2.669040 0.0076
R-squared 0.175303     Mean dependent var 0.051721
Adjusted R-squared 0.086490     S.D. dependent var 0.145941
S.E. of regression 0.139487     Akaike info criterion -1.365401
Sum squared resid 1.264675     Schwarz criterion -1.114391
Log likelihood 57.83712     F-statistic 1.973833
Durbin-Watson stat 2.099199     Prob(F-statistic) 0.072186
Fuente: Cálculos del autor.
Las ecuaciones finalmente quedaron así:
• DMIN = 0.02776 + 0.096*A1 - 0.00158 *DCRED t + 0.4629 *Ut-1 
• Log (σ2) = -3.72 + 0.449 * Log(σ2 t-1) + 1.53*ABS (Ut-1/ σt-1) 
- 0.4821*(Ut-1/σt-1). 
Cuadro  5.6.5. Normalidad de los residuos.
Heteroskedasticity Test: ARCH
F-statistic 0.021578 Prob. F(1,70) 0.8836

















Std. Dev.   0.996620
Skewness   0.459642
Kurtosis   2.664848
Jarque-Bera  2.912116
Probability  0.233154
 Fuente: Cálculos del autor.
En conclusión, se puede afirmar con seguridad que el sector minero no se 
vió determinado por el comportamiento de las tasas de interés ni las variables 
que componen el ITCR (devaluación real o revaluación real). El ejercicio hecho 
permite observar los beneficios de la econometría: puedo llegara a conclusiones sin 
conocer los hechos; los coeficientes me llevan a preguntarse sobre las causas de la 
inefectividad del crédito y devaluación en la minería. La rexplicación reside en que 
este sector dependió durante la segunda mitad del siglo XX, de variables exógenas 
no incluídas en la regresión, tales como el monopolio estatal en la propiedad de 
los recursos naturales del subsuelo, es decir, la monería no recibió crédito de la 
banca. El monopolio estatal estimuló la minería informal, además hubo restricción 
a la inversión extranjera durante el modelo cepalino, además el agravante de la 
inseguridad por el conflicto político. 
¿De qué dependió la minería e hidrocarburos entre 1990-2017?
Dejo este ejercicio al lector: a partir de los 1990s con la apertura económica 
y la Constitución de 1991, la producción de petróleo y carbón ha dependido 
principalmente de la inversión extranjera, de los precios del petróleo y carbón en los 
mercados internacionales, por lo tanto, se debe incluir estas variables y excluir las 
tasas de interés. 
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5.7. El sector de la construcción y las tasas de interés, 1925-
1999 y 1990-2017.
Este sector, como es sabido, fue uno de los motores del crecimiento a lo largo 
del siglo XX, especialmente a partir de 1972 con la instauración del UPAC, sin 
embargo, como se ha dicho con anterioridad, este sector fue afectado por el mismo 
sistema cuando la unidad UPAC empezó a ajustarse de acuerdo al comportamiento 
de la DTF. En 1984, se introdujo un componente de tasa de interés al cálculo de la 
Corrección Monetaria, componente que se elevó en 1988 (un 35% del valor de la 
DTF del mes anterior), en 1992 (50% del promedio de la DTF calculado para las 
ocho semanas anteriores); en 1994 se excluyó de su cálculo el índice de precios al 
consumidor y la fórmula quedó totalmente dependiente de la DTF.7 Al final del 
capítulo hay una lista de autores que han tratado el tema.
El cuadro 5.7.1 muestra las cifras del sector deflactadas a precios de 1975 y 
los cambios porcentuales anuales. Se observa que las variaciones fueron menores 
a partir de los 1970s, gráfico 5.7.1, aparentemente como resultado de las reformas 
mencionadas que estimularon el ahorro individual debido a las rentabilidades 
positivas que pagó la banca y a la movilización de grandes recursos a la construcción 
hasta que estalló la crisis del UPAC en 1995.  Los resultados de la crisis se evidencian 
en los crecimientos negativos durante los últimos seis años 1995-2.000 que fue sin 
duda la recesión más larga y profunda del sector y del país en el siglo XX,  pues a 
pesar de que la contracción del período 1929-1931 cambios porcentuales negativos 
mayores, fue más corta y tuvo menores consecuencias sociales que la de los 1990s 
dado que en la primera la mayoría de la población vivía en el campo y la tasa de 
desempleo no dependía de la construcción como si lo ha sido desde los 1970s .  La 
recuperación empezaría en el año 2001.
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duda la recesión más larga y profunda del sector y del país en el siglo XX,  pues a 
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Año $ ∆% Año $ ∆% Año $ ∆%
1.925 1.140 1.950 3.168 -30,8 1.975 13.535 -9,9
1.926 2.279 100,0 1.951 3.013 -4,9 1.976 14.753 9,0
1.927 2.300 0,9 1.952 3.230 7,2 1.977 15.877 7,6
1.928 3.704 61,1 1.953 4.040 25,1 1.978 15.471 -2,6
1.929 2.809 -24,2 1.954 5.270 30,4 1.979 15.383 -0,6
1.930 1.708 -39,2 1.955 5.668 7,6 1.980 17.632 14,6
1.931 1.464 -14,3 1.956 5.862 3,4 1.981 18.884 7,1
1.932 1.501 2,6 1.957 5.542 -5,5 1.982 19.648 4,0
1.933 1.858 23,7 1.958 5.373 -3,1 1.983 22.193 13,0
1.934 1.670 -10,1 1.959 5.981 11,3 1.984 23.606 6,4
1.935 2.120 27,0 1.960 5.615 -6,1 1.985 25.641 8,6
1.936 2.270 7,1 1.961 6.378 13,6 1.986 26.890 4,9
1.937 2.721 19,8 1.962 6.826 7,0 1.987 24.191 -10,0
1.938 2.852 4,8 1.963 6.202 -9,1 1.988 27.382 13,2
1.939 3.527 23,7 1.964 6.211 0,1 1.989 25.154 -8,1
1.940 3.827 8,5 1.965 7.049 13,5 1.990 21.866 -13,1
1.941 3.827 0,0 1.966 7.617 8,1 1.991 21.920 0,2
1.942 4.616 20,6 1.967 9.398 23,4 1.992 23.511 7,3
1.943 5.385 16,7 1.968 10.158 8,1 1.993 27.790 18,2
1.944 4.841 -10,1 1.969 10.696 5,3 1.994 33.135 19,2
1.945 5.610 15,9 1.970 10.647 -0,5 1.995 34.531 1,9
1.946 6.379 13,7 1.971 11.007 3,4 1.996 34.365 -12,9
1.947 5.103 -20,0 1.972 11.664 6,0 1.997 34.286 -2,2
1.948 5.366 5,2 1.973 13.965 19,7 1.998 31.797 -7,2
1.949 4.578 -14,7 1.974 15.023 7,6 1.999 31.242 -27,0
Fuente: Cálculos del autor.
La Construcción y tasas de interés de crédito
Para construir una regresión que explique el grado de dependencia del sector 
de la construcción del crédito financiero, se construyó la serie Lconst o logaritmo 
natural de la construcción, la cual no es estacionaría a los nivelses del 1% y 5% pero 
si al 10% como se detalla en el cuadro 5.7.2; se trabajará con la primera diferencia 
logarítmica, dconst. Aplicando las pruebas de Granger a dconst y decaed, con 
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rezagos de dos años, se concluye que hay una causalidad unidireccional; se acepta 
la hipótesis nula “dcred no causa Granger dconst”, es decir, los cambios en las tasas 
de crédito aparentemente no guardan información sobre la construcción pero si 
viceversa, por el contrario, la prueba de Johansen  muestra relaciones de largo plazo 
entre ambas variables. 
En cuanto a las regresiones,  se corrió una para 1925-1972 y otra para 1972-1996. 
La primera descrita en el cuadro 5.7.4 es un modelo de MCO que fue lo mejor que se 
obtuvo después de explorar otros modelos.
Cuadro 5.7.2 Prueba de Estacionariedad ERS para Lconst. 1925-1999.
Null Hypothesis: LCONST has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  6.002168
Test critical values: 1% level  4.240000
5% level  5.680000
10% level  6.780000
Fuente: Cálculos del autor.
Cuadro 5.7.3. Pruebas de Granger y Johansen para dconst y dcred. 1925-1999. 
Pairwise Granger Causality Tests
Sample: 1925 1999
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 DCONST does not Granger Cause DCRED  72  2.67688 0.0761
 DCRED does not Granger Cause DCONST  0.96217 0.3873
 
L A  I N V E R S I Ó N  E N  L O S  D I F E R E N T E S  S E C T O R E S  Y  L A S  T A S A S  D E  I N T E R É S
153
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viceversa, por el contrario, la prueba de Johansen  muestra relaciones de largo plazo 
entre ambas variables. 
En cuanto a las regresiones,  se corrió una para 1925-1972 y otra para 1972-1996. 
La primera descrita en el cuadro 5.7.4 es un modelo de MCO que fue lo mejor que se 
obtuvo después de explorar otros modelos.
Cuadro 5.7.2 Prueba de Estacionariedad ERS para Lconst. 1925-1999.
Null Hypothesis: LCONST has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  6.002168
Test critical values: 1% level  4.240000
5% level  5.680000
10% level  6.780000
Fuente: Cálculos del autor.
Cuadro 5.7.3. Pruebas de Granger y Johansen para dconst y dcred. 1925-1999. 
Pairwise Granger Causality Tests
Sample: 1925 1999
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 DCONST does not Granger Cause DCRED  72  2.67688 0.0761
 DCRED does not Granger Cause DCONST  0.96217 0.3873
 
Johansen. Sample: 1925 1999
Included observations: 71
Series: DCONST DCRED 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Fuente: Cálculos del autor.
Cuadro 5.7.4. Dconst en function de dcred. 1925-1972 .
Dependent Variable: DCONST
Method: Least Squares
Sample (adjusted): 1927 1972
Included observations: 46 after adjustments
White heteroskedasticity-consistent standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.036041 0.024850 1.450335 0.1541
DCRED(-1) -0.001875 0.001082 -1.733803 0.0900
R-squared 0.036948     Mean dependent var 0.035492
Adjusted R-squared 0.015060     S.D. dependent var 0.170506
S.E. of regression 0.169217     Akaike info criterion -0.672761
Sum squared resid 1.259918     Schwarz criterion -0.593255
Log likelihood 17.47350     Hannan-Quinn criter. -0.642977
F-statistic 1.688075     Durbin-Watson stat 1.711672
Prob(F-statistic) 0.200622
Fuente: Cálculos del autor.
 Los resultados  evidencian la relación inversa entre la tasa de crédito y el 
crecimiento de la construcción: un aumento del 1% en  las tasas de crédito reales 
redujo la tasa real de crecimiento del sector en 0.187% con un rezago de un año (con 
un nivel del confianza del 91%, (100%-9%).  Para esta regresión se exploraron como 
variables regresoras la tasa de depósitos y  los márgenes de intermediación pero no 
resultaron significativas. El R-cuadrado cuenta por apenas el 3.7% corroborando que 
A L B E R T O  G Ó M E Z  M E J Í A
154
para ese período la construcción no dependió principalmente del crédito financiero 
o de la dinámica de mercado de las tasas de interés en forma importante pues las 
tasas reales de ahorros y créditos eran negativas por lo que se desestimulaba el 
ahorro y el crédito orientado a la construcción privada.  La regresión es:
• DCONST = 0.036 - 0.1875*DCRED t-1
Los residuos no presentan autocorrelación serial pues el DW es cercano a 2.0. 
El  cuadro 5.7.5, muestra que no hay autocorrelación serial de acuerdo a la prueba 
de Breusch-Godfrey ni heterocedasticidad según la prueba de White, sin embargo, 
la regresión presenta una falla: los residuos no conforman una distribución normal 
de acuerdo al Jarque-Bera pues apenas hay una probabilidad del 2.4% de aceptar 
la hipótesis nula. Esta falla se puede atribuir a la ausencia de otras variables 
diferentes de la tasa de crédito por lo que se concluye que esta regresión no es sólida 
técnicamente hablando.  
Cuadro 5.7.5. Prueba de Breusch-Godfrey y de White. 1925-1972
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.183167     Probability 0.316308
Obs*R-squared 2.453468     Probability 0.293249
White Heteroskedasticity Test:
F-statistic 0.410931     Probability 0.665609
Obs*R-squared 0.862713     Probability 0.649627
Fuente: Cálculos del autor.















Mean       4.98e-18
Median   0.018271
Maximum  0.454440
Minimum -0.490893
Std. Dev.   0.167327
Skewness  -0.586921
Kurtosis   4.575480
Jarque-Bera  7.398415
Probability  0.024743
Fuente: Cálculos del autor.
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de acuerdo al Jarque-Bera pues apenas hay una probabilidad del 2.4% de aceptar 
la hipótesis nula. Esta falla se puede atribuir a la ausencia de otras variables 
diferentes de la tasa de crédito por lo que se concluye que esta regresión no es sólida 
técnicamente hablando.  
Cuadro 5.7.5. Prueba de Breusch-Godfrey y de White. 1925-1972
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.183167     Probability 0.316308
Obs*R-squared 2.453468     Probability 0.293249
White Heteroskedasticity Test:
F-statistic 0.410931     Probability 0.665609
Obs*R-squared 0.862713     Probability 0.649627
Fuente: Cálculos del autor.















Mean       4.98e-18
Median   0.018271
Maximum  0.454440
Minimum -0.490893
Std. Dev.   0.167327
Skewness  -0.586921
Kurtosis   4.575480
Jarque-Bera  7.398415
Probability  0.024743
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Se puede concluir que para el período 1925-1972, el sector de la construcción 
no estuvo influenciado por los cambios en las tasas de interés lo que es comprensible 
dadas las políticas implementadas por las autoridades económicas para entonces 
(fijación de tasas de interésy la consecuente tasas de crédito reales negativas).
Para el período 1972-1996, la regression óptima fue también una MCO, cuadro 
5.7.7,  en esta regresión, dconst es función de dcred y dmargen o diferencia entre 
la tasa real de crédito y la de depósitos (DTF real). Las dos regresoras resultaron 
significativas, sin embargo, los coeficientes son muy cercanos a cero, lo que 
prácticamente elimina el efecto. Aún así,  podría pensarse en la posibilidad de 
multicolinealidad entre dcred y dmargen pero se comprobó que no existe como lo 
muestra el cuadro 5.7.8 en el que las correlaciones entre los coeficientes de las dos 
regresoras (y entre sus rezagos) son muy bajas.  
Ambas regresoras afectaron el crecimiento de la construcción durante el año 
actual y rezago de 1 año y el margen con hasta 4 años de rezagos. Mientras que la 
dcred tiene signo negativo, la dmargen tiene signo positivo. A mayor margen parece 
haber sido mayor la disposición del sector financiero a dar crédito, permitiendo 
crecer al sector de la construcción. Los signos contrarios en ambas regresoras hace 
que los coeficientes tiendan a anularse, reduciendo el efecto neto de las regresoras 
a casi cero El cuadro muestra un  R-cuadrado del  43.2% aproximadamente, el cual 
ya es un valor considerable, prueba F altamente significativa, indicando que en las 
regresoras son significativas en forma conjunta.  La ecuación del 5.7.7 es:
• DCONSTt = 0.037 – 0.004*DCREDt-1 + 0.006*DMARGENt 
+ 0.016*DMARGEN t-1 + 0.0028*DMARGEN t – 4 + 0.938*U t-1 – 0.418*U t-2
El cuadro 5.7.9 muestra que no hay autocorrelación serial ni heteroscedasticidad 
y finalmente, el cuadro 5.7.10  permite  ver que para este período los residuos si 
tienen distribución normal: un 71.58% de probabilidad según el Jarque-Bera 
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Convergence achieved after 11 iterations
White heteroskedasticity-consistent standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.036976 0.030030 1.231321 0.2340
DCRED(-1) -0.004610 0.001321 -3.489304 0.0026
DMARGEN 0.006302 0.002584 2.438347 0.0253
DMARGEN(-1) 0.016304 0.003004 5.427299 0.0000
DMARGEN(-4) 0.002840 0.001454 1.952941 0.0666
AR(1) 0.938133 0.174758 5.368181 0.0000
AR(2) -0.417886 0.204519 -2.043265 0.0559
R-squared 0.560564     Mean dependent var 0.045540
Adjusted R-squared 0.414085     S.D. dependent var 0.087849
S.E. of regression 0.067244     Akaike info criterion -2.329480
Sum squared resid 0.081392     Schwarz criterion -1.988195
Log likelihood 36.11850     Hannan-Quinn criter. -2.234822
F-statistic 3.826933     Durbin-Watson stat 2.211597
Prob(F-statistic) 0.012334
Fuente: Cálculos del autor.
DCONST DCRED(-1) DMARGEN DMARGEN(-1) DMARGEN(-4)
DCONST  1.000000 -0.247259 -0.017046  0.076800  0.058295
DCRED(-1) -0.247259  1.000000 -0.089373  0.060904  0.002435
DMARGEN -0.017046 -0.089373  1.000000 -0.218424 -0.018193
DMARGEN(-1)  0.076800  0.060904 -0.218424  1.000000 -0.084945
DMARGEN(-4)  0.058295  0.002435 -0.018193 -0.084945  1.000000
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DMARGEN(-1) 0.016304 0.003004 5.427299 0.0000
DMARGEN(-4) 0.002840 0.001454 1.952941 0.0666
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Sum squared resid 0.081392     Schwarz criterion -1.988195
Log likelihood 36.11850     Hannan-Quinn criter. -2.234822
F-statistic 3.826933     Durbin-Watson stat 2.211597
Prob(F-statistic) 0.012334
Fuente: Cálculos del autor.
DCONST DCRED(-1) DMARGEN DMARGEN(-1) DMARGEN(-4)
DCONST  1.000000 -0.247259 -0.017046  0.076800  0.058295
DCRED(-1) -0.247259  1.000000 -0.089373  0.060904  0.002435
DMARGEN -0.017046 -0.089373  1.000000 -0.218424 -0.018193
DMARGEN(-1)  0.076800  0.060904 -0.218424  1.000000 -0.084945
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Cuadro 5.7.9. Pruebas de Breusch-Godfrey y White. 1972-1996.
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 3.049022     Prob. F(2,16) 0.0755
Obs*R-squared 6.898850     Prob. Chi-Square(2) 0.0318
Heteroskedasticity Test: Breusch-Pagan-Godfrey
F-statistic 0.125183    Prob. F(4,20) 0.9717
Obs*R-squared 0.610627    Prob. Chi-Square(4) 0.9619
Scaled explained SS 0.294783    Prob. Chi-Square(4) 0.9901
Fuente: Cálculos del autor.



















Std. Dev.   0.058235
Skewness   0.394645
Kurtosis   2.862480
Jarque-Bera  0.668637
Probability  0.715826
Fuente: Cálculos del autor.
Se concluye entonces que en el período 1972-1996, la inversión en la construcción 
si estuvo determinada negativamente por los cambios en las tasas de crédito real y 
principalmente los márgenes en las tasas, a mayor margen en términos reales, mayor 
crédito para la construcción. 
¿Modelo para 1990-2017?
 Ninguna regresión logró explicar el impacto de las tasas de interés sobre el 
crecimiento de la construcción, sin embargo, se demostró el crecimiento de la tasa de 
construcción en función de la tasa de crecimiento del PIB real 
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Cuadro 5.7.7 Dconst en function de dyr. 1990-2017.
Dependent Variable: DCONST
Method: ARMA Generalized Least Squares (Gauss-Newton)
Sample: 1990 2017
Included observations: 28
Convergence achieved after 24 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 5.220338 0.778360 6.706840 0.0000
DYR(-1) 1.131243 0.471637 2.398544 0.0242
AR(4) -0.660950 0.177298 -3.727906 0.0010
R-squared 0.365928     Mean dependent var 4.995068
Adjusted R-squared 0.315202     S.D. dependent var 7.775826
S.E. of regression 6.434690     Akaike info criterion 6.744272
Sum squared resid 1035.131     Schwarz criterion 6.887009
Log likelihood -91.41981     Hannan-Quinn criter. 6.787908
F-statistic 7.213854     Durbin-Watson stat 1.203743
Prob(F-statistic) 0.003363
Fuente: Cálculos del autor
El incremento del 1% en la tasa de crecimiento del PIB real estimuló un 
crecimiento rezagado de un año en el sector de la construcción de 1.13%. Este efecto 
es explicado en un 36.59%. Los residuos se comportan de acuerdo a los supuestos: 
tienen distribución normal con una probabilidad de aceptación de la hipótesis nula 
del Jarque-Bera con un 92.33%.

















Std. Dev.   6.189638
Skewness  -0.090778
Kurtosis   2.677766
Jarque-Bera  0.159597
Probability  0.923302
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Cuadro 5.7.7 Dconst en function de dyr. 1990-2017.
Dependent Variable: DCONST
Method: ARMA Generalized Least Squares (Gauss-Newton)
Sample: 1990 2017
Included observations: 28
Convergence achieved after 24 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 5.220338 0.778360 6.706840 0.0000
DYR(-1) 1.131243 0.471637 2.398544 0.0242
AR(4) -0.660950 0.177298 -3.727906 0.0010
R-squared 0.365928     Mean dependent var 4.995068
Adjusted R-squared 0.315202     S.D. dependent var 7.775826
S.E. of regression 6.434690     Akaike info criterion 6.744272
Sum squared resid 1035.131     Schwarz criterion 6.887009
Log likelihood -91.41981     Hannan-Quinn criter. 6.787908
F-statistic 7.213854     Durbin-Watson stat 1.203743
Prob(F-statistic) 0.003363
Fuente: Cálculos del autor
El incremento del 1% en la tasa de crecimiento del PIB real estimuló un 
crecimiento rezagado de un año en el sector de la construcción de 1.13%. Este efecto 
es explicado en un 36.59%. Los residuos se comportan de acuerdo a los supuestos: 
tienen distribución normal con una probabilidad de aceptación de la hipótesis nula 
del Jarque-Bera con un 92.33%.

















Std. Dev.   6.189638
Skewness  -0.090778




Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.737604     Prob. F(2,23) 0.1983
Obs*R-squared 3.675356     Prob. Chi-Square(2) 0.1592
Heteroskedasticity Test: White
F-statistic 0.464673     Prob. F(7,20) 0.8485
Obs*R-squared 3.916785     Prob. Chi-Square(7) 0.7893
Scaled explained SS 2.634961     Prob. Chi-Square(7) 0.9166
Los residuos no presentan ni autocorrelación serial de acuerdo al Breusc-
Godfrey y son homocedásticos de acuerdo a White. 
CONCLUSIÓN
Para terminar este capítulo, que ha sido intencionalmente extenso con el fin 
de señalar la importancia de la inversión privada en el crecimiento y desarrollo 
económico, a través de las regresiones se ha demostrado la sensibilidad de la 
economía a los cambios en las tasas de interés y especialmente a las políticas 
económicas concernientes al  sector financiero.  Lamentablemente, de acuerdo a las 
regresiones obtenidas, los efectos positivos del sector financiero sobre el crecimiento 
de varios sectores ha sido casi nulo a lo largo del siglo XX y comienzos del XXI; 
parece ser que lo positivo del crédito financiero radica en el impacto inicial positivo 
al otorgar liquidez, pero, este se desvanece en el mediano y largo largo plazo ante las 
alzas en las tasas de interés. Contrariamente, tal como se vio para cada sector, tuvo 
más impacto positivo en el desarrollo de estos el manejo de las tasas de cambio que 
lo crediticio.
NOTAS
• www.banrep.gov.co y GRECO.
• Samuelson, Paul. (1939) Interactions Between the Multiplier Analysis and the Princi-
ple of Acceleration, Review of Economic Statistics, 21, 75–8. 
• Gandolfo, G. (1985) Economic Dynamics: Methods and Models, North-Holland, Am-
sterdam, hace una excelente presentación de este modelo y revisiones posteriores.
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A L B E R T O  G Ó M E Z  M E J Í A
160
República y del Departamento Nacional de Planeación.
• Desde 1925-1949, el índice fue construido por José Antonio Ocampo y Camilo Tovar 
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CAPÍTULO 6
EL SECTOR EXTERNO. PARTE I. 
Em Colombia se ha hecho innumerables estudios sobre el impacto de  la tasa 
de cambio, nominal y real, sobre las exportaciones, imporaciones, balanza comercial, 
competitividad,  etc. Los diferentes sistemas de tasas de cambio, desde la fija hasta 
la flotante, fueron cada uno en su respectivo momento, considerados por gobiernos 
y gremios, como la herramienta que solucionaría gran parte de  los principales 
problemas económicos del país,  de allí la abundancia de literatura y estudios 
sobre este tema.  Al final del capítulo y de algunos apartes aparece un listado de 
bibliografía relacionada.
La Tasa de Cambio. Generalidades, 1923-2007
El manejo de la tasa de cambio peso/US dólar se ha caracterizado por obedecer 
a políticas económicas que han considerado que la fijación de la tasa de cambio o 
la intervención del gobierno en el mercado de divisas puede beneficiar a gremios 
específicos con tal de mejorar su competitividad a nivel internacional y acelerar el 
crecimiento económico. Con los datos a partir del año 1923, cuadro 6.1, y publicados 
por el Banco de la República, se puede sintetizar los siguientes cuatro períodos:
I. 1923-1967. Tasa de cambio fija; ésta era decretada por el gobierno. Los 
cambios se daban con poca frecuencia y cuando era imposible mantener 
la tasa de cambio ante el deterioro de los demás indicadores del país. 
Etapa caracterizada por maxidevaluaciones que reversaban los beneficios 
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obtenidos por la revaluación implícita en la tasa fija. Observe los cambios 
de los años 1933, 1951, 1957, 1962 y 1965. Ver gráfico 6.1 enel que se observa 
como la variación de la tasa de cambio fue casi nulo hasta 1960.
II. Enero 1968 - Diciembre 1990. Período que empezó con el Decreto 444 de 
1967, el de la devaluación gota a gota, hasta el año anterior a  la apertura 
económica de 1991. Período de total intervención del Gobierno en el 
mercado cambiario, control de cambios, restricciones al flujo capitales.
III. Enero 1991- Diciembre 1999. Abarca todo el período de la apertura hasta el 
año 2006. Este incluye los años en que funcionó la banda cambiaria, 1994-
1999, en los cuales se dio una moderada  flotación del mercado dentro de 
los límites de la banda cambiaria con la contínua intervención del Banco de 
la República en el mercado. La banda implicaba una mínima devaluación 
anual publicada por las autoridades. Sin control de cambios y libertad en 
el flujo de capitales con pocas restricciones. 
IV. Enero 2000 - hoy. Flotación sucia. Las bandas cambiarias se eliminan en 1999 
y aparentemente durante este período la flotación de la tasa de cambio ha 
sido más libre, aunque con un evidente sesgo del banco central a intervenir 
en pro de la devaluación como lo confirmó su actitud frente a la revaluación 
de comienzos del 2007 hasta mayo en que dejó flotar libremente la tasa 
siguiendo la sugerencia del FMI. En el gobierno de Santos se establecieron 
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6.1. La Tasa de Cambio Nominal (tcn) determinada por el 
monto de las Reservas Brutas  Internacionales, 1923-2017
A lo largo del siglo, no importa cualquiera que haya sido la política cambiaria, 
se ha dado la coexistencia del mercado oficial con mercados de divisas paralelos, 
ilegales o informales, en los que la tasa de cambio siempre ha diferido de la tasa de 
cambio oficial publicada por el Banco de la República. La diferencia implica que 
los gobiernos han manejado tasas de cambio que no representan la realidad del 
mercado. Se supone que la verdadera tasa de cambio es la determinada por el libre 
juego de oferta y demanda, la dada en mercados que operan libres de restricciones o 
controles, luego se puede concluir que la tasa de cambio nominal peso/dólar no ha 
estado relacionada estrictamente con la escasez u oferta de reservas internacionales 
sino que otras variables también han incidido, por ejemplo, las altas tasas de 
inflación presionaron una mayor devaluación así se haya dado un aumento de las 
divisas; conflictos políticos, especulación, etc. El gráfico 6.3. muestra los saldos de 
las reservas internacionales brutas en millones de dólares desde 1923 hasta el 2017. 
Evidentemente Colombia fue un país que sufrió por la escasez de reservas hasta que 
el problema empezó a solucionarse desde 1967 con el decreto 444 de 1967 y a medida 
que se profundizó en la internacionalización de la economía; obsérvese lo que ha 
pasado en la década de los 1990s y los ambios bruscos de los últimos 20 años. 
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Dado que a lo largo del siglo XX se dieron diferentes regímenes cambiarios 
caracterizados por una fortísima intervención del gobierno sobre la tasa de 
cambio, regímenes que no respetaron las condiciones del mercado libre, es decir, 
no permitieron que la tasa de cambio se regulara  dependiendo del monto de 
reservas internacionales sino que se manipuló como se ha visto, entonces no es 
posible construir una regresión o modelo sólido que permita expresar y analizar 
el comportamiento de la tasa de cambio nominal en función de las reservas brutas 
puesto que  históricamente, al menos desde 1967 con el decreto 444 hasta 1999, el saldo 
de las reservas dependió del valor de la tasa de cambio nominal; se devaluaba para 
estimular las exportaciones y se restringía las importaciones con tal de aumentar las 
reservas.  Esto se resume en el cuadro 6.1.1 que presenta las correlaciones positivas 
entre ambas variables (saldo mensual de reservas brutas y tcn a fin de mes) para los 
tres regímenes cambiarios del siglo XX, mientras que para la primera década del siglo 
XXI, la correlación es negativa porque el sistema cambió y la flotación implica que 
las tasas de cambio dependen de la fluctuación de las reservas (inversión extranjera, 
comercio exterior, remesas de trabajadores colombianos en el extranjero). 
Cuadro 6.1.1. Correlación entre la TCN y las reservas brutas internacionales.
Años Régimen cambiario Correlación
1924.01-1967.12 Tasa fija 0.4518
1968.01-1990.12 Devaluación gota a gota 0.4790
1991.01-1999.12 Bandas cambiarias 0.5304
2000.01-2010.12 Tasa flotante -0.5969
Fuente: Cálculos del autor.
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Para hacer un ejercicio que explique la variación de la tasa de cambio en 
función de las reservas brutas, se corrieron regresiones con los datos mensuales 
desde enero-2000 hasta diciembre de 2010. Se construyeron series en logaritmos; 
ltcn y lres, y sus respectivas diferencias logarítmicas, dtcn y dres. Se intentó construir 
modelos con series mensuales anualizadas (dtcn t = ltcn t – ltcn t-12) pero no fueron 
satisfactorios, sin embargo, se tuvo éxito con las series mensuales (dtcn t = ltcn t – 
ltcn t-1) expresando cambios o rentabilidades compuestas continuas. Trabajando con 
éstos últimos, tanto  Ltcn y Lres no son estacionarias por lo que se trabajó con sus 
primeras diferencias logarítmicas mensuales  dtcn y dres.  Ver cuadro 6.1.2.
Cuadro 6.1.2. Prueba de estacionariedad ERS para Lres y Ltcn.
Null Hypothesis: LTCN has a unit root
Exogenous: Constant, Linear Trend







Test critical values: 1% level  4.192800
5% level  5.646400
10% level  6.812400
Null Hypothesis: LRES has a unit root
Exogenous: Constant, Linear Trend







Test critical values: 1% level  4.192800
5% level  5.646400
10% level  6.812400
Fuente: Cálculos del autor
El cuadro 6.1.3 presenta los resultados de las pruebas de Granger y Johansen 
para las variables dtcn y dres: según Granger no hay relación alguna entre dres y 
dtcn, por ejemplo, hay un 68.94% de probabilidad de aceptar la hipótesis nula que 
dres no causa  tipo Granger a dtcn y un 40.78% de que dtcn no cause tipo Granger 
a dres, por el contrario la prueba de Johansen concluye que si hay vectores de 
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cointegración para todos los casos, luego parece que las dos variables han estado 
cointegradas a lo largo de la década.  
Se corrieron regresiones y la mejor es EGARCH(2,0,1) de acuerdo al criterio de 
Schwarz. La regresión indica que para el período analizado el comportamiento de 
la tasa de cambio nominal si estuvo explicado en un 9.55%  por los cambios en los 
saldos de las reservas brutas internacionales; resultado bastante bajo con lo esperado.
Cuadro 6.1.3. Pruebas de Granger y Johansen para dtcn y dres. 2000.01-2007.12
Pairwise Granger Causality Tests
Sample: 2000M01 2010M12
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 DRES does not Granger Cause DTCN  129  0.37311 0.6894
 DTCN does not Granger Cause DRES  0.90341 0.4078
Johansen. Sample: 2000M01 2010M12
Included observations: 129
Series: DTCN DRES 
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Fuente: Cálculos del autor.
  
La regresión, cuadro 6.1.4,  arrojó las siguientes ecuaciones:
• DTCN = -0.0045 – 0.124*DRES - 0.159*DRES t -2  + 0.213*U t-1 -  0.229*Ut-6 
- 0.190*Ut-11 + 0.407*Ut-14.
• Log(σ2) = -6.48+0.644*ABS(Ut-1/ σt-1) - 0.665*ABS(Ut-2/ σt-2)+1.15*(Ut-1/σt-1).
El coeficiente de determinación ajustado indica que para el período analizado 
el comportamiento de la tasa de cambio nominal si estuvo explicado en un 16.3%, 
resultado mucho menor de lo esperado, sin embargo, es comprensible cuando se 
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La regresión, cuadro 6.1.4,  arrojó las siguientes ecuaciones:
• DTCN = -0.0045 – 0.124*DRES - 0.159*DRES t -2  + 0.213*U t-1 -  0.229*Ut-6 
- 0.190*Ut-11 + 0.407*Ut-14.
• Log(σ2) = -6.48+0.644*ABS(Ut-1/ σt-1) - 0.665*ABS(Ut-2/ σt-2)+1.15*(Ut-1/σt-1).
El coeficiente de determinación ajustado indica que para el período analizado 
el comportamiento de la tasa de cambio nominal si estuvo explicado en un 16.3%, 
resultado mucho menor de lo esperado, sin embargo, es comprensible cuando se 
sabe que el Banco de la República continuamente interviene saliendo a vender 
dólares con tal de frenar la revaluación.  Salieron significativos  los cambios 
porcentuales en los saldos de las reservas brutas, del mes actual y de dos meses 
rezagados; los coeficientes presentan los signos negativos confirmando que los 
aumentos en las reservas reducen la tasa de cambio, es decir, el peso se revalúa 
y el dólar se revalúa. La suma de los dos coeficientes (-0.2833) significa que si las 
reservas se incrementaron en 1%, la tasa de cambio tendió a reducirse en 0.283% en 
el lapso de dos meses.  La ecuación de la varianza condicional evidencia la presencia 
de una volatilidad con  rezagos de hasta de dos meses para los valores absolutos de 
los residuos estandarizados, además se da la presencia del efecto apalancamiento 
rezagado un período y con signo positivo: las noticias buenas parecieron aumentar 
la volatilidad de la tasa de cambio, por ejemplo, una mejoría en las expectativas 
sobre el comportamiento de la economía pueden llevar a una revaluación mayor del 
peso. 
La ecuación de la varianza condicional, también puede asociarse con la 
especulación que se empezó a ejercer con la tasa de cambio en los mercados 
financieros a partir de 1991 y que se ha acentuado en los últimos años. Recuérdese 
que ésta década se caracterizó por una fuerte inestabilidad política que estimuló la 
especulación con el dólar (violencia política, Conflictos comerciales con Venezuela y 
Ecuador, volatilidad de los precios del petróleo y café, etc).
Cuadro 6.1.4. Dtcn en fución de Dres. 1991.01-2010.12. EGARCH(2,0,1)
Dependent Variable: DTCN
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 2001M06 2010M12
Included observations: 115 after adjustments
Bollerslev-Wooldridge robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(8) + C(9)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(10)
        *ABS(RESID(-2)/@SQRT(GARCH(-2))) + C(11)*RESID(-1)
        /@SQRT(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C -0.004508 0.001892 -2.382025 0.0172
DRES -0.124135 0.041510 -2.990480 0.0028
DRES(-2) -0.159220 0.050034 -3.182246 0.0015
AR(1) 0.213429 0.019791 10.78393 0.0000
AR(6) -0.228971 0.030218 -7.577232 0.0000
AR(11) -0.190527 0.017191 -11.08300 0.0000
AR(14) 0.407002 0.027401 14.85358 0.0000
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Variance Equation
C(8) -6.481699 0.213405 -30.37282 0.0000
C(9) -0.644091 0.167802 -3.838393 0.0001
C(10) -0.665353 0.210503 -3.160774 0.0016
C(11) 1.151788 0.135005 8.531457 0.0000
R-squared 0.207192     Mean dependent var -0.001353
Adjusted R-squared 0.163147     S.D. dependent var 0.035623
S.E. of regression 0.032588     Akaike info criterion -4.313155
Sum squared resid 0.114692     Schwarz criterion -4.050596
Log likelihood 259.0064     Hannan-Quinn criter. -4.206584
Durbin-Watson stat 1.760010
Fuente: Cálculos del autor.
La regression ya está corregida por autocorrelación serial; el cuadro 6.1.5 
muestra la prueba de heteroscedasticidad ARCH en la que se acepta la hipótesis 
nula con una probabilidad del 99.44%  y  los resultados de la prueba de jarque-Bera 
aplicada a los residuos que prueban que estos tienen una probabilidad del 46.66% de 
conformar una distribución normal. 
En conclusión, se ha recordado que durante el siglo XX, el comportamiento 
de la tasa de cambio no correspondió a las fuerzas del mercado (al igual que en 
latinoamérica), y que las bandas cambiarias empezaron a preparar el camino hacia 
el libre mercado que se empezó a desarrollar propiamente en la primera década del 
siglo XXI cuando la tasa de cambio nominal ya empezó a ser determinada por el 
juego de oferta y demanda.
Cuadro 6.1.5. Heteroscedasticidad ARCH y Normalidad de los residuos. 2000.01-
2010.12. 
Heteroskedasticity Test: ARCH
F-statistic 4.96E-05     Prob. F(1,112) 0.9944











Mean       0.144058
Median   0.240352
Maximum  2.448959
Minimum -2.778714
Std. Dev.   1.003113
Skewness  -0.262544
Kurtosis   3.206099
Jarque-Bera  1.524676
Probability  0.466574
Fuente: Cálculos del autor
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latinoamérica), y que las bandas cambiarias empezaron a preparar el camino hacia 
el libre mercado que se empezó a desarrollar propiamente en la primera década del 
siglo XXI cuando la tasa de cambio nominal ya empezó a ser determinada por el 
juego de oferta y demanda.
Cuadro 6.1.5. Heteroscedasticidad ARCH y Normalidad de los residuos. 2000.01-
2010.12. 
Heteroskedasticity Test: ARCH
F-statistic 4.96E-05     Prob. F(1,112) 0.9944











Mean       0.144058
Median   0.240352
Maximum  2.448959
Minimum -2.778714
Std. Dev.   1.003113
Skewness  -0.262544
Kurtosis   3.206099
Jarque-Bera  1.524676
Probability  0.466574
Fuente: Cálculos del autor
Período 2000-2017
El modelo EGARCH (1,1,1) corrobora el efecto de los cambios porcentuales de 
las reservas brutas del mes actual y un mes rezagado sobre los cambios porcentuales 
en la tasa de cambio. Los signos negaticvos son los correctos: el incremento del 1% 
en las reservas brutas produce una reducción acumulada de 0.298% en la tasa de 
cambio nominal.  Los cambios en las reservas brutas explican el comportamiento 
de la tasa de cambio en un 68,0% de acuerdo a los coeficientes de determinación; el 
Durbin-Watson es 1.81 eliminando cualquier posibilidad de autocorrelación serial. 
•  DTCN t = 0.017 - 0.157*DRES t  - 0.141*DRES t-1  + 0.914 *U t-1 -0.502*Ut-4 + 
0.407*U t-5
•  Log(σ2 t ) = -0.703+0.369*ABS(Ut-1/ σt-1) + 0.936* Log(σ
2 t-1) +0.123*(Ut-1/σt-1).
La prueba de heterocedasticidad ARCH acepta la hipótesis nula de 
homocedasticidad en un 84.15% y finalmente, los residuos tienen distribución 
normal con una probabilidad del 16.57% de aceptar la hipótesis nula del Jarque-Bera. 
Cuadro 6.1.6. Dtcn en fución de Dres. 2000.01-2018.12. EGARCH(1,1,1).
Dependent Variable: DTCN
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample: 2000M01 2018M12
Included observations: 228
Convergence achieved after 47 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(7) + C(8)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(9)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(10)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.017147 0.013476 1.272368 0.2032
DRES -0.157752 0.035585 -4.433086 0.0000
DRES(-1) -0.141416 0.055239 -2.560058 0.0105
AR(1) 0.914604 0.043920 20.82409 0.0000
AR(4) -0.502492 0.067573 -7.436224 0.0000
AR(5) 0.407475 0.055488 7.343526 0.0000
Variance Equation
C(7) -0.703753 0.294968 -2.385862 0.0170
C(8) 0.369919 0.132407 2.793796 0.0052
C(9) 0.123002 0.052374 2.348554 0.0188
C(10) 0.936580 0.033338 28.09343 0.0000
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R-squared 0.686066     Mean dependent var 0.008529
Adjusted R-squared 0.678996     S.D. dependent var 0.076756
S.E. of regression 0.043488     Akaike info criterion -3.629635
Sum squared resid 0.419842     Schwarz criterion -3.479225
Log likelihood 423.7784     Hannan-Quinn criter. -3.568949
Durbin-Watson stat 1.815740
Fuente: Cálculoas del autor


















Std. Dev.   1.002610
Skewness   0.219204




F-statistic 0.040107     Prob. F(1,225) 0.8415
Obs*R-squared 0.040456     Prob. Chi-Square(1) 0.8406
Fuente: Cálculos del autor
6.2. Las Exportaciones, 1950-1996 y 2000-2017. Una primera 
aproximación
La teoría económica enseña que el crecimiento de las exportaciones depende 
de variables exógenas, es decir, aquellas que no pueden ser controladas por las 
autoridades económicas del país o que son independientes de la realidad económica 
colombiana como lo es el consumo externo,  precios, de materias primas, que 
son definidos en los mercados internacionales.  El gráfico 6.2.1 dibuja el cambio 
porcentual de las exportaciones para 1925-1996 en el que se observa la altísima 
volatilidad de estas dada la frecuente inestabilidad de las variables exógenas; hubo a 
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Obs*R-squared 0.040456     Prob. Chi-Square(1) 0.8406
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6.2. Las Exportaciones, 1950-1996 y 2000-2017. Una primera 
aproximación
La teoría económica enseña que el crecimiento de las exportaciones depende 
de variables exógenas, es decir, aquellas que no pueden ser controladas por las 
autoridades económicas del país o que son independientes de la realidad económica 
colombiana como lo es el consumo externo,  precios, de materias primas, que 
son definidos en los mercados internacionales.  El gráfico 6.2.1 dibuja el cambio 
porcentual de las exportaciones para 1925-1996 en el que se observa la altísima 
volatilidad de estas dada la frecuente inestabilidad de las variables exógenas; hubo a 
lo largo del siglo cambios muy bruscos que generaron igualmente inestables épocas 
de crecimiento y contracción del pib real. 
Se ha dicho con anterioridad que una de las razones que han tenido las 
autoridades económicas en diferentes momentos (Banco de la República, Ministerio 
de Hacienda) para presionar la devaluación ha sido el mejorar la competitividad de 
las exportaciones colombianas, especialmente las llamadas “no tradicionales” como 
textiles y calzado ya que las materias primas como el petróleo y café dependen mas 
de la coyuntura de los países importadores. 
Fuente: Cálculos del autor.
Para efectos de la regresión que explicara el comportamiento de las exportaciones 
totales, esta se corrió para 1950-1996 pues dado que Venezuela y Estados Unidos 
han sido los principales socios comerciales de Colombia durante este período, 
se consideró importante el tomar las tasas de crecimiento del pib real de ambos 
países como variables explicativas y solamente se encuentraron datos venezolanos 
a partir de 1950. También se incluyó la tendencia y se midieron los efectos de  la 
tasa de cambio nominal y real sobre el comportamiento de las exportaciones, 
sorprendentemente, la tasa de cambio nominal resultó más significativa que la real 
después de eliminar multicolinealidad y hacer ensayos con modelos que permiten 
seleccionar variables como el “stepwise”. La serie de las exportaciones deflactadas 
a precios de 1975, expresada en logaritmos,”lx” no es estacionaria al nivel del 5%, 
según la ERS, durante 1950-1996, por lo que se trabajó con “dx” o primera diferencia 
logarítmica de “lx” para transformar la serie a cambios porcentuales compuestos 
continuos. Ver cuadro 6.2.1.
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Las otras variables ya son conocidas por ser usadas en capítulos anteriores, 
series que son estacionarias: dusa  que es la primera diferencia de las tasas de 
crecimiento del pib real de Estados Unidos; dtcn o primera diferencia logarítmica 
de la tasa de cambio nominal; dven o primera diferencia de la tasa de crecimiento 
del pib real de Venezuela, èsta última no resultó ser significativa frente a las otras 
variables.
Cuadro 6.2.1. Prueba ERS para Estacionariedad de Lx. 1950-1996.
Null Hypothesis: LX has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  6.323076
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
Fuente: Cálculos del autor.
El cuadro 6.2.2 muestra las pruebas de Granger para dx, dusa y dtcn para 
 .ekiakA oiretirc le núges odigocse sogazer ed omitpó oremún le ,sogazer sod
Aparentemente para 1950-1996, los cambios en la tasa de cambio nominal no 
incidieron en el comportamiento de las exportaciones; 11.25% de probabilidad de 
aceptar  la hipótesis nula. También aclara que hay un 21.29% de probabilidad de 
que los cambios en la tasa de crecimiento de los Estados Unidos tampoco expliquen 
el crecimiento de las exportaciones reales totales; finalmente, hay un 82.69% 
de probabilidades de que el crecimiento en los Estados Unidos no explique el 
comportamiento de la tasa de cambio nominal, hecho deducible del caso 6.1. 
Cuadro 6.2.2. Pruebas de Granger para dx, dtcn y dusa. 1950-1996.
Pairwise Granger Causality Tests
Date: 06/17/11   Time: 19:46
Sample: 26 72
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 DUSA does not Granger Cause DX  45  1.60858 0.2129
 DX does not Granger Cause DUSA  6.69159 0.0031
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Las otras variables ya son conocidas por ser usadas en capítulos anteriores, 
series que son estacionarias: dusa  que es la primera diferencia de las tasas de 
crecimiento del pib real de Estados Unidos; dtcn o primera diferencia logarítmica 
de la tasa de cambio nominal; dven o primera diferencia de la tasa de crecimiento 
del pib real de Venezuela, èsta última no resultó ser significativa frente a las otras 
variables.
Cuadro 6.2.1. Prueba ERS para Estacionariedad de Lx. 1950-1996.
Null Hypothesis: LX has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  6.323076
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
Fuente: Cálculos del autor.
El cuadro 6.2.2 muestra las pruebas de Granger para dx, dusa y dtcn para 
 .ekiakA oiretirc le núges odigocse sogazer ed omitpó oremún le ,sogazer sod
Aparentemente para 1950-1996, los cambios en la tasa de cambio nominal no 
incidieron en el comportamiento de las exportaciones; 11.25% de probabilidad de 
aceptar  la hipótesis nula. También aclara que hay un 21.29% de probabilidad de 
que los cambios en la tasa de crecimiento de los Estados Unidos tampoco expliquen 
el crecimiento de las exportaciones reales totales; finalmente, hay un 82.69% 
de probabilidades de que el crecimiento en los Estados Unidos no explique el 
comportamiento de la tasa de cambio nominal, hecho deducible del caso 6.1. 
Cuadro 6.2.2. Pruebas de Granger para dx, dtcn y dusa. 1950-1996.
Pairwise Granger Causality Tests
Date: 06/17/11   Time: 19:46
Sample: 26 72
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 DUSA does not Granger Cause DX  45  1.60858 0.2129
 DX does not Granger Cause DUSA  6.69159 0.0031
 DTCN does not Granger Cause DX  45  2.30824 0.1125
 DX does not Granger Cause DTCN  0.74279 0.4822
 DTCN does not Granger Cause DUSA  45  0.12316 0.8845
 DUSA does not Granger Cause DTCN  0.19098 0.8269
Fuente: Cálculos del autor. 
La prueba de Johansen detallada en el cuadro 6.2.3, demuestra la existencia 
de relaciones de equilibrio de largo plazo entre dx, dusa y dtcn, para 1950-1996: 
hay tres vectores de cointegración en ambos casos, contradiciendo los resultados de 
Granger, corroborándose las deficiencias de la prueba de Granger para más de dos 
variables. Los buenos resultados de la prueba de Johansen animan a intentar correr 
regresiones usando dusa y dtcn como regresoras.
Cuadro 6.2.3. Pruebas de Johansen para dx, dtcn y dusa. 1950-1996.
Johansen.  Sample: 26 72
Included observations: 45
Series: DX DUSA DTCN 
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 3 3 3 3 3
Max-Eig 3 3 3 3 3
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Para 1950-1996, se ensayó con diferentes modelos pero se terminó con un 
EGARCH(1,0,0) justificable quizás por la tradicional  volatilidad de las variables. 
Ver  cuadro 6.2.4.
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Cuadro 6.2.4. Dx en función de dusa y dtcn ,1950-1996. EGARCH(1,0,0)
Dependent Variable: DX
Method: ML - ARCH (Marquardt) - Normal distribution
Sample: 30 72
Included observations: 43
Failure to improve Likelihood after 17 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Variance backcast: ON
LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Coefficient Std. Error z-Statistic Prob.  
C -0.050916 0.022935 -2.220032 0.0264
DUSA 0.009767 0.005159 1.893246 0.0583
DTCN 0.295007 0.055722 5.294281 0.0000
DTCN(-1) 0.250850 0.061593 4.072696 0.0000
DTCN(-2) 0.144495 0.062108 2.326526 0.0200
Variance Equation
C(6) -5.111441 0.264883 -19.29694 0.0000
C(7) 1.195587 0.398515 3.000107 0.0027
R-squared 0.179721     Mean dependent var 0.047665
Adjusted R-squared 0.043007     S.D. dependent var 0.184000
S.E. of regression 0.180000     Akaike info criterion -0.866938
Sum squared resid 1.166398     Schwarz criterion -0.580231
Log likelihood 25.63916     F-statistic 1.314580
Durbin-Watson stat 2.534424     Prob(F-statistic) 0.275856
Fuente: Cálculos del autor.
La regresión final fue
• DX t  = -0.05 +  0.009*DUSA t  +  0.295 *DTCN t  + 0.25 *DTCNt-1  + 0.144*DTCN 
t-2  
• Log (σ2 t) = -5.11 + 1.19*ABS (Ut-1/ σt-1)  
Los resultados muestran que los coeficientes de dtcn son significativos hasta 
con dos años de rezago como también es significativo el cambio actual de la tasa 
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Dependent Variable: DX
Method: ML - ARCH (Marquardt) - Normal distribution
Sample: 30 72
Included observations: 43
Failure to improve Likelihood after 17 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Variance backcast: ON
LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Coefficient Std. Error z-Statistic Prob.  
C -0.050916 0.022935 -2.220032 0.0264
DUSA 0.009767 0.005159 1.893246 0.0583
DTCN 0.295007 0.055722 5.294281 0.0000
DTCN(-1) 0.250850 0.061593 4.072696 0.0000
DTCN(-2) 0.144495 0.062108 2.326526 0.0200
Variance Equation
C(6) -5.111441 0.264883 -19.29694 0.0000
C(7) 1.195587 0.398515 3.000107 0.0027
R-squared 0.179721     Mean dependent var 0.047665
Adjusted R-squared 0.043007     S.D. dependent var 0.184000
S.E. of regression 0.180000     Akaike info criterion -0.866938
Sum squared resid 1.166398     Schwarz criterion -0.580231
Log likelihood 25.63916     F-statistic 1.314580
Durbin-Watson stat 2.534424     Prob(F-statistic) 0.275856
Fuente: Cálculos del autor.
La regresión final fue
• DX t  = -0.05 +  0.009*DUSA t  +  0.295 *DTCN t  + 0.25 *DTCNt-1  + 0.144*DTCN 
t-2  
• Log (σ2 t) = -5.11 + 1.19*ABS (Ut-1/ σt-1)  
Los resultados muestran que los coeficientes de dtcn son significativos hasta 
con dos años de rezago como también es significativo el cambio actual de la tasa 
de crecimiento de los Estados Unidos (rezagos de dusa, dven y ditcr no fueron 
significativos); los coeficientes tienen signo positivo lo cual es acorde a la teoría: 
un incremento en la devaluación del peso estimula las exportaciones, sin embargo, 
el R-cuadrado ajustado es apenas del 4,3% lo que significa que el efecto conjunto 
de dusa y dtcn, aunque estadísticamente significativo, es insuficiente para explicar 
satisfactoriamente el desempeño de las exportaciones entre 1950-1996.  La prueba 
F nos indica que el modelo puede ser deficiente pues la probabilidad de aceptar 
la hipótesis nula es del 27.58%, superior al 5%, es decir que en su conjunto los 
coeficientes de las regresoras son cero, no son significativos. Esto ayuda a entender 
 ah es nesnahoJ noc ,odal orto le rop orep ;nóicanimreted ed etneicifeoc led ojab ol
encontrado relaciones fuertes entre estas variables en el largo plazo. Indudablemente 
se ha entrado en una contradicción: hay que caer en cuenta que las exportaciones son 
heterogéneas, no reaccionan igualmente frente a la devaluación o al crecimiento de 
los Estados Unidos. Se sabe que las exportaciones no tradicionales (manufacturas) 
son sensibles a la devaluación del peso mientras que las materias primas (petróleo 
y café) no lo son.  Se concluye que hay la necesidad de separar las exportaciones en 
tradicionales y no tradicionales con el fin de hacer regresiones por separado. 
Observe el lector que a pesar de lo deficiente de la regresión, los demás 
estadísticos  son aceptables pues no hay autocorrelación serial, hay homocedasticidad 
ARCH en un 93.01% y los residuos son significativamente normales: Jarque-Bera 
con 26.75% de probabilidad de aceptar la hipótesis de que los residuos tienen 
distribución normal como se ve en el cuadro 6.2.5. Conclusión, hay que construir un 
modelo mejor como el que se desarrolla en el caso 6.3.
Cuadro 6.2.5. Pruebas de heteroscedasticida ARCH y normalidad de los residuos.
ARCH Test:
F-statistic 0.007311     Probability 0.932285











Mean       0.019086
Median   0.000209
Maximum  2.031825
Minimum -3.199816
Std. Dev.   1.054571
Skewness  -0.527199
Kurtosis   3.599934
Jarque-Bera  2.636750
Probability  0.267570
Fuente: Cálculos del autor.
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Período 1990-2017
Para éste período hubo menos de 30 observaciones, además de carecer 
información confiable sobre la tasa de crecimiento del PIB real de Venezuela desde 
el año 2000, sin embargo, se corrió la regresión con datos de 1970-2017 para explicar 
el crecimiento de las exportaciones totales dx en función de la tasa de crecimiento 
del pib real de Estados Unidos y el cambio porcentual de la tasa de cambio peso/
dólar; ésta última no resultó significativa.  





Variable Coefficient Std. Error t-Statistic Prob.  
C 0.023227 0.010238 2.268626 0.0266
DUSAG(-2) 0.009046 0.003274 2.763337 0.0074
R-squared 0.103700     Mean dependent var 0.023015
Adjusted R-squared 0.090119     S.D. dependent var 0.088506
S.E. of regression 0.084424     Akaike info criterion -2.076960
Sum squared resid 0.470409     Schwarz criterion -2.011680
Log likelihood 72.61663     Hannan-Quinn criter. -2.051094
F-statistic 7.636033     Durbin-Watson stat 2.004343
Prob(F-statistic) 0.007407
Fuente: Cálculos del autor.
La regresión MCO no presenta un coeficiente considerable para dusagt-2, aunque 
si es significativo y el comportamiento de dx es explicado en 10.37%. la insignificancia 
de la dtcn se debe a que dx incluye todo tipo de exportaciones incluyendo aquellas 
que no son afectadas por variaciones en la tasa de cambio como las exportaciones 
de minerales: carbón y petróleo por lo que se hace necesario concretarse en las 
exportaciones no tradicionales en el siguiente punto.
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Período 1990-2017
Para éste período hubo menos de 30 observaciones, además de carecer 
información confiable sobre la tasa de crecimiento del PIB real de Venezuela desde 
el año 2000, sin embargo, se corrió la regresión con datos de 1970-2017 para explicar 
el crecimiento de las exportaciones totales dx en función de la tasa de crecimiento 
del pib real de Estados Unidos y el cambio porcentual de la tasa de cambio peso/
dólar; ésta última no resultó significativa.  





Variable Coefficient Std. Error t-Statistic Prob.  
C 0.023227 0.010238 2.268626 0.0266
DUSAG(-2) 0.009046 0.003274 2.763337 0.0074
R-squared 0.103700     Mean dependent var 0.023015
Adjusted R-squared 0.090119     S.D. dependent var 0.088506
S.E. of regression 0.084424     Akaike info criterion -2.076960
Sum squared resid 0.470409     Schwarz criterion -2.011680
Log likelihood 72.61663     Hannan-Quinn criter. -2.051094
F-statistic 7.636033     Durbin-Watson stat 2.004343
Prob(F-statistic) 0.007407
Fuente: Cálculos del autor.
La regresión MCO no presenta un coeficiente considerable para dusagt-2, aunque 
si es significativo y el comportamiento de dx es explicado en 10.37%. la insignificancia 
de la dtcn se debe a que dx incluye todo tipo de exportaciones incluyendo aquellas 
que no son afectadas por variaciones en la tasa de cambio como las exportaciones 
de minerales: carbón y petróleo por lo que se hace necesario concretarse en las 
exportaciones no tradicionales en el siguiente punto.
6.3. Las Exportaciones No Tradicionales, 1970-2003 y 1971-
2017
Con base en el caso anterior, si limitamos el estudio a las “exportaciones no 
tradicionales, sin esmeraldas ni oro” tal como son presentadas por el Banco de 
la República en su página web, podemos encontrar diferentes respuestas. Las 
exportaciones no tradicionales listadas en la misma página son: bananos, flores, 
químicos, textiles y cueros, alimentos, maquinaria y equipos, metálica básica, papel, 












1975 1980 1985 1990 1995 2000 2005 2010 2015
DXNT
Fuente: Cálculos del autor.
El gráfico 6.3.1 muestra los cambios porcentuales de las exportaciones no 
tradicionales, dxnt, que se caracteriza por las variaciones bruscas en períodos muy 
cortos de tiempo, especialmente entre el año 1970 y 1991 cuando la devaluación fue 
constante dando a entender que éstas se vieron afectadas por otros factores diferentes 
de la tasa de cambio, por ejemplo, las recesiones internacionales y el crecimiento 
de nuestros principales compradores, Estados Unidos y Venezuela. A partir de 
2008 se observa una pérdida en el impulso del crecimiento de éstas: han tendido 
a estancarse: la devaluación en términos reales no está funcionando?,  pérdida de 
mercados y competitividad.
Para la regresión del período 1970-2003, se incluyeron variables ya conocidas: 
dusa, dven, dtcn y ditcr las cuales son estacionarias. Se construyeron dos nuevas 
variables “lxnt” o logaritmo natural de las exportaciones no tradicionales deflactadas 
a precios de 1975 y “litcr” o logaritmo natural del índice de la tasa de cambio real. Lxnt 
se caracteriza por tener intercepto y tendenciasignificativas mientras que litcr solo 
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tiene intercepto significativo.  El cuadro 6.3.2 muestra las tablas correspondientes a 
las pruebas de Phillips-Perron y ERS para medir la estacionariedad de lxnt y litcr. 
Mientras que Phillips-Perron define a lxnt como estacionaria ya que se rechaza la 
hipótesis nula, la ERS decide que lxnt no es estacionaria. Aceptando la decisión de la 
ERS, se construye la variable “dxnt” como la primera diferencia de lxnt, sin embargo, 
dxnt tampoco es estacionaria, aunque es más estacionaria que la original lxnt, 
Cuadro 6.3.2. Prueba Phillips-Perron y ERS para Lxnt y Litcr. 1970-2003.
Null Hypothesis: LXNT has a unit root
Exogenous: Constant, Linear Trend
Bandwidth: 2 (Newey-West using Bartlett kernel)
Adj. t-Stat   Prob.*
Phillips-Perron test statistic -4.016908  0.0179
Test critical values: 1% level -4.262735
5% level -3.552973
10% level -3.209642
Null Hypothesis: LXNT has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  26.66102
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
Null Hypothesis: LITCR has a unit root
Exogenous: Constant




Elliott-Rothenberg-Stock test statistic  137.5227
Test critical values: 1% level  1.870000
5% level  2.970000
10% level  3.910000
E L  S E C T O R  E X T E R N O .  P A R T E  I
181
tiene intercepto significativo.  El cuadro 6.3.2 muestra las tablas correspondientes a 
las pruebas de Phillips-Perron y ERS para medir la estacionariedad de lxnt y litcr. 
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Cuadro 6.3.2. Prueba Phillips-Perron y ERS para Lxnt y Litcr. 1970-2003.
Null Hypothesis: LXNT has a unit root
Exogenous: Constant, Linear Trend
Bandwidth: 2 (Newey-West using Bartlett kernel)
Adj. t-Stat   Prob.*
Phillips-Perron test statistic -4.016908  0.0179
Test critical values: 1% level -4.262735
5% level -3.552973
10% level -3.209642
Null Hypothesis: LXNT has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  26.66102
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
Null Hypothesis: LITCR has a unit root
Exogenous: Constant




Elliott-Rothenberg-Stock test statistic  137.5227
Test critical values: 1% level  1.870000
5% level  2.970000
10% level  3.910000
También se construyó la “ditcr”, primera diferencia logarítmica de la itcr,  la 
cual tampoco es estacionaria pero es mejor que la litcr. Como la variable dtcn que 
representa la devaluación nominal no fue significativa, mientras que la ditcr que 
representa la devaluación real si lo fue, se usó esta para las pruebas de Granger 
y Johansen, La prueba de Granger, cuadro 6.3.3, muestra  que no hay causalidad 
tipo Granger entre ditcr y dxnt: el 16.09% fue el mejor valor encontrado (5 rezagos 
según Schwarz) para que ditcr causara tipo Granger a dxnt. Resultado sorprendente 
cuando se sabe que la devaluación gota a gota siempre tuvo como objetivo impulsar 
las exportaciones menores o no tradicionales.
Cuadro 6.3.3. Prueba de Granger  para ditcr y dxnt. 1970-2003.
Pairwise Granger Causality Tests
Sample: 1970 2003
Lags: 5
  Null Hypothesis: Obs F-Statistic Probability
  DXNT does not Granger Cause DITCR 28  0.64265  0.67059
  DITCR does not Granger Cause DXNT  1.82792  0.16093
Fuente: Cálculos del autor.
La prueba de Johansen, cuadro 6.5.4, establece que tampoco hubo relaciones de 
largo plazo entre ditcr y dxnt, sin embargo, cuando se hizo la misma prueba para  las 
tres, el resultado fue positivo, dando a entender que  la devaluación real del peso no 
fue suficiente para estimular las exportaciones, sino obviamente, se tuvo que dar la 
interacción de devaluación y el crecimiento económico de Venezuela, lo que sigue 
manteniendo la presencia de la exogeneidad de las exportaciones. El crecimiento de 
Venezuela (dven) fue significativo mientras que el de Estados Unidos (dusa)  no lo fue.
Cuadro 6.3.4. Prueba de Johansen para ditcr, dven y ditcr.
Johansen. Sample: 1970 2003
Included observations: 28
Series: DITCR DXNT 
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
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Trace 0 0 0 0 0
Max-Eig 0 0 0 0 0
Included observations: 31
Series: DXNT DVEN DITCR 
Lags interval: 1 to 1
Trace 2 1 2 1 1
Max-Eig 2 2 2 1 1
Fuente: Cálculos del autor.
Cuadro 6.3.5 MCO para Dxnt. 1972-2003.
Dependent Variable: DXNT
Method: Least Squares
Sample (adjusted): 1972 2003
Included observations: 32 after adjustments
Convergence achieved after 7 iterations
White Heteroskedasticity-Consistent Standard Errors & Covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.054098 0.024841 2.177727 0.0380
DITCR 0.571770 0.162134 3.526529 0.0015
DVEN 0.005407 0.002272 2.379825 0.0244
AR(1) 0.417918 0.143461 2.913102 0.0070
R-squared 0.682639     Mean dependent var 0.087628
Adjusted R-squared 0.648636     S.D. dependent var 0.126046
S.E. of regression 0.074715     Akaike info criterion -2.233797
Sum squared resid 0.156306     Schwarz criterion -2.050580
Log likelihood 39.74075     F-statistic 20.07589
Durbin-Watson stat 2.230092     Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
• DX t  = -0.05 +  0.009*DUSA t  +  0.295 *DTCN t  + 0.25 *DTCNt-1                  + 
0.144*DTCN t-2  
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La mejor regression fue un MCO en la que las variables explicativas son ditcr y 
dven con signo positivo de acuerdo a la teoría. Un aumento del 1% anual  en el ITCR 
produjo un incremento anual del 0.57% en las exportaciones menores mientras que 
el incremento en la tasas de crecimiento de Venezuela aumentó las exportaciones 
menores en un 0.005%, cifra casi insignificante pero que se complementa con el 
coeficiente de la ditcr. Es importante recordar que la variable dusa no fue significativa, 
lo que podría entenderse como que el mercado venezolano fue definitivo para el 
desarrollo de las exportaciones menores colombianas durante el período analizado. 
El R-cuadrado ajustado alcanzó un 64.86% mientras que el restante 35.14% puede ser 
atribuído a un componente exógeno o mercados que no fueron estables.
El cuadro 6.3.6 reune las tablas de la prueba de Breusch-Godfrey ( probabilidad 
de 41.11% de aceptar Ho) indicando que no hay autocorrelación serial; la prueba de 
White (30.71% de aceptar Ho) confirma la homocedasticidad; la prueba de ARCH 
(63.52% de aceptar Ho) confirma la homocedasticidad condicional y finalmente, 
el cuadro 6.3.7, muestra que los residuos tienen un 62.89% de probabilidad de 
presentar una distribución normal según el Jarque-Bera. En conclusión, se prueba 
que la devaluación real (no la nominal) junto con el mercado venezolano jugaron 
un papel importante en el desarrollo de las exportaciones menores para 1972-2003.
Cuadro 6.3.6. Autocorrelación y homocedasticidad de residuos MCO.
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.919816 Probability 0.411176
Obs*R-squared 2.114547 Probability 0.347402
White Heteroskedasticity Test:
F-statistic 1.267188 Probability 0.307166
Obs*R-squared 5.057885 Probability 0.281410
ARCH Test:
F-statistic 0.229891 Probability 0.635201
Obs*R-squared 0.243813 Probability 0.621466
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Std. Dev.   0.071008
Skewness   0.398567
Kurtosis   2.754739
Jarque-Bera  0.927435
Probability  0.628941
Fuente: Cálculos del autor.
Período 1971-2017. 
Se correrá la regresión en función de dusa y ditcr, excluyendo Venezuela 
como se aclaró en el punto anterior; sorprendentemente ditcr no es significativa. 
¿Funciona la hiperdevaluación? Parece que no. Todo depende del crecimiento de 
Estados Unidos comose verá. 
Cuadro 6.3.8.  Dxnt en función de dusa. EGARCH(1,1,0), 1972-2017. 
Dependent Variable: DXNT
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample (adjusted): 1972 2017
Included observations: 46 after adjustments
Failure to improve likelihood (non-zero gradients) after 325 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(7) + C(8)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(9)
        *LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.052813 0.005767 9.158263 0.0000
DUSA(-1) 0.033212 0.000674 49.25317 0.0000
DUSA(-2) 0.025600 0.000940 27.24784 0.0000
DUSA(-3) 0.028276 0.001731 16.33701 0.0000
DUSA(-4) 0.009402 0.001302 7.223039 0.0000
AR(1) 0.521161 0.003769 138.2844 0.0000
Variance Equation
C(7) -2.749008 0.033807 -81.31400 0.0000
C(8) -2.435100 0.063834 -38.14721 0.0000
C(9) 0.064856 0.010496 6.178812 0.0000
R-squared 0.307366     Mean dependent var 0.090485
Adjusted R-squared 0.220787     S.D. dependent var 0.138889
S.E. of regression 0.122602     Akaike info criterion -1.814799
Sum squared resid 0.601247     Schwarz criterion -1.457021
Log likelihood 50.74037     Hannan-Quinn criter. -1.680773
Durbin-Watson stat 1.795374
Fuente: Cálculos del autor.
•  DXNT = 0.052 + 0.033*DUSA t-1 + 0.0256*DUSA t-2 + 0.0282*DUSA t-3 + 
0.0094*DUSA t-4 + 0.5211*U t-1
•  Log(σ2 t ) = -2.75 – 2.435*ABS(Ut-1/ σt-1) + 0.05* Log(σ
2 t-1) 
Los resultados de la regresión, demuestran la gren dependencia de las 
exportaciones menores del crecimiento del pib real de Estados Unidos, el cual tiene 
un impacto rezagado hasta de cuatro años sobre el crecimiento actual de las dxnt.














Mean       0.216285
Median   0.341679
Maximum  3.981646
Minimum -2.704949
Std. Dev.   1.329466
Skewness   0.179584




F-statistic 0.065050     Prob. F(1,43) 0.7999
Obs*R-squared 0.067973     Prob. Chi-Square(1) 0.7943
Fuente: cálculos del autor.
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6.4. La Función de Importaciones. 1925-1996
La teoría enseña que las importaciones de un país dependen del nivel de ingreso 
real, es decir, del pib real (o dyr), sin embargo, se estudiaron la dtcn y ditcr y solo la 
última resultó significativa. La significancia de tasa de cambio real da a entender que 
a la hora de importar se tiene en cuenta, además de la expectativa devaluacionista 
o revaluacionista,  el diferencial inflacionario entre Colombia y los otros países con 
los que se comercia.
La gráfica 6.4.1 describe el cambio porcentual anual de las importaciones. Nótese 
su volatilidad a pesar del fuerte modelo proteccionista que imperó desde los 1940s 
hasta 1991 cuando se realizó la  apertura económica. De hecho, las importaciones 
de muchos productos fueron  autorizadas  dependiendo de la coyuntura, por 
ejemplo, un exceso de divisas o amenaza inflacionaria llevó a las autoridades a 
aceptar importaciones que habían sido prohibidas; lo contrario ocurrió cuando hubo 
contracción en las divisas y como la abundancia o escasez de divisas dependió de 
las exportaciones, (recordar caso 6.1.) inestables per se, las importaciones  fueron por 
lo tanto volátiles. Teóricamente las importaciones debieron aumentar si el pib real 
creció y reducirse si el pib real se contrajo.
Se ha corrido regresiones para el período 1925-1967,  en el cual la tasa de cambio 
fue fija y con devaluaciones esporádicas, como también para 1968-1996  en los cuales 
ya hubo devaluación diaria gota a gota y libre flotación dentro de las bandas. La serie 
 )m( selaer senoicatropmi sal ed  larutan omtiragol o ”ml“ seires al óyurtsnoc eS ”md“
deflactadas a precios de 1972, serie no estacionaria al nivel del 5% como lo muestra el 







25 30 35 40 45 50 55 60 65 70 75 80 85 90 95
CPM
Fuente: Cálculos del autor.
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Cuadro 6.4.1. Prueba estacionariedad ERS para Lm. 1925-1996,
Null Hypothesis: LM has a unit root
Exogenous: Constant, Linear Trend
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample (adjusted): 1 72
Included observations: 72 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  5.941464
Test critical values: 1% level  4.237600
5% level  5.684800
10% level  6.778800
Fuente: Cálculos del autor.
Como las variables explicativas, dyr y ditcr,  han sido usadas en los capítulos 
anteriores en los cuales se ha descrito sus características y la necesidad de 
diferenciarlas, se obviarán las pruebas de estacionariedad y se pasará a la prueba 
de  Johansen para establecer si hay equilibrio de largo plazo entre las variables. El 
cuadro 6.4.2 en efecto, demuestra que si hay relaciones de largo plazo entre las tres 
variables y que por lo tanto puede construirse una regresión con ellas. 
Cuadro 6.4.2. Prueba de Johansen para Dm, ditcr y dyr. 1925-1996.
Johansen. Sample: 1925 1996
Included observations: 68
Series: DM DITCR 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Sample: 1925 1996
Included observations: 68
Series: DM DYR 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
A L B E R T O  G Ó M E Z  M E J Í A
188
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Fuente: Cálculos del autor.
Dada las diferencias en los regímenes cambiarios, se corrió una regresión para 
el período 1925-1967 en el que las tasas de cambio fueron fijas, La regresión óptima 
se describe en el cuadro 6.4.3. Las importaciones se ajustaron a un modelo MCO.   
Cuadro 6.4.3.  MCO para dm.  1925-1967.
Dependent Variable: DM
Method: Least Squares
Sample (adjusted): 7 43
Included observations: 37 after adjustments
Convergence achieved after 7 iterations
White heteroskedasticity-consistent standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C -0.009469 0.021687 -0.436603 0.6652
DYR 0.936987 0.189455 4.945686 0.0000
AR(3) -0.375917 0.113916 -3.299965 0.0023
AR(5) -0.325974 0.133068 -2.449685 0.0198
R-squared 0.502563     Mean dependent var 0.042018
Adjusted R-squared 0.457342     S.D. dependent var 0.238593
S.E. of regression 0.175760     Akaike info criterion -0.537588
Sum squared resid 1.019423     Schwarz criterion -0.363435
Log likelihood 13.94538     Hannan-Quinn criter. -0.476191
F-statistic 11.11336     Durbin-Watson stat 2.600368
Prob(F-statistic) 0.000034
Fuente: Cálculos del autor.
La ecuación de la regresión es:
• DM t  = -0.0094 +  0.937*DYR t   - 0.3514*Ut-3  - 0.339*U t-5  
Las importaciones, tal como lo dice la teoría, dependieron directamente del 
incremento en la tasa de crecimiento del pib real colombiano: un aumento del 1% 
en la tasa de crecimiento del pib real produjo un aumento en las importaciones 
del 0.94% aproximadamente. El ditcr actual y rezagado  no fue significativo. El 
R-cuadrado es del 50.25% significando que los cambios en la tasa de crecimiento del 
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y la prueba de Breusch-Godfrey (7.42% de probabilidad de no autocorrelación) 
corroboran que hay autocorrelación serial baja en los residuos que no pudo ser 
mejorada, aunque es superior al 5% que es el punto de quiebre;  la prueba de 
White con 79.24% de probabilidad de aceptar la hipótesis nula comprueba que 
no hay heteroscedasticidad; también hay un 13.79% de homocedasticidad tipo 
ARCH y finalmente, los residuos tienen una probabilidad del 79.51% de  tener una 
distribución normal de acuerdo al Jarque-Bera como se observa en el cuadro 6.4.5. 
Dado que los resultados de la regresión son aceptables, vale la pena enfatizar que 
estos reflejan lo acontecido históricamente. Durante el período tratado, se dio el 
modelo de sustitución de importaciones en el que estas eran autorizadas de acuerdo 
a los planes de desarrollo trazados por el gobierno, importaciones abaratadas por un 
peso artificialmente revaluado; no se importaba para satisfacer a los consumidores. 
Cuadro 6.4.4. Autocorrelación y homocedasticidad de residuos MCO dm. 1925-1967.
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 2.832648     Prob. F(2,31) 0.0742
Obs*R-squared 5.717013     Prob. Chi-Square(2) 0.0574
Heteroskedasticity Test: White
F-statistic 0.591572     Prob. F(9,27) 0.7924
Obs*R-squared 6.094315     Prob. Chi-Square(9) 0.7304
Scaled explained SS 5.471384     Prob. Chi-Square(9) 0.7914
Heteroskedasticity Test: ARCH
F-statistic 2.308195     Prob. F(1,34) 0.1379
Obs*R-squared 2.288602     Prob. Chi-Square(1) 0.1303

















Std. Dev.   0.168277
Skewness  -0.240488
Kurtosis   3.257241
Jarque-Bera  0.458662
Probability  0.795065
Fuente: Cálculos del autor.
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Para el segundo periodo, 1968-1996, la regresión resultó una EGARCH(1,0,0) 
detallada en el cuadro 6.6.5. En esta se hace evidente una mayor dependencia de 
las importaciones con respecto  al crecimiento del pib real y del índice de la tasa 
de cambio real. Para estos años de mayor internacionalización de la economía, con 
más tramos de devaluación que revaluación del peso, donde fue más fácil importar, 
especialmente desde 1991, las importaciones crecieron de acuerdo al pib real, 
sintiéndose el efecto de estos hasta con cuatro años de rezago; los coeficientes suman 
3.1 aproximadamente, simultáneamente, la  devaluación frenaba las importaciones, 
sintiéndose su efecto  hasta con dos años de rezago; sus coeficientes sumaron -0.37, 
dando a entender que fue mayor el efecto del crecimiento del pib real que el de la 
devaluación.  
Cuadro 6.4.5.  Dm en function de dyr. 1968-1996. EGARCH(1,0,0) 
Dependent Variable: DM
Method: ML - ARCH (Marquardt) - Normal distribution
LOG(GARCH) = C(9) + C(10)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Coefficient Std. Error z-Statistic Prob.  
C -0.057211 0.006914 -8.275193 0.0000
DYR 0.975233 0.069593 14.01336 0.0000
DYR(-1) 0.642864 0.080605 7.975499 0.0000
DYR(-4) 1.500064 0.127811 11.73657 0.0000
DITCR(-1) -0.171959 0.007395 -23.25297 0.0000
DITCR(-2) -0.207454 0.011969 -17.33267 0.0000
AR(3) -0.502719 0.025661 -19.59048 0.0000
AR(4) -0.480571 0.032077 -14.98165 0.0000
Variance Equation
C(9) -3.566499 0.429197 -8.309708 0.0000
C(10) -2.463255 0.506743 -4.860951 0.0000
R-squared 0.680696     Mean dependent var 0.066192
Adjusted R-squared 0.529447     S.D. dependent var 0.116638
S.E. of regression 0.080010     Akaike info criterion -2.325851
Sum squared resid 0.121631     Schwarz criterion -1.854369
Log likelihood 43.72483     F-statistic 4.500494
Durbin-Watson stat 2.093786     Prob(F-statistic) 0.002812
Fuente:Cálculos del autor
E L  S E C T O R  E X T E R N O .  P A R T E  I
191
Para el segundo periodo, 1968-1996, la regresión resultó una EGARCH(1,0,0) 
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más tramos de devaluación que revaluación del peso, donde fue más fácil importar, 
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La ecuación final es:
• DM t  = -0.057 +  0.975*DYR t  +  0.642 *DYR t-1  + 1.5 *DYRt-4  -  0.17*DITCR 
t-1  -0.2*DITCR t-2  - 0.50*U t-3  - 0.48*U t-4
• Log (σ2 t) = -3.56  - 2.46*ABS (Ut-1/ σt-1)  
La segunda ecuación correspondiente a la varianza condicional de los residuos 
no incluyó el efecto apalancamiento confirmando que las importaciones no se 
comportaron volátilmente obedeciendo a los ruidos informativos pues durante la 
mayor parte de este período, específicamente 1967-1991, las importaciones eran 
restringidas y no obedecían a las demandas de los consumidores ni a las fluctuaciones 
del mercado.  
El cuadro 6.4.6 resume las tablas de las pruebas de los residuos: la Breusch-Godfrey 
con un 61.13% de probabilidad de no autocorrelación y la prueba de heteroscedasticidad 
ARCH con un 76.74% de probabilidad de aceptación de homocedasticidad. 
El cuadro 6.4.7 muestra que los residuos tienen 23.90% de probabilidad de ser 
normales de acuerdo al Jarque-Bera. 
6.4.6. Autocorrelación y heterocedasticidad de residuos MCO, dm 1968-96.
 















Std. Dev.   1.141054
Skewness   0.214622
Kurtosis   1.521997
Jarque-Bera  2.862231
Probability  0.239042
Fuente: Cálculos del autor.
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En conclusión, se ha demostrado que la función de importaciones si se ajustó 
de acuerdo a la teoría. Cuando se dio la tasa de cambio fija, las importaciones 
dependieron positivamente del crecimiento de la economía colombiana que estaba 
sustentada en  una revaluación artificial del peso. Cuando empezó la devaluación 
real del peso, las importaciones se ajustaron al ciclo de la economía, pero siempre 
frenadas por la devaluación.
Importaciones 1929-2017
Con el número de observaciones extendido a 89, la mejor regresión se obtuvo 
con MCO en la cual la devaluación en términos reales, ditcr, no fue significativa. Se 
corrobora la ecuación de importaciones: 
• DM = 0.0229 + 0.0123*DYR t + 0.011*DYR t-1 + 0.0116*DYR t-2 -0.354U t-1
Cuadro 6.4.8.  Dm en function de dyr. 1929-2017. MCO
Dependent Variable: DM
Method: ARMA Generalized Least Squares (BFGS)
Sample: 1929 2017
Included observations: 89
Convergence achieved after 5 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.022888 0.005189 4.411188 0.0000
DYR 0.012310 0.002450 5.025088 0.0000
DYR(-1) 0.011317 0.002315 4.887578 0.0000
DYR(-2) 0.011568 0.002381 4.858423 0.0000
AR(1) -0.354519 0.105456 -3.361767 0.0012
R-squared 0.389483     Mean dependent var 0.020113
Adjusted R-squared 0.360411     S.D. dependent var 0.082546
S.E. of regression 0.066016     Akaike info criterion -2.541795
Sum squared resid 0.366080     Schwarz criterion -2.401983
Log likelihood 118.1099     Hannan-Quinn criter. -2.485441
F-statistic 13.39707     Durbin-Watson stat 1.870284
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor
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Mean      -0.000176
Median   0.002835
Maximum  0.135667
Minimum -0.235041
Std. Dev.   0.064498
Skewness  -0.448109




F-statistic 0.225849     Prob. F(3,85) 0.8782
Obs*R-squared 0.703823     Prob. Chi-Square(3) 0.8723
Scaled explained SS 0.895011     Prob. Chi-Square(3) 0.8266
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 2.979069     Prob. F(2,82) 0.0564
Obs*R-squared 6.028712     Prob. Chi-Square(2) 0.0491
Fuente: Cálculos del autor
6.5. La Curva J, 1996-2008 y 1996-2018
La curva J es una gráfica que hace referencia al planteamiento teórico 1 de que 
la puesta en práctica de la devaluación real logra que la balanza comercial pase  de 
un déficit a un superávit después de varios meses. Esto implica que la devaluación 
del peso tenga un efecto en la balanza comercial, o sea que debe haber una relación 
directa entre ambas que se pueda expresar en una regresión. Planteando lo opuesto 
a la curva J, se podría arguir que la revaluación constante como la que ha vivido el 
peso colombiano frente al dólar podría causar un déficit en la balanza comercial 
como el que realmente se ha dado entre el año 1996 y el 2008 y que aparece descrito 
en el gráfico 6.5.1 construido con los saldos trimestrales correspondientes a esos 
años 1,2
Para la construcción de la regresión se tomaron los datos trimestrales, que van 
desde enero de 1996 hasta junio de 2008, de los saldos de la balanza comercial y de 
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la tasa de cambio real. Dado que la serie “saldos de la balanza comercial” presenta 
valores negativos, no se puede hacer una transformación logarítmica por lo que se 
creó la serie “cambio porcentual de los saldos de la balanza comercial” o “cpbc” 
como también la “diferencia de la balanza comercial” o “dbc”, ambas  estacionarias 
pero la serie dbc mostró mejor cointegración con “ditcr” o primera diferencia 
logarítmica del índice de la tasa de cambio real, ITCR (ditcr es estacionaria), ya 
usada anteriormente. Ver archivos Eviews. El cuadro 6.5.1 muestra que la serie dbc 
es estacionaria al 10% de acuerdo a  la prueba ERS y que la litcr no lo es por lo que 
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Cuadro 6.5.1. Prueba estacionariedad ERS para  DBC y LITCR.
Null Hypothesis: DBC has a unit root
Exogenous: Constant, Linear Trend
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=8)
Sample (adjusted): 1971 2003
Included observations: 33 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  6.019831
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
Null Hypothesis: LITCR has a unit root
Exogenous: Constant, Linear Trend




Elliott-Rothenberg-Stock test statistic  19.67179
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
Fuente: Cálculos del autor.
Note que el gráfico 6.5.2 que muestra el comportamiento del ITCR para 1970-
2008 permite ver que entre 1996 y 2008 hubo devaluación real del peso pues el índice 
estuvo por encima del número 100, aunque a partir de 1998 hubo una tendencia a la 
revaluación.  El gráfico 6.5.3  muestra las variables cpbc y ditcr dando a entender que 
aparentemente no hay relación alguna entre ellas al menos en el corto plazo pues la 
teoría asume una relación en el largo plazo. El gráfico permite ver que mientras  los 
cambios porcentuales del índice, ditcr,  han sido cercanos a cero, los de la balanza 
comercial, cpbc, han alcanzado valores cercanos al 1400% y  a menos 700%. Sin 
embargo, una débil relación entre las variables, dbc y ditcr, parece corroborarse con 
los resultados de la prueba de Granger presentados en el cuadro 6.5.2 en el que se 
muestra el valor más cercano que se obtuvo, 13.57%, para lograr que ditcr tuviera 
una causalidad tipo Granger hacia dbc considerando cuatro rezagos, es decir, ditcr 
afectaría a la dbc después de cuatro trimestres. Este valor, aunque por encima del 
5%, puede ser favorable si se relajan los niveles de exigencia. La prueba de Johansen, 
identifica dos vectores de cointegración en el largo plazo en todas las modalidades 
de la prueba, eliminando las dudas planteadas por Granger.  
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Fuente: Cálculos del autor.
Cuadro 6.5.2. Prueba de Granger y Johansen  para dbc y ditcr
Pairwise Granger Causality Tests
Sample: 1 52
Lags: 4
 Null Hypothesis: Obs F-Statistic Prob. 
 DITCR does not Granger Cause DBC  45  1.87717 0.1357
 DBC does not Granger Cause DITCR  0.69543 0.6001
Johansen. Included observations: 47
Series: CPBC DITCR
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Fuente: Cálculos del autor.
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En lo que respecta a las regresiones, el mejor  modelo fue un MCO  presentado 
en el cuadro 6.5.4 con las siguiente ecuación:
• DBC t = 7.227 + 1581.95*DITCR t-4
El R cuadrado del 6.67% demuestra que definitivamente el efecto explicativo 
de la devaluación real del peso sobre la balanza comercial fue bajo pero significativo 
después de cuatro trimestres (1 año); la devaluación real posterior a los cuatro 
trimestres hasta cinco años no fue significativa de acuerdo a las exigencias técnicas 
de la construcción de las regresiones pues se presentó mucha multicolinealidad.
El coeficiente del DITCR t-4  es de 1.581,96 significando que para el período 
analizado, por cada incremento del 1% del índice de la tasa de cambio real, la 
balanza comercial se incrementó en 1.581,96 millones de dólares. La prueba F indica 
que se acepta el modelo con un 91.35%, (100 – 8.65), el DW (2.24) muestra que no hay 
autocorrelación serial. 
En el cuadro 6.5.5 se presenta las pruebas de los residuos: la prueba de Breusch-
Godfrey indica que se acepta la hipótesis nula de no autocorrelación en un 69.42%; 
la prueba de White (36.8%) indica que no hay heteroscedasticidad y la prueba de 
heteroscedasticidad ARCH indica que la varianza condicional de los residuos es 
homocedástica pues se acepta la hipótesis nula con una probabilidad del 79.76%. 
Finalmente, el cuadro 6.5.6 muestra la prueba de Jarque-Bera afirmando que hay una 
probabilidad del 10.41% de que los residuos conformen una distribución normal.
Cuadro 6.5.4. MCO para DBC en función de Ditcr. 1996-2008.
Dependent Variable: DBC
Method: Least Squares
Sample (adjusted): 6 50
Included observations: 45 after adjustments
White Heteroskedasticity-Consistent Standard Errors & Covariance
Coefficient Std. Error t-Statistic Prob.  
C 7.227482 53.17603 0.135916 0.8925
DITCR(-4) 1581.956 628.1073 2.518608 0.0156
R-squared 0.066792     Mean dependent var 0.419352
Adjusted R-squared 0.045089     S.D. dependent var 363.9516
S.E. of regression 355.6519     Akaike info criterion 14.62921
Sum squared resid 5438995.     Schwarz criterion 14.70950
Log likelihood -327.1572     Hannan-Quinn criter. 14.65914
F-statistic 3.077601     Durbin-Watson stat 2.240045
Prob(F-statistic) 0.086502
Fuente: Cálculos del autor.
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En conclusión, la Curva-J se dió en Colombia durante 1996-2008 en forma 
moderada pues en este período hubo tendencia a la revaluación del peso que frenó 
el efecto que en el corto plazo la devaluación puede ejercer sobre los saldos de la 
balanza comercial. 
Cuadro 6.5.5. Autocorrelación y homocedasticidad residuos MCO 1996-2008.
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.368203 Probability 0.694242
Obs*R-squared 0.793989 Probability 0.672338
ARCH Test:
F-statistic 0.066632 Probability 0.797567
Obs*R-squared 0.069694 Probability 0.791783
White Heteroskedasticity Test:
F-statistic 1.023850 Probability 0.367999
Obs*R-squared 2.091971 Probability 0.351345
Fuente: Cálculos del autor.















Std. Dev.   351.5871
Skewness  -0.547556
Kurtosis   4.101434
Jarque-Bera  4.523302
Probability  0.104178
Fuente: Cálculos del autor.
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La Curva J :1996-2018
La regresión MCO muestra que en este período, el incremento del 1% en 
la ITCR produjo un aumento del 7072 millones de dólares con un rezago de dos 
trimenstres, sin embargo, la devaluación no fue suficiente para obtener un superávit 
en la balanza comercial, es decir, la teoría de la curva J no se cumplió en Colombia. 
El coeficiente de ditcr t-2, es significativo al nivel de confianza del 90%; los residuos 
aunque homocedásticos, no tienen distribución normal. 
Cuadro 6.5.7. Curva J trimestral 1996-2018
Dependent Variable: DBC
Method: ARMA Generalized Least Squares (Gauss-Newton)
Sample: 7 92
Included observations: 86
Convergence achieved after 8 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C -109.6909 94.45893 -1.161254 0.2489
DITCR(-2) 7072.116 3870.613 1.827131 0.0714
AR(1) 0.655543 0.085496 7.667549 0.0000
AR(4) -0.312761 0.087518 -3.573674 0.0006
AR(8) -0.178675 0.087742 -2.036373 0.0450
R-squared 0.460476     Mean dependent var -88.87866
Adjusted R-squared 0.433833     S.D. dependent var 942.9610
S.E. of regression 709.5222     Akaike info criterion 16.04314
Sum squared resid 40777167     Schwarz criterion 16.18584
Log likelihood -684.8551     Hannan-Quinn criter. 16.10057
F-statistic 17.28309     Durbin-Watson stat 2.070954
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor
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Mean       6.400286
Median   21.45965
Maximum  1639.257
Minimum -2147.007
Std. Dev.   692.5965
Skewness  -0.579180




F-statistic 1.368576     Prob. F(1,84) 0.2454
Obs*R-squared 1.378698     Prob. Chi-Square(1) 0.2403
Scaled explained SS 1.900296     Prob. Chi-Square(1) 0.1680
Fuente: Cálculos del autor
 
CONCLUSIÓN
El principal determinante de la expansión de las ecportaciones comerciales es 
el crecimiento del pib real de los Estados Unidos, especialmente en las tradicionales. 
El crecimiento de las exportaciones no tradicionales antes del año 2000 estuvo 
fuertemente estimulado por la devaluación real y el comercio con Venezuela; 
después del 2000, el principal determinante es el mercado norteamericano.
Las importaciones dependen directamente del crecimiento de la economía 
colombiana. Los impactos de la devaluación real son mínimos; si bien estimulan 
las exportaciones, no logran que la balanza comercial alcance saldos positivos, 
incumpliéndose el principio de la Curva J. 
 NOTAS
• Carbaugh, Robert (1989).  International Economics, Wadsworth Publishing 
Co. pp. 287-288. 
• Un buen estudio de la Curva-J lo hacen Andrés Ramírez Hassan y 
Hernando Rendón Obando. Condición Marshall-Lerner y Efecto Curva-J, 
Una aproximación al caso colombiano. Universidad EAFIT, Medellín, 
Colombia,  Escr 4-122003. Diciembre 2003.
• Gujarati, Ibidem. Pp. 637.
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las exportaciones, no logran que la balanza comercial alcance saldos positivos, 
incumpliéndose el principio de la Curva J. 
 NOTAS
• Carbaugh, Robert (1989).  International Economics, Wadsworth Publishing 
Co. pp. 287-288. 
• Un buen estudio de la Curva-J lo hacen Andrés Ramírez Hassan y 
Hernando Rendón Obando. Condición Marshall-Lerner y Efecto Curva-J, 
Una aproximación al caso colombiano. Universidad EAFIT, Medellín, 
Colombia,  Escr 4-122003. Diciembre 2003.
• Gujarati, Ibidem. Pp. 637.
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CAPÍTULO 7
EL SECTOR EXTERNO II. 
7.1. La Paridad de la Tasa de Interés en Colombia, 1981-2006 y 
2007-2018
La paridad de la tasa de interés es una identidad teórica que establece una 
relación entre las tasas de interés de depósitos de dos países y sus respectivas divisas. 
Se asume la existencia de libertad en el flujo de capitales. Su planteamiento básico en 
términos de pesos colombianos y dólares de Estados Unidos es:
F t + j / S t = (1 + icol t) / (1 + ieu t), donde:
S t = tasa spot expresada en pesos/ dólar.
F t+j = tasa spot futura expresada en pesos/ dólar, para el final del período t + j
Icol t = tasa de interés colombiana determinada hoy con vigencia para el período 
t + j.
Ieu t = tasa de interés de Estados Unidos determinada hoy con vigencia para el 
período            t + j.
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La paridad implica que ambos lados de la identidad deben ser iguales, de lo 
contrario, se da la oportunidad a los agentes del mercado de hacer arbitraje, es decir, 
aprovechar la diferencia entre las tasas de interés de ambos países y la diferencia 
entre la tasa spot y la spot futura, ejecutando compras y ventas de divisas, créditos e 
inversiones en las diferentes divisas con el fin de obtener utilidades. Esta actividad 
de lucro dura hasta que se restaure la igualdad en la identidad y el equilibrio en el 
mercado reduciendo a cero la oportunidad de obtener ganancias. Similarmente, la 
paridad indica que el comportamiento de la tasa de cambio, específicamente la tasa 
spot futura F, depende de la diferencia entre las tasas de los dos países, por ejemplo, 
si el interés colombiano aumenta con respecto al de Estados Unidos, es de esperar 
que la tasa de cambio Spot futura sea mayor, o sea devaluación del peso. 
Para aplicar la fórmula de la paridad, las variables son: tasa de cambio nominal 
a fin de mes para el peso/dólar de Estados Unidos, la tasa DTF-90 días expresada 
en términos efectivos anuales; la tasa Libor-3 meses equivalente en dólares de 
Estados Unidos. Todas las series son publicadas por el Banco de la República en su 
página web. Se ha hecho el análisis para tres períodos tanto para las tasas de interés 
nominales y reales:
A. Enero 1981- Diciembre 1991. Se encuentra información de la DTF a partir 
de mediados de 1980. Se pretende analizar el período de la devaluación 
gota a gota anterior a la apertura económica de 1991.
B. Enero 1992- Diciembre 2000. Este incluye los años cuando funcionó la 
banda cambiaria, 1994-1999 en los cuales no hubo una libre flotación del 
mercado, sino que ésta se dió dentro de los límites de la banda (implicando 
una mínima devaluación programada) con la continua intervención del 
Banco de la República en el mercado
C. Enero 2000 - Diciembre 2006.  Aparentemente durante este período la 
flotación de la tasa de cambio ha sido más libre, aunque con un evidente 
sesgo pro-devaluacionista como lo confirmó la actitud del Banco de la 
República frente a la revaluación de comienzos del 2007, es decir, se trató de 
forzar una devaluación a través de la intervención del Banco en el mercado 
cambiario a pesar de que la tendencia de este era la revaluación.
D Enero 2007- Diciembre 2018. Período similar al anterior con el factor 
adicional de aceleración en la devaluación del peso como resultado de la 
caída del precio del petróleo en los mercados internacionales.
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Paridad con Tasas de Interés Nominales
Después de hacer análisis previos se concluyó que la mejor forma de medir 
el comportamiento de la tasa de cambio nominal es por medio de  en cambios 
porcentuales mensuales anualizados ya que estas mostraron una mayor correlación 
con el diferencial de las tasas de interés anuales a fin de mes de ambos países. 
Los cambios porcentuales de la tasa de cambio son en la práctica más usados que 
las diferencias logarítmicas y se llega a casi idénticos resutados; los primeros son 
equivalentes a rentabilidades compuestas discretas mientras que los segundos 
equivalen a rentabilidades compuestas contínuas. Ninguna de las dos formas son 
estacionarias como se verá más adelante.
 Se define:
• DTCNt = Cambio porcentual de la tasa de cambio anual para cada mes 
((TCt / TCt-12) -1)*100. Ya que la tasa de cambio se expresa en pesos/dólar, 
un cambio porcentual positivo mostrará la revaluación anual del dólar (o 
devaluación del peso) y el cambio negativo mostrará la devaluación anual 
del dólar (o revaluación del peso) para cada mes.
• ICOLt = la tasa DTF-90 días, fin de mes, expresada en términos efectivos 
anuales.
• IEUt = la tasa Libor-3 meses, fin de mes, expresada en dólares de Estados 
Unidos.
• DIt  = ICOLt – IEUt;  
La econometría sugiere que para analizar el comportamiento de las variables en 
los cuatro períodos, se debería recurrir a regresiones con dos variables dicotómicas 
(3 períodos menos uno) y a la prueba de Chow, sin embargo, los ensayos con estos 
modelos no fueron satisfactorios y no permitieron detallar las peculiaridades de 
cada uno, razón por la cual se prefirió trabajar separadamente cada período.
Generalidades
El cuadro 7.1.1 presenta la bajísima correlación entre las dos variables para los 
tres períodos. Note que en un caso la correlación es negativa. Aparentemente, la 
paridad de la tasa de interés no se dio en Colombia, 






Fuente: Cálculos del autor
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El cuadro 7.1.2 resume los resultados de las pruebas de Phillips-Perron y ERS 
(para ahorrar espacio; detalles en archivos Eviews en CD)   para los cuatro períodos. 
Dándole prioridad a la pruea ERS, DTCN y DI son integradas de orden uno, es 
decir, no son estacionarias, exceptuando el caso de DTCN para el segundo y cuarto 
período. Aquí se puede observar las discrepancias que pueden darse entre las dos 
pruebas de estacionariedad.  El cuadro 7.1.3  indica que para los cuatro períodos no 
hubo ni un solo vector de cointegración  entre las dos variables,  para cada uno de los 
cinco modelos del tipo Johansen. La prueba de Granger concluyó que para todos los 
períodos se aceptó la hipótesis nula de que “di no causa Granger dctn”. 










1981-1991 DTCN Interc 0.2376 I(1) 5.39 I(1)
DI Interc 0.2186 I(1) 27.49 I(1)
1992-2000 DTCN Interc 0.1862 I(1) 5.10 I(0)
DI Interc, tend 0.6738 I(1) 11.89 I(1)
2000-2006 DTCN Ninguno 0.0853 I(1) - I(1)
DI Ninguno 0.2548 I(1) - I(1)
2007-2018 DTCN Ninguno 0.017 I(0) - I(0)
DI Interc, tend 0.1018 I(0) 4.077 I(1)
Fuente: Cálculos del autor.








1981-1991 Cero 5 0.8510
1992-2000 Cero 5 0.8560
2000-2006 Cero 3 0.1215
2007- 2018 Cero 5 0.4239
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A. Enero 1981-Diciembre 1991
 El gráfico A.1 describe la poca relación existente entre las variables, 
especialmente entre los años 1985 y 1988. Es evidente  la alta volatilidad  del DTCN 
lo que aumenta la probabilidad sobre la escogencia de un modelo de tipo arch.
Fuente: Cálculos del autor.
Para este período, Granger, determina que DIt no ayuda a explicar el 
comportamiento de DTCNt en el lapso de 1 hasta 36 rezagos. Para apoyar lo anterior 
se corrió una regresión en la que el DTCN es función de DI rezagada hasta 36 meses. 
Se ensayaron modelos MCO, familia ARCH, MCO-2 etapas, sin embago, en ningún 
caso la variable DI,  actual o rezagada,  fue significativa.  En los archivos se encuentran 
algunas regresiones ensayadas con sus respectivas pruebas para los residuos. Se 
puede concluir que la paridad no se dio: aunque la tasa de cambio nominal era 
devaluada gradualmente (gota a gota) por el Gobierno, el ritmo de devaluación no 
estuvo de acuerdo al comportamiento de las tasas de interés. 
B. Enero 1992-Diciembre 2000
 El gráfico B.1 evidencia la falta de correlación entre el comportamiento 
de la tasa de cambio nominal y la diferencia de las tasas de interés colombiana y 
estadounidense; vemos que ambas se mueven hasta en sentido contrario; recuerde 
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que la correlación fue negativa (-0.266). El gráfico que dudar de la existencia de 
alguna relación.
Fuente: Cálculos del autor.
Para este período, Granger, nos deja ver que DIt no ayudó a explicar el 
comportamiento de DTCNt en el lapso de 1 hasta 36 rezagos. También se corrieron 
regresiones de diversas formas  en las que el DTCN es función de DI rezagada 
hasta 36 meses. Tambien se concluyó que la paridad no se dio: aunque la tasa de 
cambio nominal era devaluada gradualmente por las autoridades monetarias, esta 
devaluación no estuvo de acuerdo al comportamiento del diferencial de las tasas 
de interés colombiana y estadounidense. Ver en los archivos Eviews de este caso, 
regresiones corridas. 
C. Enero 2000-Diciembre 2006
Este período se ha caracterizado por niveles sin precedentes de inversión 
extranjera hecha en Colombia y el creciente monto de las remesas enviadas por los 
colombianos residentes en el exterior produciendo una revaluación del peso en los 
últimos cuatro años, rompiendo la relación entre tasa de cambio e intereseses que 
se da en una economía abierta y de mercado. Note en el gráfico C.1 la fuerte caída 
de cpta (o revaluación del peso) durante 2000-2006; es probable que el fenómeno 
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colombianos residentes en el exterior produciendo una revaluación del peso en los 
últimos cuatro años, rompiendo la relación entre tasa de cambio e intereseses que 
se da en una economía abierta y de mercado. Note en el gráfico C.1 la fuerte caída 
de cpta (o revaluación del peso) durante 2000-2006; es probable que el fenómeno 
descrito continúe en el corto y mediano plazo. Para este período la correlación de las 
dos variables, dtcny di,  es de 0.3014, la más alta de los tres períodos,  hecho que deja 
entrever que se da un progreso lento en la relación, progreso difícil de apreciar en 
el gráfico C.1 pero  que en las regresiones se delata.  Obsérvese el cuadro C.1 en que 
se muestra la prueba de Granger para 13 rezagos en la que se acepta que la variable 
di si muestra una causalidad tipo Granger hacia el DTCN, con una probabilidad del 
8.75%, aunque baja ya es un indicio sobre como se empieza a establecer la paridad. 
Este resultado se repite desde  los rezagos 13 hasta el 20, dando luces sobre el número 
de rezagos a tener en cuenta para correr la regresión.  
Cuadro  C.1. Granger para DTCN y DI con 13 meses de rezago.
Pairwise Granger Causality Tests
Sample: 2000M01 2006M12
Lags: 13
  Null Hypothesis: Obs F-Statistic Probability
  DI does not Granger Cause DTCN 59  2.67622  0.01164
  DTCN does not Granger Cause DI  1.79725  0.08754
Fuente: Cálculos del autor
Con  una variable explicativa, di,  que es rezagada de uno hasta 36 meses,  la 
mejor regresión resultó ser un EGARCH (1,0,0), cuadro C3, que muestra un coeficiente 
significativo para el rezago correspondiente al mes doce: la tasa de cambio nominal 
se incrementa a un ritmo de un  4.76% anual ante un incremento del diferencial 
de las tasas de interés realizadas 12 meses atrás.   Esto indica que en el mercado 
se efectuó un ajuste de la  tasa de devaluación anual del peso para cada mes, con 
relación al diferencial de tasas de interés de los dos países. La lentitud del ajuste   no 
es de sorprender dadas las presiones devaluacionistas ejercidas por exportadores 
y las operaciones del Banco de la República orientadas a estimular la devaluación. 
Juntando los resultados de granger y la regresión, se concluye que la paridad no se 
dio en el corto plazo, menos de un año, sino que en forma lenta tomándose hasta 
casi dos años.
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Fuente: Cálculos del autor.
El R-cuadrado de la regresión es bastante alto, 94.20%.  La prueba F acepta 
la hipótesis alternativa validando la regresión; se presenta la segunda ecuación 
relacionada con la varianza condicional sin efecto apalancamiento.  Los residuos 
cumplen todos los requisitos: no autocorrelación serial (Durbin-Watson de 1.24), 
normalidad de los residuos (Probalidad de aceptar la hipótesis nula del Jarque-Bera 
 .)%93.08 le noc alun sisetópih al odnatpeca( hcra  dadicitsadecoreteh nis y )%97.76 ed
 Cuadro  C.3.  EGARCH (1,0,0) para DTCN y DI.  2000-2006.
Dependent Variable: DTCN
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 2001M12 2006M12
Included observations: 61 after adjustments
Convergence achieved after 30 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Variable Coefficient Std. Error z-Statistic Prob.  
C -29.01984 5.668466 -5.119522 0.0000
DI(-12) 4.763295 0.878310 5.423247 0.0000
AR(1) 0.972998 0.020775 46.83437 0.0000
AR(11) -0.140577 0.025533 -5.505709 0.0000
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Variance Equation
C(5) 1.400860 0.249836 5.607108 0.0000
C(6) 0.825368 0.205171 4.022828 0.0001
R-squared 0.942039     Mean dependent var 1.289575
Adjusted R-squared 0.936770     S.D. dependent var 12.67836
S.E. of regression 3.188052     Akaike info criterion 5.092703
Sum squared resid 559.0023     Schwarz criterion 5.300330
Log likelihood -149.3275     F-statistic 178.7826
Durbin-Watson stat 1.243090     Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
La ecuaciones de la regresión son:
• DTCN t = -29.019 + 4.763*DI t + 0.973*U t-1 -0.140*U t-11
• Log (σ2) = 1.40 + 0.825* ABS (Ut-1/ σt-1)  
Cuadro  C.4.  Pruebas para residuos de EGARCH (1,0,0) .  2000-2006.
Heteroskedasticity Test: ARCH
F-statistic 0.062190     Prob. F(1,58) 0.8039
















Std. Dev.   1.003586
Skewness   0.272407
Kurtosis   2.904885
Jarque-Bera  0.777418
Probability  0.677932
Fuente: Cálulos del autor.
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Fuente: Cálculos del autor.
El gráfico D1 muestra una estabilidad en el cambio porcentual de la tasa 
de cambio nominal peso/dólar y una relativa estabilidad en la diferencia de la 
diferencia entre las tasas de interés de ambos países. El cuadro D1 valida la paridad 
de la tasa de interés bajo un nivel de confianza del 90%. El coeficiente significa que 
ante un cambio de 1% en el diferencial de las tasas de interés, la tasa de cambio 
aumenta en 0.02%; el R2 es del 86, 4%: residuos tienen distribuciónnormal, no hay 
autocorrelación serial de residuos ni heterocedasticidad. 
Cuadro D1. MCO para DTCN y DI.  2007-2018
Dependent Variable: DTCN
Method: ARMA Generalized Least Squares (BFGS)
Sample: 2007M03 2018M12
Included observations: 142
Convergence achieved after 8 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C -0.085015 0.070105 -1.212673 0.2273
DI(-2) 0.025881 0.014398 1.797572 0.0744
AR(1) 0.976056 0.035507 27.48950 0.0000
AR(7) -0.118821 0.035257 -3.370162 0.0010
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Cuadro D1. MCO para DTCN y DI.  2007-2018
Dependent Variable: DTCN
Method: ARMA Generalized Least Squares (BFGS)
Sample: 2007M03 2018M12
Included observations: 142
Convergence achieved after 8 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C -0.085015 0.070105 -1.212673 0.2273
DI(-2) 0.025881 0.014398 1.797572 0.0744
AR(1) 0.976056 0.035507 27.48950 0.0000
AR(7) -0.118821 0.035257 -3.370162 0.0010
R-squared 0.864020     Mean dependent var 0.019407
Adjusted R-squared 0.861064     S.D. dependent var 0.148117
S.E. of regression 0.055209     Akaike info criterion -2.910910
Sum squared resid 0.420633     Schwarz criterion -2.827648
Log likelihood 210.6746     Hannan-Quinn criter. -2.877076
F-statistic 292.2853     Durbin-Watson stat 1.872425
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor
* DTCNt = -0.0850 + 0.0259*DI t-2 + 0.976*U t-1 - 0.118 U t-7


















Std. Dev.   0.054616
Skewness   0.177207
Kurtosis   3.447100
Jarque-Bera  1.925921
Probability  0.381761
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.825941     Prob. F(2,136) 0.1650
Obs*R-squared 3.713284     Prob. Chi-Square(2) 0.1562
Heteroskedasticity Test: Breusch-Pagan-Godfrey
F-statistic 1.316349     Prob. F(1,140) 0.2532
Obs*R-squared 1.322717     Prob. Chi-Square(1) 0.2501
Scaled explained SS 1.524050     Prob. Chi-Square(1) 0.2170
Fuente: Cálculos del autor
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Paridad con Tasas de Interés Reales
Dados los resultados del punto anterior, se puede pensar que el comportamiento 
del DTCN haya estado relacionado al diferencial de las tasas reales de interés. Para 
esta parte se derivó la DIRt o diferencia entre las tasas de interés real colombiana y 
la libor real. 
• Interés real = (((1+ICOLt) / (1+ PCOLt)) -1)*100; PCOL = inflación anual 
colombiana.
• Libor real = (((1 +IEUt) / (1+ PEUt)) -1)*100;  PEU = inflación anual Estados 
Unidos.
• DIRt = interés real – libor real.
Las regresiones arrojaron las mismas conclusiones. No se publican las 
regresiones y tablas para no desperdiciar el espacio. El lector puede encontrar las 
tablas en los archivos.
CONCLUSIÓN
Después de aplicar regresiones a cuatro períodos (1981-1991, 1992-2000, 2000-
2006, 2007-2018) marcados por cambios en el manejo de la tasa de cambio por 
parte del Banco de la República y la política económica gubernamental, técnicas 
econométricas permiten concluir que para 1981-1991, la paridad de la tasa de interés 
( con intereses nominales y reales) no se dio en Colombia. A partir de 1991 hasta el 
2000, pese a la creciente apertura de la economía colombiana con la consecuente 
liberalización del mercado cambiario y de flujo de capitales, la paridad de la tasa de 
interés tampoco se cumplió, sin embargo, en el tercer período, la paridad empezó 
a darse con un ajuste muy lento (con rezago de 12 meses) en el corto y largo plazo 
de acuerdo a las regresiones, finalmente, para el período 2007-2018, la paridad si se 
cumplió. Lo anterior permite concluir que la paridad ha empezado a cumplirse en la 
medida que Colombia se ha integrado a la economía internacional.
Un estudio detallado de la historia colombiana tanto en el aspecto político 
como en lo económico permite entender los resultados obtenidos en el trabajo. 
El débil cumplimiento de la paridad se da porque a pesar de la “apertura”, el 
banco central colombiano siempre ha intervenido el mercado para estimular la 
devaluación del peso con tal de favorecer al sector exportador, aunque el mercado 
miestre una tendencia a la revaluación; tampoco se eliminaron o reformaron factores 
institucionales que afectaron a las tasas de interés. Además, en los últimos años, 
desde los 1990s hasta hoy, se han producido cambios en la dirección del flujo de 
capitales internacionales hacia Colombia que han alterado la tasa de cambio más 
fuertemente que la diferencia de las tasas de interés.  Aunque en Mayo de 2007, 
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miestre una tendencia a la revaluación; tampoco se eliminaron o reformaron factores 
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capitales internacionales hacia Colombia que han alterado la tasa de cambio más 
fuertemente que la diferencia de las tasas de interés.  Aunque en Mayo de 2007, 
el FMI recomendó al Banco de la República dejar flotar la tasa de cambio, no hay 
certeza sobre que tanto se cumple esto. 
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7.2. Paridad del Poder Adquisitivo (PPA) en Colombia, 1968-
2006 y 2007-2018
Teoría planteada por Gustav Cassel1 en 1920 y que tiene dos versiones. La 
absoluta se basa en el concepto de que en diferentes países, dada la existencia de 
mercados eficientes, libre comercio internacional y libertad de flujo de capitales, 
idénticos bienes deben tener solamente un precio (ley de un solo precio) lo cual 
es posible a que en el largo plazo se establece una tasa de cambio de equilibrio de 
las dos monedas igualando el poder adquisitivo de ambas.  La concerniente para 
efectos de este trabajo es la versión relativa que explica el comportamiento de la 
tasa de cambio de acuerdo a las diferencias inflacionarias entre los dos países, es 
decir, que se puede pronosticar la evolución  de la tasa de cambio en el largo plazo 
con base en la inflación de ambos.   Su planteamiento básico en términos de pesos 
colombianos y dólares de Estados Unidos es:
F t + j / S t = (1 + pcol t) / (1 + peu t), donde:
S t = tasa spot expresada en pesos/ dólar.
F t+j = tasa spot futura expresada en pesos/ dólar, para el final del período t + j
Pcol t = tasa de inflación anual colombiana determinada hoy con vigencia para 
el período t + j.
Peu t =  tasa de inflación anual de Estados Unidos  determinada hoy con 
vigencia para el período t + j.
La PPA al igual que la paridad de la tasa de interés, es una identidad que se 
debe cumplir, de lo contrario, los agentes del mercado pueden ejecutar operaciones 
de arbitraje, es decir, aprovechar la diferencia entre las tasas de inflación a sabiendas 
que una se devaluará o revaluará con respecto a la otra, comprando una divisa a bajo 
precio con tal de venderla a uno mayor. El mercado llevará a una tasa de equilibrio en 
el corto o largo plazo dependiendo de la rapidez con que se efectúe el ajuste. Dicha 
rapidez está determinada por la legislación sobre aspectos como: flujo de capitales, 
control de cambios, ingerencia del gobierno o del banco central, etc.  Además de la 
especulación, la disparidad afecta los flujos de bienes y capitales entre países: si la 
inflación en Colombia es mayor que la de Estados Unidos, el producto colombiano 
perdería competitividad frente al de Estados Unidos. De acuerdo a la PPA, el peso 
colombiano debería devaluarse; pasar de una tasa spot  revaluada a una tasa spot 
futura mayor, pero si no ocurre la devaluación,  el  peso revaluado permitiría 
aumentar las importaciones disminuyendo el nivel de dólares en el país y presionar 
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futura mayor, pero si no ocurre la devaluación,  el  peso revaluado permitiría 
aumentar las importaciones disminuyendo el nivel de dólares en el país y presionar 
hacia la devaluación restaurándose la paridad. La inexistencia de restricciones en los 
mercados cambiarios y financieros ayuda a que el ajuste se efectúe rápidamente y 
que la paridad se restablezca.   
Para aplicar la fórmula de la paridad, las variables son: IPC mensual (Diciembre 
1998 = 100) de Colombia  y la tasa de cambio nominal peso/dólar fin de mes, ambas 
series publicadas por el Banco de la República en su página web; finalmente el  IPC 
mensual de Estados Unidos (Julio 1983 = 100)  2 
 Se ha hecho el análisis para tres períodos:
A. Enero 1968 - Diciembre 1990. Se pretende analizar el período que empezó 
con el Decreto 444 de 1967, el de la devaluación gota a gota,  hasta el año 
anterior a  la apertura económica de 1991. Período de total intervención 
del Gobierno en el mercado cambiario, control de cambios, restricciones al 
flujo capitales.
B. Enero 1991- Diciembre 2000. Este incluye los años en que funcionó la 
banda cambiaria, 1994-1999 en los cuales se dio una moderada  flotación 
del mercado dentro de los límites de la banda cambiaria con la continua 
intervención del Banco de la República en el mercado. La banda implicaba 
una mínima y una máxima devaluación anual que era publicada por las 
autoridades. Sin control de cambios y libertad en el flujo de capitales con 
pocas restricciones. 
C. Enero 2000 – Diciembre 2006. Las bandas cambiarias se eliminan en 1999 
y aparentemente durante este período la flotación de la tasa de cambio ha 
sido más libre, aunque con un evidente sesgo del banco central a intervenir 
en pro de la devaluación como lo confirman las diarias publicaciones del 
banco en su página web en la que publica el monto de sus operaciones 
cambiarias. También empieza la revaluación del peso en forma constante 
por causa del aumento de la entrada de dólares en el país.
D. Enero 2007- Diciembre 2018. En este período la economía colombiana se ha 
integrado más a la economía global.
Se trabajó con las siguientes variables::
• LTC t =  logaritmo natural de la tasa de cambio nominal peso / dólar, fin de 
mes.
• DTCN t = diferencia logarítmica anual de la tasa de cambio nominal peso/
dólar, fin de cada mes.
• LPCOL t = logaritmo natural del IPC colombiano, fin de cada mes.
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• DPCOL t = primer diferencia logarítmica anual de LPCOL. Mide la tasa de 
inflación anual colombiana para cada fin de mes.
• LPEUt = logaritmo natural del IPC estadounidense, fin de cada mes.
• DPt = LPCOLt – LPEUt, o primera diferencia logarítmica.
Como en el caso de la paridad de la tasa de interés, inicialmente se usó un 
modelo con la variable DTCN como función de DP y dos variables dicotómicas, 
solamente fueron significativas las dicotómicas y ningún rezago de DP por lo que 
se procedió a estudiar cada período por separado. Las variables a pesar de ser el 
resultado de primeras diferencias logarítmicas no fueron estacionarias en los tres 
períodos, sin embargo, se trabajó con ellas. El cuadro 7.2.1 muestra las correlaciones 
de dtcn con dp. Al igual que en el caso de la paridad de las tasas de interés, las 
correlaciones del primer, tercer y cuarto período son positivas y las del segundo son 
negativas, es decir que hay posibilidades de que la paridad se haya dado para los 
períodos primero, tercero, cuarto y no para el segundo. 
Cuadro 7.2.1. Correlación entre DTCN y DP.
Período
Correlación





Fuente: Cálculos del autor.
Dado que hay cuatro períodos que analizar, se resumen los resultados de 
las pruebas de Phillips-Perron y ERS  en el cuadro  7.2.2. Note que los órdenes de 
integración no siempre coinciden en ambas pruebas. El cuadro 7.2.3 muestra la 
prueba de Johansen y Granger para los cuatro períodos: En los tres primeros se 
acepta la hipótesis nula “DI no causa Granger DTCN” mientras que en el cuarto 
 sogazer ocnic noc NCTD regnarG asuac is pd :avitanretla sisetópih al atpeca es
Johansen encuentra la existencia de vectores de cointegración para los períodos 
primero, tercero y cuarto, pero no para el segundo; en éste último coincide con lo de 
la correlación negativa; parece que no se dio la paridad.  En el cuarto encontró cuatro 
vectores de Cointegración: aparentemente la paridad se dio. 
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1968-1990 DTCN Intercept, tend 0.3985 I(1) 5.7299 I(1)
DP Intercept, tend 0.0776 I(1) 3.0709 I(0)
1991-2000 DTCN Intercept 0.1523 I(1) 4.3746 I(0)
DP Intercept, tend 0.7989 I(1) 10.2865 I(1)
2000-2006 DTCN Ninguno 0.0905 I(1) 9.9295 I(1)
DP Intercept, tend 0.2239 I(1) 8.9875 I(1)
2007-2018 DTCN Intecept, tend 0.017 I(0) ---- I(0)
DP Intercepto 0.0654 I(1) 1.5627 I(1)
Fuente: Cálculos del autor.








1968-1990 Uno 5 0.7599
1991-2000 Cero 5 0.2778
2000-2006 Uno 2 0.7471
2007-2018 Cuatro 5 0.0011
Fuente: Cálculos del autor.
A. Enero 1968-Diciembre 1990
En esta época de devaluación gota a gota, se supuso que la devaluación del 
peso (dtca) dependería directamente de la tasa de inflación colombiana (dpcol) o 
con la diferencial inflacionaria (dp) con el fin de mantener la competitividad de 
las exportaciones colombianas frente al dólar, sin embargo, el gráfico A.1 muestra 
que en algunos años, la tasa de devaluación se movió  en dirección contraria a la 
inflación. Tampoco se observa una relación clara entre la dtcn y dp como lo indica 
la paridad de la tasa de interés; la bajísima correlación anuncia que seguramente la 
paridad no se dio hecho que es soportado por las pruebas de Johansen y Granger.
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A pesar de todo, se corrió la regresión para DTCN en función de DP rezagada 
hasta 36 meses: el mejor resultado que se obtuvo fue un EGARCH (1,1,0) que presentó 
el menor Schwarz y el máximo log-likelihood entre varias alternativas. La altísima 
volatilidad observada en el período es la justificación de la heteroscedasticidad tipo 
ARCH que lleva a un  EGARCH. El R-cuadrado está alrededor del 99.7%.   El único 
coeficiente significativo de DP fue el rezagado 24 meses; coeficiente con signo positivo 
(como la correlación) indicando que un incremento del 1% en la diferencia entre la 
inflación anual colombiana con respecto a la estadounidense produjo un reajuste 
en la tasa de revaluación del dólar (devaluación del peso) de 0.036% después de 24 
meses, hecho insignificante dado el valor del coeficiente y que corrobora totalmente 
que no se devaluó el peso de acuerdo al principio de la paridad del poder adquisitivo. 
La  regresión como tal presentó alta autocorrelación serial que fue corregida como lo 
indica  un Durbin-Watson de 1.88; la prueba F acepta la hipótesis alternativa en un 
100% indicando que las regresoras en su conjunto son significativas.
 Las pruebas para los residuos arrojan resultados deficientes pues las 
probabilidades de aceptarlas respectivas hipótesis nulas apenas superan el 5%;  la 
normalidad de los residuos (Jarque-Bera, probabilidad de aceptar normalidad de 
9.0%), prueba ARCH (6.53% de homocedasticidad),  
En conclusión, desde el punto de vista de los resultados de la regresión se diría 
que  la paridad del poder adquisitivo se cumplió ( porque se dan  los resultados 
requeridos por las pruebas ) aunque en forma accidental; es evidente que la 
devaluación diaria, gota a gota, decidida por el Gobierno en forma discrecional, no 
se hizo lo suficientemente rápido para compensar por la inflación colombiana ni 
tuvo en cuenta el diferencial inflacionario entre los dos países.
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A pesar de todo, se corrió la regresión para DTCN en función de DP rezagada 
hasta 36 meses: el mejor resultado que se obtuvo fue un EGARCH (1,1,0) que presentó 
el menor Schwarz y el máximo log-likelihood entre varias alternativas. La altísima 
volatilidad observada en el período es la justificación de la heteroscedasticidad tipo 
ARCH que lleva a un  EGARCH. El R-cuadrado está alrededor del 99.7%.   El único 
coeficiente significativo de DP fue el rezagado 24 meses; coeficiente con signo positivo 
(como la correlación) indicando que un incremento del 1% en la diferencia entre la 
inflación anual colombiana con respecto a la estadounidense produjo un reajuste 
en la tasa de revaluación del dólar (devaluación del peso) de 0.036% después de 24 
meses, hecho insignificante dado el valor del coeficiente y que corrobora totalmente 
que no se devaluó el peso de acuerdo al principio de la paridad del poder adquisitivo. 
La  regresión como tal presentó alta autocorrelación serial que fue corregida como lo 
indica  un Durbin-Watson de 1.88; la prueba F acepta la hipótesis alternativa en un 
100% indicando que las regresoras en su conjunto son significativas.
 Las pruebas para los residuos arrojan resultados deficientes pues las 
probabilidades de aceptarlas respectivas hipótesis nulas apenas superan el 5%;  la 
normalidad de los residuos (Jarque-Bera, probabilidad de aceptar normalidad de 
9.0%), prueba ARCH (6.53% de homocedasticidad),  
En conclusión, desde el punto de vista de los resultados de la regresión se diría 
que  la paridad del poder adquisitivo se cumplió ( porque se dan  los resultados 
requeridos por las pruebas ) aunque en forma accidental; es evidente que la 
devaluación diaria, gota a gota, decidida por el Gobierno en forma discrecional, no 
se hizo lo suficientemente rápido para compensar por la inflación colombiana ni 
tuvo en cuenta el diferencial inflacionario entre los dos países.
Cuadro A.1.  EGARCH( 1,1,0) para DTCN y DP. 1968.01-1990.12.
Dependent Variable: DTCN
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1973M01 1990M12
Included observations: 216 after adjustments
Convergence achieved after 27 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(10) + C(11)*ABS(RESID(-1)/@SQRT(GARCH(-1))) +
        C(12)*LOG(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C 0.320568 0.208480 1.537644 0.1241
DP(-24) 0.036174 0.012697 2.848978 0.0044
AR(1) 1.628668 0.060363 26.98102 0.0000
AR(2) -0.567614 0.076105 -7.458274 0.0000
AR(5) -0.057042 0.029602 -1.926956 0.0540
AR(10) -0.094723 0.033176 -2.855167 0.0043
AR(12) 0.117551 0.033089 3.552559 0.0004
AR(19) -0.059434 0.013744 -4.324359 0.0000
AR(24) 0.030071 0.008009 3.754383 0.0002
Variance Equation
C(10) -2.023281 0.723253 -2.797474 0.0052
C(11) 0.785407 0.280912 2.795917 0.0052
C(12) 0.872140 0.054613 15.96953 0.0000
R-squared 0.997388     Mean dependent var 0.174365
Adjusted R-squared 0.997247     S.D. dependent var 0.088352
S.E. of regression 0.004635     Akaike info criterion -8.247439
Sum squared resid 0.004383     Schwarz criterion -8.059924
Log likelihood 902.7235     Hannan-Quinn criter. -8.171683
F-statistic 7081.961     Durbin-Watson stat 1.881938
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
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Las ecuaciones del EGARCH (1,1,0) son:
• DTCN t = 0.32 + 0.036*DP t-24 + 1.62*U t-1 – 0.567*U t-2 -0.057*U t-5 
-0.094*U t-10 + 0.117*U t-12 -0.059*U t-19 + 0.03*U t-24
• Log (σ2) = -2.02 + 0.785*ABS (Ut-1/ σt-1) + 0.872* Log (σ
2) t-1
Cuadro A.2. Heterocedasticidad ARCH y Normalidad residuos: EGARCH(1,1,0)
Heteroskedasticity Test: ARCH
F-statistic 3.433285     Prob. F(1,213) 0.0653












Mean      -0.026073
Median   0.004203
Maximum  3.837547
Minimum -2.587991
Std. Dev.   1.001108
Skewness   0.061847
Kurtosis   3.720475
Jarque-Bera  4.809468
Probability  0.090289
Fuente: Cálculos del autor.
B. Enero 1991-Diciembre 2000
El cuadro 7.2.1 muestra que la correlación entre dtca y dp fue negativa (-0.4735) 
por lo que seguramente los coeficientes correspondientes con dp serán negativos en 
la regresión, Correlación negativa a pesar de la existencia de bandas cambiarias que 
pretendían garantizar una devaluación con tal de mantener la competitividad de las 
exportaciones colombianas. Lo anterior se evidencia en el gráfico B.1 que muestra la 
alta volatilidad de la devaluación y su tendencia creciente al mismo tiempo que la 
tasa de inflación colombiana y el diferencial inflacionario se reducen continuamente. 
Recuerde el lector  la inestabilidad política de este período a partir de 1994 que 
produjo mucha agitación en la tasa de cambio y las consecuentes intervenciones del 
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Las ecuaciones del EGARCH (1,1,0) son:
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B. Enero 1991-Diciembre 2000
El cuadro 7.2.1 muestra que la correlación entre dtca y dp fue negativa (-0.4735) 
por lo que seguramente los coeficientes correspondientes con dp serán negativos en 
la regresión, Correlación negativa a pesar de la existencia de bandas cambiarias que 
pretendían garantizar una devaluación con tal de mantener la competitividad de las 
exportaciones colombianas. Lo anterior se evidencia en el gráfico B.1 que muestra la 
alta volatilidad de la devaluación y su tendencia creciente al mismo tiempo que la 
tasa de inflación colombiana y el diferencial inflacionario se reducen continuamente. 
Recuerde el lector  la inestabilidad política de este período a partir de 1994 que 
produjo mucha agitación en la tasa de cambio y las consecuentes intervenciones del 
Banco de la República para mantener la tasa de cambio por debajo del techo de la 
banda.
Las  pruebas de Johansen y Granger muestran que no hubo relación de largo 
plazo entre las variables. Se corrió la regresión para dtca en función de dp rezagada 
hasta 36 meses: el mejor resultado que se obtuvo fue un EGARCH (1,1,1) que presentó 
el menor criterio de Schwarz y el máximo log-likelihood entre varias alternativas. 
Nótese el signo negativo del coeficiente de dp rezagado 30 meses que fue el único 
coeficiente estadísticamente significativo, resultado que totalmente afirma que no 
se cumplió la paridad del poder adquisitivo puesto que se requiere que el signo sea 
positivo para que la paridad se cumpla.
Cuadro B.1.  EGARCH( 1,1,1) para DTCN y DP. 1991.01-2000.12.
Dependent Variable: DTCN
Method: ML - ARCH
Sample (adjusted): 1995M07 2000M12
Included observations: 66 after adjustments
Convergence achieved after 33 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1))
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Coefficient Std. Error z-Statistic Prob.  
C 0.583926 0.046103 12.66560 0.0000
DP(-30) -2.573048 0.261595 -9.836010 0.0000
AR(1) 1.043578 0.041632 25.06669 0.0000
AR(3) -0.265289 0.029222 -9.078548 0.0000
AR(12) -0.155854 0.038245 -4.075121 0.0000
Variance Equation
C(6) -14.80918 0.446761 -33.14791 0.0000
C(7) 0.515522 0.201579 2.557416 0.0105
C(8) 0.160117 0.106142 1.508520 0.1314
C(9) -0.910127 0.056913 -15.99155 0.0000
R-squared 0.903083     Mean dependent var 0.164672
Adjusted R-squared 0.889480     S.D. dependent var 0.078537
S.E. of regression 0.026109     Akaike info criterion -4.548277
Sum squared resid 0.038857     Schwarz criterion -4.249687
Log likelihood 159.0931     Hannan-Quinn criter. -4.430290
F-statistic 66.39127     Durbin-Watson stat 1.712208
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
Las ecuaciones son: 
• DTCN t = 0.584 – 2.57*D t-30 + 1.04*U t-1 – 0.26*U t-3 – 0.155* U t-12
• Log (σ2) = -14.81 + 0.515*ABS (Ut-1/ σt-1) + 0.16*(Ut-1/σt-1) - 0.9*Log (σ
2) t-1
Así no se haya cumplido la paridad, la  regresión como tal es aceptable;  el 
R-cuadrado del 90.30% es tan alto como para aceptar que las regresoras si explican 
el comportamiento de la dependiente; hubo presencia de autocorrelación serial 
que fue corregida como lo indica  un Durbin-Watson de 1.72; la prueba F acepta la 
hipótesis alternativa en un 100% indicando que las regresoras en su conjunto son 
significativas. En los archivos aparecen los cuadros relacionados con la normalidad 
de los residuos (Jarque-Bera, probabilidad de aceptar normalidad de 31.65%), prueba 
ARCH (55.74 % de homocedasticidad. 
En conclusión, a pesar de las bandas cambiarias que dominaron la mitad de 
este período, la paridad del poder adquisitivo no se cumplió, ni siquiera con efecto 
rezagado como si ocurrió en el lapso 1968-1990. 
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Coefficient Std. Error z-Statistic Prob.  
C 0.583926 0.046103 12.66560 0.0000
DP(-30) -2.573048 0.261595 -9.836010 0.0000
AR(1) 1.043578 0.041632 25.06669 0.0000
AR(3) -0.265289 0.029222 -9.078548 0.0000
AR(12) -0.155854 0.038245 -4.075121 0.0000
Variance Equation
C(6) -14.80918 0.446761 -33.14791 0.0000
C(7) 0.515522 0.201579 2.557416 0.0105
C(8) 0.160117 0.106142 1.508520 0.1314
C(9) -0.910127 0.056913 -15.99155 0.0000
R-squared 0.903083     Mean dependent var 0.164672
Adjusted R-squared 0.889480     S.D. dependent var 0.078537
S.E. of regression 0.026109     Akaike info criterion -4.548277
Sum squared resid 0.038857     Schwarz criterion -4.249687
Log likelihood 159.0931     Hannan-Quinn criter. -4.430290
F-statistic 66.39127     Durbin-Watson stat 1.712208
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
Las ecuaciones son: 
• DTCN t = 0.584 – 2.57*D t-30 + 1.04*U t-1 – 0.26*U t-3 – 0.155* U t-12
• Log (σ2) = -14.81 + 0.515*ABS (Ut-1/ σt-1) + 0.16*(Ut-1/σt-1) - 0.9*Log (σ
2) t-1
Así no se haya cumplido la paridad, la  regresión como tal es aceptable;  el 
R-cuadrado del 90.30% es tan alto como para aceptar que las regresoras si explican 
el comportamiento de la dependiente; hubo presencia de autocorrelación serial 
que fue corregida como lo indica  un Durbin-Watson de 1.72; la prueba F acepta la 
hipótesis alternativa en un 100% indicando que las regresoras en su conjunto son 
significativas. En los archivos aparecen los cuadros relacionados con la normalidad 
de los residuos (Jarque-Bera, probabilidad de aceptar normalidad de 31.65%), prueba 
ARCH (55.74 % de homocedasticidad. 
En conclusión, a pesar de las bandas cambiarias que dominaron la mitad de 
este período, la paridad del poder adquisitivo no se cumplió, ni siquiera con efecto 
rezagado como si ocurrió en el lapso 1968-1990. 
Cuadro B.3. Heteroscedasticidad ARCH y normalidad residuos EGARCH(1,1,1)
Heteroskedasticity Test: ARCH
F-statistic 0.347841     Prob. F(1,63) 0.5574















Mean       0.085630
Median   0.062632
Maximum  1.868704
Minimum -2.020489
Std. Dev.   0.941376
Skewness  -0.163367
Kurtosis   2.145632
Jarque-Bera  2.300924
Probability  0.316491
Fuente: Cálculos del autor.
C. Enero 2000 - Diciembre 2006
Hipotéticamente al dejar de existir las bandas cambiarias, la tasa de cambio 
debería haberse comportado de acuerdo a las fuerzas del mercado aunque el Banco 
de la República cumpliera su misión constitucional de estabilizar la inflación a 
través de su intervención en el mercado cambiario.  El cuadro 7.2.1 muestra que 
la correlación entre DTCN con DP y DPCOL fueron positivas: 0.3970 y 0.4017 
respectivamente por lo que seguramente los coeficientes de la variable DP serán 
positivos en la regresión, retornando la posibilidad que la paridad se haya cumplido 
para este lapso. El gráfico C.1 muestra la alta volatilidad de la devaluación, sin 
embargo, se observa que ambas variables en el largo plazo presentan una tendencia 
a caer y a encontrarse, es decir, se empieza a presentar la revaluación del peso debido 
a la creciente entrada de dòlares por el creciente comercio internacional colombiano, 
el aumento de la inversión extranjera y de las remesas enviadas por los colombianos 
residentes en el extranjero. Ver estadísticas en página web del  Banco de la República 
y archivos anexos. El gráfico permite ver que los cambios en la devaluación fueron 
más bruscos que la caída de la inflación anual colombiana, dpcol. 
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Las pruebas de Johansen y Granger muestran que hay indicios de una relación 
de equilibrio de largo plazo entre las variables pues en una de las variedades del 
modelo de Johansen, se encontró al menos un vector de cointegración. Se corrió la 
regresión para dtca en función de dp rezagada hasta 36 meses: el mejor resultado 
que se obtuvo fue un EGARCH (1,0,1) que presentó el menor Schwarz y el máximo 
log-likelihood entre varias alternativas. 
Los resultados de la regresión permiten concluir que el mercado ajustó la 
devaluación del peso a la diferencia inflacionaria con rezago de 22 meses lo que es 
demasiado lento y hace la presencia de la paridad estadísticamente existente aunque 
a un ritmo muy lento.
Cuadro C.1.  EGARCH (1,0,1) para DTCN y DP. 2001.01-2006.12.
Dependent Variable: DTCN
Method: ML - ARCH
Sample (adjusted): 2003M06 2006M12
Included observations: 43 after adjustments
Convergence achieved after 77 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(7)
        *RESID(-1)/@SQRT(GARCH(-1))
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Las pruebas de Johansen y Granger muestran que hay indicios de una relación 
de equilibrio de largo plazo entre las variables pues en una de las variedades del 
modelo de Johansen, se encontró al menos un vector de cointegración. Se corrió la 
regresión para dtca en función de dp rezagada hasta 36 meses: el mejor resultado 
que se obtuvo fue un EGARCH (1,0,1) que presentó el menor Schwarz y el máximo 
log-likelihood entre varias alternativas. 
Los resultados de la regresión permiten concluir que el mercado ajustó la 
devaluación del peso a la diferencia inflacionaria con rezago de 22 meses lo que es 
demasiado lento y hace la presencia de la paridad estadísticamente existente aunque 
a un ritmo muy lento.
Cuadro C.1.  EGARCH (1,0,1) para DTCN y DP. 2001.01-2006.12.
Dependent Variable: DTCN
Method: ML - ARCH
Sample (adjusted): 2003M06 2006M12
Included observations: 43 after adjustments
Convergence achieved after 77 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(7)
        *RESID(-1)/@SQRT(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C -0.122608 0.012785 -9.590325 0.0000
DP(-22) 0.510095 0.107209 4.757937 0.0000
AR(1) 0.926664 0.010421 88.92539 0.0000
AR(7) -0.078034 0.008702 -8.967512 0.0000
Variance Equation
C(5) -6.933781 0.296761 -23.36484 0.0000
C(6) -1.433681 0.477702 -3.001205 0.0027
C(7) 1.717583 0.317621 5.407655 0.0000
R-squared 0.892844     Mean dependent var -0.046783
Adjusted R-squared 0.874985     S.D. dependent var 0.081282
S.E. of regression 0.028739     Akaike info criterion -4.770377
Sum squared resid 0.029734     Schwarz criterion -4.483670
Log likelihood 109.5631     Hannan-Quinn criter. -4.664648
F-statistic 49.99310     Durbin-Watson stat 1.524351
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
Las ecuaciones son:
• DTCN t = -0.122 + 0.51* DP t-22 + 0.926*U t-1 – 0.078* U t-7
• Log (σ2) = -6.933  – 1.433*ABS (Ut-1/ σt-1) + 1.717*(Ut-1/σt-1) 
Los resultados de la regresión son buenos: R-cuadrado del 89.28%; el Durbin-
Watson en 1.52; la prueba F acepta la hipótesis alternativa en un 100% indicando que 
las regresoras en su conjunto son significativas. El cuadro C.2  muestra los resultados 
de las pruebas de los residuos; la probabilidad de aceptar la distribución normal, 
según el Jarque-Bera, es de 60.00% y la  prueba ARCH  con  probabilidad de 48.52 % 
de homocedasticidad. 
Concluyendo para este período, estadísticamente la paridad se dio aunque a 
un ritmo muy lento, con dos años de retraso como consecuencia de la avalancha de 
dólares que inundó  al país;  se observó una  rápida revaluación del peso frente una 
inflación de lenta caída.
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Cuadro C.2. Heteroscedasticidad ARCH y normalidad residuos EGARCH(1,1,1)
Heteroskedasticity Test: ARCH
F-statistic 1.015913     Prob. F(1,40) 0.3195












Mean       0.124540
Median   0.175747
Maximum  1.886869
Minimum -2.519841
Std. Dev.   1.013976
Skewness  -0.278869
Kurtosis   2.491461
Jarque-Bera  1.020684
Probability  0.600290
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Fuente: Cálculos del autor
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Cuadro C.2. Heteroscedasticidad ARCH y normalidad residuos EGARCH(1,1,1)
Heteroskedasticity Test: ARCH
F-statistic 1.015913     Prob. F(1,40) 0.3195
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El gráfico D1 aparentemente no muestra relación entre las dos variables a 
pesar de que la correlación entre las dos variables fue relativamente alta. El cuadro 
D1 resume la regresión por MCO que obtuvo excelentes resultados: cambios en el 
diferencial inflacionario entre Colombia y Estados Unidos producen ajustes en la tasa 
de cambio nominal tanto en el mes actual como en el tercero rezagado. Un cambio 
de 1% en dp produce un efecto acumulado de 0.035%. A pesar del bajo impacto, la 
regresión deja ver que la paridad fue un hecho. Los residuos tienen distribución 
normal. Son homocedásticos y no presentan autocorrelación serial
Cuadro D1. MCO para DTCN y DP, 2007-2018
Dependent Variable: DTCN
Method: ARMA Generalized Least Squares (BFGS)
Sample: 2007M04 2018M12
Included observations: 141
Convergence achieved after 5 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C -0.059351 0.033739 -1.759118 0.0808
DP 0.019710 0.007878 2.501738 0.0135
DP(-3) 0.016161 0.007782 2.076828 0.0397
AR(1) 0.915234 0.036892 24.80815 0.0000
AR(12) -0.109748 0.034699 -3.162912 0.0019
R-squared 0.872260     Mean dependent var 0.019860
Adjusted R-squared 0.868503     S.D. dependent var 0.148546
S.E. of regression 0.053867     Akaike info criterion -2.951805
Sum squared resid 0.394619     Schwarz criterion -2.847239
Log likelihood 213.1022     Hannan-Quinn criter. -2.909313
F-statistic 232.1656     Durbin-Watson stat 1.801901
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor
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Std. Dev.   0.053091
Skewness   0.047489
Kurtosis   3.391758
Jarque-Bera  0.954660
Probability  0.620438
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.660187     Prob. F(2,134) 0.1940
Obs*R-squared 3.409347     Prob. Chi-Square(2) 0.1818
Heteroskedasticity Test: White
F-statistic 1.518496     Prob. F(20,120) 0.0870
Obs*R-squared 28.47750     Prob. Chi-Square(20) 0.0986
Scaled explained SS 31.67215     Prob. Chi-Square(20) 0.0469
Fuente: Cálculos del autor
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Después de analizar cuatro períodos marcados por cambios en el manejo de la tasa 
de cambio por parte del Banco de la República y política económica gubernamental, 
técnicas econométricas permiten concluir que aún cuando las autoridades tuvieron 
total control de la tasa de cambio, no fue objetivo de las autoridades monetarias que 
las paridades se cumplieran;  la devaluación del peso no se ajustó rápidamente a la 
tasa de inflación o al diferencial inflacionario entre Colombia y Estados Unidos, como 
tampoco al diferencial de las tasas de interés durante los dos primeros períodos, sin 
embargo, a medida que la economía colombiana se integra al mundo, las paridades 
empiezan a darse; difícilmente en el tercer período y más ampliamente en el cuarto. 
Obviamente el comportamiento de la DTCN no depende solamente de las 
diferencias de las tasas de interés e inflacionarias, ya que hasta el año 2014, la 
abundancia de divisas presionaba hacia una revaluación del peso mientras que los 
diferenciales de inflación  y tasas de interés presionaban ante la devaluación, por el 
contrario, en los últimos años la devaluación ha respondido mejor a estas los dos 
diferenciales y a la caída en los precios del petróleo. 
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CAPÍTULO 8
LOS IMPUESTOS Y EL DÉFICIT FISCAL
El tema del sector público es supremamente complejo y amplio. Se estudiará 
dos puntos que son tratados en todo libro de macroeconomía, que son parte esencial 
de los modelos multiecuacionales 1 y son tema de debate público a través de los 
medios de comunicación: la función de impuestos y los efectos del déficit fiscal sobre 
algunas variables macroeconómicas como la tasa de inflación y tasas de interés 2. 
8.1. La Función de Impuestos, 1950-2001 y 1985-2017
T = To + t (Y), donde: t = Tasa de impuestos
Y = nivel de ingreso o renta. Para efectos prácticos de este ejercicio, se usó la 
tasa de crecimiento del PIB real. Se supone, que a mayor crecimiento o actividad 
económica, el gobierno aumenta sus ingresos tanto por impuestos directos e 
indirectos, por actividad económica interna y externa.
Se trató de construir esta función para el período 1950-2001.  De la página 
web del Departamento Nacional de Planeación, se tomaron los datos de ingresos 
tributarios del Gobierno Central,  que son los de mayor peso detro de los ingresos 
corrientes. Estos fueron deflactados con 1988 como año base y se generó la serie “ICT 
real”, de la cual se obtuvo su cambio porcentual “CPICTR” o cambio porcentual de 
los ingresos corrientes tributarios reales. Se obtuvo su cambio porcentual dado que 
la variable regresora fue el crecimiento real del producto interno bruto que se ha 
venido llamando “colg” y que está expresada en cambios porcentuales. 
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Fuente: Cálculos del autor con base en datos del DNP.
El gráfico 8.1.1 describe la volatilidad de los ingresos corrientes tributarios 
frente al del crecimiento del pib real. La volatilidad de los impuestos puede explicarse 
por la histórica evasión tributaria, continuas reformas tributarias y efectos del ciclo 
económico. Parecería difícil que haya una relación entre estas dos variables.
Cuadro 8.1.1. Estacionariedad ERS para cpictr y colg. 1950-2001.
Null Hypothesis: CPICTR has a unit root
Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=10)
Sample (adjusted): 2 52
Included observations: 51 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  3.601049
Test critical values: 1% level  1.871600
5% level  2.972800
10% level  3.915200
Null Hypothesis: COLG has a unit root
Exogenous: Constant, Linear Trend
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=10)
Sample: 1 52
Included observations: 52
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Fuente: Cálculos del autor con base en datos del DNP.
El gráfico 8.1.1 describe la volatilidad de los ingresos corrientes tributarios 
frente al del crecimiento del pib real. La volatilidad de los impuestos puede explicarse 
por la histórica evasión tributaria, continuas reformas tributarias y efectos del ciclo 
económico. Parecería difícil que haya una relación entre estas dos variables.
Cuadro 8.1.1. Estacionariedad ERS para cpictr y colg. 1950-2001.
Null Hypothesis: CPICTR has a unit root
Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=10)
Sample (adjusted): 2 52
Included observations: 51 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  3.601049
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Elliott-Rothenberg-Stock test statistic  6.889661
Test critical values: 1% level  4.221600
5% level  5.716800
10% level  6.770800
Fuente: Cálculos del autor.
El cuadro 8.1.1 resume los resultados de la prueba ERS aplicada a las dos series. 
Cpictr es estacionaria al nivel del 10% y colg no es estacionaria por lo que se crea la 
serie “dyr” que si es estacionaria y que significa el incremento de la tasa crecimiento 
del pib real con respecto al año anterior, dyr = colg t – colg t-1.  El cuadro 8.1.2 presenta 
las pruebas de Granger y Johansen. De acuedo a Granger, dcolg si causa Granger a 
cpictr para dos rezagos;  Johansen encuentra dos vectores de cointegración entre las 
dos, luego hay equilibrio de largo plazo entre los impuestos y el pib real.
Cuadro 8.1.2 Pruebas de Granger y Johansen para cpictr y dyr. 1950-2001.
Pairwise Granger Causality Tests
Sample: 1 52
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 CPICTR does not Granger Cause DYR  49  1.21979 0.3051
 DYR does not Granger Cause CPICTR  6.20478 0.0042
Johansen. Sample: 1 52
Included observations: 49
Series: DYR CPICTR 
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Fuente: Cálculos del autor.
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La mejor regresión fue un EGARCH(1,1,1), cuadro 8.1.3, puesto que tuvo el 
menor criterio de Schwarz y los residuos cumplieron las pruebas. Se muestra  que 
los ingresos tributarios corrientes son afectados positivamente por dcolg para el 
año actual y los dos años anteriores; dcolg rezagada un período es significativa 
casi al 94%. La suma de los tres coeficientes es 5.66 aproximadamente, es decir, 
un aumento (reducción)  del 1% en la tasa del pib real  produce un incremento 
(decremento) en los ingresos tributarios reales del 5.66% acumulado en el lapso de 
3 años. El R-cuadrado ajustado de un 21.44%, aparentemente bajo, pero recuerde 
que solamente se ha trabajado con los ingresos tributarios del gobierno central.  La 
ecuación de la varianza condicional demuestra la alta sensibilidad de los impuestos 
frente al comportamiento del pib real y malas noticias en general (recesiones) pues 
el signo del efecto apalancamiento es negativo. 
Las ecuaciones son: 
• CPICTR t = 6.15 + 1.77*DYR t  +1.13*DYR t-1 +2.75*DYR t-2
• Log (σ2) = 2.66 – 0.49*ABS (Ut-1/ στ-1) -0.39*(Ut-1/σt-1) + 0.52* Log (σ
2) t-1
El cuadro 8.1.4 resume la prueba de heterocedasticidad ARCH y encuentra una 
probabilidad de homocedasticidad en un 79.49 % y los residuos tienen probabilidad 
de  distribución normal  en un 36.19% según el Jarque-Bera. 
Cuadro 8.1.3. EGARCH(1,1,1)  para CPICTR en función de DYR , 1950-2001.
Dependent Variable: CPICTR
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 4 52
Included observations: 49 after adjustments
Convergence achieved after 22 iterations
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(7)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(8)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 6.156410 1.370339 4.492617 0.0000
DYR 1.772901 0.597964 2.964898 0.0030
DYR(-1) 1.137872 0.615942 1.847368 0.0647
DYR(-2) 2.754430 0.615524 4.474932 0.0000
Variance Equation
C(5) 2.660517 1.235563 2.153284 0.0313
C(6) -0.490706 0.162630 -3.017317 0.0026
C(7) -0.392108 0.197486 -1.985497 0.0471
C(8) 0.520568 0.247945 2.099530 0.0358
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El cuadro 8.1.4 resume la prueba de heterocedasticidad ARCH y encuentra una 
probabilidad de homocedasticidad en un 79.49 % y los residuos tienen probabilidad 
de  distribución normal  en un 36.19% según el Jarque-Bera. 
Cuadro 8.1.3. EGARCH(1,1,1)  para CPICTR en función de DYR , 1950-2001.
Dependent Variable: CPICTR
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 4 52
Included observations: 49 after adjustments
Convergence achieved after 22 iterations
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(7)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(8)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 6.156410 1.370339 4.492617 0.0000
DYR 1.772901 0.597964 2.964898 0.0030
DYR(-1) 1.137872 0.615942 1.847368 0.0647
DYR(-2) 2.754430 0.615524 4.474932 0.0000
Variance Equation
C(5) 2.660517 1.235563 2.153284 0.0313
C(6) -0.490706 0.162630 -3.017317 0.0026
C(7) -0.392108 0.197486 -1.985497 0.0471
C(8) 0.520568 0.247945 2.099530 0.0358
R-squared 0.263560     Mean dependent var 6.993749
Adjusted R-squared 0.214464     S.D. dependent var 12.52034
S.E. of regression 11.09683     Akaike info criterion 7.836523
Sum squared resid 5541.288     Schwarz criterion 8.145392
Log likelihood -183.9948     Hannan-Quinn criter. 7.953708
Durbin-Watson stat 2.300001
Fuente: Cálculos del autor.
 
Cuadro 8.1.4. Pruebas de Breusch-Godfrey, White y ARCH para la MCO.
Heteroskedasticity Test: ARCH
F-statistic 0.068390     Prob. F(1,46) 0.7949














Mean       0.072118
Median   0.324214
Maximum  1.824053
Minimum -2.070537
Std. Dev.   1.012425
Skewness  -0.331395
Kurtosis   2.254176
Jarque-Bera  2.032570
Probability  0.361937
Fuente: Cálculos del autor.
Período 1985-2017
El Departamento Nacional de planeación y el Ministerio de Hacienda han 
producido unas estadísticas con la metodología del flujo de caja, las cuales serán 
usadas para actualizar cada uno de los puntos de este capítulo
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Cuadro 8.1.5. EGARCH(1,1,1)  para CPICTR en función de DYR , 1985-2017.
Dependent Variable: CPICTR
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample (adjusted): 1987 2017
Included observations: 31 after adjustments
Failure to improve likelihood (non-zero gradients) after 129 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(4) + C(5)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(6)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(7)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 5.602167 0.005906 948.6263 0.0000
DYR 1.357851 0.115790 11.72681 0.0000
DYR(-1) 2.165754 0.159717 13.55993 0.0000
Variance Equation
C(4) 3.617831 0.005393 670.8212 0.0000
C(5) -1.996894 2.58E-99 -7.75E+98 0.0000
C(6) -0.407250 0.063925 -6.370700 0.0000
C(7) 0.406049 0.009575 42.40881 0.0000
R-squared 0.322180     Mean dependent var 6.061928
Adjusted R-squared 0.273764     S.D. dependent var 7.406698
S.E. of regression 6.311948     Akaike info criterion 6.363530
Sum squared resid 1115.539     Schwarz criterion 6.687333
Log likelihood -91.63471     Hannan-Quinn criter. 6.469081
Durbin-Watson stat 2.197139
Fuente: Cálculos del autor
• CPICTR t = 5.60 + 1.368*DYR t  +2.166*DYR t-1 
• Log (σ2) = 3.61 – 1.99*ABS (Ut-1/ σt-1) + 0.40* Log (σ
2) t-1 - 0.407*(Ut-1/σt-1) 
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Mean       0.055018
Median   0.029373
Maximum  2.354649
Minimum -1.851006
Std. Dev.   1.180696
Skewness   0.121686




F-statistic 0.135455     Prob. F(1,28) 0.7156
Obs*R-squared 0.144431     Prob. Chi-Square(1) 0.7039
Fuente: cálculos del autor
La regresión demostró que por cada incremento den la tasa de crecimiento 
del Pib real colombiano, los ingresos corrientes tributarios reales crecieron en un 
acumulado de  3.52% en el acumulado de dos años. Los estadísticos de los residuos 
no presentan autocorrelación; son homocedásticos (prueba ARCH) y tienen 
distribución normal según el Jarque-Bera. 
2017.
El objetivo de esta sección es detectar las características del déficit fiscal  con el 
fin de medir el efecto del déficit fiscal sobre algunos indicadores macroeconómicos 
colombianos en los próximos apartes del capítulo. 
Recuérdese que el SPNF o sector público no financiero, se divide en dos: el 
Descentralizado y el Gobierno Central. El Descentralizado es el compuesto por 
las empresas descentralizadas (energía, ECOPETROL, etc.) que generalmente dan 
superávit mientras que el Gobierno Central es el que se caracteriza por los déficits.
Se asume que un déficit fiscal descontrolado puede ser un acelerador de la tasa 
de inflación como también generar inestabilidad en las tasas de interés y tasas de 
cambio.  Se tomaron las series anuales de déficit fiscal 2 desde 1962 hasta 2005 y la 
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como variable dependiente y considera como variables explicativas a los cambios 
en la oferta de dinero, el pib real, consumo de los hogares, déficit fiscal o gasto 
púlbico, inversión privada y pública y el sector externo representado por los saldos 
de la balanza comercial; ésta última corresponde estrictamente a la diferencia de 
exportaciones totales menos importaciones totales sin incluir transferencias. A 
pesar de la inclusión de dicotómicas y de todas las variables explicativas anteriores 
con varios años de rezago, expresadas todas en cambios porcentuales, deflactadas 
y con su estacionariedad probada en los capítulos anteriores, las pocas variables 
significativas fueron: crecimiento en la oferta de dinero y el crecimiento del pib real. 
Nótese que las variables significativas fueron precisamente las que aparecen en la 
versión simplificada de la demanda agregada en el punto 13 del capítulo uno:
                                                     )(1 1−−+= tt YYm φ
π
Después de correr varias regresiones, la mejor es un EGARCH(1,1,0) tal como se 
ve  en el cuadro  12.1.2. De todas las variables que componen la demanda agregada, 
solamente el cambio porcentual de la oferta de dinero M1 rezagada un año (dm1t-1) 
y la tasa de crecimiento del PIB real (dyr) resultaron significativas y sin rastros de 
multicolinealidad entre ellas a pesar de que la oferta de dinero es componente de la 
demanda agregada.  Las dos series son estacionarias de acuerdo a la prueba ERS; el 
cuadro 12.1.1 muestra la ERS para dyr.   La suma de coeficientes del pib real suman 
1.15% lo que significa que un incremento (decremento) del 1% del pib real con un 
rezago de 1 y 3 años produjeron un aumento (reducción) en la tasa de inflación 
anual. 
Cuadro 12.1.1. Estacionariedad ERS para dyr.
Null Hypothesis: DYR has a unit root
Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample (adjusted): 1926 1997
Included observations: 72 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  2.558067
Test critical values: 1% level  1.905200
5% level  3.031600
10% level  4.024400
*Elliott-Rothenberg-Stock (1996, Table 1) 
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como variable dependiente y considera como variables explicativas a los cambios 
en la oferta de dinero, el pib real, consumo de los hogares, déficit fiscal o gasto 
púlbico, inversión privada y pública y el sector externo representado por los saldos 
de la balanza comercial; ésta última corresponde estrictamente a la diferencia de 
exportaciones totales menos importaciones totales sin incluir transferencias. A 
pesar de la inclusión de dicotómicas y de todas las variables explicativas anteriores 
con varios años de rezago, expresadas todas en cambios porcentuales, deflactadas 
y con su estacionariedad probada en los capítulos anteriores, las pocas variables 
significativas fueron: crecimiento en la oferta de dinero y el crecimiento del pib real. 
Nótese que las variables significativas fueron precisamente las que aparecen en la 
versión simplificada de la demanda agregada en el punto 13 del capítulo uno:
                                                     )(1 1−−+= tt YYm φ
π
Después de correr varias regresiones, la mejor es un EGARCH(1,1,0) tal como se 
ve  en el cuadro  12.1.2. De todas las variables que componen la demanda agregada, 
solamente el cambio porcentual de la oferta de dinero M1 rezagada un año (dm1t-1) 
y la tasa de crecimiento del PIB real (dyr) resultaron significativas y sin rastros de 
multicolinealidad entre ellas a pesar de que la oferta de dinero es componente de la 
demanda agregada.  Las dos series son estacionarias de acuerdo a la prueba ERS; el 
cuadro 12.1.1 muestra la ERS para dyr.   La suma de coeficientes del pib real suman 
1.15% lo que significa que un incremento (decremento) del 1% del pib real con un 
rezago de 1 y 3 años produjeron un aumento (reducción) en la tasa de inflación 
anual. 
Cuadro 12.1.1. Estacionariedad ERS para dyr.
Null Hypothesis: DYR has a unit root
Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample (adjusted): 1926 1997
Included observations: 72 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  2.558067
Test critical values: 1% level  1.905200
5% level  3.031600
10% level  4.024400
*Elliott-Rothenberg-Stock (1996, Table 1) 
P-Statistic
Elliott-Rothenberg-Stock test statistic  2.832901
Test critical values: 1% level  1.870000
5% level  2.970000
10% level  3.910000
Null Hypothesis: CPDEF has a unit root
Exogenous: Constant, Linear Trend
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=9)
Sample (adjusted): 1963 2005
Included observations: 43 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  4.174269
Test critical values: 1% level  4.220000
5% level  5.720000
10% level  6.770000
Fuente: Cálculos del autor.










Cred Intercepto 0.6023 I(1) 10.2731 I(1)
Lipc Tendencia 0.9995 I(1) 8.0310 I(>2)
Litcr Intercepto 0.4522 I(1) 7.0429 I(1)
Cpdef Ninguna 0.0000 I(0) 4.1742 I(0)
defpib Intercepto 0.0477 I(0) 2.8329 I(0)
Fuente: Cálculos del autor
 El cuadro 8.2.2 resume la prueba ERSpara las variables mencionadas. Las 
estacionarias son cpdef y defpib. Al igual que en los capítulos anteriores, las otras 
variables no son estacionarias, son I(1) por lo que se trabajó con las primeras 
diferencias logarítmicas, “dipc y ditcr”; para cred se usó “dcred” o primera diferencia 
aritmética. El cuadro 8.2.3, muestra los resultados de Phillips-Perron para todas las 
variables. 





























Std. Dev.   1.620415
Skewness  -0.672415
Kurtosis   3.115932
Jarque-Bera  2.505260
Probability  0.285752
Fuente: Cálculo del autor
El comportamiento del defpib como variable tiene distribución normal según el 
Jarque-Bera; fluctúa alrededor de la media con valores más negativos que positivos 
como era de esperar: El promedio ha sido -1.80% con el extremo de -6.24% en la 
presidencia de Andrés Pastrana.





























Std. Dev.   1.620415
Skewness  -0.672415
Kurtosis   3.115932
Jarque-Bera  2.505260
Probability  0.285752
Fuente: Cálculo del autor
El comportamiento del defpib como variable tiene distribución normal según el 
Jarque-Bera; fluctúa alrededor de la media con valores más negativos que positivos 
como era de esperar: El promedio ha sido -1.80% con el extremo de -6.24% en la 
presidencia de Andrés Pastrana.
2017.
La teoría macroeconómica ha considerado que un excesivo déficit fiscal puede 
estimular la inflación pues al fin y al cabo, el déficit fiscal resulta de un excesivo gasto 
público que es componente de la demanda agregada. El gráfico 8.3.1 muestra la 
relación entre el coeficiente defpib (con signo positivo) y el cambio porcentual del IPC.
Entre cpdef y defpib, la última presentó mejores resultados en la prueba de 
Granger y en las regresiones aunque la de Johansen no la favorezca.
Cuadro 8.3.1. Pruebas de Granger y Johansen para defpib y dipc. 1962-2005.
Pairwise Granger Causality Tests
Sample: 1962 2005
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 DIPC does not Granger Cause DEFPIB  41  0.13067 0.8779
 DEFPIB does not Granger Cause DIPC  0.79711 0.4584
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Johansen. Sample: 1962 2005
Included observations: 41
Series: DEFPIB DIPC 
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 0 0 0 0 0
Max-Eig 0 0 0 0 0
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
La mejor regresión fue la de un proceso EGARCH (2,0,1) en el que la variable 
defpib es significativa con uno y tres años de rezago, sus coeficientes con signo 
positivo y sumando 0.975; es decir que la proporción del déficit fiscal con respecto 
al PIB tuvo una influencia muy importante en la tasa de inflación y con un efecto 
rezagado. El cambio porcentual o tasa de crecimiento del déficit central sí tuvo un 
efecto importantísimo. Llama la atención que el residuo con de 7 años de rezago 
sea tan significativo; su importancia fue registrada en el correlograma. Las corridas 
hechas sin este rezago, mostraban que el defbib rezagado tres años quedaba excluído, 
no era significativo y afectaba fuertemente la calidad de la regresión por lo que se 
decidió mantenerlo. Este rezago no tiene significado económico pero si muestra 
las dependencias de las variables con información más rezagada, por ejemplo, 
correcciones o actualizaciones contables.
 Los indicadores de la regresión muestran que la regresión es válida: el 
DW(1.76) da a entender que no hay autocorrelación serial; la prueba F concluye que 
el conjunto de regresoras son significativas casi en un 100%; el R-cuadrado ajustado 
llegó al 62.84%.   La ecuación de la varianza condicional describe la existencia de 
rezagos en la volatilidad condicional con rezagos de hasta dos años además de 
no mostrar un efecto apalancamiento. El cuadro 8.3.3 muestra que los residuos 
son homocedásticos arch y el Jarque-Bera dice que los residuos tienen un 52.55% 
de probabilidad de configurar una distribución normal  Con este análisis queda 
evidenciado la importancia del control sobre el déficit fiscal con el fin de evitar un 
brote inflacionario.
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Johansen. Sample: 1962 2005
Included observations: 41
Series: DEFPIB DIPC 
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 0 0 0 0 0
Max-Eig 0 0 0 0 0
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
La mejor regresión fue la de un proceso EGARCH (2,0,1) en el que la variable 
defpib es significativa con uno y tres años de rezago, sus coeficientes con signo 
positivo y sumando 0.975; es decir que la proporción del déficit fiscal con respecto 
al PIB tuvo una influencia muy importante en la tasa de inflación y con un efecto 
rezagado. El cambio porcentual o tasa de crecimiento del déficit central sí tuvo un 
efecto importantísimo. Llama la atención que el residuo con de 7 años de rezago 
sea tan significativo; su importancia fue registrada en el correlograma. Las corridas 
hechas sin este rezago, mostraban que el defbib rezagado tres años quedaba excluído, 
no era significativo y afectaba fuertemente la calidad de la regresión por lo que se 
decidió mantenerlo. Este rezago no tiene significado económico pero si muestra 
las dependencias de las variables con información más rezagada, por ejemplo, 
correcciones o actualizaciones contables.
 Los indicadores de la regresión muestran que la regresión es válida: el 
DW(1.76) da a entender que no hay autocorrelación serial; la prueba F concluye que 
el conjunto de regresoras son significativas casi en un 100%; el R-cuadrado ajustado 
llegó al 62.84%.   La ecuación de la varianza condicional describe la existencia de 
rezagos en la volatilidad condicional con rezagos de hasta dos años además de 
no mostrar un efecto apalancamiento. El cuadro 8.3.3 muestra que los residuos 
son homocedásticos arch y el Jarque-Bera dice que los residuos tienen un 52.55% 
de probabilidad de configurar una distribución normal  Con este análisis queda 
evidenciado la importancia del control sobre el déficit fiscal con el fin de evitar un 
brote inflacionario.
Cuadro 8.3.2.Dipc función de defpib. 1962-2005. EGARCH (2,0,1)
Dependent Variable: DIPC
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1972 2005
Included observations: 34 after adjustments
Convergence achieved after 20 iterations
Bollerslev-Wooldrige robust standard errors & covariance
LOG(GARCH) = C(7) + C(8)*ABS(RESID(-1)/@SQRT(GARCH(-1))) +
        C(9)*ABS(RESID(-2)/@SQRT(GARCH(-2))) + C(10)*RESID(-1)
        
/@SQRT(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C 0.191914 0.011006 17.43662 0.0000
DEFPIB(-1) 0.431805 0.133426 3.236278 0.0012
DEFPIB(-3) 0.543828 0.138534 3.925591 0.0001
AR(1) 0.477415 0.077293 6.176678 0.0000
AR(2) 0.548153 0.066298 8.268073 0.0000
AR(7) -0.265041 0.017607 -15.05318 0.0000
Variance Equation
C(7) -6.116114 0.349679 -17.49067 0.0000
C(8) -0.846109 0.327314 -2.585006 0.0097
C(9) -0.902940 0.257433 -3.507471 0.0005
C(10) 1.586862 0.300248 5.285163 0.0000
R-squared 0.729760     Mean dependent var 0.178145
Adjusted R-squared 0.628420     S.D. dependent var 0.065916
S.E. of regression 0.040180     Akaike info criterion -3.992188
Sum squared resid 0.038747     Schwarz criterion -3.543258
Log likelihood 77.86719     F-statistic 7.201099
Durbin-Watson stat 1.763697     Prob(F-statistic) 0.000052
Fuente: Cálculos del autor.
• DIPC t  =  0.1919 + 0.4318*DEFPIB t-1 + 0.5438*DEFPIB t-3  +0.477*U t-1 
+ 0.548*U t-2  - 0.265*U t-7
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• Log(σ2) = -6.11- 0.846*ABS(Ut-1/σ t-1) - 0.902*ABS(Ut-2/σt-2) 
    + 1.58*(Ut-1/σt-1)
Cuadro 8.3.3. Heterocedasticidad ARCH y normalidad de los residuos. 1962-2005
ARCH Test:
F-statistic 0.010423     Probability 0.919339











Mean       0.019868
Median   0.020785
Maximum  1.652101
Minimum -2.223269
Std. Dev.   1.042895
Skewness  -0.137608
Kurtosis   2.087584
Jarque-Bera  1.286685
Probability  0.525533
Fuente: Cálculos del autor.
Período 1985-2017
Se tratará de explicar la inflación en función del déficit en el SPNF. Dado que 
el déficit está expresado como tasa porcentual es necesario hallar la diferencia 
aritmética para un año, DSPNF, es decir, DSPNF t = defpib t – defpib t-1; Recuérdese 




Fuente: cálculos del autor
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• Log(σ2) = -6.11- 0.846*ABS(Ut-1/σ t-1) - 0.902*ABS(Ut-2/σt-2) 
    + 1.58*(Ut-1/σt-1)
Cuadro 8.3.3. Heterocedasticidad ARCH y normalidad de los residuos. 1962-2005
ARCH Test:
F-statistic 0.010423     Probability 0.919339











Mean       0.019868
Median   0.020785
Maximum  1.652101
Minimum -2.223269
Std. Dev.   1.042895
Skewness  -0.137608
Kurtosis   2.087584
Jarque-Bera  1.286685
Probability  0.525533
Fuente: Cálculos del autor.
Período 1985-2017
Se tratará de explicar la inflación en función del déficit en el SPNF. Dado que 
el déficit está expresado como tasa porcentual es necesario hallar la diferencia 
aritmética para un año, DSPNF, es decir, DSPNF t = defpib t – defpib t-1; Recuérdese 




Fuente: cálculos del autor
La correlación entre las dos variables es cero. Esto apoya el hecho que no fue 
posible encontrar la regresión. La explicación se puede basar en que la apertura 
económica se ha dado durante este período: la apertura volvió elática la oferta 
agregada y redujo la presión inflacionaria ante incrementos en la demanda agregada 
con origen en el déficit fiscal. En cambio, en el período 1962-2005, del ejemplo 
anterior, debido al modelo proteccionista y fuertes restricciones a las importaciones, 
la economía presentaba oferta agregada inelástica: grandes déficits fiscales generaron 
desplazamientos en la demanda agregafo causando fuertes presiónes inflacionarias. 
A mayor apertura menos impacto de los déficits fiscales sobre la inflación.
de Cambio Real, 1962-2005 y 1985-2017
Los déficit fiscales producen la necesidad de endeudamiento por parte del 
gobierno para financiar el mismo déficit: el endeudamiento puede ser interno 
haciendo que las tasas de interés locales se eleven lo que podría propiciar una mayor 
entrada de divisas extranjeras elevando la revaluación del peso, por otro lado, el 
endeudamiento externo aumentaría las divisas extranjeras en Colombia llevando a 
una revaluación del peso y el consecuente déficit en la balanza comercial, es decir, 
 rareneg etnemlaicnetop y osep led nóicaulaver rasuac edeup  lacsif ticiféd le euq
déficit en la balanza comercial.
En el cuadro 8.4.1, la prueba de Granger confirma la posibilidad de 95.69%, 
(100 - 4.31), de que defpib (déficit fiscal/PIB) explique a ditcr después de dos años, 
es decir, que hay causalidad tipo Granger del déficit fiscal hacia la tasa de cambio 
real. Johansen encuentra la posibilidad de uno y dos vectores de cointegración en 
algunas de sus modalidades.  
La regresión obtenida es la presentada en el cuadro 8.4.2. como EGARCH(2,1,1):
• DITCR = -0.049 -  1.119*DEFPIB t-1- 1.314 *DEFPIB t-3 – 0.596*Ut-6
• Log (σ2) t = -1.35 – 0.56*ABS (Ut-1/ σt-1) – 1.35*ABS (Ut-2/ σt-2) 
      - 0.52*(Ut-1/σt-1) + 0.475 *Log (σ
2) t-1
Los coeficientes de defpib, rezagados uno y tres años, afectaron negativamente 
la tasa de cambio real, esto significa que el aumento del déficit fiscal con respecto al 
PIB genera una reducción en la tasa de cambio real lo que equivale a una revaluación 
del peso: un aumento del coeficiente (déficit/PIB) del 1% en el año anterior, redujo 
el ÍTCR en un 1.12% y en 1.31% con rezago de tres años,  luego el efecto total  sobre 
la revaluación fue del 2.51% aproximadamente.    
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Cuadro 8.4.1. Pruebas de Granger y Johansen para Defpib y Ditcr.
Pairwise Granger Causality Tests
Sample: 1962 2005
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 DITCR does not Granger Cause DEFPIB  41  2.23956 0.1211
 DEFPIB does not Granger Cause DITCR  3.43434 0.0431
Johansen. Samples included observations: 41
Series: DEFPIB DITCR 
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 0 2 0 2
Max-Eig 1 0 0 0 0
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor
 Cuadro 8.4.2. Ditcr en función de Defpib. 1962-2005.  EGARCH (2,1,1)
Dependent Variable: DITCR
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1971 2005
Included observations: 35 after adjustments
Convergence achieved after 24 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(7)
        *ABS(RESID(-2)/@SQRT(GARCH(-2))) + C(8)*RESID(-1)
        /@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C -0.049220 0.009374 -5.250853 0.0000
DEFPIB(-1) -1.119292 0.341963 -3.273135 0.0011
DEFPIB(-3) -1.314347 0.228575 -5.750186 0.0000
AR(6) -0.596485 0.037590 -15.86820 0.0000
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Cuadro 8.4.1. Pruebas de Granger y Johansen para Defpib y Ditcr.
Pairwise Granger Causality Tests
Sample: 1962 2005
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 DITCR does not Granger Cause DEFPIB  41  2.23956 0.1211
 DEFPIB does not Granger Cause DITCR  3.43434 0.0431
Johansen. Samples included observations: 41
Series: DEFPIB DITCR 
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 0 2 0 2
Max-Eig 1 0 0 0 0
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor
 Cuadro 8.4.2. Ditcr en función de Defpib. 1962-2005.  EGARCH (2,1,1)
Dependent Variable: DITCR
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1971 2005
Included observations: 35 after adjustments
Convergence achieved after 24 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(7)
        *ABS(RESID(-2)/@SQRT(GARCH(-2))) + C(8)*RESID(-1)
        /@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C -0.049220 0.009374 -5.250853 0.0000
DEFPIB(-1) -1.119292 0.341963 -3.273135 0.0011
DEFPIB(-3) -1.314347 0.228575 -5.750186 0.0000
AR(6) -0.596485 0.037590 -15.86820 0.0000
Variance Equation
C(5) -1.354363 0.840593 -1.611200 0.1071
C(6) -0.560642 0.267457 -2.096199 0.0361
C(7) -1.351093 0.323917 -4.171113 0.0000
C(8) -0.521832 0.174282 -2.994193 0.0028
C(9) 0.475178 0.150423 3.158952 0.0016
R-squared 0.393809     Mean dependent var 0.004072
Adjusted R-squared 0.207289     S.D. dependent var 0.095974
S.E. of regression 0.085449     Akaike info criterion -2.280210
Sum squared resid 0.189842     Schwarz criterion -1.880264
Log likelihood 48.90368     Hannan-Quinn criter. -2.142149
F-statistic 2.111346     Durbin-Watson stat 1.691124
Prob(F-statistic) 0.071673
Fuente: Cálculos del autor.
 Los indicadores de la regresión corroboran la calidad de los resultados: no 
hay autocorrelación serial; la prueba F concluye que las regresoras en conjunto son 
significativas en un 93% aproximadamente; el R-cuadrado ajustado es del 20.72%. 
La ecuación de la varianza condicional describe la existencia de rezagos en la 
volatilidad condicional como la significancia de los residuos estandarizados. Esta 
ecuación tiene un efecto apalancamiento con signo negativo (-0.52) que explica que 
los agentes participantes en el mercado de divisas reaccionan negativamente ante 
noticias que informan sobre incrementos en el déficit fiscal del país.  El hecho de que 
la varianza condicional incluya varios tipos de volatilidad en los residuos  implica 
la sensibilidad  de la tasa de cambio nominal ante cambios en el índice déficit / PIB. 
Finalmente, el cuadro 8.4.3 muestra que los residuos tienenuna probabilidad 
del 43.49% de ser homocedáticos arch  y el Jarque-Bera dice que los residuos tienen 
un 68.23% de probabilidad de configurar una distribución normal. 
Cuadro 8.4.3. Heterocedasticidad ARCH y normalidad de los residuos. 
ARCH Test:
F-statistic 0.625340     Probability 0.434892
Obs*R-squared 0.651689     Probability 0.419510



















Std. Dev.   1.068949
Skewness   0.147351
Kurtosis   2.338645
Jarque-Bera  0.764518
Probability  0.682318
Fuente: Cálculos del autor.
En conclusión, se ha demostrado en una forma sencilla que los contínuos déficit 
fiscales son una de las causas que han generado revaluación del peso a lo largo de 
1962-2005, período en el que se dieron los regímenes de devaluación gota a gota 
y flotación. Durante el primer régimen, el déficit fiscal pudo habre presionado la 
inflación interna y la consecuente reducción de la tasa de cambio real peso/dólar; 
en el segundo régimen, al efecto anterior se le suma el incremento de los intereses 
domésticos que atrae capitales extranjeros que generan la revaluación. Veamos si 
esto se cumplió en el siguiente aparte.
Período 1985-2017
Se construyó la variable Cpdef o cambio porcentual anual del déficit del SPNF 
para explicar la ditcr o diferencia logarítmica anual del ITCR. Ya es sabido que el 
impacto del déficit sobre el ITCR debe ser negativo; reducir el ITCR evidenciando 
la revaluación del peso. El siguiente cuadro muestra la mejor regresión obtenida: 
EGARCH(1,0,1) en la que se observa que el crecimiento del déficit fiscal puede 
producir revaluación del peso hasta por dos años, aunque el valor del coeficiente 
despierta dudas.
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Cuadro 8.4.4. Ditcr en función de Cpdef. 1985-2017  EGARCH (1,0,1)
Dependent Variable: DITCR
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample (adjusted): 1988 2017
Included observations: 30 after adjustments
Convergence achieved after 31 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(3) + C(4)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(5)
        *RESID(-1)/@SQRT(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C -0.027519 0.011013 -2.498705 0.0125
CPDEF(-2) -0.000722 9.51E-05 -7.593160 0.0000
Variance Equation
C(3) -4.909828 0.711512 -6.900560 0.0000
C(4) 2.010703 0.722775 2.781921 0.0054
C(5) -1.054786 0.522185 -2.019948 0.0434
R-squared 0.343532     Mean dependent var 0.008399
Adjusted R-squared 0.320087     S.D. dependent var 0.542790
S.E. of regression 0.447567     Akaike info criterion -0.238908
Sum squared resid 5.608866     Schwarz criterion -0.005375
Log likelihood 8.583626     Hannan-Quinn criter. -0.164199
Durbin-Watson stat 2.676322
Fuente: Cálculos del autor
• DITCR = -0.027 -  0.0007*CPDEF t-2 
• Log (σ2) t = -4.90 – 2.01*ABS (Ut-1/ σt-1) – 1.05*(Ut-1/σt-1) 
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Mean       0.245283
Median   0.301694
Maximum  1.789509
Minimum -1.667397
Std. Dev.   0.999525
Skewness  -0.207134
Kurtosis   1.988418
Jarque-Bera  1.493646
Probability  0.473870  
Heteroskedasticity Test: ARCH
F-statistic 0.034992     Prob. F(1,27) 0.8530
Obs*R-squared 0.037536     Prob. Chi-Square(1) 0.8464
Fuente: Cálculos del autor
Los residuos de la regresión tienendistribución normal de acuerdo al Jarque-
Bera y son homocedásticos según la prueba ARCH.
1962-2005  y 1985-2017
La teoría macroeconómica analiza la posibilidad de que incrementos en los 
déficits fiscales puedan estimular alzas en  las tasas de interés: dado  que el gobierno 
necesita financiar sus déficits. Este busca préstamos en los mercados financieros 
ya sea a través de créditos bancarios o emisiones de bonos. Históricamente, 
antes de la constitución de 1991, los gobiernos colombianos conseguían créditos 
bancarios (sindicate credits) en Estados Unidos y Europa (los famosos créditos 
Jumbo, Concorde, etc.). Con la constitución del 91, se cambiaron los instrumentos 
de financiación y se pasó a la emisión de bonos en los mercados nacionales (Tes) e 
internacionales (eurobonos, yankees)  ofreciendo a los acreedores el pago de tasas 
de interés más altas que las que ofrecía el mercado, es decir, el gobierno siempre 
entró ( y todavía entra) en competencia con las tasas que ofrece el sector financiero, 
produciendo una alza generalizada de las tasas de crédito y rentabilidades en la 
economía colombiana.  
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Infortunadamente no hay estadísticas de las tasas de los TES correspondientes 
a décadas antes de los 1990s por lo que se decidió correr la regresión con las tasas 
de crédito.  El gráfico 8.5.1 describe el comportamiento de las variables defpib y 
dcred; ésta última ya usada con anterioridad, es la primera diferencia de las tasas de 
crédito. Ambas variables son estacionarias.  En el cuadro 8.5.1, la prueba de Granger 
señala que defpib no afecta el comportamiento de las tasas de interés mientras que 
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El mejor modelo obtenido fue un MCO, descrito en el cuadro 8.5.2.
DCRED t = 4.87 + 0.9702*DEFPIBt + 0.7289 *DEFPIB t-3 + 0.315*Ut-4 - 0.665*Ut-12
Es evidente que la proporción del déficit fiscal con respecto al PIB, actual y 
rezagado hasta tres años influyó en el comportamiento de las tasas de crédito: a 
mayor déficit/PIB mayores tasas de interés de crédito. Los coeficientes tienen signo 
positivo como es lo esperado. Un incremento del defpib actual en un 1% produjo un 
incremento del 0.97% en las tasas de crédito del mismo año. El efecto acumulado en 
los tres años es la suma de los dos coeficientes (0.9702 + 0.7289 = 1.7), es decir,  un 
aumento de los intereses en 1.7%  como resultado del aumento del 1% en el defpib. 
El R-cuadrado ajustado fue del 23.40%. 
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Cuadro 8.5.1. Prueba de Granger para Defpib y Dcred.
Pairwise Granger Causality Tests
Sample: 1962 2005
Lags: 2
  Null Hypothesis: Obs F-Statistic Probability
  DCRED does not Granger Cause DEFPIB 41  3.73704  0.03352
  DEFPIB does not Granger Cause DCRED  0.73840  0.48497
Johansen. Included observations: 41
Series: DEFPIB DCRED 
Lags interval: 1 to 1
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 1 2 1 2
Max-Eig 1 1 2 1 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
 
Cuadro 8.5.2. MCO para Dcred en función de Defpib. 1962-2005.  
Dependent Variable: DCRED
Method: Least Squares
Sample (adjusted): 1977 2005
Included observations: 29 after adjustments
Convergence achieved after 6 iterations
White heteroskedasticity-consistent standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 4.873059 1.738786 2.802564 0.0099
DEFPIB 0.970299 0.373639 2.596890 0.0158
DEFPIB(-3) 0.728954 0.346347 2.104689 0.0460
AR(4) 0.315500 0.145023 2.175521 0.0397
AR(12) -0.664982 0.267054 -2.490068 0.0201
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Cuadro 8.5.2. MCO para Dcred en función de Defpib. 1962-2005.  
Dependent Variable: DCRED
Method: Least Squares
Sample (adjusted): 1977 2005
Included observations: 29 after adjustments
Convergence achieved after 6 iterations
White heteroskedasticity-consistent standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 4.873059 1.738786 2.802564 0.0099
DEFPIB 0.970299 0.373639 2.596890 0.0158
DEFPIB(-3) 0.728954 0.346347 2.104689 0.0460
AR(4) 0.315500 0.145023 2.175521 0.0397
AR(12) -0.664982 0.267054 -2.490068 0.0201
R-squared 0.343363     Mean dependent var -0.162414
Adjusted R-squared 0.233923     S.D. dependent var 7.122719
S.E. of regression 6.234219     Akaike info criterion 6.653569
Sum squared resid 932.7717     Schwarz criterion 6.889310
Log likelihood -91.47675     Hannan-Quinn criter. 6.727400
F-statistic 3.137462     Durbin-Watson stat 2.483269
Prob(F-statistic) 0.032901
Fuente: Cálculos del autor.
En cuanto a las pruebas de los residuos, el cuadro 8.5.3 las resume.  Breusch-
Godfrey estima la probabilidad de no autocorrelación en 27.94%, o sea que no hay 
autocorrelación; White confirma la homocedasticidad con una probabilidad del 
66.67% y la homocedasticidad arch con una probabilidad del 82.31%. La prueba F 
aprueba la significancia conjunta de las regresoras con una probabilidad del  96.71%. 
Finalmente el cuadro 8.5.4, muestra que el Jarque Bera da una probabilidad del 
4.33% a la normalidad de los residuos, probabilidad un poco inferior al 5% cuando lo 
requerido es que sea superior al 5%. Si se es flexible en este último aspecto, se puede 
concluir que los déficits fiscales entre 1962-2005 si afectaron levemente el nivel de 
las tasas de interés, con un efecto que perduró entre 1 y 3 años.  La importancia del 
efecto está explicado por la teoría y praxis económica: la política fiscal tiene alta 
productividad en economías cerradas, característica durante la mayoría de los años 
de 1962-2005.
Cuadro 8.5.3. Pruebas para residuos de MCO.
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.351643     Probability 0.279478
Obs*R-squared 3.173476     Probability 0.204592
White Heteroskedasticity Test:
F-statistic 0.646802     Probability 0.666661
Obs*R-squared 3.574987     Probability 0.612073
ARCH Test:
F-statistic 0.050994     Probability 0.823109
Obs*R-squared 0.054809     Probability 0.814898
Fuente: Cálculos del autor
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Std. Dev.   5.771765
Skewness  -0.225323
Kurtosis   5.234586
Jarque-Bera  6.279048
Probability  0.043303
Fuente: Cálculos del autor
Período 1985-2017
Ahora, se explicará el comportamiento de las tasas de crédito del sistema 
financiero, dcred, en función del cambio porcentual del déficit del SPNF, cpdef. La 
relación entre las dos variables debe tener signo positivo, aunque el gráfico hace 
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Cuadro 8.5.5. MCO para Dcred en función de Defpib. 1985-2017  
Dependent Variable: DCRED
Method: Least Squares
Sample (adjusted): 1990 2017
Included observations: 28 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.  
C -1.123497 1.127054 -0.996844 0.3284
CPDEF(-2) 0.007119 0.003341 2.130849 0.0431
CPDEF(-4) 0.006671 0.003381 1.972977 0.0597
R-squared 0.235310     Mean dependent var -0.839849
Adjusted R-squared 0.174135     S.D. dependent var 6.534243
S.E. of regression 5.938131     Akaike info criterion 6.501623
Sum squared resid 881.5351     Schwarz criterion 6.644359
Log likelihood -88.02272     Hannan-Quinn criter. 6.545259
F-statistic 3.846496     Durbin-Watson stat 2.059569
Prob(F-statistic) 0.034960
Fuente: Cálculos del autor
DCRED t = -1.12 + 0.007*CPPIBt-2 + 0.0066 *CPFPIB t-4 + 0.315*Ut-4 - 0.665*Ut-12
Cuadro 8.5.6. Residuos. No autocorrelación y homocedasticidad
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.165069     Prob. F(2,23) 0.8488
Obs*R-squared 0.396220     Prob. Chi-Square(2) 0.8203
Heteroskedasticity Test: White
F-statistic 1.918004     Prob. F(5,22) 0.1320
Obs*R-squared 8.500171     Prob. Chi-Square(5) 0.1307
Scaled explained SS 22.46369     Prob. Chi-Square(5) 0.0004
Fuente: Cálculos del autor
La regesión por MCO sugiere que cpdef afecta a los incrementos de las tasas 
de crédito con rezagos de hasta cuatro años; a pesar de que los coeficientes son 
significantes, estos tienen valores cercanos a cero. El R2 es satisfactorio, igualmente 
los resultados de la prueba F. Los residuos no presentan autocorrelación serial ni 
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heterocedasticidad, sin embargo, no tienen distribución normal, aunque estos, se 
podría superar ya que la regresión se corrió con más de 15 años. 
CONCLUSIÓN
Se ha demostrado que la magnitud de los déficits fiscales con respecto al PIB 
ejerció una relación directa en el comportamiento de la inflación en el período 1962-
2005 pero no fue evidente para 1985-2017; la diferencia se puede explicar por la 
economía cerrada que funcionó durante la mayor parte del primer período mientras 
que para el segundo período se dio la apertura económica. A mayor apertura, 
menor el impacto de los déficits fiscales sobre la inflación porque cualquier brote 
inflacionario se puede frenar con importaciones.
También se hizo evidente el efecto de los déficits fiscales en la revaluación del 
peso colombiano: tal como en el caso de la inflación, el efecto fue mayor durante 1962-
2005 que durante 1985-2017: con mayor apertura y tasa de cambio flotente, es menor el 
impacto sobre la revaluación. Los dos efectos anteriores se corroboraron con respecto a 
las tasas de crédito. Alto impacto durante 1962-2005 y bajo durante 1985-2017. 
Lo anterior lleva a reflexionar sobre la necesidad de mantener un déficit fiscal 
controlado con el fin de lograr la estabilidad macroeconómica y más importante; la 
política fiscal financiada con déficits, es más efectiva en las economías cerradas que 
en las abiertas
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CAPÍTULO 9
OFERTA Y DEMANDA DE DINERO. KEYNES Y FRIEDMAN
En Macroeconomía siempre se ha debatido si la curva de oferta de dinero 
se ajusta al modelo clásico o keynesiano que defienden que la oferta de dinero es 
exógena o endógena respectivamente; entendiendo como exógena una variable que 
es fijada por el gobierno nacional como por los mercados extranjeros y endógena 
aquella resultante de la interacción de las variables económicas en los mercados, es 
decir, las que obedecen a funciones económicas.  Por supuesto que lo endógeno y 
lo exógeno cambia de país a país y con las circunstancias por lo que la experiencia 
ha enseñado que en realidad se dan ambos. Por ejemplo, antes de 1991 (año de 
cambios en Colombia tanto de constitución política como de entrada al modelo 
neoliberal) tanto en Colombia como en toda Latinoamérica, los gobiernos abusaban 
de la emisión de dinero con tal de estimular el crecimiento (más que mantener las 
tasas de interés bajas pues estas eran fijadas) sin ser conocedores de la inflación 
que generaban en el mediano y largo plazo. Las contínuas emisiones hacían que a 
la oferta de dinero se le considerara exógena, pero también es cierto que los bancos 
han siempre estado dispuestos a conceder más crédito cuando las tasas de interés 
han subido lo que hace pensar que la oferta de dinero es endógena. En vista de 
que el dinero ha sido y es exógeno y endógeno, se pretende construir regresiones 
que demuestren como fue la relación entre la oferta de dinero y las tasas de interés 
para el crédito, tanto en términos nominales como reales y ver que tan endógenas o 
exógenas fueron.  En el aparte 9.1, se trabaja con variables nominales y en el 9.2 con 
variables reales o deflactadas. 
A L B E R T O  G Ó M E Z  M E J Í A
260
9.1. La oferta nominal de dinero y las tasas nominales de 
interés, 1980-2007 y 2000-2018
Las definiciones de oferta de dinero, M1, M2, M3 y M4 usadas en esta primera 
sección son tomadas de la página web del Banco de la República e incluyen la 
redefinición de cuentas publicada por el mismo en Junio de 1995 1. Debido a la 
redefinición de dinero que se hizo y a partir de la publicación de M3 por parte 
del Banco a partir de enero de 1982, se prefirió usar M3 para la regresión ya que 
abarca una mayor variedad de títulos que son afectados por las tasas de interés del 
mercado, sin embargo, se hicieron unas exploraciones con M1 y M2. Recuérdese que, 
como se vió en el capítulo de la inversión privada, las tasas de interés fueron fijadas 
o intervenidas fuertemente por el gobierno hasta comienzos de los 1970s cuando se 
instituyó el UPAC.
Para M1 y M2, se tomaron los datos mensuales desde enero de 1980 hasta 
septiembre de 2008 y para M3 a partir de enero de 1982 hasta Septiembre de 2008 
(347 observaciones). Las series (Ver archivos CD), M1, M2 y M3, se transformaron 
en logaritmos (lm1, lm2, lm3) y se obtuvieron las primeras diferencias logarítmicas 
anuales o tasas compuestas continuas anuales, por ejemplo, DM t = LM1 t – LM1 t-12, 
es la tasa de cambio anual de M1, para cada mes, pudiéndose comparar con, dcred, 
la tasa nominal de crédito mensual que se expresa en términos anuales. Inicialmente, 
el cuadro 9.1.1 resume las correlaciones entre las tres variables.  La correlación 
de dcred con dm1 y dm3 es negativa y positiva respectivamente. El cuadro 9.1.2 
muestra las tablas ERS mostrando la estacionariedad de dcred y dm1, excepto dm3.
Cuadro 9.1.1. Correlaciones de dcred con dm1 y dm3.
DCRED DM1 DM3
DCRED  1.000000 -0.172385  0.268407
DM1 -0.172385  1.000000  0.530846
DM3  0.268407  0.530846  1.000000
O F E R T A  Y  D E M A N D A  D E  D I N E R O .  K E Y N E S  Y  F R I E D M A N
261
9.1. La oferta nominal de dinero y las tasas nominales de 
interés, 1980-2007 y 2000-2018
Las definiciones de oferta de dinero, M1, M2, M3 y M4 usadas en esta primera 
sección son tomadas de la página web del Banco de la República e incluyen la 
redefinición de cuentas publicada por el mismo en Junio de 1995 1. Debido a la 
redefinición de dinero que se hizo y a partir de la publicación de M3 por parte 
del Banco a partir de enero de 1982, se prefirió usar M3 para la regresión ya que 
abarca una mayor variedad de títulos que son afectados por las tasas de interés del 
mercado, sin embargo, se hicieron unas exploraciones con M1 y M2. Recuérdese que, 
como se vió en el capítulo de la inversión privada, las tasas de interés fueron fijadas 
o intervenidas fuertemente por el gobierno hasta comienzos de los 1970s cuando se 
instituyó el UPAC.
Para M1 y M2, se tomaron los datos mensuales desde enero de 1980 hasta 
septiembre de 2008 y para M3 a partir de enero de 1982 hasta Septiembre de 2008 
(347 observaciones). Las series (Ver archivos CD), M1, M2 y M3, se transformaron 
en logaritmos (lm1, lm2, lm3) y se obtuvieron las primeras diferencias logarítmicas 
anuales o tasas compuestas continuas anuales, por ejemplo, DM t = LM1 t – LM1 t-12, 
es la tasa de cambio anual de M1, para cada mes, pudiéndose comparar con, dcred, 
la tasa nominal de crédito mensual que se expresa en términos anuales. Inicialmente, 
el cuadro 9.1.1 resume las correlaciones entre las tres variables.  La correlación 
de dcred con dm1 y dm3 es negativa y positiva respectivamente. El cuadro 9.1.2 
muestra las tablas ERS mostrando la estacionariedad de dcred y dm1, excepto dm3.
Cuadro 9.1.1. Correlaciones de dcred con dm1 y dm3.
DCRED DM1 DM3
DCRED  1.000000 -0.172385  0.268407
DM1 -0.172385  1.000000  0.530846
DM3  0.268407  0.530846  1.000000
Cuadro 9.1.2. Prueba estacionariedad ERS para dcred, dm1 y dm3.
Null Hypothesis: DCRED has a unit root
Exogenous: Constant, Linear Trend
Lag length: 12 (Spectral OLS AR based on SIC, maxlag=15)
Sample (adjusted): 13 300
Included observations: 288 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  4.049888
Test critical values: 1% level  4.010400
5% level  5.642400
10% level  6.873200
Null Hypothesis: DM1 has a unit root
Exogenous: Constant
Lag length: 13 (Spectral OLS AR based on SIC, maxlag=15)
Sample (adjusted): 13 300
Included observations: 288 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  2.842875
Test critical values: 1% level  1.945200
5% level  3.209600
10% level  4.396000
Null Hypothesis: DM3 has a unit root
Exogenous: Constant
Lag length: 12 (Spectral OLS AR based on SIC, maxlag=15)
Sample (adjusted): 13 300
Included observations: 288 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  12.89838
Test critical values: 1% level  1.945200
5% level  3.209600
10% level  4.396000
Fuente: Cálculos del autor
En el cuadro 9.1.3, según Granger, dcred si causa Granger a dm1 pero no a dm3; 
dm1 y  dm3 no causan Granger a dcred; la prueba de Johansen detecta más vectores 
de cointegración entre dcred y dm1 que entre dcred y dem3. Granger y Johansen 
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coinciden con la tabla de correlaciones en que aparentemente  la relación de dcred 
con dm1 es más factible que con dm3.
Cuadro 9.1.3. Granger y Johansen para dcred, dm1 y dm3.
Pairwise Granger Causality Tests
Sample: 1 300
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 DCRED does not Granger Cause DM1  283  4.56468 0.0005
 DM1 does not Granger Cause DCRED  1.74221 0.1251
Pairwise Granger Causality Tests
Sample: 1 300
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 DCRED does not Granger Cause DM3  283  0.92080 0.4679




Series: DM1 DCRED 
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 1 2 2 2




Series: DM3 DCRED 
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 1 1 1 2
Max-Eig 1 1 1 1 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
O F E R T A  Y  D E M A N D A  D E  D I N E R O .  K E Y N E S  Y  F R I E D M A N
263
coinciden con la tabla de correlaciones en que aparentemente  la relación de dcred 
con dm1 es más factible que con dm3.
Cuadro 9.1.3. Granger y Johansen para dcred, dm1 y dm3.
Pairwise Granger Causality Tests
Sample: 1 300
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 DCRED does not Granger Cause DM1  283  4.56468 0.0005
 DM1 does not Granger Cause DCRED  1.74221 0.1251
Pairwise Granger Causality Tests
Sample: 1 300
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 DCRED does not Granger Cause DM3  283  0.92080 0.4679




Series: DM1 DCRED 
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 1 2 2 2




Series: DM3 DCRED 
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 1 1 1 2
Max-Eig 1 1 1 1 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
En efecto, se corrieron regresiones de dcred con dm1 y dm3, en ambas 
direcciones:
1. Dcred en función de dm1 y dm3, pensando en la posibilidad de que 
aumentos en la oferta de dinero puedan producir reducciones en las tasas 
de interés, es decir, se espera que el coeficiente de dm tenga signo negativo.
2. Dm1 y dm3 en función de dcred, como la curva de oferta de dinero: a mayor 
tasa, mayor disponibilidad de los bancos para dar créditos; se espera que el 
coeficiente de dcred sea positivo.
Las regresiones entre dcred y dm3 no fueron satisfactorias en ninguna de las 
direcciones pues los signos de los coeficientes fueron opuestos a la lógica descrita 
anteriormente, además de que los residuos no cumplieron todos los supuestos. Las 
regresiones entre dcred y dm1, cuadro 9.1.4 y 9.1.6 fueron mejores, como lo habían 
anticipado las correlaciones, Granger y Johansen.
 Cuadro 9.1.4. Curva de oferta: dm1 en función de dcred. EGARCH(1,1,0). 
Dependent Variable: DM1
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 51 300
Included observations: 250 after adjustments
Convergence achieved after 17 iterations
Bollerslev-Wooldridge robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(8) + C(9)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(10)
        *LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 19.93753 2.465439 8.086807 0.0000
DCRED(-24) 0.315209 0.065908 4.782559 0.0000
AR(1) 0.642299 0.051903 12.37504 0.0000
AR(2) 0.152913 0.057943 2.639032 0.0083
AR(3) 0.270892 0.045166 5.997733 0.0000
AR(10) -0.337112 0.036671 -9.192911 0.0000
AR(14) 0.213408 0.032911 6.484402 0.0000
Variance Equation
C(8) 2.673816 0.339776 7.869353 0.0000
C(9) 0.451266 0.110396 4.087695 0.0000
C(10) -0.629776 0.125120 -5.033375 0.0000
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R-squared 0.899950     Mean dependent var 19.97532
Adjusted R-squared 0.897480     S.D. dependent var 8.252681
S.E. of regression 2.642405     Akaike info criterion 4.769440
Sum squared resid 1696.700     Schwarz criterion 4.910298
Log likelihood -586.1800     Hannan-Quinn criter. 4.826131
Durbin-Watson stat 1.844599
Fuente: Cálculos del autor.
En la primera regresión, cuadro 9.1.4, curva de oferta de dinero, dm1 en 
función de dcred, todas las pruebas fueron satisfactorias: el R-cuadrado ajustado es 
del 89.75%, el coeficiente dcred rezagado 24 meses, es significativo y tiene el signo 
positivo; un incremento del 1% en la tasa nominal de créditos (de hace 24 meses) 
produce un aumento en la oferta de dinero (créditos) de aproximadamente, 0.315%. 
Además, existe una presencia de residuos rezagados hasta 14 meses que recogen 
información sobre ajustes e información sobre otras variables diferentes de dcred 
que afectan la oferta de dinero que no están detalladas en la regresión. También se 
dio la ecuación de la varianza condicional sin efecto apalancamiento. El cuadro 9.1.5, 
muestra que los residuos de la EGARCH tienen probabilidad de homocedasticidad 
en un 86.75% y probabilidad de distribución normal en un 18.9%. En conclusión. 
A pesar de que la regresión es válida, no se puede afirmar que la oferta de dinero 
dependa fuertemente del comportamiento de las tasas de crédito pues el efecto de 
esta presenta un rezago de dos años; hay fuerte evidencia acerca de otras variables 
(representadas en los residuos rezagados) determinando la oferta. La relación entre 
la oferta de dinero y las tasas de crédito en términos nominales es débil por lo que se 
puede decir que la oferta de dinero en Colombia se comporta tal como lo plantea el 
modelo clásico, considerando a la oferta de dinero como variable exógena y con una 
curva totalmente inelástica (pendiente infinita).
Cuadro9.1.5. Prueba Heretocedasticidad ARCH y normalidad residuos.
Heteroskedasticity Test: ARCH
F-statistic 0.027885     Prob. F(1,247) 0.8675
Obs*R-squared 0.028108     Prob. Chi-Square(1) 0.8669
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esta presenta un rezago de dos años; hay fuerte evidencia acerca de otras variables 
(representadas en los residuos rezagados) determinando la oferta. La relación entre 
la oferta de dinero y las tasas de crédito en términos nominales es débil por lo que se 
puede decir que la oferta de dinero en Colombia se comporta tal como lo plantea el 
modelo clásico, considerando a la oferta de dinero como variable exógena y con una 
curva totalmente inelástica (pendiente infinita).
Cuadro9.1.5. Prueba Heretocedasticidad ARCH y normalidad residuos.
Heteroskedasticity Test: ARCH
F-statistic 0.027885     Prob. F(1,247) 0.8675














Mean      -0.002513
Median   0.022458
Maximum  2.968402
Minimum -3.365392
Std. Dev.   1.001407
Skewness  -0.063685




Fuente: Cálculos del autor.
El cuadro 9.1.6, presenta la dcred en función de la oferta de dinero: a pesar de 
dm1 tener el signo correcto, sus residuos no cumplen con la distribución normal, sin 
embargo, dado que se contó con más de 15 observaciones, ésta falla puede omitirse; 
se concluye que cambios en la oferta de dinero M1 si afectan las tasas de interés. Los 
lectores encuentran en los archivos Eviews del CD todas las regresiones.
Cuadro 9.1.6. Regresión dcred en función de dm1.
Dependent Variable: DCRED
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 26 300
Included observations: 275 after adjustments
Convergence achieved after 21 iterations
Bollerslev-Wooldridge robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(7) + C(8)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(9)
        *LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.843400 0.732783 1.150954 0.2498
DM1 -0.048686 0.019332 -2.518342 0.0118
AR(1) 1.025526 0.035798 28.64730 0.0000
AR(5) -0.077572 0.034392 -2.255543 0.0241
AR(12) -0.441260 0.071741 -6.150754 0.0000
AR(13) 0.399380 0.062328 6.407701 0.0000
Variance Equation
C(7) -0.252103 0.075210 -3.351998 0.0008
C(8) 0.337289 0.106552 3.165481 0.0015
C(9) 0.983976 0.014224 69.17850 0.0000
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R-squared 0.935641     Mean dependent var -1.333344
Adjusted R-squared 0.934444     S.D. dependent var 6.176153
S.E. of regression 1.581332     Akaike info criterion 3.263983
Sum squared resid 672.6640     Schwarz criterion 3.382350
Log likelihood -439.7977     Hannan-Quinn criter. 3.311487
Durbin-Watson stat 2.042540
Fuente: Cálculos del autor.
Período 2000-2018
Para este período no se pudo encontrar una regresión que esplicara dm1 en 
función de dcred, lo que corrobora la inelasticidad de la curva de oferta de dinero 
igual que en el período anterior, pero, si se logró explicar el impacto de la oferta 
de dinero sobre la tasa de interés de crédito como lo muestra el cuadro 9.1.7 con el 
EGARCH(1,1,1).
Cuadro 9.1.7. Curva de oferta: dcred en función de dm1. EGARCH(1,1,1).
Dependent Variable: DCRED
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample: 2000M01 2018M12
Included observations: 228
Convergence achieved after 54 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 2.569753 0.569843 4.509578 0.0000
DM1(-12) -0.042147 0.013681 -3.080658 0.0021
DM1(-16) -0.140225 0.008465 -16.56545 0.0000
AR(1) 0.930777 0.009771 95.25626 0.0000
AR(12) -0.039174 0.008389 -4.669830 0.0000
Variance Equation
C(6) -1.192759 0.120477 -9.900263 0.0000
C(7) 1.501775 0.150509 9.978000 0.0000
C(8) 0.299276 0.105505 2.836614 0.0046
C(9) 0.180822 0.076232 2.372009 0.0177
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Período 2000-2018
Para este período no se pudo encontrar una regresión que esplicara dm1 en 
función de dcred, lo que corrobora la inelasticidad de la curva de oferta de dinero 
igual que en el período anterior, pero, si se logró explicar el impacto de la oferta 
de dinero sobre la tasa de interés de crédito como lo muestra el cuadro 9.1.7 con el 
EGARCH(1,1,1).
Cuadro 9.1.7. Curva de oferta: dcred en función de dm1. EGARCH(1,1,1).
Dependent Variable: DCRED
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample: 2000M01 2018M12
Included observations: 228
Convergence achieved after 54 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 2.569753 0.569843 4.509578 0.0000
DM1(-12) -0.042147 0.013681 -3.080658 0.0021
DM1(-16) -0.140225 0.008465 -16.56545 0.0000
AR(1) 0.930777 0.009771 95.25626 0.0000
AR(12) -0.039174 0.008389 -4.669830 0.0000
Variance Equation
C(6) -1.192759 0.120477 -9.900263 0.0000
C(7) 1.501775 0.150509 9.978000 0.0000
C(8) 0.299276 0.105505 2.836614 0.0046
C(9) 0.180822 0.076232 2.372009 0.0177
R-squared 0.896795     Mean dependent var -0.966230
Adjusted R-squared 0.894944     S.D. dependent var 4.115396
S.E. of regression 1.333896     Akaike info criterion 2.750535
Sum squared resid 396.7791     Schwarz criterion 2.885904
Log likelihood -304.5610     Hannan-Quinn criter. 2.805153
Durbin-Watson stat 1.964876
Fuente: Cálculos del autor
•  DCREDt = 2.569- 0.0421*DM1 t-12 – 0.1402*DM1 t-16- 0. + 0.93U t-1 – 0.039U t-12
• Log (σ2) = -1.192+ 1.50*ABS (Ut-1/ στ-1) + 0.18* Log (σ
2) t-1 + 0.30*(Ut-1/ σt-1)
A lo largo de los 18 años del período, el crecimiento anual de la oferta de dinero 
M1 en 1% produjo una reducción acumulada de los intereses en 0.18% con rezagos 
entre 12 y 16 meses. A pesar de los buenos resultados de la regresión, los residuos 
no tuvieron distribución normal, supuesto que puede ser empíricamente obviado 
















Std. Dev.   0.997614
Skewness  -0.738985




F-statistic 0.059015     Prob. F(1,225) 0.8083
Obs*R-squared 0.059523     Prob. Chi-Square(1) 0.8073
Fuente: Cálculos del autor
quince observaciones. Los resiudos no tienens autocorrelación serial ni 
heterocedasticidad tipo ARCH. 
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9. 2. La oferta real de dinero y las tasas reales de interés, 1980-
2007 y 2000-2018
Este ejercicio lleva a los mismos resultados del anterior pues todas las variables, 
dependientes e independientes, han sido ajustadas por la inflación. Al lector se le 
deja la tarea de hacer el mismo ejercicio para el período 2000-2018.
 Las series (Ver archivos CD), M1, M2 y M3, fueron deflactadas a precios de 
1975  y se convirtieron en M1r, M2r y  M3r;  se transformaron en logaritmos (lm1r, 
lm2r, lm3r) y se obtuvieron las primeras diferencias logarítmicas anuales o tasas 
compuestas continuas anuales, por ejemplo, DM t = LMR1 t – LMR1 t-12, es la tasa de 
 ,dercd ,noc rarapmoc esodnéidup ,sem adac arap ,adatcalfed 1M ed launa oibmac
la tasa real de crédito mensual que se expresa en términos anuales ya estudiada en 
capítulos anteriores.













0.0146 I(0) 3.469 I(0)
Dm2 Intercepto y    ten-
dencia
0.0978 I(1) 9.988 I(>1)




Fuente: Cálculos del autor.
Cuadro 9.2.2. Correlaciones entre Dcred real, DM1, DM2 y DM3 real
DCRED DM1 DM2 DM3
DCRED  1.000000  0.029396  0.077282  0.092835
DM1  0.029396  1.000000  0.386063  0.275860
DM2  0.077282  0.386063  1.000000  0.935699
DM3  0.092835  0.275860  0.935699  1.000000
Fuente: Cálculos del autor.
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El cuadro 9.2.1 muestra los resultados de la prueba Phillips-Perron y ERS 
 ne seires sal euqrop sadíurtsnoc sacimtíragol saicnerefid ,3md y 2md ,1md arap
logaritmos no resultaron estacionarias, sin embargo, de las diferencias, solamente 
dm1 es estacionaria. El cuadro 9.2.2 presenta las correlaciones entre las tres series: 
es decir, la correlación de  dcred con dm1, dm2 y dm3 son 2.93%, 7.72% y 9.28% 
respectivamente, correlaciones muy bajas que llevarían a anticipar que crecimientos 
en  la oferta de dinero real no producen cambios en las tasas de crédito reales y 
viceversa. De todos modos se continúa con el proceso establecido: Granger, Johansen 
y regresiones.
Cuadro 9.2.3. Pruebas de Granger entre dcred, dm1, dm2 y dm3.
Pairwise Granger Causality Tests
Sample: 1 347
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 DCRED does not Granger Cause DM1  328  1.50086 0.1891
 DM1 does not Granger Cause DCRED  1.32466 0.2533
Pairwise Granger Causality Tests
Sample: 1 347
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 DM2 does not Granger Cause DCRED  295  3.00589 0.0116
 DCRED does not Granger Cause DM2  0.84376 0.5196
Pairwise Granger Causality Tests
Sample: 1 347
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 DM3 does not Granger Cause DCRED  304  0.52112 0.7603
 DCRED does not Granger Cause DM3  1.65878 0.1445
Fuente: Cálculos del autor.
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El cuadro 9.2.3 muestra las pruebas de Granger con la tasa de crédito real, 
dcred. Aparentemente solo dm2 causa Granger a dcred y dcred no causa Granger 
a dm. La prueba de Johansen, cuadro 9.2.4, mostró tanto para M1,  M2 y M3  la 
existencia de dos vectores de cointegración con dcred, es decir que hay relaciones 
entre las variables que llevan a equilibrios de largo plazo.
El gráfico 9.2.1 deja ver que dm1 ha sido más volátil que dm2 y dm3, sin 
embargo su volatilidad es más frecuente, de corto plazo,  haciéndola estacionaria 
en el largo plazo,  mientras que las otras presentan cambios muy duraderos en el 
 etnematnuj yum neveum es 3md y 2mD .sairanoicatse nos on euq ol rop ozalp ogral
dado que ambas  incluyen títulos que se negocian en el sistema financiero que son 
alterados por las rentabilidades del mercado. La desventaja de dm1, a pesar de ser 
estacionaria, es que no incluye títulos financieros. Ante la incertidumbre de no saber 
cual es la mejor, se recurre a las regresiones para seleccionar la de más impacto sobre 
dcred. 
Inicialmente se corrió una regresión con dcred como variable dependiente de 
dm3; se ensayó con una diversidad de métodos econométricos y no se obtuvo una 
sola en que dm3, actual o rezagada, explique el comportamiento de las tasas de 
crédito por lo que se puede concluir que éstas dependieron de otros factores tales 
como expectativas inflacionarias, tasas de intervención del Banco de la República, 
tasas extranjeras, estructura oligopólica de la banca, la atadura de la UPAC a la DTF, 
la fijación de una tasa de interés alta con el fin de evitar la salidad de divisas del país, 
etc. En conclusión, DM3 no afectó las tasas de crédito.
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Tratando de explicar lo contrario, el efecto de las tasas reales de crédito sobre 
la oferta de dinero real, corresponde a  la curva de oferta de dinero . Se exploró 
con diferentes modelos y el mejor fue un MCO descrito en el cuadro 9.2.5 en el 
que los coeficientes de dcred, rezagados uno y dos meses fueron significativos al 
nivel del 10% y con el esperado signo positivo: a mayor tasa real de interés, los 
bancos estarían dispuestos a ofrecer más crédito real, dando origen a una curva de 
pendiente positiva.  Como los coeficientes suman 0.20%, se podría decir que un 
aumento de las tasas reales de crédito en 1% (en los últimos dos meses) hizo que la 
oferta real de dinero aumentara en promedio un  0.20% para el período 1980-2008.
Cuadro 9.2.4. Pruebas de Johansen para dcred, dm1, dm2 y dm3.
Johansen. Sample: 1 347
Included observations: 328
Series: DM1 DCRED 
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Sample: 1 347
Included observations: 295
Series: DCRED DM2 
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
Sample: 1 347
Included observations: 304
Series: DCRED DM3 
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 1 2
Max-Eig 2 2 2 1 2
Fuente: Cálculos del autor.
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Cuadro 9.2.5 MCO para DM3 en función de Dcred.
Dependent Variable: DM3
Method: Least Squares
Sample (adjusted): 50 345
Included observations: 296 after adjustments
Convergence achieved after 8 iterations
White heteroskedasticity-consistent standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 5.750832 2.777463 2.070534 0.0393
DCRED(-1) 0.092994 0.053480 1.738874 0.0831
DCRED(-2) 0.112976 0.061318 1.842473 0.0664
AR(1) 0.999917 0.019198 52.08464 0.0000
AR(10) -0.100687 0.057426 -1.753341 0.0806
AR(11) 0.180752 0.076879 2.351138 0.0194
AR(12) -0.523280 0.072261 -7.241560 0.0000
AR(13) 0.409866 0.051913 7.895252 0.0000
R-squared 0.938713     Mean dependent var 5.553814
Adjusted R-squared 0.937224     S.D. dependent var 6.330998
S.E. of regression 1.586242     Akaike info criterion 3.787268
Sum squared resid 724.6554     Schwarz criterion 3.887007
Log likelihood -552.5156     Hannan-Quinn criter. 3.827202
F-statistic 630.1766     Durbin-Watson stat 2.023470
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
Los coeficientes de dcred no son significativos al 95%. La regresión a pesar 
de tener un R-cuadrado de 93.72%, sin autocorrelación serial ni heterocedasticidad 
 ,6.2.9 ordauc le ne avresbo es omoc ,selamron nos on soudiser sus ,anugla
violándose un supuesto básico de toda regresión, pues al no ser estos normales, 
los coeficientes de la regresión no son confiables por su potencial volatilidad.   Esto 
técnicamente niega la relación entre las dos variables haciendo inútil la regresión. 
Parece que para el período entre enero de 1982 y septiembre de 2008 no hubo una 
relación estadísticamente significativa entre la oferta real de dinero y las tasas reales 
de interés, confirmando lo visto anteriormente en el cuadro 9.2.2 que muestra las 
bajísimas correlaciones entre la oferta de dinero y las tasas de crédito.  
Lo anterior lleva a pensar que la oferta real de dinero fue inelástica, tal 
como lo describe el modelo clásico sobre la oferta de dinero, una oferta de dinero 
exógenamente determinada por cualquier otra razón diferente del comportamiento 
de las tasas de créditos. En lo que respecta a la técnica econométrica queda claro que 
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Cuadro 9.2.5 MCO para DM3 en función de Dcred.
Dependent Variable: DM3
Method: Least Squares
Sample (adjusted): 50 345
Included observations: 296 after adjustments
Convergence achieved after 8 iterations
White heteroskedasticity-consistent standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 5.750832 2.777463 2.070534 0.0393
DCRED(-1) 0.092994 0.053480 1.738874 0.0831
DCRED(-2) 0.112976 0.061318 1.842473 0.0664
AR(1) 0.999917 0.019198 52.08464 0.0000
AR(10) -0.100687 0.057426 -1.753341 0.0806
AR(11) 0.180752 0.076879 2.351138 0.0194
AR(12) -0.523280 0.072261 -7.241560 0.0000
AR(13) 0.409866 0.051913 7.895252 0.0000
R-squared 0.938713     Mean dependent var 5.553814
Adjusted R-squared 0.937224     S.D. dependent var 6.330998
S.E. of regression 1.586242     Akaike info criterion 3.787268
Sum squared resid 724.6554     Schwarz criterion 3.887007
Log likelihood -552.5156     Hannan-Quinn criter. 3.827202
F-statistic 630.1766     Durbin-Watson stat 2.023470
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor.
Los coeficientes de dcred no son significativos al 95%. La regresión a pesar 
de tener un R-cuadrado de 93.72%, sin autocorrelación serial ni heterocedasticidad 
 ,6.2.9 ordauc le ne avresbo es omoc ,selamron nos on soudiser sus ,anugla
violándose un supuesto básico de toda regresión, pues al no ser estos normales, 
los coeficientes de la regresión no son confiables por su potencial volatilidad.   Esto 
técnicamente niega la relación entre las dos variables haciendo inútil la regresión. 
Parece que para el período entre enero de 1982 y septiembre de 2008 no hubo una 
relación estadísticamente significativa entre la oferta real de dinero y las tasas reales 
de interés, confirmando lo visto anteriormente en el cuadro 9.2.2 que muestra las 
bajísimas correlaciones entre la oferta de dinero y las tasas de crédito.  
Lo anterior lleva a pensar que la oferta real de dinero fue inelástica, tal 
como lo describe el modelo clásico sobre la oferta de dinero, una oferta de dinero 
exógenamente determinada por cualquier otra razón diferente del comportamiento 
de las tasas de créditos. En lo que respecta a la técnica econométrica queda claro que 
Johansen visualiza relaciones de muy largo plazo, pero, no capta las irregularidades 
de corto plazo entre las variables.
 Cuadro 9.2.6. Pruebas para residuos de MCO, dm3 y decred.
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.036546     Prob. F(2,286) 0.9641
Obs*R-squared 0.075628     Prob. Chi-Square(2) 0.9629
Heteroskedasticity Test: Breusch-Pagan-Godfrey
F-statistic 0.755818     Prob. F(2,293) 0.4705
Obs*R-squared 1.519276     Prob. Chi-Square(2) 0.4678
Scaled explained SS 2.816521     Prob. Chi-Square(2) 0.2446
Heteroskedasticity Test: ARCH
F-statistic 0.745416     Prob. F(1,293) 0.3886
















Std. Dev.   0.015673
Skewness   0.581477




Fuente: Cálculos del autor.
En conclusión, en los apartes 9.1 y 9.2 se ha visto que la oferta de dinero, período 
1980-2008, en términos nominales y reales, fue inelástica o insensible a cambios en 
las tasas de interés (similar al modelo clásico). Por otro lado, las tasas de interés 
nominales y reales, tampoco fueron determinadas por la oferta nominal y real de 
dinero, lo que permite sospechar que  las tasas de interés de crédito dependieron de 
otros factores tales como expectativas inflacionarias, tasas de intervención del Banco 
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de la República, tasas extranjeras, estructura oligopólica de la banca, la atadura de 
la UPAC a la DTF, la fijación de una tasa de interés alta con el fin de evitar la salidad 
de divisas del país, etc.  
El Monetarismo2 1923-2018
¿Habrá tenido la inflación colombiana causas monetaristas durante 1923 y 
2018? Los datos son anuales. Como oferta de dinero se tomó M1 (nominal) porque su 
definición no ha cambiado desde entonces mientras que las definiciones de M2 y M3 
si, ya que gradualmente han incluído nuevos títulos financieros. M1 se transformó en 
logartimos (lm1), igualmente se obtuvo el logaritmo del IPC, (lipc), correspondiente 
a cada año Estas dos series no son estacionarias y necesitaron una diferenciación 
logarítmic para lograr la estacionariedad: dm = lm1t – lm1t-1, similarmente, dp = lipct 
– lipct-1.  Recuérdese que para 1955 no había publicaciones de M3.   
El cuadro 9.3.1 muestra el resumen de las pruebas de Cointegración de Johansen 
entre dp y dm1, lo que evidencia relaciones entre las dos variables.
Cuadro 9.3.1. Cointegración de Johansen para dp y dm1 1923-2018
Sample: 1923 2018
Included observations: 90
Series: DP DM1 
Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 1 2 2 1 2
Max-Eig 1 2 2 1 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente:Cálculos del autor
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DP DM1
Fuente: Cálculos del autor.
 
 A continuación se presentan los resultados de 3 regresiones que indican que a 
paesar de los cambios en políticas económicas, la relación entre las dos variables es 
muy fuerte.
Período 1930-1990 (Proteccionismo)
Cuadro 9.3.3.  Dp y Dm. EGARCH (1,0,0)
Dependent Variable: DP
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample: 1930 1990
Included observations: 61
Convergence achieved after 27 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Variable Coefficient Std. Error z-Statistic Prob.  
C -8.471457 1.755538 -4.825561 0.0000
DM1(-1) 0.816244 0.077038 10.59538 0.0000
DM1(-2) 0.268427 0.099420 2.699938 0.0069
DM1(-3) 0.136094 0.072453 1.878385 0.0603
DM1(-4) 0.227988 0.076382 2.984855 0.0028
Variance Equation
C(6) 2.613584 0.415548 6.289481 0.0000
C(7) 1.559177 0.429362 3.631383 0.0003
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R-squared 0.666699     Mean dependent var 13.03604
Adjusted R-squared 0.642891     S.D. dependent var 15.23453
S.E. of regression 9.103935     Akaike info criterion 6.941465
Sum squared resid 4641.371     Schwarz criterion 7.183697
Log likelihood -204.7147     Hannan-Quinn criter. 7.036398
Durbin-Watson stat 2.248281
Fuente: Cálculos del autor.
 Las ecuaciones de la regresión son:
• DP t = -8.47 + 0.816*DM t-1 + 0.268*DM t-2 + 0.136 * DM t-3 +  0.228*DM t-4 
• Log (σ2) = 2.613+ 1.56*ABS (Ut-1/ σt-1)
Según esta regresión, a lo largo del período, el incremento anual del 1% en la 
tasa de crecimiento de la oferta de dinero dm1, produjo un aumento acumulado 
durante cuatro años en promedio, de la inflación en 1.45% (suma de los coeficientes) 
aproximadamente. Los signos de los coeficientes son positivos. 
Los demás estadísticos de la regresión cumplen con los supuestos teóricos: 
no hay autocorrrelación serial. El cuadro 9.3.4 muestra que se ha logrado la 
homocedasticidad arch con un 77.87% de probabilidad, finalmente, los residuos 
tienen 68.9% de probabilidad de conformar una distribución normal de acuerdo al 
Jarque-Bera (Curtosis muy cercana a 2.5 y asimetría bastante cercana a cero).















Std. Dev.   0.995111
Skewness  -0.113412




F-statistic 0.079680     Prob. F(1,58) 0.7787
Obs*R-squared 0.082314     Prob. Chi-Square(1) 0.7742
Fuente: Cálculos del autor.
Período 1990-2018 (Apertura)
Cuadro 9.3.5.  Dp y Dm. EGARCH (1,1,0)
Dependent Variable: DP
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Date: 03/11/19   Time: 16:08
Sample: 1990 2018
Included observations: 29
Failure to improve likelihood (non-zero gradients) after 76 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(8) + C(9)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(10)
        *LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C -7.333160 0.969703 -7.562274 0.0000
DM1(-1) 0.161065 0.018801 8.567000 0.0000
DM1(-2) 0.173794 0.021934 7.923586 0.0000
DM1(-3) 0.237187 0.031265 7.586400 0.0000
DM1(-4) 0.252774 0.020048 12.60834 0.0000
DM1(-5) 0.206455 0.023433 8.810594 0.0000
AR(1) 0.657348 0.001178 558.1899 0.0000
Variance Equation
C(8) 1.907681 0.000377 5064.719 0.0000
C(9) -1.781463 0.108372 -16.43836 0.0000
C(10) 0.470078 0.067482 6.965992 0.0000
R-squared 0.935359     Mean dependent var 10.65495
Adjusted R-squared 0.917730     S.D. dependent var 8.859793
S.E. of regression 2.541237     Akaike info criterion 4.203850
Sum squared resid 142.0735     Schwarz criterion 4.675331
Log likelihood -50.95582     Hannan-Quinn criter. 4.351512
Durbin-Watson stat 1.887927
Fuente: Cálculos del autor
• DP t = -7.33 + 0.161*DM t-1 + 0.173*DM t-2 + 0.237 * DM t-3 +  0.252*DM t-4 
+ 0.206* DM t-5 + 0.657*U t-1
• Log (σ2) = 1.907 – 1.781*ABS (Ut-1/ σt-1) + 0.470 * Log (σ
2 ) t-1
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R-squared 0.666699     Mean dependent var 13.03604
Adjusted R-squared 0.642891     S.D. dependent var 15.23453
S.E. of regression 9.103935     Akaike info criterion 6.941465
Sum squared resid 4641.371     Schwarz criterion 7.183697
Log likelihood -204.7147     Hannan-Quinn criter. 7.036398
Durbin-Watson stat 2.248281
Fuente: Cálculos del autor.
 Las ecuaciones de la regresión son:
• DP t = -8.47 + 0.816*DM t-1 + 0.268*DM t-2 + 0.136 * DM t-3 +  0.228*DM t-4 
• Log (σ2) = 2.613+ 1.56*ABS (Ut-1/ σt-1)
Según esta regresión, a lo largo del período, el incremento anual del 1% en la 
tasa de crecimiento de la oferta de dinero dm1, produjo un aumento acumulado 
durante cuatro años en promedio, de la inflación en 1.45% (suma de los coeficientes) 
aproximadamente. Los signos de los coeficientes son positivos. 
Los demás estadísticos de la regresión cumplen con los supuestos teóricos: 
no hay autocorrrelación serial. El cuadro 9.3.4 muestra que se ha logrado la 
homocedasticidad arch con un 77.87% de probabilidad, finalmente, los residuos 
tienen 68.9% de probabilidad de conformar una distribución normal de acuerdo al 
Jarque-Bera (Curtosis muy cercana a 2.5 y asimetría bastante cercana a cero).
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F-statistic 0.079680     Prob. F(1,58) 0.7787
Obs*R-squared 0.082314     Prob. Chi-Square(1) 0.7742
Fuente: Cálculos del autor.
Período 1990-2018 (Apertura)
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Durante la apertura la relación se ha mantenido: el incremento anual del 1% en 
la tasa de crecimiento de la oferta de dinero dm1, produjo un aumento acumulado 
durante cinco años en promedio, de la inflación en 1.03% (suma de los coeficientes) 
aproximadamente. Los signos de los coeficientes son positivos.












Mean       0.045366
Median   0.000346
Maximum  2.854922
Minimum -2.121627
Std. Dev.   1.244969
Skewness   0.321344




F-statistic 0.326199     Prob. F(1,26) 0.5728
Obs*R-squared 0.346939     Prob. Chi-Square(1) 0.5559
Fuente: Cálculos del autor.
Los demás estadísticos de la regresión cumplen con los supuestos teóricos: no 
hay autocorrrelación serial. El cuadro 9.3.6 muestra la homocedasticidad arch con un 
58.65% de probabilidad: los residuos tienen 58.65% de probabilidad de distribución 
normal de acuerdo al Jarque-Bera (Curtosis muy cercana a 2.3 y asimetría bastante 
cercana a cero).
La regresión anterior pone de manifiesto que la inflación en Colombia si ha sido 
esencialmente un problema monetario en el corto y largo plazo. Lo anterior justifica 
que el Banco de la República vigile por el  cumplimiento de las metas inflacionarias 
(exigido por  la Constitución) 3 y 4. Obviamente, la lucha contra la inflación requiere 
complementar el control monetario con programas por el lado de la oferta agregada. 
Se debe entender entonces que su labor de control monetario para luchar contra la 
inflación se da en forma preventiva.
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Durante la apertura la relación se ha mantenido: el incremento anual del 1% en 
la tasa de crecimiento de la oferta de dinero dm1, produjo un aumento acumulado 
durante cinco años en promedio, de la inflación en 1.03% (suma de los coeficientes) 
aproximadamente. Los signos de los coeficientes son positivos.
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Los demás estadísticos de la regresión cumplen con los supuestos teóricos: no 
hay autocorrrelación serial. El cuadro 9.3.6 muestra la homocedasticidad arch con un 
58.65% de probabilidad: los residuos tienen 58.65% de probabilidad de distribución 
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La regresión anterior pone de manifiesto que la inflación en Colombia si ha sido 
esencialmente un problema monetario en el corto y largo plazo. Lo anterior justifica 
que el Banco de la República vigile por el  cumplimiento de las metas inflacionarias 
(exigido por  la Constitución) 3 y 4. Obviamente, la lucha contra la inflación requiere 
complementar el control monetario con programas por el lado de la oferta agregada. 
Se debe entender entonces que su labor de control monetario para luchar contra la 
inflación se da en forma preventiva.
9.4. La demanda de dinero Keynesiana 5, 1925-2007 y 1990-
2018 (datos anuales)
La teoría keynesiana de la demanda de dinero establece que la demanda de 
saldos reales (o dicho de otra forma, la demanda de efectivo o liquidez, en términos 
reales o deflactado) depende directamente del nivel de ingreso (demanda motivo 
transacción y precaución) e inversamente de las tasas de interés (demanda motivo 
especulación). Esto se puede representar en la ecuación:
Md = k(y) – h(i), donde Md es la demanda de dinero; Y, es el nivel de ingreso; 
i, representa a las tasas de interés.
Las variables a usar en esta sección ya han sido estudiadas con anterioridad por 
lo que se sabe que todas son estacionarias, sin embargo en el cuadro 9.4.2 resume los 
resultados de la prueba ERS las cuales corroboraron la estacionariedad de todas las 
series para el  período 1925-2007. Las series se construyeron así:
• dyr = primera diferencia o cambio en la tasa de crecimiento del pib real 
colombiano.
• ddepo = primera diferencia o cambio en la tasa real de depósitos.
• dm1 = primera diferencia logarítmica de la oferta real de dinero M1
• dm2 = primera diferencia logarítmica de la oferta real de dinero M2 
 El cuadro 9.4.1 muestra las correlaciones entre las variables. Nótese que usar 
dm1 o dm2 es indiferente dada la altísima correlación; la correlación inversa entre 
ddepo y dyr.
Cuadro 9.4.1. Correlaciones entre dyr, dm1, dm2 y ddepo. 1925-2007.
dyr dm2 dm1 ddepo
dyr  1.000000  0.304250  0.375655 -0.141169
dm2  0.304250  1.000000  0.914897  0.302683
dm1  0.375655  0.914897  1.000000  0.208910
ddepo -0.141169  0.302683  0.208910  1.000000
Fuente: Cálculos del autor.
Para escoger entre dm1 y dm2 se usó la prueba de Granger, cuadro 9.4.3: hay 
causalidad bidireccional entre dyr y dm1 como también entre dyr y dm2 pero  el 
conjunto dyr-dm1 presenta mejores resultados aunque la diferencia es muy pequeña, 
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así que de ahora en adelante se sigue trabajando con dm1. La prueba de Johansen, 
cuadro 9.4.4,  también es positiva pues muestra la existencia de dos vectores de 
cointegración entre dyr y dm1. 
El objetivo fue construir  una  curva de demanda de dinero para 1925-2007. 
Cayendo en cuenta que desde la década de los 1920s  hasta finales de los 1960s 
las tasas de depósitos permanecieron fijas durante varios intervalos, se usó una 
dicotómica (serie d1 en archivo) con punto de quiebre en 1967 (0 para 1925-67; 1 para 
1968-2007) pero no resultó significativa. No se pudo construir una regresión válida 
para 1925-1967 por lo que se trató una para 1968-2007 detallada en el cuadro 9.4.5. 
La variable dependiente es dm1 en función de dyr y ddepo. La regresión presentó 
una varianza condicional tipo EGARCH(1,1,0). La ecuación de demanda de dinero 
para 1968-2007 es entonces:
• DM1 t = 2.628  + 2.122*DYR t – 0.2047*DDEPO t  - 0.1409*DDEPO t-4 
• Log σ2 t   = 4.166  + 1.306*ABS(Ut-1/σ t-1) – 0.716*log σ
2 t-1
La ecuación de demanda cumple los requisitos teóricos: signo positivo para la 
variable del ingreso real (a mayor ingreso mayor demanda por liquidez real o saldos 
reales)  y signo negativo para la tasa real de interés para depósitos (a mayor tasa de 
interés, mayor es el costo de oportunidad de tener efectivo por  lo tanto se reduce la 
tenencia de saldos reales, es decir, se demanda menos dinero o efectivo o liquidez).









dm2 Intercepto y Ten-
dencia
2.5063 I(0) 





Fuente: cálculos del autor.
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así que de ahora en adelante se sigue trabajando con dm1. La prueba de Johansen, 
cuadro 9.4.4,  también es positiva pues muestra la existencia de dos vectores de 
cointegración entre dyr y dm1. 
El objetivo fue construir  una  curva de demanda de dinero para 1925-2007. 
Cayendo en cuenta que desde la década de los 1920s  hasta finales de los 1960s 
las tasas de depósitos permanecieron fijas durante varios intervalos, se usó una 
dicotómica (serie d1 en archivo) con punto de quiebre en 1967 (0 para 1925-67; 1 para 
1968-2007) pero no resultó significativa. No se pudo construir una regresión válida 
para 1925-1967 por lo que se trató una para 1968-2007 detallada en el cuadro 9.4.5. 
La variable dependiente es dm1 en función de dyr y ddepo. La regresión presentó 
una varianza condicional tipo EGARCH(1,1,0). La ecuación de demanda de dinero 
para 1968-2007 es entonces:
• DM1 t = 2.628  + 2.122*DYR t – 0.2047*DDEPO t  - 0.1409*DDEPO t-4 
• Log σ2 t   = 4.166  + 1.306*ABS(Ut-1/σ t-1) – 0.716*log σ
2 t-1
La ecuación de demanda cumple los requisitos teóricos: signo positivo para la 
variable del ingreso real (a mayor ingreso mayor demanda por liquidez real o saldos 
reales)  y signo negativo para la tasa real de interés para depósitos (a mayor tasa de 
interés, mayor es el costo de oportunidad de tener efectivo por  lo tanto se reduce la 
tenencia de saldos reales, es decir, se demanda menos dinero o efectivo o liquidez).
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Fuente: cálculos del autor.
Cuadro 9.4.3. Prueba de Granger para DM1, DM2 y DYR.
Pairwise Granger Causality Tests. Sample 1925-2007. Lags:3
 Null Hypothesis: Obs F-Statistic Prob. 
 DYR does not Granger Cause DM1  78  5.94271 0.0011
 DM1 does not Granger Cause DYR  6.41115 0.0007
 DYR does not Granger Cause DM2  74  5.19156 0.0028
 DM2 does not Granger Cause DYR  3.31373 0.0251
Cuadro 9.4.4. Prueba de Johansen para DM1 y DYR.
Sample: 1925 2007. Included observations: 78
Series: DM1 DYR. Lags interval: 1 to 2
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
Cuadro 9.4.5. Demanda de Dinero. 1925-2007. EGARCH (1,1,0)
Dependent Variable: DM1
Method: ML - ARCH (Marquardt) - Normal distribution
Sample: 1968 2007
Included observations: 40
Convergence achieved after 28 iterations
Bollerslev-Wooldridge robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(7)
        *LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 2.628644 0.236792 11.10106 0.0000
DYR 2.122462 0.088427 24.00244 0.0000
DDEPO -0.204708 0.088354 -2.316904 0.0205
DDEPO(-4) -0.140885 0.035493 -3.969339 0.0001
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Variance Equation
C(5) 4.166168 0.521747 7.985037 0.0000
C(6) 1.306515 0.537791 2.429412 0.0151
C(7) -0.716382 0.101666 -7.046394 0.0000
R-squared 0.310274     Mean dependent var 4.067705
Adjusted R-squared 0.252797     S.D. dependent var 6.599410
S.E. of regression 5.704591     Akaike info criterion 6.037212
Sum squared resid 1171.525     Schwarz criterion 6.332766
Log likelihood -113.7442     Hannan-Quinn criter. 6.144075
Durbin-Watson stat 2.436616
Fuente: Cálculos del autor.
Las variables explicativa dyr es corriente: un cambio del 1% en el nivel de ingreso 
real (pib real) produjo un incremento en la demanda por efectivo real de 2.12% anual. 
Simultáneamente,  un incremento del 1% en la tasa de depósito real actual redujo la 
demanda por efectivo real en 0.204% anual para el mismo año. También hay efectos 
rezagados de 4 años en los incrementos de la tasa; la suma de los dos coeficientes 
ddepo significa que el incremento del 1% en la tasa redujo la demanda de efectivo 
en 0.35% aproximadamente en el lapso de 4 años. El R-cuadrado ajustado, 25.28%, al 
ser bajo delata la existencia de otras variables que también alteraron la demanda por 
liquidez que no son generalmente desarrolladas en nuestra teoría macroeconómica 
y que pueden explicar el restante 74.72%.  El cuadro 9.4.6, muestra que los residuos 
de la regresión aceptan las hipótesis nulas (homocedasticidad) de las pruebas de 
heterocedasticidad arch  en un 36.7% y el resultado de la prueba de Jarque-Bera 
que mide en un 44.66% la probabilidad de que los residuos tengan una distribución 
normal. 
Sintetizando, se ha logrado demostrar la existencia y funcionamiento de 
la esencia de la curva de demanda de dinero keynesiana; la justificación del bajo 
R-cuadrado puede deberse a la baja bancarización de la población colombiana, es 
decir, que  al no tener depósitos bancarios, los cambios en la tasa de depósitos real 
no afectan sus decisiones de liquidez. 
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Cuadro 9.4.6. Heterocedasticidad ARCH y normalidad de residuos de la 
demanda de dinero
Heteroskedasticity Test: ARCH
F-statistic 0.834353     Prob. F(1,37) 0.3669














Mean       0.238855
Median   0.289553
Maximum  1.627906
Minimum -2.226560
Std. Dev.   0.900964
Skewness  -0.491009
Kurtosis   3.054615
Jarque-Bera  1.612239
Probability  0.446588
Fuente: Cálculos del autor.
Período 1990-2018
La mejor regresión fue una EGARCH (1,1,1). El incremento del 1% en el nivel de 
ingreso, representado en el crecimiento de la tasa del pib real, produce un aumento en 
la demanda por saldos reales de 0.24% con rezagos de dos y tres años y el crecimiento 
de la tasa de depósitos reales tiene signo negativo como lo afirma la teoría.




Failure to improve likelihood (non-zero gradients) after 113 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C -8.801385 0.469360 -18.75189 0.0000
DDEPO(-3) -0.035447 0.004506 -7.867111 0.0000
DYR(-2) 0.041001 0.009714 4.220651 0.0000
DYR(-3) 0.202278 0.014898 13.57736 0.0000
AR(1) 0.928058 0.001363 680.6881 0.0000
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Variance Equation
C(6) 2.124192 4.2E-103 5.1E+102 0.0000
C(7) -2.057149 0.007761 -265.0614 0.0000
C(8) -1.432919 0.022161 -64.66044 0.0000
C(9) 0.378140 0.030290 12.48404 0.0000
R-squared 0.903681     Mean dependent var -8.971450
Adjusted R-squared 0.887628     S.D. dependent var 6.765915
S.E. of regression 2.268070     Akaike info criterion 3.388696
Sum squared resid 123.4594     Schwarz criterion 3.813029
Log likelihood -40.13609     Hannan-Quinn criter. 3.521592
Durbin-Watson stat 2.110734
Fuente: Cálculos del autor
• DM1R t = -8.80 + 0.041*DYR t-2  – 0.202*DDEPO t-3  - 0.035*DDEPO t-3
• Log σ2 t  = 2.124 - 2.057*ABS(Ut-1/σ t-1) + 0.378*log σ
2
t-1 - 1.43*(Ut-1/σ t-1)
 La regresión es explicada en un 88.76%. Los residuos tienen distribución 
normal co una probabilidad de 63.97%  y son homocedásticos tipo ARCH













Mean       0.300507
Median   0.496759
Maximum  2.439340
Minimum -2.381140
Std. Dev.   1.276102
Skewness  -0.255647




F-statistic 1.186247     Prob. F(1,26) 0.2861
Obs*R-squared 1.221754     Prob. Chi-Square(1) 0.2690
Fuente: Cálculos del autor
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Variance Equation
C(6) 2.124192 4.2E-103 5.1E+102 0.0000
C(7) -2.057149 0.007761 -265.0614 0.0000
C(8) -1.432919 0.022161 -64.66044 0.0000
C(9) 0.378140 0.030290 12.48404 0.0000
R-squared 0.903681     Mean dependent var -8.971450
Adjusted R-squared 0.887628     S.D. dependent var 6.765915
S.E. of regression 2.268070     Akaike info criterion 3.388696
Sum squared resid 123.4594     Schwarz criterion 3.813029
Log likelihood -40.13609     Hannan-Quinn criter. 3.521592
Durbin-Watson stat 2.110734
Fuente: Cálculos del autor
• DM1R t = -8.80 + 0.041*DYR t-2  – 0.202*DDEPO t-3  - 0.035*DDEPO t-3
• Log σ2 t  = 2.124 - 2.057*ABS(Ut-1/σ t-1) + 0.378*log σ
2
t-1 - 1.43*(Ut-1/σ t-1)
 La regresión es explicada en un 88.76%. Los residuos tienen distribución 
normal co una probabilidad de 63.97%  y son homocedásticos tipo ARCH













Mean       0.300507
Median   0.496759
Maximum  2.439340
Minimum -2.381140
Std. Dev.   1.276102
Skewness  -0.255647




F-statistic 1.186247     Prob. F(1,26) 0.2861
Obs*R-squared 1.221754     Prob. Chi-Square(1) 0.2690
Fuente: Cálculos del autor
9.5. El impacto de la oferta real de dinero sobre el pib real 
colombiano, 1968-2007 y 1990-2018
Basándose en el punto anterior, si se corre la regresión en sentido opuesto; 
dyr como variable dependiente y dm1 (diferencia logarítmica de M1 deflactada) 
como variable explicativa se  podría medir el impacto que la oferta  de dinero tuvo 
en el crecimiento del pib real. A veces se dice que hay que “inyectar” dinero para 
que la economía crezca. Se corrieron regresiones para 1925-1967 y para 1925-2007 
con dicotómica incluída la cual no fue significativa, además, las regresiones no 
presentaron residuos con distribución normal. La obtenida para 1968-2007 dio una 
MCO con resultados satisfactorios:
• DYR t = - 0.935 + 0.1440*DM1 t + 0.1007*DM1 t-1   - 0.507*U
 
t – 1
Los coeficientes de dm1t   y dm1t-1  (suman 0.2447) dan a entender que un 
incremento del 1% en la oferta de dinero, tanto en el año actual como en el año 
anterior, hicieron que la variación de la tasa de crecimiento, dyr, aumentara en 
un 0.2447.  El R-cuadrado ajustado es del 52.28%, DW de 2.21 indica que no hay 
autocorrelación serial; prueba F aceptable pues se acepta la hipótesis alternativa en 
100%.   





Convergence achieved after 14 iterations
White heteroskedasticity-consistent standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C -0.935141 0.271498 -3.444374 0.0015
DM1 0.1440041 4.613428 3.121412 0.0035
DM1(-1) 0.1007596 5.310851 1.897240 0.0658
AR(1) -0.506893 0.113635 -4.460695 0.0001
R-squared 0.559513     Mean dependent var 0.096628
Adjusted R-squared 0.522805     S.D. dependent var 2.247301
S.E. of regression 1.552419     Akaike info criterion 3.812145
Sum squared resid 86.76019     Schwarz criterion 3.981033
Log likelihood -72.24291     Hannan-Quinn criter. 3.873210
F-statistic 15.24255     Durbin-Watson stat 2.219794
Prob(F-statistic) 0.000001
Fuente: Cálculos del autor.
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Cuadro 9.5.2. Pruebas para residuos MCO.
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.848997     Prob. F(2,34) 0.4367
Obs*R-squared 1.902622     Prob. Chi-Square(2) 0.3862
Heteroskedasticity Test: White
F-statistic 1.387761     Prob. F(9,30) 0.2373
Obs*R-squared 11.75796     Prob. Chi-Square(9) 0.2273
Scaled explained SS 9.128025     Prob. Chi-Square(9) 0.4255



















Std. Dev.   1.491516
Skewness   0.170000
Kurtosis   2.916857
Jarque-Bera  0.204187
Probability  0.902945
Fuente: Cálculos del autor.
El cuadro 9.5.2 muestra que no hay autocorrelación en un 43.67% y 
homocedasticidad (White) en 23.73%. Cuadro 9.5.3, según el Jarque-Bera, los 
residuos tienen un 90.29% de probabilidad de distribución normal. 
La regresión o modelo anterior deja visualizar que  el crecimiento de la oferta de 
dinero si produjo un impacto sobre el crecimiento del pib real, pero no directamente 
sino a través de otras variables, por ejemplo, el aumento de la oferta de dinero alteró 
el crédito y este a la producción; igualmente pudo haber generado crédito para 
las exportaciones y estas impulsaron la producción.  Recuérdese que no hay una 
fórmula en la teoría macroeconómica que plantee el pib real en función de la oferta 
de dinero, por lo tanto cuando se dice que se debe inyectar dinero o aumentar la 
liquidez de la economía,  se piensa en los mecanismos de distribución por medio de 
los cuales el dinero estimula el pib real a través de otras variables. 
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Perídodo 1990-2018
Para este ejemplo dm1 es la variable nominal. 





Variable Std. Error t-Statistic Prob. 
C -2.011876 0.831336 -2.420052 0.0225
DM1 0.1325869 4.877061 2.718581 0.0113
R-squared 0.214904    Mean dependent var -0.024624
Adjusted R-squared 0.185826    S.D. dependent var 2.363082
S.E. of regression 2.132247    Akaike info criterion 4.418701
Sum squared resid 122.7548    Schwarz criterion 4.512998
Log likelihood -62.07117    Hannan-Quinn criter. 4.448234
F-statistic 7.390682    Durbin-Watson stat 2.496556
Prob(F-statistic) 0.011315
Fuente: Cálculos del autor
El incremento de la oferta de dinero nominal, dm1, en 1%, produce un impacto 
del 0.132% en el crecimiento de la tasa del pib real con un año de rezago, fenómeno 
explicado en el 21,49%. Esto corrobora que la oferta nominal si afecta las variables 
reales, es decir, el dinero no es neutral ni superneutral. 












Mean      -2.76e-16
Median   0.036129
Maximum  5.570773
Minimum -5.392168
Std. Dev.   2.093825
Skewness  -0.240247
Kurtosis   4.463158
Jarque-Bera  2.865812
Probability  0.238614
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Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.283946     Prob. F(2,25) 0.2946
Obs*R-squared 2.701289     Prob. Chi-Square(2) 0.2591
Heteroskedasticity Test: White
F-statistic 1.697740     Prob. F(2,26) 0.2028
Obs*R-squared 3.349798     Prob. Chi-Square(2) 0.1873
Scaled explained SS 5.027968     Prob. Chi-Square(2) 0.0809
Fuente: cálculos del autor
El cuadro 9.5.5 resume las pruebas que demustran que los residuos de la 
regresión MCO cumplen los supuestos
9.6. La Regla de Taylor 6. Colombia 2002-2010 y 2001-2018
Este tema no corresponde a la macroeconomía colombiana del siglo XX pues 
la aplicación de esta regla se ha dado a partir del año 2000, sin embargo, da la 
oportunidad para hacer un ejercicio econométrico que muestra como el Banco de 
la República ha manejado la política monetaria durante esta década.  Dado que la 
constitución de 1991 exige que el control de la inflación por parte del banco, este 
ha decidido imponer metas inflacionarias por medio de herramientas como la tasa 
de interés que cobra a las entidades financieras cuando éstas solicitan créditos. 
Se sabe que, ante incrementos en la inflación, ya sea por el lado de la demanda u 
oferta, lo técnicamente conveniente es incrementar las tasas de interés para que se 
frene el crecimiento del pib real, es decir, si el banco eleva los intereses a los bancos 
comerciales, estos a su vez elevarán las tasas de crédito a los clientes, frenando el 
consumo e inversión y por consiguiente la tasa de inflación.   La regla de Taylor se 
basa en la siguiente fórmula 7
donde, 
• it es la tasa de interés nominal de corto plazo que el Banco de la República 
coloca como meta para cobrar a entidades financieras. De la web del Banco 
se copia textualmente “El principal mecanismo de intervención de política 
monetaria usado por el Banco de la República para afectar la cantidad de 
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Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.283946     Prob. F(2,25) 0.2946
Obs*R-squared 2.701289     Prob. Chi-Square(2) 0.2591
Heteroskedasticity Test: White
F-statistic 1.697740     Prob. F(2,26) 0.2028
Obs*R-squared 3.349798     Prob. Chi-Square(2) 0.1873
Scaled explained SS 5.027968     Prob. Chi-Square(2) 0.0809
Fuente: cálculos del autor
El cuadro 9.5.5 resume las pruebas que demustran que los residuos de la 
regresión MCO cumplen los supuestos
9.6. La Regla de Taylor 6. Colombia 2002-2010 y 2001-2018
Este tema no corresponde a la macroeconomía colombiana del siglo XX pues 
la aplicación de esta regla se ha dado a partir del año 2000, sin embargo, da la 
oportunidad para hacer un ejercicio econométrico que muestra como el Banco de 
la República ha manejado la política monetaria durante esta década.  Dado que la 
constitución de 1991 exige que el control de la inflación por parte del banco, este 
ha decidido imponer metas inflacionarias por medio de herramientas como la tasa 
de interés que cobra a las entidades financieras cuando éstas solicitan créditos. 
Se sabe que, ante incrementos en la inflación, ya sea por el lado de la demanda u 
oferta, lo técnicamente conveniente es incrementar las tasas de interés para que se 
frene el crecimiento del pib real, es decir, si el banco eleva los intereses a los bancos 
comerciales, estos a su vez elevarán las tasas de crédito a los clientes, frenando el 
consumo e inversión y por consiguiente la tasa de inflación.   La regla de Taylor se 
basa en la siguiente fórmula 7
donde, 
• it es la tasa de interés nominal de corto plazo que el Banco de la República 
coloca como meta para cobrar a entidades financieras. De la web del Banco 
se copia textualmente “El principal mecanismo de intervención de política 
monetaria usado por el Banco de la República para afectar la cantidad de 
dinero que circula en la economía, consiste en modificar la tasa de interés 
mínima que cobra a las entidades financieras por los préstamos que les 
hace, o la tasa de interés máxima que paga por recibirles dinero sobrante. 
Estas operaciones, también conocidas como OMA (operaciones de mercado 
abierto) se hacen a plazos muy cortos (a 1, 7 y 14 días). Los préstamos se 
otorgan en sesiones denominadas “subastas de expansión” y los recursos 
sobrantes se reciben en sesiones denominadas “subastas de contracción”, 
aunque estas últimas generalmente ocurren con mucha menor frecuencia. 
Se denomina tasa de intervención de política monetaria del Banco de la República 
a la tasa mínima de las subastas de expansión monetaria a un día. Las decisiones 
de modificación de esta tasa de intervención tienen usualmente vigencia a 
partir del día hábil siguiente a la sesión de la Junta Directiva.”
• *t: la tasa deseada de inflación o meta de inflación del Banco de la 
República.
• r*t: la tasa de interés real de equilibrio
• (  t – *): la brecha inflacionaria o diferencia entre la tasa de inflación 
existente y  la meta
• (y t – y*): la brecha del pib real o diferencia entre la tasa de crecimiento del 
pib real y del pib potencial.
Los coeficientes de la fórmula indican los siguientes aspectos en el manejo de 
la política monetaria:
1. Si a= 0 (cero), el banco solo reacciona a cambios en el pib real. 
2. Si b= 0, el banco solo reacciona ante cambios en la inflación.
3. Tanto a como b, deben ser positivos.
4. Si a > 0, un incremento de la inflación por mas de 1% debería llevar al 
banco a elevar la tasa de interés nominal por mas de 1%, específicamente, 
1+a, la suma de los coeficientes de  en la ecuación.
5. Si b > 0, la tasa de interés nominal debería aumentar en la misma proporción 
de b.
6. Note que, de acuerdo a la estructura de la fórmula, es mayor el peso de la 
brecha inflacionaria que la brecha del pib real. Lo importante es que a > b. 
Varios autores colombianos 8,9,10 han publicado sobre la aplicación de esta norma 
al caso colombiano; Giraldo8 por ejemplo, concluye que el Banco de la República 
reacciona a cambios en la inflación y no a la brecha del pib real. Es importante aclarar 
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que los estudios aplicados a esta fórmula incluyen el uso de herramientas complejas 
como el Filtro de Kalman y el filtro de Hodrick-Prescott (que no se enseñan en cursos 
básicos de econometría). Otro problema que presenta la fórmula es la consecución 
de estadísticas sobre el pib potencial (y*), problema que se “soluciona” con los 
filtros mencionados; de todos modos, la medición del pib potencial no deja de ser 
imprecisa.  Se propone hacer una transformación a la fórmula que nos permita 
hacer una regresión como las anteriores con el fin de obtener en esencia los mismos 
resultados (o parecidos).  Partiendo de:
Con base en ejercicios hechos anteriormente, tales como los del consumo 
permanente e inversión planeada, se sabe que las variables “esperadas” no son 
observables y después de repetidas sustituciones podemos terminar reemplazándolas 
por valores rezagados, es decir, i*t = it-1; * =  t-1; y* = yt-1, entonces,
• (i t -  it-1) = a (  t –  t-1) + b (y t – yt-1), lo que equivale a cambios en cada 
variable y finalmente se llega a la forma final:
• dit = a (dpt) + b (dyt) 
Se construyeron regresiones para esta ecuación para probar si los cambios en 
la tasa nominal de intervención del banco han estado supeditados a cambios en la 
brecha inflacionaria y brecha del pib real. Para la tasa de interés meta del banco, se 
tomó la tasa de intervención como también la tasa interbancaria. El cambio de la tasa 
interbancaria es “dib”; el cambio de la tasa de intervención es “di”. 
Los agentes  participantes en el mercado financiero colombiano (comisionistas 
de bolsa y corredores de mesas de dinero)  saben que la tasa de intervención 
permanece fija hasta que la junta directiva del banco decida cambiarla o sea que 
los cambios son en períodos irregulares mientras que la tasa interbancaria cambia 
todos los días (y a lo largo del mismo día) con base en la tasa de intervención y el 
juego de oferta y demanda, hecho corroborado por la alta correlación (0.99) entre 
di y dib presentada en el cuadro 9.6.1.  Se tomaron los datos de la web del Banco 
de la República (inflación anual, tasa interbancaria, tasa de intervención y pib real 
trimestral anualizado) correspondientes al final de trimestre para el período 2002-
2010. 
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 Cuadro 9.6.1. Correlaciones entre di, dib, dp, dyr.
di dib dp dyr
di  1.000000  0.994572  0.796022  0.101071
dib  0.994572  1.000000  0.777306  0.125644
dp  0.796022  0.777306  1.000000 -0.186932
dg  0.101071  0.125644 -0.186932  1.000000
Fuente: Cálculos del autor. 
Se corrieron varias regresiones con la tasa de intervención y la tasa interbancaria 
y la mejor correspondió a la interbancaria con un EGARCH(2,1,1) que se muestra en 
el cuadro 9.6.2. La ecuación es: 
• DIB t = 0.31 + 0.62DP t + 0.48DP t-1 + 0.035DP t-4 + 0.38DYR t + 0.14DYR t-1 + 
0.16DYR t-4
• Log σ2 t   = -5.04 + 1.38*ABS(U t-1/σ t-1) + 2.29* ABS(U t-2/σ t-2) 
                              – 1.67*(U t-1/σ t-1) - 0.79*log σ2 t-1
Todos los coeficientes de la primera ecuación son positivos. La suma de los 
coeficientes de dp es 1.1492 (0.6295 + 0.4846 + 0.0351 = 1.1492); la suma de los 
coeficientes de dyr  es 0.6845 (0.3845 + 0.1593 + 0.1407= 0.6845). Se observa que 
la suma de los coeficientes de dp es mayor que uno y mayor que la de dyr, los 
cuales son requisitos planteados por la fórmula original.  Los resultados de la 
regresión son válidos dada la calidad de los estadísticos (R-cuadrado ajustado 
del 86.25%) y del hecho de que los residuos no tienen autocorrelación serial, son 
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La regresión también detectó la fuerte volatilidad en el proceso de ajuste de la tasa 
de intervención expresada en la ecuación de la varianza condicional de los residuos. 
Llama la atención que tanto dp y dyr pertenecen a los mismos trimestres: el actual, 
el pasado y el de un año atrás.
Lo anterior evidencia que los cambios en la tasa de intervención del Banco de 
la República (o interbancaria) depende tanto de los cambios en la tasa de inflación 
como de los cambios en el pib real. Así la transformación planteada difiera de la 
fórmula original, es evidente que no se puede ignorar la significancia de la variación 
del pib real como factor determinante de la tasa de intervención.  Esta afirmación 
difiere de lo  planteado por algunos de los investigadores referenciados que solo 
encontraron significativa el comportamiento inflacionario. Ahora, la única forma de 
acabar con el debate es que la junta directiva del banco nos diga de una vez como 
lo hace.
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Cuadro 9.6.2. EGARCH(2,1,1). Regla de Taylor con tasa interbancaria. 2002T1-2010T4.
Dependent Variable: DIB (cambio tasa interbancaria)
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 9 36
Included observations: 28 after adjustments
Convergence achieved after 54 iterations
Bollerslev-Wooldridge robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(8) + C(9)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(10)
        *ABS(RESID(-2)/@SQRT(GARCH(-2))) + C(11)*RESID(-1)
        /@SQRT(GARCH(-1)) + C(12)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.310377 0.043212 7.182741 0.0000
DP 0.629504 0.027199 23.14422 0.0000
DYR 0.384535 0.011899 32.31686 0.0000
DYR(-4) 0.159366 0.007983 19.96396 0.0000
DP(-1) 0.484678 0.040079 12.09316 0.0000
DYR(-1) 0.140714 0.013946 10.08965 0.0000
DP(-4) 0.035158 0.018323 1.918795 0.0550
Variance Equation
C(8) -5.045339 0.696367 -7.245231 0.0000
C(9) 1.383215 0.403759 3.425842 0.0006
C(10) 2.298713 0.907824 2.532113 0.0113
C(11) -1.678409 0.239974 -6.994141 0.0000
C(12) -0.791059 0.050391 -15.69836 0.0000
R-squared 0.893093     Mean dependent var -0.565357
Adjusted R-squared 0.862549     S.D. dependent var 2.287437
S.E. of regression 0.848054     Akaike info criterion 2.332467
Sum squared resid 15.10311     Schwarz criterion 2.903412
Log likelihood -20.65454     Hannan-Quinn criter. 2.507010
Durbin-Watson stat 1.451271
Fuente: Cálculos del autor
En conclusion, este análisis ha servido para demostrar como el Banco de la 
República manipula las herramientas a su disposición, tasa de intervención, con tal 
de controlar la inflación y al mismo tiempo permitir unas condiciones que estimulen 
un crecimiento estable, sin embargo, su política monetaria no ha tenido efecto sobre 
los niveles que alcanzan las tasas de crédito como se demostró en los ejemplos 
anteriores.
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Cuadro 9.6.3.  Residuos de EGARCH. 2002T1-2010T4.
Heteroskedasticity Test: ARCH
F-statistic 0.109659     Prob. F(1,25) 0.7433

















Std. Dev.   0.950807
Skewness   0.193046
Kurtosis   1.904118
Jarque-Bera  1.575027
Probability  0.454975
Fuente: Cálculos del autor.
Cuadro 9.6.4. EGARCH(1,0,0). Regla de Taylor con tasa interbancaria. 2001T1-2018T4.
Dependent Variable: DIB
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample (adjusted): 17 72
Included observations: 56 after adjustments
Failure to improve likelihood (non-zero gradients) after 201 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(11) + C(12)*ABS(RESID(-1)/@SQRT(GARCH(-1)))
Variable Coefficient Std. Error z-Statistic Prob.  
C 0.196861 0.026214 7.509749 0.0000
DP 0.635785 0.013151 48.34514 0.0000
DYR(-3) 0.202284 0.006950 29.10384 0.0000
DP(-4) 0.241786 0.017118 14.12457 0.0000
DYR(-2) 0.065586 0.007963 8.236069 0.0000
DYR 0.097112 0.006130 15.84100 0.0000
DYR(-4) 0.083568 0.009946 8.402073 0.0000
AR(1) 0.744209 0.018349 40.55860 0.0000
AR(4) -0.078450 0.010916 -7.186924 0.0000
AR(8) -0.223749 0.000966 -231.6656 0.0000
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Variance Equation
C(11) -4.419615 0.177961 -24.83479 0.0000
C(12) 3.537215 1.327670 2.664227 0.0077
R-squared 0.919988     Mean dependent var -0.170714
Adjusted R-squared 0.904333     S.D. dependent var 2.072884
S.E. of regression 0.641144     Akaike info criterion 1.436292
Sum squared resid 18.90899     Schwarz criterion 1.870296
Log likelihood -28.21618     Hannan-Quinn criter. 1.604555
Durbin-Watson stat 1.355692
Fuente: Cálculos del autor.
• DIB t = 0.197 + 0.636DP t + 0.241DP t-4 + 0.097DYR t- + 0.066DYR t-2 + 0.202DYR 
t-3 + 0.0836DYR t-4
• Log σ2 t   = -4.42 + 3.53*ABS(U t-1/σ t-1)  
La inclusión de los últimos ocho años, mejoró algunos estadísticos como el R2 
ajustado que aumentó del 86% al 90%. El criterio de información Schwarz se redujo 
de 2.90 a 1.87, indicando que la última regresión es mejor que la primera. La suma 
de coeficientes de dp (0.636 + 0.241) es 0.877; la suma de los coeficientes de dyr 
(0.097 + 0.066 + 0.202 + 0.0836) es 0.448; la suma de los coeficientes de dp y dyr son 
positivos. Lo anterior indica que en promedio durante 2001-2018, un aumento del 
1% en la brecha inflacionaria ha aumentado la dbi en 0.877%; un aumento del 1% 
en la tasa de crecimiento del Pib real ha causado un aumento de 0.448% en la dbi 
por lo que la tasa interbancaria es más sensible a la inflación que al crecimiento 
económico. Finalmente, los residuos de la regresión tienen distribución normal y 
homocedasticidad arch como se observa en el cuadro 9.6.5.















Std. Dev.   0.885379
Skewness   0.076277
Kurtosis   1.637737
Jarque-Bera  4.384408
Probability  0.111670
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F-statistic 0.001321     Prob. F(1,53) 0.9711
Obs*R-squared 0.001371     Prob. Chi-Square(1) 0.9705
Fuente: cálculos del autor
NOTAS
• Banco de la República. Revista Junio de 1995. Redefiniciones de Dinero.
• Con relación a la redefinición de M1:   M1= ER+CC. La anterior fórmula 
indica que el M1 redefinido corresponde a la suma entre el efectivo 
redefinido (ER) y las cuentas corrientes (CC) en el sistema bancario. La 
diferencia entre el M1 redefinido y el M1 anterior radica únicamente en el 
cálculo del efectivo. El efectivo redefinido excluye los billetes y monedas 
en poder de las entidades financieras no bancarias, así como los depósitos 
de estas entidades en el BR.
• M2= M1 + CUASIDINEROS
• M3 = M2 + depósitos fiduciarios de los bancos comerciales y un  rubro del 
pasivo de estos intermediarios denominado  “otros depósitos a la vista”  
• M4 = M3 redefinido más Bonos públicos y las aceptaciones bancarias.
• Friedman, Milton (1968). The Role of Monetary Policy. American Economic 
Review 58. Pág 1–17. Marzo.
• Ley 31.  Ley Orgánica del Banco de la República. 29 de diciembre de 1992. 
• Constitución Política de Colombia 1991. Título XII. Del Régimen Económico 
y de la Hacienda Pública CAPITULO 6.  De la Banca Central.
• Keynes, John Maynard (1936). The General Theory of Emplyment, Interest 
and Money. McMillan and Co. 
• Taylor, John B. (1993). Discretion versus Policy Rules in Practice.  Carnegie-
Rochester Conference Series on Public Policy, 39, pp.195-214. 
• Véase una buena explicación de la regla en De Gregorio, José, 2007. Detalle 
en bibliografía. 
•  Giraldo Palomino, Andrés Felipe (2007). Aversión a la Inflación y Regla 
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de Taylor en Colombia, 1994-2005. Departamento de Economía. Pontificia 
Universidad Javeriana. Bogotá.
• López, M. (2004). Efficient Policy Rule for Inflation Targeting in Colombia. 
Ensayos sobre Política Económica, 45, pp. 80-115. Banco de la República. 
• Jalil, Munir. (2004). Monetary Policy in Retropective: A Taylor Rule Inspired 
Exercise. University of California, San Diego. 
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CAPÍTULO 10
LOS ÍNDICES ACCIONARIOS. EL IGBC Y EL DOW JONES
10.1.  Relación entre el  IGBC  y el Dow Jones, 1991-2008 y 
2008-2018
Aunque el mercado accionario nació en 1928 con la fundación de la Bolsa de 
Bogotá, su desarrollo estuvo aislado de los mercados financieros internacionales y 
golpeado por políticas económicas, que intencionalmente o no, lo frenaron  (UPAC 
y los desestímulos a la emisión de acciones) y solo hasta la década de los 1990s, 
la coyuntura económica internacional ejerció presión para  que los gobiernos lo 
reactivaran  con el fin de financiar el desarrollo empresarial a largo plazo en una 
economía globalizada. Este despegue se ha dado en forma acelerada  y volátil dada 
su pequeñez, concentración e ineficiencia, características típicas de los mercados 
emergentes, al mismo tiempo que se ha visto afectado por  los mercados financieros 
internacionales que también han cambiado tratando de acomodarse a las nuevas 
realidades económicas mundiales. 
El objetivo de esta parte es medir la creciente integración del mercado de 
capitales colombiano al de los Estados Unidos que se ha venido dando desde 1991 
como resultado de la apertura económica y el proceso de internacionalización de 
la economía colombiana. Antes de este año, el mercado accionario colombiano 
era aislado del mundo no solo por el modelo macroeconómico cepalino sino por 
la legislación que no permitía la inversión extranjera en portafolios colombianos; 
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desde comienzos de los 1990s se fue implementó aceleradamente la posibilidad de 
las empresas colombianas emitir acciones y bonos en el extranjero y viceversa.
Las variables son los valores mensuales de los índices accionarios 1 desde enero 
de 1991 hasta Octubre de 2008. De Estados Unidos se tomó el Dow 2 Jones Industrial 
Average (djia) que recoge la información de las 30 acciones más negociadas en el 
sector industrial en la bolsa de Nueva York (NYSE). De Colombia se tomó el Índice 
General de la Bolsa de Valores de Colombia, IGBC, desde el año 2001, cuando 
esta bolsa empieza a operar como resultado de la fusión de las bolsas de Bogotá, 
Medellín y Occidente. Este índice fue empalmado  con el índice de la Bolsa de 
Bogotá que se venía publicando desde antes de 1991.  El empalme de los índices 
colombianos es justificado porque antes de la fusión de las tres bolsas, sus índices 
3 incluían las acciones más transadas que resultaban siendo las mismas  acciones 
ya que para ser negociadas,  las acciones tenían que registrarse en las tres bolsas. 
Después de la fusión, la canasta del IGBC continuó básicamente igual, es decir, 
las acciones tradicionalmente negociadas permanecieron en la canasta (bancos, 
textileras, supermercados, acerías). A pesar de haber entrado al índice algunas 
nuevas acciones, la mayoría de las acciones antiguas aún permanece. Otro aspecto a 
tener en cuenta es el hecho de que tanto el djia como el IGBC se actualizan cada tres 
meses incluyendo las acciones más negociadas en el pasado trimestre, sin embargo, 
la mayoría de las más negociadas permanece. Es un error pensar que debido a la 
entrada o salida de pocas acciones un índice accionario cambia estructuralmente o 
que no tiene conección con el del trimestre anterior; estos cambian su composición 
muy lentamente, haciéndolos contínuos en el largo plazo. En el caso colombiano, la 
salida de Bavaria o la entrada de Ecopetrol produjeron temporalmente un “ruido” 
grande dado el peso relativo de éstas, ruido que se diluyó rápidamente pues las 
otras tradicionales permanecieron.4 
El gráfico 10.1.1 muestra como el índice que parte desde un valor cercano a 115 
(con el empalme) para enero de 1991 alcanza a llegar a 11.094 puntos para Marzo de 
2006 y caer a 7.226 puntos en Octubre de 2008. El gráfico 10.1.2 presenta los cambios 
porcentuales (de mes a mes) de los dos índices; es evidente la mayor volatilidad 
del índice colombiano que se explica por lo pequeño, concentrado e ineficiente del 
mercado accionario colombiano, sin embargo, ha habido una alta correlación entre 
ambos (0.6610) como se ve en el cuadro 10.1.1. El cuadro 10.1.2 resume la información 
estadística de los dos índices.
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Fuente: Cálculos del autor con datos del Banco de la República,
Cuadro 10.1.1. Correlación de los dos índices. 1991.01-2008.10
DJA IGBC
DJA  1.000000  0.661089
IGBC  0.661089  1.000000
 
Fuente: Cálculos del autor.
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 Cuadro 10.1.2. Estadísticos del cambio porcentual de DJIA-IGBC.1991-2008.
CPDJA CPIGBC
 Mean  0.635866  2.394606
 Median  0.948909  1.045656
 Maximum  10.60468  51.48943
 Minimum -15.13201 -21.86775
 Std. Dev.  4.051457  9.702226
 Skewness -0.491560  1.129230
 Kurtosis  4.181323  6.759735
 Jarque-Bera  20.96320  170.7217
 Probability  0.000028  0.000000
Fuente: Cálculos del autor.
La correlación, para este período, entre los valores originales de los índices 
es de 0.66, el cual es alto pero comprensible ya que la internacionalización de los 
capitales ha llevado a que los índices de todas las bolsas del mundo tiendan a fluctuar 
similarmente. Para efectos de la construcción de una regresión que trate de vincular 
a los dos índices, hubo que transformar las series en logaritmos (ldja y ligbc) y al no 
ser estacionarias se derivaron las primeras diferencias logarítmicas ( djia y digbc) 
que si lo son  y con las cuales se trabajó la regresión. Entonces, djia = ldja t– ldja t-1; 
digbc = ligbc t – ligbc t-1. Ver  en cuadro 10.1.3 las pruebas de estacionariedad. 
Cuadro 10.1.3. Estacionariedad ERS para Ldja y Ligbc. 1991-2008.
Null Hypothesis: LDJA has a unit root
Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=14)
Sample (adjusted): 1 214
Included observations: 214 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  152.0588
Test critical values: 1% level  1.915600
5% level  3.176300
10% level  4.340500
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Cuadro 10.1.3. Estacionariedad ERS para Ldja y Ligbc. 1991-2008.
Null Hypothesis: LDJA has a unit root
Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=14)
Sample (adjusted): 1 214
Included observations: 214 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  152.0588
Test critical values: 1% level  1.915600
5% level  3.176300
10% level  4.340500
Null Hypothesis: LIGBC has a unit root
Exogenous: Constant, Linear Trend
Lag length: 1 (Spectral OLS AR based on SIC, maxlag=14)
Sample (adjusted): 1 214
Included observations: 214 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  25.73764
Test critical values: 1% level  4.043700
5% level  5.657200
10% level  6.862100
*Elliott-Rothenberg-Stock (1996, Table 1) 
Fuente: Cálculos del autor.
El cuadro 10.1.4 muestran las pruebas de Granger y Johansen. De acuerdo a 
Granger es claro que ddja si presenta una causación unilateral hacia digbc y que 
hay potencial para construir un modelo en el que ddja explique el comportamiento 
de digbc. Johansen también corrobora que puede haber una relación de largo plazo 
entre los dos índices.
La mejor regresión que explica el comportamiento del índice colombiano 
con respecto al Dow Jones se obtuvo a través de un EGARCH (0,1,1), ver cuadro 
10.1.5.  A pesar de que el R-cuadrado ajustado fue apenas del 7.46%  (es decir, que 
el Dow Jones principalmente, (y un AR(1)) explicó la trayectoria del   IGBC en un 
7.46%)  se derivó una regresión con estadísticos sólidos. Los coeficientes de ddja 
son significativos para uno, dos  y doce rezagos mensuales además de tener signo 
positivo explicando que cambios en el Dow Jones producen cambios en el IGBC 
después de uno y dos meses; el rezago de 12 meses significa que hay correcciones 
mensuales anualizadas por parte de los inversionistas (portafolios o fondos) en el 
proceso de reestructuración de sus portafolios.  El bajo R-cuadrado da a entender 
que hay otras variables diferentes del Dow Jones que afectan el comportamiento del 
índice accionario colombiano.
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Cuadro 10.1.4. Prueba de Granger  para ddja y digbc.1991-2008.
Pairwise Granger Causality Tests. Sample: 1  216
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 DIGBC does not Granger Cause DDJA  208  0.20563 0.9598
 DDJA does not Granger Cause DIGBC  3.10389 0.0101
Johansen test.
Included observations: 208
Series: DDJA DIGBC 
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
El signo positivo de los coeficientes señala la correlación positiva entre los 
índices: cuando hay un alza (caída) de los precios accionarios en Estados Unidos 
aumentan (disminuyen) los precios en Colombia. La suma de los coeficientes es 
1,027: un incremento del Dow Jones del 1%  produjo un incremento del IGBC en 
1.027% en el transcurso de un año,  en promedio entre 1991-2008. Este resultado 
aparentemente es poco pero es el obtenido con  datos mensuales y no diarios: los 
datos mensuales al eliminar el “ruido” producido por la especulación diaria que 
genera la altísima volatilidad, recogen la información sobre las transacciones 
finales o definitivas que hacen los inversionistas  después de que comprueban  si la 
información especulativa era cierta o no. La regresión también recoge un elemento 
AR(1) el cual es un derivado del hecho que los dos índices, como todos los demás 
en el mundo; siguen “paseos aleatorios” (random walks), es decir, son aleatorios, 
impredecibles y no estacionarios, de ahí la necesidad de volverlos estacionarios a 
través de diferencias logarítmicas. Dicha volatilidad del proceso es recogida  por 
la ecuación de la varianza condicional de los residuos en la que se demuestra que 
hay volatilidad que actúa rezagadamente. Nótese que no fue significativo el efecto 
apalancamiento, contrario a lo esperado, pues este si se presenta en el análisis 
individual para cada acción. 5
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Los otros estadísticos de la regresión son aceptables: no hay autocorrelación 
serial; la prueba F es muy favorable pues dice que apenas hay un 0.24% de 
probabilidad de aceptar la hipótesis nula de que todos lo coeficientes de la 
regresión son conjuntamente significativos, la heterocedasticidad ha sido eliminada 
pues la prueba ARCH da un  95% de probabilidad de aceptar la hipótesis nula 
de homocedasticidad y finalmente el Jarque-Bera dice que hay un 17.84% de 
probabilidad de que los residuos tengan una distribución normal. Ver cuadro 10.1.6.
Cuadro 10.1.5. ddja y digbc.1991-2008. EGARCH (0,1,1)
Dependent Variable: DIGBC
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 15 214
Included observations: 200 after adjustments
Convergence achieved after 26 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Variance backcast: ON
LOG(GARCH) = C(6) + C(7)*RESID(-1)/@SQRT(GARCH(-1)) + C(8)
        *LOG(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C 0.006695 0.006419 1.043034 0.2969
DDJA(-1) 0.344569 0.148760 2.316280 0.0205
DDJA(-2) 0.455347 0.130404 3.491818 0.0005
DDJA(-12) 0.227610 0.113748 2.001003 0.0454
AR(1) 0.144879 0.066259 2.186535 0.0288
Variance Equation
C(6) -8.328464 1.502680 -5.542405 0.0000
C(7) -0.178563 0.094932 -1.880954 0.0600
C(8) -0.620682 0.291495 -2.129307 0.0332
R-squared 0.107181     Mean dependent var 0.013616
Adjusted R-squared 0.074630     S.D. dependent var 0.082386
S.E. of regression 0.079252     Akaike info criterion -2.219400
Sum squared resid 1.205937     Schwarz criterion -2.087467
Log likelihood 229.9400     F-statistic 3.292738
Durbin-Watson stat 1.983705     Prob(F-statistic) 0.002493
 Fuente: Cálculos del autor.
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La regresión final es:
• DIGBC = - 0.006695 + 0.3445*DDJA t-1  + 0.4553*DDJA t-2+ 0.2276 *DDJA t-12 
+ 0.1448* Ut-1
• Log (σ2) = -8.3284  - 0.1785*(Ut-1/σt-1) – 0.6206* Log (σ
2) t-1
Cuadro 10.1.6. Heterocedasticidad ARCH y normalidad residuos.
ARCH Test:
F-statistic 0.002591     Probability 0.959458

















Std. Dev.   1.003412
Skewness   0.071130
Kurtosis   3.627205
Jarque-Bera  3.446869
Probability  0.178452
Fuente: Cálculos del autor.
En conclusión, este ejercicio demuestra la estrecha relación entre los dos índices 
entre los años 1991 y 2008 y que seguramente se fortalecerá en los años posteriores.
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El índice de la bolsa de valores de Colombia fue cambiado a Colcap. Se 
construyó la variable DCOL como la diferencia logarítmica mensual anualizada del 
índice; igualmente, DDJA es la diferencia logarítmica mensual anualizada del Dow 
Jones Industrial
• DCOL t = 0.0237 + 0.517*DDJA t + 1.0*U t-1 – 0.52*U t-12 + 0.49* Ut-13
La ecuación muestra como un cambio del 1% en el Dow Jones produce un 
incremento de 0.517% en el Colcap durante el mismo mes, evidenciando la fuerte 
dependencia del índice accionario con respecto al de la bolsa de New York. La 
regresión también corrobora la creciente integración del índice en el período 2008-
2018 comparado con el 1991-2008. 
El cuadro siguiente resume el comportamiento de los residuos: no tienen 
distribución normal pero esto es irrelevante cuando se tienen más de quince 
observaciones; los residuos no tienen autocorrelación serial y son homocedásticos 
según la prueba de White.
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Cuadro 10.1.7. ddja y digbc. 2008-2018.
Dependent Variable: DCOL
Method: ARMA Generalized Least Squares (BFGS)
Sample: 2009M01 2018M12
Included observations: 120
Convergence achieved after 12 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.023677 0.107059 0.221160 0.8254
DDJA 0.517006 0.093049 5.556253 0.0000
AR(1) 1.001892 0.028723 34.88129 0.0000
AR(12) -0.528324 0.088507 -5.969297 0.0000
AR(13) 0.493706 0.085722 5.759393 0.0000
R-squared 0.934255     Mean dependent var 0.048175
Adjusted R-squared 0.931968     S.D. dependent var 0.182761
S.E. of regression 0.047669     Akaike info criterion -3.155882
Sum squared resid 0.261323     Schwarz criterion -3.039737
Log likelihood 194.3529     Hannan-Quinn criter. -3.108715
F-statistic 408.5425     Durbin-Watson stat 1.819377
Prob(F-statistic) 0.000000
Fuente: cálculos del autor


















Std. Dev.   0.046804
Skewness   0.860911
Kurtosis   3.715078
Jarque-Bera  17.38004
Probability  0.000168
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Cuadro 10.1.7. ddja y digbc. 2008-2018.
Dependent Variable: DCOL
Method: ARMA Generalized Least Squares (BFGS)
Sample: 2009M01 2018M12
Included observations: 120
Convergence achieved after 12 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.023677 0.107059 0.221160 0.8254
DDJA 0.517006 0.093049 5.556253 0.0000
AR(1) 1.001892 0.028723 34.88129 0.0000
AR(12) -0.528324 0.088507 -5.969297 0.0000
AR(13) 0.493706 0.085722 5.759393 0.0000
R-squared 0.934255     Mean dependent var 0.048175
Adjusted R-squared 0.931968     S.D. dependent var 0.182761
S.E. of regression 0.047669     Akaike info criterion -3.155882
Sum squared resid 0.261323     Schwarz criterion -3.039737
Log likelihood 194.3529     Hannan-Quinn criter. -3.108715
F-statistic 408.5425     Durbin-Watson stat 1.819377
Prob(F-statistic) 0.000000
Fuente: cálculos del autor


















Std. Dev.   0.046804
Skewness   0.860911
Kurtosis   3.715078
Jarque-Bera  17.38004
Probability  0.000168
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.836862     Prob. F(2,113) 0.1640
Obs*R-squared 3.778460     Prob. Chi-Square(2) 0.1512
Heteroskedasticity Test: Breusch-Pagan-Godfrey
F-statistic 0.007023     Prob. F(1,118) 0.9334
Obs*R-squared 0.007141     Prob. Chi-Square(1) 0.9327
Scaled explained SS 0.008334     Prob. Chi-Square(1) 0.9273
Fuente: Cálculos del autor
10.2. ¿De qué dependió el comportamiento del IGBC?  2002 – 
2008 y 2008-2018
Para la aplicación de este modelo se consideraron las siguientes variables 
macroeconómicas que se expresaron en cambios porcentuales anuales (similares a 
diferencias logarítmicas) y deflactadas por la tasa de inflación anual colombiana y 
norteamericana (para el Dow Jones). Note el lector que se ha cambiado dos aspectos 
con respecto al ejemplo anterior: primero, en vez de logaritmos se usa cambios 
porcentuales; segundo, los cambios no son mensuales sino mensuales anualizados
• DIGBCR: Cambio porcentual del Índice General de la Bolsa de Valores 
de Colombia en términos reales o deflactada por la inflación mensual 
anualizada
• DDJAR: Cambio porcentual del Dow Jones Industrial Average deflactado 
por la inflación de Estados Unidos mensual anualizada.
• DITCR: cambio porcentual anualizado para cada mes del Índice de la tasa 
de cambio real. 
• DTESR6: diferencia anualizada para cada mes de la Rentabilidad real o 
deflactada de los TES. Los datos tomados para esta serie corresponden a 
los TES-10 años, emitidos el 26/04/2002. Los datos de los cuatro primeros 
meses de 2002 son tasas de recompra de los títulos TES. Las rentabilidades 
expresadas en términos efectivos anuales fueron deflactadas por la tasa 
de inflación anual correspondiente al mes de negociación. Es importante 
aclarar que no hubo negociaciones de este título en unos pocos meses del 
período por lo que se interpoló las rentabilidades correspondientes.
• DPROD: cambio porcentual anual para cada mes del Índice  de la Muestra 
Mensual Manufacturera Real  para la producción (publicado por el DANE).
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Cuadro 10.2.1. Prueba ERS: digbcr, ddjar, ditcr, dtesr, dprod. 2002.01-2008.05
Null Hypothesis: DDJAR has a unit root
Exogenous: Constant, Linear Trend
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=10)
P-Statistic
Elliott-Rothenberg-Stock test statistic  9.877237
Test critical values: 1% level  4.231200
5% level  5.697600
10% level  6.775600
Null Hypothesis: DIGBCR has a unit root
Exogenous: Constant, Linear Trend
P-Statistic
Elliott-Rothenberg-Stock test statistic  32.33288
Test critical values: 1% level  4.232000
5% level  5.696000
10% level  6.776000
Null Hypothesis: DTESR has a unit root
Exogenous: Constant, Linear Trend
P-Statistic
Elliott-Rothenberg-Stock test statistic  12.54299
Test critical values: 1% level  4.232000
5% level  5.696000
10% level  6.776000
Null Hypothesis: DITCR has a unit root
Exogenous: Constant, Linear Trend
P-Statistic
Elliott-Rothenberg-Stock test statistic  16.11369
Test critical values: 1% level  4.228000
5% level  5.704000
10% level  6.774000
Null Hypothesis: DPROD has a unit root
Exogenous: Constant, Linear Trend
P-Statistic
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Cuadro 10.2.1. Prueba ERS: digbcr, ddjar, ditcr, dtesr, dprod. 2002.01-2008.05
Null Hypothesis: DDJAR has a unit root
Exogenous: Constant, Linear Trend
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=10)
P-Statistic
Elliott-Rothenberg-Stock test statistic  9.877237
Test critical values: 1% level  4.231200
5% level  5.697600
10% level  6.775600
Null Hypothesis: DIGBCR has a unit root
Exogenous: Constant, Linear Trend
P-Statistic
Elliott-Rothenberg-Stock test statistic  32.33288
Test critical values: 1% level  4.232000
5% level  5.696000
10% level  6.776000
Null Hypothesis: DTESR has a unit root
Exogenous: Constant, Linear Trend
P-Statistic
Elliott-Rothenberg-Stock test statistic  12.54299
Test critical values: 1% level  4.232000
5% level  5.696000
10% level  6.776000
Null Hypothesis: DITCR has a unit root
Exogenous: Constant, Linear Trend
P-Statistic
Elliott-Rothenberg-Stock test statistic  16.11369
Test critical values: 1% level  4.228000
5% level  5.704000
10% level  6.774000
Null Hypothesis: DPROD has a unit root
Exogenous: Constant, Linear Trend
P-Statistic
Elliott-Rothenberg-Stock test statistic  7.818309
Test critical values: 1% level  4.231200
5% level  5.697600
10% level  6.775600
*Elliott-Rothenberg-Stock (1996, Table 1) 
Fuente: Cálculos del autor.
La justificación para seleccionar las variables anteriores fue la sospecha de que los 
principales indicadores macroeconómicos pudieran influenciar el comportamiento 
del índice, por ejemplo, es posible que la devaluación real del peso y el desempeño 
de la industria manufacturera pueda afectar los ingresos, utilidades y dividendos de 
las empresas que emiten acciones y consecuentemente los precios de las acciones y el 
índice.  Pasando al análisis de las variables, el cuadro 10.2.1 resume los resultados de 
la prueba ERS: aunque las series están expresadas en cambios porcentuales, ninguna 
es estacionaria, sin embargo, no es práctico desde un punto de vista de interpretación 
económica el hacer más transformaciones. 
 El comportamiento lógico del IGBC y de la tasa tes (efectiva anual sin deflactar) 
indica que ambos se mueven en dirección contraria: cuando las rentabilidades de los 
TES se incrementa (disminuye), se reducen (aumentan) los precios de las acciones. 
Lo anterior se debe a que tanto los tes como las acciones son inversiones que 
compiten por captar los recursos de los inversionistas. El cuadro 10.2.2 muestra las 
correlaciones del DJA, IGBC y rentabilidades de los TES. Se observa la correlación 
positiva (0.69) del DJA y el IGBC y la correlación negativa del IGBC con el TES (-0.70), 
sin embargo, las correlaciones entre los cambios porcentuales (anuales y reales) de 
las mismas variables parecen moverse en sentido contrario: positiva entre DIGBCR 
y DTESR (0.018) y negativa con el DDJAR (-0.339). El gráfico 10.2.1 muestra las series 
DTESR, DDJAR y el DIGBCR, que parecen no estar correlacionadas. Todo esto tiene 
una explicación: los cambios porcentuales del IGBC han estado cercanos al 300% en 
el año 2002 y alrededor del 100% en el 2005; la volatilidad del índice colombiano ha 
sido muy alta (como los demás mercados emergentes) con relación al Dow Jones, 
sin embargo, adelantándonos a los resultados, se puede decir que regresiones 
hechas con las variables nominales no resultaron exitosas como las hechas con 
variables deflactadas dando a entender  que a la larga los inversionistas (y fondos 
de inversión) son más sensibles a las rentabilidades reales que a las nominales, como 
era de esperar, de allí que se proseguirá con las variables reales.
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Cuadro 10.2.2. Correlaciones 
DJA IGBC TES
DJA  1.000000  0.692545 -0.566556
IGBC  0.692545  1.000000 -0.707854
TES -0.566556 -0.707854  1.000000
DDJAR DIGBCR DTESR
DDJAR  1.000000 -0.339349  0.467329
DIGBCR -0.339349  1.000000  0.018377
DTESR  0.467329  0.018377  1.000000
Fuente: Cálculos del autor.
 El cuadro 10.2.3 presenta la prueba de Granger ejecutada con rezagos de seis 
meses. Solamente el cambio porcentual anual del itcr, cpitcr, y los cambios anuales 
de la tasa real de los tes, dtesr, parecen influenciar el comportamiento del índice 
en términos reales. La prueba de Johansen, cuadro 10.2.4 aplicada en conjunto a 
todas las variables encuentra hasta cinco vectores de cointegración confirmando la 
posibilidad de encontrar una regresión con estas variables. Vale la pena aclarar que 
la Johansen  aplicada a cada variable explicativa individualmente con el cpigbcr 
presenta 2 vectores de cointegración para todas las variables en todas las alternativas 
de la prueba.
 
Fuente: Cálculos del autor.
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Cuadro 10.2.2. Correlaciones 
DJA IGBC TES
DJA  1.000000  0.692545 -0.566556
IGBC  0.692545  1.000000 -0.707854
TES -0.566556 -0.707854  1.000000
DDJAR DIGBCR DTESR
DDJAR  1.000000 -0.339349  0.467329
DIGBCR -0.339349  1.000000  0.018377
DTESR  0.467329  0.018377  1.000000
Fuente: Cálculos del autor.
 El cuadro 10.2.3 presenta la prueba de Granger ejecutada con rezagos de seis 
meses. Solamente el cambio porcentual anual del itcr, cpitcr, y los cambios anuales 
de la tasa real de los tes, dtesr, parecen influenciar el comportamiento del índice 
en términos reales. La prueba de Johansen, cuadro 10.2.4 aplicada en conjunto a 
todas las variables encuentra hasta cinco vectores de cointegración confirmando la 
posibilidad de encontrar una regresión con estas variables. Vale la pena aclarar que 
la Johansen  aplicada a cada variable explicativa individualmente con el cpigbcr 
presenta 2 vectores de cointegración para todas las variables en todas las alternativas 
de la prueba.
 
Fuente: Cálculos del autor.
Cuadro 10.2.3. Prueba de Granger  
Pairwise Granger Causality Tests
Sample: 2002M01 2008M05
Lags: 6
 Null Hypothesis: Obs F-Statistic Prob. 
 DDJAR does not Granger Cause CPIGBCR  58  0.58840 0.7377
 DIGBCR does not Granger Cause CPDJAR  0.79741 0.5770
 DITCR does not Granger Cause CPIGBCR  54  2.28662 0.0538
 DIGBCR does not Granger Cause CPITCR  4.76996 0.0009
 DPROD does not Granger Cause CPIGBCR  58  0.74876 0.6136
 DIGBCR does not Granger Cause DPROD  0.70767 0.6451
 DTESR does not Granger Cause CPIGBCR  59  1.99637 0.0855
 DIGBCR does not Granger Cause DTESR  0.99738 0.4385
Fuente: Cálculos del autor.
Cuadro 10.2.4. Prueba de Johansen.  
Sample: 2002M01 2008M05
Included observations: 53
Series: DIGBCR DDJAR DITCR DPROD DTESR 
Lags interval: 1 to 6
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 3 5 5 5 5
Max-Eig 4 5 5 5 5
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
La mejor regresión fue un EGARCH (0,1,1), cuadro 10.2.5, que produjo 
resultados esperados. Como en la parte 1 de este capítulo se volvió a hacer evidente 
el peso del Dow Jones pues cpdjar salió significativa con cuatro meses de rezago. 
El índice colombiano se movió en la misma dirección del Dow Jones, es decir hubo 
una relación directa. Un cambio del 1% en el cambio porcentual (rentabilidad real) 
del Dow Jones generó un cambio porcentual, en la misma dirección, del 0.399% 
aproximadamente que se ajustó a lo largo de los cuatro meses.
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 El coeficiente de la tasa de cambio real representada por el DITCR y el DPROD 
no salieron significativos pues fueron opacados por la importancia del Dow 
Jones y la tasa de los TES. Los cambios en la rentabilidad real de los TES fueron 
significativos con cuatro meses rezagados: un aumento de la rentabilidad real anual 
de los TES en 1% causó una reducción de la rentabilidad real del índice en 3.44%, 
gradualmente a lo largo de cuatro meses.  Los residuos fueron significativos con 
uno, siete y doce rezagos, destacando la existencia de variables no definidas que 
afectan el comportamiento del índice colombiano (cambios en expectativas políticas 
y económicas, nacionales e internacionales, euro, dólar, etc.) a lo largo del año y 
que generaron alta volatilidad registrada en la ecuación de la varianza condicional. 
 .)sotseupo on y( sovitisop songis neneit setneicifeoc sol euq odad litálov se atsE
Se dio la presencia del efecto apalancamiento con signo positivo con rezago de un 
mes, indicando que se reaccionó más a las noticias buenas que a las malas (período 
caracterizado por el optimismo en lo económico).   El R-cuadrado ajustado señala 
que el efecto total de las variables regresoras (incluyendo residuos rezagados) 
sobre el índice fue de 93.41%. Los correlogramas de los residuos confirman que la 
autocorrelación serial se ha eliminado;   El cuadro 10.2.6 indica que los residuos 
tienen  una probabilidad del 18.48% de presentar homocedasticidad arch  y una 
probabilidad del 63.39% de tener una distribución normal.
Cuadro 10.2.5.  IGBCD. 2002.01-2008.05. EGARCH (0,1,1)
Dependent Variable: DIGBCR
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 2004M05 2008M05
Included observations: 49 after adjustments
Convergence achieved after 50 iterations
Bollerslev-Wooldridge robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(7) + C(8)*RESID(-1)/@SQRT(GARCH(-1)) + C(9)
        *LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 9.245784 11.81272 0.782697 0.4338
DDJAR(-4) 0.398546 0.116588 3.418415 0.0006
DTESR(-4) -3.448664 0.629349 -5.479732 0.0000
AR(1) 1.020507 0.030788 33.14623 0.0000
AR(7) -0.136980 0.015740 -8.702570 0.0000
AR(12) 0.027701 0.011328 2.445313 0.0145
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 El coeficiente de la tasa de cambio real representada por el DITCR y el DPROD 
no salieron significativos pues fueron opacados por la importancia del Dow 
Jones y la tasa de los TES. Los cambios en la rentabilidad real de los TES fueron 
significativos con cuatro meses rezagados: un aumento de la rentabilidad real anual 
de los TES en 1% causó una reducción de la rentabilidad real del índice en 3.44%, 
gradualmente a lo largo de cuatro meses.  Los residuos fueron significativos con 
uno, siete y doce rezagos, destacando la existencia de variables no definidas que 
afectan el comportamiento del índice colombiano (cambios en expectativas políticas 
y económicas, nacionales e internacionales, euro, dólar, etc.) a lo largo del año y 
que generaron alta volatilidad registrada en la ecuación de la varianza condicional. 
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Se dio la presencia del efecto apalancamiento con signo positivo con rezago de un 
mes, indicando que se reaccionó más a las noticias buenas que a las malas (período 
caracterizado por el optimismo en lo económico).   El R-cuadrado ajustado señala 
que el efecto total de las variables regresoras (incluyendo residuos rezagados) 
sobre el índice fue de 93.41%. Los correlogramas de los residuos confirman que la 
autocorrelación serial se ha eliminado;   El cuadro 10.2.6 indica que los residuos 
tienen  una probabilidad del 18.48% de presentar homocedasticidad arch  y una 
probabilidad del 63.39% de tener una distribución normal.
Cuadro 10.2.5.  IGBCD. 2002.01-2008.05. EGARCH (0,1,1)
Dependent Variable: DIGBCR
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 2004M05 2008M05
Included observations: 49 after adjustments
Convergence achieved after 50 iterations
Bollerslev-Wooldridge robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(7) + C(8)*RESID(-1)/@SQRT(GARCH(-1)) + C(9)
        *LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 9.245784 11.81272 0.782697 0.4338
DDJAR(-4) 0.398546 0.116588 3.418415 0.0006
DTESR(-4) -3.448664 0.629349 -5.479732 0.0000
AR(1) 1.020507 0.030788 33.14623 0.0000
AR(7) -0.136980 0.015740 -8.702570 0.0000
AR(12) 0.027701 0.011328 2.445313 0.0145
Variance Equation
C(7) 0.547108 0.265106 2.063730 0.0390
C(8) 0.536168 0.116855 4.588323 0.0000
C(9) 0.866165 0.054517 15.88799 0.0000
R-squared 0.941024     Mean dependent var 18.70871
Adjusted R-squared 0.934166     S.D. dependent var 43.04530
S.E. of regression 11.04460     Akaike info criterion 7.311112
Sum squared resid 5245.281     Schwarz criterion 7.658589
Log likelihood -170.1222     Hannan-Quinn criter. 7.442944
Durbin-Watson stat 1.652634
    Fuente: Cálculos del autor.
Los resultados de la regression EGARCH se plantean así:
• DIGBCR t = 9.24 + 0.398*DDJAR t-4    - 3.44 *DTESR t-4   + 1.02* Ut-1
   - 0.137* Ut-7  + 0.027* Ut-12.
• Log (σ2 t ) = 0.24  + 0.536*(Ut-1/σt-1) + 0.866 Log (σ
2 
t-1)
Cuadro 10.2.6. Heterocedasticidad ARCH y Normalidad residuos EGARCH para 
IGBCD. 2004.05-2008.05.
Heteroskedasticity Test: ARCH
F-statistic 1.812320     Prob. F(1,46) 0.1848



















Std. Dev.   1.013516
Skewness  -0.117703
Kurtosis   2.374606
Jarque-Bera  0.911671
Probability  0.633918
Fuente: Cálculos del autor.
•
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En conclusión, a través de dos ejercicios se ha logrado demostrar la integración 
del mercado accionario colombiano a los mercados internacionales al estar los 
inversionistas comparando los precios de las acciones colombianas con los extranjeros 
dada la posibilida de ejecutar transacciones internacionales. El índice de la Bolsa de 
Valores de Colombia no solamente fue afectado por las variables macroeconómicas 
colombianas sino también por el Dow Jones que es el más importante del mundo. La 
comparación de los dos modelos tratados hace pensar que el IGBC es más sensible 
a los cambios mensuales del Dow Jones que a los cambios anuales de este. De los 
indicadores macroeconómicos colombianosque afectan al IGBC, el más importante 
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El gráfico 10.2.2 muestra la estrecha correlación entre las rentabilidades 
nominales trimestrales anualizadas del Colcap, DCOL y el Dow Jones, DDJA. Esta 
vez se corrió la regresión del DCOL nominal en función de DTES 7  (nominal) y 
DTESR (real), DYR o tasa de crecimiento real trimestral anualizada del PIB real 
colombiano y el DDJA nominal. La DTESR real no fue significativa. Lo importante 
de la regresión EGARCH (1,1,0) es la comprobación de los efectos inmediatos de las 
variables sobre el índice en el trimestre actual, sin rezagos.
L O S  Í N D I C E S  A C C I O N A R I O S .  E L  I G B C  Y  E L  D O W  J O N E S
315
En conclusión, a través de dos ejercicios se ha logrado demostrar la integración 
del mercado accionario colombiano a los mercados internacionales al estar los 
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Valores de Colombia no solamente fue afectado por las variables macroeconómicas 
colombianas sino también por el Dow Jones que es el más importante del mundo. La 
comparación de los dos modelos tratados hace pensar que el IGBC es más sensible 
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indicadores macroeconómicos colombianosque afectan al IGBC, el más importante 
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El gráfico 10.2.2 muestra la estrecha correlación entre las rentabilidades 
nominales trimestrales anualizadas del Colcap, DCOL y el Dow Jones, DDJA. Esta 
vez se corrió la regresión del DCOL nominal en función de DTES 7  (nominal) y 
DTESR (real), DYR o tasa de crecimiento real trimestral anualizada del PIB real 
colombiano y el DDJA nominal. La DTESR real no fue significativa. Lo importante 
de la regresión EGARCH (1,1,0) es la comprobación de los efectos inmediatos de las 
variables sobre el índice en el trimestre actual, sin rezagos.
Cuadro 10.2.7.  COLCAP. 2002.01-2008.05. EGARCH (1,1,0).
Dependent Variable: DCOL
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample (adjusted): 12 44
Included observations: 33 after adjustments
Failure to improve likelihood (non-zero gradients) after 89 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(8) + C(9)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(10)
        *LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C -0.117690 0.008227 -14.30513 0.0000
DTES -0.031875 0.007745 -4.115713 0.0000
DYR 0.022619 0.002855 7.921865 0.0000
DDJA 0.705459 0.003787 186.2652 0.0000
AR(1) 0.400856 0.035288 11.35952 0.0000
AR(4) -0.172666 0.041227 -4.188210 0.0000
AR(7) 0.160891 0.022222 7.240111 0.0000
Variance Equation
C(8) -3.157406 0.004310 -732.5073 0.0000
C(9) -2.566324 6.43E-06 -398841.4 0.0000
C(10) -0.040637 0.015975 -2.543808 0.0110
R-squared 0.583777     Mean dependent var -0.003297
Adjusted R-squared 0.487726     S.D. dependent var 0.139981
S.E. of regression 0.100189     Akaike info criterion -1.852308
Sum squared resid 0.260983     Schwarz criterion -1.398820
Log likelihood 40.56308     Hannan-Quinn criter. -1.699723
Durbin-Watson stat 1.576272
Fuente: Cálculos del autor
• DCOL t = -0.117 – 0.0318*DTES t   + 0.0226*DYR t + 0.705*DDJA + 0.400* Ut-1
  - 0.172* Ut-4  + 0.161* Ut-7
• Log (σ2 t) = 0.24  + 0.536*(Ut-1/σt-1) + 0.866 Log (σ
2 
t-1)
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Los coeficientes indican que el incremento del 1% en la rentabilidad nominal 
del TES, del incremento en el PIB real y del Dow Jones, producen una variación en la 
rentabilidad del COLCAP en -0.032%, 0.0227% y 0.705% respectivamente. Los signos 
de los coeficientes son correctos. También se corrobora la dependencia del índice 
accionario colombiano con respecto al Dow Jones, tal como pasa con los indicadores 
accionarios mundiales como consecuencia de la globalización o integración de 
los mercados de capitales mundiales. Tambiés es importante determinante en la 
rentabilidad del índice, la información sobre el desempeño corriente de la economía 
colombiana.
Los residuos, como se muestra a continuación, tienen distribución normal y 
homocedasticidad arch. 













Mean       0.328264
Median   0.355622
Maximum  2.056012
Minimum -1.885219
Std. Dev.   1.203491
Skewness  -0.211551




F-statistic 0.181820     Prob. F(1,30) 0.6729
Obs*R-squared 0.192773     Prob. Chi-Square(1) 0.6606
Fuente: Cálculos del autor
CONCLUSIÓN
El índice accionario colombiano, desde 1991 hasta hoy, ha estado altamente 
correlacionado, al igual que la mayoría de los índices acionarios mundiales, con 
el comportamiento al Dow Jones, es decir, que muchos inversionistas en acciones 
colombianas deciden comprar (vender) estas  cuando hay incrementos (caídas) en 
los precios de las acciones en los Estados Unidos, demostrando los altos grados de 
correlación existentes entre los mercados financieros. Adicionalmente, las regresiones 
L O S  Í N D I C E S  A C C I O N A R I O S .  E L  I G B C  Y  E L  D O W  J O N E S
317
Los coeficientes indican que el incremento del 1% en la rentabilidad nominal 
del TES, del incremento en el PIB real y del Dow Jones, producen una variación en la 
rentabilidad del COLCAP en -0.032%, 0.0227% y 0.705% respectivamente. Los signos 
de los coeficientes son correctos. También se corrobora la dependencia del índice 
accionario colombiano con respecto al Dow Jones, tal como pasa con los indicadores 
accionarios mundiales como consecuencia de la globalización o integración de 
los mercados de capitales mundiales. Tambiés es importante determinante en la 
rentabilidad del índice, la información sobre el desempeño corriente de la economía 
colombiana.
Los residuos, como se muestra a continuación, tienen distribución normal y 
homocedasticidad arch. 













Mean       0.328264
Median   0.355622
Maximum  2.056012
Minimum -1.885219
Std. Dev.   1.203491
Skewness  -0.211551




F-statistic 0.181820     Prob. F(1,30) 0.6729
Obs*R-squared 0.192773     Prob. Chi-Square(1) 0.6606
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CONCLUSIÓN
El índice accionario colombiano, desde 1991 hasta hoy, ha estado altamente 
correlacionado, al igual que la mayoría de los índices acionarios mundiales, con 
el comportamiento al Dow Jones, es decir, que muchos inversionistas en acciones 
colombianas deciden comprar (vender) estas  cuando hay incrementos (caídas) en 
los precios de las acciones en los Estados Unidos, demostrando los altos grados de 
correlación existentes entre los mercados financieros. Adicionalmente, las regresiones 
captaron que el índice colombiano depende inversamente de los incrementos de la 
rentabilidad de los TES y muy poco de otros indicadores macroeconómicos.
NOTAS
• Los índices son también llamados canastas accionarias puesto que se construyen con 
base en los cambios porcentuales de los precios de las acciones negociadas en cada 
bolsa. La canasta del IGBC ha sido variable en cuanto al número de acciones que 
incluye y la selección de las acciones que componen la canasta es revisada cada tres 
meses. El COLCAP se compone de 20 acciones.
• El DJIA a pesar de hacer alusión a acciones industriales, incluye acciones de otros 
sectores como el Citigroup (financiero) y MacDonald´s (alimentos)
• IBB, IBOMED e IBO, de la Bolsa de Bogotá, Medellín y Occidente respectivamente.
• Ver histórico de los índices.en www.bvc.com.co
• Gómez Mejía, Alberto (2009). Modelos EGARCH aplicados a la prueba del CAPM y 
los Modelos Multifactoriales para Acciones Colombianas, 2002-2008. Revista Equi-
dad y Desarrollo, Universidad de La Salle, No. 11, Enero-Junio, pp. 31-58. Facultad 
de Ciencias Económicas y Sociales. ISSN 1692-7311. Bogotá D.C.  Colombia.
• Los datos tomados para esta serie corresponden a los TES-10 años, emitidos el 
26/04/2002. Los datos de los cuatro primeros meses de 2002 son tasas de recompra 
de los títulos TES. Fuente: webs del Banco de la República y de Aval.
• TES con fecha de emisión: 24 de Julio de 2005; vencimiento para el 24 de Julio de 
2020. Cupón de 11%.  Fuentes: webs del Banco de la República y de Aval.
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CAPÍTULO 11
LA CURVA DE PHILLIPS Y LA TASA NATURAL DE DESEMPLEO
 La teoría de la Curva de Phillips1 en su versión original, estableció que hay una 
relación inversa entre la tasa de desempleo y de los salarios nominales. A partir de 
la teoría original, se han desarrollado muchas adaptaciones que incluyen conceptos 
tales como la curva de Phillips de corto y largo plazo y la tasa natural de desempleo. 
La tasa natural de desempleo es aquella que permanece estable en el largo plazo y 
que está relacionada con una tasa de inflación cero en el caso de los Estados Unidos, 
pero para el caso colombiano, ésta tasa está relacionada con un nivel de inflación 
promedio histórica y una tasa de crecimiento potencial o promedio histórico de 
crecimiento del PIB real de tal forma que si la tasa de desempleo es menor que la tasa 
natural, es porque el PIB real debió haber crecido a una tasa superior a la potencial 
produciendo un incremento acelerado de la inflación.2
Debido a que la tasa de desempleo en Colombia se ha publicado trimestralmente 
por el Departamento Nacional de Estadística, DANE, se construyeron series 
trimestrales con los datos desde marzo de 1976 hasta junio de 2008. Es necesario 
aclarar que la publicación de la tasa de desempleo usualmente produce dudas entre 
los ciudadanos, analistas y los críticos de la oposición política de turno; suba o baje 
la tasa,  siempre hay razones para desconfiar de ella ya sea porque se critique la 
metodología deficiente o  la definición de lo que se considera como desempleo. 
Recientemente, en el año 2.000 se cambió la metodología para su medición y se 
empezó a publicar mensualmente, sin embargo, para efectos prácticos esto no afecta 
el análisis pues este toma datos a partir de año 2001.  
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Antes de empezar a hablar sobre la curva de Phillips vale la pena hacer unos 
comentarios sobre el comportamiento de la tasa de desempleo desde 1976 hasta el 
2011, así se haya cambiado la metodología en su medición. El gráfico 11.1 y cuadro 
11.1,  muestran como el desempleo fluctuó entre el 10% y el 13% para los años 1976-
1994; esta relativa estabilidad se rompe al incrementarse en forma constante del 
10%, en 1994, al 20% en el año 2000; a partir de entonces se redujo gradualmente 
hasta el 2008.  A pesar del cambio de metodología por parte del DANE, la tasa de 
desempleo muestra una continuidad muy consecuente con el comportamiento del 
ciclo económico que da la sensación de no haber ocurrido cambios en su medición. 
Para conocer detalles, el lector debe ver los archivos. 
Hay economistas que dudan que en Colombia se pueda medir la tasa natural 
de desempleo con facilidad, es decir, encontrar un valor específico para dicha 
tasa, sin embargo, hay investigadores 3,4 que reconocen el haber realizado avances 
metodológicos (usando el filtro de kalman 5 y el de Hodrick-Prescott 6), planteando 
diferentes modelos y reconociendo la dificultad de escoger entre ellos el mejor, pero 
no han llegado a resultados concretos, por ejemplo, la tasa natural de desempleo 
es 12.5%. Con base en lo anterior se ha procedido a tomar el planteamiento de 
Blanchard 7 descrito en el libro de Gujarati 8, el cual hace una medición aproximada 
9 de la tasa a través de unos cálculos de fácil comprensión para el lector, aspecto este 
considerado como prioritario. Más adelante se mostrarán estadísticas recientes sobre 
la tasa de desempleo que corroboran lo imprecisos o deficientes que son los modelos 
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tasa, sin embargo, hay investigadores 3,4 que reconocen el haber realizado avances 
metodológicos (usando el filtro de kalman 5 y el de Hodrick-Prescott 6), planteando 
diferentes modelos y reconociendo la dificultad de escoger entre ellos el mejor, pero 
no han llegado a resultados concretos, por ejemplo, la tasa natural de desempleo 
es 12.5%. Con base en lo anterior se ha procedido a tomar el planteamiento de 
Blanchard 7 descrito en el libro de Gujarati 8, el cual hace una medición aproximada 
9 de la tasa a través de unos cálculos de fácil comprensión para el lector, aspecto este 
considerado como prioritario. Más adelante se mostrarán estadísticas recientes sobre 
la tasa de desempleo que corroboran lo imprecisos o deficientes que son los modelos 
mencionados.  A continuación, se resume las variables de la curva de Phillips.  Las 
variables son las siguientes:
  Π t = Tasa de inflación del periodo t
• UN t = Tasa de desempleo del periodo t
• U  = Tasa natural de desempleo
• εt = Error del período t.
La curva de Philips se expresa así: (1) t - t
e = [ ]Ut −2  + τ.  Como π  te  no 
es registrada  o no es observada directamente, se asume que π  t
e = π  t-1 y se sustituye 
en la ecuación anterior, transformándola en: (2)  π t
 – π  t-1
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Es decir, que podemos encontrar un valor aproximado para U . Recuérdese que 
U  es cambiante en el largo plazo ya que hay cambios demográficos y estructurales: 
tasa de natalidad, emigración, envejecimiento, informalidad en la economía, más 
cambios en el ciclo económico, etc.
+  = 
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 La gráfica de la tasa de desempleo deja entrever que este se comporta en forma 
estacional con una periodicidad anual (Ver correlogramas en archivos Eviews), 
específicamente la tasa de desempleo toca su nivel más bajo en noviembre y diciembre 
y se aumenta en enero, igualmente se reduce en mayo-junio y se eleva en los meses 
siguientes. La inflación por el contrario no es estacional, sino que se caracteriza por 
ser fuertemente autorregresiva, por ejemplo, a inflación de este mes depende de la 
fuerza que la inflación traiga desde los meses pasados. Observe el gráfico 11.3 para 
el mismo período; hay años en que la inflación muestra una tendencia definida a 
la caída (2002-2006), tendencia alcista (2006-2008) y tendencia a la baja (2008-2010), 




















1976-1991 10.7 24.43 -0.3556
1992-2008 13.7 13.05 -0.5742
1976-2008 12.2 18.65 -0.6393
2001-2011.05 12.8 5.47 0.4629
2011-2018 9.7. 3.73 -0.1325
Fuente: Cálculos del autor.
Se puede explorar a través de promedios móviles si se ha dado una relación 
entre la tasa de inflación y la tasa de desempleo. Se generaron las series P(4), P(12), 
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1992-2008 13.7 13.05 -0.5742
1976-2008 12.2 18.65 -0.6393
2001-2011.05 12.8 5.47 0.4629
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Se puede explorar a través de promedios móviles si se ha dado una relación 
entre la tasa de inflación y la tasa de desempleo. Se generaron las series P(4), P(12), 
UN(4) y UN(12). Los gráficos 11.3 y 11.4 describen la relación entre P(4) y UN(4), 
P(12) y UN(12): cuando la inflación fue menor al 5% aproximadamente, la tasa de 
desempleo se mantuvo entre el 8 y el 12%; cuando la tasa de inflación superó el 5%, 
la tasa de desempleo fluctuó entre el 13 y el 17%. Esto no corresponde a la relación 
inversa que se debería dar entre las tasas de inflación y las tasas de desempleo tal 






























Fuente: cálculos del autor.
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 11.1. La Curva de Phillips, 2001-2011 
Una ligera exploración a la tasa de desempleo (UN) y la tasa de inflación (P) para 
diferentes períodos anuales da la idea que la curva de Phillips si se da en Colombia; 
el período 1976-1991 tuvo en promedio menor tasa de desempleo y mayor tasa de 
inflación que el período 1992-2008,  además, la correlación de los datos anuales es 
negativa para ambos casos lo que garantizaría la negatividad de la pendiente de la 
ecuación como lo indica la teoría, ver gráfico 11.1.1 y cuadro 11.1.1, sin embargo, 
para 2001-2011 con datos mensuales,  parece que no se diera dado que la correlación 
es positiva. Para las pruebas y regresiones, la variable “dp” (es lo mismo que “dπ ” 
por facilidad de notación) es igual a la primera diferencia aritmética de la tasa de 




 Media  5.477440  12.80385
 Mediana  5.770000  12.46563
 Máximo  8.490000  17.92390
 Mínimo  1.840000  9.388252
Fuente: Cálculos del autor.
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P4 UN4
 Media  5.454180  12.76025
 Mediana  5.797500  12.16403
 Máximo  8.085000  16.34659











Fuente: Cálculos del autor.
Cuadro 11.1.2. Estadísticos para los promedios móviles, 2001.01-2011.05
La fórmula de la curva de Philips maneja la primera diferencia de la tasa de 
inflación, “dπ = π – π  ”, primera diferencia que es estacionaria de acuerdo a la 
prueba ERS. Aunque la tasa de desempleo es estacionaria, se generó la variable 
“dun” como la primera diferencia de la tasa de desempleo que también es estacion-
aria.  Se corrieron las regresiones para el período 1976-2008 y para los subperíodos 
1976-1991 y 1991-2008. La partición se hizo en 1991 dada la reforma laboral que se 
hizo en 1992 bajo la presidencia de Gaviria. Se usó la tasa de desempleo trimestral y 
tasa de inflación anual para cada trimestre, sin embargo, en ningún modelo, la estac-
ionaria “dun” resultó significativa, es decir, que cambios en la tasa de desempleo no 
afectaban los cambios en la tasa de inflación llevando a la conclusión que la curva de 
Phillips no se da en Colombia. 
Afortunadamente, el DANE empezó a publicar la tasa de desempleo mensualmente 
desde enero de 2001 lo que permitió hacer regresiones para Enero de 2001 hasta 
Abril de 2008. El cuadro 11.1.3 muestra los estadísticos de las dos series: la tasa de 
desempleo promedio fue del 13.27% mientras que la inflación promedio ha sido del 
6.5%; ambas series tienen distribución normal. Para este período la inflación anual 
(π) no es estacionaria por lo que se usó su primera diferencia (dπ), por el contrario, 
la tasa de desempleo, UN, si es estacionaria.  El cuadro 11.1.4 resume los resultados 
de la prueba ERS aplicada a la tasa de inflación anual correspondiente a cada mes y 
la tasa de desempleo
t-1 t 
Cuadro 11.1.3. Estadísticos de la inflación (π) anual y tasa desempleo (UN). 
2001.01-2008.04
Fuente: Cálculos del autor.
P4 π
 Media  13.26287  6.513879
 Mediana  13.15872  6.201181
 Máximo  17.92390  10.00313
 Mínimo  9.388252  3.938248
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Cuadro 11.1.4. Prueba estacionariedad ERS para (π, UN). 2001.01-2008.04





Elliott-Rothenberg-Stock test statistic  7.918035
Test critical values: 1% level  1.948000
5% level  3.113000
10% level  4.178000
Null Hypothesis: UN  has a unit root
Exogenous: Constant, Linear Trend
Sample (adjusted): 2001M01 2008M04
Included observations: 88 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  2.730126
Test critical values: 1% level  4.250400
5% level  5.659200
10% level  6.785200
*Elliott-Rothenberg-Stock (1996, Table 1) 
Fuente: Cálculos del autor.
Cuadro 11.1.5. Pruebas de Granger y Johansen. 2001.01-2008.04
Pairwise Granger Causality Tests
Sample: 2001M01 2008M04
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 Dπ  does not Granger Cause UN  82  0.24850 0.9392
 UN does not Granger Cause Dπ  1.44578 0.2186
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10% level  4.178000
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Cuadro 11.1.5. Pruebas de Granger y Johansen. 2001.01-2008.04
Pairwise Granger Causality Tests
Sample: 2001M01 2008M04
Lags: 5
 Null Hypothesis: Obs F-Statistic Prob. 
 Dπ  does not Granger Cause UN  82  0.24850 0.9392
 UN does not Granger Cause Dπ  1.44578 0.2186
Johansen Test
Series: UN,  Dπ
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 0 0 0 0 2
Max-Eig 0 0 0 0 0
 *Critical values based on MacKinnon-Haug-Michelis (1999)
Fuente: Cálculos del autor.
El cuadro 11.1.5 muestra las pruebas de Granger y Johansen respectivamente; 
la de Granger no encuentra causalidad tipo direccional tipo Granger de la tasa de 
desempleo, UN, hacia el cambio en la tasa de inflación, dπ . La de Johansen solamente 
encuentra dos vectores de cointegración cuando se asume intercepto y tendencia 
cuando la tendencia de los datos es cuadrática. A pesar de los argumentos en contra, 
se ensayaron varias regresiones, la mejor fue la regresión con MCO, cuadro 11.1.6, 
aplicada a la ecuación (2) la cual muestra que se podría dar una débil relación 
inversa entre la inflación y la tasa de desempleo.  La variable dependiente, dπ , fue 
explicada por la tasa de desempleo rezagada un mes, con un nivel de confianza del 
10%. El coeficiente de la tasa de desempleo tiene signo negativo: un aumento del 
desempleo del 1% en el mes pasado produjo, en promedio, una reducción en la tasa 
de inflación anual de 0.028% para el mes actual. Hay fuerte presencia de residuos 
rezagados indicando que otros factores diferentes a cambios en la tasa de desempleo 
afectaron el comportamiento de la inflación y que ejercieron su efecto a lo largo del 
año. La capacidad explicativa de estos residuos rezagados y la tasa de desempleo 
se cuantifica en un R-cuadrado del 26.9%. La prueba F dice que los coeficientes son 
significativos en forma conjunta. 
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Cuadro 11.1.6. MCO para la Curva de Phillips. 2001.01-2008.04
Dependent Variable: DP
Method: Least Squares
Sample (adjusted): 2002M03 2008M05
Included observations: 75 after adjustments
Convergence achieved after 7 iterations
White Heteroskedasticity-Consistent Standard Errors & Covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.334513 0.226818 1.474812 0.1448
UN (-1) -0.028673 0.017160 -1.670893 0.0993
AR(1) 0.363059 0.119263 3.044191 0.0033
AR(8) -0.211021 0.119513 -1.765667 0.0819
AR(12) -0.390886 0.100489 -3.889834 0.0002
AR(13) 0.218520 0.110403 1.979299 0.0518
R-squared 0.318408     Mean dependent var -0.024377
Adjusted R-squared 0.269017     S.D. dependent var 0.307297
S.E. of regression 0.262732     Akaike info criterion 0.241251
Sum squared resid 4.762926     Schwarz criterion 0.426650
Log likelihood -3.046917     F-statistic 6.446705
Durbin-Watson stat 1.802477     Prob(F-statistic) 0.000057
 Fuente: Cálculos del autor.
 
El cuadro 11.1.7 resume los resultados de las pruebas para los residuos del MCO 
anterior.  La prueba de Breusch-Godfrey acepta la hipótesis de no autocorrelación en 
un 13.64%; la prueba de White corrobora que los residuos son homocedásticos con 
un 59.96%; la prueba para la heterocedasticidad ARCH acepta la hipótesis nula de 
homocedasticidad en 58.14%. El cuadro 11.1.8 muestra la prueba de Jarque-Bera que 
señala que los residuos son normales en un 49.3%.
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Cuadro 11.1.6. MCO para la Curva de Phillips. 2001.01-2008.04
Dependent Variable: DP
Method: Least Squares
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Included observations: 75 after adjustments
Convergence achieved after 7 iterations
White Heteroskedasticity-Consistent Standard Errors & Covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.334513 0.226818 1.474812 0.1448
UN (-1) -0.028673 0.017160 -1.670893 0.0993
AR(1) 0.363059 0.119263 3.044191 0.0033
AR(8) -0.211021 0.119513 -1.765667 0.0819
AR(12) -0.390886 0.100489 -3.889834 0.0002
AR(13) 0.218520 0.110403 1.979299 0.0518
R-squared 0.318408     Mean dependent var -0.024377
Adjusted R-squared 0.269017     S.D. dependent var 0.307297
S.E. of regression 0.262732     Akaike info criterion 0.241251
Sum squared resid 4.762926     Schwarz criterion 0.426650
Log likelihood -3.046917     F-statistic 6.446705
Durbin-Watson stat 1.802477     Prob(F-statistic) 0.000057
 Fuente: Cálculos del autor.
 
El cuadro 11.1.7 resume los resultados de las pruebas para los residuos del MCO 
anterior.  La prueba de Breusch-Godfrey acepta la hipótesis de no autocorrelación en 
un 13.64%; la prueba de White corrobora que los residuos son homocedásticos con 
un 59.96%; la prueba para la heterocedasticidad ARCH acepta la hipótesis nula de 
homocedasticidad en 58.14%. El cuadro 11.1.8 muestra la prueba de Jarque-Bera que 
señala que los residuos son normales en un 49.3%.
Cuadro 11.1.7. Pruebas Autocorrelación y Homocedasticidad de residuos Curva de 
Phillips.
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 2.052632     Probability 0.136395
Obs*R-squared 4.330127     Probability 0.114743
White Heteroskedasticity Test:
F-statistic 0.514997     Probability 0.599686
Obs*R-squared 1.057779     Probability 0.589259
ARCH Test:
F-statistic 0.306679     Probability 0.581441
Obs*R-squared 0.313861     Probability 0.575320
Fuente: Cálculos del autor. 















Mean      -4.62e-13
Median   0.015519
Maximum  0.472691
Minimum -0.613846
Std. Dev.   0.253700
Skewness   0.024037
Kurtosis   2.328971
Jarque-Bera  1.414348
Probability  0.493036
Fuente: Cálculos del autor
Teóricamente, la ecuación de la curva de Phillips para 2001.01-2008.05 es:
Dπ  t
 = 0.3345 - 0.02867*UNt + 0.36*U t-1 - 0.21*U t-8 - 0.39*U t-12  + 0.218*U t-13
Si se aplica el método sugerido por Blanchard, esta ecuación nos lleva a 
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encontrar en forma aproximada la Tasa Natural de Desempleo para el período del 
11.66% aproximadamente:







 =  0.334513 / 0.028673 = 11.66%.
Sin embargo, se  corrió una regresión para el período Enero/2001- Mayo/2011, 
con excelentes estadísticos correspondientes a los residuos (Ver archivos)  
D  t
 = 0.307745 - 0.032348*UNt + 1.29*U t-1 - 0.57*U t-2 - 0.33*U t-3  + 0.71*U t-4
            -0.36U t-5 -0.09U t-12. 







 =  0.307745 / 0.032348 = 9.51%. 
Si aplicamos la misma fórmula de Blanchard, el resultado es desilusionante 
porque la tasa natural de desempleo (9.51%) es casi igual a la mínima tasa de 
desempleo encontrada para el período, 9.38% como puede verse en el cuadro 11.1.2, 
siendo esto contradictorio con la definición de tasa natural de desempleo ya que esta 
debe moverse hacia la tasa promedio de desempleo, 12.8%, que corresponde a una 
tasa de inflación promedio del 5.48%.  Lo anterior hace que el éxito de la regresión 
MCO del cuadro 11.6 se desvanezca. 
Obviamente el modelo de Blanchard 10 al igual que otros 11 modelos, no es capaz 
de concretar una tasa natural de desempleo para el caso colombiano.  Se puede 
concluir que existe dificultades para la medición de la tasa natural pues esta es 
cambiante; cada recesión o expansión, migración o desplazamientos poblacionales, 
deserción escolar, alteran las tasas de desempleo y la tasa natural. Ante la dificultad 
de encontrar una verdadera tasa natural de desempleo, se aconseja 12 tomar como 
“proxy” la tasa media de desempleo del promedio móvil P(12) o 12.7% que 
corresponde a una tasa de inflación del 5.36%; una reducción del desempleo por 
debajo del 12.7% puede incrementra la inflación. Finalmente, a pesar de que no se 
dio la curva, de todos modos debió haberse dado alguna relación entre inflación y 
desempleo que se intenta descubrir en el siguiente aparte. 
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encontrar en forma aproximada la Tasa Natural de Desempleo para el período del 
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Si aplicamos la misma fórmula de Blanchard, el resultado es desilusionante 
porque la tasa natural de desempleo (9.51%) es casi igual a la mínima tasa de 
desempleo encontrada para el período, 9.38% como puede verse en el cuadro 11.1.2, 
siendo esto contradictorio con la definición de tasa natural de desempleo ya que esta 
debe moverse hacia la tasa promedio de desempleo, 12.8%, que corresponde a una 
tasa de inflación promedio del 5.48%.  Lo anterior hace que el éxito de la regresión 
MCO del cuadro 11.6 se desvanezca. 
Obviamente el modelo de Blanchard 10 al igual que otros 11 modelos, no es capaz 
de concretar una tasa natural de desempleo para el caso colombiano.  Se puede 
concluir que existe dificultades para la medición de la tasa natural pues esta es 
cambiante; cada recesión o expansión, migración o desplazamientos poblacionales, 
deserción escolar, alteran las tasas de desempleo y la tasa natural. Ante la dificultad 
de encontrar una verdadera tasa natural de desempleo, se aconseja 12 tomar como 
“proxy” la tasa media de desempleo del promedio móvil P(12) o 12.7% que 
corresponde a una tasa de inflación del 5.36%; una reducción del desempleo por 
debajo del 12.7% puede incrementra la inflación. Finalmente, a pesar de que no se 
dio la curva, de todos modos debió haberse dado alguna relación entre inflación y 
desempleo que se intenta descubrir en el siguiente aparte. 
 11.2. Relación entre la tasa de desempleo y la tasa de 
 Los análisis de las series de la tasa de desempleo e inflación para el período 
enero de 2001 y mayo de 2011,  indican que si hubo una relación entre ellas. 
Para este ejemplo se ha construido dos series: “dun” o primera diferencia 
trimestral de la tasa de desempleo mensual, dun t = un t – un t-3;  “dp” o primera 
diferencia de la tasa de inflación mensual anualizada, dp t = p t – p t-3. También se 
introdujeron dicotómicas mensuales para la tasa de desempleo pero no resultaron 
significativas. 
Siguiendo el orden establecido, el cuadro 11.1 muestra que las series dp y 
dun son estacionarias al nivel de confianza del 90%  de acuerdo a la prueba de 
estacionariedad ERS.  El cuadro 11.2 resume las pruebas de Granger realizadas 
para rezagos de dos y tres trimestres permitiendo concluir que para ambos rezagos 
se acepta la hipótesis alternativa de que dun si causa Granger a dp dado que la 
probabilidad de aceptar la hipótesis nula es menor del 5%; por el contrario la 
causalidad de dp hacia dun apenas supera el 5% de probabilidad de aceptar la 
hipótesis nula. De todos modos es claro que es más fuerte la causalidad direccional 
de dun hacia dp que de dp hacia dun.  El cuadro 11.2.2 resume las pruebas de 
Johansen para todas sus variaciones, estableciendo la existencia de dos vectores de 
cointegración para cada caso, corroborando una relación de equlibrio de  largo plazo 
entre las variaciones de la tasa de desempleo y las variaciones de la tasa de inflación.
Cuadro 11.2.1. Estacionariedad ERS para dπ y  UN. 
Null Hypothesis: DP has a unit root
Exogenous: Constant
Lag length: 1 (Spectral OLS AR based on SIC, maxlag=12)
Sample (adjusted): 2002M01 2011M05
Included observations: 113 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  1.868065
Test critical values: 1% level  1.944800
5% level  3.117800
10% level  4.190800
Null Hypothesis: DUN has a unit root
Exogenous: Constant, Linear Trend
Included observations: 113 after adjustments
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P-Statistic
Elliott-Rothenberg-Stock test statistic  6.288475
Test critical values: 1% level  4.232700
5% level  5.642600
10% level  6.799100
*Elliott-Rothenberg-Stock (1996, Table 1) 
Cuadro 11.2.2. Pruebas de Granger para rezagos de dos y tres trimestres. 
Pairwise Granger Causality Tests
Sample: 2001M01 2011M05
Lags: 2
 Null Hypothesis: Obs F-Statistic Prob. 
 DUN does not Granger Cause DP  120  3.54563 0.0320
 DP does not Granger Cause DUN  2.64864 0.0751
Pairwise Granger Causality Tests
Sample: 2001M01 2011M05
Lags: 3
 Null Hypothesis: Obs F-Statistic Prob. 
 DUN does not Granger Cause DP  119  3.53571 0.0171
 DP does not Granger Cause DUN  2.48775 0.0641
Cuadro 11.2.3. Prueba de Johansen.
Sample: 2001M01 2011M05
Included observations: 117
Series: DP DTD 
Lags interval: 1 to 4
Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
No Trend No Trend No Trend Trend Trend
Trace 2 2 2 2 2
Max-Eig 2 2 2 2 2
 *Critical values based on MacKinnon-Haug-Michelis (1999)
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 DUN does not Granger Cause DP  119  3.53571 0.0171
 DP does not Granger Cause DUN  2.48775 0.0641
Cuadro 11.2.3. Prueba de Johansen.
Sample: 2001M01 2011M05
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Series: DP DTD 
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Data Trend: None None Linear Linear Quadratic
Test Type No Intercept Intercept Intercept Intercept Intercept
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Cuadro 11.2.4. EGARCH(1,1,0) 
Dependent Variable: DP
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 2003M02 2011M05
Included observations: 100 after adjustments
Convergence achieved after 50 iterations
Bollerslev-Wooldridge robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(13) + C(14)*ABS(RESID(-1)/@SQRT(GARCH(-1))) +
        C(15)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C -0.128460 0.041476 -3.097254 0.0020
DTD(-2) -0.035320 0.007209 -4.899287 0.0000
DTD(-3) -0.036297 0.007249 -5.007337 0.0000
DTD(-6) -0.025470 0.013499 -1.886843 0.0592
DTD(-9) -0.037081 0.009680 -3.830556 0.0001
AR(1) 0.946521 0.029004 32.63393 0.0000
AR(3) -0.686990 0.043391 -15.83249 0.0000
AR(4) 0.637391 0.039807 16.01210 0.0000
AR(6) -0.381573 0.047101 -8.101146 0.0000
AR(7) 0.255121 0.038123 6.692131 0.0000
AR(12) -0.386021 0.028870 -13.37107 0.0000
AR(13) 0.300064 0.032240 9.307115 0.0000
Variance Equation
C(13) -4.642581 0.257086 -18.05851 0.0000
C(14) 1.037888 0.142221 7.297727 0.0000
C(15) -0.518213 0.101962 -5.082396 0.0000
R-squared 0.826101     Mean dependent var -0.124000
Adjusted R-squared 0.804363     S.D. dependent var 0.763706
S.E. of regression 0.337794     Akaike info criterion 0.635627
Sum squared resid 10.04119     Schwarz criterion 1.026403
Log likelihood -16.78137     Hannan-Quinn criter. 0.793781
Durbin-Watson stat 1.248598
Fuente: Cálculos del autor. 
La mejor regresión fue un EGARCH(1,1,0) con las siguientes ecuaciones:
• DPt  = -0.128 - 0.035*DUN t-2 - 0.036*DUN t-3 - 0.025*DUN t-6 - 0.037*DUN t-9 
+ 0.94* U t-1-0.68*U t-3 + 0.63*U t-4 - 0.38*U t-6 + 0.25U t-7 - 0.38*U t-12
  + 0.30* U t-13
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• Log (σ2 t) =  -4.64  + 1.03*ABS(Ut-1/σt-1) – 0.51Log (σ
2 
t-1)
La dun resultó significativa para dos, tres, seis y nueve trimestres rezagados, es 
decir que incrementos en la tasa de desempleo produjo cambios en la tasa de inflación 
hasta por mueve trimestres, es decir, 2 años y un trimestre. Todos los coeficientes 
tienen signos negativos como era de esperar. La suma de los coeficientes da 0.1341 
aproximadamente; esto significa que un incremento de la tasa de desempleo en 1% 
pudo reducir la tasa de inflación en 0.1341% a lo largo de 9 trimestres lo cual es 
un efecto insignificante que da a entender que la inflación no se cura a punta de 
generar desempleo sino a través de otras medidas. La verdad es que se sabe que el 
desempleo es un efecto colateral e indeseado de la lucha contra la inflación y que no 
se pretende reducir la inflación a través de la generación del desempleo. Regresando 
a la regresión, hubo la necesidad de incluir residuos rezagados como regresores 
que ayudaron a eliminar la autocorrelación serial de los residuos; recuerde que los 
residuos incluyen a otras variables o factores no identificados en la regresión y que 
explican el comportamiento de la inflación. La interacción de la variable conocida, 
dun, y las otras desconocidas lograron explicar el comportamiento de dp en un 
80.43% como lo señala el R-cuadrado ajustado; recuérdese que lo importante no era 
lograr un R cuadrado alto, cercano a uno, sino, ver si la variable regresora dun tenía 
la capacidad para explicar el comportamiento de la inflación.  La ecuación de la 
varianza condicional no mostró asimetrías o efecto apalancamiento significativo. 
Cuadro 11.2.5. Pruebas de los residuos. 
Heteroskedasticity Test: ARCH
F-statistic 0.279251     Prob. F(1,97) 0.5984


















Std. Dev.   0.993957
Skewness   0.172571
Kurtosis   2.131976
Jarque-Bera  3.635789
Probability  0.162367
Fuente: Cálculos del autor. 
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• Log (σ2 t) =  -4.64  + 1.03*ABS(Ut-1/σt-1) – 0.51Log (σ
2 
t-1)
La dun resultó significativa para dos, tres, seis y nueve trimestres rezagados, es 
decir que incrementos en la tasa de desempleo produjo cambios en la tasa de inflación 
hasta por mueve trimestres, es decir, 2 años y un trimestre. Todos los coeficientes 
tienen signos negativos como era de esperar. La suma de los coeficientes da 0.1341 
aproximadamente; esto significa que un incremento de la tasa de desempleo en 1% 
pudo reducir la tasa de inflación en 0.1341% a lo largo de 9 trimestres lo cual es 
un efecto insignificante que da a entender que la inflación no se cura a punta de 
generar desempleo sino a través de otras medidas. La verdad es que se sabe que el 
desempleo es un efecto colateral e indeseado de la lucha contra la inflación y que no 
se pretende reducir la inflación a través de la generación del desempleo. Regresando 
a la regresión, hubo la necesidad de incluir residuos rezagados como regresores 
que ayudaron a eliminar la autocorrelación serial de los residuos; recuerde que los 
residuos incluyen a otras variables o factores no identificados en la regresión y que 
explican el comportamiento de la inflación. La interacción de la variable conocida, 
dun, y las otras desconocidas lograron explicar el comportamiento de dp en un 
80.43% como lo señala el R-cuadrado ajustado; recuérdese que lo importante no era 
lograr un R cuadrado alto, cercano a uno, sino, ver si la variable regresora dun tenía 
la capacidad para explicar el comportamiento de la inflación.  La ecuación de la 
varianza condicional no mostró asimetrías o efecto apalancamiento significativo. 
Cuadro 11.2.5. Pruebas de los residuos. 
Heteroskedasticity Test: ARCH
F-statistic 0.279251     Prob. F(1,97) 0.5984


















Std. Dev.   0.993957
Skewness   0.172571
Kurtosis   2.131976
Jarque-Bera  3.635789
Probability  0.162367
Fuente: Cálculos del autor. 
El cuadro 11.2.5 muestra los resultados de la prueba de heterocedasticidad 
ARCH concluyendo que los residuos son homocedásticos arch y que de acuerdo 
al Jarque-Bera, los residuos tienen una probabilidad del 16.23% de ajustarse a una 
distribución normal. 
En conclusión, se ha mostrado en este aparte que incrementos en la tasa de 
desempleo si ejercieron un efecto, aunque muy pequeño, en la reducción de la tasa 
de inflación durante el período 2001-2011. La interpretación del resultado es fácil: un 
aumento en la tasa de desempleo reduce los niveles del consumo y de la demanda 
agregada teniendo como resultado una reducción de la tasa de inflación, pero queda 
claro que en el caso colombiano este no es el camino más eficiente de reducir la 
inflación. 
2011-2018
Para este período: DP = P t – P t-12  ; DUN t = UN t – UN t-12
2018.12
Dependent Variable: DP
Method: ARMA Generalized Least Squares (BFGS)
Sample: 2011M01 2018M12
Included observations: 96
Convergence achieved after 12 iterations
Coefficient covariance computed using outer product of gradients
d.f. adjustment for standard errors & covariance
Variable Coefficient Std. Error t-Statistic Prob.  
C 0.109934 0.505782 0.217355 0.8284
DUN(-12) -0.123154 0.058995 -2.087526 0.0396
AR(1) 1.387329 0.098238 14.12214 0.0000
AR(2) -0.424712 0.099278 -4.278017 0.0000
AR(12) -0.046158 0.024291 -1.900203 0.0606
R-squared 0.959230     Mean dependent var 0.121337
Adjusted R-squared 0.957438     S.D. dependent var 1.990553
S.E. of regression 0.410661     Akaike info criterion 1.147086
Sum squared resid 15.34644     Schwarz criterion 1.280645
Log likelihood -50.06011     Hannan-Quinn criter. 1.201073
F-statistic 535.2638     Durbin-Watson stat 2.013029
Prob(F-statistic) 0.000000
Fuente: Cálculos del autor
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Sorprende los resultados de la regresión MCO.
• DPt = 0.109 - 0.123*DUN t-12 + 1.388* U t-1 - 0.42*U t-2 – 0.04*U t-12  
 La curva de Philips se dio para los últimos ocho años. El aumento del 1% 
en la tasa de desempleo, rezagada 12 meses, reduce la inflación anual en 0.123%, 
o dicho de otro modo, una reducción en la tasa de desempleo del 1%, aumentó la 
inflación en 0.123%. El coeficiente de determinación es del 95.92%. Los residuos de 
la regresión no tienen distribución normal, pero como se dijo anteriormente, esto no 
es importante cuando se tienen más de quince observaciones. Afortunadamente, los 
residuos no presentan autocorrelación serial según Breusch-Godfrey como tampoco 
tienen heterocedasticidad de acuerdo a la prueba de Breusch-pagan-Godfrey. 
Cuadro 11.3.2. Pruebas de los residuos. 
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.366887     Prob. F(2,89) 0.2602
Obs*R-squared 2.860912     Prob. Chi-Square(2) 0.2392
Heteroskedasticity Test: Breusch-Pagan-Godfrey
F-statistic 1.390611     Prob. F(1,94) 0.2413
Obs*R-squared 1.399494     Prob. Chi-Square(1) 0.2368
Scaled explained SS 2.083592     Prob. Chi-Square(1) 0.1489















Std. Dev.   0.401913
Skewness   0.485839
Kurtosis   4.327279
Jarque-Bera  10.82331
Probability  0.004464
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Sorprende los resultados de la regresión MCO.
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en la tasa de desempleo, rezagada 12 meses, reduce la inflación anual en 0.123%, 
o dicho de otro modo, una reducción en la tasa de desempleo del 1%, aumentó la 
inflación en 0.123%. El coeficiente de determinación es del 95.92%. Los residuos de 
la regresión no tienen distribución normal, pero como se dijo anteriormente, esto no 
es importante cuando se tienen más de quince observaciones. Afortunadamente, los 
residuos no presentan autocorrelación serial según Breusch-Godfrey como tampoco 
tienen heterocedasticidad de acuerdo a la prueba de Breusch-pagan-Godfrey. 
Cuadro 11.3.2. Pruebas de los residuos. 
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.366887     Prob. F(2,89) 0.2602
Obs*R-squared 2.860912     Prob. Chi-Square(2) 0.2392
Heteroskedasticity Test: Breusch-Pagan-Godfrey
F-statistic 1.390611     Prob. F(1,94) 0.2413
Obs*R-squared 1.399494     Prob. Chi-Square(1) 0.2368
Scaled explained SS 2.083592     Prob. Chi-Square(1) 0.1489















Std. Dev.   0.401913
Skewness   0.485839




La curva de Philips se ha venido a observar en los últimos 8 años lo cual no deja 
de ser curioso, dado que las gráficas y las regresiones de los perídos anteriores no 
lo demostraron. ¿Será que la estrucura de la economía colombiana, por ejemplo, la 
dominancia de la economía rural sobre la urbana y el creciente grado de integración 
de la economía a los mercados internacionales, ha logrado este resultado? ¿Será que 
la curva de Philips es más factible en economías con bajas tasas de inflación, tal como 
lo ha logrado Colombia?
En lo que respecta a la tasa natural de desempleo, esta debe aproximarse 
al promedio periódico de la tasa de desempleo ya que aplicar un modelo para 
encontrarla es difícil, además por la dificultad de medir la tasa de desempleo en 
países como Colombia, donde hay un alto nivel de desempleo informal y muchas 
formas de empleo (desempleo) disfrazado. 
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LA DEMANDA AGREGADA DINÁMICA
El objetivo1 de este capítulo es demostrar la validez econométrica de la curva 
de demanda agregada dinámica en Colombia, curva que presenta a los cambios 
en la tasa de inflación como variable dependiente y las variables independientes 
son consumo privado, gasto público, inversión privada y pública, exportaciones e 
importaciones, la oferta de dinero y la tasa de crecimiento del pib real, tal como se 
desarrolló en el punto 13 del capítulo 1.  Mientras que este ejemplo prentende ver 
el efecto conjunto de todas las variables de la demanda agregada sobre la inflación, 
hay otro estudio con un enfoque diferente como el de Mora 2 que construye una 
demanda agregada dándole prelación a las tasas de interés y de cambio dentro de 
un esquema de mecanismo de transmisión de la política monetaria, descartando los 
otros componentes de la ecuación de la demanda. Conocedores de que la inflación 
tiene variadas causas, estas regresiones solo mostrarán el impacto de la demanda 
agregada en la inflación
12.1. La Demanda Agregada con datos anuales, 1950-1998
Se corrió la regresión  con datos anuales y trimestrales. Se intentó construir 
una regresión con datos a partir de 1926 pero no se obtuvo alguna que cumpliera 
con los supuestos econométricos, tal vez por culpa de la altísima volatilidad de 
las variables a comienzos de la década de los 1930s por lo que se decidió partir 
desde 1950.  La función de demanda agregada tiene a los cambios inflacionarios 
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como variable dependiente y considera como variables explicativas a los cambios 
en la oferta de dinero, el pib real, consumo de los hogares, déficit fiscal o gasto 
púlbico, inversión privada y pública y el sector externo representado por los saldos 
de la balanza comercial; ésta última corresponde estrictamente a la diferencia de 
exportaciones totales menos importaciones totales sin incluir transferencias. A 
pesar de la inclusión de dicotómicas y de todas las variables explicativas anteriores 
con varios años de rezago, expresadas todas en cambios porcentuales, deflactadas 
y con su estacionariedad probada en los capítulos anteriores, las pocas variables 
significativas fueron: crecimiento en la oferta de dinero y el crecimiento del pib real. 
Nótese que las variables significativas fueron precisamente las que aparecen en la 
versión simplificada de la demanda agregada en el punto 13 del capítulo uno:
                                                     )(1 1−−+= tt YYm φ
π
Después de correr varias regresiones, la mejor es un EGARCH(1,1,0) tal como se 
ve  en el cuadro  12.1.2. De todas las variables que componen la demanda agregada, 
solamente el cambio porcentual de la oferta de dinero M1 rezagada un año (dm1t-1) 
y la tasa de crecimiento del PIB real (dyr) resultaron significativas y sin rastros de 
multicolinealidad entre ellas a pesar de que la oferta de dinero es componente de la 
demanda agregada.  Las dos series son estacionarias de acuerdo a la prueba ERS; el 
cuadro 12.1.1 muestra la ERS para dyr.   La suma de coeficientes del pib real suman 
1.15% lo que significa que un incremento (decremento) del 1% del pib real con un 
rezago de 1 y 3 años produjeron un aumento (reducción) en la tasa de inflación 
anual. 
Cuadro 12.1.1. Estacionariedad ERS para dyr.
Null Hypothesis: DYR has a unit root
Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample (adjusted): 1926 1997
Included observations: 72 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  2.558067
Test critical values: 1% level  1.905200
5% level  3.031600
10% level  4.024400
*Elliott-Rothenberg-Stock (1996, Table 1) 
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Después de correr varias regresiones, la mejor es un EGARCH(1,1,0) tal como se 
ve  en el cuadro  12.1.2. De todas las variables que componen la demanda agregada, 
solamente el cambio porcentual de la oferta de dinero M1 rezagada un año (dm1t-1) 
y la tasa de crecimiento del PIB real (dyr) resultaron significativas y sin rastros de 
multicolinealidad entre ellas a pesar de que la oferta de dinero es componente de la 
demanda agregada.  Las dos series son estacionarias de acuerdo a la prueba ERS; el 
cuadro 12.1.1 muestra la ERS para dyr.   La suma de coeficientes del pib real suman 
1.15% lo que significa que un incremento (decremento) del 1% del pib real con un 
rezago de 1 y 3 años produjeron un aumento (reducción) en la tasa de inflación 
anual. 
Cuadro 12.1.1. Estacionariedad ERS para dyr.
Null Hypothesis: DYR has a unit root
Exogenous: Constant
Lag length: 0 (Spectral OLS AR based on SIC, maxlag=11)
Sample (adjusted): 1926 1997
Included observations: 72 after adjustments
P-Statistic
Elliott-Rothenberg-Stock test statistic  2.558067
Test critical values: 1% level  1.905200
5% level  3.031600
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    Cuadro 12.1.2. Demanda Agregada. 1950-1998. EGARCH (1,1,0)
Dependent Variable: DP
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1950 1998
Included observations: 49 after adjustments
Convergence achieved after 15 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(7) + C(8)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(9)
        *LOG(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C -8.303150 0.734674 -11.30182 0.0000
DM1(-1) 0.129206 0.017807 7.255833 0.0000
DYR(-3) 0.513081 0.104661 4.902298 0.0000
DYR(-1) 0.646286 0.091554 7.059100 0.0000
AR(1) -0.782265 0.034637 -22.58456 0.0000
AR(2) -0.497347 0.040945 -12.14681 0.0000
Variance Equation
C(7) 2.294044 0.631292 3.633884 0.0003
C(8) -1.240916 0.533629 -2.325426 0.0200
C(9) 0.590073 0.114907 5.135221 0.0000
R-squared 0.323195     Mean dependent var -0.109975
Adjusted R-squared 0.187834     S.D. dependent var 8.022481
S.E. of regression 7.229880     Akaike info criterion 6.351698
Sum squared resid 2090.847     Schwarz criterion 6.699175
Log likelihood -146.6166     Hannan-Quinn criter. 6.483531
F-statistic 2.387652     Durbin-Watson stat 1.565590
Prob(F-statistic) 0.033101
Fuente: Cálculos del autor.
de 1.15%; similarmente, un aumento del 1% en M1 aumentó la inflación en 
0.13% aproximadamente. También se usaron variables dicotómicas para tres 
períodos con base en los dos años de cambio de política económica (1967 y 1991): D1 
= 1, para 1925-1967, 0 para otro; D2 = 1 para 1968-1991,  0 para otro. Ninguna de las 
dicotómicas fue significativa por lo que se puede decir que la regresión es estable 
para el período 1950-2008.  
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Las ecuaciones de la regresión son: 
• DP t = - 8.30 + 0.129*dM1 t-1 + 0.646*DYR t-1 + 0.513 *DYR t-3 - 0.782* Ut-1 
-0.497* Ut-2 




El R-cuadrado ajustado es  18.78%; este bajo resultado lleva a la conclusión que 
la inflación colombiana es más un fenómeno de oferta agregada y no de demanda 
agregada o monetario. Los residuos de la regresión presentaron heterocedasticidad 
arch,  captada por la segunda ecuación, la varianza condicional la cual no encontró 
efectos asimétricos. La autocorrelación serial fue eliminada.  El cuadro 12.1.3 muestra 
la prueba de heterocedasticidad archindicando una probabilidad de 72.5% de 
homocedasticidad arch y el Jarque-Bera afirma que hay un 44.38% de probabilidad 
de que los residuos sean normales. 
Cuadro 12.1.3. Normalidad de los residuos de la Demanda Agregada. 1950-1998.
ARCH Test:
F-statistic 0.125251     Probability 0.725025


















Std. Dev.   1.158412
Skewness   0.444905
Kurtosis   2.936409
Jarque-Bera  1.624771
Probability  0.443798
Fuente: Cálculos del autor.
En la significancia de la variable dyr,  está implícita la significancia de otras 
variables de la demanda como el consumo, inversión, etc. solo que estadísticamente 
colg tuvo más potencia explicativa frente a las otras variables de acuerdo a la prueba-t, 
prueba-F, etc.  Aquí el objetivo ha sido el de obtener regresiones fuertes desde el 
punto de visto de los estadísticos; dejar que los números hablen, sin sujetarse a las 
limitaciones de los modelos teóricos tal como se planteó desde el comienzo del libro. 
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12.2. La Demanda Agregada con datos trimestrales, 2001-2017
Con datos trimestrales, Dp se corrió contra DM1 (o DM3) y DYR. La mejor 
regresión dure un EGARCH(1,1,1) en la cual DYR no resultó siendo significante 
como en el caso 12.1. En el capítulo 8, con el ejemplo del monetarismo, se comprobó 
la fuerte relación entre la inflación y el crecimiento de la oferta de dinero, DM1; acá 
se tomó la misma DM1 con la DYR como variables explicativas, sin embargo, la DYR 
no fue significativa y se corroboró el impacto de DM1 sobre la inflación.  
La correlación entre DM1 y DYR fue 0.50; indicando una multicolinealidad 
media que pudo haber afectado la capacidad explicativa de DYR
 Cuadro 12.2.1. Demanda Agregada. 2001-2017. EGARCH (1,1,1) 
Dependent Variable: DP
Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Sample (adjusted): 2003M04 2017M04
Included observations: 57 after adjustments
Failure to improve likelihood (non-zero gradients) after 137 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(7) + C(8)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(9)
        *RESID(-1)/@SQRT(GARCH(-1)) + C(10)*LOG(GARCH(-1))
Variable Coefficient Std. Error z-Statistic Prob.  
C 3.392484 0.533071 6.364031 0.0000
DM1 0.542971 1.524655 3.561275 0.0004
DM1(-3)       0.375441 2.064941 1.818169 0.0690
AR(1) 1.059961 0.031465 33.68685 0.0000
AR(4) -0.195943 0.021998 -8.907201 0.0000
AR(8) 0.043424 0.021243 2.044146 0.0409
Variance Equation
C(7) 0.508053 0.001256 404.3708 0.0000
C(8) -0.976670 1.1E-102 -9.0E+101 0.0000
C(9) 0.821629 0.180081 4.562547 0.0000
C(10) 0.805943 0.000405 1987.535 0.0000
R-squared 0.854986     Mean dependent var 4.493931
Adjusted R-squared 0.840769     S.D. dependent var 1.745398
S.E. of regression 0.696479     Akaike info criterion 1.570450
Sum squared resid 24.73924     Schwarz criterion 1.928880
Log likelihood -34.75782     Hannan-Quinn criter. 1.709748
Durbin-Watson stat 1.256526
Fuente: Cálculos del autor
A L B E R T O  G Ó M E Z  M E J Í A
346
• DP t = 3.39 + 0.5429*DM1 t + 0.375*DM1 t-3 + 1.06 *U t-1 - 0.1956* Ut-4 
 + 0.043* Ut-8




+ 0.82*ABS(U t-1/σ t-1)











Mean       0.036602
Median   0.062442
Maximum  1.885446
Minimum -2.181289
Std. Dev.   1.014428
Skewness  -0.295922




F-statistic 1.117547     Prob. F(1,54) 0.2952
Obs*R-squared 1.135439     Prob. Chi-Square(1) 0.2866
Los residuos de la regresión cumplieron el supuesto de normalidad y 
homocedasticidad ARCH. 
CONCLUSIÓN
La conclusión de este capítulo es: en los tres modelos co) rridos para la curva 
de demanda agregada, con datos anuales o trimestrales, la variable regresora con 
 .RYD ,laer bip led otneimicerc ed asat al odis ah nóicalfni al erbos aicneulfni royam
Obviamente el pib real está a su vez determinado por muchas variables. Nótese que 
los R-cuadrados ajustados aumentan su valor a medida que los períodos se acercan a 
nuestro tiempo, es decir, que se podría afirmar intuitivamente que quizás los cambios 
en la inflación fueron explicados cada vez mas por elementos de la demanda agregada 
y menos por los de la oferta agregada. Seguramente la internacionalización de la 
economía colombiana ha hecho que se superen gradualmente las limitaciones de la 
oferta agregada que la hacían bastante inelástica. Otra conclusión, de acuerdo a las 
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La conclusión de este capítulo es: en los tres modelos co) rridos para la curva 
de demanda agregada, con datos anuales o trimestrales, la variable regresora con 
 .RYD ,laer bip led otneimicerc ed asat al odis ah nóicalfni al erbos aicneulfni royam
Obviamente el pib real está a su vez determinado por muchas variables. Nótese que 
los R-cuadrados ajustados aumentan su valor a medida que los períodos se acercan a 
nuestro tiempo, es decir, que se podría afirmar intuitivamente que quizás los cambios 
en la inflación fueron explicados cada vez mas por elementos de la demanda agregada 
y menos por los de la oferta agregada. Seguramente la internacionalización de la 
economía colombiana ha hecho que se superen gradualmente las limitaciones de la 
oferta agregada que la hacían bastante inelástica. Otra conclusión, de acuerdo a las 
regresiones es que la inflación en Colombia ha sido, a lo largo del siglo XX, generada 
por muchos factores incluídos en la variable del pib real y no específicamente la 
cantidad de dinero como variable aislada.
NOTAS
• Es difícil encontrar un estudio sobre la demanda agregada para el caso colombiano. 




• Mora Quiñones, Rocío. El Indice de Condiciones Monetarias en Colombia.
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LA OFERTA AGREGADA Y EL PIB POTENCIAL
Al igual que en el anterior, el objetivo de este capítulo es demostrar la validez 
econométrica de la curva de oferta agregada dinámica en Colombia, curva que 
tiene a los cambios en la tasa de inflación como variable dependiente y a la tasa de 
crecimiento del pib real como variable explicativa. Se corrieron regresiones para la 
oferta agregada descrita en el punto catorce del capítulo 1 del libro.  Recuérdese que
• t = Pt
 –Pt-1
 = β1 + λYt + εt 
• Pt = Pt-1   [1 + λ (Yt -Y )] ,  o su equivalente,     = λ (Yt -Y )   
Para la construcción empírica de la curva, se hace un tranformación similar 
a la de la curva de Philips: (1) t - t
e = λ (Yt -Y ) + εt .  Como  te no es observada 
directamente, se asume que  t
e =  t-1 y se sustituye en la ecuación anterior, 
transformándola en:
 (2) d  t = t
 –  t-1
 = β1 +  λYt + εt , la cual implica  que:  λ (Y t -Y ) = β1 +  λ Y  .t
Usando la metodología de Blanchard, la ecuación (2) será usada para las regresiones 
y a partir se sus resultados se puede obtener el pib potencial  despejando: β1 =  - λ Y  
Y = ( β1/ - λ). 
Recuérdese que el pib potencial es aquella tasa del pib que es un punto de 
referencia con respecto a la inflación; crecer por encima del pib potencial aceleraría 
la inflación; por el contrario, crecer por debajo de esa tasa mantendría la inflación en 
un nivel bajo o controlado. 
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Período 1930-2010
La medición del producto potencial (en %) enfrenta las mismas limitaciones 
de la tasa natural de desempleo; de hecho, vale la pena preguntarse: ¿dado que 
el pib real es cambiante en forma permanente, se puede medir con exactitud o 
aproximación el pib potencial? En Colombia se han hecho aplicaciones del filtro de 
Hodrick-Prescott como el de Melo y Riascos 1 sin embargo, en ningún momento se 
llega a un valor específico para el pib potencial; se habla de rangos entre los cuales 
podría encontrarse este.  
Para tener alguna idea de como se podría medir el pib potencial vale la pena 
observar el comportamiento del pib real y de la inflación a lo largo del siglo XX 
hasta el año 2010. Se obtuvieron las series P(4), P(8),  P(12), YR(4), YR(8) y YR(12) 
correspondientes a los promedios móviles 4, 8 y 12 para la tasa de inflación anual 
(P) y la tasa del pib real (yr) que se presentan en el cuadro 1. Los cuadros dejan ver 
que el comportamiento de la tasa de inflación y el pib real presentaron tendencias de 
largo plazo que se pueden organizar por etapas cronológicas.
Período Inflación Período PIB real 
1935-1948 alza 1935-1974 alza
1949-1958 caída 1975-1999 caída
1959-1968 estable 2000-2010 alza
1968-1991 alza 2010-2018 caída
1991-2010 caída
2010-2018 estable
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Es más, si se toma las series P(12) y YR(12) como herramienta para observar 
la tendencia de largo plazo de la inflación y del pib real, se encuentran resultados 
desalentadores. Primero, una comparación de los promedios de las dos series para 
cada período permite ver que los promedios de la tasa de crecimiento del pib real 
siempre han disminuido mientras que la inflación se logró reducir de un promedio 
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del 22.12% al 7.32% o sea que se ha necesitado mucho tiempo para reducir la 
inflación, pero no se ha logrado mejorar el desempeño en cuanto al crecimiento 
económico.  Segundo, se podría afirmar que la tasa promedio de crecimiento del 
pib real a lo largo de los últimos 75 años fluctúa alrededor del 4% (muy baja para 
nuestras necesidades) y tercero, la relación entre el pib potencial y la inflación no 
se da de acuerdo a la teoría. Nótese que a un crecimiento superior del 4%, (4.59), 
la inflación no es mayor, como debería ser, por el contrario le corresponde menor 
inflación,  pero si ocurre que a menor crecimiento (3.64) menor inflación (7.32), como 
si debe ser.   
Cuadro 2. Promedios aritméticos de P(12) y YR(12).
Período Promedio de P(12) Promedio YR(12)





Lo anterior permite comprender que si la tasa del pib real es continuamente 
variable, es técnicamente imposible derivar con precisión la tasa del pib potencial 
pues esta también es cambiante en el corto plazo, por lo tanto cualquier metodología 
orientada a encontrar la tasa del pib potencial solamente puede llegar a resultados 
aproximados. Con base en lo anterior, se harán mediciones tipo Blanchard para 
algunos períodos ya que intuitivamente es más fácil de comprender.
Adicionalmente hay un problema en la regresión de la oferta:  en la ecuación 
(2), si se trata la variable dp como función de YRt, tasa de crecimiento del PIB real, no 
hay diferencia con la ecuación de la demanda agregada puesto que no hay garantías 
en el signo ya que el signo del YR para la ecuación de demanda agregada debe ser 
positivo (a mayor crecimiento del pib o demanda real mayor inflación) y negativo 
para la ecuación de oferta (a mayor oferta menor inflación) 
13.1.  La oferta agregada trimestral, 1980-1997 y el PIB 
potencial
Dado que la variable inflación no es estacionaria, fue necesario usar su diferencia 
DP para correr la regresión, por el contrario, la tasa del pib real si es estacionaria. 
Para este perídodo se obtuvo un EGARCH (0,1,1) descrito en el cuadro 13.1.1. La 
L A  O F E R T A  A G R E G A D A  Y  E L  P I B  P O T E N C I A L
355
del 22.12% al 7.32% o sea que se ha necesitado mucho tiempo para reducir la 
inflación, pero no se ha logrado mejorar el desempeño en cuanto al crecimiento 
económico.  Segundo, se podría afirmar que la tasa promedio de crecimiento del 
pib real a lo largo de los últimos 75 años fluctúa alrededor del 4% (muy baja para 
nuestras necesidades) y tercero, la relación entre el pib potencial y la inflación no 
se da de acuerdo a la teoría. Nótese que a un crecimiento superior del 4%, (4.59), 
la inflación no es mayor, como debería ser, por el contrario le corresponde menor 
inflación,  pero si ocurre que a menor crecimiento (3.64) menor inflación (7.32), como 
si debe ser.   
Cuadro 2. Promedios aritméticos de P(12) y YR(12).
Período Promedio de P(12) Promedio YR(12)





Lo anterior permite comprender que si la tasa del pib real es continuamente 
variable, es técnicamente imposible derivar con precisión la tasa del pib potencial 
pues esta también es cambiante en el corto plazo, por lo tanto cualquier metodología 
orientada a encontrar la tasa del pib potencial solamente puede llegar a resultados 
aproximados. Con base en lo anterior, se harán mediciones tipo Blanchard para 
algunos períodos ya que intuitivamente es más fácil de comprender.
Adicionalmente hay un problema en la regresión de la oferta:  en la ecuación 
(2), si se trata la variable dp como función de YRt, tasa de crecimiento del PIB real, no 
hay diferencia con la ecuación de la demanda agregada puesto que no hay garantías 
en el signo ya que el signo del YR para la ecuación de demanda agregada debe ser 
positivo (a mayor crecimiento del pib o demanda real mayor inflación) y negativo 
para la ecuación de oferta (a mayor oferta menor inflación) 
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potencial
Dado que la variable inflación no es estacionaria, fue necesario usar su diferencia 
DP para correr la regresión, por el contrario, la tasa del pib real si es estacionaria. 
Para este perídodo se obtuvo un EGARCH (0,1,1) descrito en el cuadro 13.1.1. La 
variable significativa es la tasa del pib real rezagada tres trimestres con un efecto 
autorregresivo anual complementado con una ecuación de varianza condicional con 
rezagos de la misma varianza y signos positivos.
Cuadro 13.1.1. Oferta Agregada. 1980-1997. EGARCH (0,1,1)
Dependent Variable: DP
Method: ML - ARCH (Marquardt) - Normal distribution
Sample (adjusted): 1981Q4 1997Q4
Included observations: 65 after adjustments
Convergence achieved after 27 iterations
Bollerslev-Wooldrige robust standard errors & covariance
Presample variance: backcast (parameter = 0.7)
LOG(GARCH) = C(4) + C(5)*RESID(-1)/@SQRT(GARCH(-1)) + C(6)
        *LOG(GARCH(-1))
Coefficient Std. Error z-Statistic Prob.  
C -0.916997 0.116351 -7.881272 0.0000
YR(-3) 0.185015 0.023394 7.908754 0.0000
AR(4) -0.510876 0.084427 -6.051103 0.0000
Variance Equation
C(4) 0.325476 0.121958 2.668752 0.0076
C(5) 0.895292 0.135648 6.600088 0.0000
C(6) 0.626684 0.075886 8.258260 0.0000
R-squared 0.241574     Mean dependent var -0.163749
Adjusted R-squared 0.177300     S.D. dependent var 2.255231
S.E. of regression 2.045558     Akaike info criterion 3.933113
Sum squared resid 246.8741     Schwarz criterion 4.133826
Log likelihood -121.8262     Hannan-Quinn criter. 4.012307
F-statistic 3.758533     Durbin-Watson stat 1.835270
Prob(F-statistic) 0.005073
Fuente: Cálculos del autor.
Las ecuaciones son las siguientes:
• DP t = - 0.917 + 0.185*YR t-3 - 0.51* Ut-4 
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Cuadro 13.1.2. Normalidad de los residuos de la Oferta Agregada. 1980-1997.
ARCH Test:
F-statistic 0.642479     Probability 0.425876


















Std. Dev.   1.000599
Skewness  -0.076988
Kurtosis   2.539023
Jarque-Bera  0.639731
Probability  0.726247
Fuente: Cálculos del autor.
El lector puede darse cuenta que todos los estadísticos de la regresión son 
aceptables como también los residuos cumplen las pruebas de homocedasticidad, 
normalidad y no autocorrelación.  En cuanto a la tasa del pib real potencial: se divide 
el intercepto por el negativo del único coeficiente significativo del pib real, en este 
caso rezagado tres trimestres, para obtenenr un estimativo sencillo y aproximado: 
Y  = ( β1  /- λ) : (-0.916997 / -0.185015) =  4.96 %.
Con base en el modelo de Blanchard, lo anterior quiere decir que entre 1980-
1997, la tasa de crecimiento del pib real que en promedio implicaba un crecimiento 
con una tasa de inflación constante (tasas de inflación iguales para dos años 
consecutivos)  era el 4.96% anual, es decir, tasas de crecimiento por debajo del 4.96% 
teóricamente eran  necesarias para reducir la inflación mientras que crecimientos 
superiores al 4.96% tenderían en promedio a acelerar la inflación, Nótese que la 
media de la  tasa de crecimiento del pib real para este período fue de 3.68% anual; 
la máxima de 7.68% y la mínima de -0.67%;  la media de “DP” anual  fue -0.09%, 
casi cero.  El gráfico 13.3.1, que compara los cambios en la tasa de inflación, dp, con 
la tasa de crecimiento del pib real, YR, muestra que los mayores incrementos en 
la tasa de inflación se dieron con crecimientos del pib de alrededor del 4% anual, 
como también permite ver que crecimientos bajos definitivamente estuvieron 
relacionados con reducciones de la inflación (valores negativos de dp). Por otro 
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media de la  tasa de crecimiento del pib real para este período fue de 3.68% anual; 
la máxima de 7.68% y la mínima de -0.67%;  la media de “DP” anual  fue -0.09%, 
casi cero.  El gráfico 13.3.1, que compara los cambios en la tasa de inflación, dp, con 
la tasa de crecimiento del pib real, YR, muestra que los mayores incrementos en 
la tasa de inflación se dieron con crecimientos del pib de alrededor del 4% anual, 
como también permite ver que crecimientos bajos definitivamente estuvieron 
relacionados con reducciones de la inflación (valores negativos de dp). Por otro 
lado, el cuadro 2, al comienzo del capítulo, muestra que para el mismo período 
el promedio de p(12) fue 22.12% y el promedio del YR(12) fue 3.84%.  Claramente 
el resultado del gráfico 13.1.1 y el promedio de YR(12) son bastante cercanos (4% 
aproximadamente y 3.84%)  e intuitivamente más creíbles como tasa potencial que 
el modelo de Blanchard con el 4.96%. Parece que empíricamente la estrategia de 
los promedios móviles es más útil o aproximada que otras metodologías.  De todos 
modos, el hecho de que la tasa de inflación haya aumentado con tasas de crecimiento 
relativamente bajas (menores del 4%) es señal de que la economía colombiana fue 
muy sensible a los brotes inflacionarios durante este período, lo que restringió la 
necesidad de crecimientos mayores con tal de solucionar los problemas sociales 2 
como el desempleo que exigían crecer como mínimo al 5%-6%.  
Fuente: Cálculos del autor
Perídodo 2000-2017
No se pudo obtener regresiones para explicar el comportamiento de DP en 
función de DYR o YR, tal como se comprobó en el capítulo anterior, sin embargo, 
con base en lo aprendido de los capítulos anteriores se puede afirmar que la tasa del 
PIB potencial es aproximada a la promedia del período, 3,81%, valor parecido a los 
del cuadro 2 de este capítulo.
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Mean       3.809485
Median   3.573732
Maximum  7.960929
Minimum -0.304330
Std. Dev.   2.065574
Skewness   0.185547
Kurtosis   2.129770
Jarque-Bera  2.685032
Probability  0.261188
Fuente: Cálculos del autor
CONCLUSIÓN
No se pudo obtener regresiones sencillas que permitieran hallar la tasa 
potencial de PIB real en todos los periodos estudiados por lo que lo más práctico es 
aproximarla a la tasa promedio de crecimiento del PIB real durante cada período. 
Nótese que esta a pesar de los cambios en la política económica, la tasa no ha variado: 
desde 1935 hasta 1975 fue del 4.5% y para 1975– 2017, la tasa ha fluctuado alrededor 
del 3.8%, lo que obviamente indica que a la tasa de crecimiento promedio del país 
ha tendido a ser constante. 
NOTAS
• Melo, Luis F. y Álvaro Riascos.  (1997).  El producto potencial utilizando el filtro de 
Hodrick-Prescott con parámetro de suavización variable y ajustado por inflación: 
una aplicación para Colombia. En: Borradores Semanales del Banco de la República. 
Santafé de Bogotá, dic. 1997.
• Castaño, Hugo López (1986). La Misión Chenery: una invitación a pensar en el me-
diano y largo plazo.  Lecturas de Economía, u. 20, mayo-agosto, pp. 153-175. Centro 
de Investigaciones Económicas. Facultad de Ciencias Económicas. Universidad de 
Antioquia.
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1. Desde el punto de vista de la econometría aplicada, la realidad colombiana 
es descrita mejor por las regresiones EGARCH que por las ARCH y 
tradicionales MCO. Esto se debe a que lasprimeros captan la volatilidad 
de las variables colombianas tanto del sector real como del financiero. 
Recuérdese que los modelos de la familia GARCH se vienen usando desde 
finales de la década de los 1980s, hace aproximadamente 35 años y que 
muchas conclusiones o planteamientos elaborados hasta entonces, a la luz 
de estos nuevos modelos fueron derogados o reformados. 
2. Para algunos ejemplos, se ensayaron modelos tipo VAR especialmente 
VECM,   sin embargo, los resultados  no fueron satisfactorios pues 
aunque algunos si eran estables (raíces menores que uno), sus residuos 
conjuntamente (de las dos regresiones) no satisfacieron los supuestos sobre 
los residuos, en definitiva, el VAR sirvió de herramienta exploratoria pero 
no fue concluyente como los tipos de regresiones descritas en el párrafo 
anterior. 
3. Se hizo evidente la superioridad de la prueba ERS sobre las de Phillips-
Perron y Dickey-Fuller Aumentado. Ante las contradicciones que se 
presentaron en algunos casos, la aplicación de la ERS produjo regresiones 
mejores. 
4. La prueba de Johansen, empíricamente, demostró ser muy útil para 
establecer relaciones de largo plazo entre las variables pues sus conclusiones 
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siempre coincidieron con los resultados de las regresiones mientras que la 
prueba de Granger en algunos casos mostró fallas.
5. Para muchas regresiones, los R-cuadrados ajustados se acercaron a uno (al 
100%) en la medida que fue necesario incluir a los residuos como variables 
regresoras ya que las variables regresoras tradicionalmente usadas por 
la teoría, no lograron explicar el comportamiento de la dependiente. A 
pesar de usar la mayoría de las series pertinentes disponibles en las bases 
de datos, se hizo necesario el uso de los residuos para suplir la falta de 
capacidad explicativa de las variables económicas, financieras y cumplir 
con los supuestos técnicos de la regresión. La fuerte presencia de residuos 
denota la fuerte relación de las dependientes con regresoras cualitativas y 
principalmente,  de las expectativas de  los agentes del mercado sobre la 
estabilidad económica, política y confianza institucional. También hay que 
resaltar que históricamente, la relación teórica entre las variables se rompió 
por las intervenciones del gobierno que restringieron el funcionamiento de 
los mercados (tasas de interés y de cambio, precios), reflejándose esto en la 
poca capacidad explicativa de las regresoras. 
MACROECONÓMICAS
1. Internamente la estructura del país se transformó: en las primeras décadas, 
el sector agropecuario fue el de mayor participación en el pib real, sin 
embargo, desde los 1950s, el sector financiero-comercio empieza a crecer 
a un ritmo superior al de la industria, la construcción y otros, hasta llegar 
a ser el de mayor participación en la economía a finales del siglo. A pesar 
de ser un país subdesarrollado, el sector comercial-financiero es más fuerte 
que los sectores primario y secundario. 
2. Las regresiones demostraron que el tamaño de la población colombiana 
estaría en algún grado influenciada por el crecimiento económico, sin 
embargo, el tamaño de la población ha sido un lunar en las estadísticas del 
país pues en varias ocasiones ha habido correcciones.
3. La economía colombiana en el siglo XX se caracterizó por su fuerte 
dependencia de los mercados internos y en bastante menor grado de los 
externos, específicamente de Estados Unidos y Venezuela. Se hizo evidente 
una mayor integración de la economía colombiana con la de Estados 
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siempre coincidieron con los resultados de las regresiones mientras que la 
prueba de Granger en algunos casos mostró fallas.
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el sector agropecuario fue el de mayor participación en el pib real, sin 
embargo, desde los 1950s, el sector financiero-comercio empieza a crecer 
a un ritmo superior al de la industria, la construcción y otros, hasta llegar 
a ser el de mayor participación en la economía a finales del siglo. A pesar 
de ser un país subdesarrollado, el sector comercial-financiero es más fuerte 
que los sectores primario y secundario. 
2. Las regresiones demostraron que el tamaño de la población colombiana 
estaría en algún grado influenciada por el crecimiento económico, sin 
embargo, el tamaño de la población ha sido un lunar en las estadísticas del 
país pues en varias ocasiones ha habido correcciones.
3. La economía colombiana en el siglo XX se caracterizó por su fuerte 
dependencia de los mercados internos y en bastante menor grado de los 
externos, específicamente de Estados Unidos y Venezuela. Se hizo evidente 
una mayor integración de la economía colombiana con la de Estados 
Unidos que con la de Venezuela. La dependencia con respecto a Estados 
Unidos se vivió desde la depresión de 1930 y continua hasta hoy; en el caso 
de Venezuela, a raíz de los conflictos políticos, su importancia se reduce a 
partir del año 2000,
4. El sector externo se convirtió en un jalonador del crecimiento del pib real 
debido a la vocación exportadora de materias primas y de manufacturas 
a partir de la década de los 1960s. Las importaciones ayudaron a la 
modernización del país en todos los sectores generando crecimiento.  La 
alta dependencia  el consumo interno pudo haber sido la principal causa 
de las bajas tasas de crecimiento. A pesar de la reducida participación 
en comercio exterior durante la mayor parte del siglo XX y dos décadas 
del XXI, el país no se escapaba de las contracciones internacionales via la 
exportación de materias primas.
5. En cuanto a la función consumo, se corrieron los modelos keynesiano e 
ingreso permanente de Friedman: se concluyó que la variable explicativa 
determinante del consumo entre 1950 y 1995 fue el ingreso disponible 
mientras que la teoría del ingreso permanente como factor determinante 
del consumo no se dió en Colombia durante 1950-1995. Una justificación 
de esto puede ser que a lo largo del siglo, la mayoría de la población 
colombiana se caracterizó por los bajos niveles de ingreso y su capacidad 
de ahorro fue mínima o ninguna por lo que su capacidad de consumo 
dependió de los ingresos inmediatos. Los bajos niveles de ingreso no 
permitieron a la mayoría de la población tener acceso al sistema financiero 
(lo que es conocido como baja bancarización) lo que también explica la 
baja sensibilidad del consumo a los cambios en las tasas de interés, sin 
embargo, en la regresión corrida para 2000-2017, el ingreso disponible 
acutal y rezagado empezó a ser significativo dando a pensar que ambos 
modelos describen la realidad colombiana.
6. Fue evidente que a lo largo del siglo, la tasa de crecimiento del pib real 
estuvo considerablemente determinada por el crecimiento de la inversión 
privada de los respectivos años y con efectos rezagados de hasta seis años.
7. La bajísima influencia de la tasa de interés en la inversión privada se debió 
a que la regresión se corrió para 1925-1996, perídodo en el que las tasas 
de interés fueron fijadas durante la mayoría de años del mismo, 1923-
1970s. La negatividad de las tasas de crédito reales no hizo rentable para 
el sector financiero el dar créditos y al mismo tiempo, las tasas de depósito 
reales negativas desestimularon el ahorro o depósitos en los bancos; este 
problema fue en parte solucionado por el UPAC y la liberalización de las 
tasas de interés que se dió a finales de los 1970s.  La relativa baja influencia 
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de la tasa de interés permite pensar que la inversión fue determinada por 
otros factores diferentes de la tasa de interés.
8. A través del modelo del acelerador se demostró que en Colombia, la 
inversión estuvo fuertemente determinada por el crecimiento del pib real; 
es decir, se establece la relación bidireccional entre inversión y crecimiento 
del pib real.
9. De acuerdo a las regresiones, el sector agropecuario fue más sensible a 
la tasa de cambio peso/dólar que a la tasa de interés de crédito. Además 
de que las tasas de crédito eran fijas, el manejo de la tasa de cambio tuvo 
tres épocas: 1925-1967: tasa de cambio fija; 1968-1991: devaluación gota 
a gota; 1992-hoy; tasa de cambio flexible con intervención controlada. El 
hecho es que la devaluación del peso estimuló la producción agropecuaria 
orientada a las exportaciones. La liberación (o alza) de las tasas de interés 
que se dió a finales de los 1970s y los efectos de la upaquización de las tasas 
no generó cambios en la política crediticia del sector financiero hacia el 
sector agropecuario. Igulaes resultados se obtuvieron para 1970-2017.  De 
acuerdo a las regresiones, se puede concluir que el sector financiero poco 
incidió en el desarrollo del sector agropecuario lo cual es comprensible ya 
que la mayoría de los créditos no van al sector agropecuario.
10. La industria manufacturera se vió positivamente influenciada por los 
incrementos en la devaluación real que se practicó después de 1967 como 
también fue afectada por las tasas de crédito. Los signos negativos de 
los coeficientes de las tasas de crédito indican que la tendencia alcista en 
las tasas reales que se empezaron a dar en los 1950s y que se acentuaron 
en los 1970s y 1980s, levó a una reducción en la tasa de crecimiento del 
sector manufacturero, efecto corroborado en la actualización de 1190-
2017. Mientras siempre se afirma que el crédito genera desarrollo, el 
signo negativo de los incrementos de la tasa de crédito puede significar 
que el crédito es un factor positivo para la apertura de una empresa, pero 
incrementos de las tasas frenan su expansión. 
11. La minería colombiana no se financa con créditos bancarios, sino que 
depende de la inversión del Estado, la inversión extranjera y los mercados 
internacionales. La minería fue totalmente dependiente de las fluctuaciones 
de los mercados internacionales lo que la hizo insensible a los cambios en 
las tasas de interés y de cambio, por lo tanto, se deduce que tuvieron efecto 
en el sector minero las crisis energéticas, guerras en países exportadores 
de petróleo, aumento de la demanda internacional por recursos naturales 
como la de los países asiáticos, en fin, variables exógenas extranjeras y no 
las nacionales. 
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2017. Mientras siempre se afirma que el crédito genera desarrollo, el 
signo negativo de los incrementos de la tasa de crédito puede significar 
que el crédito es un factor positivo para la apertura de una empresa, pero 
incrementos de las tasas frenan su expansión. 
11. La minería colombiana no se financa con créditos bancarios, sino que 
depende de la inversión del Estado, la inversión extranjera y los mercados 
internacionales. La minería fue totalmente dependiente de las fluctuaciones 
de los mercados internacionales lo que la hizo insensible a los cambios en 
las tasas de interés y de cambio, por lo tanto, se deduce que tuvieron efecto 
en el sector minero las crisis energéticas, guerras en países exportadores 
de petróleo, aumento de la demanda internacional por recursos naturales 
como la de los países asiáticos, en fin, variables exógenas extranjeras y no 
las nacionales. 
12. En lo que respecta a la construcción, para el período 1925-1972, el sector de 
la construcción no estuvo influenciado por los cambios en las tasas reales 
de ahorro y crédito ya que estas al ser fijadas por los gobiernos, generaban 
tasas de ahorro y crédito reales negativas desestimulando al ahorro y el 
crédito orientado a estos sectores.  A partir de 1972, la upaquización llevó 
al despegue del sector de la construcción durante los 1970s y 1980s. las 
regresiones muestran que incrementos en los márgenes de intermediación 
del sistema financiero impulsó la disponibilidad de crédito a la construcción 
permitiéndole crecer hasta 1996, sin embargo, la unión de la UPAC a la DTF 
produjo una catástrofe del sector a finales de los 1990s que hizo que este 
sector terminara el siglo con un aspecto contraccionista. Para 1990-2017, 
fue difícil explicar la construcción en función de la tasa de crédito, pero, sí 
por el crecimiento del pib real.
13. En cuanto al sector externo, los cambios principales en este fueron 
determinados por los cambios graduales que se dieron desde un sistema 
de tasa de cambio fija a la flotante.  Las regresiones demostraron que la tasa 
de cambio estuvo afectada por los saldos de las reservas internacionales: 
estas fueron escasas cuando la tasa de cambio era fija y durante la época 
de la devaluación gota a gota pero la apertura económica hizo que estas 
se incrementaran en proporciones nunca imaginadas y produciendo ciclos 
alternos de revaluación y devaluación  que eran dependientes a su vez de 
las coyunturas de la economía internacional.
14. Para 1990-2017, con tasa de cambio flotante, las revaluaciones producidas 
por el exceso de divisas, junto con las devaluaciones estumuladas por los 
diferentes gobiernos, no afectaron las exportaciones como sí lo hizo el 
cremiento de Estados Unidos.
15.  El aumento inesperado de las reservas internacionales produjo 
revaluaciones del peso colombiano al mismo tiempo que el país sufría por 
altas tasas de inflación y altas tasas de interés, rompiendo los equilibrios 
entre los indicadores macroeconómicos, como por ejemplo, que no se 
cumplierna en el largo plazo con las paridades de las tasas de interés y de 
la tasa de cambio.
16. También se demostró que las exportaciones, tradicionales y las no 
tradicionales, se beneficiaron con la devaluación nominal y real del peso 
colombiano con respecto al dólar de los Estados Unidos. Las exportaciones 
no solo dependieron de la devaluación sino del crecimiento de la economía 
de los Estados Unidos.
17. Las regresiones evidenciaron la dependencia directa de las importaciones 
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con respecto al crecimiento del pib real colombiano y su relación inversa 
con la devaluación real del peso a lo largo del sigol XX y siglo XXI, 
independiente de cualquiera que haya sido el sistema de la tasa de cambio.
18. La Curva-J fue probada para el período 1996-2018 con datos trimestrales. 
Se concluyó que la devaluación real, medida con el ITCR, ejerció un efecto 
positivo sobre el saldo de la balanza comercial con un rezago de hasta 
cuatro trimestres, sin embargo, esta no es suficiente para alcanzar una 
balanza comercial con superávit. 
19. En cuanto a la paridad de la tasa de interés y del poder adquisitivo, 
después de analizar cuatro períodos, desde 1981 hasta 2018, se ha pasado 
del incumplimiento de la paridad hasta el cumplimiento en forma gradual. 
Los cambios en el manejo de la tasa de cambio por parte del Banco de 
la República y la política económica gubernamental, dejan concluir que 
desde 1986 hasta 2000, aún cuando las autoridades tuvieron total control 
de la tasa de cambio, no fue objetivo de las autoridades monetarias que las 
paridades se cumplieran;  la devaluación del peso no se ajustó rápidamente 
a la tasa de inflación o al diferencial inflacionario entre Colombia y Estados 
Unidos, como tampoco al diferencial de las tasas de interés. Las paridades 
se cumplieron de forma accidental, con rezagos superiores a un año, cuando 
lo normal en los mercados internacionales es que las divisas se ajusten 
antes de dos meses. En el 2000-2006, las paridades difícilmente se dieron 
ya que la abundancia de divisas presionaba hacia una revaluación del peso 
mientras que  la política intervencionista del Banco de la República, en 
dirección contraria al mercado,  trataba de forzar  la devaluación del peso. 
En el último período 2007-2018, las paridades se cumplieron debido a la 
creciente integración de la economía colombiana a la mundial.
20. Las regresiones permitieron demostrar que los déficit fiscales han sido 
nocivos en Colombia en la época del proteccionismo puea a medida que 
se consolidad la apertura a partir del 2000, se reduce el impacto del déficit 
en la economía: durante 1962-2005, ejercieron presiones inflacionarias, 
incrementaron las tasas de crédito estimularon  la revaluación del peso; 
por lo contrario, en 1985-2017, no hubo claro efecto del déficit sobre la 
inflación, no produjo revaluación del peso ni alteró las tasas de interés. 
Una explicación de esto se debe en parte a que la política fiscal, implicando 
los déficits, es menos efectiva cuando hay apertura económica y tasas de 
cambio flotantes, sin embargo, la experiencia indica que las tres variables 
dependientes estudiadas, son tres  razones poderosas  por las cuales se 
justifica que la  proporción del déficit fiscal con respecto al pib real se 
mantenga dentro de niveles controlables.  
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nocivos en Colombia en la época del proteccionismo puea a medida que 
se consolidad la apertura a partir del 2000, se reduce el impacto del déficit 
en la economía: durante 1962-2005, ejercieron presiones inflacionarias, 
incrementaron las tasas de crédito estimularon  la revaluación del peso; 
por lo contrario, en 1985-2017, no hubo claro efecto del déficit sobre la 
inflación, no produjo revaluación del peso ni alteró las tasas de interés. 
Una explicación de esto se debe en parte a que la política fiscal, implicando 
los déficits, es menos efectiva cuando hay apertura económica y tasas de 
cambio flotantes, sin embargo, la experiencia indica que las tres variables 
dependientes estudiadas, son tres  razones poderosas  por las cuales se 
justifica que la  proporción del déficit fiscal con respecto al pib real se 
mantenga dentro de niveles controlables.  
21. En cuanto a los medios de pago, se ha visto que la oferta de dinero 
(disponibilidad de crédito), período 1980-2008, en términos nominales y 
reales, pudo haber sido afectada mínimamente por las tasas de crédito, 
de tal forma que se puede afirmar que la oferta de dinero fue inelástica 
o insensible a cambios en las tasas de interés (similar al modelo clásico). 
Por otro lado, las tasas de interés nominales y reales tampoco fueron 
determinadas por la oferta nominal y real de dinero,  lo que permite 
sospechar que  las tasas de interés de crédito dependieron de otros factores 
tales como expectativas inflacionarias, tasas de intervención del Banco de 
la República, tasas extranjeras, estructura oligopólica de la banca. 
22.  Se examinó la posibilidad de que la inflación haya sido causada por el 
crecimiento de los medios de pago y que el efecto del dinero sobre la 
inflación sea de largo plazo. Esto fue corroborado por regresiones que 
demostraron que el crecimiento de los medios de pago produjo incrementos 
en la inflación con rezagos que van desde los doce hasta los veintiocho 
trimestres, es decir, de 3 a 7 años, sin embargo, la regresión no indica que 
el crecimiento del dinero sea la única causante de la inflación; entre 2000-
2010, la tasa de crecimiento del dinero aumentó y la inflación se movió en 
sentido contrario. También se corrieron regresiones con datos anuales: en 
1930-1990, la inflación si pudo ser explicada con un R2 ajustado del 67% 
por el cremiento de la oferta de dinero rezagado entre uno y cuatro años; 
mientras que en 1990-2018, el efecto del dinero se da rezagado de uno a 
cinco años, se eleva al 92%; literalmente se podría afirmar que la inflación 
es un efecto monetario
23. En todo caso, las regresiones confirmaron que el control monetario debe 
ser tenido en cuenta para evitar la inflación en el largo plazo.  El mismo 
punto confirma que el Banco de la República, como cualquier otro banco 
central en cualquier país del mundo, debe imponer controles preventivos 
con el fin de cumplir las metas inflacionarias (exigidas por la Constitución) 
aunque de hecho se ha confirmado que no es el único responsable en la 
lucha contra la inflación (recuerde los déficits fiscales).  
24. Las regresiones dejaron visualizar, para todos los períodos, cómo el 
crecimiento de la oferta de dinero si produjo un impacto sobre el crecimiento 
del pib real, pero no directamente sino a través de otras variables, por 
ejemplo, el aumento de la oferta de dinero alteró el crédito y este a la 
producción.
25. También se corroboró que la demanda de dinero en Colombia está explicada 
directamente por los niveles de ingreso e inversamente por las tasas de 
rentabilidad de los activos financieros tal como lo explica la demanda de 
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dinero keynesiana.
26. Una transformación de la regla de Taylor, demostró cómo desde 2000 
hasta hoy, el Banco de la República puede considerar los cambios en la 
tasa de inflación y los cambios en el pib real para fijar la tasa de interés de 
intervención. 
27. Se confirmó que el índice accionario colombiano, desde 1991 hasta hoy, ha 
estado ligado en su comportamiento al Dow Jones, es decir, que muchos 
 satse )rednev( rarpmoc nediced sanaibmoloc senoicca ne satsinoisrevni
cuando hay incrementos (caídas) en los precios de las acciones en los 
Estados Unidos,  demostrando los altos grados de correlación existentes 
entre los mercados financieros. Adicionalmente, las regresiones captaron 
que el índice colombiano depende inversamente de los incrementos de la 
rentabilidad de los TES y muy poco de otros indicadores macroeconómicos.
28. Se mostró que incrementos en la tasa de desempleo si ejercieron un efecto, 
aunque muy pequeño, en la reducción de la tasa de inflación durante el 
período 2001-2018, corroborando la relación inversa entre desempleo e 
inflación.   El estudio de las estadísticas de la tasa de inflación y la tasa de 
desempleo demostraron la dificultad para la medición de la tasa natural y 
la invalidez de metodologías usadas para su medición. Ante la dificultad 
de encontrar una verdadera tasa natural de desempleo, se aconseja el 
pragmatismo: tomar como “proxy” la tasa media de desempleo del 
promedio móvil mensual P(12).  Para el período 2001-2011, la tasa natural 
fue 12.7% relacionada con una  inflación del 5.36%; para 2011-2018, la tasa 
natural se redujo a 9.7% correspondiendo con una inflación anual de 3.73%.
29. La regresión para estimar la demanda agregada dinámica, curva teórica 
que explica los cambios en la tasa de inflación en función de las principales 
variables de la demanda agregada, mostraron que en todos los períodos, 
la inflación ha sido principalmente explicada por el crecimiento de los 
medios de pago y el crecimiento del pib real.
30. Como contrapartida al punto anterior, se derivó la curva de la oferta 
agregada dinámica con el fin de estimar el pib potencial cuya medición 
presenta las mismas dificultades de la tasa natural de desempleo. Dado el 
comportamiento de la tasa del pib real y de la inflación se aconseja estimar 
el promedio móvil mensual de colg(12); para el período 1980-1997, el pib 
potencial fluctuó alrededor del 3.84% y de 3.81% para 2000-2017.
31. Con base en todos los ejemplos desarrollados, es posible afirmar que todos 
los conceptos estudiados en los cursos de Macroeconomía se cumplieron 
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dinero keynesiana.
26. Una transformación de la regla de Taylor, demostró cómo desde 2000 
hasta hoy, el Banco de la República puede considerar los cambios en la 
tasa de inflación y los cambios en el pib real para fijar la tasa de interés de 
intervención. 
27. Se confirmó que el índice accionario colombiano, desde 1991 hasta hoy, ha 
estado ligado en su comportamiento al Dow Jones, es decir, que muchos 
 satse )rednev( rarpmoc nediced sanaibmoloc senoicca ne satsinoisrevni
cuando hay incrementos (caídas) en los precios de las acciones en los 
Estados Unidos,  demostrando los altos grados de correlación existentes 
entre los mercados financieros. Adicionalmente, las regresiones captaron 
que el índice colombiano depende inversamente de los incrementos de la 
rentabilidad de los TES y muy poco de otros indicadores macroeconómicos.
28. Se mostró que incrementos en la tasa de desempleo si ejercieron un efecto, 
aunque muy pequeño, en la reducción de la tasa de inflación durante el 
período 2001-2018, corroborando la relación inversa entre desempleo e 
inflación.   El estudio de las estadísticas de la tasa de inflación y la tasa de 
desempleo demostraron la dificultad para la medición de la tasa natural y 
la invalidez de metodologías usadas para su medición. Ante la dificultad 
de encontrar una verdadera tasa natural de desempleo, se aconseja el 
pragmatismo: tomar como “proxy” la tasa media de desempleo del 
promedio móvil mensual P(12).  Para el período 2001-2011, la tasa natural 
fue 12.7% relacionada con una  inflación del 5.36%; para 2011-2018, la tasa 
natural se redujo a 9.7% correspondiendo con una inflación anual de 3.73%.
29. La regresión para estimar la demanda agregada dinámica, curva teórica 
que explica los cambios en la tasa de inflación en función de las principales 
variables de la demanda agregada, mostraron que en todos los períodos, 
la inflación ha sido principalmente explicada por el crecimiento de los 
medios de pago y el crecimiento del pib real.
30. Como contrapartida al punto anterior, se derivó la curva de la oferta 
agregada dinámica con el fin de estimar el pib potencial cuya medición 
presenta las mismas dificultades de la tasa natural de desempleo. Dado el 
comportamiento de la tasa del pib real y de la inflación se aconseja estimar 
el promedio móvil mensual de colg(12); para el período 1980-1997, el pib 
potencial fluctuó alrededor del 3.84% y de 3.81% para 2000-2017.
31. Con base en todos los ejemplos desarrollados, es posible afirmar que todos 
los conceptos estudiados en los cursos de Macroeconomía se cumplieron 
en Colombia. Algunos no se cumplieron durante el siglo XX como 
consecuencia del atraso estructural del país, de la exagerada intervención 
de los gobiernos en las variables del mercado y del aislamiento de los 
mercados internacionales que el país vivió durante la mayor parte del siglo 
XX, pero con las reformas de los 1990s, la economía nacional se integró a los 
mercados mundiales y todos se cumplieron, especialmente los monetarios 
y cambiarios. 
32. El trabajo registrado en este libro, ha permitido ver a Colombia en 
retrospectiva. Es evidente que los resultados obtenidos dejaron mucho que 
desear. La tasa del pib real fue baja para las expectativas; no se creció lo 
suficientemente rápido por lo que no se pudo bajar el desempleo y mejorar 
los indicadores sociales. La orientación hacia el comercio exterior vino a 
darse al final del siglo, en 1991, mientras que otros países como los asiáticos, 
lograron superar a Latinoamérica a través del comercio internacional 
establecido como meta en los 1960s. 
33. El lector habrá notado como con una econometría sencilla, uniecuacional, 
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