In this article, we consider linearly convex complex cones in complex Banach spaces and we define a new projective metric on these cones. Compared to the hyperbolic gauge of Rugh, it has the advantage of being explicit, and easier to estimate. We prove that this metric also satisfies a contraction principle like Birkhoff's theorem for the Hilbert metric. We are thus able to improve existing results on spectral gaps for complex matrices. Finally, we compare the contraction principles for the hyperbolic gauge and our metric on particular cones, including complexification of Birkhoff cones. It appears that the contraction principles for our metric and the hyperbolic gauge occur simultaneously on these cones. However, we get better contraction rates with our metric.
Introduction
In his article [Bir57] (see also [Bir67] ), Birkhoff proved that the Hilbert projective metric on convex cones satisfies a contraction principle. He showed that a linear map T preserving a cone is a contraction for the Hilbert metric; and that this contraction is strict and uniform when the image of the cone is of finite diameter. He used this idea to prove various theorems on positive operators. This technique of projective metrics permits to avoid the use of the Leray-Schauder fixpoint theorem as in [Kr48] . It is typically useful when the operator one considers is not compact, and was extensively used in thermodynamic formalism (see for instance [FS79] , [FS88] and [Liv95] ).
Recently (see [Rugh07] ), Rugh extended the contraction principle of Birkhoff to complex cones in complex Banach spaces. He introduced a new projective gauge d C on complex cones and gave a very general contraction principle. He then proved various extensions of existing results on positive operators to a complex setting. Also, he had to abandon the convexity assumption on the cone which is a very useful condition in the real case. As a consequence, the complex gauge does not satisfy the triangular inequality in general, and there is not anymore a notion of dual cone.
As a substitute for convexity, there is the natural notion of linear convexity in the complex setup. The dual complement of a linearly convex complex cone then replaces the real dual cone. These notions originally come from several complex variables analysis and were introduced for open sets in C n by Martineau in [Mar66] (see also [An04] for more on the subject and historical notes). A complex cone is said to be linearly convex if through each point in its complement, there passes a complex hyperplane not intersecting the cone; and then, the dual complement is the set of all linear functionals not vanishing on the cone. The central idea of our paper is to use this notion of duality to study complex cones.
In the present paper, we define first (in section 2) a new projective gauge δ C analogously to the Hilbert metric (compare with formulas (2.5) and (2.6) for the Hilbert metric). Let C be a complex cone in a complex Banach space and let x and y be independent vectors in C. Then δ C (x, y) is defined to be log(b/a), where b and a are respectively the supremum and the infimum of the modulus of E C (x, y) = {z ∈ C : zx − y / ∈ C}.
(1.1) δ C is actually a projective metric (meaning that it satisfies the triangular inequality) for a large family of cones, including for instance linearly convex cones and the cones of section 4. For general complex cones, we prove also that δ C satisfies a contraction principle similar to Birkhoff's theorem. We study more precisely the case of complex matrices in section 3. First of all, recall that a real matrix A satisfies A(R n + \ {0}) ⊂ Int R n + if and only if all its entries are positive. Besides, the Perron-Frobenius theorem claims that in such a situation, the matrix A has a spectral gap. In other words, there exists a unique eigenvalue λ m of maximal modulus, which is simple, and the others are of modulus not greater than c|λ m |, c < 1. Moreover, a positive matrix A contracts strictly and uniformly the Hilbert metric of R n + . This gives an estimate of the 'size' c of the spectral gap: one may take the contraction coefficient of the Hilbert metric c = tanh(∆/4) < 1 given by Birkhoff's theorem. Here ∆ = sup x,y∈R n + \{0} h R n + (Ax, Ay) < ∞ is the diameter of A(R n + \ {0}) with respect to the Hilbert metric h R n + . This result is generalized in [Rugh07] : a natural extension C n + ⊂ C n of R n + is defined; and it is proved (among other things) that a complex matrix A such that
has a spectral gap. Using some kind of perturbation argument, Rugh proves also that the complex matrices A = (a ij ) such that |ℑ(a ij a kl )| < α ≤ ℜ(a ij a kl ) for all indices are examples of matrices satisfying (1.2). This perturbation technique gives good estimates of the size of the spectral gap only when the matrix A is close to a positive matrix.
Here, we study the complex cone of all complex matrices satisfying (1.2). We give a simple condition on the coefficients a ij that characterizes these matrices, and we provide a sharp estimate of the size of their spectral gap. We summerize our results on complex matrices in the following theorem. Theorem 1.1. The complex matrices A satisfying A(C n + \ {0}) ⊂ Int C n + are exactly the matrices satisfying for all indices ℜ(a kp a lq + a kq a lp ) > |a kp a lq − a kq a lp |.
These matrices have a spectral gap. If λ m is the leading eigenvalue, the other eigenvalues are of modulus not greater than c|λ m |. The size c of the spectral gap is given by c = tanh(∆/4) < 1, where ∆ is the diameter of A(C n + \ {0}) with respect to our projective metric δ C n + . We get also the following simple estimate for ∆. If θ ∈ (0, 1) and σ > 1 are such that
Finally, in section 5 we compare the complex gauge d C , and the metric δ C . Recall the definition of the gauge d C . Let C be a complex cone and x, y ∈ C linearly independent. If 0 and ∞ belong to the same connected component U of the interior
is the Poincaré distance in U between 0 and ∞. Otherwise, d C (x, y) = ∞, and d C (x, αx) is defined to be 0. Note that δ C (x, y) < ∞ only requires that 0, ∞ ∈L(x, y) but not necessarily in the same connected component ofL(x, y). This fact makes the metric δ C easier to estimate: one does not need to study the full geometry of the set E C (x, y) as we do in section 5 but only to estimate sup |E C (x, y)| and inf |E C (x, y)|. The use of δ C also avoids some technical complications in proofs, see Example 1. To make comparison between d C and δ C possible, we restrict ourselves to the complex cones of section 4 (including canonical complexifications of real Birkhoff cones defined in [Rugh07] and thus C n + ). On these cones, the geometric configuration of the setsL(x, y) is quite simple: it is simply connected, and its complement is a union of disks and half-planes (a finite union in the case of C n + ). We are thus able to prove the following inequalities.
Here, δ 0 > 0 does not depend on the cone. Though the constants are probably not optimal, the exp is necessary in (1.4). So the δ C -diameter is in general significantly smaller than the d C -diameter and thus gives a better estimate of spectral gaps size (see Remark 6). However, this proves also that the condition of being of finite diameter does not depend on whether we use δ C or d C . This means that the contraction principle in [Rugh07] and the one we prove for δ C occurs simultaneously for our family of cones.
The gauge d C does not satisfy the triangular inequality (even on C n + , n ≥ 3, see Remark 6). So we study the projective metric (introduced in [Rugh07] 
The preceding inequalities show that on our family of cones,d C is nondegenerate, and controls d C . So, being of finite diameter ford C implies being of finite diameter for d C . Therefore,d C also obey a contraction principle. Even thoughd C satisfies the triangular inequality and also a contraction principle, it should be noted that it is more difficult to estimated C than d C (and so, more difficult than δ C ).
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A contraction principle
If V R is a real Banach space, and C R ⊂ V R a proper closed convex cone, the Hilbert metric h C R of the cone C R may be defined for x, y ∈ C R \ {0} by (see [Bir57] and [Bir67] )
On the other hand, the convexity of C R permits to define a dual cone, and the Hilbert metric can be recovered from
where the supremum is taken over all f , g ∈ V ′ R , nonnegative on C R and such that f, x , g, y > 0.
Let V be a complex Banach space, V ′ its dual and ·, · the canonical duality
Definition 1. Let C ⊂ V be a non-empty subset. C is said to be -a complex cone if C * C ⊂ C.
-proper if the closure C of C contains no complex planes.
Note that we make no topological assumption on the cone here. When the cone C is closed, this definition of properness is the one given in [Rugh07] .
Definition 2. Let C be a proper complex cone. Let x, y ∈ C \ {0}. We consider the set E(x, y) defined by
We then define: -δ C (x, y) = 0 if x and y are colinear. 
Note that by properness of C, E(x, y) = ∅, and that we always have 0 / ∈ E C (x, y).
We always have δ C (x, y) = δ C (y, x), and δ C (x, λy) = δ C (x, y), λ ∈ C * . If δ C (x, y) = 0 then x and y must be colinear. Indeed, suppose they are independent. The set E C (x, y) is included in a circle C(0, M ). So the vector plane spanned by x and y is included in the closure of C, and this is impossible since we assume the cone proper. However, δ C need not satisfy the triangular inequality on a general complex cone.
Definition 3. Following [An04] (see also [Hor94] ), we say that a complex cone C ⊂ V is linearly convex if through each point in the complement of C, there passes a complex hyperplane not intersecting C. If a complex cone C is linearly convex, one defines its dual complement to be the set
Note that if C is linearly convex and C = V , then 0 / ∈ C, 0 / ∈ C ′ . We have also the following characterization. For all x ∈ V ,
Lemma 2.1. Let C a linearly convex proper complex cone, then δ C is a projective metric on C, and we have the formula
Proof. Let C be a linearly convex proper complex cone, and x, y ∈ C. Then, by (2.8), zx − y / ∈ C iff f, zx − y = 0 for some f ∈ C ′ . So we have
This gives (2.9) and the triangular inequality then follows from (2.9).
To ensure completeness of our metric, we need a regularity condition on the cone.
, we say that a complex cone C is of K-bounded sectional aperture if for each vector subspace P of (complex) dimension 2, one may find m = m P ∈ V ′ , m = 0 such that
In finite dimension, a proper complex cone C is automatically of bounded sectional aperture for some K ≥ 1 (see [Rugh07] , Lemma 8.2).
Lemma 2.2. Let C a proper complex cone of K-bounded sectional aperture.
1. For any x, y ∈ C with x = y = 1, there exists α ∈ C, |α| = 1 such that αy − x ≤ Kδ C (x, y).
2. Suppose in addition that C is linearly convex. Then (C/ ∼, δ C ) is a complete metric space, where x ∼ y iff C * x = C * y.
Proof. Assume x and y independent and δ C (x, y) < ∞. Take m ∈ V ′ , m = 1 satisfying (2.10) for the vector plane spanned by x and y. Define x ′ = x/ m, x and y ′ = y/ m, y . One has 1 ∈ E C (x ′ , y ′ ), since otherwise 0 = K| m,
Finally, for some α ∈ C, |α| = 1,
Now, let C be linearly convex, and let (x n ) be a Cauchy sequence for δ C , with x n = 1. We choose a subsequence (y n ) such that δ C (y n , y n+1 ) < 2 −n . By 1, we may rotate inductively y n in order to have y n+1 − y n ≤ K2 −n . Thus, y n → y, y = 1, since V is a Banach space. Let us show that y ∈ C. If g, y = 0 for all g ∈ C ′ then for x ∈ C and λ ∈ C, one has g, x + λy = g, x = 0, for all g ∈ C ′ , hence x + λy ∈ C. This is impossible by properness of C, so we can choose g 0 ∈ C ′ such that g 0 , y = 0. Let f ∈ C ′ . From (2.9), we have
Letting p → ∞, we see that f, y = 0, for all f ∈ C ′ so y ∈ C. Finally, δ C is lower semi-continuous by (2.9). So δ C (y n , y) ≤ lim inf p→∞ δ C (y n , y p ), and δ C (y n , y) → 0.
We now come to the contraction principle.
Theorem 2.3. Let V 1 , V 2 be complex Banach spaces, and let C 1 ⊂ V 1 , C 2 ⊂ V 2 be proper complex cones (not necessarily linearly convex). Let T : V 1 → V 2 be a linear map, and suppose that
is finite, then we have
Proof. Let x, y ∈ C 1 \ {0}. We may assume T x and T y linearly independent, and δ C 1 (x, y) < ∞. If z ∈ C, and zx − y ∈ C 1 then we have also zT x − T y ∈ C 2 . So
. Let λ, µ belong to the complement of E C 1 (x, y), λ = µ, and α, β ∈ E C 2 (T x, T y). So we have
Therefore, we have proved that for arbitrary α, β, λ = µ satisfying (2.11)
(2.12)
We consider now M > sup |E C 1 (x, y)|, and m < inf |E C 1 (x, y)|, m > 0. We fix α, β ∈ E C 2 (T x, T y), we define A = |α|, B = |β|. We assume also that A < B. Since E C 2 (T x, T y) ⊂ E C 1 (x, y), we have m < A < B < M . Moreover, the whole circles C(0, m) and C(0, M ) of center 0 and radius m and M respectively are included in the complement of E C 1 (x, y). So we may choose µ ∈ C(0, M ), λ ∈ C(0, m) to optimize the inequality (2.12). More precisely, we have:
. Since the element of greatest modulus in the circle of center c and radius r is of modulus |c| + r, (2.12) gives
In the same way, we find
At this point, we are back to the case of the Hilbert metric. We write
This leads to tanh(d/4) ≤ tanh(∆/4) tanh(D/4), so d ≤ tanh(∆/4)D and the conclusion follows.
Remark 1. We proved exactly tanh(δ(T x, T y)/4) ≤ tanh(∆/4) tanh(δ(x, y)/4). So, if we define the contraction coefficient of T to be c(T ) = tanh(∆/4), then we have c
(T S) ≤ c(T )c(S).
Example 1. Let C be a closed proper complex cone with non-empty interior, and let also A be a linear map such that A(C \ {0}) ⊂ Int C. Suppose that there exists 0 < ρ < 1, such that B(Ax, ρ Ax ) ⊂ Int C for all x ∈ C \ {0} (such a ρ > 0 always exists in finite dimension). Then the δ C -diameter of AC is bounded by ∆ = 2 log(1/ρ), hence finite. If we assume in addition that C is of K-bounded sectional aperture for some K ≥ 1 (which is also automatic in finite dimension for a proper cone, see [Rugh07] ), then A has a spectral gap. This is proved exactly in the same way as Theorem 3.6 and 3.7 of [Rugh07] , replacing the gauge d C by δ C , the contraction principle by Theorem 2.3 and using Lemma 2.2, 1. Moreover, the size of the spectral gap is given by tanh(∆/4) = (1 − ρ)/(1 + ρ). We dot not reproduce Rugh's proof. Suppose now that V is finite dimensional. Then the fact that that A has a spectral gap is the content of Theorem 8.4 of [Rugh07] . However, in this situation, the setŝ C \ E C (Ax, Ay) might not even be connected, and so one cannot say anything on the d C -diameter of AC. The technical argument of [Rugh07] does not lead to an explicit and easy estimate of the spectral gap and is simplified by the use of δ C .
3 The canonical complexification C n + of R n + We will denote respectively by ℜ(z) and ℑ(z) the real and imaginary part of z ∈ C. Following [Rugh07], we define
(3.14)
C n + is a closed complex cone which is obtained from the Birkhoff cone R n + in a natural way as described in [Rugh07] . The interior of C n + is given by
We consider on C n the duality x, y = x k y k . Our study of C n + is based on the following two lemmas.
Lemma 3.1. C n + \ {0} and Int C n + are both linearly convex. More precisely, we have
Proof. Let x ∈ C n + \ {0} and y ∈ Int C n + . Then, up to multiplying x and y by nonzero complex numbers, we may write
Let x ∈ C n such that ℜ(x k x l ) < 0 for some k = l. We define a = j =k,l x j . Then for ǫ > 0 sufficiently small, ℜ((ǫa + x k )x l ) < 0. We write ǫa + x k = re iα , x l = se iβ with r, s > 0 and µ = π − β + α ∈ (−π/2, π/2). We then define y k = 1, y l = rs −1 e iµ and y j = ǫ for j = k, l. Then y ∈ Int C n + and x, y = 0. This proves the second part of (3.16). The first part is proved essentially in the same way.
Lemma 3.2. Let x, y ∈ Int C n + . Then
where D kl = D kl (x, y) is the closed disk of center c kl (x, y) and radius r kl (x, y). c kl and r kl are given by
If k and l are such that x l y k − x k y l = 0, then D kl reduces to {y k /x k } and the only z satisfying (3.18) is y k /x k . If k and l are such that x l y k − x k y l = 0 then
where z = ϕ kl (w) is the Möbius tranformation defined by
Thus the complex numbers z satisfying (3.18) are exactly the elements of D kl = ϕ kl (P ). A brief computation then leads to the given formulas for c kl and r kl .
We study now the n × n matrices A satisfying
By Lemma 3.1, (3.19) is satisfied if and only if Ax, y = 0 for all x, y ∈ C n + \ {0}. So the set of all matrices A satisfying (3.19) is itself a linearly convex complex cone. Moreover, Lemma 3.1 also implies that if A satisfies (3.19) then so does its transpose matrix t A. Proof. Let us denote by λ 1 , · · · , λ n the lines of A. Suppose that (3.19) holds. Then for x ∈ C n + \ {0}, we have
So, λ j , x = 0 for all x ∈ C n + \ {0} and Lemma 3.1 implies that λ j ∈ Int C n + . Consider now a matrix A such that λ j ∈ Int C n + for all indices j. Then (3.19) holds if and only if for all indices k, l and all x ∈ C n + \ {0} we have ℜ λ k , x λ l , x > 0 or equivalently ℜ( λ l , x / λ k , x ) > 0. By Lemma 3.1 (see also the proof of Lemma 2.1), for fixed k and l, the set of all λ l , x / λ k , x is exactly E Int C n + (λ k , λ l ). So (3.19) holds if and only if for all indices k, l we have 
Proof. This is a direct consequence of Theorem 8.4 of [Rugh07] . See also Example 1.
We give now explicit estimates for the δ-diameter of A(C n + \ {0}). Proposition 3.5. Let A be a complex n × n matrix such that A(C n + \ {0}) ⊂ Int C n + . Denote by λ 1 ,...,λ n the lines of A. Define
where diam RHP denotes the diameter with respect to the Poincaré metric of the right half plane. Then the δ-diameter δ-diam A(C n + \ {0}) satisfies
Proof. We denote by ∆ the δ-diameter of A(C n + \ {0}). We denote also by ρ(a, b) the Poincaré metric in the right half plane: for a, b with ℜ(a), ℜ(b) > 0 ρ(a, b) = log |a + b| + |a − b|
Consider two vectors u and v ∈ Int C n + . Then from the description given by Proposition 3.2, one has
We used in (3.25) inequality (3.22) and the following straightforward identity
Let x y ∈ C n + \ {0}. We define u = Ax and v = Ay. Thus u j = λ j , x and v j = λ j , y . The ratios u l /u k and v l /v k belong to E Int C n + (λ k , λ l ). Therefore, letting p = k, q = l in (3.24) we get ∆ ≥ ∆ 2 . We have obviously ∆ ≥ ∆ 1 so the lower bound follows. The upper bound is a consequence of inequality (3.25) and the formula for δ(λ k , λ p ) given by Lemma 2.1.
Remark 2. The formula (3.23) given in the preceding proposition shows that the projective metric δ C n + extends the Hilbert metric h R n + on R n + . This is also the case for the hyperbolic gauge of Rugh. So, δ C n + is another possible extension of the Hilbert metric.
Theorem 3.6. Let θ ∈ (0, 1), and σ > 1. Consider a complex matrix A such that for all indices
Then A(C n + \ {0}) ⊂ Int C n + , and we have
Proof. We use the same notations as in the proceding propositions. We want first to estimate ∆ 2 . We have
Moreover, the complex numbers a lp /a kp and a lq /a kq both belong to D pq . So the disk D pq intersects the disk D qr which in turn intersects D rs . We deduce that
Moreover, the diameter of a closed disk D ⊂ {ℜ(z) > 0} of center c and radius r > 0 for the Poincaré metric ρ is
So by (3.21), ∆ 2 ≤ 3 log((1 + θ)/(1 − θ)). Finally, we apply inequality (3.25) to u = λ i , v = λ j and we find that ∆ 1 ≤ 2 log 1 + θ 1 − θ + 2 log σ.
(One checks directly that ρ(a jl /a jk , a il /a ik ) ≤ log((1 + θ)/(1 − θ)).)
More general complex cones
We will compare in section 5 the metric δ C with the hyperbolic gauge d C . As mentionned in the introduction, one cannot hope any control of d C by δ C in a general complex cone. Our main goal is to show (in section 5) that such a control is possible at least for canonical complexification of real Birkhoff cones as defined in [Rugh07] . We fix here the setting and prove the various lemmas needed in section 5. Recall the definition of the canonical complexification. Let V R a real Banach space, and consider its complexification V = V R ⊕iV R . It is a complex Banach space. Let C R ⊂ V R a real Bikhoff cone and C ′ R ⊂ V ′ R its dual. Each real linear functional on V R naturally extends to a complex linear functional on V , and the canonical complexification is defined by C = {x ∈ V : ∀m, l ∈ C ′ R , ℜ m, x l, x ≥ 0}. It may also be defined as C = C * (C R + iC R ).
So we naturally consider the slightly more general situation of a cone C in a general complex Banach space V satisfying Proof. The proof is essentially the same as the proof of Lemma 3.2.
We will denote by Q the first quadrant of the complex plane: Q = {z ∈ C : ℜ(z) ≥ 0 and ℑ(z) ≥ 0}. In what follows, we consider a complex Banach space V . We consider a closed convex cone R ⊂ V , that is, a closed non-empty subset such that R + R ⊂ R and (0, ∞)R ⊂ R. We consider also a complex cone C ⊂ V satisfying Condition C1. C = C * R, and (R + iR) ∩ (R − iR) = R. In particular, C is closed.
Condition C2. C is proper and contains at least two (complex) independent vectors.
We define also S = {m ∈ V ′ : ∀x ∈ R, m, x ∈ Q}. It is a closed convex cone.
Lemma 4.2. Let C and R satisfy (C1). Then we have R = {x ∈ V : ∀m ∈ S, m, x ∈ Q}, (4.28)
is a closed convex cone. So, if x / ∈ (R − iR), by Mazur's theorem, there exists m ∈ V ′ such that ℜ m, x < 0; and such that ℜ m, y ≥ 0, ∀y ∈ (R − iR), or equivalently, m ∈ S. Now, m, x ∈ Q if and only if ℑ m, x = ℜ( m, −ix ) ≥ 0 and ℜ m, x ≥ 0. Thus, x ∈ V satisfies m, x ∈ Q for all m ∈ S if and only if x and −ix both belong to (R − iR). Hence, by (C1), if and only if x ∈ R. This gives (4.28).
Finally, let x ∈ V . Then ℜ( m, x l, x ) ≥ 0 for all m, l ∈ S if and only if the argument of m, x (when m, x is non-zero) varies within a π/2 angle. In other words, if and only if one may find α ∈ C * such that m, αx ∈ Q for all m ∈ S. (4.29) then follows from (4.28).
Example 2. As regards the canonical complexification of a real Birkhoff cone, one takes R = C R + iC R , and (C1) is a consequence of the convexity of C R . Another example is provided by
where σ > 0, a ∈ V and µ ∈ V ′ such that µ, a = 1 (µ is a complex linear functional).
Here, one takes R = {x ∈ C : µ, x ∈ [0, ∞)}. The Remark 3.10 in [Rugh07] says that a bounded linear operator T on a complex Banach space has a spectral gap if and only if it is a strict contraction of a cone like (4.30) (but with another norm).
Remark 3. The condition (C2) implies that the cone R satisfies R∩(−R) ⊂ {0}, and so is proper as a convex cone. Indeed, let x ∈ R ∩ (−R). Then for all m ∈ S, m, x = 0. By (4.29), this implies that ∀y ∈ C, ∀z, z ′ ∈ C, zx + z ′ y ∈ C. By (C2), we find that x must be 0. We mention also the following consequence of (C2). Given x, y ∈ C complex linearly independent, we can find m ∈ S such that m, x = 0 (by properness of R and(4.28)). But then, y − m, y / m, x x = 0 and we can find again l ∈ S not vanishing on this vector. This proves that F(x, y) = ∅.
Remark 4. The cone C need not be linearly convex (even though one can show that Int C is). However, δ C satisfies the triangular inequality on C. Indeed, using Lemma 4.1, one can show that the formula of Lemma 2.1 remains valid if we replace f ∈ C ′ by f ∈ S + iS, f, x , f, y = 0. This is because each D m,l is an open finite disk or a half plane and 0 / ∈ D m,l . So the supremum and the infimum of |z| are both attained on the boundary of D m,l . We skip the details.
Definition 5. Let x, y ∈ C \ {0}. We define L(x, y) = {z ∈Ĉ : zx − y ∈ C}, with the convention that ∞ ∈ L(x, y).
Lemma 4.3. Let x, y ∈ C \ {0} and suppose that 0, ∞ are in the interior of L(x, y) inĈ (denoted byL(x, y)). Then each D m,l , (m, l) ∈ F(x, y) is an open finite disk. Moreover, the closed convex hull of the centers c m,l is included in the closure E(x, y) of E(x, y). In general, we can say that as soon asL(x, y) is not empty, it is a simply connected open subset ofĈ. Now, let A ⊂ F(x, y) be finite and for (m, l) ∈ A, let t m,l ≥ 0, t m,l = 1. We may assume A symmetric, i.e. (m, l) ∈ A iff (l, m) ∈ A. Then the complex number z = (m,l)∈A t m,l c m,l satisfies z = f, y where f ∈ V ′ is defined by
We observe that f, x = 1 so that f, zx − y = 0. Define S 0 = {l ∈ V ′ : ∃m ∈ V ′ , (m, l) ∈ A}, the finite set of all the linear functionals l appearing in (4.32). We suppose first that for all l, l ′ ∈ S 0 , we have ℜ l, x l ′ , x > 0. Then, we can find β ∈ C * such that for all l ∈ S 0 , β l, x belongs to the interior of Q. Let u ∈ R, and suppose that f, u = 0. Taking real parts in (4.32) with v = βu, we see that as soon as t m,l + t l,m > 0, we have m, u = 0, and by symmetry, l, u = 0. Now, we observe that for all (m, l) ∈ F, one cannot have simultaneously m, zx − y = 0 and l, zx − y = 0. Since f, zx − y = 0, we deduce that zx − y / ∈ C = C * R. This proves that z ∈ E(x, y). We consider now the general case. We fix µ ∈ S such that µ, x = 0 (possible by properness of R). If ǫ > 0 and m ∈ S, we define m ǫ = m + ǫµ ∈ S. A direct calculation then shows that for all l, l ′ ∈ S, ℜ( l ǫ , x l ′ ǫ , x ) ≥ ǫ 2 | µ, x | 2 > 0. From the preceding discussion, we deduce that z ǫ = (m,l)∈A t m,l c mǫ,lǫ belong to E(x, y), and letting ǫ → 0, z ∈ E(x, y). So the closed convex hull K of the c m,l is a compact convex subset of E(x, y). Now, consider the euclidean projection p on this closed convex set K. If z ∈ E(x, y), then the entire segment [z, p(z)] ⊂ E(x, y). Indeed, z belongs to some open disk D m,l , and since c m,l ∈ K we have the following angular condition:
belongs also to D m,l which is convex and thus contains [z, p(z)]. Since p is continuous, we deduce that if z ∈ E(x, y), then [z, p(z)] ⊂ E(x, y). Therefore, if z ∈L(x, y) the halfline z + R + (z − p(z)) ⊂L(x, y). It is now easy to see that every loop inL(x, y) with base point ∞ is homotopic to the constant loop at ∞.
In general, ifL(x, y) = ∅ and if α, β ∈L(x, y), α = β, then the Möbius tranformation z → (zα − β)/(z − 1) maps L(αx − y, βx − y) onto L(x, y), and 0, ∞ ∈ L(αx − y, βx − y). Thus,L(x, y) is also simply connected.
Remark 5. Let Ω ⊂ V be an open complex cone. We consider the projective space P V = V \ {0}/ ∼ associated to V (where x ∼ y iff Cx = Cy), and the open subset P Ω ⊂ P V associated to Ω. The open set P Ω ⊂ P V is said to be C-convex (see [An04] ) if its intersection with any projective complex line L is simply connected and = L. We refer to [An04] for historical notes and more about C-convexity. It is interesting to mention that, in general, C-convexity implies linear convexity for open sets. See for instance [Hor94] or [An04] for a proof in finite dimension. This result has been extended recently to complex Banach spaces in [Fl06] . In our situation, we mention without proof that when non-empty, Int C is C-convex, and linearly convex. (This is not actually a direct consequence of the preceeding lemma: one has to prove that L Int C (x, y) =L C (x, y).)
Comparisons of metrics
In this section, we consider a complex cone C satisfying conditions (C1)-(C2) of section 4. In our setting, the complex gauge d C (x, y) of Rugh (cf. [Rugh07] ) is defined as follows.
Definition 6 (Rugh). 1. If x and y are colinear then d C (x, y) = 0.
2. If x and y are (complex) linearly independent and ifL(x, y) contains 0 and ∞, then d C (x, y) = dL (x,y) (0, ∞) is the Poincaré distance (see e.g. [Mil06] ) between 0 and ∞ in the hyperbolic Riemann surfaceL(x, y). Note that our case, properness of the cone implies thatL(x, y) avoids at least three points and hence is hyperbolic.
As a normalization, we consider the Poincaré metric with Gaussian curvature −1 (thus, on the unit disk, it is 2|dz|/(1 − |z| 2 )).
The gauge d C does not satisfy the triangular inequality in general, even if the cone C satisfy condition (C1)-(C2). So we consider as in [Rugh07] the following projective pseudo-metric.
One always hasd C (x, y) ≤ d C (x, y). By Proposition 4.3, when non-empty,L(x, y) is simply connected. As an interesting consequence, we may use the improved contraction constant in Lemma 2.4 of [Rugh07] . More precisely, we have: (see [Rugh07] , Lemma 2.4 and Remark 2.5) Theorem 5.1 (Rugh). Let T : V 1 → V 2 be a complex linear map. Let C 1 ⊂ V 1 , C 2 ⊂ V 2 satisfy (C1) and (C2), and such that T (C 1 \ {0}) ⊂ C 2 \ {0}. Assume that the diameter ∆ = diam C 2 T (C 1 \ {0}) is finite, then we have Proposition 5.2. We have ∀x, y ∈ C \ {0},
We may assume that d C (x, y) < ∞, and that x and y are linearly independent. Then 0, ∞ ∈L(x, y). Denote by a = inf |E(x, y)| > 0 and b = sup |E(x, y)| < ∞. Let z 0 , z 1 ∈ E(x, y), z 0 = z 1 . We can write z k = φ m k ,l k (w k ), where φ m,l is defined by (4.27), and (m k , l k ) ∈ F(x, y), k = 0, 1. We have ℜ(w k ) > 0 and possibly after replacing w k by w −1 k and exchanging m k and l k , we may assume also that ℑ(w k ) ≥ 0. We define f k = w k m k + l k , so that z k = f k , y / f k , x , k = 0, 1. For t ∈ (0, 1), we define also
Observe that (1 − t)w 0 , tw 1 , (1 − t) and t all belong to {w ∈ C : ℜ(w) > 0 and ℑ(w) ≥ 0}. So, if v ∈ C and f t , v = 0 then m k , v = 0, l k , v = 0 (k = 0, 1). Thus, f t , x = 0 for all t ∈ [0, 1], and we may define z t = f t , y / f t , x . Then, for all t ∈ (0, 1), z t ∈ E(x, y). Indeed, if this is not true, then z t x−y ∈ C. But f t , z t x−y = 0 so we have for instance m 0 , z t x − y = 0 and m 0 , x = 0. Hence z t = m 0 , y / m 0 , x ∈ E(x, y) by Proposition 4.1, and this is a contradiction.
Therefore, we have a circular arc t → z t , t ∈ [0, 1], with values in E(x, y). Denote by Γ its range. It is a compact set containing more than three points (since z 0 = z 1 ) and not containing 0 and ∞. Increasing a domain decreases hyperbolic distances, thus
(5.34) Now, the Möbius transformation
induces a conformal isomorphism fromĈ \ Γ onto C \ R − ; and the map
is a conformal isomorphism from C \ R − onto the open unit disk in C. We deduce from this, that if λ, µ ∈ C \ R − , and |λ| ≥ |µ|, then
Using the Möbius transformation (5.35), we find
Combining with (5.34) and the definition of δ C , the result follows.
Corollary 5.3. Under the same assumptions,d C does not degenerate and we have
Proof. This is a consequence of the definition ofd C and the preceding proposition.
To get an upper bound for d C (x, y), we proceed in two steps. First, we consider the case when x and y are δ C -close to each other and then we consider the general case.
Lemma 5.4. There exists a constant δ 0 > 0 (not depending on the cone) such that if x, y ∈ C \ {0} and if
Proof. First, we consider α > 1 and 0 < a < b. Let Ω α ⊂Ĉ be the complement (in C) of the union of the two closed disks passing through a and b and intersecting the real axis at an angle π/(2α) (see figure 2) . Then the Poincaré distance in Ω α between 0 and ∞ is given by:
Indeed, the transformation
is a conformal isomorphism from Ω α to the right half-plane. The Poincaré metric on the right half-plane is given by |dz|/ℜ(z). Since f (0) = f (∞) −1 and f (∞) = (b/a) α/2 , equation (5.36) follows. Now, let x, y ∈ C \ {0}. We assume that x and y are linearly independent and that δ C (x, y) < ∞. Define a = inf |E(x, y)| > 0 and b = sup |E(x, y)| < ∞. We consider a disk D(c, r) of center c and radius r > 0 included in E(x, y). Since each z ∈ D(c, r) 
is an open finite disk, whose closure passes through the two distinct points: l, y / l, x and m, y / m, x . Since (m 1 , l 1 ), (m 2 , l 2 ) ∈ F(x, y), one may find a couple, say (m 1 , m 2 ), such that m 1 , y / m 1 , x and m 2 , y / m 2 , x are distinct, hence (m 1 , m 2 ) ∈ F(x, y). Thus, the disk D l 1 ,m 1 intersects D m 1 ,m 2 which in turn intersects D m 2 ,l 2 . Since they are all included in E(x, y), we may use inequality (5.37). We deduce that the argument of z ∈ E(x, y) varies within an angle ≤ 6 θ max provided b/a is sufficiently close to 1 (in order to have 6 θ max < π/2). Up to a rotation, (or equivalently, after replacing y by λy, λ ∈ C, |λ| = 1), we may assume that E(x, y) is included in the set .
We need only to check this inequality for r = a, r = b. In those cases, the preceding inequality is equivalent to 1 ≤ cos θ + sin θ tan(π/(2α)) b − a b + a ⇐⇒ 2 arctan b − a (b + a) tan(π/(2α)) ≥ θ. The RHS of (5.38) tends to 3/2 as σ → 0. So, if we take α > π/(2 arctan(2/3)) ≈ 2.67, we may find δ 0 > 0 such that as soon as log(b/a) = δ C (x, y) ≤ δ 0 , inequality (5.38) holds. Then Ω α ⊂L(x, y) and the lemma follows from (5.36).
Proposition 5.5. We have for all x, y ∈ C, d C (x, y) ≤ π √ 2 exp(δ C (x, y)/2). -
Proof. This comes immediately from Propositions 5.5 and 5.2.
Theorem 5.7. Let C 1 ⊂ V 1 , C 2 ⊂ V 2 satisfy (C1)-(C2). Let T : V 1 → V 2 be a linear map, and suppose that T (C 1 \ {0}) ⊂ C 2 \ {0}. If the diameter∆ = supd C 2 (T x, T y) is finite, then we have ∀x, y ∈ C 1 ,d C 2 (T x, T y) ≤ tanh π exp(∆) 2 √ 2 d C 1 (x, y).
Proof. Denote by ∆ the diameter of T (C 1 \ {0}) with respect to d C . Then from Propositions 5.5 and 5.3, we have ∆ ≤ π √ 2 exp(∆). The conclusion then follows from Theorem 5.1 and the definition ofd C .
