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Weighted least squares (WLS) is the technique of choice for parame-
ter estimation from noisy data in physiological modeling. WLS can
be derived from maximum likelihood theory, provided that the measure-
ment error variance is known and independent of the model parameters
and the weights are calculated as the inverse of the measurement error
variance. However, using measured values in lieu of predicted values
to quantify the measurement error variance is approximately valid only
when the noise in the data is relatively low. This practice may thus
introduce sampling variation in the resulting estimates, as weights can
be seriously misspecified. To avoid this, extended least squares (ELS)
has been used, especially in pharmacokinetics. ELS uses an augmented
objective function where the measurement error variance depends ex-
plicitly on the model parameters. Although it is more complex, ELS
accounts for the Gaussian maximum likelihood statistical model of the
data better than WLS, yet its usage is not as widespread. The use of
ELS in high data noise situations will result in more accurate parameter
estimates than WLS (when the underlying model is correct). To support
this claim, we have undertaken a simulation study using four different
models with varying amounts of noise in the data and further assuming
that the measurement error standard deviation is proportional to the
model prediction. We also motivate this in terms of maximum likeli-
hood and comment on the practical consequences of using WLS and
ELS as well as give practical guidelines for choosing one method over
the other. q 2001 Elsevier Science (USA)
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3481. INTRODUCTION
In some scientific modeling communities, weighted least
squares (WLS) has historically been the preferred parameter
estimation method. The required weights in the WLS objec-
tive function must be equal to the inverse of the measurement
error variance if the estimated parameter confidence inter-
vals are to be meaningful. It has been customary to calculate
these weights from the measurements [1], such that the
standard deviation for each time point is calculated directly
from the noisy data [2]. This however may not be the best
choice, as it gives rise to an error-in-variables problem [3].
Recent questions have arisen over whether prediction-based
weighting methods, and in particular the extended least-
squares (ELS) objective function [4, 5], produce a more
accurate description of the measurements.
In general, WLS is appealing since it is relatively easy
to understand and implement, while ELS is more demanding
from a numerical point of view and somewhat less intuitive.
However, ELS is the more theoretically appealing alternative
to data-based weighting [6], as it solves the error-in-variables
problem intrinsic to WLS, conditional on the assumption of
model correctness. Furthermore, model-based specification
of the within-individual measurement error has long been
used and recommended in statistical applications [7].
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EXTENDED VS WEIGHTED LEAST SQUARES
While WLS has worked very well, and became wide-
spread in the days when computational power was limited,
since it did not require the implementation of the more
complex extended least-squares function, today’s computers
and optimization algorithms no longer impose such a limit.
Presently, ELS can be implemented for a variety of models
using standard numerical programs on personal computers.
It is available in software tools like ADAPT II (Biomedical
Simulation Resource, University of Southern California, Los
Angeles, CA), where it is termed Maximum Likelihood,
and in NONMEM Version V (University of California, San
Francisco, CA), where it is the default method.
This paper will illustrate some performance differences
between WLS and ELS through a derivation from maximum
likelihood theory. Through the use of simulations, it will
also illustrate that there is a consistent difference in the
estimated model parameters when using WLS versus ELS
for several modeling paradigms. Furthermore, it will be
evident that as the error in the data increases, the ELS method
consistently provides better estimates of the parameters. We
should acknowledge here that the concepts presented within
this paper with regard to the extended least squares weighting
structure for various models are not new to investigators
within the pharmacokinetic/pharmacodynamic community
[5]. However, we feel that, within other scientific communi-
ties, the underlying theory of the ELS error specification
may not be well understood. This was the original motivation
behind this work. To this end, the models selected for the
simulation study are applicable to and taken from various
scientific areas. This work also extends beyond previous
publications on ELS, in that we attempt to examine the
influence of simultaneously modeling more than one data
set, as well as examine the influence of nonlinearity in the
model structure. We would also like to mention at the outset
that there exist estimation methods which may perform better
than WLS and also ELS, such as generalized least squares
and iteratively reweighted least squares. We could have com-2 2pared ELS to these alternative methods; however, we feel
that a significant number of readers may be using WLS
rather than these other methods and we therefore chose
to compare ELS to WLS. Generalized least squares and
iteratively reweighted least squares will be commented on
briefly at the conclusion of this article. Reviews of these
methods and others can also be found elsewhere [8].
2. DERIVATION OF WLS AND ELS FROM
MAXIMUM LIKELIHOOD ESTIMATION
This section will elucidate the theoretical differences be-
tween WLS and ELS based on maximum likelihood esti-349
mation fundamentals. It should be noted that when we refer
to “maximum likelihood,” we mean “Gaussian maximum
likelihood.” The reader should be aware that the ELS esti-
mate is a maximum likelihood estimate when the assumption
of normality holds for the observations.
To begin, let us assume that the statistical model for each
data point in a dynamic time course (i 5 1, . . ., n) is of the
generic form
y(ti) 5 s(ti,u ) 1 e(ti), (1)
where
x y(ti) is the observed (measured) value at time ti;
x u is the model parameter vector, constant with respect
to time, but unknown;
x s(ti , u ) is the model-predicted value at time ti , given
the parameter vector u;
x e(ti) is the measurement error at time ti , assumed to be
e(ti) P N(0,s 2(ti ,u,j ));
x s 2(ti ,u,j ) is the function representing the variance of
the measurement error, sometimes called the “error model.”
Note that, since the error is assumed to be Gaussian and
zero mean, it is entirely determined by the variance function.
The parameters j are parameters that appear only in the
variance function, but not in the model s(ti ,u ).
The error model is specified by the user and will be either
a function of the data y(ti) (WLS) or a function of the model
prediction s(ti , u ) (ELS). Further, based on Eq. (1) and
the assumption e(ti) P N(0,s 2(ti ,u,j )), the data can also
be considered to be normally distributed, since s(ti ,u ) is a
deterministic function. We can then apply Gaussian maxi-
mum likelihood estimation, which will be illustrated below.
A Gaussian probability density can be written as:
f ( y) 5 1
!2ps 2
exp F212 ( y 2 m )2s 2 G . (2)
For the model in Eq. (1), we see that
m 5 E[y(ti)] 5 s(ti,u )
s 5 Var[y(ti)] 5 s (ti,u,j )
are the mean and variance of the multivariate normal data
probability density. If we then integrate this information
into our density function, we can formulate a corresponding
likelihood function (i.e., a density function with unknown
parameters u ) for each data point gathered at time ti:
350
L[y(ti),u,j] 5 1
!2ps 2 (ti,u,j )
(3)
3 expH212 [y(ti) 2 s(ti,u )]2s 2(ti,u,j ) J .
If we are working with a single dynamic time course, and
we assume all of the n available data points are drawn
independently, we can calculate the joint probability density
of all the measurements by multiplying together the densities
of each data point. This allows us to formulate the overall
likelihood function for a given data set y1, . . . , yn




where n is the total number of available data points and yi
is shorthand for y(ti). More in detail







!2ps 2i (u,j )
(4)
3 expH212 [yi 2 si (u )]2s 2i (u,j ) J ,
where si (u ) is shorthand for s(ti ,u ). By maximizing L(u,j )
with respect to the unknowns u and j, estimates for u and
j are attained (the maximum likelihood estimates). Often,
for numerical reasons, we instead minimize the negative
logarithm of the likelihood in Eq. (4):









exp H212 [yi 2 si (u )]2s 2i (u,j ) J .
By using known properties of the logarithm, Eq. (5) can be
reduced to the form:










2 Fyi 2 si (u )si (u,j ) G .
The first addendum does not depend on unknown parameters
and can therefore be removed from the minimization func-
tion. This results in the following equation for the objective
function (c (u,j )):SPILKER AND VICINI
c (u,j ) 5 12 o
n
i51







[yi 2 si (u )]2
s 2i (u,j ) .
This is a formulation of the extended least squares esti-
mator [4].
Weighted Least Squares
We used a constant fractional standard deviation (FSD)
error (also called constant coefficient of variation) in all the
simulations performed in this work. For WLS, this assump-
tion on the error structure results in
s 5 FSD ? yi,
where FSD is an unknown proportionality constant, an ele-
ment of the unknown variance parameter vector j. Using
this error structure, the objective function (c (u,j )) in Eq.
(7) becomes
c (u,j ) 5 12 o
n
i51







Fyi 2 si (u )FSD ? yi G
2
,
where FSD plays the role of j. We can see that the optimiza-
tion of the above equation does not depend on the first term
[2], and therefore Eq. (8) reduces to:
cWLS (u,j ) 5 12 o
n
i51
Fyi 2 si (u )FSD ? yi G
2
. (9)
If we define (as is customary) the weight of each data point
as the inverse of the variance of the measurement error at
that point, then wi 5 1/s 2i 5 1/(FSD ? yi)2. The proportion-
ality factor FSD can be considered an unknown quantity in
the estimation and can be quantified a posteriori from the
data [2].
Extended Least Squares
With ELS, the variance of the error becomes a function
of the expected (model-predicted) values at each time point,
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rather than a function of the corresponding data values. Thus,
in our case:
s (u,j ) 5 FSD ? si (u ).
If we apply this to Eq. (7), the appropriate objective function
to minimize as a function of the parameters now becomes:
cELS (u,j ) 5 12 o
n
i51







F yi 2 si (u )FSD ? si (u )G
2
.
Note that the first term does not drop out of the objective
function, since it now depends on the unknown parameter
vector: the error structure is therefore “adjusted,” similarly
to the model prediction. Equation (10) in principle also
allows for adjustment of the constant FSD, and possibly
of other unknown variance parameters. Both the expected
value of the data—si (u )—and the variance of the data—
s 2i (u )—are explicitly modeled, as opposed to Eq. (9), where
the variance of the data is not a function of the unknown During the analysis, each data set was fit to a given model
model parameters. In this, ELS differs from iteratively re- individually. With the increasing assigned error, not all mod-
Vol 2000weighted least squares (IRLS) [7]: in IRLS, the logarithm
term is absent, an estimate of u is obtained by fixing the
variance, the variance is modified to correspond to the new
value of u, and this process of least-squares minimization
and subsequent variance modification is iterated until con-
vergence occurs.
3. SIMULATION AND ANALYSIS
3.1. Simulation Methods
The simulations and analyses for this paper were per-
formed using the PopKinetics modeling software, version
1.0 Beta (SAAM Institute, Seattle, WA, http://www.saam.
com). PopKinetics is a new application built on the SAAM
II software system [9]. Five hundred data sets, consisting
of 100 sets at each of 5 different error specifications, were
simulated for each model. The amount of error in the simu-
lated data sets was assigned to be 10, 20, 30, 40, and 50%
FSD (fractional standard deviation, or constant coefficient
of variation). The data were generated in the following man-
ner. The software calculates the differential equations for
the structural model conditional on specified parameter val-
ues, and the resulting sample values serve as the expected
values for the theoretical data. Then, using these values351
and the data error criteria (FSD specification), normally
distributed sample data values are generated for each speci-
fied time point. The simulated data are further constrained
to include only positive values. All resulting data files are
then saved along with the structural model for future analy-
sis. In summary, the resulting data files only contain variabil-
ity in the data from random noise added to the calculated
model values. The true parameter values for each of the
models are defined in Table 1. Each model was fit to the
simulated data sets using both the WLS and ELS methods,
where, in both instances, we allowed for an a posteriori data
variance proportionality constant to be estimated from the
data (and thus there was only one unknown parameter in
the variance model). These two estimator modalities are
designated as data-relative and model-relative within the
PopKinetics software. The optimizer in PopKinetics is based
on the Gauss–Newton method and has a default conver-
gence criterion of 0.01%. More details are available in Ref.
[10]. Initial parameter values and all other model specifica-
tions (ODE integrator, convergence criterion, finite differ-
encing) were kept the same for both the WLS and ELS
implementation.els were able to fit the noisy data. Lack of convergence
occurred when the fitting routine reported inability to reach
an optimal solution for a particular data set. If the model
failed to converge for either the ELS or WLS strategy, then
the data set was excluded from the analysis (a more detailed
TABLE 1








3 Km 1.00 3 106




Note. The dose, D, was 1.04 3 108 for Models 1 and 3, and was
1.0 3 108 for Model 2. The dose (initial condition, ICB) was estimated




senFIG. 1. Boxplots of parameter accuracy for the analysis with 10%
all four models are reported. The open box represents the WLS results,
box is the median parameter value; the whiskers represent the spread b
box contains 50% of the values (interquartile range); outliers are repreassessment of the implications of this kind of nonrandom
censoring can be found under Results and Discussion). By
proceeding in this manner, we obtained 100 matched sets
of parameter estimates (ELS and WLS) for each level of
assigned error.stant fractional standard deviation error in the data. All parameters for
ile the shaded box corresponds to ELS. The horizontal line across each
een the highest and lowest values, excluding extremes and outliers; the
ted as circles in the figures; extremes are not plotted.352 SPILKER AND VICINI3.2. Models
Four models with various degrees of complexity were
chosen to compare the impact that using WLS and ELS
would have on parameter estimation. The simulation models
cFIG. 2. Boxplots of parameter accuracy for the analysis with 20%
description of boxplots.below were chosen to provide examples of different struc-
tural complexity as well as varied physiologic application.
Certain implementation details of the models, such as the
dose and sampling times, were assigned at random, and doonstant fractional standard deviation error in the data. See Fig. 1 forEXTENDED VS WEIGHTED LEAST SQUARES 353not follow any optimal design strategy. Models 1 and 3 have
a very frequent sampling schedule (so that the estimators
should be able to function at their best), the sampling for
Model 2 is considerably less dense and Model 4 was taken
consFIG. 3. Boxplots of parameter accuracy for the analysis with 30%
description of boxplots.from literature and therefore follows the structure and sam-
pling design consistent with what has been reported pre-
viously [11].
3.2.1. Model 1: Single-compartment model. This model
is a single compartment with first order elimination, and
can be described by the algebraic-differential equation:tant fractional standard deviation error in the data. See Fig. 1 for354 SPILKER AND VICINIdQ1 (t)
dt 5 2k01 ? Q1 (t) 1 Dd (t)
s(t) 5 Q1 (t)Vol Q1 (0) 5 0 (11)
u 5 [k01, Vol],
coFIG. 4. Boxplots of parameter accuracy for the analysis with 40%
description of boxplots.where Q1(t) is the amount of material in the compartment
at any given time. A dose, D, is administered to the compart-
ment as a pulse bolus at time t 5 0, and the concentration
of the material in the compartment is calculated from Q1(t) as
s(t). The rate constant characterizing elimination of materialnstant fractional standard deviation error in the data. See Fig. 1 forEXTENDED VS WEIGHTED LEAST SQUARES 355from the compartment is given by k01. The volume of distri-
bution is accounted for in the parameter Vol. The parameters
k01 and Vol are constant, but unknown. Samples were drawn
at 0.007, 0.042, 0.125, 0.25, 0.375, 0.5, 1, 2, 3, 4, 5, 6, 7,
8, 9, 10, 12, 14, 16, 18, 19, and 20 time units, for a total
10 0 0 0 0 0 0 10 0 0 0 0 0 0 0 0
20 0 0 0 0 1 0 20
30 2 1 3 0 3 0 30
40 10 0 11 0 2 0 40
50 4 0 3 0 5 0 50
o
k01 (3 10 ) 5.6 (45.8) 1.1 (12.1)
Vol 1154.9 (1789.3) 221.3 (255.0)
50% error
k01 (3 103) 47.2 (208.7) 1.7 (13.8)
Vol 3220.5 (5722.0) 283.2 (247.7)
Note. Mean values are reported. The RMSE value is between paren-
theses. The true parameter values are k01 5 0.1 and Vol 5 2000.0 0 0 1 0 0 3 1
0 0 0 0 0 0 4 0
1 0 2 0 3 0 7 2
0 0 0 0 2 0 9 3
x lengths from the upper or lower edge of the box, where a box length
of 22 samples. This simple model is frequently used in the
literature, where it has been used, for example, to examine
gentamicin kinetics in premature neonates [12] and gan-
ciclovir kinetics in newborns [13].
3.2.2. Model 2: Two-compartment model. This model
can be described by the algebraic-differential system of
equations:
dQ1 (t)
dt 5 2(k01 1 k21) ? Q1 (t) 1 k12 ? Q2 (t) 1 Dd (t) (12)
dQ2 (t)
dt 5 k21 ? Q1 (t) 2 k12 ? Q2 (t)
s(t) 5 Q1 (t)Vol , Q1 (0) 5 0, Q2 (0) 5 0 (13)356 SPILKER AND VICINI
TABLE 2
Number of Extreme Values Not Included in the Boxplots of Figs. 1–5
Model 1 Model 2
k01 Vol k01 k12 k21 Vol
% Error WLS ELS WLS ELS % Error WLS ELS WLS ELS WLS ELS WLS ELS
10 0 0 0 0 10 0 0 1 1 2 4 0 0
20 0 0 0 0 20 0 0 5 3 5 3 0 0
30 2 0 9 0 30 1 0 7 2 6 3 2 0
40 1 0 2 0 40 1 1 7 8 9 9 1 1
50 7 0 5 0 50 1 0 8 8 7 7 1 0
Model 3 Model 4
Km Vmax Vol ICB fPV k01 k32
% Error WLS ELS WLS ELS WLS ELS % Error WLS ELS WLS ELS WLS ELS WLS ELSNote. Extremes are defined to be those values that are more than 3 b
is defined as the interquartile range.
TABLE 3
Model 1 Bias and RMSE
WLS ELS
10% error
k01 (3 103) 20.2 (3.0) 20.2 (3.0)
Vol 38.9 (74.8) 1.2 (61.1)
20% error
k01 (3 103) 20.1 (8.2) 0.5 (6.0)
Vol 187.1 (257.4) 25.3 (124.6)
30% error
k01 (3 103) 24.3 (31.3) 21.0 (10.5)
Vol 922.9 (1783.5) 15.0 (203.4)
40% error
3u 5 [k01, k12, k21, Vol].
This two-compartment model is characterized by first-order
elimination from compartment 1 (k01) and a bidirectional
exchange between compartments 1 and 2, defined by k21
and k12, respectively. A bolus dose, D, is administered into
compartment 1 at time t 5 0, and material is also sampled,
k01 (3 103) 40.4 (82.4) 20.2 (36.6)
k12 (3 103) 153.8 (349.2) 133.0 (490.9)
k21 (3 103) 699.5 (1638.6) 265.0 (978.1)
Vol 281.4 (1186.6) 2217.6 (438.0)
Note. Mean values are reported. The RMSE value is between paren-
theses. The true parameter values are k01 5 k12 5 k21 5 0.1 and
Vol 5 2000.
s(t), from compartment 1. Volume of distribution is again
given by the parameter Vol. Samples were drawn at 0.05,
0.1, 0.2, 1, 2, 8, 9, 10, 20, and 80 time units, for a total of
10 samples. Models similar to the one we have described
here have been used for the analysis of tracer kinetic experi-
ments [14] and in the study of glucose turnover [15].
3.2.3. Model 3: Michaelis–Menten nonlinear elimination
single compartment model. This model is defined by the
following set of equations.dQ1 (t)
dt 5 2
Vmax
Km 1 Q1 (t) Q1 (t) 1 Dd (t)
s(t) 5 Q1 (t)Vol , Q1 (0) 5 0 (14)
u 5 [Vmax, Km, Vol].357
This model involves a single compartment, similar to Model
1. In this case, the rate of elimination is defined by
Michaelis–Menten kinetics, such that Vmax and Km become
parameters of the model and the rate of irreversible elimina-
tion becomes time-varying, since it is dependent upon the
time-varying mass values (Q1(t)). The bolus dose delivered
at time zero is indicated by D and the samples are again
taken from compartment 1, with Vol representing the volume
of distribution. Samples were drawn at 0.007, 0.042, 0.125,
0.25, 0.375, 0.5, and 1 and then every unit up to 55 time
units, for a total of 61 samples. The intense sampling protocol
was used to capture all the components of the nonlinear
behavior. Example papers that have employed Michaelis–
Menten kinetics include the works by Berr [16] and Bos-
well [17].
3.2.4. Model 4: Compartmental model for imaging
data. We have implemented this model as follows:
dQ1 (t)
dt 5 2k01 ? Q1 (t) 1 ICBd (t) (15)
Q2 (t) 5
fPV ? Q1 (t)
1 2 H (16)
dQ3 (t)
dt 5 k32 ? Q2 (t) (17)
s1 (t) 5 Q1 (t), s2 (t) 5 Q2 (t) 1 Q3 (t),
Q1 (0)5 Q2 (0) 5 Q3 (0) 5 0
u 5 [ICB, k01, fPV, k32].
Model 4 has been used to analyze imaging data sets obtained
by dynamic contrast-enhanced MRI. Concentration values
for this model are calculated from the image intensities.
More details on the conversion of intensity to concentration
can be found in the original reference [11]. For this structural
model, a bolus dose (ICB) is applied to compartment 1
and is estimated as part of the model. Q1(t) follows single-
compartment kinetics as described by Model 1. The inputEXTENDED VS WEIGHTED LEAST SQUARES
TABLE 4
Model 2 Bias and RMSE
WLS ELS
10% error
k01 (3 103) 0.3 (5.6) 0.9 (5.3)
k12 (3 103) 13.6 (38.1) 11.1 (40.2)
k21 (3 103) 17.5 (51.7) 14.1 (53.8)
Vol 28.0 (114.0) 23.4 (100.8)
20% error
k01 (3 103) 3.4 (14.0) 5.0 (12.3)
k12 (3 103) 29.7 (141.9) 8.9 (67.2)
k21 (3 103) 62.8 (257.0) 20.4 (93.6)
Vol 93.5 (285.4) 223.1 (196.0)
30% error
k01 (3 103) 10.4 (36.4) 9.3 (22.0)
k12 (3 103) 81.6 (209.1) 46.1 (137.0)
k21 (3 103) 183.1 (457.6) 85.2 (245.6)
Vol 274.2 (642.2) 235.5 (262.0)
40% error
k01 (3 103) 22.8 (57.8) 17.4 (45.3)
k12 (3 103) 95.8 (265.1) 117.1 (451.4)
k21 (3 103) 292.2 (648.9) 458.4 (2805.7)
Vol 244.7 (894.0) 2181.8 (390.8)
50% errorto compartment 2 is taken to be a scaled version of Q1(t)
and is defined by Q2(t). Some readers may recognize Q2(t)
as a forcing function [18]. The scaling of Q2(t) is defined
by the hematocrit, H, which is taken to be a constant value
of 0.42, and by fPV (fractional plasma volume), which is
an estimated model parameter. There is a unidirectional ex-
change of material from compartment 2 to compartment 3,
coFIG. 5. Boxplots of parameter accuracy for the analysis with 50%
description of boxplots.which is defined by the rate constant k32. There are two
sampling sites for this model, resulting in two data sets that
are fitted simultaneously. One is from compartment 1, and
the other is the lumped sum of compartments 2 and 3 (due
to the fact that the imaging modality does not permit separa-
tion of compartments 2 and 3). Samples were drawn at 4.0,nstant fractional standard deviation error in the data. See Fig. 1 for358 SPILKER AND VICINI5.9, 7.8, 9.8, 11.7, 13.6, 15.5, 17.4, 19.4, 21.3, 23.2, 25.1,
27.0, 29.0, 30.9, 32.8, 34.7, 36.6, 38.6, and 40.5 time units,
for a total of 20 samples. Note that there are many other
models using imaging data that could have been simulated
in this article (e.g., [19]), but many are structurally similar
to this example.
el)FIG. 6. Sample model fits for Model 2 (the two-compartment mod
is shown on the left panel, while ELS is on the right panel.
3.3. Analysis
The performance of the models under WLS and ELS was
examined in terms of accuracy, bias, and root mean squared
error of the final parameter estimates. We define accuracy
according to the following equation, where wTrue is the value
of the parameter used to simulate the data (with w here we
indicate a generic element of u ) and wˆ is the estimated






The accuracy of each estimate is summarized in the boxplots
of Figs. 1–5. This analysis is meant to provide an understand-
ing of median deviation from the true parameter value in the
presence of varying noise and under ELS or WLS methods.
Bias and root mean squared error of the bias (RMSE)
were also calculated according to the equations below [20]:
Bias 5 1100 o
100
i51
(wˆi 2 wTrue) (19)with 30% constant fractional standard deviation error in the data. WLS
RMSE 5 F 1100 o100i51 (wˆi 2 wTrue)2G
1/2
. (20)
The bias in the parameter estimate is used to describe the
distribution of the parameter estimates as well as the average
deviation from the true parameter. The RMSE provides an
estimate of the standard deviation in the bias. Both bias and
RMSE are expressed in the same units as the parameters,
to provide an intuitive feeling of their size with respect to
the parameter values. These two descriptors were chosen to
provide the reader with an idea of the estimated parameter
sensitivity to the choice of the error model and their values
from the simulations are detailed in Tables 3–6.
The boxplots and other statistics in Figs. 1–5 were com-
puted using SPSS Release 10.0.5 (SPSS Inc., Chicago, IL).EXTENDED VS WEIGHTED LEAST SQUARES 359These figures can be interpreted in the following manner.
In all plots, WLS results are represented by the open box
on the left and ELS is the shaded box on the right of each
parameter label. The horizontal line across each box is the
median value for the parameter while the whiskers represent
the spread between the highest and lowest values, excluding
the extremes and outliers. The box itself is the interquartile
deviation. Therefore, if there were any extremely low valued
50% error
23Km (3 10 ) 6320.0 (14086.6) 45.2 (449.3)
Vmax (3 1023) 591.4 (1311.1) 6.0 (44.2)
Vol 2365.7 (3615.0) 271.4 (134.6)
Note. Mean values are reported. The RMSE value is between paren-
theses. The true parameter values are Km 5 1.00 3 106, Vmax 5
2.00 3 106, and Vol 5 2000.
range, which contains 50% of the values. A reference line
at zero was added to each plot to ease the visual interpretation
of the parameter’s median value deviation from the true
value (the true value thus occurs at zero). Outliers are repre-360
TABLE 5
Model 3 Bias and RMSE
WLS ELS
10% error
Km (3 1023) 13.9 (92.6) 10.6 (86.3)
Vmax (3 1023) 1.3 (9.6) 1.5 (8.9)
Vol 39.4 (50.9) 23.0 (29.0)
20% error
Km (3 1023) 29.7 (251.2) 245.1 (197.9)
Vmax (3 1023) 22.3 (26.1) 23.6 (19.1)
Vol 219.2 (253.6) 2.4 (61.9)
30% error
Km (3 1023) 116.6 (614.0) 11.9 (291.1)
Vmax (3 1023) 25.0 (176.5) 2.3 (29.0)
Vol 648.6 (758.1) 8.5 (89.3)
40% error
Km (3 1023) 3019.8 (9701.0) 85.6 (383.3)
Vmax (3 1023) 298.2 (939.2) 12.0 (39.7)
Vol 1487.8 (2023.6) 222.9 (125.4)sented as circles in the figures and are those values that are
between one and a half and three box lengths from the upper
50% errorand lower edge of the box. Extremes are those values that
are greater than three box lengths from the upper and lower
edge of the box. The extreme values are not included in the
figures, although a count of extreme values for each case is
included in Table 2.4. RESULTS AND DISCUSSION
The quantities used to examine the performance of WLS
and ELS were chosen to relate different information about
the results arising from the two methods. The bias and RMSE
values address the mean deviation of the parameter estimateSPILKER AND VICINI
from the true value, while the boxplots provide an under-
standing of the median accuracy between the two methods.
Visual interpretation of the boxplots (Figs. 1–5) illustrates
that ELS consistently outperforms WLS with increasing er-
ror in the data. This is supported by the differences in accu-
racy between the two methods, which is observed when
examining the median values and interquartile ranges shown
in the boxplots. The boxplots also illustrate that there is a
tendency toward overestimation of the parameter values with
WLS. This may be due to the fact that the error applied to
the data sets was designated as constant fractional standarddata points, these values would tend to pull the model fit
toward them and away from the true mean, since they are
assigned a greater weight than the other data points. We see
an overestimation of the parameter values because of the
structural model as well as the low data values. We could
speculate that, if we had used a different structural model,
TABLE 6
Model 4 Bias and RMSE
WLS ELS
10% error
ICB 20.137 (0.395) 0.013 (0.366)
fPV (3 103) 0.250 (5.428) 0.281 (5.035)
k01 (3 103) 20.056 (2.067) 0.027 (1.950)
k32 (3 103) 20.004 (5.525) 0.008 (4.979)
20% error
ICB 20.402 (0.894) 0.213 (0.665)
fPV (3 103) 20.346 (15.384) 20.156 (9.981)
k01 (3 103) 1.340 (4.099) 1.184 (3.405)
k32 (3 103) 5.008 (25.181) 1.916 (15.952)
30% error
ICB 20.430 (1.563) 0.444 (0.992)
fPV (3 103) 28.255 (23.747) 25.244 (14.716)
k01 (3 103) 6.328 (10.204) 2.063 (4.745)
k32 (3 103) 32.077 (113.945) 9.545 (21.788)
40% error
ICB 0.054 (3.143) 0.835 (1.507)
fPV (3 103) 111.215 (1182.202) 210.051 (19.593)
k01 (3 103) 19.893 (31.595) 3.954 (6.553)
k32 (3 103) 88.913 (223.416) 21.336 (41.584)ICB 1.064 (4.690) 0.982 (1.731)
fPV (3 103) 220.369 (38.979) 25.186 (20.636)
k01 (3 103) 38.595 (58.009) 4.366 (7.140)
k32 (3 103) 159.147 (383.399) 16.495 (38.205)
Note. Mean values are reported. The RMSE value is between paren-
theses. The true parameter values are ICB 5 8, fPV 5 0.065, k01 5
0.005, and k32 5 0.03.
WLS 0 15 30 57 65
ELS 1 9 17 24 30
Note. It can be observed that ELS consistently converged more often
than did WLS. This is especially true at the higher noise levels. Model
2, which was identified from the least number of data points, showed
a similar number of nonconverging files until an FSD of 50% was
applied: in that situation, ELS converged more often than WLS.
we may have observed an underestimation of some para-
meter values.
The presence of extremes (Table 2) indicates very large
deviations of a parameter estimate from the true value: for
example, 10 extremes would indicate that the method essen-
tially failed in 10% of the total cases. With regard to the
number of extremes, we observe that ELS and WLS perform
similarly for high measurement noise in Model 2 (which
had the least number of samples); however, ELS clearly
outperforms WLS for Models 1 and 3.
Table 3 shows the bias and RMSE values for Model 1
(the single compartment, first-order elimination model). It
is evident from this table and examination of the boxplots
for Model 1 that the volume of distribution is sensitive to
the choice of error model. This parameter exhibits greater
bias at all noise levels under WLS nonlinear regression
compared to ELS. The ELS method also performs better
than WLS for k01, although this parameter is less sensitive
to the method used. Model 3 is also a single compartment
model; however, in this case the elimination is characterized
by Michaelis–Menten kinetics. We again see (Table 5 and
boxplots) that the volume of distribution is the parameter
most sensitive to the regression method used. The other two
parameters, Km and Vmax are estimated reasonably well at
low noise levels by either method, but again begin to deviate
from the true value when analyzed with WLS in a setting
of increasing measurement noise. Especially for Km, the ELS361
performance is better both with regard to the median value
of the estimates and the variability of the estimates. Both
of these models used an intensive sampling schedule. The
fact that we still observe ELS performing better than WLS
at high noise levels illustrates that the correct error structure
is more important for parameter estimation than an increased
number of samples.
Model 2 (Table 4) is a more complex model and allows
for some interesting observations with regard to the influence
of ELS and WLS methods. We can observe that the ELS
method again performs better than the WLS method at most
noise levels. It is interesting to see that, at 40% FSD noise,
the ELS method arrives at mean bias values for parameters
k12 and k21 that are greater than those calculated from the
WLS method. However, note that, at this noise level, volume
and k01 are better estimated by the ELS method. At the 50%
noise level, we see that the benefit gained from the ELS
method is not as pronounced compared to the WLS method
as with the other models. These occurrences at the 40 and
50% noise levels may be due to the fact that k12 and k21 are
peripheral parameters, and are therefore more difficult to
estimate, regardless of the method used. Undesired compen-
sations may occur in the parameter estimates, and this may
result in compromised estimates for the remaining parame-
ters, such as volume of distribution. The other limiting factor
is the sampling schedule, which was limited to 10 samples
only. Both methods may therefore be experiencing limita-
tions, which are intrinsic to the data set they are presented
with. Finally, the boxplots for k12 and k21 in Figs. 3 to 5
show the different nature of WLS and ELS outliers: even
if the two methods give the same number of extreme values
(Table 2), ELS extremes and outliers are significantly smaller
than WLS extremes and outliers, which in Figs. 4 and 5
extend well above 1500% of the true value.
Model 4 (Table 6) involves the use of a forcing function
as well as estimations of both the dose and rate constants.
It is also based on fitting two data sets simultaneously, adding
a further degree of complexity in the comparison of these
two estimators. The trend of improved ELS performance
observed with the other models is again observed here. At
40% FSD error in the data, the bias for ICB is less for the
WLS method compared with the ELS method, although the
other parameter values are estimated better with the ELSEXTENDED VS WEIGHTED LEAST SQUARES
TABLE 7
Percentage of Simulated Data Files That Did Not Converge at Each
Specified Error Level
Error
10% 20% 30% 40% 50%
Model 1
WLS 0 0 3 3 10
ELS 0 0 0 0 2
Model 2
WLS 0 4 14 19 32
ELS 0 1 13 19 19
Model 3
WLS 0 0 10 35 49
ELS 0 0 3 7 5
Model 4method. This can be attributed to the fact that the ELS
method may sacrifice some accuracy in a single parameter
to arrive at a better overall fit of the model to the data. It
can also be observed that the WLS estimate for k32 suffers
the most (which is unfortunate, as k32 is a surrogate for
vascular permeability and is the model’s main parameter
of interest).
ers i
d dFIG. 7. Expected model prediction (model solution with the paramet
noise). The last data point spread is magnified in the inset. The simulate
the mean.
It is clear that when dealing with noisy data, the ELS
method performs better than the WLS method. This is sup-
ported by the information summarized in the boxplots and
in the tables. It can also be clearly observed by inspection
of Fig. 6. This figure is a plot of the model fit to the data
for all 100 simulations at 30% FSD error in the data for
Model 2. We see that the WLS method is very sensitive to
the presence of small-valued data, which will cause the
model to attempt to fit those data points. This in turn pullsn Table 1) for Model 2 and simulated noisy data (FSD 30% measurement
ata appear to be reasonably Gaussian and spread symmetrically around
the model fit away from the true mean, as is evident by the
aberrant model fits in Fig. 6 with WLS (left panel) and the362 SPILKER AND VICINIfairly consistent model fits with the ELS method (right
panel).
Table 7 reports the percentage of data sets where conver-
gence was not achieved, and the estimator used. It illustrates
that, with increasing data noise, ELS is able to reach conver-
gence in significantly more cases than does WLS. An inter-
esting observation from Table 7 is with regard to Model 2.
EXTENDED VS WEIGHTED LEAST SQUARES
Here we see that convergence of both the ELS and WLS
implementations occurs for approximately the same number
of data sets. This can be explained by a combination of model
complexity and lack of an intensive sampling schedule: in
all likelihood, just a few data points are driving the estimation
that WLS can be used during the initial “model building”
exploratory phase; however, during the final model defini-
tion a switch to ELS would be recommended. When definingresults. However, in very noisy situations (FSD 5 50%),
the WLS method has nearly twice as many data sets that do
not converge (32% for WLS vs 19% for ELS). This same
trend of ELS converging more often than WLS is observed
with the other models at lower noise levels as well.
5. CONCLUSIONS
Modeling a data set which changes dynamically over time
consists of characterizing mathematically both the mean and
the variance (i.e., the first and second moment) of the proba-
bility density of the data. The tacit assumption is that the
model is providing us with the “true” value for the first-
order moment of the data probability density, and that our
observations are merely one of the possible sample sets
(realizations) that the underlying statistical model would
generate. If we are comfortable assuming that the model is
faithfully representing the expected value of the data, then
it follows that the model can well approximate the variance
of the data as well. This is the basic concept behind Gaussian
maximum likelihood and the ELS method. In essence, when
using observations affected by error, as in WLS, we are
introducing measurement error into the objective function;
this is avoided when using prediction-based weighting func-
tions. Incidentally, we have independently verified that our
procedure actually simulates Gaussian error (see Fig. 7).
Results of biomedical model identification with maximum
likelihood estimators are highly dependent on the differential
weighting structure chosen for the data. Since, in most rele-
vant situations, the error is highly heteroscedastic, one must
choose the weighting scheme as closely as possible to the
actual noise level for measurements that vary over time.
In this study, we have examined two different weighting
structures, namely weighted and extended least squares. The
results of this work support the use of ELS when dealing with
noisy data. With reasonably accurate data, the difference in
parameter estimates between the two methods is not as evi-
dent, and may not impact the results as much as when the
error in the data is substantial. The fact that we have used
FSD error to design our simulations does not detract from
the generality of our results. Other error structures would
be constant standard deviation (in which case both estimators363
reduce to the same ordinary least squares estimator) or pro-
portional and additive error (in which case WLS would
be put at a competitive disadvantage, as the values of the
proportional and additive error can be separately estimated
with ELS, but would need to be separately assumed with
WLS).
We have not been concerned here with misspecification
of either the compartmental model or the error structure.
When comparing the ELS and WLS estimators, we focused
on the method outputs under the best possible conditions,
i.e., absence of misspecification in the structural model, as
concerns both the differential equations and the measurement
error definition. Robustness of ELS under model misspecifi-
cation has been questioned and addressed in other forums
[21, 22]. Researchers have argued in favor of the use of
generalized least squares rather than the ELS estimator, since
generalized least squares seems to be more robust to variance
model misspecification. The reader should also be aware
that questions have been raised about ELS consistency and
sensitivity to outlying data values [21]. We have not explic-
itly addressed these aspects in this article; rather we have
focused on ELS to demonstrate the advantages of modeling
both the measurements and their error when estimating
parameters.
Through the use of simulation studies, we have shown
here that the ELS method results in a more accurate esti-
mation of parameter values when modeling noisy data and
when the variance model is correct. We have also illustrated
that certain parameters within a model may be more sensitive
to the choice of parameter estimation method than others.
The fact that WLS and ELS perform similarly when the
noise level in the measurements is well behaved suggeststhe full model structure, an approximate assessment of data
noise and exploration of the likely influence that WLS and
ELS will have on the model performance should be used to
choose whether it is appropriate to use WLS or ELS.ACKNOWLEDGMENTS
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