Let G = (V, E) be a (finite, simple, undirected) graph with vertex set V and edge set E. A clique in G is a set of vertices, each of which is adjacent to every other vertex in this set. The maximum clique problem is to find a largest such set in a given graph; this is NP-hard [GJ90]. We denote the size of a maximum clique by ω.
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A colouring of G is an assignment of vertices to colours such that no two adjacent vertices are given the same colour. Determining the minimum number of colours χ required to colour a graph is also NP-hard [GJ90] , but greedy algorithms may produce a (non-optimal) colouring in polynomial time. There are two "obvious" quadratic greedy colouring algorithms: one could give each vertex in turn the first available colour. Alternatively, for each colour in turn, one could try to give that colour to each vertex in turn. In fact these two algorithms produce the same result.
Any colouring of a graph require at least ω colours (each vertex in a clique must be given a different colour). Thus a greedy colouring provides the bound part of a branch and bound algorithm for the maximum clique problem. We illustrate these concepts in Figure 1 , and refer to papers by Tomita for algorithms [TK07, TSH
+ 10]. On the left, a graph, with its unique maximum clique {1, 3, 6, 8} of size 4 highlighted. On the right, a greedy colouring of the same graph: first, vertices {1, 2, 4, 7} are coloured in pale cream. Next, vertices {3, 5, 9} are coloured light blue, then 6 is coloured in medium blue, and finally 8 is coloured in dark brown. We can infer that any clique of size four must include vertices 6 and 8, plus one pale cream vertex and one light blue vertex. In this case, the maximum clique number, colour number, and greedy colouring number all agree; usually we are not so fortunate.
A bound is said to be misleading if it is possible that the value of the bound function for a problem could be better than the value for a subproblem. Unfortunately a greedy colouring is misleading: sometimes, it can colour a graph G with k colours, but then require k + 1 (for arbitrarily large values of 1) colours to colour an induced subgraph of G. We give one example in Figure 2 .
There are two implications. Firstly, we could potentially improve Tomita-style maximum clique algorithms by passing the number of colours used in a parent problem as an extra parameter to the recursive function, and use the minimum of this number and the number of colours as a bound. Experiments with the sensibly-sized DIMACS graphs show that although situations similar to those in Figure 2 do occur regularly, in no case does this improved bound help eliminate any subproblems (i.e. search node counts are unchanged). On the left, a graph which, when coloured greedily in numerical order requires two colours: vertices {1, 3, 5, 7} are coloured light blue, and vertices {2, 4, 6} are coloured medium blue. On the right, the same graph with the first vertex removed. Now a greedy colouring in the same order will require three colours: first it will colour vertices 2 and 3 in light blue, then vertices 4 and 6 in medium blue. The remaining two vertices now require a third colour, very light cream. This shows that the bound for a subtree can be worse than the bound for its parent, which has implications for parallelism.
Secondly, a non-misleading heuristic is one of the necessary conditions for avoiding a slowdown in parallel branch and bound algorithms [LW86, Tri90, BKT95] . Thus parallel maximum clique algorithms, such as those by the authors [MP13] and Depolli et. al. [DKR + 13] should probably be adapted slightly to avoid the possibility of strange behaviour.
