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Abstract
The radiative response of the classical electron is commonly de-
scribed by the Lorentz-Abraham-Dirac (LAD) equation. Dirac’s deriva-
tion of this equation is based on energy and momentum conservation
laws and on regularization of the field singularities and infinite en-
ergies of the point charge by subtraction of certain quantities: ”We
... shall try to get over difficulties associated with the infinite en-
ergy of the process by a process of direct omission or subtraction of
unwanted terms”. To substantiate Dirac’s approach and clarify the
mass renormalization, we introduce the point charge as a limit of ex-
tended charges contracting to a point; the fulfillment of conservation
laws follows from the relativistic covariant Lagrangian formulation of
the problem. We derive the relativistic point charge dynamics de-
scribed by the LAD equation from the extended charge dynamics in
a localization limit by a method which can be viewed as a refinement
of Dirac’s approach in the spirit of Ehrenfest theorem. The model ex-
hibits the mass renormalization as the cancellation of Coulomb energy
with the Poincare´ cohesive energy. The value of the renormalized mass
is not postulated as an arbitrary constant, but is explicitly calculated.
The analysis demonstrates that the local energy-momentum conser-
vation laws yield dynamics of a point charge which involves three con-
stants: mass, charge and radiative response coefficient θ. The value
of θ depends on the composition of the adjacent potential which gen-
erates Poincare´ forces. The classical value of the radiative response
coefficient is singled out by the global requirement that the adjacent
potential does not affect the radiated energy balance and affects only
the local energy balance involved in the renormalization.
1
Explicit mass renormalization and consistent
derivation of radiative response of classical
electron
Anatoli Babin
Department of Mathematics, University of California,
Irvine, U.S.A.
1 Introduction
The dynamics of the classical electron which involves its radiative response
is described by the Lorentz-Abraham-Dirac (LAD) equation which has the
form, [10], [14], [16], [19], [24], [25]:
mv˙µ = evνF
ν
exµ +
2
3
e2v¨µ +
2
3
e2 (v˙v˙) vµ. (1)
Here the covariant notation is used, vµ is 4-velocity of a charged point,
fexµ = evνF
ν
exµ is the Lorentz force generated by the external field F
µν
ex ,
v˙µ = ∂svµ and (··) is the 4-product in Minkowski space:
(vw) = vνw
ν = gµνvµwν = v0w0 − v1w1 − v2w2 − v3w3 = v0w0 − v ·w; (2)
we use the units in which the speed of light c = 1 and the summation con-
vention. The LAD equation does not describe the magnetic moment of the
electron, for generalizations in this direction see [1], [18]. The radiative re-
sponse of an electron was originally derived by Abraham and Lorentz from
the analysis of the Lorentz-Abraham model, see [11], [22], [24], [28], [29].
A relativistic treatment of the Lorentz-Abraham model meets with difficul-
ties, [11], [19], [20], [22], [24], [25], [28], [29]. The relativistic derivation of
the radiative response based on the analysis of the energy and momentum
conservation laws and on mass renormalization is due to Dirac [10] and now
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is often used, [16], [19], [25]. It is well-known that the derivation of the LAD
equation and the equation itself is not without difficulties, [14], [19], [22], [24].
Sometimes the source of the difficulties is attributed to the mass renormal-
ization. The mass renormalization is described in [16, Sec. 75] as follows:
”When in the equation of motion we write a finite mass for the charge, then
in doing this we essentially assign to it a formally infinite negative ”intrinsic
mass” of nonelectromagnetic origin, which together with the electromagnetic
mass should result in a finite mass for the particle. Since, however, the sub-
traction of one infinity from another is not an entirely correct mathematical
operation, this leads to a series of further difficulties”. One could think that
since a constant can be added to the total energy, then the infinite self-energy
is not a problem. But one has to fulfil the mass renormalization in dynamical
regimes with acceleration, where external forces may change the energy of
the charge, and it cannot be considered constant. In addition, in a relativis-
tic setting one cannot treat the energy as an independent quantity and must
consider the energy-momentum 4-vector. Therefore, it is not clear that the
mass renormalization in non-trivial dynamical regimes with self-interaction
is ”an entirely correct mathematical operation”. An implicit assumption
that the removal of infinities from a model is a ”surgery” which results only
in a change of the renormalized parameter of the model and does not have
any side effects is not necessarily true. But we show below that though side
effects exist, they are controllable.
A natural way to deal with the difficulties in the treatment of infinities is
to introduce an extended charge and then apply to it Dirac’s analysis to find
the limit dynamics in the point localization limit as its size tends to zero. But
there are difficulties in this approach. Namely, [25, Sec. 8.4]: ”Unfortunately,
it is not easy to obtain a theory in this way that has a local conservation
of energy and momentum”. Nevertheless, we follow this path; a different
approach to the dynamics of a point charge in EM field, which does not use
renormalization and is based on Maxwell-Born-Infeld equations, is developed
in [12]. The fulfillment of the local energy-momentum conservation laws up
to the point limit constitutes an important part of Dirac’s method: ”The
usual derivation of the stress-tensor is valid only for continuous charge dis-
tributions and we are here using it for point charges. This involves adopting
as a fundamental assumption the point of view that energy and momentum
are localized in the field in accordance with Maxwell’s and Pointing’s ideas”,
[10, p. 152].
Therefore, to obtain the point charge localization limit so that Dirac’s
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analysis still remains applicable, we model an extended charge in the frame-
work of a relativistic invariant field theory which produces corresponding
conservation laws. Such an approach inevitably has to meet with certain
difficulties. An extended charge, in a contrast to the point charge, is sub-
jected to Coulomb repulsive forces, and Poincare´ cohesive forces should be
present to provide stability of the charge. Though the Coulomb energy of
an extended charge is finite, the energy tends to infinity in the point limit.
The ”mass renormalization”, which is an important component of Dirac’s
method, in a self-consistent model should be derived from the model and not
postulated. The value of the renormalized mass of the charge, which is simply
prescribed for a point charge, must be consistently derived from the analysis
of the model. Such a model would demonstrate that Dirac’s method, includ-
ing the mass renormalization, is fundamentally correct. Another advantage
of constructing an explicit model is a possibility to answer the following im-
portant questions: Does the limit dynamics of the point charge depend on the
way the point charge is obtained from an extended charge? Is there an effect
of the cohesive forces on the charge dynamics which is not described by the
renormalized value of mass?
Presentation and analysis of a model of a point charge which satisfies
the above requirements is the subject of this paper. Our purpose is to show
that all components of Dirac’s approach, including the mass renormaliza-
tion, can be consistently and rigorously realized. We introduce a classical
relativistically covariant model of a charge with fulfillment of the energy and
momentum conservation laws which allows asymptotic localization of a charge
to a point and is simple enough, so we can find explicitly the limit dynamics
and study the effects of the mass renormalization. The distributed charge is
described here not by the Lorentz-Abraham model or its generalizations, [1],
[13], [18], [20], [24], [28], but by a relativistic covariant Lagrangian field the-
ory as in [2], [3], where the spatial distribution of the charge is not prescribed
but rather is determined as a solution of a field equation.
To balance destabilizing EM forces, we introduce in the model cohesive
forces of a non-electromagnetic origin which play the role of Poincare´ forces,
they are introduced explicitly through an additional internal field of a non-
electromagnetic nature acting only on the charge itself; we call the balanc-
ing field ”adjacent field” of a charge. The adjacent field serves two main
purposes. First, it makes a distributed charge stable, providing necessary
Poincare´ stresses which compensate for Coulomb self-repulsion. Second,
it provides the charge energy renormalization. The relevance of Poincare´
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stresses for dynamical properties of a charge in the non-radiative case is
well-known, [11], [16], [19], [22], [25], [28], and is demonstrated in Poincare´-
Schwinger model, [11], [21], [23]. Dirac’s derivation of the LAD equation uses
point charges from the very beginning, therefore Poincare´ stresses do not
emerge, though the energy and momentum conservation laws are assumed to
be fulfilled and implicitly non-electromagnetic cohesive forces are taken into
account through the mass renormalization. In our model both the Poincare´
stresses and the energy of non-electromagnetic origin required for the mass
renormalization originate from the adjacent field of the charge, therefore the
mass renormalization is intrinsically connected with the Poincare´ stresses.
In the point localization limit the internal structure of the extended charge
and the adjacent field disappear, but not without a trace: the value of the
mass and the magnitude of the radiation reaction in the LAD equation de-
pend on the parameters which determine dynamics of the extended charge
and its adjacent field. Note that the introduction of Poincare´ stresses based
on a combination of the adjacent field with the nonlinearity is not the only
possible way to balance the EM self-interaction for an extended charge in
the field framework; it is possible to use only a properly defined nonlinear-
ity without use of an adjacent field as in [4], but the analysis in the point
limit meets with technical difficulties. The model involving the adjacent field
which we use here allows for a detailed analysis in the point limit, and it is
closer to the original Dirac’s approach. Namely, the energy-momentum ten-
sor generated by the adjacent field cancels out the principal singularities of
the energy-momentum tensor of the EM field exactly in the same way Dirac
removes the principal singularity of the EM field energy-momentum tensor
using subtraction of a regularizing field.
In the model which we study here, we are able to explicitly observe two
infinities – the infinite energy of Coulomb field and the infinite energy of the
adjacent field, the infinities emerge as the size of the extended charge tends
to zero. Our analysis explicitly shows that these infinite energies cancel
out almost completely, and only a finite energy remains, this finite part is
shown to be responsible for the observable mass of the charge. Therefore,
the mass renormalization becomes a self-consistent, explicit and quite regular
procedure. Note that all the energies in question are canonically defined
in terms of corresponding Lagrangians, therefore the internal energy and
ultimately the mass of the charge is defined uniquely. This is in a contrast
with the usual mass renormalization where a certain amount of energy is
subtracted to obtain a finite energy; the subtracted energy is interpreted
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as the energy of cohesive forces and the finite energy is interpreted as the
renormilized mass and its value is prescribed arbitrarily. Our method of
determination of the limit dynamics can be considered as a refinement in
the spirit of Ehrenfest theorem of Dirac’s approach [10]; this method was
applied in [2], [3] to derive Einstein’s formula in regimes with acceleration in
the case where there is no radiative response. Our derivation is explicit in the
sense that not only the rest mass is calculated, but also it describes all effects
of Poincare´ cohesive forces relevant to the point charge dynamics, and in
particular demonstrates that their dynamical effect cannot be reduced to one
constant (the renormalized mass), but involves in addition another parameter
which controls the relative magnitude of the radiative response.
Now we briefly describe basic features of our method. The LAD equation
for a point charge motion is derived under the assumption of the asymptotic
localization of the energy of the charge. We do not prescribe a mass dis-
tribution for the charge, in the process of derivation we obtain Einstein’s
formula for the equivalence of the mass and energy which is not postulated.
The form of the equations of motion is uniquely determined by the original
assumptions in a contrast to the original Dirac’s derivation which allowed
some freedom in the choice of the form of radiative reaction; more compli-
cated versions were rejected by Dirac [10, p. 154] since ”they are all much
more complicated, ... so one would hardly expect them to apply to a simple
thing like an electron”. Remarkably, the generalized LAD equation which we
obtain has the form of the classical LAD equation, but with one important
difference. The radiation reaction term has a constant coefficient θ which
can take positive or negative values:
mv˙µ = evνF
ν
exµ + 2θ
(
2
3
e2v¨µ +
2
3
e2 (v˙v˙) vµ
)
. (3)
The dependence on θ demonstrates that if one considers a point charge as a
limit of contracting continuously distributed charges described by a relativis-
tic invariant Lagrangian field theory, the resulting point dynamics exists, but
depends on the way the distributed charges are introduced. Dirac’s original
derivation produces LAD equation with the specific value of the coefficient
θ = 1/2, and this specific value can be tracked down in the specific regular-
ization of the EM field of the charge obtained by subtracting the half-sum
1
2
(F µνret + F
µν
adv) of the advanced and retarded fields of the charge, [10, formula
(13) p. 152]. This regularization is an important part of Dirac’s renormal-
ization method [10, p. 149]: ”We shall retain Maxwell’s theory to describe
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the field up to the point-singularity which represents our electron and shall
try to get over difficulties associated with the infinite energy of the process
by a process of direct omission or subtraction of unwanted terms”.
Our derivation is based on the following assumptions:
The elementary charge dynamics is described by a Lorentz and gauge
invariant Lagrangian which describes the system ”charge-fields”, involves the
following fields and has the following properties:
(i) The charge distribution field ψ (it is a complex scalar in the simplest
case which we consider here, but not necessarily; for example it could be a
spinor).
(ii) The electromagnetic (EM) field F µν of the charge with the EM 4-
potential Aνwhich is responsible for the EM interaction between the charges,
the EM field is governed by Maxwell’s equations:
∂µF
µν = 4πJν . (4)
(iii) The adjacent field F adµν of the charge with the potential Aadν of
the charge, this field describes an internal interaction of the charge with
itself and balances the EM self-interaction of the charge. This field generates
Poincare´ cohesive forces, it is also responsible for the mass renormalization.
The adjacent field is also governed by Maxwell’s equations with the same
source:
∂µF
adµν = 4πJν . (5)
(iv) The source for the Maxwell equations for the EM field and the ad-
jacent field is the current Jν which is determined by the charge distribution
field ψ.
(v) The field equation for ψ, in the simplest spinless case which we con-
sider here, has the form of the nonlinear Klein-Gordon (KG) equation
∂˜µ∂˜µψ +
m2
~2
ψ +G′ (ψ∗ψ)ψ = 0; (6)
it involves a nonlinearity G′ = G′a which provides a localization of the charge
distribution characterized by a microscopically small spatial scale a, a→ 0.
Note that Poincare´ cohesive forces are required to balance charge’s EM
interaction with its own EM field, and we think that the simplest relativisic-
invariant way to provide a seamless balance in all regimes is to take a balanc-
ing adjacent field which satisfies the same Maxwell’s equations as the EM field
and enters the ”charges-fields” Lagrangian anti-symmetrically with the EM
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field. The system (4)-(6) determines the dynamics of the fields ψ, F µν , F adµν .
Since the ψ satisfies the KG equation, the continuity equation is fulfilled for
the current Jν , and therefore the Lorentz gauge on the fields F µν , F adµν is
preserved in the dynamics. Therefore the Maxwell equations are effectively
reduced to wave equations for the potentials Aν , Aadν coupled with the KG
equation through the covariant derivatives. The Maxwell equations have
many solutions, and we want to show that a certain class of solutions can be
singled out so that Dirac’s analysis can be applied to them. We single out
a class of solutions of Maxwell equations for the EM field and the adjacent
fields by determining them in terms of Green functions. The EM potentials
are determined in terms of the the current Jν by the formula
Aν = ϑ0GretJν + (1− ϑ0)GadvJν , (7)
where Gret, Gadv are the solution operators of Maxwell equations in terms of
the retarded and advanced potentials respectively, the parameter ϑ0 = 1 for
causal solutions and ϑ0 = 1/2 for time-symmetric solutions as in Wheeler-
Feynman theory. One of our goals is to show that the radiative response of
a point charge depends on the extended regularization of the point charge.
Therefore, we introduce a family of adjacent fields which depend on a pa-
rameter, namely the adjacent potentials are defined by the formula
Aadν = ϑ1GretJν + (1− ϑ1)GadvJν , (8)
where ϑ1 is a real parameter.
Now we briefly discuss the structure of the system (4)-(6). Maxwell equa-
tions (4), (5) are coupled with the KG equation (6) through the covariant
derivatives (17) which involve the difference Aµ − Aadµ of the potentials
Aµ, Aadµ. The KG equation (6) with the logarithmic nonlinearity G′ and
a given field Aµ−Aadµ is well-posed, [9]. If Aadµ is given, the subsystem (4),
(6) is also well-posed, [17]. Note that if we introduce the adjacent field as
a variable, the well-posedness is even better. The difference Aµ − Aadµ is a
solution of the homogenious Maxwell equation with given Cauchy data and is
uniquely defined by the data. Substituting Aµ−Aadµ in the KG equation (6),
we find ψ and then determine Jν and finally Aµ, Aadµ. Therefore, the Cauchy
data for ψ,Aµ, Aadµ uniquely determine the solution to (4)-(6), and the prob-
lem of determination of solutions to (4)-(6) is well-posed. Now we turn to the
assumptions (7)-(8). They can be looked at from two perspectives. The first
approach is to simply consider formulas (7)-(8) as a way to describe a special
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subset of solutions of (4)-(6). This subset of solutions defines a correspond-
ing set S of Cauchy data for ψ,Aµ, Aadµ. If we take Cauchy data from S,
the solution of the system (4)-(6) will automatically satisfy formulas (7)-(8),
but the process of solving the equations is local in time and does not involve
the formulas (7)-(8). Still the restriction to the set S may lead to subtler
problems with causality, as can be examplified by the LAD equation, where
the restriction to solutions without the run-off leads to the pre-acceleration.
Importantly, if the potentials Aµ, Aadµ are defined by (7)-(8), the potential
Aµ−Aadµ, which enters (6), is exactly proportional to the potential of Dirac’s
radiation field F µνrad = F
µν
ret−F µνadv which plays a significant role in Dirac’s anal-
ysis [10]; this shows the relevance of the class of solutions given by (7)-(8)
for the treatment of Dirac’s method in our framework. The second approach
to (4)-(8) is elimination of Aµ, Aadµ as independent variables. We can use
(7)-(8) to express Aµ, Aadµ in terms of ψ and obtain an equation for ψ alone.
Now we describe the structure of the set of solutions. For any Cauchy data
ψ0 for ψ and any field A
µ
0 −Aadµ0 we find a solution ψ of (6), then determine
Jν in terms of ψ and then find potentials Aµ, Aadµ by (7)-(8). The potentials
Aµ, Aadµ depend on Aµ0 , A
adµ
0 ,ψ0. If A
µ − Aadµ = Aµ0 − Aadµ0 , we obtain a
fixed point which determines a solution of (6)-(8) with the Cauchy data ψ0.
Note that if ϑ0 − ϑ1 = 0, then Aν − Aadν = 0, and we first find ψ which is
independent of Aν , Aadν and then calculate Aµ, Aadµ; hence the problem is
well-posed. For small ϑ0−ϑ1 we have a small perturbation of this well-posed
problem and may expect that it is well-posed too; perturbative techniques
can be used to find solutions. The information on solutions of (6)-(8) can be
used to characterize the set S introduced in the first approach. We see in
particular that ψ0 can be prescribed, and Cauchy data for A
µ, Aadµ should
be calculated. The system (6)-(8) allows to eliminate the variables Aν , Aadν ,
but it is non-local in time and in the case ϑ1 6= 1, ϑ0 6= 1 explicitly involves
advanced potentials and meets the same type of problems with causality as
in [10], [26], [27].
We show in this paper that in the point localization limit the trajectory
of the charge satisfies the generalized LAD equation (3), and this equation
involves a coefficient θ which depends on the parameters ϑ0, ϑ1. Therefore,
Dirac’s mass renormalization method can be realized in a rigorous model,
and at the same time the dynamics of a point charge ”remembers” the way
the point charge was obtained from a distributed charge. There is an es-
sential difference between EM fields and adjacent fields, the adjacent field
is not observable since it does not affect dynamics of a test charge, see
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Section 4. The difference is even bigger after taking the point localization
limit. After taking the limit, a distributed charge turns into a point without
any internal dynamics, and the adjacent field of the charge, though it has a
non-trivial limit, does not affect dynamics of the charge itself. In a contrast,
the EM field persists as a field generated by point charges and is observable
through interactions with charges, in particular it affects a test charge, see
Section 4. Now we point to a crucial difference with Dirac’s argument. An
important part of his derivation is subtraction of the half-sum 1
2
(F µνret + F
µν
adv)
of the advanced and retarded fields from the actual field which acts on the
point charge, the subtraction is used as a tool to remove the singularity of
the actual field. This regularizing field as well as Dirac’s non-singular EM
radiation field F µνret − F µνadv of the point charge are observable and involve
advanced potentials leading to some problems with causality. The causal
solutions of Maxwell equations for EM fields correspond to the value ϑ0 = 1
for the parameter ϑ0, and in this case the EM field generated by the point
charge is described in terms only of the retarded potential. In our model,
the advanced potentials enter only through an unobservable adjacent field
of the point charge and only describe a specific choice of obtaining a point
charge from a distributed charge. Though the contradiction with causality is
not completely eliminated in the point limit, it is more difficult to observe.
The only (but important) memory left of the adjacent field is the value of the
coefficient ϑ at the radiation response in the generalized LAD equation and
the contribution to the energy-momentum balance, in particular the compen-
sation of the infinite Coulomb self-energy of the point charge. The observable
EM field of the charge is given only by the retarded EM field F µνret , but the
singularity of F µνret at the location of the charge does not cause problems since
the charge self action before the point limit was compensated by the adjacent
field F adµν . Therefore the renormalization of a point charge via subtracting
its infinite EM self-energy combined with the fulfillment of the LAD equation
and the use of its retarded EM field as the field generated by the charge can
be completely justified in the framework of a relativistic field theory if we
treat a point charge as a limit of a properly defined distributed charge. The
classical Maxwell-Lorentz EM theory of point charges with θ = 1/2 there-
fore is self-consistent if the point charge is properly introduced. Similarly,
theories with the generalized LAD equation which correspond to any fixed
value of θ are also self-consistent, in particular with a negative value of θ
which does not produce runaway solutions of LAD equation. Note though
that even if the EM theory with point charges is self-consistent, it does not
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describe correctly non-classical effects such as discreteness of hydrogen ener-
gies. In a contrast, a theory with distributed charges as in [4], [5], [6] allows
to describe such effects.
Note that our derivation of the LAD equation uses only conservation laws
for the involved fields and does not use specific information on the Lagrangian
and corresponding field equations. The derivation in the spirit of Ehrenfest
theorem allows to circumvent technical difficulties which arise if one uses the
ansatz method to study soliton-like solutions of the NKG-Maxwell system as
in [17]. We use two structural properties of the Lagrangian: (i) the existence
of the symmetric energy-momentum tensor (which can be constructed for rel-
ativistic invariant Lagrangians [8], [15], [16]); (ii) the gauge invariance of the
Lagrangian which implies fulfillment of the continuity equation and conser-
vation of the total charge for a charge distribution. We derive the relativistic
point dynamics from the dynamics of distributed fields in the localization
limit when the energy and charge densities converge to delta-functions. The
main assumption we impose on the fields is that the energy of the system
”charge-fields” asymptotically concentrates at a trajectory rˆ (t). The concen-
tration can be described by two microscopic scales: charge size scale a and
intermediate confinement scale R; both a and R are vanishingly small com-
pared with the macroscopic scale of order 1. The charge distribution ψ is
essentially confined in a ball of radius a centered at rˆ (t) and asymptotically
vanish on a sphere ∂BR of a larger radius R, where a/R is assumed to be
vanishingly small. The energy E¯ of the ”charge-fields” system which is con-
fined in the ball BR of radius R converges: E¯ → E¯∞ (t) in the localization
limit
a→ 0, R→ 0, a
R
→ 0. (9)
We do not assume that in the above limit the quantities a, R are arbitrary,
they may be subjected to additional restrictions, we only need that there
exists a sequence an, Rn which satisfies (9). We also assume that on the
surface of the sphere ∂BR the EM field F
µν and the adjacent field F adµν
generated by the charge localized at rˆ (t) in the regime a
R
→ 0 can be approx-
imated by solutions of the Maxwell equations with point sources located at
the trajectory rˆ (t). Obviously, the above conditions can be understood as a
qualitative formulation of the assumption that the current densities and the
energy density converge to Dirac’s delta-functions, in particular the energy
density converges to the delta-function E¯∞ (t) δ (x− rˆ (t)). Such assumptions
are natural for point-like behavior of a charge, examples of their fulfillment
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in non-trivial regimes are given in [3], [7]. We do not make any assumptions
on the mass of a charge, the Newtonian mass is derived from the equations.
An important assumption on the behavior of the external EM field is that it
varies significantly only at macroscopic spatial scales, that is at spatial and
time scales of order 1 and not at microscopic scales. We want to stress that
this assumption is relevant and the LAD equation would not describe charge
behavior in our model if the external field strongly varied at microscopic
scales as, for example, Coulomb field does near its singularity. Namely, our
analysis of a distributed charge in Coulomb field as in hydrogen atom, [4],
[5], [6], shows its non-classical behavior, in particular discreteness of energy
levels. We want to emphasize that the ”non-classical” effects emerge in the
classical framework and are not based on quantum-mechanical considera-
tions.
The result of the analysis:
Under the above assumptions of concentration, the limit energy E¯∞ (t)
must satisfy the relativistic formula
E¯∞ = M0
(
1− |∂trˆ|2
)−1/2
= M0/ |∂st| (10)
with a constant M0 which is interpreted as the rest mass of a charge. The 4-
trajectory z (s) = (t (s) , rˆ (t (s))) must satisfy the generalized LAD equation
M0v˙µ = fexµ + 2ϑ
[
2
3
q2v¨µ +
2
3
q2 (v˙v˙) vµ
]
(11)
where
ϑ = ϑ0 − ϑ1,
v = ∂sz = z˙, fexµ = qvνF
ν
exµ is the Lorentz force generated by the external
EM field and q is the total charge of the charge distribution. The parameters
q and M0 for the electron take the values q = e and M0 = m as in (1). Note
that the equation is completely determined by the assumptions we made.
The equation involves the radiative response coefficient 2ϑ = 2ϑ0−2ϑ1, where
ϑ0, ϑ1 in (7), (8) describe the class of solutions of Maxwell’s equations given
by (4), (5). Looking at the derivation of the point charge dynamics, we can
see that all the principal assumptions made by Dirac, namely the fulfillment
of conservation laws, the possibility to remove the EM field singularity, and
the possibility of mass renormalization can be observed. But now they are
not assumptions, but the properties of the model of the charge which are
derived by mathematical analysis of the model.
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Now we discuss implications of choosing specific values of ϑ0 and ϑ1.
As we already mentioned, the value ϑ0 = 1 describes the theory where the
EM interaction between all the charges of the system (including itself) is
retarded, this case directly agrees with the principle of causality. The adja-
cent potential Aadν solely describes an internal interaction of an elementary
charge such as an electron with itself and is not observable (see Section 4 for
a discussion); it is used only to provide an extended regularization for a point
charge and, and in the localization limit the charge is described by a point
(as Dirac assumes from the very beginning); therefore its internal dynamics
disappears. Therefore, as long as we are interested in point charge dynamics,
causality arguments do not impose restrictions on the choice of the coefficient
ϑ1 which determines the relation between retarded and advanced adjacent
potentials, and the value of ϑ1 is arbitrary. Still there are attractive choices
for ϑ1 based on symmetry. A time-reversal symmetric choice ϑ1 = 1/2 in
(8) results in ϑ = 1/2, in this case the adjacent field F adµν has the same form
as Dirac’s regularizing field 1
2
(F µνret + F
µν
adv) and the generalized LAD equation
(11) with ϑ = 1/2 coincides with the classical LAD equation (1). In addition
to the symmetry, this choice has another, more important advantage. The
local and global energy and momemtum conservation laws are fulfilled for
the system ”charge field—EM field—adjacent field” (CF-EMF-AF), and af-
ter the localization limit for the system ”point charge—EM field—adjacent
field”(PC-EMF-AF). This is crucial for the cancellation of the infinite energy
of the EM self-interaction. The system ”point charge field—EM field”(PC-
EMF) is dynamically closed and can be considered as a subsystem of the
system PC-EMF-AF, but the removal of AF can break the energy balance.
Now we look for the case where the influence of the adjacent field on the
energy balance is minimal. Of course, we cannot exclude the influence of
the adjacent field completely if we need the renormalization, because the
renormalization is exactly a modification of the energy balance, but we can
minimize its effects far from the charge. According to Larmor formula, the
radiation power is odd with respect to time inversion, therefore in the time-
symmetric case ϑ1 = 1/2 the amount of outcoming from the point radiated
energy of the adjacent field equals the amount of incoming radiated energy,
hence the radiated EM energy is balanced only by the charge radiation reac-
tion; the adjacent field can be ignored in the radiated EM energy balance,
and from the point of view of radiation balance the adjacent field is ”hidden”.
Hence the classical value ϑ = 1/2 can be characterized as the value for which
the radiated energy balance does not involve the adjacent field. Therefore, if
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we take the localization limit in the case ϑ1 = 1/2, we obtain as the result the
classical LAD equation with a uniquely defined renormalized mass, the field
of the charge is described by the retarded potentials, the radiated EM energy
balance is fulfilled even if we forget about the adjacent field, the charge en-
ergy is finite if we take into account the adjacent field, and the adjacent field
does not affect Newtonian dynamics of the point charge. From our point
of view, it is still preferable to be logical and not to treat a quantity which
balances the infinite energy of the charge as nonexistent even if it is almost
completely hidden. Now we discuss the radiated energy balance. Note that
the generalized LAD equation is derived as a necessary condition for the lo-
cal energy-momentum balance in a contracting vicinity of the point charge,
whereas the determination of the specific value ϑ1 = 1/2 which leads to the
classical value ϑ = 1/2 is based on the global condition of radiative balance.
There is a significant difference between the local and global conditions. The
generalized LAD equation describes the dynamics of a charge in a regular
external EM field, its derivation is based on the local energy-momentum con-
servation laws in a small vicinity of the charge trajectory. Since the external
field acting on the charge is generated by other charges, the assumption of
regularity of the external field means that the charge remains at a non-zero
distance from all other charges. The radiation component of the EM field
of the charge becomes dominant at a large distance from the charge where
the radiated field interacts with other charges. Now a few words concern-
ing pre-acceleration. Note that we derive the LAD equation for macroscopic
regular trajectories rˆ (t), and since runoff solutions of the LAD equation are
not macroscopically regular, the trajectories rˆ (t) in the case ϑ > 0 are not
described by arbitrary solutions of the LAD equation but by special solu-
tions which satisfy Dirac’s condition of finite acceleration at t → ∞. Such
solutions are known to demonstrate the pre-acceleration at microscopic time
scales. Since the EM field of the charge is causal, one could expect that the
dynamics of the point charge should be causal too, but the pre-acceleration
demonstrates the loss of causality at microscopic scales. It is not surprising
though, since the hidden adjacent field involves the advanced potential.
In addition to the most attractive choice ϑ1 = 1/2, we consider briefly
other possibilities. If ϑ1 = 1, we obtain ϑ = 0, and the adjacent field
completely balances the EM field in all regimes, and there is no EM self-
interaction as in Wheeler-Feynman theory and no radiative response for a
single charge at all. Note that the observable radiation of the charge does not
vanish, it is described as always by Larmor formula, and as always energy
14
and momentum conservation laws for the complete system PC-EMF-AF are
fulfilled. If ϑ1 > 1, we obtain a negative value ϑ < 0 of the radiative re-
sponse coefficient. For negative values ϑ < 0 the generalized LAD equation
has different properties compared to the classical LAD equation. The run-
away solutions of the classical LAD equation turn into rapidly stabilising
solutions, and the pre-acceleration does not happen. Note that in the case
ϑ1 6= 1/2 the adjacent field contributes to the balance of radiated energy,
and since the adjacent field of a charge does not interact with other charges,
this radiated adjacent energy far from the charge becomes a ”dark energy”.
The second natural value for the parameter ϑ0 which describes the EM
field is ϑ0 = 1/2 as in Wheeler-Feynman theory, [26], [27]. If ϑ1 = 1/2 too,
then ϑ = 0 and we obtain a theory which at macroscopic scales coincides with
Wheeler-Feynman theory without self-interaction and without radiative re-
sponse for a single charge. This case is the most symmetric with respect
to the time inversion. The description of the radiative response in this case
would require to consider a system of very many interacting charges as in
the universal absorber theory. But if we take ϑ1 = 1/2 − ϑ, we obtain a
modified Wheeler-Feynman theory with a non-zero self-interaction in accel-
erating regimes and a non-zero radiative response for a single charge which
does not rely on the existence of the universal absorber. The value of ϑ can
be positive or negative. If ϑ1 = 1, that is the adjacent field is retarded, then
ϑ = −1/2 and the pre-acceleration does not happen.
The above discussion shows that the radiation response of a point charge
depends on the way the point charge is obtained from distributed charges.
Though the value ϑ1 = 1/2, which leads to the classical value ϑ = 1/2
of the radiative response coefficient, is the most attractive choice, there is
no purely mathematical argument which excludes all other choices. A purely
field-theoretic analysis without additional assumptions does not uniquely de-
fine the radiative response coefficient, and its determination should rely on
experimental data. The experimental methods for verification of the LAD
equation described in [24, Section 9.3], could be used for the determination
of the value of ϑ. At the same time ,our analysis shows that classical elec-
trodynamics is self-consistent if the concept of an elementary point charge is
properly introduced, which agrees with conclusions made in [22] on different
grounds.
Conclusions:
(i) All assumptions of Dirac’s analysis (fulfillment of local conservation
laws, EM field singularity removal, mass renormalization) can be consistently
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substantiated by a properly introduced model of a point charge.
(ii) Introduction of a point charge as a limit of distributed charges in
the framework of a relativistic Lagrangian field theory allows to consistently
derive the relativistic version of Newton’s equations for the point charge,
Einstein’s formula and generalized LAD equation. The derivation of the
generalized LAD equation is based only on local conservation laws and does
not involve assumptions of global nature.
(iii) The mass renormalization is explicitly demonstrated by the cancella-
tion of two infinite energies in the dynamical regimes: the energy of the EM
field and the energy of the adjacent field with uniquely determined renormal-
ized energy and mass.
(iv) The magnitude and sign of the radiative response of a charge is
affected by the composition of Poincare´ cohesive forces (through the depen-
dence on ϑ). The nonlinearity does not affect directly the radiative response,
though it affects the rest mass m of the charge. The rest mass does not
depend on ϑ.
(v) The observable radiation of a charge which may affect a test charge
is described by the EM field of the point charge and can be calculated by
classical formulas.
(vi) The classical field-theoretic approach allows to consistently imple-
ment the mass renormalization and derive the radiation response described
by the generalized LAD equation, but the value of the radiative response
coefficient ϑ and in particular its sign is not determined by local energy-
momentum conservation laws.
(vii) The classical value ϑ = 1/2 is selected by the global requirement
that the adjacent field of the charge does not contribute to the balance of
radiated energy.
In this paper we consider the simplest model of a charge described by a
scalar complex field ψ. A particle with spin 1/2 can be quite similarly de-
scribed by a spinor field. Since our analysis does not use specific structure of
field equations and the energy-momentum tensor and only uses its symmetry
and conservation laws, our approach is applicable in this case too.
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1.1 Lagrangian formalism and field equations
We use the following notation for the time-space 4-vector in its contravariant
xµ and covariant xµ forms:
x = xµ =
(
x0, x1, x2, x3
)
= (ct,x) , xµ = gµνx
ν = (ct,−x) , (12)
∂µ = ∂/∂x
µ =
(
c−1∂t,∇
)
, ∂µ = ∂/∂xµ =
(
c−1∂t,−∇
)
, (13)
we set the speed of light c = 1, and we use the common convention on the
summation over the same indices. We use notation for the space 3-vector
xi = (x1, x2, x3) = x, i = 1, 2, 3, and we emphasize notationally by the
Latin superscript its difference from 4-vector xµ with the Greek superscript.
The metric tensor gµν is defined by
{gµν} = {gµν} = diag [1,−1,−1,−1] . (14)
We consider the ”charge-fields” system which describes the interaction of
a single distributed charge with three fields: its own EM field, the adjacent
field generating Poincare´ cohesive forces and the external EM field. The inter-
nal adjacent field of the charge is introduced in the model to balance the EM
self-interaction of the charge and provide its stability. The charge dynamics
is described by the complex scalar charge distribution ψ (x), the EM field
by its 4-potential Aµ (x), and the adjacent field by the 4-potential Aadµ (x);
the system also involves a prescribed external field with the 4-potential Aµex.
The adjacent field is solely responsible for the balancing internal interaction
of the charge with itself and does not affect other charges (see Section 4 for
a discussion of the interaction structure in the case of many charges).
The system ”charge-fields” is described by the Lagrangian
L = LKG − Lem (A) + Lem
(
Aad
)
. (15)
where we for brevity set A = Aµ, Aad = Aadµ. Here LKG is the Lagrangian
of a nonlinear Klein-Gordon equation:
LKG =
~
2
2m
{
ψ;µψ
;µ − m
2
~2
ψ∗ψ −G (ψ∗ψ)
}
, (16)
where the star denotes the complex conjugation, m is a mass parameter, it
is related to the mass of the charge, see [2], [3] and Section 3.1. It involves
covariant derivatives
ψ;µ = ∂˜µψ = ∂µψ +
iq
~
A˜µψ, (17)
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∂˜µ = ∂µ +
iq
~
A˜µ, ∂µ =
∂
∂xµ
= (∂t,−∇) , ∂µ = ∂
∂xµ
= (∂t,∇) , (18)
where q is the charge parameter, and the total field potential A˜µ affecting
the charge is defined by
A˜µ = Aµex + A
µ − Aadµ (19)
where Aµex is the potential of the external EM field. The Lagrangians Lem (A),
Lem
(
Aad
)
for the EM field and the adjacent field are Maxwellian:
Lem (A) = − 1
16π
FµνF
µν , Lem
(
Aad
)
= − 1
16π
F adµνF
adµν (20)
with
F µν = ∂µAν − ∂νAµ, F adµν = ∂µAadν − ∂νAadµ. (21)
Obviously, the Lagrangian L is relativistic invariant. The field equations
which describe dynamics of the charge-fields system are obtained as Euler-
Lagrange equations for the Lagrangian L and involve a nonlinear Klein-
Gordon (KG) equation for the charge distribution ψ and Maxwell equations
for the potentials. The KG equation has the form (6), namely
∂˜µ∂˜µψ +
m2
~2
ψ +G′ (ψ∗ψ)ψ = 0 (22)
where G′ (s) = dG/ds. The equations for the fields F µν , F adµν take the form
of Maxwell equations (4), (5) where the source current is defined by
Jν = −∂LKG
∂Aν
= −i q
~
(
∂LKG
∂ψ;ν
ψ − ∂LKG
∂ψ∗;ν
ψ∗
)
. (23)
The nonlinearity G is required to provide the localization of the charge and
involves dependence on the size parameter a: G (b) = a−5G (a3b), the param-
eter a determines the scale of localization. Note that a particular form of the
nonlinearity is not important in our analysis here. A typical example of the
nonlinear term G′ in the KG equation is given by the logarithmic expression,
G′ (b) = −a−2[ln (a3b) + lnπ3/2 + 3], b = |ψ|2 ≥ 0, (24)
where a is the charge size parameter. For this choice of the nonlinearity the
free resting charge
ψ = e−itm/~ |ψ| (25)
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has a Gaussian shape, namely
|ψ| = π−3/4a−3/2e−|x|2a−2/2, (26)
and the parameter a can be interpreted as the size of the free charge. The
nonlinear KG equation with the logarithmic nonlinearity has good dynamical
properties, [9]. The KG Lagrangian is gauge invariant, namely for any real
γ
LKG
(
eiγψ, eiγψ;µ, e
−iγψ∗, e−iγψ∗;µ
)
= LKG
(
ψ, ψ;µ, ψ
∗, ψ∗;µ
)
. (27)
Therefore the current Jν = (ρ,J) satisfies the charge conservation/continuity
equation
∂νJ
ν = 0 (28)
which can be written in the form
∂tρ+∇ · J = 0. (29)
The components of the 4-current defined by (23) for the KG equation have
the form
ρ = −~q
m
|ψ|2 Im(∂˜tψ/ψ), J = ~q
m
|ψ|2 Im(∇˜ψ/ψ). (30)
Using the fulfillment of the continuity equation, we impose Lorentz gauge on
the solutions of Maxwell equations. According to the continuity equation the
total charge
∫
R3
ρdx is preserved. The KG equation in the absence of external
fields has time-harmonic solutions of the form (25) where |ψ| satisfies the
normalization condition ∫
R3
|ψ|2 dx = 1.
An example of |ψ| which satisfies the normaization condition is given by
(26). According to (30), ρ = q |ψ|2 for such harmonic solutions, and the
normalization condition implies that the potential of the static EM field
generated by a resting charge approaches the Coulomb potential q
|x|
as |x| →
∞ or a → 0, i.e. the charge parameter q can be interpreted as the total
charge of the particle.
Now we make a remark on the choice of the Lagrangian. The simplest rel-
ativistic invariant field equation which involves a mass parameter is the Klein-
Gordon equation; to obtain a point-like distribution of the charge we intro-
duce the nonlinearity. To obtain the EM field described by Maxwell’s equa-
tions we introduce corresponding Lagrangian. The coupling of the charge
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and the EM field through covariant derivatives is the minimal coupling as
in [1], [18]. The simplest way to balance the EM field by another field is to
introduce the adjacent field into the Lagrangian anti-symmetrically with the
EM field. Therefore we think that the Lagrangian (15) describes the most
natural relativistic covariant model of a distributed charge interacting with
the EM field in a balanced way which provides stability of the charge and its
asymptotic localization, but still allows non-trivial EM self-action.
1.2 Energy-momentum tensor and conservation laws
The symmetric energy-momentum tensor (EnMT) Θµν for the EM field is
given by the formula [11], [8]:
Θµν (F ) =
1
4π
(
gµαFαβF
βν +
1
4
gµνFαβF
αβ
)
, (31)
and the same formula defines Θµν
(
F ad
)
. The symmetric EnMT for the KG
equation has the form
T µν =
∂LKG
∂ψ;µ
ψ;ν +
∂LKG
∂ψ∗;µ
ψ;ν∗ − gµνLKG (32)
=
~
2
2m
[ψ;µ∗ψ;ν + ψ;µψ;ν∗]− gµνLKG.
The symmetric energy-momentum tensor for the charge-fields system (15)
has the form
T µν = T µν +Θµν (F )−Θµν (F ad) , (33)
where F, F ad are defined by (21). The crucial property of the EnMT is its
symmetery
T µν = T νµ. (34)
The energy and momentum conservation laws for the system (22)-(5)
have the following form:
∂µT µν = f ν . (35)
Here f ν = −∂L/∂xν is the Lorentz force density, it is expressed in terms of
the external EM field F νµex acting on the 4-current J
µ as follows:
f ν = JµF
νµ
ex =
(
f 0, f
)
. (36)
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Fulfillment of (33) is verified in a standard way [8], [15], [16].
The symmetric EnMT involves the energy and momentum components,
namely
u = T 00, P = pi = T 0i, i = 1, 2, 3.
The EnMT conservation law (35) with ν = 0 produces the energy conserva-
tion law
∂tu+ ∂jT j0 = f 0 , (37)
which can be rewritten using (34):
∂tu+ ∂jp
j = f 0 (38)
with
f 0 = JµF
0µ
ex . (39)
The momentum equation takes the form
∂tp
j + ∂iT ij = f j , (40)
or
∂tP + ∂iT ij = f , (41)
where the Lorentz force density is given by the formula
f = f j = JµF
jµ (Aex) = J0F
j0
ex + JiF
ji
ex. (42)
2 Trajectory of concentration
We understand a point charge as a localization limit of a distributed charge.
The localization means roughly speaking that the charge and energy densi-
ties converge to Dirac’s delta-functions. The location of this delta-function
determines the trajectory rˆ (t) of the charge. To derive the law of motion
of the charge which should determine the trajectory, we assume that the en-
ergy of the charge concentrates in a small vicinity of the trajectory, and the
radius of the vicinity tends to zero in the localization limit (9). Our analysis
shows that in a very general situation the fulfillment of energy-momentum
conservation laws and the continuity equation uniquely determines the law
of motion, namely the LAD equation; it also implies Einstein’s equivalence
of the concentrated energy and the mass of the charge.
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We will show that the assumption that the energy of the charge-fields
system is concentrated in a vanishing neighborhood of a trajectory implies
a differential equation for the trajectory. We introduce the value F µν∞ (t) of
the external field F µν (t,x) restricted to the trajectory rˆ (t):
F µν∞ (t) = F
µν
ex (t, rˆ (t)) . (43)
The total EnMT T µν is given by formula (33), which we rewrite in the form
T µν = T µν + Θ˜, Θ˜ = Θµν (F )−Θµν (F ad) . (44)
In particular, the energy density
u = T 00 = T 00 +Θ00 (F )−Θ00 (F ad) . (45)
Now we formulate our assumptions (complete mathematical details in a
similar situation can be found in [3], [7]). We introduce a small ball
Ω = ΩR = Ω(rˆ, R) = {x : |x− rˆ (t)| ≤ R}
centered at a point of the trajectory, below we take R → 0. We assume
that the energy of the charge-fields system concentrates at the trajectory
rˆ (t) on a time interval T− < t < T+. The field variables are split into two
groups: a strongly localized charge distribution ψ and EM field potentials
Aν , Aadν . There is a difference in the localization of the charge distributions
and the EM fields. An example of a strongly localized charge is given by the
Gaussian form factor
|ψ|2 = 1
a3π3/2
exp
(
− 1
a2
|x− rˆ|2
)
(46)
which is strongly localized in Ω = ΩR; in particular the values of the charge
on the sphere
∂Ω = {x : |x− rˆ| = R}
tend to zero very fast if a/R → 0. The EM fields are not localized, for
instance the Coulomb field potential behaves as q
|x−rˆ|
and its values on ∂Ω
do not vanish even if a = 0 when the source is completely localized as a
delta-function.
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We concider the concentrated in Ω energy
E¯ (t) =
∫
Ω
T 00dx =
∫
Ω
udx, (47)
and the concentrated in Ω charge
ρ¯ (t) =
∫
Ω
ρdx. (48)
Our main assumption is that the concentrated energy and charge converge
in the localization limit (9):
E¯ (t)→ E¯∞ (t) 6= 0, (49)
ρ¯ (t)→ ρ¯∞ (t) . (50)
It is worth noticing that since F µν and F adµν are solutions of Maxwell equa-
tions with the same source, the difference F µν − F adµν does not involve a
singularity; therefore condition (49) mainly concerns behavior of components
of the KG tensor T µν .
In addition to the above condition on convergence, we assume that certain
integrals asymptotically vanish. There are two types of vanishing integrals.
The first type includes volume integrals over the ball Ω or surface integrals
over its boundary ∂Ω which involve vanishing factors. In particular, since
(xi − rˆi) = O (R) , we assume that
∫
Ω
(
xi − rˆi) ρdx = o (1) ,
∫
∂Ω
(x− rˆ) vˆ · n¯u dσ = o (1) (51)
where n¯ is the external normal to the sphere ∂Ω, vˆ = ∂trˆ is the trajectory-
based velocity (we denote by O (Rp) such a quantity that O (Rp) /Rp re-
mains bounded in the localization limit; the notation o (Rp) means that
o (Rp) /Rp → 0). The second type of vanishing integrals are surface inte-
grals which are negligible because of the strong localization of ψ as in (46).
Since the radius of localization of ψ is of order a and R >> a , we assume
that surface integrals over ∂Ω that involve ψ or its derivatives as factors
asymptotically vanish. For example, for ρ and J given by (30), we assume
that ∫
∂Ω
(vˆ · n¯ρ− n¯ · J ) dσ = o (1) . (52)
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Several surface integrals, which are similar to the above expressions, are
also assumed to asymptotically vanish; they can be easily extracted from
the calculations made in Section 3.2. Note that this kind of assumptions is
natural for a point-like behavior of a charge distribution, they are obviously
fulfilled for delta-functions as in (55). Detailed mathematical formulations
made in similar situations and the verification of fulfillment of this kind of
conditions for non-trivial examples can be found in [3], [7].
The unlocalized quantities which involve only the EM fields Aν or Aadν
can make a non-vanishing contribution to the surface integrals, namely we
assume that ∫
∂Ω
(
vˆin¯iT 00 − n¯ipi) dσ = Wrad + o (1) , (53)
∫
∂Ω
(
vˆin¯ipj − n¯iT ij) dσ = f jrad + o (1) . (54)
We make the following assumption of the localization of the charge at
microscopic scales. On the sphere |x− rˆ (t)| = R, since a
R
→ 0, the field
quantities F µν , F adµν obtained as solutions of Maxwell equations (126), (127)
with currents Jν = (ρ,J) can be asymptotically replaced by the solutions of
Maxwell equations with the currents Jν∞ = (ρ∞,J∞) for the point charges:
ρ∞ (t,x) = ρ¯∞δ (t,x− rˆ(t)) , J∞ (t,x) = vˆρ¯∞δ (t,x− rˆ(t)) . (55)
Namely, we assume convergence on ∂Ω = {|x− rˆ (t)| = R} in the localiza-
tion limit (9) of the advanced and retarded potentials:
(GretJν)x∈∂Ω → (GretJν∞)x∈∂Ω , (GadvJν)x∈∂Ω → (GadvJν∞)x∈∂Ω . (56)
We will use the above convergence to evaluate radiative terms Wrad and f
j
rad
in (53), (54).
3 Derivation of Newton’s law for the trajec-
tory
In this section we derive the relativistic version of Newton’s law for the
trajectory rˆ (t). We provide principal steps, complete mathematical details
presented in a similar situation can be found in [3], [7]. The equations are
determined uniquely by the assumptions made in the previous section.
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We start with assigning the position to the distributed charge by using
its energy density u = T 00. We define the energy center r (t) by the formula
r (t) = E¯ (t)−1 ∫
Ω
xu (t,x) dx (57)
where the concentrated energy E¯ (t) is defined by (47). One can easily prove
using (49) that
r (t)→ rˆ (t) . (58)
Using the conservation laws for the energy-momentum and the continuity
equation, we derive in Subsection 3.2 the following differential equations for
the trajectory and the energy E¯∞ concentrated at it:
∂tE¯∞ (t) = vˆjf j∞ +Wrad, (59)
∂t
(E¯∞ (t) vˆj) = f j∞ + f jrad. (60)
Here vˆj = ∂trˆ
j (t), the Lorentz force f j∞ is generated by the external field
according to formula (79), and f jrad is the radiation force defined by (54).
Obviously, (60) has the form of Newton’s law with the mass M = E¯∞ (t),
and this fact implies Einstein’s formula on the equivalence of mass and en-
ergy. Note that we derive this formula in a regime with acceleration where
Newtonian definition of mass is applicable. A similar derivation of Einstein’s
formula in the regime without radiation is given in [2], [3]. Examples of ac-
celerating localized solutions of KG equations are also given there. We will
derive the LAD equation from equations (59) and (60) in subsection 3.4.2.
3.1 Rest mass of a charge and mass renormalization
In this section we define the rest mass as an integral of motion of the system
(59), (60). We also demonstrate the mass renormalization as the cancellation
of two energies: the energy of the EM field and the energy of the adjacent
field.
We multiply equations (60) and (59) by E¯∞vˆj and E¯∞ respectively and
after subtraction obtain:
∂t
(E¯∞ (t) vˆj) E¯∞vˆj − E¯∞∂tE¯∞ (t) = E¯∞ (vˆjf jrad −Wrad) . (61)
Under the assumptions (56), we obtain in Section 3.4.1 formula (117) which
implies that the following radiative balance condition is fulfilled:
vˆjf jrad −Wrad = 0. (62)
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Formulas (61) and (62) imply the following rest mass equation:
∂t
[E¯2∞ (t) (1− |vˆ|2)] = 0. (63)
The expression in brackets equals a constant which we denote M20 , and the
constantM0 is interpreted as the rest mass. Therefore, we arrive to a familiar
explicit expression for the time dependence of concentrated energy:
E¯∞ (t) =
(
1− |vˆ|2)−1/2M0. (64)
Equation (60) takes the form of the relativistic version of Newton’s law
∂t
(
M0
(
1− |vˆ|2)−1/2 vˆj) = f j∞ + f jrad, (65)
where M0 is the rest mass of the charge. The rest mass M0 is the observable
mass of the charge, and the existence of this constant of motion signifies the
mass renormalization. Obviously, the rest mass is not prescribed but emerges
as an integral of motion of a system (59), (60).
According to (45), the concentrated energy is given by the formula
E¯∞ = lim
R→0, a
R
→0
∫
Ω
[
T 00 +Θ00 (F )−Θ00 (F ad)] dx. (66)
The tensor Θ˜00 = Θ00 (F ) − Θ00 (F ad) which enters the above formula
quadratically depends on retarded and advanced fields Fret, Fadv. Note that
the fields F µνret and F
µν
adv derived from Lie´nard–Wiechert potentials by formula
(21) have singularities of order |x− rˆ|−2 at the center of Ω. The representa-
tion (97) shows that Θ˜00 involves the radiation field Frad = Fret − Fadv as a
factor. The crucial property of the radiation field Frad proved by Dirac [10]
is its regularity. Thanks to the regularity, the tensor Θ˜00 has a mild singu-
larity at the trajectory which is not stronger than |x− rˆ|−2 at the center of
Ω. Therefore it does not contribute to the limit in (66) and
E¯∞ = lim
R→0, a
R
→0
∫
Ω
T 00dx. (67)
At the same time, both the EM energy and the energy of the adjacent field
which enter (66) turn into infinity in the localization limit:∫
Ω
Θ00 (F ) dx→∞,
∫
Ω
Θ00
(
F ad
)
dx→∞
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as R → 0, a
R
→ 0. Therefore, formulas (66) and (67) provide an explicit
cancellation of the infinite energies which constitutes an important part of the
mass renormalization. In a contrast to the customary treatment of the mass
renormalization, [10], [16], [19], [22], [24], [25], where such a cancellation in
dynamical regimes is postulated, we demonstrate the cancellation explicitly
not as a result of a convenient subtraction of unbounded terms, but as a
result of calculation based on the specific composition of the energy density
which is uniquely determined in terms of the Lagrangian of the problem.
Now we find the value of the rest mass M0 in a regime which originates
from the uniform motion. If the motion is uniform for t < 0 with the initial
velocity vˆinit and the motion is accelerated only for t > 0, the value of the
rest mass can be determined based on the analysis of the uniform motion of
a charge which is presented in [6], [2], [3]. Calculations made there show
that
E¯∞ = M0
(
1− |vˆinit|2
)−1/2
, M0 = mc
2
(
1 + Θ0
a2C
a2
)
(68)
where aC =
~
mc
= ~
m
is the reduced Compton wavelength and the factor
Θ0 depends on the nonlinearity. In particular, Θ0 = 1/2 for the logarithmic
nonlinearity (24) corresponding to the Gaussian ground state (46). Note
that if aC
a
converges to a non-zero value, the nonlinearity provides a non-
vanishing contribution to the rest mass, and if aC
a
→ 0 the rest mass M0 =
m coincides with the mass parameter in the KG equation. For a discussion
of the concept of mass see [2]. The total charge ρ¯∞ defined by (48), (30) and
(70) is calculated in [2], [3], namely:
ρ¯∞ = q
where q is the charge parameter in the KG equation defined by (22), (17).
For the electron we set q = e.
3.2 Convergence in localization limit
Now we proceed to the derivation of equations (59) and (60).
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3.2.1 Charge convergence
First we show that defined by (48) concentrated charge ρ¯n converges to a
constant. We integrate the continuity equation:
ρ¯n (t)− ρ¯n (t0) =
∫ t
t0
∫
∂Ω
(vˆ · n¯ρ− n¯ · J ) dσdt′. (69)
Since the integrals over the boundary converge to zero, we obtain that
ρ¯n (t)→ ρ¯∞ for T− < t < T+ (70)
where ρ¯∞ does not depend on t. The above relation can be written in the
form
J¯0 = ρ¯∞vˆ
0 + o (1) (71)
where vˆ0 = 1.
3.2.2 Lorentz force convergence
Now we show that averaged Lorentz force density converges to the Lorentz
force acting on a point charge. Since F µν (t,x) − F µν∞ (t) = o (1) in Ω, we
conclude that ∫
Ω
fµ dx =
∫
Ω
F µν Jνdx (72)
=
∫
Ω
F µν∞ (t) J
νdx+
∫
Ω
(F µν − F µν∞ )Jνdx = F µν∞ (t) J¯ν + o (1) .
Here
J¯µ =
∫
Ω
Jµdx; (73)
for the component with µ = 0 the above formula turns into (48). To find
an expression for J¯ i we multiply the continuity equation (29) by the vector
x− rˆ and using the commutation relation ∂j (xiϕ)− xi∂jϕ = δijϕ we obtain
the following expression for J i:
∂t
(
ρ
(
xi − rˆi))+ ∂trˆiρ+ ∂j ((xi − rˆi) J j) = J i, i = 1, 2, 3. (74)
Integrating, we arrive to the equation
J¯ i = vˆiρ¯+ ∂t
∫
Ω
(
xi − rˆi) ρdx +
∫
∂Ω
(
xi − rˆi) (n¯ · J− vˆ · n¯ρ) dσ, (75)
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where (xi − rˆi) = o (1) in Ω. Together with (71), the above equation implies
that
J¯ν = ρ¯∞vˆ
ν + ∂to (1) + o (1) . (76)
Therefore, (72) implies an expression for the concentrated Lorentz force den-
sity: ∫
Ω
fµ dx = ρ¯∞F
µν
∞ vˆν + ∂to (1) + o (1) . (77)
We can write it in the form∫
Ω
fµ dx = fµ∞ + o (1) + ∂to (1) (78)
where the components of the Lorentz force f j∞ are given by
f j∞ = ρ¯∞F
j0
∞ (t) + ρ¯∞F
ji
∞ (t) vˆi (79)
and
f 0∞ = ρ¯∞F
0ν
∞ vˆν . (80)
Note that since F ji∞ is skew-symmetric,
f j∞vˆ
j = ρ¯∞F
j0
∞ (t) vˆ
j + ρ¯∞F
ji
∞ (t) vˆivˆ
j = ρ¯∞F
j0
∞ (t) vˆ
j = −ρ¯∞F 0ν∞ vˆν
and we can rewrite (80) in the form
f 0∞ = ρ¯∞F
0ν
∞ vˆν = −ρ¯∞F 0ν∞ vˆν = f j∞vˆj . (81)
3.2.3 Momentum convergence
Multiplying the energy equation (38) by (x− r), we obtain
∂t ((x− r)u) + u∂tr = − (x− r) ∂jpj + (x− r) f 0 (82)
where (xi − ri) ∂jpj = ∂j ((xi − ri) pj)− pi. We obtain from the relation (82)
an expression for P = pi and its integral:
∫
Ω
Pdx =
∫
Ω
∂t ((x− r) u) dx+ ∂tr
∫
Ω
udx (83)
+
∫
∂Ω
(x− r)nipidσ −
∫
Ω
(x− r) f 0dx.
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We infer from the definition of the energy center r that
∫
Ω
∂t ((x− r) u) dx +
∫
∂Ω
(x− r) vˆ · n¯u dσ = 0, (84)
therefore ∫
Ω
∂t ((x− r)u) dx = o (1) .
Hence, taking into account that (x− r) = O (R) in Ω, we conclude that
∫
Ωn
Pdx = ∂trE¯ + o (1) . (85)
3.2.4 Energy balance
Integrating the energy equation (38) with respect to x and t, we obtain the
following equation:
E¯ (t)− E¯ (t0) =
∫ t
t0
∫
∂Ω
(vˆ · n¯u− n¯ · P) dσdt′ +
∫ t
t0
∫
Ω
f 0dx dt′ (86)
where according to (78) with µ = 0
∫ t
t0
∫
Ω
f 0dx dt′ =
∫ t
t0
f 0∞dt
′ + o (1) .
Applying (53), we obtain an expression for the local energy balance:
E¯ (t)− E¯ (t0) =
∫ t
t0
f 0∞dt
′ +
∫ t
t0
Wraddt
′ + o (1) . (87)
3.2.5 Momentum balance
Integrating the momentum conservation equation (41) over Ω (ˆr(t), R) = Ω
and with respect to time, we obtain
∫
Ω
pj (t,x) dx−
∫
Ω
pj (t0,x) dx−
∫ t
t0
∫
Ω
f jdxdt′ (88)
+
∫ t
t0
∫
∂Ωn
(
n¯iT ij − vˆin¯ipj) dσdt′ = 0
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where according to (78)
∫ t
t0
∫
Ω
f jdxdt′ =
∫ t
t0
f j∞dt
′ + o (1) .
Applying (85) and (54) we obtain
E¯ (t) ∂trj (t)− E¯n (t0) ∂trj (t0) =
∫ t
t0
f j∞dt
′ + f jrad + o (1) (89)
with the Lorentz force given by (79).
3.2.6 The necessary conditions on energy concentration
Passing to the localization limit in (87), we obtain
E¯∞ (t)− E¯∞ (t0) =
∫ t
t0
f 0∞ dt
′ +
∫ t
t0
Wraddt
′. (90)
Using (81) we obtain equation (59) for the limit energy. Now we derive
Newton’s law (60). From (89), after obvious manipulations, we obtain that
rj (t)− rj (t0)−
∫ t
t0
E¯ (t0)
E¯ (t) ∂tr
j (t0) dt
′′ =
∫ t
t0
1
E¯ (t′′)
∫ t′′
t0
f j∞dt
′dt′′ + o (1) .
Using (58) and (49), we pass to the localization limit:
rˆj (t)− rˆj (t0)− ∂trˆj (t0)
∫ t
t0
E¯∞ (t0)
E¯∞ (t) dt
′′ =
∫ t
t0
1
E¯∞ (t′′)
∫ t′′
t0
f j∞dt
′dt′′.
From this integral equation we obtain differential equation (60).
3.3 Radiation force and power for a localized charge
To derive the LAD equation, we have to calculate the radiation power Wrad
and radiation force f jrad in equations (62) and (65). Note that since ψ is
localized, the KG tensor T µνgiven by (32) asymptotically vanish on ∂Ω as
a/R→ 0 and ∫
∂Ω
(
vˆin¯iT 00 − n¯iT 0i) dσ = o (1) .
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Therefore definition (53), (54) can be rewritten in the form
Wrad = lim
R→0
∫
∂Ω
(
vˆin¯iΘ˜00 − n¯iΘ˜0i
)
dσ, (91)
f jrad = − lim
R→0
∫
∂Ω
(
n¯iΘ˜ij − vˆin¯iΘ˜0j
)
dσ. (92)
The stress tensor Θ˜µυ is defined by formula (44) with the tensor Θµν (F )
defined by (31) in terms of solutions of Maxwell equations (4), (5). We assume
that the solutions of the Maxwell equations are given by the formulas (7), (8)
where Gret and Gadv are the solution operators defined as integral operators
with retarded and advanced Green functions respectively, in particular
GretJν (t,x) =
∫
[Jν (t′,x′)]ret
|x− x′| dx
′, (93)
where the symbol [·]ret means that the quantity in the square brackets is to
be evaluated at the retarded time
t′ = tret = t− |x− x′| . (94)
It is important to notice that the sources in equations (4) and (5) are
the same, and only the coefficients ϑ0, ϑ1 which determine the composition
of Green functions are different. Now we find the integrals (91), (92) under
the assumption (56). Notice that the difference Fret − Fadv for the point
sources does not have a singularity at rˆ (t) ,[10], and is a continuous function.
The tensor Θµν (F ) defined by (31) is quadratic with respect to field
components F αβ: Θµν (F ) = Θµν (FF ). Taking into account (7), (8) we see
that
Θ˜µν = Θµν
(
(Fadv + ϑ0Frad)
2
)−Θµν ((Fadv + ϑ1Frad)2) (95)
where
Frad = Fret − Fadv. (96)
Expanding the quadratic tensors Θµν we obtain
Θ˜µν = (ϑ0 − ϑ1) Θ˜µνl +
(
ϑ20 − ϑ21
)
Θµν
(
(Frad)
2
)
(97)
where
Θ˜µνl = Θ
µν (FadvFrad) + Θ
µν (FradFadv) . (98)
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Since Frad has no singularity at rˆ (t), the integral of Θ
µν
(
(Frad)
2
)
gives
a vanishing contribution as R → 0 and we can replace Θ˜µν by Θ˜µνl in (91),
(92). Note that formula (98) already indicates that limits (91), (92) are
well-defined since the only singularity comes from Fadv and it has the leading
order R−2, whereas the sphere area is 4πR2. But still we need to evaluate
the integrals involving Θ˜µνl .
To evaluate Θ˜µνl , we use expressions obtained by Dirac [10] for the fields
Frad = Fret − Fadv, Fret and Fadv. The expressions are given in the following
section.
3.4 Energy momentum tensors of EM field near tra-
jectory
Dirac [10] obtained expressions for the EnMT of the field generated by a point
charge. We have to note that Dirac used notation Aν for the EM potential
whereas we use notation Aν for the same potential and the tensor F µν in
Dirac’s notation equals Fµν in our notation, hence we rewrite the formulas in
our notation. We also denote by (vw) the scalar product of 4-vectors given
by (2), (vw) = v0w0−v ·w where v ·w is the usual dot product in 3D space.
We assume a parametrization of the trajectory
(t, rˆ(t)) =
(
r0, rˆ(t)
)
= z (s) = (z0 (s) , z (s))
by the proper time s so that
vα = ∂sr
α = z˙α (s) =
(
v0,v
)
satisfies the normalization
(vv) = v20 −
∣∣v2∣∣ = 1.
The normalization implies identities
(vv˙) = 0, (vv¨) + (v˙v˙) = 0
where v˙ = ∂sv. Note that
vˆi = vi/v0.
We fix a point of a trajectory and a sphere ∂Ω of radius R centered at
it. We need to find the values of the tensors Θ˜µνl on the sphere ∂Ω. We
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choose the coordinates so that the center of the sphere is at the origin. For
the calculation, we also assume that s = 0 corresponds to the center of the
sphere. Therefore a point x = (t,x) on the sphere ∂Ω satisfies the equation
t = 0, |x| = R and the external normal to the sphere can be written as n¯ = x
R
.
Taking into account (97), we can write (91), (92) in the form
Wrad = ϑ lim
R→0
1
R
∫
∂Ω
(
vi
v0
xiΘ˜00ll − xiΘ˜0ill
)
dσ, (99)
f jrad = −ϑ lim
R→0
1
R
∫
∂Ω
(
xiΘ˜ijll −
vi
v0
xiΘ˜0jll
)
dσ, (100)
where ϑ = ϑ0 − ϑ1,and Θ˜µνll is the leading part of the tensor (98):
Θ˜µνl = Θ˜
µν
ll + o
(
R−2
)
.
The tensor Θ˜µνll is explicitly written below in (106), and now we describe
its derivation. According to (98), Θ˜µνl involves products of components of
Frad and Fadv. Now we write the leading terms of the expressions for Frad
and Fadv from [10] which contribute to the limits (91), (92). The field Fradµυ
has no singularity, hence the leading terms for Fradµυ are of zero order in
R, and the leading terms for Fadvµυ are of order R
−2. The leading term of
formula (12) in [10] takes the form
Fradµυ =
4e
3
(v¨µvυ − v¨υvµ) (101)
where e is the value of the point charge. The leading part F0µυ of the ten-
sor Fadvµυ (which coincides with the leading part of Fretµυ) is given by the
expression
F0µυ = −eǫ−3 (vµγυ − vυγµ) (102)
obtained from formula (60) in [10]. Now we explain the notation in this
formula. The 4-vector γ = γυ is defined by the relation
xµ = zµ (s0) + γ
µ
where s0 is such that
(γz˙ (s0)) = 0.
The 4-vector γ is space-like:
−ǫ2 = (γγ) = γ20 − γ2
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where ǫ > 0 is the same as in (102).
Obviously γ = O (R) on ∂Ω, and, to find the leading term, it is sufficient
to find s0 and γ with the accuracy o (R). The trajectory can be approximated
by the tangent straight line with the accuracy O (R2), and we can determine
s0 using this approximation. An elementary calculation produces
s0 = x0z˙0 − x · v (103)
where v = z˙ and
γ = x− z˙ (x0z˙0 − x · v) = x− (xz˙) z˙, (104)
x0 = 0. Calculating (γγ) we obtain
ǫ =
(
R2 + (x · v)2)1/2 . (105)
Therefore all the terms in (102) are explicitly expressed in terms of x and the
derivatives of trajectory coordinates. The derivatives have to be calculated
at s = s0, but for the leading term we can take their values at s = 0 that is
at the center of the sphere ∂Ω.
We have to evaluate Θ˜µνl defined by (98) where Θ
µν (F ) is defined by (31).
A straightforward computation produces
Θ˜µνl =
1
4π
gµαF0αβF
βν
rad +
1
4π
gµαFradαβF
βν
0 +
1
8π
gµνF0αβF
αβ
rad. (106)
Now we substitute expressions (101) and (102) into the above formula.
After straightforward calculations we obtain the following expression for the
leading term of Θ˜µνl on ∂Ω:
− 3π
e2ǫ−3
Θ˜µνll = [2vµvυv¨β − vβ (vυv¨µ + vµv¨υ) + gµν ((vv¨) vβ − v¨β)] xβ
+xµ (v¨υ − (vv¨) vυ) + xυ (v¨µ − (vv¨) vµ) (107)
with x0 = 0 on ∂Ω .
3.4.1 Evaluation of the integrals
According to (107), the integrals (99), (100) over the sphere ∂Ω involve in-
tegrals of the form
Ξ
(
xi, xj
)
= Ξ (xi, xj) =
1
R
∫
∂Ω
xixjǫ
−3dσ (108)
=
1
R
∫
|x|=R
xixj
(
R2 + (x · v)2)−3/2 dσ.
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Evaluating the above integral (see Appendix), we obtain that
Ξ (xi, xj) =
vivj
v2
[
Ξ‖ − Ξ⊥
]
+ δijΞ⊥. (109)
The coefficients Ξ‖ and Ξ⊥, which depend only on |v|, are calculated in the
Appendix, where the following useful formula is obtained:
Ξ‖ + 2Ξ⊥ =
4π√
|v|2 + 1
=
4π
v0
. (110)
When we use formula (109), it is convenient to evaluate separately terms
at coefficients
[
Ξ‖ − Ξ⊥
]
and Ξ⊥ . After elementary but tedious calculations,
we obtain expressions for the integrals in (99), (100):
−3π
e2
1
R
∫
xiΘ˜ijll ǫ
−3dσ =
[
Ξ‖ − Ξ⊥
] [
vjv¨ · v− v2v¨j − (v¨j − vj (vv¨))] (111)
+Ξ⊥
[
v¨ · vvj − v2v¨j − 3v¨j + 3vj (vv¨)] ,
− 3π
e2
1
R
∫
vˆixiΘ˜0jll ǫ
−3dσ = Ξ‖
[−v¨ · vvj + v2v¨j] , (112)
− 3π
e2
1
R
∫
Θ˜0jll x
jǫ−3dσ = −2Ξ⊥
(
v2v¨0 − v0v¨ · v
)
, (113)
− 3π
e2
R−1
1
v0
∫ (
vixiΘ00ll
)
ǫ−3dσ = Ξ‖
(−v0v¨ · v + v2v¨0) . (114)
Substituting the above expressions, we obtain
Wrad = − e
2
3π
ϑ
(
Ξ‖ + 2Ξ⊥
) (−v0v¨ · v + v2v¨0) , (115)
f jrad =
e2
3π
ϑ
(
Ξ‖ + 2Ξ⊥
) [
v¨j − vj (vv¨)] . (116)
Now we are able to check the radiative balance condition (62):
v0Wrad − v · f rad (117)
= − e
2
3π
ϑ
(
Ξ‖ + 2Ξ⊥
) [−v20v¨ · v + v¨ · v + v2v¨ · v] = 0.
Using (110), we rewrite the radiative force as follows:
f jrad =
4e2
3v0
ϑ
[
v¨j + vj (v˙v˙)
]
. (118)
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3.4.2 Generalized LAD equation
Rewriting (65) in terms of the proper time s, we obtain
∂sv
j = v0f
j
∞ +
4e2
3
ϑ
[
v¨j + vj (v˙v˙)
]
. (119)
Equation (59), where according to (81) vˆjf j∞ = ρ¯∞F
0ν
∞ vˆν = vµρ¯∞F
0µ
∞ /v
0,
takes the form
∂s (v0M0) = v0v
jf j∞ + v0Wrad = vµρ¯∞F
0µ
∞ (120)
−4e
2ϑ
3v0
(−v20v¨ · v + v2v¨0v0) = vµρ¯∞F 0µ∞ + 4e
2
3
ϑ (v¨0 − v0 (v¨v)) .
Taking (119) and (120) together, we obtain
∂sv
µ = F µν∞ (z (s)) vν +
4e2
3
ϑ [v¨µ + vµ (v˙v˙)]
implying (11).
4 Many interacting charges
When we consider a single charge, the EM field Aµ seems quite similar to
the adjacent field Aadµ. To see the difference, we have to consider many
interacting charges, and one can see from this construction that the EM
field potential Aµ is responsible for the interaction between the charges and
is an observable field, whereas Aadµ is solely responsible for an internal
interaction of a charge with itself.
We consider a closed system of N charges with densities ψℓ, ℓ = 1, ..., N ;
the charges interact through the electromagnetic field A = Aµ and every
charge interacts also with its adjacent field Aadℓ , and the external EM field is
absent: Aµex = 0.
The Lagrangian for the system of interacting charges has the form
L =
∑
ℓ
LKG
(
ψℓ, ψℓ;µ, ψ
∗
ℓ , ψ
∗
ℓ;µ
)− Lem (A) +∑
ℓ
Lem
(
Aadℓ
)
, (121)
where the EM Lagrangian Lem is defined by (20), and LKG is the Lagrangian
(16) of the nonlinear Klein-Gordon (KG) equation. It involves covariant
derivatives
ψ;µℓ = ∂˜
µ
ℓ ψℓ = ∂
µψℓ +
iqℓ
~
A˜µℓψℓ, (122)
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(we do not sum over repeated ℓ)
∂˜µℓ = ∂
µ +
iqℓ
~
A˜µℓ , ∂
µ =
∂
∂xµ
= (∂t,−∇) , (123)
A˜µℓ = A
µ −Aadµℓ . (124)
In the simplest case which we consider here, ψℓ is a complex scalar, ψ
∗
ℓ is
complex conjugate to ψℓ. The field equations which describe dynamics of
the system are obtained as Euler-Lagrange equations for the Lagrangian
L and involve the nonlinear Klein-Gordon (KG) equations for the charge
distributions ψℓ and Maxwell equations for the potentials A,A
ad
ℓ . The KG
equations have the form[
∂˜µℓ ∂˜
µ
ℓ + κ
2
0 +G
′ (ψ∗ℓψℓ)
]
ψℓ = 0. (125)
Equations for the fields F µν , F adµνℓ take the form of Maxwell equations:
∂µF
µν = 4πJν , Jν =
∑
ℓ
Jνℓ (126)
∂µF
adµν
ℓ = 4πJ
ν
ℓ , (127)
where the source currents are defined by
Jνℓ = −
∂Lℓ
∂Aν
= −iqℓ
~
(
∂Lℓ
∂ψℓ;ν
ψℓ −
∂Lℓ
∂ψ∗ℓ;ν
ψ∗ℓ
)
. (128)
Every current Jνℓ satisfies the continuity equation, therefore we impose Lorentz
gauge on solutions of (126), (127). We choose the solution operator so that
a solution of (126) is given by (7), and similarly to (8) Aadνℓ = ϑℓGretJν +
(1− ϑℓ)GadvJν . Since the Maxwell equation is linear, the total EM field is a
superposition of the fields for a single charge:
Aµ =
∑
ℓ
Aµℓ , F
µν =
∑
ℓ
F µνℓ
with the following equation for every field:
∂µF
µν
ℓ = 4πJ
ν
ℓ . (129)
It is important to note that the KG equation for ℓ-th charge involves
(through the covariant derivative) the electromagnetic potential
A˜µℓ = A
µ
6=ℓ + A
µ
ℓ −Aadµℓ (130)
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where
Aµ6=ℓ =
∑
ℓ′ 6=ℓ
Aµℓ′.
Comparing with (19), we see that the potential Aµ6=ℓ for ℓ-th charge plays
the role of an external field Aµex for this charge. If we add a test charge to the
system, it becomes N + 1-st charge and the field potential Aµ6=N+1 coincides
with the total field Aµ determined from (126). Therefore the observable field
is the field F µν with the potential Aµ. Note that none of the adjacent poten-
tials Aadµℓ , ℓ = 1, ..., N, enters the equations which determine the dynamics
of the test charge. Therefore Aadµℓ describes solely an internal self-interaction
of a charge and this property completely differs the adjacent field from the
EM field which acts on all charges of the system.
5 Appendix: elementary surface integrals
The integral of the form (108) determines a bilinear form on linear functions
f on the 3D space:
Ξ (f1, f2) =
∫
|x|=1
f1f2(
R2 + (xv)2
)3/2dσ.
As a first step, we evaluate the form for special cases. If we take the axis x3
axis along v we obtain v = (0, 0, v3) , |v| = |v3| and we consider∫
xixjǫ
−3dσ =
∫
xixj
(R2 + (x23v
2
3))
3/2
dσ.
Since xixj is odd with respect to xi for i 6= j, we obtain
1
R
∫
xixj
(
R2 +
(
x23v
2
3
))−3/2
dσ = 0 for i 6= j. (131)
In spherical coordinates x3 = r cos θ, x1 = r sin θ cosϕ, x2 = r sin θ sinϕ and
Ξ (xi, xj) = R
−1
∫ π
−π
∫ π
0
xixj
(R2 + x23v
2
3)
3/2
r2 sin θdθdϕ.
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When f is parallel to v, we set i = j = 3:
1
R
∫ π
−π
∫ π
0
x23
(R2 + x23v
2
3)
3/2
r2 sin θdθdϕ
= 4π
∫ 1
0
t2
(1 + t2v23)
3/2
dt = Ξ‖ (|v3|)
where
Ξ‖ (b) = −4π
b3
b− (ln (b+√b2 + 1))√b2 + 1√
b2 + 1
.
Therefore
Ξ
(
v
|v| ,
v
|v|
)
=
∫
Ω
x23
(
R2 +
(
x23v
2
3
))−3/2
dσ = Ξ‖ (|v|) .
For the orthogonal to v direction f , we evaluate
1
R
∫ π
−π
∫ π
0
x21
(R2 + x23v
2
3)
3/2
r2 sin θdθdϕ = 2π
∫ 1
0
1 − t2
(1 + t2v23)
3/2
dt = Ξ⊥ (|v3|)
where
Ξ⊥ (|v|) = 2π 1√
|v|2 + 1
− 1
2
Ξ‖ (|v|) .
Therefore, if f is orthogonal to v, namely f · v = 0 and |f | = 1, we have
Ξ (f , f) = Ξ⊥ (|v|) .
Now we consider a general functional f on R3, the functional can be
written in the form f = fixi and we define its norm |f | = (fifi)1/2. The
functional can be expanded as
f =
1
v2
(f · v)v + f⊥, f⊥ = 1
v2
(
v2f − v (f · v)) , f⊥ · v = 0.
We can turn the axis so that v is along x3 and f⊥is along x1, the sphere
is preserved, and the norms of the functionals f⊥ and f − f⊥ are preserved.
According to (131) Ξ (v, f⊥) = 0, therefore
Ξ (f , f) = Ξ (f − f⊥, f − f⊥) + Ξ (f⊥, f⊥) ,
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and the quadratic form takes the form
Ξ (f , f) =
1
v2
(f · v)2 Ξ
(
v
|v| ,
v
|v|
)
+ |f⊥|2 Ξ
(
f⊥
|f⊥| ,
f⊥
|f⊥|
)
.
Therefore
Ξ (f , f) =
1
v2
(f · v)2 Ξ‖ + |f⊥|2 Ξ⊥.
In particular, for a functional f = xi
Ξ (xi, xi) =
1
v2
v2iΞ‖ +
(
1− 1
v2
v2i
)
Ξ⊥. (132)
For i 6= j |(xi + xj)|2 = |(1, 1, 0)|2 = 2 and
Ξ (xi + xj , xi + xj) =
1
v2
(vi + vj)
2 Ξ‖ +
(
2− 1
v2
(vi + vj)
2
)
Ξ⊥.
Therefore, for i 6= j
Ξ (xi, xj) =
1
4
(Ξ (xi + xj , xi + xj)− Ξ (xi − xj , xi − xj))
=
1
4v2
[(
(vi + vj)
2 − (vi − vj)2
)
Ξ‖ +
(
(vi − vj)2 − (vi + vj)2
)
Ξ⊥
]
,
hence
Ξ (xi, xj) =
vivj
v2
[
Ξ‖ − Ξ⊥
]
for i 6= j.
Since (132) can be written in the form
Ξ (xi, xi) =
v2i
v2
[
Ξ‖ (|v|)− Ξ⊥ (|v|)
]
+ Ξ⊥ (|v|) ,
we obtain expression (109) for the general case.
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