We develop methods that construct an optimal set of vectors with a specified inner product structure, from a given set of vectors in a complex Hilbert space. The optimal vectors are chosen to minimize the sum of the squared norms of the errors between the constructed vectors and the given vectors. Four special cases are considered. In the first, the constructed vectors are orthonormal. In the second, they are orthogonal. In the third, the Gram matrix of inner products of the constructed vectors is a circulant matrix. As we show, the vectors form a cyclic set. In the fourth, the Gram matrix has the property that the rows are all permutations of each other. The constructed vectors are shown to be geometrically uniform.
Introduction
Constructing a set of orthonormal (or orthogonal) vectors {h k , 1 k N} from a given set of vectors {s k , 1 k N} is a well-known problem. We may view this problem as a special case of an inner product shaping problem, in which we construct a set of vectors from a given set of vectors such that the inner products between vectors in the set have some specified structure.
There are many ways to construct vectors with specified inner products. In this paper we consider new methods that construct vectors that are closest in a least-squares sense to a given set of vectors. Specifically, the constructed vectors are chosen to minimize the sum of the squared norms of the error vectors between the constructed vectors and the given vectors. The development considers both the case in which the given vectors are linearly independent and the case in which they are linearly dependent.
Orthonormalization procedures that have some form of optimality have been suggested in [5, 15, 31] . Constructing least-squares orthonormal vectors can be viewed as a special case of an orthogonal Procrustes problem [17, 18, 20, 27, 32] . In Section 3 we review these known results, and provide new insight into the optimal solution in the case in which the given vectors are linearly dependent. We refer to the closest orthonormal vectors as the orthonormal least-squares vectors (OLSV). Section 4 generalizes these results to allow for unequal weighting of the squared norms of the error vectors. The resulting vectors are referred to as the weighted orthonormal least-squares vectors (WOLSV).
Section 5 considers the problem of constructing orthogonal vectors that are not constrained to have equal norm, that are closest to the given vectors in a least-squares sense. The optimal vectors are referred to as the orthogonal least-squares vectors (OGLSV). Obtaining a closed form analytical expression for the optimal vectors in this case is in general a difficult problem. We first consider a special case for which an analytical solution is derived. We then propose an iterative algorithm to construct the OGLSV in the general case.
In Section 6 we consider the problem of constructing an optimal vector set {g k , 1 k N} with circulant inner product structure g m , g k = a k−m mod N . As we show, these vectors form a cyclic set; the optimal vectors are therefore referred to as the cyclic least-squares vectors (CLSV). Section 7 generalizes these results to allow for arbitrary permuted inner product shaping. In this case the vectors {g k } are constructed so that { g m , g k , 1 k N} is an arbitrary permutation of { g 1 , g k , 1 k N} for all m. We show that the constructed vectors are geometrically uniform (GU) [16] . The optimal vectors of this form are therefore referred to as the GU least-squares vectors (GULSV).
Extensions of this work to more general forms of least-squares inner product shaping are considered in [9, Chapter 8] .
Before proceeding to the detailed development, in Section 2 we first provide an overview of the notation and a formulation of our problem.
Problem formulation
We denote vectors in a complex Hilbert space H by lowercase letters. Vectors in C m are denoted by boldface lowercase letters, and matrices in C m×m by boldface uppercase letters. General linear transformations are denoted by uppercase letters.
The Frobenius norm of a linear transformation is denoted by A 2 F = Tr(A * A). I m denotes the m × m identity matrix, P U denotes the orthogonal projection onto the subspace U, (·) * , (·) † and Tr(·) denote the adjoint, the Moore-Penrose pseudoinverse, and the trace, respectively. δ km denotes the Kronecker delta function where δ mk = 1 if m = k, and 0 otherwise.
To facilitate our derivations throughout the paper we introduce the following definition. Let {x k , 1 k N} denote a set of N vectors in H. The set transformation (ST) X: C N → H corresponding to these vectors is given by
x k a k for any vector a ∈ C N , where a k denotes the kth component of a. From the definition of the adjoint X * : H → C N , if a = X * y then a k = x k , y . Suppose we are given a set of N vectors {s k , 1 k N} and a corresponding ST S in a complex Hilbert space H, with inner product x, y for any x, y ∈ H. The vectors {s k } span an M-dimensional subspace U ⊆ H. If the vectors are linearly independent, then M = N; otherwise M < N. Our objective is to construct a set of vectors with a specified inner product structure, from the given vectors {s k , 1 k N}. We consider the following problems: (1) Construct a set of orthonormal vectors {h k , 1 k N} so that h m , h k = δ mk (Section 3). (2) Construct a set of orthogonal vectors {h k , 1 k N} so that h m , h k = c 2 k δ mk for some c k 0 (Section 5). We consider both the case of constrained norms (Section 5.1) and the case of unconstrained norms (Sections 5.2-5.4). (3) Construct a set of cyclic vectors {g k , 1 k N} so that g m , g k = a k−m mod N for some {a k , 0 k N − 1}. We consider both the case of constrained inner products (Section 6.1) and the case of unconstrained inner products (Section 6.2).
. In all the problems above we seek the vectors that are "closest" to the vectors s k in the least-squares sense, so that they minimize the least-squares error
subject to the appropriate constraint on the inner products. Here e k = s k − h k or e k = s k − g k and Υ = S − H or Υ = S − G is the ST corresponding to the vectors e k , where H and G are the STs corresponding to the vectors h k and g k , respectively. The optimizing vectors that minimize E subject to the constraints (1)- (4) above are referred to, respectively, as the OLSV, OGLSV, CLSV, and GULSV.
Least-squares inner product shaping has potential applications to a variety of problems. One application, explored in [6] , is to a detection problem in quantum mechanics. In this context, a set of orthonormal vectors defines a measurement that can be performed on a quantum system. The problem then is to construct a measurement, or equivalently a set of orthonormal vectors, that is optimized to distinguish between nonorthogonal vectors. It turns out that the OLSV lead to measurements that have many desirable properties.
Another application is to a generic classical detection problem in which one of a set of known signals is transmitted, and the objective is to detect the transmitted signal from the signal which has been received over an additive noise channel. A generic receiver typically used in such problems is the well-known matched filter (MF) receiver which consists of correlating the received signal with the possible transmitted signals. We can improve the performance over the MF receiver in many cases by correlating the received signal with a set of signals with a specified inner product structure, tailored to the specific problem, that are closest in a least-squares sense to the transmitted signals [7] [8] [9] . Similar applications to the problem of suppressing interference in multiuser wireless communication systems have also been explored [9] [10] [11] [12] .
Finally, we note that most signals used in digital communications are GU [16, 33] . Such signal sets have strong symmetry properties that are desirable in various applications such as channel coding [16, 29, 33] , and multiple description source coding [13, 19] . It may therefore be useful to have a method for constructing optimal signal sets of this form.
Least-squares orthonormalization
In this section we consider the problem of constructing a set of orthonormal vectors {h k , 1 k N} with corresponding ST H, that minimize E = S − H 2 F subject to h m , h k = δ mk , or H * H = I N . Thus H is constrained to be a partial isometry. 1 If H = C n for some n N, then s k = s k , h k = h k are vectors in C n , and S = S, H = H are the n × N matrices of columns s k and h k , respectively. The leastsquares orthonormalization problem reduces to finding the partial isometry H that minimizes S − H 2 F . The optimal H, denoted H, is well known (see, e.g., [15, 24, 34] ) and is the partial isometry in the polar decomposition [24, 26] of S. The OLSV are then the columns of H.
Let S have a singular value decomposition (SVD) S = U V * , where U is an n × N partial isometry, is an N × N diagonal matrix and V is an N × N unitary matrix. Then
If the vectors s k are linearly independent, then
The OLSV can also be obtained as the solution to an orthogonal Procrustes problem [18, 20, 32] . In this problem, we are given two n × N matrices A and B, and we want to rotate B into A by seeking a unitary matrix Z to minimize A − BZ 2 F . By choosing A = S and B as a matrix whose columns form an orthonormal basis for U, the minimization problem of (1) reduces to an orthogonal Procrustes problem. The OLSV are then the columns of B Z.
If H is an arbitrary Hilbert space, then the optimal ST H can be found by identifying H with C N using an appropriate choice of coordinates, resulting in
where now S = U V * is the SVD of S, where U : C N → H is a partial isometry, and and V are defined as before. The OLSV are thenĥ k = H i k , where i k ∈ C N is the vector with mth component δ mk . If the vectors s k are linearly independent, then
Evidently, the OLSV {ĥ k } have the property that they do not depend on the order of the vectors {s k }.
From the properties of the polar decomposition it follows that H is unique if and only if the vectors s k are linearly independent [15, 34] . We now try to gain some insight into the OLSV in the linearly dependent case. Our problem is to find a set of N orthonormal vectors that are as close as possible to the vectors {s k , 1 k N} that span an M-dimensional subspace U. When M < N, there are at most M orthonormal vectors in U. Therefore, the optimal orthonormal vectors h k must lie partly in the orthogonal complement U ⊥ , and consequently span an N-dimensional subspace V,
We may now rewrite the error E of (1) as
where H U = P U H is the ST corresponding to the vectors h
Thus, minimization of E is equivalent to minimization of
We conclude that when the vectors s k are linearly dependent, choosing a set of orthonormal vectors which are as close as possible to the vectors s k is equivalent to choosing a set of orthonormal vectors whose projections onto U are closest to these vectors. 2 The closest projections are unique, and are the vectors corresponding to
whereĨ M is a diagonal matrix whose first M diagonal elements are equal to 1 and whose remaining diagonal elements are equal to 0. The optimal vectorsĥ k satisfy
where [·] mk denotes the mkth element of the corresponding matrix. This relation may be used to derive bounds on the inner products ĥ k , s k in terms of the inner products s k , s m ; see [21] . We summarize our results regarding the OLSV in the following theorem. 
Theorem 1 (Orthonormal least-squares vectors (OLSV)). Let {s
k , 1 k N} be a set of N vectors in a Hilbert space H, that span an M-dimensional subspace U ⊆ H. Let {ĥ k , 1 k N} denote N optimalH = U V * .
The corresponding vectors {ĥ
k = H i k , 1 k N} are defined as the OLSV. In ad- dition, (1) If M = N, then (a) H = S(S * S) −1/2 ; (b) the OLSV
Weighted least-squares orthonormalization
In Section 3 we sought a set of orthonormal vectors {h k , 1 k N} to minimize the sum of the squared errors (1), where we are assigning equal weights to the different errors. We now seek the orthonormal vectors h k that minimize a weighted squared error,
where w k 0 is the weight given to the kth squared norm error.
To derive the solution to this minimization problem let S w = SW, where W is an N × N diagonal matrix with diagonal elements w k . Then
where K is independent of the choice of H, since H * H = I N for any H. Thus minimizing E w is equivalent to minimizing E w = S w − H 2 F , which is equivalent to least-squares minimization (1), with S w substituted for S.
Employing the SVD S w = U w w V * w , the optimal ST H w follows from Theorem 1,
If the vectors s k are linearly independent and w k > 0 for all k, then
The WOLSV are then given byĥ w k = H w i k .
Least-squares orthogonalization
We now consider the problem of constructing optimal orthogonal vectors {h k , 1 k N} from the given vectors {s k , 1 k N}. We may wish to constraint the vectors {h k } to have some specified norm, e.g., h k , h k = s k , s k , or we may choose the vectors {h k } to be orthogonal and to minimize the least-squares error E = S − H 2 F . In this case h k , h k will be such that E is minimized.
Orthogonalization with constrained norms
We first consider the problem of constructing a set of vectors {h k , 1 k N}
where the scalars c k 0 are specified. We assume without loss of generality that c k > 0 for 1 k P . We may now write the error E as
where the vectorsh k are orthonormal vectors such thath k = (1/c k )h k , 1 k P , and the vectorss k are defined
Comparing (5) with (4), the orthonormal vectorsĥ k that minimize (5) are the WOLSV corresponding to the vectors {s k } with weights
Here SC 2 = U V * is the SVD of SC 2 , S = SC † is the ST corresponding to the vectorss k , and C is the diagonal matrix with diagonal elements c k . The OGLSV are
Note that the vectorsĥ k lie in the space V spanned by the first P columns of U . This follows from the fact that with T = SC, T * T is a block diagonal matrix whose lower (N − P ) × (N − P ) block is a 0 matrix with all 0 entries, so that V is also a block diagonal matrix. Then the the last N − P elements of each of the first P columns of the matrix VC are all equal 0, and the remaining columns of VC are all 0.
Therefore, as we now show, if P M, then we can always choose H so that the vectorsĥ k lie in the M-dimensional space U spanned by the vectors s k . Specifically, if L = rank(SC) is equal to P, then V is equal to the space spanned by the first P columns of SC so that V ⊆ U. Sinceĥ k ∈ V, it follows immediately that h k ∈ U. If L < P then only the first L columns of U are specified, and the remaining columns can be chosen arbitrarily. Since these L columns span a subset of U, we can always choose the next P − L columns so that the space V spanned by the first P columns of U is also a subset of U. Then sinceĥ k ∈ V and V ⊆ U,
If the vectors s k are linearly independent and c k > 0 for all k, then
Unconstrained orthogonalization
We now consider the orthogonalization problem with unconstrained norms. Thus, we seek a set of vectors h k that minimize E = S − H 2 F subject to
Expressing the error E as
To determine the optimal vectors h k we have to minimize E with respect to b k and h k . Fixingh k and minimizing with respect to b k , the optimal value of b k , denotedb k , is given bŷ
Substitutingb k back into (8), the vectorsh k are chosen to maximize
Obtaining a closed form analytical expression for the orthonormal vectorsh k that maximize (10) is a difficult problem (in the general case). In fact, we can show that this problem is similar to a detection problem in quantum mechanics for which there is no known analytical solution in general [6, 22] . However, as we show in Section 5.3, in the special case where the vectors {s k } have a symmetry property referred to as geometric uniformity [16] , an analytical solution can be obtained. An iterative algorithm for constructing a set of orthonormal vectors that maximize (10) for arbitrary vectors {s k } is considered in Section 5.4.
Maximizing R hs for geometrically uniform vector sets
To obtain a more convenient expression for R hs , let S = U V * and H denote the STs corresponding to s k andh k , respectively. Since {h k } are proportional to the vectors closest to the vectors {s k }, the space spanned by the vectors s k is a subspace of the space spanned by the vectorsh k . In addition, the vectorsh k are orthonormal. Consequently, H has an SVD of the form H = U Q for some N × N unitary matrix Q. Let v k and q k denote the columns of V * and Q * , respectively. Then we can express R hs as
Our problem then reduces to finding a set of orthonormal vectors q k that maximize
with equality if and only if 1/2 q k = x k 1/2 v k for some x k > 0 and all k. In particular, we have equality for q k = v k . In general the bound of (11) depends on the unknown vectors q k . However, in the special case where v k , v k = C independent of k, (11) reduces to
we conclude that if the diagonal elements of (S * S) 1/2 are equal, then the optimal orthonormal vectors maximizing R hs correspond to U V * , and are therefore just the OLSV with respect to {s k }. We note that like the OLSV, if the vectors {s k } are linearly dependent, then the vectors maximizing R hs are not unique. However, their projections onto U are always unique. In [6] it was shown that when the vectors {s k } are geometrically uniform (GU), 3 the components of the vectors v k have equal magnitude 1/N for all k, so that v k , v k = 1/N j σ j independent of k. Therefore, in this case the OLSV max-imize R hs . From (9),b k = [(S * S) 1/2 ] kk = (1/N) j σ j for all k so that the optimal orthogonal vectors have equal norm.
Iterative algorithm maximizing R hs for arbitrary vector sets
For simplicity of exposition, we assume throughout this section that H = R n for some n N so that R hs = N k=1 h k , s k 2 . The proposed algorithm proceeds as follows. Starting with an arbitrary matrix with orthonormal columns, at each iteration we construct a new matrix with orthonormal columns by multiplying the current matrix by an orthogonal matrix. The orthogonal matrix is chosen so that R hs does not decrease form iteration to iteration, where at each iteration R hs is computed using the orthonormal columns of the new matrix. Since R hs is bounded above for any choice of orthonormal vectors, the iterations are guaranteed to converge.
The algorithm is initialized by choosing an arbitrary matrix H (0) with orthonormal columns h (0) . A good choice is the matrix H (0) = S(S * S) −1/2 , where S is the matrix of columns s k , So that the columns h Suppose we can choose Q (j ) so that for all j,
hs .
Here R Thus, the crux of the algorithm is choosing Q (j ) so that (12) is satisfied for all j. This can be accomplished by choosing Q (j ) to be an "optimal" Givens rotation [17] . A Givens rotation J(r, l, θ) is an orthogonal matrix that is equal to the identity matrix except for the entries
where j mk is the mkth element of J(r, l, θ), c = cos(θ), s = sin(θ), 1 r, l N and r / = l. Now, let Q (j ) = J(r, l,θ), whereθ is chosen to maximize R is equivalent to choosing θ to maximize
Let j, r, l be fixed, and let D (j ) = (H (j ) ) * S. Denote by D (j ) the 2 × 2 matrix
is equal to the sum of the squares of the diagonal elements of D (j +1) = J * (θ)D (j ) , where J(θ) is defined by (13) . Thus,
In Appendix A we show that R (j +1) hs is maximized when
where (14); (5) set j = j + 1 and go to step (2). Our iterative algorithm can be shown to be equivalent to the algorithm developed in [23] in the context of quantum detection, which is derived using quantum-mechanical ideas and concepts. However, since our algorithm does not invoke such considerations, its derivation is more straightforward.
Based on results derived in that context it can be shown that the vectors h k maximizing R hs are unique (up to multiplication by −1) [22, 23] . Furthermore, the optimal vectors h k must be such that the matrix , defined by [ ] ik = h i , s k h k , s k , is nonnegative definite [23] . Therefore, upon convergence of the algorithm we can test whether or not the vectors h k are the optimal vectors maximizing R hs or whether the algorithm converged to a local maximum, by checking if is nonnegative definite. If the algorithm converged to a local minimum, then we may slightly rotate the matrix H of columns h k , i.e., multiply H by a unitary matrix U, such that the rotated vectors h k = Uh k result in a higher R hs ; these vectors form the initial conditions h hs will be pretty close to the maximal value, and the algorithm is unlikely to converge to a local maximum.
Least-squares circulant inner product shaping
In the previous sections we discussed various forms of least-squares orthogonalization, which can be viewed as a special case of the more general problem of constructing least-squares vectors with a specified inner product structure. We may view the least-squares inner product shaping problem as a Procrustes problem described in Section 3, with B = I and a suitable constraint on the Gram matrix Z * Z. Problems of this form with different constraints on Z have been studied previously in the literature [18] . For example, in [2] the authors consider the case where Z is constrained to have one of the following forms: Nonnegative elements, symmetric and nonnegative elements, symmetric nonnegative definite (also considered in [25] ), or a specific set of nonzero elements. In [30] the matrix Z is constrained to be normal, and in [4, 17] the columns of Z are constrained to be normalized. The problem of constrained inner products corresponding to a constraint on the off-diagonal elements of Z * Z has not been previously addressed in the literature.
In this section we consider circulant inner product shaping, in which we seek a set of vectors {g k , 1 k N} corresponding to an ST G that minimizes S − G 2 F , and such that g m , g k depends only on k − m mod N. Then { g m , g k , 1 k N} is a cyclic permutation of { g 1 , g k , 1 k N} for all m, and the Gram matrix G * G is circulant. 4 We may wish to constraint the values { g 1 , g k , 1 k N}, or we may choose these values so that the least-squares error is minimized.
Constrained circulant inner product shaping
We first consider the problem of minimizing
where the sequence {a k , 0 k N − 1} is specified. The minimizing vectors are referred to as the cyclic least-squares vectors (CLSV). This terminology will be justified in Section 6.1.1 where we show that a set of vectors with inner products satisfying (16) forms a cyclic set. The CLSV are then derived in Section 6.1.2. We note that the choice of basis in Definition 1 is immaterial; if the representation of g k in some orthonormal basis for V satisfies the required conditions, then the representation of g k in any orthonormal basis for V will satisfy these conditions since any two representations are related by a unitary transformation.
Cyclic vector sets
Vector sets with circulant inner product structure are conveniently characterized by the following theorem.
Theorem 2. A set of vectors {g k , 1 k N} has a circulant inner product structure if and only if the vectors form a cyclic set.
The proof of this theorem relies on the following well-known result. 
Lemma 1. Let G be a set transformation corresponding to vectors {g
Now, let the vectors g k corresponding to G have a circulant inner product structure. Then using Lemma 1 we may decompose G as G = QAF * , where Q is an ST corresponding to an orthonormal set of vectors q k , and A is a diagonal N × N matrix with kth diagonal element 
where the last equality follows from the fact that diagonal matrices commute. Let V denote the M-dimensional subspace spanned by the vectors g k , and K be the set of indices for which A k / = 0. Then V is spanned by the M vectors {q k , k ∈ K}. From (17) it then follows that the components of g k in this bases for V are the nonzero elements of U k−1 Af 1 . Thus, g k = U k−1 g 1 , where U is the M × M diagonal matrix with diagonal elements u m , m ∈ K. Since U is a unitary matrix with U N = I, the vectors g k form a cyclic set.
In summary, a set of vectors {g k } has a circulant inner product structure if and only if the vectors form a cyclic set. In this case the FT matrix diagonalizes the corresponding Gram matrix. This property is the key element in the derivation of the CLSV.
Least-squares cyclic set
Our approach to determining the CLSV is to perform a unitary change of coordinates F so that S is mapped to S = SF and G is mapped to
Thus, we may first solve the circulant inner product shaping problem in the new coordinate system. The CLSV are then the vectors corresponding to GF * , where G minimizes S − G 2 F subject to the constraint
with
the (k − 1)th coefficient of the DFT of {a k , 0 k N − 1}, given by (16) . Note that A k 0 since the sequence a k is nonnegative definite. Minimization of S − G 2 F subject to (18) is equivalent to the least-squares orthogonalization problem with constrained norms, discussed in Section 5.1. Thus from (6), the optimal orthogonal vectors correspond to
where U and V * are the right-hand unitary set transformation and the left-hand unitary matrix in the SVD of SA = SFA, and A is the diagonal matrix with diagonal elements √ A k , where A k is defined in (19) . The CLSV that minimize S − G 2 F subject to (16) areĝ k = Gi k , where
If rank(A) M, then the vectorsĝ k can always be chosen to lie in U. If the vectors s k are linearly independent and A k > 0 for all k, then the vectorsĝ k are unique and
If the vectors s k are linearly dependent, then the optimal cyclic vectors are not unique, however their projections onto U are unique and are given by P Uĝk = P U Gi k , where
Unconstrained circulant inner product shaping
We now seek the vectors {g k , 1 k N} that minimize S − G 2 F subject to
where the a k 's are to be determined. In analogy to the previous section, we may solve this minimization problem by performing a change of coordinates and solving an optimal orthogonalization problem in the new coordinate system. However, now the orthogonal vectors are not norm constrained. Thus our problem reduces to seeking the orthogonal vectors g k corresponding to G that minimize S − G 2 F subject to
This minimization problem is equivalent to the unconstrained least-squares orthogonalization problem discussed in Section 5.2. We may solve this problem using the iterative algorithm described in Section 5.4. The optimal cyclic vectors are then given byĝ k = Gi k , where G = GF * , and G is the ST that minimizes S − G 2 F subject to (22) .
We summarize our results regarding least-squares circulant inner product shaping in the following theorem. 
Least-squares permuted inner-product shaping
In this section we seek a set of vectors {g k , 1 k N} corresponding to G that minimize S − G 2 F subject to the constraint
where P {a k , 0 k N − 1} is an arbitrary permutation of {a k , 0 k N − 1}. In this case, every row (or column) of the Gram matrix of inner products g m , g k is a permutation of the first row (or column). We refer to such a matrix as a permuted matrix. Throughout this section we restrict our attention to real Hilbert spaces. As in Section 6, we first characterize a set of vectors with a real permuted Gram matrix. In particular, in Section 7.2 we show that the vectors are geometrically uniform (GU) [16] , and their Gram matrix is diagonalized by a generalized FT matrix defined on a direct product of cyclic groups. The derivation of the GULSV is then analogous to the derivation of the CLSV where the generalized FT matrix is substituted for the FT matrix. Before deriving the GULSV, in the next section we define the generalized FT.
Generalized Fourier transform
Let T = G * G be a real permuted Gram matrix, 5 so that each row of T is a permutation of the first row whose elements are labeled by {a k , 1 k N}. As we now show, we may regard the matrix T as the multiplication table of an abelian group with elements A = {a k , 1 k N} so that a k a m = T km . Indeed, T 1m = a 1 a m = a m for 1 m N and consequently a 1 is the identity on A. Furthermore, a 1 appears exactly once in each row of T so that there is exactly one element a m that satisfies a k a m = a 1 for each a k ; this element is the inverse of a k . Finally, a k a m = T km = T mk = a m a k so that multiplication in the group is commutative. We thus conclude that the group A with multiplication defined above as the group operation is an abelian group: A contains the identity, every element has an inverse, and a k a m = a m a k for all m, k.
To define the generalized FT matrix we rely on the well-known theorem (see e.g., [3] ) that states that every finite abelian group A with N elements is isomorphic 6 to a direct product A of a finite number of cyclic groups: (k) s is taken as an ordinary integer modulo N s . We may readily verify that F g is unitary. In the special case where T = G * G is a circulant matrix, A ∼ = A = Z N and a (m) , a (k) = e −j2 mk/N , where m, k ∈ Z N and the product mk is taken as an ordinary integer modulo N; thus the generalized FT matrix F g reduces to the FT matrix F.
To better acquaint ourselves with the concepts introduced, we consider a simple example. (The same example was given in [6] .) Suppose that
We define the group A = {a 1 , a 2 , a 3 , a 4 } with multiplication table given by the Gram matrix T: 2 a 3 a 4  a 1 a 1 a 2 a 3 a 4  a 2 a 2 a 1 a 4 a 3  a 3 a 3 a 4 a 1 a 2  a 4 a 4 a 3 a 2 a 1 (25) 6 Two groups A and A are isomorphic, denoted A ∼ = A , if there is a bijection (one-to-one and onto
If we define the correspondence a 1 ↔ (0, 0), a 2 ↔ (0, 1), a 3 ↔ (1, 0), a 4 ↔ (1, 1) 0) (0, 1) (1, 0) (1, 1)  (0, 0) (0, 0) (0, 1) (1, 0) (1, 1)  (0, 1) (0, 1) (0, 0) (1, 1) (1, 0)  (1, 0) (1, 0) (1, 1) (0, 0) (0, 1)  (1, 1) (1, 1) (1, 0) 
Only the way in which the elements are labeled distinguishes the table of (26) from the table of (25); thus A ∼ = A. The FT matrix F g over A is the Hadamard matrix
Least-squares geometrically uniform set
Definition 2. Let {g k , 1 k N} be a set of vectors that span an M-dimensional subspace V. Then the vectors g k form a geometrically uniform (GU) set if g k = U k g 1 for 1 k N where g k is the representation of g k in any orthonormal basis for V, and the matrices {U k , 1 k N} are unitary, and form an abelian group 7 
G.
Note that a cyclic vector set defined in Definition 1 is a special case of a GU vector set, where U k = U k−1 for some unitary U that satisfies U N = I.
Real vector sets with permuted inner product structure are conveniently characterized by the following theorem. The proof of the theorem relies on Lemma 2 below. The direct part of the lemma is proved in [6] , while the proof of the converse is straightforward and is therefore omitted. The proof of the converse is analogous to the proof of Theorem 2 with F g substituted for F.
From Lemma 2 we conclude that instead of seeking the GU vectors {g k } corresponding to G that minimize S − G 2 F , we may seek the orthogonal vectors {g k } corresponding to G that minimize S − G 2 F , where S = SF g . This problem was discussed in Section 6.1.2. The optimal GULSV then follow from Theorem 3 with F g and A g substituted for F and A, respectively, where A g is a diagonal matrix with diagonal elements A gk , and A gk is defined in Lemma 2. 
