In this paper we propose a novel and efficient technique for finding keywords typed by the user in digitised machine-printed historical documents using the Dynamic Time Warping (DTW) algorithm. The method uses word portions located at the beginning and end of each segmented word of the processed documents and try to estimate the position of the first and last characters in order to reduce the list of candidate words. Since DTW can become computational intensive in large datasets the proposed method manages to significantly prune the list of candidate words thus, speeding up the entire process. Word length is also used as a means of further reducing the data to be processed. Results are improved in terms of time and efficiency compared to those produced if no pruning is done to the list of candidate words.
Introduction
Machine-printed documents processing usually involves an Optical Character Recognition (OCR) step. This is not the case in historical documents due to a number of constraints such as low paper quality, typesetting imperfections and low print contrast. These are some of the constraints that affect the performance of OCR and therefore, the segmentation of these documents to individual characters leads to poor results. However, OCR in not the only solution when processing machine-printed documents. The global or segmentation-free approach where the entire word is treated as a single entity assists the processing of these documents. A segmentation-free approach is followed in [5] where a keyword spotting on historical printed documents is performed and results are improved by a feedback process. In [7] historical handwritten documents are indexed using a scale space approach. In [6] a holistic word recognition approach is followed in low quality historical documents. Dynamic Time Warping (DTW) and its variations has been used in a variety of applications with signature identification [11] [1] being a popular one. DTW is also used in word matching applications in historical documents. In [10] [9] word matching is performed using DTW in a set of different features. The proposed methodology follows the segmentation-free approach where the processing of the documents takes place at word level rather than character level. The proposed methodology is generic since it allows the processing of several types of machine-printed historical documents, independently of their language, print style or font size. The proposed methodology involves a word mathing process between synthetic word images created by their ASCII equivalents with word images segmented from the processed document collections. The aim is to find these keywords in large document collections. The word matching process is based on the DTW algorithm. The proposed method uses a pruning process in order to decrease the size of the list of candidate words and therefore speed up the entire procedure. Pruning is based on the word length of the words and on their first and last portions. Words larger than a certain threshold are excluded from the list of candidate words to be processed. The pruning based on the word portions tries to estimate the position of the first and last characters of the words in order to check their similarity and eventually determine their validity. Experiments showed that the proposed method managed not only to speed up the entire process but also to improve the results compared with the non-pruning version of the method. Figure 1 illustrates the distinct steps of the proposed method. cuses on the synthetic image creation of the keywords to be searched in the documents. Feature extraction is described in Section 5 and the pruning process is described in Section 6. Section 7 concerns the word matching process. In Section 8 the results of the proposed methodology are given while Section 9 draws the conclusions.
Preprocessing
The processed historical documents are characterized by low image quality and therefore a preprocessing procedure is essential in order to improve the quality of these documents. The preprocessing procedure consists of three distinct steps. Firstly, image binarization and enhancement is applied to the documents. This involves the conversion of the gray scale images into binary ones and the improvement of their quality. The methodology is described in [3] [4] and in accordance with Niblack's approach [8] we get the desired results.
The second step of the preprocessing procedure involves the calculation of the average character height in the processed documents. Average character height is an important parameter since processes such as the segmentation process described in Section 3 uses it extensively. Average character height estimation uses a contour following process to determine the height of several random selected components and calculate the histogram of these heights. The maximum value of the histogram corresponds to the average character height. The final step of the preprocessing procedure is the frame removal process. There are cases where frames surround the text areas of the processed collections resulting in wrongly segmented documents. The process is based on [2] and removes any surrounding frames enhancing the segmentation process described in Section 3. Figure 2 illustrates the results of the frame removal step. 
Segmentation
In this phase, the documents are segmented into words using the Run Length Smoothing Algorithm (RLSA) [12] [13]. The RLSA uses dynamic parameters which depend on the average character height as described in Section 2. The mechanism of the RLSA involves the examination of the white runs in both the horizontal and vertical dimensions. For each direction, the white runs that do not exceed a specified threshold are eliminated. For the documents used for our experiments, the horizontal length threshold has been experimentally defined as 50% of the average character heigth while the vertical length threshold has been experimentally defined as 10% of the average character height. The result of the RLSA is a binary image where characters of the same word become connected to a single connected component as it can be seen in Figure 3a . The final segmented word is shoen in Figure 3b . Constraints such as the minimum expected word length are applied so as to enable stop-word rejection and eliminate undesired word segmentation. The minimum word length is defined as twice the average character height. Figure 3c illustrates the result of the RLSA in document level. Figure 3d illustrates the final segmented image having rejected words that did not satisy the minimum expected word length. 
Synthetic Data
In order to create the synthetic keyword image, the user has to initially, manually select one example image template for each character. This task is performed once for each document collection and can be used for entire books or collections. The adjustment of the baseline of each character is also a required step during the selection of the example character image templates in order to minimize alignment problems when the synthetic keyword is created. The spacing between the characters has been experimentally defined as 10% of the average character height of the processed document collection. In Figure 4 the process of selecting a example character image is illustrated. 
Feature Extraction
The feature extraction scheme used for the word matching process uses four different sets of features which are based on [9] . However, in the proposed methodology the images are binary. The first feature set concern the number of black pixels in each image column (Figure 5b) . A black pixel of an image I is denoted by I(x, y) = 1. For that image the number of black pixels in a column c is calculated as follows:
The second feature set concerns the background-to-ink as well as the ink-to-background transitions on each image column (Figure 5c ). Let wr c be the white runs in an image column c of an image I and br c be the black runs in the image column c of the image I. The background to ink transitions are calculated as follows:
The third and fourth feature sets concern the distance to the first ink pixel from the top (Figure 5d ) and bottom (Figure 5e ) edge of the image respectively. Figure 5a 
Pruning
In this section we describe the proposed pruning method which leads to the rejection of words in the list of condidate words that do not satisfy certain conditions. These conditions are defined using the length of the words and the similarity of their first and last portions.
Word Length Pruning
The first condition that a segmented word must satisfy in order to be matched against the synthetic keyword is based on the word length. Let L synth be the length of the synthetic word image, L word be the length of a segmented word image from the dataset and c be the average letter height of the processed documents. Valid words are defined by the following equation:
Pruning based on Word Portions
The aim of this phase is trying to match the first and last portions of each segmented word of the processed documents when compared with the synthetic keyword. We try to estimate the word portions of the segmented words that correspond to their first and last characters. Thus, a DTW matching is performed between the first and last character of the synthetic keyword and the first and last word portions of the segmented words. Prior to this the example character image templates are compared in order to define the mean distance of each character image template in comparison to the others. The features used for that comparison is the background-to-ink and ink-to-background transitions and the number of black pixels per image column as described in Section 5.
For a character C t we extract its features
where f k (C t , i) is the k th feature of the i th column of character image template C t . The DTW between two charactes C 
this creates a warping path W = (x 1 , y 1 ) . . . (x K , y K ) between characters C 1 t and C 2 t . The length K of the warping path W is used to determine the distance
the overall distance dist between the two character is given by
. . C N t be the set of the character image templates selected by the user. The mean distance dist of a character image template C i t in C towards the rest character image templates in C is given by
where N denotes the number of character image templates in C.
The mean distances defined in equation 9 are the thresholds of the first and last character that that will determine whether a segmented word is valid for the matching process. We proceed with the matching between the first and last character of the synthetic keyword with the first and last portions of the segmented word.
Assume that the length of the first character of the synthetic keyword is x f irst and the length of the last character is x last . Let x w be the length of the segmented word image. Since we are processing machine-printed documents a rather high similarity between the same characters is expected. However, same characters do not have equal lengths therefore, the matching process allows a variability ±s which is equal to 15% of the average character height as shown in Figure 6 . We perform a DTW matching between the first and last character features and the first and last portions of the features of the segmented word image. The range that we perform our matching on the segmented word is [0, x f irst+s ] for the first character and [x last−s , x w ] for the last character. There are in total five DTW matches for each word portion. The minimum total distance is compared with the mean distance of the character as evaluated in Equation 9 . Assuming that the first character of the synthetic keyword is C f and the last C l and the first word portion of the segmented word image is F W i and the last LW i then for the first character we have 
where
and for the last character we have
where i ∈ [x last−s , x last+s ].
The valid words must satisfy the following:
Word Matching
The word matching process involves the matching of the synthetic keyword with the segmented word images remained after the pruning process described in Section 6. The features used in the word matching process are all the features described in Section 5. Let S be the synthetic word image and W be the segmented word image. The features extracted for these two images are:
where f k (S, i) is the k th feature of the i th column of a synthetic keyword image S
where f k (W, i) is the k th feature of the i th column of a segmented word image W . We perform a DTW on these two images and we calculate their total distance
where K is the length of the warping path formed after the application of the TDW algorithm.
Experimental Results
Experiments involved searching 25 keywords over a sample of 100 document pages. The keywords were selected among the most frequently appearing keywords in the sample document pages. The keywords were manually marked in the sample document pages in order to create a ground truth. The total number of the segmented words throughout the 100 sample document pages was 27,702. Evaluation is performed using presicion versus recall curves. Precision is the ratio of the number of relevant words to the number of retrieved words. Recall is the ratio of the number of retrieved relevant words to the number of total relevant words marked on the sample document pages. Precision and recall are defined as follows:
where A denotes the number of word images retrieved, S denotes the total number of relevant marked words, and R a denotes the retrieved relevant words from A. We have used a variety of answer sets by a step of 5% of the total word instances in the dataset of the corresponding class. We have conducted two types of experiments. The first one applies the DTW algorithm to the list of candidate words without any pruning, that is, each keyword is compared to every other word in the list of condidate words. The second experiment uses the proposed pruning method. The proposed method is also compared against the method described in [5] where a keyword spotting in historical printed documents using a hybrid model is presented. As it can be seen in Figure 7 the proposed pruning method improved results against the aforementioned methods. Moreover, the pruning method reduces the list of candidate words by a mean of 80% concerning all keywords. This has an immediate effect on the time required to conduct the experiments since the pruning version is about 50% faster than the non-pruning one. Table 1 shows the precision, recall and f-measure values for each of the methods used for the experiments. 
Conclusions
We proposed a novel technique for keyword guided image matching using DTW. The method can be used for indexing large document collections due to its ability to significantly prune the dataset. Word length and word portions based on their first and last characters are the thresholds used to reduce the data. Furthermore, the pruning process speeds up the overall matching procedure and improves significantly the precision versus recall results. Future work involves the conduction of experiments using different feature sets in order to further improve the matching accuracy on the first and last characters thus, producing better precision versus recall results concerning 60% of the total number of word instances.
