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Abstract: We study a symmetric random walk on the vertices of three regular polyhedra.
Starting from the origin, at each step the random walk moves, independently of all previous
moves, to one of the vertices adjacent to the current vertex with equal probability. We find
the distributions, or at least the means and the standard deviations, of the number of steps
needed (1) to return to origin, (2) to visit all vertices, and (3) to return to origin after visiting
all vertices. We also find the distributions of (i) the number of vertices visited before return to
origin, (ii) the last vertex visited, and (iii) the number of vertices visited during return to origin
after visiting all vertices.
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1 Introduction
For over two millennia, Platonic solids (also called regular polyhedra) have been regarded
as fascinating mathematical objects. A Platonic solid is a three dimensional convex space
bounded by congruent regular polygonal faces; and at each of its vertices an equal number
of faces meet. Depicted in Fig. 1, are the five Platonic solids—tetrahedron, hexahedron
(cube), octahedron, dodecahedron and icosahedron. See Euclid [3], for example, for an
elementary explanation as to why there are exactly five Platonic solids. Also see Cromwell
[2] for an exposition of their mathematical beauty and symmetry. The Greek philosopher
Plato (about 428–347 BCE)—after whom these solids are named—theorized that these
five solids correspond to the five classical elements—fire, earth, air, ether and water.
In this paper we study symmetric random walks (SRW) on the first three Platonic
solids—tetrahedron, octahedron and hexahedron; and we leave the remaining two Platonic
solids for later studies. At the outset, we must mention that we are considering regular
polyhedra only for aesthetic reasons. However, regularity as such has no bearing on
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the results of this paper, because they remain valid even for non-regular solids that are
topologically equivalent.
We label the vertices of a regular polyhedra according to the following convention:
The vertices of a regular tetrahedron are denoted by {0, 1, 2, 3}. It does not matter which
vertex gets what label since all pairs of vertices are connected by edges. The vertices
of a regular octahedron are denoted by {0, 1, 2, 3, 4, 5} in such a way that three pairs
of opposite vertices (0, 5), (1, 4), (2, 3) not directly connected by edges. The vertices of
a regular hexahedron are denoted by {0, 1, 2, 3, 4, 5, 6, 7} such that Vertices 1, 2, 3 are
adjacent to Vertex 0, Vertices 4, 5, 6 are adjacent to Vertex 7, and four pairs of opposite
vertices (0, 7), (1, 6), (2, 5), (3, 4) are not directly connected by edges. See Fig. 2.
Let t = 0, 1, 2, . . . denote the time epochs when the random walk (RW) moves from one
vertex to an adjacent vertex. Let X(t) denote the location of the RW at time t. Without
loss of generality, the RW starts at Vertex 0; that is, X(0) = 0.Vertex 0 is called the origin.
Thereafter, at each successive epoch, from the current vertex the RW moves to one of the
adjacent vertices with equal probability. This is why the RW is called symmetric. Also,
as the RW continues on and on, the successive moves are independent. Consequently,
{X(t) : t ≥ 0} is a discrete-time Markov chain on a discrete state space consisting of all
vertices. Because the states are connected and finitely-many, the chain is irreducible.
We study the probability distributions of the times until some predefined events hap-
pen. Taking a cue from Sarkar (2006), we identified three such events: (1) Return to the
origin, (2) Visiting all vertices at least once, and (3) Return to the origin after visiting all
vertices. The epochs when these events occur are respectively called the return time TR,
the cover time T¯ , and the additional time to return after visiting all vertices LTR, where
L = X(T¯ ) 6= 0. Since X(TR) = 0 and X(LTR) = 0, it follows that TR 6= T¯ .
Also, we study the probability distributions of NR, L, and LNR defined as follows: (i)
NR is the number of non-origin vertices visited until the RW returns to origin; that is,
NR is the number of distinct elements of {X(1), X(2), . . . , X(TR − 1)}; (ii) L = X(T¯ )
is the last vertex visited; that is, the location of the RW when all vertices have been
visited at least once; and (iii) LNR is the number of vertices visited while the RW returns
to origin after visiting all vertices; that is, LNR is the number of distinct elements of
{X(T¯ ), X(T¯ + 1), . . . , X(LTR − 1)}.
The study of RWs on the vertices of graphs has a rich literature. Go¨del and Jagers [4]
studied a RW on a connected graph; and found expressions for the expected recurrence
time, first passage time and symmetrized first passage time (also known as commuting
time). Letac and Taka´cs [6] studied the limiting probability that an SRW visits a particu-
lar vertex of a dodecahedron; and then they related the result to the spectrum of a certain
finite-dimensional Banach algebra. In [9] van Slijpe established that, for distance-regular
graphs (which include Platonic solids), the mean passage times from one vertex to another
and vice versa are equal; and in [10] they extended the result to vertex-transitive graphs.
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Wildberger [11] described the hypergroup structures (or the character table) associated
with any distance transitive graph (which include Platonic solids); and using commuta-
tive harmonic analysis, he found the probability of the RW returning to the origin after n
steps. Sarkar [8] studied all six questions mentioned above in the context of an asymmet-
ric random walk on a polygon. These same questions are answered by Maiti and Sarkar
[7] for the SRW on a finite linear path or on a finite cyclic network.
Our objective in this paper is two fold: First, to all six questions stated above, we
present elementary solutions. Second, we wish to inspire young mathematicians to fill-
in some details of derivations and extend this work to study SRW on other interesting
graphs. Other researchers might also find our results useful.
Let us introduce some terminologies and notation: The distance between two vertices
i and j is the number of edges on the shortest path connecting i and j. Let iTj denote
the number of steps the RW, starting from Vertex i, takes to reach Vertex j for the first
time. That is,
iTj = min{t > 0 : X(s+ t) = j), X(s) = i for some s > 0}
with the usual convention of taking ∞ as the minimum of the empty set. In fact, the
irreducibility of the chain on a finite number of states ensures that iTj so defined is actually
finite with probability one. So are all the time variables considered in this paper. For all
regular polyhedra, by renumbering the vertices, if necessary, we have TR = 0T0 = 1 + 1T0,
and LTR = LT0. Let us denote the mean, the mean square and the variance of iTj,
respectively by iej = E[iTj], isj = E[iT
2
j ], and ivj = V (iTj) = isj − iej2; where E denotes
expectation and V denotes variance.
Here are the steps involved in answering each of the six questions about the RW on
Platonic solids: (1) We draw an appropriate transition diagram. In this diagram, the
nodes represent a triplet consisting of the origin, the vertex where the RW currently is,
and the set of vertices the RW has visited already. (2) If the RW can go from one node to
another (or itself) in one step, then we draw an arc connecting the nodes; and we specify
the transition probability on the arc. (3) Whenever entry into a node signifies that the
mission has been accomplished (for whichever purpose the diagram is drawn), we call that
node an absorbing state. (4) We eliminate the loops (arcs going from a node to itself)
and exchanges (arcs going directly to and fro between two nodes), and simultaneously we
revise the conditional transition probabilities of reaching a node that involves one more
visited vertex. (5) For the random variable (RV) necessary to answer the question, we
obtain the entire probability distribution when possible; otherwise, we report only the
mean and the standard deviation (SD).
Henceforth, in the context of a particular transition diagram, we reserve the word
‘vertex’ to mean a point where at least three of the edges of a Platonic solid meet, and
the word ‘node’ to refer to a triplet of the origin, the current vertex and the set of vertices
already visited.
Whereas the answers to the six questions for a tetrahedron are rather straight-forward,
we still document the detailed solutions in order to develop the notation and to illustrate
the techniques. In Sections 2-4, we study the SRW on a tetrahedron, an octahedron and a
hexahedron respectively. In all sections, we answer the Questions in the order 1, (i), (ii),
2, 3 and (iii). In Section 5, we summarize the paper; and we suggest several directions of
future research.
3
2 SRW on a Tetrahedron
The graph of a tetrahedron shown in Fig. 2 is the complete graph K4 on four vertices.
This completeness property makes the answers to our six questions relatively simple.
2.1 Return to Origin on a Tetrahedron
To study TR on a tetrahedron, we depict in Fig. 3 a simple transition diagram involving
only two nodes, which are defined by the distance of the current vertex from the origin.
The set of already visited vertices plays no role here.
Starting from Vertex 0, the RW surely goes to a non-origin vertex, which we can
renumber as Vertex 1. If the RW moves from Vertex 1 to Vertex 0, which happens with
probability 1/3, then 1T0 = 1. But if the RW moves from Vertex 1 to either Vertex 2 or
Vertex 3, then 1T0 = 1 + 1T0
′, where 1T ′0 is a RV independent and identically distributed
(IID) as 1T0. This is because we can renumber the current vertex as Vertex 1, and the
remaining two non-origin vertices as Vertex 2 and Vertex 3 (in either of two possible
ways). In other words, from Node 1 the RW moves to Node 0 with probability 1/3, and
it remains at Node 1 with probability 2/3. Hence, 1T0 is distributed as a geometric(1/3)
RV, which has mean 3 and variance 6. Thus we have proved the following result.
Proposition 2.1.1 For a tetrahedron, the time TR to return to origin is one more than
a geometric(1/3) RV. Hence, TR has mean 4, variance 6 and SD 2.4495.
To study NR, we need a different transition diagram in which the nodes keep track
of the entire triplet consisting of the origin, the current vertex and the set of vertices
already visited. Fig. 4(a) shows the one-step transitions until return to origin (which is
the mission here). The conditional probability on each arrow is 1/3. In this diagram, and
in all following diagrams, we use the following convention: (i) the origin is always hidden
from view; (ii) an empty circle denotes a vertex already visited; (iii) a filled circle denotes
the current location of the RW; and (iv) a vertex with no circle at all indicates that the
vertex has not been visited yet. Then in Fig. 4(b), we draw the eventual transitions
(after eliminating the loops, which are arrows going from a node to itself), together with
conditional probabilities of eventual transitions written on each arrow.
Let us explain how to interpret the nodes and transitions in Fig. 4(a). We leave it
to the reader to interpret similarly all other figures. The RW surely leaves the origin to
go to Vertex 1 (renamed, if necessary). Thus, Node 0 surely leads to Node 1. Then the
RW goes back to the origin in one step without visiting any other vertex with probability
1/3 (giving rise to Node 1R), or it visits a new vertex with probability 2/3. This new
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vertex we renumber as Vertex 2, if necessary, and the remaining vertex we renumber as
Vertex 3, giving rise to Node 2. From Vertex 2, in one step the RW goes back to either
the origin, or Vertex 1, or Vertex 3 with probability 1/3 each. Should it go to Vertex 1,
we interchange the numbering of Vertices 1 and 2, and we declare that after one step the
RW is still at the same Node 2. Thus, eventually the RW goes either to the origin (giving
rise to Node 2R), or to Vertex 3 (giving rise to Node 3) with conditional probability 1/2
each. From Vertex 3, in one step the RW goes either to the origin with probability 1/3, or
to Vertex 1 or 2 with probability 2/3. In this final case, we renumber the current vertex
as Vertex 3 (and the two non-origin vertices as Vertex 1 and Vertex 2); and we declare
that after one step the RW remains in the same Node 3 (with probability 2/3). Thus,
eventually (after a geometric(1/3) amount of time) the RW surely leaves Vertex 3 to go
to the origin (giving rise to Node 3R).
In Fig. 4(b), we show the eventual transitions, together with the conditional probability
on each arrow. We obtain the probability of reaching any particular node, by multiplying
the conditional probabilities along the directed pathway from Node 0 to that desired node.
Specifically, the absorbing nodes 1R, 2R and 3R (where NR equals 1, 2, 3 respectively) are
reached by the RW with probability 1/3 each. Thus, we have proved the following result.
Proposition 2.1.2 For a tetrahedron, NR is uniformly distributed over {1, 2, 3}. Hence,
NR has mean 2, variance 2/3 and SD 0.8165.
Remark 1. Even before we study the distribution of the cover time T¯ , we can determine
which event happens first—returning to origin or visiting all vertices. From Section 1,
recall that TR 6= T¯ . Then note that the event {TR > T¯} means that the RW visits all
vertices before returning to origin; that is, {NR = 3}. So, P{TR > T¯} = P{NR = 3} =
1/3. Hence, P{TR < T¯} = P{NR < 3} = 2/3.
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2.2 Visiting All Vertices on a Tetrahedron
We next study the cover time T¯ of a tetrahedron, and the last vertex to be visited
L = X(T¯ ). It might help the reader to imagine that there is a cookie at each vertex. A
cookie monster starts at Vertex 0, and eats the cookie there. Then in the next step it
goes to an adjacent vertex with probability 1/3, and eats the cookie there. Then in the
next step it goes to the next neighboring vertex with probability 1/3, and eats the cookie
there, if there is a cookie there; or it stays hungry. It continues in this manner until all
four cookies are eaten. Then T¯ denotes the number of steps needed until all four cookies
are eaten; and L = X(T¯ ) denotes which cookie is eaten the last. Invoking symmetry, we
arrive at the following result.
Proposition 2.2.1 For a tetrahedron, starting from Vertex 0 (origin), the Vertex L,
which is visited the last, is uniformly distributed over {1, 2, 3}.
To study T¯ we only need to keep track of the pattern of visited vertices and the current
vertex; and we can safely forget the original labeling of the vertices (including the origin).
In fact, it suffices to keep track of the number of (non-origin) vertices already visited. In
Fig. 5, we draw the one-step transitions until all vertices are visited at least once. Each
arrow represents a conditional probability of 1/3. Again, the origin is not shown; etc.
The nodes in this transition diagram are labeled as 0, 1, 2, 3; among which Node 3 is
the only absorbing state, because it indicates that all vertices have been visited at least
once. The interpretation of nodes and transitions in Fig. 5, and henceforth in all figures,
is similar to the interpretation given for Fig. 4(a). We leave it to the reader to provide
the details.
For i = 0, 1, 2, let iT¯ denote the time taken by the RW to go from Node i to the only
absorbing state, Node 3. Also, let ie¯ = E[iT¯ ], is¯ = E[iT¯
2
], and V (iT¯ ) = iv¯ = is¯ − ie¯2.












1 with probability 1/3
(1)
where 1T¯
′ is a RV IID to 1T¯ , and 2T¯ ′ is a RV IID to 2T¯ . Taking expectations in (1) and
solving, we get 2e¯ = 3, 1e¯ = 9/2. Likewise, first squaring, then taking expectations in (1),
and using 2e¯ = 3, 1e¯ = 9/2, we get 2s¯ = 15, 1s¯ = 27. Hence, 1v¯ = V [1T¯ ] = 1s¯−1e¯2 = 27/4.
Finally, from T¯ = 1 + 1T¯ , we get E[T¯ ] = 1 + 1e¯ = 11/2, V [T¯ ] = V [1T¯ ] = 27/4 = 6.75,
and SD(T¯ ) = 2.5981.
Indeed, a careful look at Fig. 5 [or equivalently, at the system of equations (1)] also
reveals the following more informative result, which resembles the celebrated coupon
collection problem.
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Proposition 2.2.2 For a tetrahedron, the cover time T¯ is distributed as 1 + G1 + G2,
where G1 and G2 are independent geometric RVs with success probabilities 2/3 and 1/3
respectively. In particular, T¯ has mean 11/2, variance 27/4 and SD 2.5981.
2.3 Return After Visiting All Vertices on a Tetrahedron
According to Proposition 2.2.1, the last vertex visited is equally likely to be any one
of the three non-origin vertices. Hence, LTR, the time to return to origin after visiting
all vertices, has the same distribution as 1T0, which was shown in Subsection 2.1 to be
a geometric(1/3) RV. Likewise, LNR, the number of vertices visited during the return
to origin after visiting all vertices, has the same distribution as NR, which is uniformly
distributed over {1, 2, 3}, according to Proposition 2.1.2.
3 SRW on an Octahedron
In Fig. 2, since pairs of opposite vertices (0, 5), (1, 4), (2, 3) are non-adjacent, the graph
of an octahedron is incomplete. This incompleteness makes the SRW on an octahedron,
compared to that on a tetrahedron, relatively more difficult to study. Nonetheless, because
every vertex of an octahedron has exactly four adjacent vertices and exactly one vertex at
a distance of two, the techniques described in the previous section are still fruitful here,
However, the derivations are more complex.
3.1 Return to Origin on an Octahedron
To study TR, it suffices to keep track of the distance of the current vertex from the origin,
and forget the set of vertices already visited. Fig. 6 shows the transition diagram.
We already reasoned that TR = 1 + 1T0. By conditioning on the next move, we get
1T0 =

1 with probability 1/4
1 + 1T0
′ with probability 1/2
2 + 1T0






0 are IID RVs. Taking expectations in (2) and solving, we get 1e0 = 5.
Likewise, squaring, taking expectations in (2), and using 1e0 = 5, we get 1s0 = 47. Hence,
1v0 = 47− 52 = 22. Also, the distribution of 1T0 is as follows.
Proposition 3.1.1 For an octahedron, the time TR to return to origin is distributed as
TR = 1 + 1T0, where 1T0 has the probability distribution given by











)k  , for k = 1, 2, 3, . . . (3)
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Also, TR = 1 + 1T0 has mean 6, variance 22 and SD 4.6904.
Proof. The RW leaves the origin to go to Vertex 1 (renumbered, if needed). By
conditioning on the next move out of Vertex 1, we have
P{1T0 = 1} = 1/4; P{1T0 = 2} = 1/8; and thereafter inductively (4)
P{1T0 = k + 2} = (1/2) P{1T0 = k + 1}+ (1/4) P{1T0 = k}, for k = 1, 2, . . .
We solve the homogeneous recursive relation in (4) by the method of characteristic equa-
tion (see, for example, [5]). Here, the characteristic equation 4x2 − 2x − 1 = 0 has two
distinct roots (1 +
√
5)/4 and (1−√5)/4. Using these roots and the boundary conditions
in (4), we establish (3). Q.E.D.
Remark 2. Although the expression on the right hand side of (3) involves radicals, just
as one would anticipate from (4), the expression reduces to a rational fraction.
To study NR, as shown in Fig. 7(a), we need a more elaborate transition diagram.
Here we keep track of all elements of the triplet—the origin, the current vertex and the
pattern of visited vertices. But we treat nodes that are rotations and/or reflections of one
another as identical. We draw the one-step transitions until the RW on an octahedron
returns to origin. Here, each arrow represents a conditional probability of 1/4. Again,
in this diagram the origin is not shown; etc. Also, we invite the reader to interpret this
diagram in the same way we did Fig. 4(a).
We invite the readers to either verify the next two diagrams and associated calculations,
or contact the corresponding author for details. In Fig. 7(b), we draw the eventual
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transitions after eliminating the loops and interchanges. Thereafter, in Fig. 7(c), by
first multiplying the conditional probabilities along all distinct directed pathways from
the start to any absorbing node, and then adding up these products, we obtain the
probability of reaching that absorbing state. These absorbing nodes are labeled as R∗,∗,
where the first subscript is the value of NR and the second subscript is simply a serial
number to distinguish such nodes. Between horizontal separating lines in Fig. 7(c), the
values of NR are listed on the left margin, and the associated probabilities on the right
margin. Hence, we have proved the following result.
Proposition 3.1.2 For an octahedron, the number NR of vertices visited before return
to origin has a probability distribution shown in Fig. 7(c) and also given in the first row
of Table 1. In particular, NR has mean 2.9, variance 15/7 = 2.1429 and SD 1.46385.
Remark 3. As in Remark 1, without first studying the cover time T¯ for an octahedron,
we can determine which event will happen first—returning to origin, or visiting all vertices.
Indeed, we have P{TR > T¯} = P{NR = 5} = 41/210 = .1952, and P{TR < T¯} =
P{NR < 5} = 169/210 = .8048.
3.2 Visiting All Vertices on an Octahedron
The reader may imagine that there is a cookie at each vertex of the octahedron; and a
cookie monster eats each cookie when it visits that vertex for the first time. Then T¯ is
the number of steps needed until all six cookies are eaten, and L = X(T¯ ) denotes which
cookie is eaten the last.
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Invoking symmetry, we see that L is equally likely to be any one of Vertices 1, 2, 3, 4
(which are adjacent to the origin) with probability α each; and L is likely to be Vertex 5
(which is opposite the origin) with probability β. Clearly then, 4α + β = 1, and
β = P{L = 5} = P{L1 = 5}+ P{L1 = 0, SL1 = 5} (5)
where L1 denotes the last vertex visited and SL1 denotes the second last vertex visited,
if the RW were to start from Vertex 1. To justify (5), we argue as follows: If L1 = 5,
then by augmenting Vertex 0 at the very beginning of this RW (which starts from Vertex
1) would make L = 5. On the other hand, if L1 = 0, then doing the same thing would
make L = SL1 = 5. Since Vertex 5 is adjacent to Vertex 1, we have P{L1 = 5} = α.
A careful investigation shows that P{L1 = 0, SL1 = 5} equals the eventual probability
that the RW ever reaches Node J of Fig. 7(b). This eventual probability has been already
calculated in Fig. 7(c) to be 1/42. Hence, from (5), we have β = α + 1/42. Finally,
4α + (α + 1/42) = 1, implies the following result.
Proposition 3.2.1 For an octahedron, the RW starting at Vertex 0 (origin) visits the
last any one of the adjacent Vertices 1, 2, 3, 4 with probability α = 41/210 each; and it
visits the last the opposite Vertex 5 with probability β = 46/210.
Remark 4. If we focus on a RW that begins at Vertex 1, then clearly P{L1 = 0} = α.
But now if we augment X(−1) = 0 at the very beginning of this RW (which starts at
Vertex 1), we reconstruct another RW which starts at Vertex 0 and then without loss of
generality moves to Vertex 1. Then {L1 = 0} means that the new RW has visited all
vertices before returning to the origin. Therefore, P{L1 = 0} = P{NR = 5}. The final
expression is already calculated in Fig. 7(c) to be 41/210.
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As in the case of a tetrahedron, to study T¯ for the octahedron, we only need to keep
track of the pattern of visited vertices and the current vertex, and we can safely forget
the original labeling of the vertices (including the origin). In Fig. 8(a), we draw the one-
step transitions until all vertices are visited at least once. Here, each arrow represents a
probability of 1/4.
For any Node Z (ranging over Nodes A through K) in Fig. 8(a), let ZTK denote the
time taken by the RW to go from Node Z to Node K. We take liberty to re-use a
similar notation already used earlier, but we are now referring to transition from one
node to another, and not from one vertex to another. We will not attempt to get explicit
expressions for the probability distributions of the time variables ZTK ’s. However, using
Fig. 8(a) we can develop interrelations among the means and the mean squares of ZTK ’s.
These relations can be solved backwards (receding from Node K), until we evaluate the
mean and the mean square of T¯ = ATK . Fig. 8(b) shows the computations. Specifically,
the following result holds.
Proposition 3.2.2 For an octahedron, starting from Vertex 0 (origin), the cover time
T¯ has mean 11.8095, variance 28.5250 and SD 5.3465.
3.3 Return After Visiting All Vertices on an Octahedron
The distribution of LTR, of course, depends on L, the last vertex visited. Recall that L is
adjacent to the origin (with probability 4α), or it is opposite the origin (with probability
β). Accordingly, we have the following result.
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Proposition 3.3.1 For an octahedron, starting from the last visited Vertex L, the time
LTR to return to origin has the same probability distribution as 1T0 with probability 4α;
and as 1 + 1T0 with probability β, where the distribution of 1T0 is already described in (3).
In particular, LTR has mean 5.2190, variance 22.1711 and SD 4.7086.
Likewise, the distribution of LNR also depends on L. When L is adjacent to the origin
(that is, L 6= 5), LNR has the same distribution as that of NR, the number of distinct
vertices among A = {X(1), X(2), . . . , X(TR − 1)}, which is given in Subsection 3.1. But
if L = 5, then LNR has the same distribution as a slightly different RV MR, the number
of distinct vertices among {5} ∪ A. That is, if one element of A is Vertex 5, then MR is
the number of distinct vertices in A; but if none of the elements of A is Vertex 5, then
MR is one more than the number of distinct vertices in A. If we denote by F the event
that starting from Vertex 1, the RW visits Vertex 5 before it returns to origin, then
P{MR = k} = P{NR = k, F}+ P{NR = k − 1, F c} for k = 2, 3, 4, 5 (6)
The two terms on the right hand side of (6) can be found from Fig. 7(c) by separating the
two groups of absorbing nodes—those for which the RW visits Vertex 5 before returning
to origin (that is, Nodes {R2,1, R3,1, R3,2, R4,1, R5,1}), and those for which it does not (that
is, Nodes {R2,2, R3,3, R4,2}).
The distribution of LNR is obtained by taking the weighted average of the distributions
of NR and MR, with weights 4α = 82/105 and β = 23/105 respectively. Or,
P{LNR = k} = 4α P{NR = k}+ β P{MR = k} for k = 1, . . . , 5 (7)
We evaluate (6) and (7) in Table 1; and we obtain the following result.
Table 1: For an octahedron, the probability distribution of LNR, the number of vertices
visited while the RW returns to origin starting after visiting all vertices
k 1 2 3 4 5 total
P{NR = k} 14 1160 528 27140 41210 1
P{NR = k, F c} 14 16 584 142 0 12
P{NR = k, F} 0 160 542 71420 41210 12
P{MR = k} 0 415 27 835 23105 1
P{LNR = k} 8614410 8894410 8914410 8854410 8844410 1
,, .1952 .2016 .2020 .2007 .2005 1.000
Proposition 3.3.2 For an octahedron, starting from the last visited Vertex L, the num-
ber LNR of vertices visited while returning to origin has the probability distribution given
in Table 1. In particular, LNR has mean 3.0095, variance 1.9849 and SD 1.4089.
4 SRW on a Hexahedron
For the RW on a hexahedron, for the sake of brevity, we just outline the results. We
invite the reader to use similar reasonings as in Section 3, and fill-in the details.
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4.1 Return to Origin on a Hexahedron
To study TR for a hexahedron, one needs a network of four nodes representing possible
distances 0, 1, 2, 3 of the current vertex from the origin. Accordingly,
TR = 1 + 1T0 (8)
1T0 =
{
1 with probability 1/3




1 + 1T0 with probability 2/3
2 + 2T0
′ with probability 1/3
(10)
where 2T0 and 2T
′
0 are IID RVs. Substituting (9) in (10), we see that 2T0 = 2G, where
G is a geometric(2/9) RV. Next, substituting 2T0 = 2G in (9), and thereafter further
substitution that composite expression in (8), we have the following result.
Proposition 4.1.1 For a hexahedron, the time TR to return to origin has a support set
{2, 4, 6, . . .}; and the probabilities are given by P{TR = 2} = 1/3, and thereafter









, for k = 1, 2, 3, . . . (11)
In particular, TR has mean 8, variance 60, and SD 7.7460.
Remark 5. It is a pleasant surprise that E[TR] = 8, which equals the number of vertices
of a hexahedron. For the tetrahedron and the octahedron, similar results were seen in
Propositions 2.1.1 and 3.1.1 respectively. Indeed, a similar result holds for every Platonic
solid (and also for all regular graphs). The intuition behind this phenomenon is as follows:
Since each vertex has the same number of edges incident there, in the long-run (that is,
as t→∞) the RW is equally likely to be at any one vertex; and the expected number of
steps between successive visits to any particular vertex is the reciprocal of the probability
that the RW is at that vertex.
To study NR for a hexahedron, we invite the reader to construct a transition diagram
that keeps track of all three features of the configurations—the origin, the current vertex
and the pattern of visited vertices—and show the one-step transitions until return to
origin. Then the reader must calculate the eventual transitions probabilities; etc. The
probability distribution of NR is summarized in the following result.
Proposition 4.1.2 For a hexahedron, the number NR of vertices visited before return to
origin has a probability distribution given in Table 2. In particular, NR has mean 3.4476,
variance 4.9096 and SD 2.2158.
Table 2: For a hexahedron, the probability distribution of NR
k 1 2 3 4 5 6 7 total
P{NR = k} 13 112 1184 112113860 33343263340 763965835 848365835 1
,, .3333 .0833 .1310 .0809 .1266 .1160 .1289 1.0000
Remark 6. As in Remarks 1 and 3, without first studying the cover time T¯ for a hex-
ahedron, we can determine which event will happen first—returning to origin or visiting
all vertices. Recall that TR 6= T¯ . We have P{TR > T¯} = P{NR = 7} = .128852, and
P{TR < T¯} = P{NR < 7} = .871148.
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4.2 Visiting All Vertices of a Hexahedron
Recall the imagery that there is a cookie at each vertex, and a cookie monster is eating
each cookie as it visits that vertex for the first time; etc. Also, recall from Section 1 how
the vertices of a hexahedron are numbered. Invoking symmetry, note that P{L = 1} =
P{L = 2} = P{L = 3} = α, say; and P{L = 4} = P{L = 5} = P{L = 6} = β, say. Let
P{L = 7} = γ. Imitating our study of L on an octahedron, let us define
θk = P{L1 = 0, SL1 = k} for k = 4, 5, 6, 7 (12)
where L1 denotes the last vertex visited and SL1 denotes the second last vertex visited
by a RW starting from Vertex 1, and continuing until all vertices are visited. Again, by
symmetry, we see that θ4 = θ5. The following lemma tells us how to use θ5, θ6, θ7 to
calculate α, β, γ.
Lemma 1 One can calculate α, β, γ based on θ5, θ6, θ7 as follows:




(α + θ5) +
1
3
(γ + θ6) (14)
γ = β + θ7 (15)
More explicitly, β = (2 + 6θ5 + 3θ6 + θ7)/14.
Lemma 1 is proved using the same logic as in the proof of (5). For the sake of brevity, we
omit its proof. It only remains to evaluate θ5, θ6, θ7. To do so, the reader may simply revise
the transition diagram used to study of NR: Whereas earlier we had treated a node as
absorbing if the RW reaches Vertex 0, now let us also declare a node as absorbing if the RW
reaches Vertex k. Consequently, all nodes previously accessible from the newly declared
absorbing nodes are completely eliminated, and the diagram is much simplified. By
calculating the probabilities of reaching the terminal node(s) for which {L1 = 0, SL1 = k},










Then the reader can establish the following result.
Proposition 4.2.1 For a hexahedron, starting from Vertex 0 (origin), the Vertex L vis-
ited the last takes values 1, 2, 3 with associated probability α = 8483/65835 = 0.12885243;
it takes values 4, 5, 6 with probability β = 3299/21945 = 0.15033037; and it takes value 7
with probability γ = 713/4389 = 0.16245158.
Remark 7. As in Remark 4, α can be found using the results of Subsection 4.1 as
α = P{L = 1} = P{L1 = 0} = P{TR > T¯} = P{NR = 7} = .128852
Once α is known, in view of (13) and (15), it suffices to evaluate only θ7 (and skip
evaluating θ5 and θ6).
To study T¯ for a hexahedron, we need a transition diagram which involves 26 nodes that
keep track of the pattern of visited vertices and the current vertex, and safely forgets the
original labeling of the vertices (including the origin). The diagram yields interrelations
among the means and the mean squares of random times until the last node is reached
starting from any of these nodes. Working backwards, the interested reader can obtain
the following result. The mean can be found in [1], but the SD is entirely new.
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Proposition 4.2.2 For a hexahedron, the cover time T¯ has mean 1996/95 = 21.01,
mean square 11468329/21660, variance 88.02819 and SD 9.382334.
4.3 Return After Visiting All Vertices on a Hexahedron
Using (8)-(10) and Proposition 4.2.1, we have the following result.
Proposition 4.3.1 For an octahedron, starting from the last visited Vertex L, the time
LTR to return to origin is distributed as 1T0 with probability 3α, as 2T0 with probability
3 β, and as 1 + 2T0 with probability γ. Here, the distribution of 1T0 is 1 with probability
1/3, and 1 + 2T0 with probability 2/3; and the distribution of 2T0 is twice a geometric
variable with success probability 2/9. In particular, LTR has mean 7 + 6β + 3γ = 8.3893,
mean square 109 + 105β + 54γ = 133.5571, variance 63.1761 and SD 7.9483.
The distribution of LNR, the number of vertices visited during the return to origin
after visiting all vertices, of course, depends on L. All necessary ingredients are already
given above so that the interested reader can construct the exact distribution of LNR by
suitably combining these components.
5 Conclusion
We have studied SRWs on the vertices of a tetrahedron, an octahedron, and a hexahedron.
Specifically, we have studied the distributions (or at least the means and the SDs) of (1)
the time until return to origin, (2) the time until all vertices are visited, and (3) the
additional time until return to origin after visiting all vertices. Alongside, we also studied
the distributions of the last vertex visited and the number of vertices visited during the
return to origin after leaving the origin, or after visiting all vertices.
While so far we have talked about SRWs on the vertices of regular polyhedra, we can
easily extend the results to SRWs on their faces, simply by using the concept of dual
graphs. A dual of a graph is another graph where each face of the old graph becomes
a vertex of the new graph (and vice versa), with the understanding that two vertices of
the new graph are adjacent if and only if the corresponding faces of the old graph share
a common boundary. A tetrahedron is its own dual. An octahedron and a hexahedron
are duals of each other. Thus, by studying the SRW on the vertices of a tetrahedron, an
octahedron and a hexahedron, we have studied the SRW on the faces of a tetrahedron, a
hexahedron and an octahedron respectively.
We invite the reader to complete the study of the SRW on the vertices/faces of the two
remaining Platonic solids—icosahedron and dodecahedron—which are duals of each other.
Techniques developed here can be beneficial also for studying RWs on higher dimensional
regular polytopes and other distance-regular graphs.
Another direction of research is to allow asymmetry in the walk. One form of asym-
metry considers the edge along which the RW has reached the current vertex as a special
edge labeled 0; and the other edges incident at the current vertex are labeled 1, 2, . . . go-
ing clockwise (from outside). One can then assume that starting from the origin the RW
is equally likely to go to any adjacent vertex; but thereafter at each successive step, the
RW chooses the next vertex according to a specified one-step transition probability vector
p = (p0, p1, p2, . . .), where ph is the probability of traveling along edge h. For example,
on a tetrahedron an asymmetric RW with p = (.2, .4, .4) yields the mean and variance
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of TR to be 4 and 16 respectively. The distribution of NR has support set {1, 2, 3} with
probability mass function (.2, .4, .4). The last vertex is still equally likely to be any one of
the non-origin vertices. The cover time T¯ is one more than the sum of two independent
geometric RVs with success probabilities .8 and .4 respectively. Hence, the cover time has
mean 1+1.25+2.5=4.75, variance 5/16 + 15/4 = 65/16 = 4.0625, and SD 2.0156. Other
forms of asymmetric RWs are also possible.
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