The Metropolis implementation of the Monte Carlo algorithm has been developed to study the equilibrium thermodynamics of many-body systems. Choosing small trial moves, the trajectories obtained applying this algorithm agree with those obtained by Langevin's dynamics. Applying this procedure to a simplified protein model, it is possible to show that setting a threshold of 1 o on the movement of the dihedrals of the protein backbone in a single Monte Carlo step, the mean quantities associated with the off-equilibrium dynamics (e.g., energy, RMSD, etc.) are well reproduced, while the good description of higher moments requires smaller moves. An important result is that the time duration of a Monte Carlo step depends linearly on the temperature, something which should be accounted for when doing simulations at different temperatures.
I. INTRODUCTION
Since its publication by Metropolis, Rosenbluth, Teller and their wives in 1953, the algorithm designed for "equation of state calculations by fast computing machines" [1] has been used to obtain an approximation of the equilibrium properties of a wide range of classical systems. Of course, in fifty years, fast computing machines has become faster and faster, and this decreed the success of the algorithm.
The Metropolis algorithm performs a sample of the configuration space of a system starting from a random conformation and repeating a large number of steps. Each step consists of attempting a transition to a new conformation x ′ choosing among a set of allowed moves, and accepting the attempt with probability min[1, exp(−(U(x) − U(x ′ ))/T )] where U is the potential energy and T the absolute temperature in units of Boltzmann's constant. This is equivalent to solve numerically the master equation
where the transition rates are
where w 0 sets the time scale of the transitions and p ap (x ′ → x) is the a priori probability of choosing the move which goes from the state x ′ to the state x. If the a priori probability satisfies p ap (x ′ → x) = p ap (x → x ′ ) and allows the system to visit the whole phase space, the algorithm provides a probability which converges to the Boltzmann distribution.
Among the many fields of application, the Metropolis algorithm has been widely used to investigate the equilibrium properties of polymeric chains, in particular of protein models.
Important results were obtained by simulations of lattice model proteins concerning their free energy landscape [3, 4] . In the following we shall focus our attention on chain models to describe proteins, although our results can be applied to other fields. Equation (1) describes a tailor-made dynamics which, in principle, has nothing to do with the actual dynamics of a polymer. The actual dynamics of the polymer is described (if one wants to describe implicitly the solvent) by Langevin's Equation [2] 
where p is the momentum of a given particle, F is the force acting on it, γ is the friction coefficient, m the mass and η a stochastic variable describing the interaction with the solvent. This variable satisfies < η(t) >= 0 and < η(t)η(t The relation between number of Monte Carlo steps and time was investigated in the case of spinoidal decomposition in two dimensions by Meakin and coworkers [6] and for lattice gauge theory by Baillie and Johston [7] . For the simple case of a lattice model of a α-helical hairpin, Rey and Skolnick showed [8] 
so that the master equation (1) becomes
and, since the first and last terms cancel each other, we get
where
B(x) are nothing else but the average displacement and the average square displacement of the coordinate x (in other words, < δx > and < δx 2 >, respectively).
It is then enough to show that, among all possible Fokker-Plank equations, the one which rules the Monte Carlo sampling is that associated with diffusion in a potential U. This is true if A(x) = −U ′ (x)/γ and B(x) = 2D. Using the jumping rate of the Metropolis algorithm (2) it is possible to calculate the values of A(x) and B(x), using the scheme developed in ref.
[9]. To achieve this result, use is made of the hypothesis that p ap (x, δx) ≡ p ap (x → x ′ ) allows only small jumps. We define the small number R as the maximum displacement allowed to the coordinate x in a single move, and we assume that R is independent on x (in order to obtain, at the end, a homogeneous diffusion coefficient). For sake of simplicity, we can chose p ap (δx) equal to (2R) −1 if −R < δx < R and zero otherwise. Moreover, again due to the small jumps hypothesis, we can expand the jumping rate in
In general, at δx = 0 the sign of U(x+δx)−U(x) changes, and the minimum function switches from the value 1 to the exponential. We can thus break the integral of the definition of A(x)
at δx = 0
The first two integrals cancel each other because they can be merged into the integral of an odd function on an even interval. Consequently,
In the same way one can calculate
Since R is small, the second term of the latter expression is negligible with respect to the former, so that
which is a constant. This corresponds to Langevin dynamics with γ = 6T /w 0 R 2 and D = w 0 R 2 /6 (these expressions will be commented in Sect. IV).
III. COMPARING LANGEVIN AND METROPOLIS SIMULATIONS
The above derivation show that the Metropolis algorithm can be used to solve Langevin's equation, provided that the allowed moves are small. On the other hand, it gives no indication about how small the move must be. To investigate this point, we have compared the average trajectories generated by the Metropolis algorithm with numerical solutions of Langevin's equation.
The protein model used in the following is a simplified Gō model [10] . Gō models, at different degrees of geometric resolution, have been widely used in the literature to investigate thermodynamical and kinetic properties of proteins. In their C α -version they allow to perform massive simulations with small-to medium-sized proteins [11, 12, 13, 14] . Another choice is to account also for the side-chain, as a single bead [15, 16] , in order to give a more realistic description of the protein without increasing much the computational cost. In fact, with this model it was possible not only to simulate the folding, but also the aggregation of a number of identical proteins [17] . Another possible choice is to give a full description of the atomic structure of amino acids, where the basic interacting unit is the atom [18, 19] (for a careful review see ref. [20] ). In order to perform the simulations we have employed a C α Gō-model, where each amino acid is described as a spherical bead. Two amino acids which are in contact (whose C α distance is < 6.5Å in the experimental native conformation and which are not consecutive along the chain) interact through a 6-12 Lennard-Jones potential, whose bottom lies at R 0 = 0.8 × d N ij , and energy −2 kcal/mol and whose cutoff is at 20Å. The other pairs of amino acids repell each other with a (4.5/r) 12 potential.
In the implementation of the Metropolis algorithm, at each step an amino acid is chosen at random with flat probability. The chosen amino acid is rotated of an angle ∆α around the axis defined by the previous and the following one, where ∆α is a random number generated out-of-equilibrium phase (cf. Fig. 2 ), which can reach 10 kcal/mol in the first nanoseconds (cf. Fig. 1 ). Of course, in the long-time limit the curves overlap, by virtue of the ergodic theorem.
In Fig. 3 is displayed the time dependence of the mean dRMSD and q, two order parameters which indicate to which extent a conformation of the protein chain is similar to the native conformation. The dRMSD is defined as [N
where N is the number of amino acids of the chain, d ij is the distance between two of them in the current conformation and d N ij is the same quantity calculated in the native conformation. The parameter q is the fraction of contacts that a given conformation shares with the native conformation, having defined two amino acids to be in contact if they are closer than 6.5Å.
These curves show the same behaviour of the energy, a good description being only provided
The time content of a Monte Carlo step in the most reliable case α M = 0.5 o is 1MCS = 0.1 fs, and it increases almost linearly up to 1MCS = 15 fs at α M = 30 o , where it reaches a plateau (see Fig. 2 ). A time step of 0.1 fs is quite small, smaller than that usually employed in molecular dynamics simulations. However, this limit is compensated by the fact that Metropolis algorithm are often computationally much faster than molecular dynamics algorithm. Moreover, if one requires a less stringent description of the initial stages of the dynamics, it is possible to use a larger threshold α M . To be noted that the above relationship holds for a potential shaped with a Lennard-Jones function of the kind used in these calculations, and thus will be more favourable for smoother (although, possibly, less realistic) potentials.
We have also compared the energy fluctuations (< E 2 > − < E > 2 ) Fig. 4(a) . Although the overall behaviour is quite similar, the Monte Carlo simulations understimates the fluctuations in the first nanoseconds of up to 3 kcal/mol (i.e., ≈ 5kT ).
As the system approaches equilibrium (cf. the last tens of nanoseconds), the two curves overlap better, as expected by virtue of the ergodic theorem. In order to obtain a better overlap, it is necessary to further reduce the value of α M . In Fig. 4(c) Fig. 4(b) ).
Summing up, one can conclude that the Metropolis dynamics is a fast algorithm to describe the dynamics of mean quantities, but is not useful if one requires high precision (< kT ) in the higher moments.
IV. DEPENDENCE ON THE TEMPERATURE
The link between Metropolis and Langevin dynamics, provided by Eqs. Table I ). Note that the low value of w ′ 0 suggests that for proteins of the size of SH3 and for temperature variations within the range of biological relevance, the error done assuming a w 0 independent of the temperature is small.
In addition, we have also studied the displacement of the centre of mass of the protein, calculating the diffusion coefficient both in the case of Langevin and Metropolis simulations.
The value of w 0 obtained from the comparison of the diffusion coefficients is also displayed in Fig. 5 (empty squares) and the linear coefficient w ′′ 0 of the fitting line is listed in Table I The dependence of w 0 on the temperature for the different protein sizes is displayed in Table I . These results show that w ′′ 0 increases quite rapidly as the length of the protein increases. Thus one can conclude that in Metropolis simulations of proteins larger than SH3 it becomes necessary to account explicitely for the dependence of w 0 on the temperature.
VI. CONCLUSIONS
We have shown that Metropolis algorithm can be used to simulate the dynamics of a simplified protein model, provided that the residue are moved of small dihedrals and that the probability of chosing a move is independent of the conformation of the chain. Table I : The linear coefficient w ′ 0 (in (f s · K) −1 ) which controls the dependence of w 0 on the temperature for the three proteins, characterized by different lengths (third column) and the associated correlation coefficient r (fourth column). The value of w ′′ 0 obtained comparing the displacement of the centre of mass is also listed in the fifth and sixth column. 
