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SUMMARY 
Remote sensing has long been used as a method for crop harvest monitoring and harvest 
classification. Harvest monitoring is necessary for the planning of and prompting of effective 
agricultural practices. Traditionally sugarcane harvest monitoring and classification within the 
realm of remote sensing is performed with the use of optical data. However, when monitoring 
sugarcane, the growth period of the crop requires a complete set of multi-temporal image 
acquisitions throughout the year. Due to the limitations associated with optical sensors, the use 
of all weather, daylight independent Synthetic Aperture Radar (SAR) sensors is required. The 
added polarimetric information associated with fully polarimetric SAR sensors result in complex 
datasets which are expensive to acquire. It is therefore important to assess the benefits of using a 
fully polarimetric dataset for sugarcane harvest monitoring as opposed to a dual polarimetric 
dataset. The dual polarimetric dataset which is less complex in nature and can be acquired at a 
fee much less than that of the fully polarimetric dataset. This thesis undertakes the task of 
identifying the value of fully polarimetric data for sugarcane harvest identification and 
classification. Two main experiments were designed in order to complete the task. The 
experiments make use of fully polarimetric RADARSAT-2 C-band imagery covering the 
southern part of Rèunion Island. 
Experiment 1 made use of a multi temporal single feature differencing technique for sugarcane 
harvest identification. Polarimetric decompositions were extracted from the fully polarimetric 
data and used along with the inherent SAR features. The accuracy with which each SAR feature 
was able to predict the sugarcane harvest date for each field was assessed. The polarimetric 
decompositions were superior in classification accuracy to the inherent SAR features. The Van 
Zyl volume decomposition component achieved an accuracy of 88.33% whereas the inherent 
SAR backscatter feature (HV) achieved an accuracy of 80%. Hereby displaying the value of the 
added information associated with fully polarimetric SAR data. The SAR backscatter channels 
did not achieve accuracies as high as the polarimetric features but did display promise for single 
feature sugarcane harvest identification when using only a dual polarimetric dataset. 
Experiment 2 assessed six different machine learning classifiers, applied to single-date, dual- and 
fully polarized imagery, to determine appropriate combinations of machine learning classifier 
and SAR features. Polarimetric decompositions were extracted from the fully polarimetric data 
and mean texture measures were then calculated for all SAR features for both the dual- and full 
polatrimetric data. A multi-tiered feature reduction method was undertaken in order to reduce 
dataset dimensionality for the dual- and fully polarised datasets. In general, the reduction in 
features resulted in improved accuracies. The best sugarcane harvest accuracy was achieved 
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using the Maximum likelihood classifier using on the HV and VV backscatter channels 
(96.18%). 
The results from Experiments 1 and 2 indicate that SAR C-band data is suitable for sugarcane 
harvest monitoring and mapping in a tropical region where optical data have limitations 
associated with cloud cover and large amounts of moisture in the atmosphere. With the 
availability of dual polarised Sentinel-1 SAR data, future research should be focussed on the use 
of a dual polarimetric sugarcane harvest monitoring tool and should be extended to focus not 
only on sugarcane but other crops which contribute largely to the agriculture and economic 
sectors 
 KEY WORDS 
Harvest identification, harvest classification, SAR, RADARSAT-2, machine learning, feature 
reduction, fully polarimetric, dual polarimetric. 
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OPSOMMING 
Afstandswaarneming word lankal reeds gebruik as ‘n metode in die monitering van die oes van 
gewasse asook vir oes-klassifikasie. Oes-monitering is nodig vir die beplanning en stimulering 
van effektiewe landboupraktyke. Tradisioneel word suikerriet oes-monitering en klassifisering, 
binne die raamwerk van afstandswaarneming, uitgevoer met die gebruik van optiese data. Tog, 
met die monitering van suikerriet, vereis die groeiperiode van die gewas ‘n volledige stel multi-
temporale beeldverwerwings dwarsdeur die jaar. As gevolg van die beperkings geassosieer met 
optiese sensors, word die gebruik van daglig onafhanklike sintetiese gaatjie radar sensors, eerder 
bekend as Sintetiese Apertuur Radar (SAR) sensors, vir gebruik in alle weersomstandighede, 
vereis. Die bykomende polarimetriese informasie geassosieer met ten volle gepolarimetriese 
SAR sensors lei tot komplekse datastelle wat duur is om aan te skaf. Dit is daarom belangrik om 
die voordele van die gebruik van ‘n ten volle gepolarimetriese datastel vir suikerriet oes-
monitering in teenstelling met ‘n tweeledige polarimetriese datastel wat minder kompleks van 
aard is en teen ‘n fooi veel minder as dié van die ten volle gepolarimetriese datastel verkry kan 
word, te evalueer. Hierdie tesis onderneem die taak van die identifisering van die waarde van ten 
volle gepolarimetriese data vir suikerriet oes-identifikasie en -klassifikasie. Twee hoof-
eksperimente is ontwerp om die taak te voltooi. Die eksperimente gebruik ten volle 
gepolarimetriese RADARSAT-2 C-band beelde wat die suidelike deel van Reunion-eiland dek. 
Met eksperiment 1 is gebruik gemaak van 'n multi-temporale enkelkenmerk differensie- tegniek 
vir suikerriet oes-identifisering. Polarimetriese ontledings is uit die ten volle gepolarimetriese 
data geneem en saam met die inherente SAR kenmerke gebruik. Die akkuraatheid waarmee elke 
SAR kenmerk in staat was om die suikerriet oes-datum vir elke veld te voorspel, is geëvalueer. 
Die polarimetriese ontledings was beter in klassifikasie- akkuraatheid as die inherente SAR 
kenmerke. Hiermee word die waarde van die bykomende inligting geassosieer met ten volle 
gepolarimetriese SAR data, geopenbaar. Die SAR teruguitsaaiingskanale het nie akkuraathede so 
hoog soos die polarimetriese kenmerke bereik nie, maar het belofte getoon vir enkelkenmerk 
suikerriet oes-identifikasie wanneer slegs van 'n tweeledige polarimetriese datastel gebruik 
gemaak word. 
Met eksperiment 2 is ses verskillende masjien-leer klassifiseerders, toegepas op enkeldatum, 
tweeledige en ten volle gepolariseerde beelde, geëvalueer om toepaslike kombinasies van 
masjien-leer klassifiseerder en SAR kenmerke te bepaal. Polarimetriese ontledings is geneem uit 
die ten volle gepolarimetriese data en beteken dat tekstuur afmetings toe bereken is vir alle SAR 
kenmerke vir beide die tweeledige- en ten volle gepolarimetriese data. 'n Multi-reeks 
kenmerkreduksie-metode is onderneem om datasteldimensionaliteit te verminder vir die 
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tweeledige- en ten volle gepolariseerde datastelle. Oor die algemeen het die redusering van 
kenmerke verbeterde akkuraatheid tot gevolg gehad. Die beste suikerriet oes-akkuraatheid is 
behaal deur die Maksimum waarskynlikheid klassifiseerder met behulp van die HV en VV 
teruguitsaaiingskanale (96,18%) te gebruik. 
Die resultate van eksperimente 1 en 2 dui daarop dat SAR C-band data geskik is vir suikerriet 
oes- monitering en kartering in 'n tropiese streek waar optiese data beperkings toon wat 
geassosieer word met wolkbedekking en groot hoeveelhede vog in die atmosfeer. Met die 
beskikbaarheid van tweeledige gepolariseerde Sentinel-1 SAR data, behoort toekomstige 
navorsing gefokus te wees op die gebruik van 'n tweeledige polarimetriese suikerriet oes- 
moniteringshulpmiddel en behoort dit uitgebrei te word om te fokus nie net op suikerriet nie, 
maar ook ander gewasse wat grootliks bydra tot die landbou- en ekonomiese sektore. 
TREFWOORDE 
Oes-identifikasie, oes-klassifikasie, SAR, RADARSAT-2, masjien-leer, kenmerkreduksie, ten 
volle gepolarimetriese, tweeledige polarimetriese 
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CHAPTER 1:  INTRODUCTION 
This chapter serves as an introduction to the thesis, providing background information to 
contextualise the study. The problem formulation, aim and objectives, methodology and a 
research design indicating the structure of the thesis are outlined.  
1.1 BACKGROUND TO THE STUDY 
The world currently has a population of approximately 7 billion people, with this number 
expected to exceed 9 billion by mid-21st century (Miccoli, Finnuci & Munro 2016). Developing 
countries are predicted to grow at a more rapid rate than developed countries, whose populations 
are expected to decrease (Miccoli, Finnuci & Munro 2016). With the expected population 
increase, urban expansion is an inevitability in developing countries, hereby reducing the 
available arable land to be used for agricultural activities. With most facets of food production 
having roots in agriculture, concerns relating to food security will increase, especially in 
developing countries (Shi et al. 2014).  
The sugarcane industry is a large provider of products to global markets. The crop is currently 
viewed as the world’s largest crop by production quantity (FAOSTATS 2016). Sugarcane is 
most commonly used for the production of raw sugar and has recently emerged as a major 
producer sugarcane-ethanol which is a widely used biofuel (Tsao et al. 2012). The expanding 
global population directly influences sugarcane production. Recent figures show that sugarcane 
productivity in developing countries, namely, African, Caribbean and Pacific (ACP) countries is 
much lower than expected and even lower when compared to more developed, industrialised 
sugarcane producers (FAOSTATS 2016). These industrialised countries make use of precision 
farming for improved yield. However, the technologies associated with the practice of precision 
farming are not always available in developing countries. 
The importance of sugarcane for developing states is highlighted by the case of the tropical 
island of La Rèunion. The agricultural sector is dominated by sugarcane production, with the 
crop comprising approximately 80% of all acreages associated with agriculture (FAOSTATS 
2016) and is estimated to provide a source of income for 5000 small-scale subsistence farmers 
with holdings generally less than 5 hectares (Lejars & Siegmund 2004). The importance of the 
crop is further highlighted in that it provides 22% of the island’s electricity (Lejars & Siegmund 
2004).  Due to the islands’ predominately-steep topography, mechanised harvesters are unable to 
function in most areas; sugarcane crops are therefore planted and harvested manually. The main 
reason for the harvest occurring manually is that the mechanised harvesters are not freely 
available to small-scale farmers due to the costs involved. Baghdadi et al. (2009) cite the 
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importance of developing cost-efficient, easily accessible sugarcane monitoring applications for 
these small-scale farmers in order to prompt effective farming practices which will, in turn, 
improve sugarcane yield. 
Remote Sensing (RS), more specifically Synthetic Aperture Radar (SAR), is an efficient 
technology for acquiring data for use in land cover analysis and classification. SAR provides the 
ability to acquire a complete dataset, which is often not possible when using optical imagery due 
to limitations associated with cloud clover. This is supported by the increase in the availability of 
SAR imagery as well as the rapid development of technology leading to cost and time efficient 
image acquisition. The classification of land cover as a tool for quantifying and monitoring 
changes associated with the Earths’ system processes is identified in scientific communities as a 
key element in the study of global change (Henderson-Sellers & Pitman 1992).  
As an extension of land cover mapping, crop mapping is important for agricultural and economic 
applications. The monitoring and surveying of existing crops allow for the production of crop 
maps, which play a major role in identifying and discriminating between different crop types 
(Mahmoud et al. 2011; Singh et al. 2002), crop distributions and in predicting future crop yields 
(Benedetti & Rossini 1991; Lobell et al. 2003). Agricultural targets are very dynamic throughout 
the growing season, therefore remote sensing is an attractive approach for mapping and 
monitoring agicultural applications. Acquiring timely information relating to the spatial and 
structural distribution of crops as well as optimum conditions for these crops is important for 
governments at various levels. This information aids in effective decision making to diminish 
food insecurity risks (Shi et al. 2014). The large acreages associated with modern day 
agricultural applications have exhausted the ability of traditional field-based surveying 
techniques to be effective in mapping and monitoring resources. They are also time consuming 
and can become costly depending on the number and type of observations required (Engelbrecht, 
Kemp & Inggs 2013). 
1.2 PROBLEM STATEMENT 
Harvest monitoring and detection within the realm of remote sensing has, traditionally, been 
performed with the use of optical data. However, when monitoring sugarcane, the growth period 
of the crop requires a complete set of multi-temporal image acquisitions throughout the year. 
Due to the limitations associated with optical sensors, the use of all weather, daylight 
independent SAR sensors is required. The microwave wavelength at which SAR sensors operate 
allows for image acquisitions to take place when weather conditions do not allow for the 
traditional optical sensors to capture images (McCandless & Jackson 2004). This is especially 
important in tropical regions where cloud cover is eminent and sugarcane cultivation is important 
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as it is often a crop that provides a source of food, income and electricity for those residing in 
tropical regions.  
Sugarcane is the most important crop for the tropical island of La Rèunion, occupying 25 000 
hectares of the approximately 31 500 hectares (80%) of primary agricultural land with a yield of 
1.9 million tons per year (FAOSTATS 2016). The majority of sugarcane growers on the island 
are small-scale farmers. The crop provides a livelihood for most of the population as well as 
providing the basis for the development of the agro-industry (Lejars & Siegmund 2004). Lejars 
and Siegmund (2004) suggest that the sugarcane mills need to produce an average of 2.5 million 
tons of cane a year and increase coverage of the sugarcane growing area to 30 000 hectares. 
However, with the constant increase in population size, the sizes of towns are increasing and 
arable land is being diminished.  
The monitoring and identification of the sugarcane harvest is necessary for the planning of and 
prompting of effective agricultural practices. These include optimized cutter development, 
transport operations, efficiency of factories and better estimation of the final yield (Baghdadi et 
al. 2010).  
The use of SAR for sugarcane monitoring applications has been previously investigated 
(Baghdadi et al. 2009; Baghdadi et al. 2010). These studies have experimented with the use of 
dual-polarised C-, X-and L-band data.  Baghdadi et al. (2009) aimed at identifying the best radar 
configurations for sugarcane harvest monitoring. The sensitivity of wavelength, incidence 
angles, and polarization were analysed in relation to sugarcane crop height with particular 
emphasis on harvest identification. Baghdadi et al. (2010) performed an extension of the 
previous study by incorporating a multi-temporal X-band dataset not previously available.  
While previous studies investigated the use of fully polarimetric SAR data (Turkar & Rao 2011; 
Lopez-Sanchez, Cloude & Ballester-Berman 2014; Furtado, Silva & Nova 2016). The use of 
fully polarimetric SAR data, including polarimetric decompositions, has not been sufficiently 
investigated. In addition to this, the recent launch of the Sentinal-1 sensors under the Copernicus 
program, dual-polarised C-band SAR data is becoming more freely available and hereby presents 
the need to test a dual polarised scenario to be used for sugarcane harvest monitoring and 
mapping.  
This study aims to assess sugarcane harvest monitoring and detection using fully polarimetric C-
band data as well as make comparisons with C-band dual polarised data. This will allow for 
assessing the value of each of the datasets for sugarcane harvest monitoring and draw 
conclusions based on the value of the added polarimetric information available. The added 
information available when using fully polarimetric data requires further processing to extract 
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the full potential of the data. Extracting the full potential of the fully polarimetric data can 
become costly and time consuming.  
The need for comparison between fully polarimetric SAR data and dual polarimetric data for 
sugarcane harvest monitoring to be investigated poses in the following questions:  
1. What is the effectiveness of a multi-temporal single feature differencing method for 
harvest monitoring? 
2. What is the appropriate size of the multi-temporal dataset required for achieving peak 
harvest detection accuracy? 
3. What is the effect of feature selection on classification accuracy for harvested and 
unharvested sugarcane fields on a single image for both a fully polarimetric and a dual 
polarimetric case? 
4. Which classification algorithm is best able to identify harvested and unharvested 
sugarcane fields on a single image using a fully polarimetric and a dual polarimetric 
dataset?  
5. What is the added value of using a fully polarimetric dataset in comparison to using a 
dual-polarised dataset, and is this added value sufficient enough to warrant the 
acquisition of expensive fully polarimetric datasets when mapping sugarcane? 
1.3 RESEARCH AIM AND OBJECTIVES 
The aim of this study is to assess the accuracy with which harvest monitoring methods using 
fully polarimetric SAR data can be employed for detection and mapping of sugarcane harvesting. 
 In order for the above-mentioned aim to be achieved, the following objectives were set out: 
1. Review the available literature relevant to the study. 
2. Evaluate Shewhart Individual Control Charts as a multi-temporal single feature 
differencing method for harvest monitoring and determine how many RADARSAT-2 
images are required for multi-temporal single feature harvest monitoring. 
3. Compare different machine learning classifiers, applied to single-date, dual- and quad-
polarized imagery, to determine appropriate combinations of classifier and SAR features. 
4. Synthesize and present results.  
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1.4 METHODOLOGY AND RESEARCH DESIGN 
Figure 1.1 provides an overview of the research design. The research design includes empirical 
methods used to achieve the objectives set out in Section 1.3. The methods proposed made use of 
quantitative data for analysis. Data acquisition consisted of acquiring of 12 RADARSAT-2 
images and a database of in situ information relating to sugarcane crop harvest status. The 
imagery and in situ database required pre-processing and data mining, respectively, before 
further analysis. Achieving of the objectives required answering of the five questions raised in 
Section 1.2, in line with Objectives 2 and 3. Objectives 2 and 3 are addressed usng Experiment 1 
and Experiment 2 in Chapter 4 and Chapter 5 respectively.  
Experiment 1 makes use of a statistical quality control method, Shewhart individual controls 
chart. Each radar feature was individually assessed in order to identify the feature with best 
sugarcane harvest monitoring capability. Inferences about the optimal size of the dataset required 
were then made based on this statistical method.  
Experiment 2 addressed objective 3 through the testing of 6 selected classification algorithms, 5 
of which made use of OpenCV libraries (Bradski & Pisarevsky 2000), and the remaining 
classification was implemented using Libsvm (Chang & Lin 2011). These included K-Nearest 
Neighbour (KNN), Decision Trees (DT), Random Trees (RT), Support Vector Machines (SVM) 
and Maximum Likelihood (ML) and a second SVM classification using Libsvm (Chang & Lin 
2011). Prior to classification, a two-fold feature selection was implemented to reduce the 
dimensionality within the data. Firstly, an Exploratory Factor Analysis (EFA) was used followed 
by One-way Analysis of Variance (ANOVA). The classifiers were applied on a single image 
date in order to assess which algorithm proved to be the most accurate in mapping harvested and 
unharvested sugarcane fields for both fully-polarimetric data and a dual polarimetric dataset. 
An in-depth description of the preprocessing and data mining performed, as well as the empirical 
methods used for analysis, are further detailed in Chapter 3.   
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Figure 1.1   Research design  
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1.5 STUDY SITE 
The study site (Figure 1.1) is located on the Indian Ocean island of La Rèunion (55° 23’ and 55° 
40’ east of the central meridian and 21° 20’ and 21° 40’ south of the equator). La Rèunion Island 
is a relatively small landmass, with an area of 2500 km2 (Villeneuve, Bachelery & Kemp 2014), 
located in the Indian Ocean east of Madagascar (Baghdadi et al. 2009). The relief of the island 
leads to climatic variations from humid to dry tropical to Mediterranean. This is depicted by the 
average annual rainfall which varies from 750 mm on the west coast to more than 10 000 mm in 
the east (Villeneuve, Bachelery & Kemp 2014). The average annual humidity on the island 
ranges between 70 and 80 % (Villeneuve, Bachelery & Kemp 2014). The terrain on Rèunion 
Island is generally steep and comprises mountainous regions in the interior, formed by both 
currently active and inactive volcanoes, and coastal regions surrounding the interior are 
identified as low lying fertile plains. It is acknowledged as a member of France and is 
administratively an overseas department. 
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Figure 1.2    The study site highlighted by the red box on Rèunion Island, located East of Madagascar in the Indian 
Ocean. 
The area under observation, indicated in red (Figure 1.2), comprises approximately 77.22 km2 of 
multiple land use zones, which is majorly represented by agricultural parcels, more specifically, 
sugarcane.  The study investigated sugarcane fields located northeast of the town of Sainte-Pierre 
(Figure 1.3), La Rèunion.  
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Figure 1.3   Sugarcane fields, green points, northeast of St. Pierre  
 
Sugarcane harvesting on La Réunion is a lengthy process as automation is not widely available 
due to the steep landscapes, and manual harvests can last a number of weeks. The harvest period 
spans from the months of July to early December (Lejars & Siegmund 2004). Harvesting is 
performed on the same field for five to seven cycles or until the yield drops to an undesirable 
level, after which the roots are lifted and new sugarcane cuttings are planted. Rèunion Island 
depends greatly on the sugarcane crop as it provides a livelihood for much of the population as 
well as providing the basis for the development of the agro-industry (Lejars & Siegmund 2004). 
The complex nature of the sugarcane harvest on Rèunion Island forms an obstacle for 
administrative bodies required to have an up-to-date harvest information database in order to 
optimise crop yield and factory production levels. The tropical climate on the island provides the 
basis for evaluating all-weather, daylight independent SAR imagery as a suitable tool for up-to-
date harvest monitoring and mapping. 
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1.6 STRUCTURE OF THESIS 
The remainder of the thesis is structured as follows:  
Chapter 2 provides an review of the literature relating to RS and more specifically SAR in 
sugarcane monitoring, as well as outlining important concepts associated with the data and 
methods used in the study. Chapter 3 describes the data acquisition and pre-processing for the 
imagery as well as the in situ validation training database. Chapter 3 also outlines the methods 
used for Experiment 1 and Experiment 2. Experiment 1 details a method for multi-temporal 
single radar feature harvest monitoring. Experiment 2 then introduces a method for single image 
classification in order to asses which machine learning classification algorithm proved to be the 
most accurate in mapping harvested and unharvested sugarcane fields for both fully-polarimetric 
data and a dual polarimetric dataset. Chapter 4 and Chapter 5 presents the results of the above-
mentioned methods and then analytically discusses these results respectively. Concluding the 
thesis, Chapter 6 provides conclusions based on the findings, with recommendations for future 
studies suggested. 
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CHAPTER 2:  LITERATURE REVIEW 
The chapter provides a review of the literature relating to remote sensing for land cover 
classification and monitoring. Theoretical concepts of SAR are then introduced and agricultural 
applications of SAR in literature are discussed. 
2.1 REMOTE SENSING FOR LAND COVER CLASSIFICATION AND 
AGRICULTURE 
Land cover, by definition, is comprised of the physical composition as well as the characteristics 
of objects on the Earth’s surface (Cihlar 2000). The location and distribution of land cover plays 
a key role in the Earth’s climate and ecological system (Yan, Shakar and El-Ashmawy 2014). 
Scientists make use of land cover information as a means to monitor the ever-changing world at 
local and global scales. The ability to develop conceptual and predictive models for 
understanding Earth’s system processes is greatly advantageous for scientists and authorities 
(Dickinson et al. 2013). 
The classification of land cover to use as a tool for quantifying and monitoring changes 
associated with the Earths’ system processes is identified in scientific communities as a key 
element in the study of global change (Henderson-Sellers & Pitman 1992). Land cover maps 
have been developed as a product of remote sensing (RS) for several decades (Glanz et al. 2014). 
The earth’s surface is displayed as a continuous and consistent representation at a range of 
spatial and temporal scales. Satellite imagery has long been viewed as the ideal technology for 
the producing land cover classifications of large areas (Gregory 1971; Saint 1980; Iverson, Cook 
& Graham 1989). The first global land cover map to be derived as a product of RS was produced 
by DeFries and Townshend (1994). 
The availability of airborne and spaceborne Earth observation products has greatly increased in 
recent years, with further growth predicted in the next decade, allowing land cover information 
to be extracted efficiently and in a cost-effective manner (Bayoudh et al. 2015). Further research 
into machine learning classification algorithms has contributed to the development of land cover 
classification accuracy and the effectiveness of land cover maps (Foody 2002). With the 
evolution of these classification algorithms, a new image analysis approach has also developed. 
Object-based image analysis (OBIA) has provided a more efficient method for classification 
compared to that of pixel-based approaches (Wu & David 2002). The emergence of this concept 
has allowed for a link between spatial concepts in multi-scale landscape analysis.  
Stellenbosch University  https://scholar.sun.ac.za
 12 
Land cover can refer to a large range of land cover types. Agricultural land is considered to be 
one of the largest land cover types. Agricultural targets are very dynamic throughout the growing 
season, and therefore remote sensing is an attractive approach for agricultural mapping and 
monitoring applications. The use of Remote Sensing is ubiquitous in large scale systems for 
predicting and monitoring industrial crop harvests and in precision farming services (Todoroff & 
Kemp 2016). Acquiring timely information relating to the spatial and structural distribution of 
crops as well as optimum conditions for these crops is important for governments at various 
levels. With an ever-expanding population, demand on the world’s food resources is increasing. 
Productivity of crops is required to be at an all-time high. The use of RS in monitoring 
agricultural areas and characterising crop practices provides the basis for management and 
optimisation tools (Baghdadi et al. 2009).   
This information aids in effective decision-making when aiming to diminish food insecurity risks 
(Shi et al. 2014). The large acreages used in modern day agricultural applications have exhausted 
the ability of traditional field based surveying techniques to be effective in mapping and 
monitoring resources. They are also time-consuming and can become costly, depending on the 
observations needed (Engelbrecht, Kemp & Inggs 2013). 
RS is an efficient technology for acquiring data to be used for agricultural monitoring. Crop 
mapping, specifically, is of high importance for agricultural and economic applications. The 
monitoring and surveying of existing crops allow for the production of spaceborne and airborne 
earth observation data sources, which play a major role in identifying and discriminating 
between different crop types (Mahmoud et al. 2011; Singh et al. 2002), crop distributions and in 
predicting future crop yields (Benedetti & Rossini 1991; Lobell et al. 2003). 
The use of RS to identify and provide timely information relating to agricultural conditions and 
crop growth has improved considerably in the past two decades. 
Optical imagery has an extensive history in crop monitoring and surveying. Research conducted 
in the 1970s and early 1980s focussed on the use of multispectral images for crop inventory and 
production (Moran, Inoue & Barnes 1997). This was demonstrated by Macdonald and Hall 
(1980) who investigated the feasibility of using multispectral data for wheat production 
estimation. The ever-expanding development of imaging technology and the methods used for 
optical image analysis, coupled with the availability of imagery, has created a resourceful 
database for agricultural monitoring applications. 
Optical imagery makes use of visible and infrared sensors to form images of the earth’s surface 
by measuring the solar radiation reflected by ground objects. The wavelengths associated with 
visible and infrared regions of the electromagnetic spectrum interact with earth ground objects in 
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such a manner that these objects can be differentiated by their spectral reflectance signatures 
(Lillesand, Kiefer & Chipman 2014). The biophysical properties such as plant pigmentation and 
internal leaf structure of the agricultural crops under surveillance allow for the development of 
these spectral reflectance signatures. This has also led to research related to crop condition 
monitoring to be prompted (McNairn et al. 2002). Research aimed at using optical sensors for 
the classification and monitoring of crops has been explored extensively (Moran, Inoue & 
Barnes 1997; Liu et al. 2010; Vuolo and Atzberger 2012) and continues to do so. 
Optical RS has demonstrated itself to be a powerful tool for monitoring of the Earth’ surface on a 
global, regional and local scale. This is proven by comprehensive coverage, mapping and 
classification of land cover (Simone et al. 2002). Blaes, Vanhalle & Defourney (2005) 
investigated the efficiency of crop identification and found when supplementing an optical 
dataset with RADAR imagery, that a study was shortened by several months, rather than using 
an optical dataset alone with inadequate temporal resolution. The primary limitation associated 
with optical imagery is that of incomplete image acquisitions. These are often as a result of poor 
weather and atmospheric conditions (Baghdadi et al. 2009).  The passive nature of optical 
sensors does not allow controlled illumination intensity and geometry as the sensor is dependent 
on ambient illumination.  Cloud cover is viewed as a source of significant loss of information 
and data quality as the wavelengths used for image acquisition do not possess the ability to 
penetrate cloud cover, as investigated by Cihlar & Howarth (1994) and Helmer & Ruefenacht 
(2005). 
The following sections of this chapter will include an overview of the theory relating to SAR as 
well as the theory behind image classification and statistical quality control. These sections will 
then be followed by an in depth discussion of agricultural applications of SAR. 
2.2 SAR INTRODUCTION 
SAR is a type of sensor which focusses on mimicking an extended radar antenna in order to 
increase spatial resolution of an acquisition. A SAR system works on the principle of measuring 
the distance to an object by transmitting an electromagnetic signal (Figure 2.1a), and receiving 
an echo containing phase, polarisation and intensity of the backscattered waves, reflected from 
the illuminated terrain (Figure 2.1b) (Van Zyl, Arii & Kim 2011) . Unlike optical imaging 
sensors, SAR sensors are active sensors. They provide their own source of illumination in the 
form of self-propagating microwaves. The use of the microwave region of the electromagnetic 
spectrum results in SAR sensors been unaffected by cloud cover. SAR image formation requires 
the recording of phase and amplitude information of the microwave echoes received from earth 
surface objects (Smith 2002).  The SAR makes use of the radar principle to form an image by 
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utilising the time delay of the backscattered signals. Electromagnetic waves are transverse in 
nature, which allows the waves to exhibit polarisation. Single polarisation refers to a single fixed 
polarisation antenna for both electromagnetic wave transmission and reception, e.g. transmit a 
horizontally (H) polarised wave and receive a horizontally (H) polarised wave, thus an HH 
system. This applies in the same manner to vertically (V) polarised waves. A fully polarimetric 
SAR system contains all four variations of transmitted and received polarizations, HH, HV, VH 
and VV (Elachi et al. 1990). 
 
          Source: CRISP (2001) 
Figure 2.1   (a) Transmitted or incident signal from SAR sensor. (b) The backscattered signal following interaction 
with targets on the Earth’s surface. 
2.2.1 SAR pre-processing 
As with all sources of remotely sensed data, pre-processing is required prior to analysis. This 
pre-processing is performed in order to remove distortions and errors inherent in SAR data. With 
respect to SAR imagery this includes; geometric distortions, radiometric calibration and speckle 
filtering. 
This section reviews literature relating to each of these errors and presents studies that have 
investigated the pre-processing steps. 
2.2.1.1 Terrain correction and geocoding  
Geometric distortions in SAR imagery arise from the viewing geometry of the SAR sensor. SAR 
sensors are side-looking and this introduces distortions due to elevation differences in the cross-
track directions (Loew & Mauser 2007). These distortions occur when the incident wave front, 
hitting the Earth’s surface at the local incidence angle, interact with the terrain slope. In regions 
a) b) 
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where there are significant terrain disparities the SAR signal experiences distortion of the wave 
signal and therefore introduces errors when acquiring an image. These distortions are termed 
terrain distortions. Radar foreshortening (Figure 2.2) and layover (Figure 2.3) are two 
consequences which result from terrain distortions. 
Radar foreshortening is depicted by Figure 2.2. When the emitted radar signal interacts with 
steep terrain (e.g. a mountain) and the signal reaches the base of a tall feature before it does the 
top, foreshortening will occur.  
 
        Source: Natural Resources Canada (2015) 
Figure 2.2   Radar foreshortening 
 
This foreshortening is as a result of the radar measuring distance in slant-range. In slant-range 
the slope (A to B) will appear to be shortened and the actual length of the slope is incorrectly 
represented (A' to B'). The degree to which these measurements are incorrectly represented are 
dependent on the angle of incidence in relation to the terrain. Figure 2.2 shows that when the 
emitted signal is at a small angle of incidence, the bottom and the top of the slope are 
simultaneously imaged (C to D). This results in the actual slope length being represented as zero 
in slant-range geometry (C'D'). 
Radar layover (Figure 2.3) has a similar effect to that of foreshortening. It occurs when the top of 
a feature (B) is imaged before the emitted signal reaches the bottom of the feature (A). This 
results in signal from the top of the feature being returned to the radar before the signal from the 
bottom of the feature. For this reason, the top of the feature seems to lean towards the radar and 
lays over the bottom of the feature (B' to A'). The degree to which these measurements are 
incorrectly represented are dependent on the angle of incidence in relation to the terrain. The 
smaller the angle of incidence and the steeper the terrain, the greater the effects (Beaudoin et al. 
1995). 
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        Source: Natural Resources Canada (2015) 
Figure 2.3   Radar layover 
 
Beaudoin et al. (1995) concluded that the disparities in terrain that cause changes in imaging 
geometry can account for an error up to five decibels (5 dB) in a measured backscatter value. 
The error can greatly effect quantitative image analysis, resulting in uncertainties when 
retrieving biophysical parameters from SAR data. Geocoding and Radiometric calibration 
(Section 2.2.1.2) of the image account for these distortions by correctly repositioning pixels to 
the true image location based on a reference grid (Loew & Mauser 2007; Choo, Chan & Koo 
2012). Loew and Mauser (2007) cite the correction of these distortions, for multi-temporal 
studies, as imperative in order to form consistent reference images. 
2.2.1.2 Radiometric calibration 
The advancements in SAR sensors has increased the importance of calibration, and it is now 
considered the norm as the use of SAR for quantitative and comparative analysis requires images 
to be calibrated (Freeman 1992).  
Radar sensors measure the ratio between the power of the pulse transmitted and that of the echo 
received. This allows for the estimation of the power incident on the ground and the power 
scattered back towards the radar antenna (Kellndorfer & Pierce 1998). Backscatter coefficients 
are calculated by normalizing the calculated backscatter by a standard area.  The backscatter 
coefficient (“sigma nought”) is a normalised value that represents the strength of the radar return 
signal (Loew & Mauser 2007). Loew and Mauser (2007) found that backscatter coefficients are 
more stable after normalisation and do not show excessive amounts of variation with change in 
radar incidence angle. The normalisation of backscatter coefficients allows for images in a multi-
temporal dataset to be compared to each other. For this reason, radiometric calibration has to 
occur in order for multi-temporal SAR images to be compared to each other for analysis (Loew 
& Mauser 2007). 
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2.2.1.3 SAR filtering 
A common anomaly present in coherent imaging systems is speckle noise. This noise is more 
prominent in SAR imagery than in optical remotely sensed images. This undesirable effect 
causes a pixel-to-pixel variation in intensities and is as a result of random interference between 
the coherent returns (McCandless & Jackson 2014). The noise appears as a grainy “salt and 
pepper” effect on an image, and is as a result of constructive and destructive interference of the 
transmitted signal by different scatterers and degrades both segmentation and classification 
accuracy (Lee, Grunes & de Grandi 1999; Lee et al. 2009). When using fully polarimetric data, 
filtering is required for accurate interpretation and extraction of polarimetric information (Lee et 
al. 2015). 
There are two levels of filtering, the first occurs during image formation and is known as multi-
looking, and the second, speckle filtering, is performed post image formation (Gagnon & Jouan 
1997). Multi-look filtering averages together several independent images or “looks” of different 
portions of the available azimuth spectral bandwidth, or different polarization states of the same 
area during image formation (Lillesand et al. 2014). Lee et al. (2008) found that neglecting this 
filtering will result in deriving biased and unusable radar parameters, such as entropy, alpha and 
anisotropy. 
There are two common approaches to speckle reduction following image formation. The most 
frequently used approach is accomplished in the spatial domain, where noise is removed by 
averaging or statistically manipulating the values of neighbouring pixels (Hervet et al. 1998). 
Many spatial filters, which aim to effectively reduce speckle in radar images without eliminating 
the fine details, have been devised, namely the Lee Filter (Lee 1980), the Frost Filter and (Frost 
et al. 1981) and the popular Lee Sigma Filter (Lee 1983). The Lee Sigma Filter (Lee 1983) does 
not require extensive processing resources, however, Lee et al. (2009) found that the filter fails to 
retain mean values of pixels, as well as outputting dark unfiltered pixels. Another adaptive 
speckle filter, the Boxcar Filter, displays the same properties as the Lee Sigma Filter, in that it 
degrades image quality and does not retain polarimetric properties (Lee, Grunes & de Grandi 
1999). 
A spatial filter proposed by Lee, Grunes & de Grandi (1999), known as the Refined Lee Filter, 
improved on the previously mentioned Lee Filter by identifying cells that contain noise and 
using a neighbourhood of eight cells to assign a filtered value to this cell.  In doing so a more 
accurate filtering method is applied. This filter effectively preserves polarimetric information and 
subtle details (Qi et al. 2012). 
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As stated in literature, it is important to apply a polarimetric speckle filter prior to analysis in 
order to achieve reliable results. This is outlined by Ban and Wu (2005) who performed a study 
using SAR C-band to compare filtered and unfiltered images for land cover classification. They 
found that overall accuracies improved by over 40% just by spatially filtering the images. Very 
little investigation has been done into comparing the levels of accuracy each filter is able to 
achieve, as well as investigating various parameters within the filters, such as window size and 
number of looks. 
2.2.2 SAR backscatter 
A SAR system records the echo received from a transmitted electromagnetic signal. The received 
echo is in the form of intensity per pixel. The intensity values are converted to a physical 
quantity known as the backscattering coefficient. Backscatter coefficients are calculated by 
normalizing the calculated backscatter by a standard area (Loew & Mauser 2007). The 
backscattering coefficient, also known as the normalised radar cross-section, is measured in 
decibel (dB) units and is calculated using the radar equation.  
2.2.2.1 Factors affecting SAR backscatter  
Baghdadi et al. (2008) state that the nature of the received microwave signal, or backscatter, is a 
function of the combination of radar parameters and properties of the earth surface objects. The 
radar parameters include frequency, polarization and incidence angle. Backscatter for a target on 
the earth’s surface at a particular wavelength will vary depending on topography, the size of the 
scatterers and the dielectric properties which relate to moisture content.  
Frequency - The frequency of a SAR system defines the wavelength at which the system 
operates. The microwave region of the electromagnetic spectrum is divided into bands and these 
are used for acquisition of SAR data. The most common bands used for commercial applications 
and research are L-, C- and X-bands. In general microwaves are sensitive to features which are 
of similar size to that of the wavelength, while smaller objects appear transparent (Rosenqvist et 
al. 2007). The applications of SAR are dependent on the frequency. The longer wavelength, L-
band, has a relatively high penetration depth into vegetation and soil compared to that C- and of 
X-band sensors (Suga & Konishi 2008; Inoue & Sakaiya 2013). These penetrative abilities are 
shown to be inappropriate for estimating crop biomass as displayed by Baghdadi et al. (2009), 
who showed that C-band is better for determining differences in crop type between low biomass 
crops. 
C-band with polarimetric capabilities can estimate the phenological stage without any 
supplemental information (Lopez-Sanchez et al 2014). C-band data has also shown the ability to 
Stellenbosch University  https://scholar.sun.ac.za
 19 
differentiate between different crop types (Baghdadi et al 2009). Other studies have assessed the 
capability of C-band backscatter to assess biophysical variables in paddy rice, revealing that C-
band backscatter is highly affected by the leaf structure of the plant and for this reason can be 
compared to Normalized Difference Vegetation Indices derived from optical data (Inoue, 
Sakaiya & Wang 2014). These studies indicate the importance of selecting the appropriate SAR 
sensor and wavelength for a specific application. 
Incidence angle – The incidence angle at which the sensor illuminates the target object is an 
important configuration of the SAR sensor especially for the effective monitoring of agriculture. 
Steeper incidence angles have proven to display higher backscatter intensities, while shallower 
incidence angles show more interaction with vegetation and less influence from soil roughness 
and moisture (Moran et al. 1998). 
McNairn and Brisco (2004) conducted a study to assess the performance of C-band polarimetric 
SAR for an agricultural application. Conclusions relating to incidence angle revealed that at a 
steep incidence angle, backscatter intensities are higher, and horizontally polarised waves 
penetrate the vegetation canopy to a greater extent than vertically polarized waves. Cable et al. 
(2014) support this by stating that the varying incidence angles cause large differences in 
responses found in the VV and HH bands and found there to be an inverse relationship between 
incidence angle and backscatter intensity.  
O'Grady, Leblanc and Gillieson (2011) assessed the relationship of C-band radar backscatter 
with the angle of incidence. They concluded that a change in incidence angle results in a change 
in backscatter intensity, this change is based on the structural and dielectric properties of the 
target object, thereby indicating that the incidence angle is an important factor to consider when 
deciding on imagery to use for operational and commercial use. 
Polarisation - Electromagnetic waves are transverse in nature, which allows the waves to exhibit 
polarisation. Single polarisation refers to a single fixed polarisation antenna for both 
electromagnetic wave transmission and reception, e.g. transmit a horizontally (H) polarised wave 
and receive a horizontally (H) polarised wave, thus an HH system.  
Extending on this, a fully polarimetric SAR system contains all four variations of transmitted and 
received polarizations, HH, HV, VH and VV. Polarimetric radar data can provide much more 
detailed information about the surface geometry, terrain cover, and subsurface discontinuities 
than backscatter intensity alone (Elachi et al. 1990). Each of these polarisations is sensitive to the 
characteristics and properties associated with the earth’s surface objects, posing PolSAR as a 
powerful tool for the identification and extraction of earth surface objects (Kourgli et al. 2010). 
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Lopez-Sanchez, Cloude and Ballester-Berman (2014) investigated the polarimetric response of 
rice fields and, using these, were able to develop a classification system which achieved a 96% 
accuracy in retrieving crop phenology. In this identifying fully polarimetric SAR as a tool for 
agricultural monitoring as it has the ability to yield information about the dielectric properties, 
shape and orientation of the plant. 
The different polarisations and combinations thereof each have their own benefits when using 
fully polarimetric SAR data. Vertically orientated waves (VV) show large amounts of interaction 
with vertical structures such as stems. The cross-polarisation (HV and VH) channels have 
however shown to be more effective in agricultural mapping (Baghdadi et al. 2009). This is as a 
result of broadleaf vegetation causing multiple-bounce scattering, resulting in some complete 
depolarisation of the wave (Srivastava et al. 2009). Consequently, to obtain more accurate crop 
maps or to monitor crop productivity, preference should be given to HV-polarised images. 
Dual polarimetric SAR systems generally exclude one of the transmitted polarisations. Hereby 
excluding either an H or V polarisation when transmitting a signal. These systems do however 
receive both H and V backscattered polarizations, therefore recording half of the full scattering 
matrix, either HH-HV or VV-VH, if the transmitting polarisation remains the same (Ainsworth, 
Kelly & Lee 2009). 
With the advancement in SAR technology the spatial resolutions of the sensors are becoming 
finer and the conventional single-polarization mode is moving towards dual or full polarimetric 
modes. Comparison studies have been conducted between fully polarimetric datasets and dual 
polarimetric datasets, in order to understand the additional information presented by fully 
polarimetric datasets (Ainsworth, Kelly & Lee 2009; Furtado, Silva & Nova 2016). Findings 
from these studies reveal that in both cases the fully polarimetric datasets performed better in 
image classification. 
2.2.3 SAR data structure 
The main data formats for describing the fully polarimetric signal are the scattering matrix, the 
covariance matrix and the coherency matrix. 
The coherent Scattering matrix (Equation 2.1) incorporates both the polarimetric and the 
electromagnetic properties of an object. Four coefficients are defined in the matrix, one for each 
of backscatter channels (HH, HV, VH, and VV).  
 
            (2.1) 
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The incoherent coherency matrix (Equation 2.2) is constructed from a three-element unitary 
target vector and is derived as a second order statistics from the scattering matrix (POLSAR Pro 
v5.0.3).  
 (2.2)  
 
 
The information contained in the covariance (Equation 2.3) and coherency matrices is identical. 
However, because the forms of the matrices are different, the expressions yielded from the 
decomposed powers are different (Yamaguchi, Yajima & Yamada 2006).  
 
(2.3)  
 
 
 
The earth objects under observation are dynamically changing due to spatial and temporal 
differences between acquisitions. Due to the dynamic spatial and temporal nature of these 
targets, it is important to analyse the variations based on second order moments which can be 
extracted from the coherency or covariance matrices. From these matrices, it is possible to derive 
a wide set of polarimetric observables (Lee & Pottier 2009). 
Coherent decompositions are based on the scattering matrix and are said to be best suited for 
characterizing earth objects that are considered pure targets, the incident and the scattered waves 
are completely polarized waves (Turker & Rao 2011). 
2.2.4 SAR decompositions 
Following the pre-processing of the SAR data, it is possible to extract radar observables and 
polarimetric decompositions which can be used to derive physical information from the observed 
scattering of microwaves by surface and volume structures (Cloud & Pottier 1996). The 
polarimetric decompositions are aimed at separating polarimetric measurements into independent 
elements which can be related to the various physical scattering mechanisms occurring on the 
ground (Cable et al. 2014; Qi et al. 2012). Various mathematical and physical models have been 
developed for extracting target information from the raw SAR data. The decompositions are 
broadly classified into two categories- coherent and incoherent decompositions. 
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The objective of the coherent decompositions is to express the scattering matrix (Equation 2.1) 
measured by the radar as the combination of the scattering responses of simpler objects. The 
scattering matrix can characterise the scattering process produced by a given target, and therefore 
the target itself (Turker & Rao 2011). Examples of coherent decompositions are Freeman-
Durden (1998) and Cloude and Pottier (1996) decompositions. Freeman & Durden (1998) 
proposed a scattering model in which the covariance matrix, representing the polarimetric SAR 
data, can be decomposed into a three-component scattering model. The scattering mechanisms 
are represented by surface scattering, double bounce scattering and volume scattering (Zhang et 
al 2008). Cloude and Pottier (1996) developed a decomposition which extracts three parameters, 
H, A, and α. Entropy (H) portrays the degree of randomness or statistical disorder for a scattering 
mechanism. With an increase in value of H, there is increase in depolarisation of the target and 
there is no longer a single dominant scattering mechanism (Cloude & Pottier 1996). Anisotropy 
(A) is used to interpret the relative importance of the second scattering mechanism to the third. 
Hereby identifying if there is a third scattering mechanism or if the second is the only other 
important mechanism present. The angle α provides information about the scattering mechanism, 
relating to single-bounce, double-bounce, and volume scattering, represented by the eigenvectors 
(Cloud & Pottier 1997). The coherent target decomposition is useful if only one dominant target 
component is expected, and the other components are provided in support for constructing a 
suitable basis for the whole space of targets (Lee & Pottier 2009).  
Incoherent decompositions represent a real-world situation where the scattering matrix 
corresponds to a complex coherent target. The covariance matrix and the coherency matrix, 
which are second order polarimetric representations, are needed to characterise distributed 
scatterers. An easier physical interpretation of the targets can be presented by deconstructing the 
matrices as the combination of second order descriptors corresponding to simpler objects 
(POLSAR Pro v4.2.0). Examples are the Van Zyl (1989) and Yamaguchi (2006) 
decompositions. The decomposition theorem proposed by Van Zyl (1989), classifies each pixel 
in an image based on the polarization properties. The pixels are placed into classes representing 
volume scattering, double-bounce scattering and surface or single-bounce scattering. Extending 
on the three-component decomposition proposed by Krogager (1990), Yamaguchi et al (2005) 
added a fourth component to the decomposition. A scattering model now represented by surface 
scattering, double bounce scattering, volume scattering and a fourth helix component. This helix 
scattering term is added to take account of the correlations of polarisations which generally 
appear in complex urban areas. 
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Alberga, Satalino & Staykova (2008) performed a study of land cover classification in order to 
make inferences about the ability of coherent and incoherent decompositions for classification. 
Their results revealed that the Freeman Durden decomposition shows great ability in land cover 
classification, however, a limited dataset was used and they could place no validity on the 
results. This was further supported by Turkar and Rao (2011) when comparing classifications 
based on different decompositions. They concluded that the Van Zyl decomposition was able to 
produce superior classification accuracy to the other decompositions, however when all the 
features across all decompositions were used for classification, volume scattering from the Van 
Zyl and Freeman-Durden decompositions contributed the most to the overall accuracy. 
2.3 IMAGE CLASSIFICATION USING SAR  
Image classification is the process of grouping all pixels or objects of similar spectral and spatial 
information into categories. These categories are, as in the case of this study, generally real-
world objects. Image classification makes use of pre-processed imagery. Using the pre-processed 
imagery, a pixel or object-based classification approach can be selected.  The classification 
approach selected may require segmentation of the image followed by feature selection or 
dimensionality reduction. It is then required to selected the appropriate classifier for the dataset 
and project requirements.  
2.3.1 Object vs pixel based classifications  
Traditionally, pixel-based classifications were employed for land cover classification. However, 
these classification techniques have shortcomings when high resolution imagery is used. In 
pixel-based classification, each individual pixel is classified as a particular land cover type. An 
increase in spatial resolution results in an increase in sub-class elements. The increase in these 
sub-class elements leads to great spectral variability within classes, creating confusion when 
aiming to separate spectrally mixed land cover types (Wang, Sousa & Gong 2004). With the 
recent advancements in sensor development and improvement in spatial resolution, there has 
been a shift in methods used for classification. The evolution of these classification algorithms, 
has led to a new image analysis approach being developed. An alternative solution, object-based 
image (OBIA) classification, makes use of incorporating information on the spatial 
neighbourhood properties into the classification process (Shaban & Dikshit 2001). Object-based 
image analysis has provided a more efficient method for classification compared to that of pixel-
based approaches. The emergence of this concept has allowed for a link between spatial concepts 
in multi-scale landscape analysis (Wu & David, 2002). 
Stellenbosch University  https://scholar.sun.ac.za
 24 
The efficiency of an object-based method was demonstrated by Myint et al. (2011), who 
investigated how pixel-based approaches perform compared to object-based approaches when 
classifying urban land cover. The spectral information alone, using the pixel-based approach, 
was able to reach an overall accuracy of 63.33%. The object-based approach proved far superior 
in the classification of urban land cover producing an overall accuracy of 90.40%. The 
superiority of object-based image classification techniques was further demonstrated in an 
agricultural context by Duro, Franklin and Dube (2012). They made use of selected machine 
learning algorithms to classify agricultural landscapes. Findings from the study indicate a 
significant difference in classification accuracy between the two approaches. When using the 
SVM classifier, the accuracy of the object-based method (95%) improved on that of the pixel-
based method (89%) by 6%.   
There has been extensive research to show the superiority of object-based image classification, 
however there are shortcomings when using the technique and these are identified by Myburgh 
and Van Niekerk (2014). The conclusion drawn from their results indicate that object-based 
classification techniques introduce large data dimensionality which results from the added 
features that can be derived when using object-based image analysis. This will result in increased 
processing time and can potentially lower classification accuracy (Myburgh & Van Niekerk 
2014). 
Based on the results presented by the above-analysed literature, this study makes use of an 
object-based image classification approach. The large data dimensionality associated with this 
approach requires that feature reduction techniques be employed prior to classification. 
2.3.2 Feature selection 
The large amount of features which can be created when using object-based image classification 
introduces a high data dimensionality (Rodriguez-Galiano et al. 2011). This high data 
dimensionality is as a result of elements, or features, that can be derived from objects. The 
elements associated with SAR data can be derived from the backscatter bands as well as the 
polarimetric decompositions (Chen, Chen & Lee 2003).  
The large dimensionalities associated with the data pose challenge for users, as many 
classification algorithms have difficulty in dealing with the large number of input features (Duro, 
Franklin & Dube 2012). The use too many features can also lead to the “curse of 
dimensionality”, where classifiers are over-trained, resulting in poor classification accuracies and 
poor models that are not representative of the real world. The effective use of classification 
algorithms requires a subset of the data to be used. Feature selection or reduction has become an 
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indispensable component of the machine learning process (Kumar & Minz 2014). Feature 
selection removes redundant and irrelevant features from the feature dataset, with the aim of 
improving classification accuracy and reducing computational requirements. 
In remote sensing, feature reduction methods can form part of two broad categories. The first 
includes feature reduction methods known as wrappers. These methods are embedded within the 
classifier, meaning that the features selected are only suitable for classification performed by the 
classifier itself. Two examples of this are; Classification and Regression Trees (CART) (Chubey, 
Franklin & Wulder 2006; Laliberte et al. 2012; Yu et al. 2006) and Random Forests (RF) 
(Rodriguez-Galiano et al. 2011), which have both been applied extensively in feature reduction 
for object-based image classification. The feature reduction technique used in this study is, 
however, of a filter nature. This means the methods used produce subset of the data that can be 
used for image classification across all classifiers. These methods include Exploratory Factor 
Analysis (EFA) and Analysis of Variance (ANOVA).  
EFA is used by researchers who are uncertain of how variables will operate. EFA aims to 
describe the variability among observed variables in terms of a reduced number of unobserved 
variables know as factors. Linear combinations of these factors are used to model the observed 
variable, thereby estimating how much of the variability in the data was as a result of the 
common factors (Matsunaga 2010). ANOVA is used to determine whether there are any 
significant differences between the means of two or more independent groups (Kayzoglu & 
Mather 2002). 
This study made use of a combination of the latter two feature reduction methods, in a multi-
tiered featured selection technique that has not been applied in the realm of remote sensing as yet 
and for this reason literature relating to the topic is scarce. 
2.3.3 Classification algorithms 
After feature reduction, a subset of the original dataset remains for use in image classification. 
The purpose of the classification process is to group all pixels or objects of similar spectral and 
spatial information into categories. These categories are representative of land cover classes or 
themes on the ground. Classification is used in order to produce thematic maps of these land 
cover classes and display them with a unique label (Lillesand & Kiefer 2014). When classifying, 
there are two main techniques that can be considered for use: unsupervised classification and 
supervised classification (Lee, Grunes & De Grandi 1999). Unsupervised classification is based 
on grouping pixels with similar properties. There is little interaction with a user and the user will 
only enter the number of classes to be generated. With this information, the algorithm generates 
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clusters. Unsupervised methods are not processing intensive. A major disadvantage is that the 
spectral classes do not always correspond to informational classes. Another disadvantage is that 
spectral classes tend to change over time and thus class information is not transferable (Lee, 
Grunes & Pottier 2001). Literature identifies supervised machine learning algorithms as 
becoming more popular to use for image classification as they are able to handle large amounts 
of complex data for training and classification (Rodriguez-Galiano et al. 2012).  Further research 
into machine learning classification algorithms has greatly contributed to the development of 
land cover classification accuracy and the effectiveness of land cover maps (Foody, 2002). 
The increased application and results achieved using supervised machine learning algorithms has 
led to supervised classification being used in this study, however Shang et al. (2009) indicates 
that when choosing a classifier, it is important to consider data requirements, availability of 
training data, and computation requirements associated with the classifier. 
Supervised machine learning classifiers are discussed widely in literature. Five common 
supervised classifiers were identified and are discussed below. 
Nearest Neighbour (NN) - When using the Nearest Neighbour classifier, a pixel or object is 
classified by calculating the distance to the nearest training case. The class assigned to the 
training case is then assigned the object or pixel. K-Nearest Neighbour (KNN) extends on this by 
taking the K nearest points and assigning the class based on the majority of points (Fix and 
Hodges 1951). The KNN classifier requires the tuning of only one free parameter and the 
classifier is not parametric. Therefore, no statistical distribution of the data is assumed (Cover & 
Hart 1967). Melgani and Bruzzone (2004) compared supervised classification accuracy using 
hyperspectral imagery. The results show that the KNN classifier was able to successfully classify 
the data with an overall accuracy of 83.94%, though KNN was outperformed by SVM in this 
study. The KNN is not commonly applied in literature as the more advanced classifiers often 
outperform the simple KNN classifier. 
Maximum Likelihood (ML) - The Maximum Likelihood classifier is commonly used for 
classification of remotely sensed images. It is a parametric classifier, which calculates the mean, 
variance and covariance of the training data and uses it to form a distribution of each class 
(Albert 2002). Otukei, Blascke and Collins (2014) made use of the ML classifier in order to 
assess the potential of TerraSAR-X and ALOS PALSAR data for land cover mapping. The 
classifier achieved an accuracy of 43.9% and 86% for the TerraSAR-X and ALOS PALSAR data 
respectively. The poor performance of the classifier for the TerraSAR-X data, is in line with Ma 
et al. (2013) who do not recommend using the ML classifier for SAR imagery. Another 
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disadvantage of this classifier, as found by Myburgh and van Niekerk (2014), is that it is unable 
to perform under high dimensionality conditions. 
Support Vector Machines (SVM) - Support Vector Machines classifiers were developed as a 
binary classifier, based on statistical learning theory and structural risk minimisation (Vapnik 
1995). The classifier aims to separate two or more classes with the use of an optimal separating 
hyperplane. The separation of multiple classes is automated through the implementation of a 
kernel function (Mountrakis, Im & Ogole 2011). SVM’s have recently been implemented for 
image classification in remote sensing due to their superior classification accuracies and ability 
to handle large data input (Melgani & Bruzzone 2004; Foody, 2002).  In addition to the 
advantages mentioned, SVM’s have been found to produce higher classification accuracies when 
compared to other classifiers such as ML and Artificial Neural Networks (Melgani & Bruzzone 
2004; Mountrakis, Im & Ogole 2011). The superior accuracy levels and other mentioned 
advantages are demonstrated by Rumpf et al. (2010) in an agricultural context. They aimed to 
develop an automated method, using nine spectral vegetation indices, for plant disease detection 
using hyperspectral reflectance data. The SVM classifier was able to discriminate between 
healthy and diseased leaves with an accuracy of 97% and multiple classifications between 
healthy leaves and leaves with symptoms of three separate diseases achieved an accuracy of 
86%. Despite superior classification accuracy, SVM can be poses a disadvantage with extended 
processing times (Chan, Laporte & Defries 2003). 
Decision Trees (DT) - Decision Trees for identification and classification of objects was first 
reported by Hunt, Marin and Stone (1996). Since then DT classifiers have shown great potential 
for land cover classification using remotely sensed data (Friedl & Brodley 1997; Sharma, Gosh 
& Joshi 2013; Chasmer et al. 2014). Essentially a DT classifier evaluates a set of variables, 
identifies which of these variables are most important and then produces a set of trees which best 
separate the data into the respective classes (Quinlan 1987). DT classifiers are high variance 
classifiers, meaning that they are sensitive to the precise spatial distribution of samples and if 
training data is limited, the classifier can fit to noise (Chasmer et al. 2014). DT classifiers are, 
however, easy to run, they show fast prediction capabilities, perform variable selection implicitly 
and have shown to achieve high levels of accuracy when used for classifying imagery (Friedl & 
Brodley 1997; Lillesand, Kiefer & Chipman 2014).  
Friedl and Brodley (1997) reported that DT classifiers were superior in classification of land 
cover when compared to both maximum likelihood and linear discriminant function classifiers. 
This was supported in literature by Sharma, Gosh and Joshi (2013) who, when using DT, ML 
and an unsupervised ISODATA clustering method to classify land cover types within the zone of 
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discontinuous permafrost, found that the DT classifier (90%) far outperformed both the ML 
(76.67%) and ISODATA (57.5%) classifiers. 
Random Trees (RT) - One of the most recent classification algorithms proposed is the Random 
Trees classifier (Ho 1995). The RT classifier makes use of the same method as decision trees, 
but uses the best split of input features at every division of the decision tree (Rodriguez-Galiano 
et al. 2011). The classifier then iteratively creates decisions trees using the best split (Rodriguez-
Galiano et al. 2011). This growth of the decision trees allows for the classifier to select the most 
popular class for a selected split (Pal 2005). This has proved to produce significant increases in 
land cover classification accuracy (Breiman 2001; Pal 2005; Rodriguez-Galiano et al. 2012). 
Pal (2005) compared the land cover classification accuracies achieved by a RT, with that 
achieved by a SVM method. His results indicate that the RT classifier was able to perform 
equally as well as the SVM’s. He also cited that the RT classifier requires less user defined 
parameters, can handle categorical data and data with missing values. The implicit feature 
selection performed by RT classifiers, provides a feature importance index which can be used for 
further feature selection (Waske & Braun 2009). The application of RT’s to SAR data was 
investigated by Du et al. (2015), who made use of SVM’s, RT and a variation of RT, Rotation 
Forest. The study concluded that the RT classifier outperformed the SVM classifier achieving an 
overall accuracy of 83.8%. While the Rotation Forests improved on this accuracy the RT 
classifier was time and computationally efficient and was therefore cited as superior. 
The use of these classification algorithms for agricultural classification using SAR imagery is 
discussed in Section 2.5.4. The following section introduces Shewhart individual control charts 
and review literature on these charts. 
2.4 SHEWHART INDIVIDUAL CONTROL CHARTS 
The use of control charts as a tool for monitoring the quality of a process, is regarded as a 
powerful monitoring tool due to the statistical nature of the monitoring. Applying a statistical 
control procedure is an important factor in a system of quality control.  One of these procedures 
which is widely used and recognised is the Shewhart individual control charts. 
Traditionally, the method, proposed by Walter Shewhart in the 1920s, was used in controlling 
the variance in manufacturing processes and became known as the Shewhart individual control 
chart (Shewhart 1931). The use of the chart in manufacturing processes aims to minimise costs 
associated with inspections and rejections, which aids in maintaining quality at a satisfactory and 
cost-reduced standard (Hotelling 1932). The chart is based on the moving range (MR) of a 
process. The moving range is described as the difference or ratio from one measurement to the 
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next. The moving range, and a fixed multiple of the standard deviation of measurements relating 
to the process, is used in the calculation of control limits, or bands defining a region on the chart 
which all measured points should fall into. These control limits decided whether or not a process 
is in or out of control. When a measurement falls outside of these limits, an investigation into the 
manufacturing conditions is needed (Hainline & Thiers 1981). 
Figure 2.4 shows an example of a Shewhart individual control chart based on the moving range 
between recorded values in a production process. The mean values of the production process are 
depicted by the line labelled CL and he control limits (UCL and LCL) indicate the range in 
which the process operates while it is in control. 
 
          Source: Penfield (2010) 
Figure 2.4   Shewhart individual control chart for a manufacturing process.  
More recently Shewhart individual control charts have been widely applied in the field of 
medicine and health science (Schuh & Canham-Chervak 2014; Sood et al. 2014; Godfrey, Russel 
& Betz-Stablein 2016). Sood et al. (2014) used statistical quality control in order to monitor the 
safety of a patient during the learning phase of robotic kidney transplantation (RKT). They 
concluded that Shewhart individual control charts can be used for post-transplant graft function 
and measures of surgical process. The control chart was also used by Godfrey, Russel and Betz-
Stablein (2016) for automatic monitoring of kidney function of patients, a breach in the control 
limits resulted in the patient needing attention. The study was successful in reducing the 
workload of medical practitioners who were unnecessarily attending to healthy patients. The use 
of Shewhart individual control has also been used for statistical monitoring of manufacturing 
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processes (Aliverdi, Naeni & Salehipour 2013; Biswas, Masud & Kabir 2015). Biswas, Masud 
and Kabir (2015) collected data for six months within a weaving mill, the data related to four 
characteristics associated with thread bales. They used measurements of each of these four 
characteristics in order to construct standards, or ideals, for the quality of each thread bale. The 
results achieved aided in improving the quality of the thread bales produced by the weaving mill. 
The use of Shewhart individual control charts have been widely applied for statistical monitoring 
of a process. However, the chart has not been used in the realm of remote sensing and therefore 
has been identified to be used in this study for sugarcane harvest monitoring using SAR. The 
chart serves the purpose of monitoring a process and identifies any anomalies in the process. The 
anomaly in the case of this study will be a harvested crop. 
2.5 SYNTHETIC APERTURE RADAR APPLICATIONS IN AGRICULTURE 
With the advancements in SAR instruments in recent years, the data and products produced from 
it relating to SAR, is expanding at a rapid rate. This expansion, coupled with the ability of the 
radar sensors to acquire imagery independent of weather and daylight, has resulted in SAR data 
being used in a variety of applications. SAR, with the development of interferometry, has been 
widely applied in geological fields to produce maps showing surface deformation or elevation 
(Monserrat, Crosetto & Luzi 2014). Another field where SAR is deemed as a suitable tool for 
analysis is forestry as the  microwave wavelengths associated with SAR allow for penetration of 
forest vegetation (Thapa et al. 2013; Minh et al. 2014; Kellndorfer et al. 2014). Urban 
monitoring applications using SAR (Scmitt & Stilla 2014) have been widely employed with the 
development of polarimetric decompositions. Another important application of SAR has been in 
the field of oceanography. One of the most important applications of SAR has been in the 
military. Potential military applications include detection and recognition of military vehicles 
beneath a canopy, detection and recognition of complex urban structures, detection of tall 
obstructions that could prove hazardous to low flying air vehicles, and detection and recognition 
of moving targets (El-Darymli et al. 2013).  
This study focuses on the use of SAR for agriculture. A review of the literature relating to SAR 
and agriculture is provided in section 2.5.1. 
2.5.1 General SAR in agriculture 
The use of Synthetic Aperture Radar (SAR) data for land cover information extraction, more 
specifically for agriculture, was implemented at a far later stage than optical RS data (Mahmoud 
et al. 2011). Using SAR data for agricultural monitoring applications provides an advantage over 
optical imagery in that SAR possesses the ability to acquire imagery with large spatial and 
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temporal variability regardless of atmospheric conditions (McNairn et al. 2002) and is thus able 
to produce complete consistent datasets. This comes as a result of the penetrative abilities of the 
wavelength related to the microwave region of the electromagnetic spectrum.  The vector nature, 
comprised of phase and amplitude, of these electromagnetic waves can also be taken into 
account as they provide scattering information for discerning and identifying Earth objects 
(Alberga 2007). The nature of agriculture requires images to be acquired frequently enough in 
order to monitor important crop growth stages (Karjalainen, Kaartinen & Hyyppä 2008). 
Suga & Konishi (2008) demonstrated the effect of using different frequencies with the use of a 
multi-frequency rice crop monitoring study. They concluded that L-band data penetrated further 
into the rice plant as opposed to shorter wavelengths (X-band) which interacted with the grain 
water content of the plant. This was further supported by Inoue and Sakaiya (2013) who 
concluded that, due to X-band interaction with the rice grain rather than the actual plant 
structure, X-band data can be used to determine the assessment of rice grain yield. Koppe et al. 
(2013) made use of multi-temporal TerraSAR-X data for the monitoring of rice crops in Sanjiang 
Plain in Northeast China. Their results show that there is a strong correlation between the VV 
polarimetric channel and the plant stem early in the plant growth stage; however, this correlation 
reduces as the leaf structure of the plant develops. They concluded that X-band data is useful in 
the monitoring of biomass during the early growing season; however, due to an early saturation 
level compared to longer wavelengths, it is not useful in the later growth stages of the rice plant. 
The conclusions made by Koppe et al. (2013) do not concur with those made by Inoue and 
Sakaiya (2013).  Baghdadi et al. (2008) found that the shorter X-band wavelengths can be used 
to discern between ploughed and unploughed fields. This is due to X-band being affected by the 
surface roughness based on its inability to penetrate the surface.  
The potential of SAR in monitoring soil and vegetation parameters has been investigated by 
several other authors (Wegmuller & Werner 1997; Le Hegarat-Mascle et al. 2002). These studies 
reveal that microwave backscattering is sensitive to vegetation biomass (Dobson, Pierce and 
Ulaby 1996). The scattering, attenuation, and emission of electromagnetic energy vary with crop 
type and development stage as the magnitude of backscatter received by the radar system is 
determined by the dielectric property of a target. Thus, SAR can be used to detect contrast 
among vegetation with varying dielectric properties. 
The microwave signals’ sensitivity to soil and vegetation parameters vary depending on the 
wavelength used by the sensor (Dobson, Pierce and Ulaby 1996). The shorter of the wavelengths 
used in SAR, X-band and C-band, tends to interact predominantly with the top sections of 
agricultural canopies as they display sensitivity to leaves and small branches.  L-band and P-
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band data, due to a longer wavelength, possess penetrative abilities. They are therefore able to 
penetrate the vegetation canopies and interact with the stem of plants and the soil (Baghdadi et 
al. 2008). Supporting this Dobson, Pierce and Ulaby (1986) have demonstrated that it is simpler 
to use L-band data to differentiate soil roughness classes than using X-band or C-band data in 
agriculture.  
Research into using a fully polarimetric C-band frequency sensor to estimate phenological stage 
of rice fields was conducted by Lopez-Sanchez et al. (2014). Using a simple classifier, an 
accuracy of 96% was achieved, correctly validating 44 out of 46 land parcels. C-band with 
polarimetric capabilities can estimate the phenological stage without any supplemental 
information. Lopez-Sanchez et al. (2014) concluded that L-band data should be merged with C-
band data as it possesses better ability to discriminate crop phenology in the advanced crop 
growth stage. 
In a review of the use of SAR for agricultural monitoring applications, Karjalainen, Kaartinen 
and Hyyppä (2008) devised a classification of SAR use in agricultural monitoring. The 
categories where SAR has been identified as an effective tool within the agricultural domain 
include: 
1. Mapping of yield losses;  
2. Estimation or prediction of crop yield; 
3. Assessment of the area under cultivation; 
4. Crop species interpretation; 
5. Precision farming, where maximum yield is sought with minimum fertilization; and  
6. Control of agricultural subsidies. 
2.5.2 SAR in harvest monitoring 
The use of SAR for harvest monitoring has not been extensively investigated. The studies 
conducted focus on crop monitoring rather than crop harvest monitoring. Crop monitoring 
studies can be categorised as outlined by Karjalainen, Kaartinen and Hyyppä (2008) in section 
2.5.1. Zhao et al. (2015) and Tamm et al. (2016) did however investigate the use of SAR for 
harvest monitoring specifically.  
Zhao et al. (2015) made use of RADARSAT-2 C-band polarimetric data to evaluate the 
feasibility for monitoring oilseed rape harvesting progress. Polarimetric decompositions were 
used to create polarimetric signatures in order to discrimate between harvested and unharvested 
crops. There was a significant difference observed between harvested and unharvested crops 
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when using polarimetric signatures. Zhao et al. (2015) highlight the importance of fully 
polarimetric SAR for harvest monitoring. 
Tamm et al. (2016) investigated interferometric coherence using 12-day Sentinel-1 C-band 
image pairs in relation to moving (harvesting) of agricultural grasslands. Vegetation that has not 
been mowed will show low coherence due to the standing vegetation causing decorrelation of the 
signal between image pairs (Tamm et al. 2016).  The results show that VH and VV polarisation 
coherence values increased significantly after the moving of an agricultural grassland concluding 
that use of C-band SAR repeat pass interferometric coherence for harvest detection is feasible. 
Tamm et al. (2016) recommend that future studies use Sentinel-1A and 1B 6-day image pairs for 
harvest monitoring. This will improve accuracy as the time between harvest and image 
acquisition is reduced, hereby reducing the effect of crop regrowth on harvest detection.  
2.5.3 SAR image classification in agriculture 
Image classification techniques play an important role in the analysis and interpretation of RS 
data. The classification of agricultural land is a key application of SAR satellite data. The 
identification of agricultural crops is based on the dielectric properties and structure of the crops. 
The dielectric properties govern the magnitude of microwave signal emitted and scattered from a 
target. Since crop structure and water content vary from crop to crop and between growth stages, 
it is possible to detect contrast among vegetation. The accuracy of the classification is dependent 
on the way the microwave interacts with the bio morphological structures of the plants. The use 
of SAR in monitoring agricultural areas and characterising crop practices provides the basis for 
tools for management and optimisation (Baghdadi et al. 2009).  
Crops grow at different rates and have growth periods which are not equal. In order to classify 
different cultivated areas, multi-temporal data are needed. Le Toan et al. (1997) and Ferrazzoli et 
al. (1999) identified multi-temporal SAR data as a factor which can improve the classification 
accuracy as it is mandatory to have a dataset of backscatter variations as a result of growth cycle 
variations. Limited information on land cover is available for extraction when only a single 
image is used. 
The classification of PolSAR imagery, as with optical imagery, can be conducted using both 
supervised and unsupervised methods. Classification of crops using supervised methods has been 
shown to perform well (Benz et al. 2004). This however is subject to the availability of ground 
truth data, which can become a limitation when large areas requiring large amounts of training 
data are used. Unsupervised methods allow for the automation of classification without the 
requirement of training data. However, at the end of the process, the user must interpret the 
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classes based on expert knowledge of the land use or ground observation data. Waske and Braun 
(2009) propose using ensemble classifiers, those consisting of two or more traditional classifiers 
combined, and have shown that these ensemble classifiers produce desirable results for 
classification.  
The classification of agriculture using PolSAR data has been extensively investigated and 
reported on. Airborne radar measurements have long been used as a data source for analysis. 
Prevot et al. (1993) demonstrated this by using airborne data to analyse the characteristics of 
particular vegetation canopies. Freeman et al. (1994) then went on to make use of multi-
frequency and polarimetric radar features to develop a hierarchal classifier used for classification 
of agricultural crops. Ince (2010) identified three main classes of classification algorithms for 
PolSAR data. The first is classification based on the scattering mechanisms in the data; the 
second is based on statistical properties of the data and finally, classification based on image 
processing techniques. 
Knowledge-based methods allow for the inclusion of scattering model results and local 
knowledge about the targets. These classification methods have proven to achieve desirable 
results in relation to the classification of land cover (Skriver 2001). This supplemental 
knowledge results in classification models lending themselves to varying study areas, but a 
shortfall of these methods is that the number of classes to be differentiated must be relatively 
small (Skriver 2001). Ferrazzoli et al. (1999) investigated and reported reliable classification 
with a knowledge based method using experimental and model radar data. The methodology led 
to averaging of backscatter coefficient by field. The classification worked on subdividing classes 
based on polarimetric properties. These subclasses were further divided based on supplemental 
knowledge about the targets. Validation by model estimated parameters allowed for reliable 
criteria of class selection.  
A pixel-based classification approach for SAR has been implemented more commonly in 
literature than an object-based approach. However, limitations associated with pixel-based 
approaches have led to research being conducted using object-based approaches (Li et al. 2008; 
Qi et al. 2012). The advantages of using an object-based approach are outlined by Benz et al. 
(2004). These include obtaining additional information relating to spatial and textural properties 
of the data which aids in improving image classification accuracy.  
An object-based image classification approach for SAR image analysis was proposed and 
investigated by Qi et al. (2012). The approach integrated polarimetric decompositions and 
decision tree algorithms. As a result of the features which can be extracted from the object-based 
approach, many features are created and it is vital to choose the correct features to determine the 
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class of each image object. The decision tree was used to identify these features and to reduce 
data dimensionality. The use of a decision tree classifier produced an accuracy of 89.34%, which 
was a vast improvement on the traditional Wishart classifier (79.36%). The methodology 
implemented by Qi et al. (2012) is suitable for PolSAR image classification.  
Ainsworth, Kelly and Lee (2009), made use of the Wishart maximum likelihood classifier in 
order to assess the difference in classification accuracies between dual polarimetric and fully 
polarimetric datasets. The classification was performed across multiple crop types The results 
indicate that the fully polarimetric dataset produced results far superior than the dual polarimetric 
dataset (81.1% as opposed to 59.1%). These results are in agreement with Lopez-Sanchez, 
Cloude and Ballester-Berman (2014) who identified fully polarimetric datasets as a tool for 
agricultural monitoring. Furtado, Silva and Nova (2016), conducted research aiming to assess 
whether fully polarimetric C-band SAR data is more efficient than dual polarimetric C-band data 
when mapping flood plain vegetation types. Conclusions from the study confirm that fully 
polarimetric data are more efficient than dual polarimetric data in mapping wetland land cover 
types.  
The general consensus from literature indicates a strong trend towards using fully polarimetric 
data as opposed to dual polarimetric data for land cover classification. 
2.5.4 SAR in sugarcane monitoring 
The use of remote sensing in the mapping and monitoring of sugarcane provides a solution to the 
labour intensive, time-consuming and costly practices associated with manual crop monitoring. 
RS is the ideal solution for the vast acreages associated with agriculture as it provides adequate 
coverage with high spatial resolution. Research into developing methods and techniques for 
sugarcane crop mapping and monitoring has slowly developed; however, there is still much 
room for the topic to be investigated. 
Optical imagery was more feasible to acquire and implemented far earlier than SAR data for 
agricultural information extraction applications. Several studies have been conducted using 
optical sensors (Almeida & Rossetto 2006; Xavier & Rudoref 2006). The first of these studies 
(Almeida & Rossetto 2006) made use of enhanced thematic mapper Plus (ETM +) and ASTER 
images for sugarcane yield forecasting in Sao Paulo, Brazil. Using historic harvest data, they 
were able to predict yield using ASTER with a 2.57% error compared to the 9% error accepted 
by factories. The second study, also conducted in Sao Paulo, Brazil, made use of Moderate 
Resolution Imaging Spectro-radiometer (MODIS) data for sugarcane crop classification. It 
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produced a desirable result in order to develop a multi‐temporal image classification procedure 
for sugarcane crops using MODIS (Xavier & Rudoref 2006). 
The commercial growth of sugarcane regularly occurs in the tropics (FAOSTATS 2016). This, 
however, provides a limitation when using optical imagery as cloud cover is pervasive in the 
tropics. SAR provides a solution for this in that it has all weather acquisition capabilities and 
does not require ambient illumination. While studies using SAR for sugarcane monitoring 
including the use of X-, C- and L-band have been conducted, the topic has not been extensively 
investigated.  
Dual polarisation C-band SAR for monitoring sugarcane growth in southern China was 
investigated by Lin et al. (2009). The ratio of HV to HH was used as a function of leaf area 
index. A method for mapping sugarcane was developed using data at two acquisition dates and 
achieved an accuracy of 78%. The accuracy achieved by Lin et al. (2009) is relatively low and 
this can be related to the small dataset of only two acquisitions (Le Toan et al. 1997; Ferrazzoli 
et al. 1999). 
The studies using  X- and L-band SAR data were conducted on Rèunion Island and are discussed 
in section 2.5.5. The use of SAR for sugarcane monitoring has not yet been extensively 
investigated in literature. A large contribution to sugarcane monitoring using SAR stems from 
Rèunion Island. 
2.5.5 Application of Remote Sensing to sugarcane on Rèunion 
Lebourgeas et al. (2010) conducted research into updating information for sugarcane planting 
and harvest monitoring on Rèunion Island using a multi temporal SPOT-5 dataset. This was done 
through the production of thematic maps showing classified harvested and unharvested 
sugarcane fields. The classification accuracy achieved (97.5%) indicates the potential remote 
sensing has to monitor the sugarcane harvest progress and planting. One of the limitations cited 
by Lebourgeas et al. (2010) is that cloud cover over Rèunion Island often hinders the acquisition 
of a complete imagery dataset. El Hajj et al. (2009) aimed to address this issue by combining a 
SPOT-5-time series with crop growth modelling and expert knowledge on Rèunion Island. The 
method designed by El Hajj et al. (2009) relied on the approximation of expert reasoning. In 
order to eliminate approximations of expert reason a complete imagery dataset is required for 
sugarcane monitoring. 
Using SAR data for agricultural monitoring applications provides an advantage over optical 
imagery in that SAR possesses the ability to acquire imagery with large spatial and temporal 
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variability regardless of atmosphere conditions (McNairn et al. 2002) and is thus able to produce 
complete consistent datasets. 
The use of SAR in sugarcane on Rèunion Island is shown by Baghdadi et al. (2009) and 
Baghdadi et al. (2010) who investigated the potential of ASAR and PALSAR in the mapping of 
harvested sugarcane crops. The findings of the study indicate that higher incidence angles were 
found to be more sensitive to mapping the harvested ﬁelds. Sugarcane interacts better with cross 
polarisations and in order to detect harvested fields, it is important that image acquisition is close 
to harvest date (Baghdadi et al. 2009). Baghdadi et al. (2010) goes on to assess the potential of 
TerraSAR-X in monitoring sugarcane growth as a complete dataset was not available for the 
previous study. The study showed high correlation between the radar signal and NDVI 
calculated from SPOT-4/5 imagery. However, X-band is not the optimal frequency to monitor 
crop growth on crops with significant biomass. 
Baghdadi et al. (2010) make suggestions for future research, highlighting the high spatial 
resolution SAR data available in the near future (TerraSAR-X, COSMO-SkyMed and 
RADARSAT-2) and the potential capabilities of such data for mapping harvested sugarcane. 
2.5.6 Key findings in literature 
The use of SAR has not been extensively applied to harvest monitoring, more specifically 
sugarcane harvest monitoring in literature. This includes the use of both dual- and fully 
polarimetric SAR datasets. Monitoring of a process using SAR imagery has been researched; 
however the results were not presented with statistical confidence. Using the Shewhart individual 
control charts to monitor the harvest of sugarcane crops is a novel approach. Mapping of the 
sugarcane harvest using a single image object based classification method has not as of yet been 
investigated and requires addressing.   
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CHAPTER 3:  MATERIALS AND METHODS 
This chapter provides an overview of the data acquisition process as well as introducing the data 
formats used in analysis. It also describes how the data was prepared for analysis. This includes 
pre-processing required for the SAR imagery used and data mining performed on the in situ 
ground validation database. The methods used for addressing Objectives 2 and 3, with 
Experiments 1 and 2 respectively, are then introduced and discussed. Experiment 1 uses 
Shewhart individual control charts for the monitoring of the sugarcane harvest status. 
Experiment 2 performs single image sugarcane harvest classification using fully polarimetric 
data and dual polarimetric data. 
3.1 DATA ACQUISTION 
This study made use of RADARSAT-2 C-band SAR imagery captured between February and 
December 2014 with a temporal resolution of 24 days. The multi-temporal dataset was captured 
in a descending orbit at an incidence angle of 37° with a spatial resolution of 11 x 9m (range x 
azimuth) and a frequency of 5.405GHz across all image acquisitions. The RADARSAT-2 sensor 
is a joint venture satellite mission between the Canadian Space Agency (CSA) and MacDonald 
Dettwiler and Associates, and all image data is sold under license. The imagery was provided by 
Surveillance de l'Environnement Assistée par Satellite pour l'Ocean Indien  (SEAS-OI), a 
satellite imaging receiving platform located on the island of La Rèunion with a contract to 
acquire and provide RADARSAT-2 data for research purposes. SEAS-OI, along with Centre de 
coopération internationale en recherche agronomique pour le dévelopement (CIRAD), are 
collaborative partners of this research and serve as providers of both the image data and in situ 
ground validation data respectively. 
A total of 13 RADARSAT-2 images comprise the imagery database as shown in Table 3.1. Upon 
inspection of the image elements and backscatter responses, CIRAD advised against the use of 
image number 12 acquired on the 13th of November 2014. Reasons for this relate to inflated 
amounts of moisture, both atmospheric and soil-based, due to high levels of rainfall. The 
sensitivity of SAR measurements to the dielectric properties of moisture had an undesirable 
effect on the backscatter coefficient, which rendered the use of the image detrimental to analysis. 
The image database was therefore reduced to 12 images (Table 3.1).  
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Table 3.1   RADARSAT-2 time series image number and acquisition date. 
Image Number Image Date Used for Analysis 
1 2014/02/22 Yes 
2 2014/03/18 Yes 
3 2014/04/11 Yes 
4 2014/05/05 Yes 
5 2014/05/29 Yes 
6 2014/06/18 Yes 
7 2014/07/16 Yes 
8 2014/08/09 Yes 
9 2014/09/02 Yes 
10 2014/09/26 Yes 
11 2014/10/20 Yes 
12 2014/11/13 No 
13 2014/12/07 Yes 
 
The field data to be used for the study required harvest status data of sugarcane fields within 
Rèunion Island. CIRAD, as collaborative partners of this research served as providers of the in-
situ ground validation database. The provided database included data for 854 sugarcane fields 
monitored by CIRAD. For each field, a unique ID, method of harvest, harvest start date and 
harvest end date were provided.  
The methods of harvested identification included: visual observation of the status of the harvest, 
harvest status information provided by GPS fitted machine-harvesters, harvest status interpreted 
from SPOT 5 optical images and harvest information provided by machine-harvesters with 
harvest status recorded by visual interpretation. The methods, along with metadata for each 
method, are summarized below in Table 3.2. 
Table 3.2   Harvest status identification method with metadata describing nature of information captured. 
Harvest Status Identification Method Metadata 
Visual Observation Heterogeneous harvest status. Approximate dates. 
GPS Fitted Machine Harvesters Homogeneous harvest status. Accurate dates. 
SPOT 5 interpretation Possibly heterogeneous harvest status. Fairly accurate dates. 
Machine Harvesters with Visual Interpretation Homogeneous harvest status. Approximate dates. 
Based on the metadata provided  for each harvest status identification method, it was decided 
that only fields with information provided by GPS-fitted machine harvesters would be taken into 
account for this study. The primary reason for this decision was that for these fields, the harvest 
status is homogenous (Figure 3.1a) as the field is harvested in a day and the harvest does not 
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span over a period of time, which renders the harvest status incomplete (Figure 3.1b) at the time 
of image acquisition. This eliminates any confusion created by partially harvested fields, which 
has an effect on the binary nature of the classification of the sugarcane harvest. The 
heterogeneity of harvest status within fields, at any one point, is common as automation of the 
harvest is not widely available due to the steep landscapes, and manual harvests can last a 
number of weeks.  
 
Figure 3.1   Aerial photograph showing (a) sugarcane field with homogeneous harvest status and (b) sugarcane field 
with heterogeneous/partial harvest status. 
Another contributing factor to this decision was the accuracy of the date of recorded information 
relative to the actual harvest. The only other harvest status identification method that provided 
homogenous harvest status for each field was recorded at approximate dates of the harvest. Due 
to the rapid regrowth of sugarcane following a harvest, the date of recording of harvest 
information needs to coincide with the date of the actual harvest. This will help to avoid 
confusion when implementing a binary classification. 
A reference DEM, provided by CIRAD, derived from LIDAR data at a resolution of 5 m, was 
also provided along with the in situ ground validation data. 
3.2 DATA PREPERATION AND MANIPULATION 
This section details the pre-processing and data manipulation procedures performed in order to 
make both the SAR and field data ready for analysis. The workflow followed for the pre-
 
b) 
a) 
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processing of the imagery is outlined in Figure 3.2 and discussed in detail in the succeeding 
sections of this chapter.  
 
Figure 3.2   Pre-processing workflow for preparation of RADARSAT-2 imagery. 
 
The nature of the study, relating to Experiment 1 and 2, required that pre-processing of the 
backscatter bands be undertaken following two different methods, as explained in the section to 
follow (3.2.1). 
3.2.1 Pre-processing the backscatter bands  
To account for the distortions inherent in range-based SAR systems, terrain geocoding was 
performed for each of the backscatter bands. The geocoding and terrain correction were 
performed using the SARScape extension in ENVI (V5.2.0). A reference DEM, provided by 
CIRAD, derived from LIDAR data at a resolution of 5 m, was used to correct each image 
position to a geodetic position on the earth’s surface. The process of geocoding also accounted 
for radiometric calibration using the local incidence angle, where the image backscatter values 
were transformed to sigma-0. Sigma-0, measured in decibels (dB), allowed the true backscatter 
values of the reflecting surface to be represented and, therefore, proved ideal for the quantitative 
nature of the study.  
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In order to address Objectives 2 and 3 from Section 1.3, backscatter bands had to be filtered 
using two different techniques. The filtering techniques used for each objective mitigated the 
effect of speckle in the backscatter bands.  
3.2.1.1 Filtering of backscatter bands for Objective 2 
Objective 2 which assessed Shewhart Individual Control Charts as a multi-temporal single 
feature differencing method for harvest monitoring, addressed in Experiment 1 of the study, 
takes into account a time series of images acquired for the same scene at the same resolution and 
for this reason is of the multi-temporal nature. The De Grandi multi-temporal filter, using the 
SARScape extension in ENVI (V5.2.0), was applied to the geocoded backscatter bands. The De 
Grandi multi-temporal filter reduced the noise within the data relating to interference, 
constructive or destructive, from scattering mechanisms as well as improving the visual and 
radiometric properties of each image. A key attribute of the De Grandi filter is its ability to 
preserve spatial resolution while correcting for speckle, thereby improving radiometric 
resolution. 
3.2.1.2 Filtering of backscatter bands for Objective 3 
Experiment 2 differs from Experiment 1 in that it makes use of a single image rather than a time 
series of images. Therefore, the De Grandi multi-temporal filter could not be applied in order to 
achieve Experiment 2. The backscatter bands used for this objective were spatially filtered in 
Sarscape, using the Refined Lee filter with a window size of three. The Refined Lee filter was 
selected as it does not introduce crosstalk between backscatter channels and retains the image 
quality (Lee, Grunes & De Grandi 1999). 
3.2.2 Pre-processing the coherency matrix (T3) 
For both Experiments 1 and 2, the fully-polarimetric information of RADARSAT-2 imagery 
needed to be extracted. The RADARSAT-2 data was acquired in the fine quad-polarized format 
(HH, HV, VH, VV). The fully-polarimetric nature of the data allowed for the derivation of 
polarimetric features from the coherency matrix (T3), which was extracted from the complex 
fully polarimetric data. Further preparation of the data required the correction of errors or 
distortions, which influenced the analysis of the data.  
This required the pre-processing of the coherency matrix (T3). As with the process followed for 
the backscatter bands (Section 3.2.1), geocoding and terrain correction were followed by speckle 
filtering.   
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Geocoding and terrain correction of the T3 matrix for individual images was performed using 
ASF MapReady (V 3.1.24) with the reference DEM provided by CIRAD. The outputs were 
exported in PolSARpro format for further pre-processing. Upon investigation, it was noted that 
an error, in the form of a longitude coordinate error, occurred in the writing of the header files 
following geocoding in MapReady. Each of the header files were manually corrected. 
As with the backscatter bands, the T3 matrix contains inherent noise known as speckle which 
appears as a grainy salt-and-pepper effect on the images. Filtering was performed on the T3 
matrix in order to reduce speckle. In order to maintain the full polarimetric phase information 
available for each image, a spatial filter, specifically a polarimetric spatial filter, was used. 
Filtering was performed using PolSARpro (V4.2.0), which has a number of spatial filters 
available. Literature suggests the use of either the Boxcar filter or the Refined Lee filter (Qi et al. 
2012). However, the boxcar filter available was not used as it reduces speckle by averaging the 
intensity of neighbouring pixels. Therefore, the noise is smoothed and spatial resolution is lost 
(Ferro-Famil, Pottier & Lee 2011). As suggested by literature, the Refined Lee filter was used 
(Qi et al. 2012). It emphasises preserving polarimetric properties and statistical correlations 
between channels, doesn’t introduce crosstalk and doesn’t degrade the image quality (Lee, 
Grunes & de Grandi 1999). Speckle filtering with a moving window size of 3x3 was used. 
Selection of the window size was based on visual investigation of outputs with varying window 
sizes.  
3.2.3 Ground truth database 
In situ ground validation data is important for training and validation of supervised and machine 
learning classification algorithms. A ground validation database traditionally consists of 
information acquired during visits to the field in order to accurately record the true earth 
conditions at the time of image acquisition. However, due to restrictions in access and those 
relating to financial restrictions, it is not always possible to undertake these field visits. 
CIRAD, as collaborative partners of this research served as providers of the in-situ ground 
validation database. The study required harvest status data of sugarcane fields within Rèunion 
Island. The provided database included data for 854 sugarcane fields monitored by CIRAD. For 
each field, a unique ID, method of harvest, harvest start date and harvest end date were provided. 
Data cleaning was then conducted on the provided database in order to refine the ground 
validation data to fit the needs of the study. Following the selection of the fields only harvested 
using GPS-fitted machine harvesters, the field database was clipped to the extent of the 
RADARSAT-2 imagery. A total of 65 fields remained available for analysis. 
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The ground validation database was used as both a training and validation database. 
3.2.4 Feature extraction 
Following the pre-processing of the image data as well as the data cleaning of the ground truth 
database, further processing was required. A collection of image derivatives, or image features, 
were extracted from the fully polarimetric data. These features can then be used to train a 
classification algorithm as well as create threshold values to classify objects. In the case of this 
study, these are harvested and unharvested sugarcane fields. The features that are derived depend 
on the type of data to be used for analysis. These features often include ratios and statistical 
measures of information inherent in the imagery. The nature of these features is dependent on the 
study, and no bounds can be put on which features to derive for a particular application. The 
features extracted for the purpose of this study comprised of backscatter, polarimetric 
decomposition parameters, ratios and texture measures. 
3.2.4.1 Polarimetric Information 
The fully polarimetric nature of the imagery allows for decomposition into different scattering 
components in order to either enhance or suppress the contribution from a particular scattering 
mechanism (Van Zyl, Arii & Kim 2011). These decompositions were used in addressing both 
Objectives 2 and 3 of the study. The decompositions were extracted using the PolSARpro 
(V4.2.0) software. The extraction process required the specification of a window size to be used 
when estimating the polarimetric parameters. A window size of one was selected applying no 
averaging to the data. 
Five decompositions were extracted, each consisting of parameters that aim to explain the 
contribution of particular scattering mechanisms on the earths’ surface. The decompositions and 
features produced by each are summarized below in Table 3.3. The mean value of each of these 
features (per field) was used a representative value. 
Table 3.3   Polarimetric decompositions along with radar features extracted 
Cloude-Pottier Freeman-Durden Krogager Van Zyl Yamaguchi 
Entropy Volume Scattering Helix Volume Scattering Volume Scattering 
Anisotropy Double Bounce Sphere Double Bounce Double Bounce 
Alpha Odd bounce Diplane Odd bounce Odd bounce 
    Helix Scattering 
The extraction of these polarimetric features added dimensionality to the existing dataset of 
backscatter bands. All polarimetric features and backscatter channels (HH, HV and VV) were 
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extracted for data analysis, which included moving range control curves, feature selection and 
object-based image classification methods. 
3.2.4.2 Image texture 
Image texture is defined as a measure of the variation in the intensity of a surface. Information 
contained within the texture measures aid in explaining the arrangement of objects and their 
spatial relationships. Features derived from texture considerably increase the dimensionality of 
the dataset and, therefore, were only implemented for use in single image classification 
(Experiment 2) where feature selection was used for dimensionality reduction. 
Since texture features were only used in Experiment 2, single-image classification, texture 
measures were only calculated for one image date (12/07/2014). Texture measures were 
extracted from each of the 19 previously derived layers (16 decomposition features and 3 
backscatter channels) for each of the 65 sugarcane fields. It should be noted that the backscatter 
channels from which texture features were extracted were spatially filtered, as described in 
Section 3.2.1.2. Texture features were derived from both the Grey Level Co-occurrence Matrix 
(GLCM) and the Grey Level Difference Vector (GLDV). The extraction of these textures was 
performed using eCognition (V9.0.3). The selected software required that a segmentation step be 
performed to identify objects for which the textures features were to be extracted. A shapefile 
containing the field boundaries of the 65 sugarcane fields was used as a thematic layer and, 
therefore, the scale parameter for chessboard segmentation was set to create an object 
encompassing the image. This allowed for only the fields specified by the thematic layer to be 
identified as objects from which texture could be derived. A total of 12 texture measures were 
derived for each of the 19 image layers previously extracted, and these texture measures are 
presented in Table 3.4. 
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Table 3.4   Texture measures derived from image layers for analysis 
 
 
GLCM Textures 
 
 
 
 Angular second moment  
 Contrast 
 Correlation 
 Dissimilarity 
 Entropy 
 Homogeneity 
 Mean 
 Standard deviation 
 
GLDV Textures 
 
 
 Angular second moment 
 Contrast 
 Entropy 
 Mean 
The extraction of these texture features added significant dimensionality to the existing dataset of 
decompositions and backscatter bands. Each texture feature produced was extracted for each of 
the 65 sugarcane fields and added to the attribute data associated with the shapefile for the fields. 
3.2.4.3 Summary of image layers 
The following section provides a summary of the outputs from sections 3.3.1 and 3.3.2. A total 
of 19 image layers was originally derived from the RADARSAT-2 imagery. Image layers and 
features have the same definition and, thus, the terms are used interchangeably. These are 
presented in Table 3.5 which shows the image layers which were used as inputs for data analysis 
for each of the objectives which relate to Experiments 1 and 2. The coloured blocks indicate 
features that were used for the respective experiment. The mean value of each of these 19 image 
layers were extracted per field for each of the 65 monitored sugarcane fields and compiled in a 
spreadsheet. The spreadsheet was used as input for data analysis pertaining to experiment 1 as 
described in section 3.3 of this chapter.  
The data analysis inputs for experiment 2 included the mean value of the 19 image layers where 
backscatter bands were spatially filtered, and for each of the 19 image layers, a further 12 texture 
features were extracted. This dataset was representative of the full polarised nature of the 
RADARSAT-2 imagery. The features were spatially joined to each field and a shape-file was 
created for each scenario used as input for data analysis pertaining to experiment 2, as described 
in section 3.4 of this chapter.  
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Table 3.5   Summary of image layers to be used for Experiments 1 and 2.  
Feature name Experiment 1 Experiment 2 
HH Backscatter (De Grandi Multi-temporal filter) X  
HV Backscatter (De Grandi Multi-temporal filter) X  
VV  Backscatter (De Grandi Multi-temporal filter) X  
HH Backscatter (Refined Lee Spatial filter)  X 
HV Backscatter (Refined Lee Spatial filter)  X 
VV Backscatter (Refined Lee Spatial filter)  X 
Freeman-Durden Volume Scattering X X 
Freeman-Durden Double Bounce X X 
Freeman-Durden Odd bounce X X 
Krogager Helix X X 
Krogager Sphere X X 
Krogager Diplane X X 
Van Zyl Volume Scattering X X 
Van Zyl Double Bounce X X 
Van Zyl Odd bounce X X 
Yamaguchi Double Bounce X X 
Yamaguchi Odd bounce X X 
Yamaguchi Helix Scattering X X 
Yamaguchi Volume Scattering X X 
Texture measures  X 
Another dataset, in order to answer research questions derived from Objective 3, was 
representative of the simulated dual polarised scenario. For the simulated dual polarised scenario, 
only the VV and HV backscatter image layers were included, and from these image layers, 
textures were also extracted, and a ratio between VV and HV was created. Again, each of the 
values were extracted per field for the 65 sugarcane fields been monitored. For the fully 
polarimetric dataset, a total of 247 features was thus extracted per field and for the simulated 
dual polarimetric scenario, there were 27 features.  
3.3 EXPERIMENT 1: SINGLE FEATURE HARVEST MONITORING 
The method used for harvest monitoring in this experiment is a form of statistical quality control. 
Traditionally, the method, proposed by Walter Shewhart in the 1920s, was used in controlling 
the variance in manufacturing processes and became known as the Shewhart individual control 
chart.  
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3.3.1 Shewhart individual control charts 
An adaptation of the chart was used individually on each of the 19 SAR features, where 
backscatter bands were multi-temporally filtered, as depicted in Table 3.5. The chart is based on 
the moving range (MR) of a feature, thereby incorporating all the values from a time series. The 
moving range is described as the difference or ratio from one measurement to the next (Equation 
3-1).  
Equation 3-1 
𝑀𝑅𝑖 =  |𝑥𝑖− 𝑥𝑖−1|   
 
where:   𝑀𝑅𝑖?̅? is the moving range   
  𝑥𝑖 is the value of first measurement  
   𝑥𝑖−1 is the value of next measurement following 𝑥𝑖 
The moving range enables the calculation of the control limits to be representative of the mean of 
the measurements. In the case of this study, the moving range was calculated on each SAR 
feature value for all individual sugarcane fields from one image acquisition date to the next. This 
enabled the monitoring of each sugarcane field individually to identify from which image date a 
feature value caused a noticeable change in the mean of the measured statistic.  
All implementation and analysis of the individual control method was completed using 
Microsoft Office Excel. The package provided for a semi-automated calculation of the elements 
that were plotted on the control charts. The individual control chart for each sugarcane field 
consisted of the SAR feature values at each acquisition date plotted individually. The mean of 
these feature values was also plotted along with control limits. The control limits, both upper 
control (UCL) and lower control (LCL), reflect, with statistical confidence, a measure of whether 
or not the process is still running as expected. Upper and Lower control limits were calculated 
using Equation 3-2 and plotted on the control chart. 
Equation 3-2 
𝐶𝐿 =  ?̅?  ± 6 
𝑀𝑅̅̅ ̅̅̅
𝑑2
 
Where:  ?̅? is the mean value of feature value for an individual field  
  6 is 3 Sigma  
  𝑀𝑅̅̅̅̅̅ is the mean of the moving range values for each field 
  𝑑2 is the anti-biasing constant based on sample size 
 
Stellenbosch University  https://scholar.sun.ac.za
 49 
Feature values outside of these control limits are an indication that some assignable cause has 
resulted in a change in the process. For the purpose of the study, this was considered as a drastic 
change in response of the sugarcane field due to change in standing vegetation. Any values 
exceeding this control limit were considered to represent a harvested field with a confidence of 
99.9999998%. This is due to the fact that three sigmas contain 99.9999998% of all values in the 
dataset. 
Individual control charts were produced for each of the 19 features as described before. Figure 
3.3 is an example of a Shewhart individual control chart. The chart was produced for field, ID 
2132, using the Freeman-Durden volume feature. The red box indicates that the control limit of 
three standard deviations from the mean, relating to the six sigmas used in the calculation of the 
control limits, was exceeded at image number 10, thereby sighting this image as the image date 
when the sugarcane harvest occurred for this field. 
 
Figure 3.3   Shewhart Individual Control chart indicating control limits and image number where control limits are 
exceeded for field ID 2132 using the Freeman-Durden Volume scattering feature. 
This analysis was performed using both differencing and ratio techniques for MR calculation. 
The feature values were extracted as mean statistic; however, following the assessment of the 
methods ability to predict the sugarcane harvest based on the mean values, the six SAR features 
displaying most predictive power were then extracted as a median statistic for comparison. The 
extraction of the median statistic was an effort to improve accuracy by reducing effects of edge 
pixels.  
A propagation technique was used on the harvest monitoring method to identify the optimal size 
of the SAR time series dataset needed to accurately predict the harvest. The Backward 
propagation technique, from harvest date, was performed in the same manner as the initial 
control chart calculation. This included calculating the MR on a progressively larger dataset. 
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When calculating the control limits the anti-biasing constant needed change with the addition of 
each SAR image added to the dataset as it is a constant based specifically on dataset size.   
3.3.2 Shewhart individual control charts accuracy assessment 
The accuracy of the harvest monitoring was based on harvest date as recorded by the CIRAD 
sugarcane harvest monitoring database. Two sets of complementary accuracy tests were 
performed. The first took into account only the correct flagging of the harvest. I.e. was the 
control limit exceeded on the correct image acquisition date in relation to the harvest monitoring 
database. Hereby identifying the percentage of fields for which harvest date was correctly 
identified.  
The second was in the form of a confusion matrix. This allowed for the calculation of errors of 
omission and commission. The confusion matrices were only assessed for the six best 
performing features based on the initial accuracy of harvest flagging.  The first accuracy 
assessment mentioned was implemented based on the fact that the number of true negatives 
(image dates in which a particular field is unharvested) far outweighed the number of true 
positives (image dates on which a particular field is harvested) and, for this reason, could cause 
an imbalance in the overall accuracy calculated by the error matrix. Each of the accuracy 
assessments were performed on 60 homogenous sugarcane fields individually and not the initial 
65 homogenous sugarcane fields mentioned. The reason for this is that five of the sugarcane 
fields were harvested during the acquisition of image number 12 (acquired on 13/11/2014) which 
was not used in analysis due to calibration issues. The results of the data analysis from this 
section, along with an in-depth discussion based on the results, are presented in Section 
CHAPTER 4: . 
3.4 EXPERIMENT 2: SINGLE IMAGE HARVEST CLASSIFICATION 
In order to achieve Objective 3 which aimed to assess different machine learning classifiers, 
applied to single-date, dual- and quad-polarized imagery, single date object-based image 
classification was undertaken. This allowed for determining the relative value of fully 
polarimetric features as opposed to a simple dual-pol backscatter case. Due to the large number 
of features derived as input for this method of data analysis it was required that feature selection 
be undertaken prior to single date object-based image classification. 
3.4.1 Feature selection 
The dimensionality of the input dataset for single date object-based image classification was 
deemed too complex for the classification methods that were to be tested. The 247 fully 
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polarimetric and the 27 simulated dual polarimetric object features derived (Table 3.5)  had to be 
reduced through the process of feature selection. Due to the range of classifiers to be tested, it 
was decided that a filter approach be used as a feature selection technique rather than a wrapper 
approach found embedded within selected classifiers. This decision allowed for a standardised 
base of feature selection prior to classification. The method used for feature selection was a two-
tiered operation whereby Explanatory Factor Analysis (EFA) was followed by one-way Analysis 
of Variance (ANOVA). The use of such a multi-tiered method provided for a more robust feature 
selection method.  
3.4.1.1 Exploratory Factor Analysis 
EFA was performed using a statistical software package, Statistica, and is heuristic in nature. 
EFA aims to describe the variability among observed variables in terms of a reduced number of 
unobserved variables known as factors. Linear combinations of these factors were used to model 
the observed variable, thereby estimating how much of the variability in the data was as a result 
of the common factors. The factors contained the image features used as input and depicted how 
much variance they contributed when modelling the observed variable, in the case of this study, 
the harvest status. The decision on how many factors to select when reducing the dimensionality 
of the data was reached through the use of a Scree plot (Figure 3.4). A scree plot plots the 
amount of variability, within the observed variable, contributed by each of the factors. As 
suggested by literature, the natural bend in the curve was found (Figure 3.4), and the number of 
data points or factors plotted above this bend were retained.  
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Figure 3.4   An example of a Scree plot and the natural bend in the curve indicated with a red box. 
 
Each factor comprises features which aim to explain the variability in the unobserved variable. 
The results of the FA for both datasets used are presented and discussed in section 5.1. 
3.4.1.2 One-way ANOVA 
Following the EFA, a one-way ANOVA was used to determine if there was a considerable 
difference between the means of the independent features to be used for single-date image 
classification. It is important to note that the statistic does not indicate which specific features 
were significantly different from each other; it can only indicate that at least two features 
differed.  
One-way ANOVA, as with the EFA, was performed on both the full polarimetric features and 
the simulated dual polarimetric features. The output of the one-way ANOVA produced statistics 
which aided the selection of the significant features to be used for classification. The F-statistics 
were used in combination with the P-value of each feature. This allowed for selecting features 
that display a significant difference between means within the dataset as well as being significant 
to the dataset, as the null hypothesis is then rejected. The null hypothesis states that the mean of 
the dependant variable is the same for all groups within the dataset. The results of the one-way 
ANOVA for both datasets used are presented and discussed in section 5.1. 
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3.4.2 Image classification 
Following feature selection, the reduced number of features were then used to classify a single 
image, image number 13 (12/07/2014). The classification was performed on image number 13 
(07/12/2014) as the number of and spread between harvested and unharvested sugarcane fields 
was even and allowed for suitable training data.  The classification was binary, aiming to identify 
harvested and unharvested sugarcane fields within predetermined field boundaries. The 
Supervised Learning and Image Classification Environment (SLICE) software developed by the 
Centre for Geographical Analysis (CGA) at Stellenbosch Univeristy was used for classification 
and accuracy assessment.  
The SLICE software was developed using the C++ programming language and makes use of 
external libraries for various classifiers and for generating shapefile outputs. Six classification 
algorithms were assessed for sugarcane harvest classification, five of which made use of 
OpenCV libraries (Bradski & Pisarevsky 2000) while the remaining classification was 
implemented using the Libsvm library (Chang & Lin 2011). These included K-Nearest 
Neighbour (KNN), where k was set to 1, as suggested by Qian et al. (2015), Decision Trees 
(DT), Random Trees (RT), Support Vector Machines (SVM) and Maximum Likelihood (ML) 
and a second SVM classification using Libsvm (Chang & Lin 2011). Due to the nature of the 
software, which randomises the data such that for each iteration of classification, different 
samples are used for training and validation, 10 iterations for each classification were completed.  
In order to quantify the effect of using fully-polarimetric data, compared to a simulated dual 
polarimetric dataset, classifications were performed on both datasets for image 13, and 
accuracies for each were determined. For the fully polarised dataset, the mean value of the 19 
image layers was used, and for each of the 19 image layers, a further 12 texture features were 
extracted. This dataset was representative of the full polarised nature of the RADARSAT-2 
imagery. Each of the values were extracted per field for the 65 sugarcane fields monitored. The 
fully polarimetric dataset contained a total of 247 features which were used for classification. 
The dual polarised scenario using only the HV and VV backscatter image layers were included. 
For both the HV and VV backscatter image layers, textures were also extracted, and a ratio 
between HV and VV was created. The simulated dual polarimetric scenario had 27 features to be 
used for classification. 
 Image classification were also performed at each level of feature selection, including the initial 
stage where all features were used. This allowed for assessing the validity of the selected feature 
selection technique.  The results for the data analysis from this section, along with an in-depth 
discussion based on the results, are presented in Section CHAPTER 5:  of Chapter 4. 
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3.4.3 Classification accuracy 
In order to assess the accuracy of the classification the 65 fields were split into training and 
validation datasets for classification. The training dataset comprised 60% (39) of the fields, while 
the validation data comprised the remaining 40% (26). The SLICE software used for classifying 
the images randomises the data such that for each iteration of classification, different samples are 
used for training and validation.  The classification software used has a built-in feature whereby 
confusion matrices, overall accuracies (OA) and the kappa coefficients (K) for each 
classification iteration are produced. Kappa values greater than 0.7 were deemed as good (Fleiss 
1981). This made the interpretation of classification results simple as the information needed for 
assessing single image object-based classification was clearly presented. A total of 10 iterations 
of each classification was performed, and the final results were averaged to get a more accurate 
representation of the classifiers’ ability to identify harvested and unharvested fields. The results, 
as presented in Section CHAPTER 5: , help to determine the effectiveness of obtaining and 
implementing a fully polarimetric dataset, as opposed to a dual polarimetric dataset for 
individual image harvest classification. This aids in addressing the research questions associated 
with Objective 3 in Section 1.1 of this thesis. 
CHAPTER 4: and CHAPTER 5: following this section present, and analytically discusses the 
results of Experiment 1 and Experiment 2 respectively. 
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CHAPTER 4:  RESULTS AND DISCUSSION EXPERIMENT 1 
The aim of this experiment was to evaluate Shewhart Individual Control Charts as a multi-
temporal single feature differencing method for harvest monitoring and determine how many 
RADARSAT-2 images are required for multi-temporal single feature harvest monitoring. 
In order for the above-mentioned aim to be achieved, the following research questions were 
addressed: 
1. What is the effectiveness of a multi-temporal single feature differencing method for 
harvest monitoring? 
2. What is the appropriate size of the multi-temporal dataset required for achieving peak 
harvest detection accuracy? 
This experiment used a time-series of 12 images to construct Shewhart individual control charts 
in order to detect (per field) the date on which harvest occurred in that field. Values for each of 
the 19 SAR features were extracted for each GPS-monitored sugarcane cane field, of which there 
were 60 from each image date. 
The results for experiment 1 are presented in the following order: first, the accuracies from the 
Shewhart individual control chart for each SAR feature, based on the mean value of each feature, 
for each sugarcane field are presented and discussed (Section 4.1). Following from this, the top 
six performing features from the first experiment are then assessed whereby a median value for 
each field, instead of the mean value, was used (Section 4.2.1). A comparison of feature 
accuracies is then made when the MR was calculated using a ratio technique, as opposed to a 
differencing technique (Section 4.2.2).This allowed for continuation into the next part of the 
experiment (Section 4.2.3) where the appropriate size of the multi-temporal dataset required for 
achieving peak harvest detection accuracy was tested. 
4.1 Shewhart individual control charts based on mean value 
The Shewhart individual control charts, using the mean value for each sugarcane field for each 
feature, accuracies were assessed based on the CIRAD sugarcane harvest monitoring database. 
Two sets of complementing accuracy tests were performed. The first focused on individual 
features to be used for harvest detection only while the second complemented this by validating 
the individual features to be applicable for harvest monitoring. 
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4.1.1 Harvest detection  
The first took into account only the flagging or identification of the harvest; was the control limit 
exceeded on the correct image acquisition date in relation to the harvest monitoring database. 
The harvest identification accuracy results based on the mean value across all sugarcane fields 
for each feature are presented in Figure 4.1. The figure presents the accuracy with which each 
SAR feature is able to predict the sugarcane harvest date for each field. 
 
Figure 4.1   SAR features and their accuracies for sugarcane harvest detection 
 
The above figure represents the results in order of highest accuracy achieved by features used in 
for Shewhart individual control charts.  
The results shown in Figure 4.1 indicate that the volume components from the polarimetric 
decompositions achieve the highest sugarcane harvest detection accuracies, with Freeman-
Durden volume (88.33%), Van Zyl volume (86.67%) and Yamaguchi volume (85.00%) 
components displaying the greatest predictive powers. The Krogager diplane (Kd) component 
(83.33%), which also relates to the volume scattering component, displays slightly lower harvest 
identification abilities. This can be credited to the fact that the Krogager decomposition is a 
coherent decomposition. Coherent decompositions express the scattering matrix measured by the 
radar as the combination of the scattering responses of simpler objects and are thus able to 
characterise the scattering process produced by a given target (POLSAR Pro v5.0.3). In contrast 
to this, incoherent decompositions, those displaying greater predictive ability, are able to 
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describe a complex target as opposed to a target where there is a single dominant scatterer (Lee 
& Pottier 2009). 
The backscatter channels displaying the greatest sugarcane harvest detection capabilities are the 
HV (80.00%) and VV (80.00%) channels. The high accuracies achieved by these features can be 
attributed to the scattering measured by the cross- polarization channel (HV) and this channels 
ability for vegetation mapping, specifically sugarcane harvest mapping, as identified by 
Baghdadi et al. (2009). Multiple scattering within the vegetation volume are related to the 
altering of the polarization. 
The volume components of the decompositions were able identify the sugarcane harvest with 
greater accuracy as volume scattering is greater in vegetation. This is due to volume scattering 
being modelled as a contribution from a cloud of randomly orientated cylinder-like scatterers, 
which are dominant in vegetation. These results are in accordance with Li et al.’s (2012) study 
which identified the Freeman-Durden volume scattering component to be stable throughout the 
growing season until harvest, when there was a noticeable decline.  
The accuracies achieved in Figure 4.1 are only representative of the features’ abilities to detect 
the image closest to the harvest date rather than accurately monitor the harvest throughout a 
sugarcane growing season. 
4.1.2 Harvest monitoring  
Following from the first method of accuracy evaluation described as sugarcane harvest detection, 
the second method of assessing accuracy was in the form of a confusion matrix. This allowed for 
the calculation of errors of omission and commission. By calculating the errors of commission 
and omission, the method now monitors the harvest rather than only detecting the harvest. Each 
of the best six features (Freeman Durden Volume, Van Zyl Volume, Yamaguchi Volume, 
Krogager Kd, HV backscatter and VV Backscatter) identified from the harvest detection 
accuracy were analysed, and confusion matrices were produced for each. The confusion matrices 
allowed for the calculation of error of commission, error of omission and overall accuracy. Table 
4.1 shows an example of a calculated confusion matrix for the Freeman-Durden volume 
scattering component. All matrices calculated are included in Appendix A. 
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Table 4.1   Harvest monitoring confusion matrix for Freeman-Durden Volume scattering component displaying 
overall accuracy, error of commission and error of omission 
C
la
ss
if
ie
d
 F
ie
ld
s 
  
Reference Fields 
  
Not Harvested Harvested 
Totals 
Not Harvested 648 7 655 
Harvested 20 45 65 
Totals   668 52 720 
Overall Accuracy 96.25% 
Not Harvested Error of Commission 2.99% 
Not Harvested Error of Omission 1.07% 
Harvested Error of Commission 13.46% 
Harvested Error of Omission 30.77% 
Kappa Statistic 0.749 
The overall accuracy (OA) in Table 4.1 (96.25%) refers to the correctly identified harvested 
status for all sugarcane fields across the time series of images. There was a grand total of 720 
observations, 12 for each of the 60 fields. The highlighted diagonal represents the correctly 
identified harvest status. The number of correctly identified observations in relation to the grand 
total represent the overall accuracy. The Kappa statistic presented in Table 4.1 (0.749) is a metric 
that compares an observed accuracy of the classifier with an expected accuracy. However, the 
overall accuracy and the kappa statistic might not be a true indication of the ability of the method 
to monitor the harvest as true negatives far outweighed the number of true positives and, thus, 
caused a skew in the overall accuracy calculated by the error matrix. For this reason, it was 
important to consider the errors of commission (where observations are incorrectly included in a 
category), and errors of omission (where observations are omitted from a category), when using 
the proposed methodology as a harvest monitoring tool. 
Table 4.2 below summarises the detection accuracy’s (Section 4.1.1), overall accuracies and, 
importantly, the errors of commission and omission of each class for the six top performing 
features from the sugarcane harvest identification accuracy assessment. 
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Table 4.2   Overall accuracies for harvest detection and identification, Kappa values and errors of commission and 
omission for each of the 6 best performing features 
Feature  Harvested 
Detection 
Accuracy 
(%) 
OA (%) Kappa Omission  
error NH 
(%) 
Commission 
error NH 
Omission  
error H 
(%) 
Commission 
error H (%) 
Freeman-Durden Volume 
Scattering 
88.33% 96.25% 0.749 1.07% 2.99% 30.77% 13.46% 
Van-Zyl  Volume Scattering 86.67% 96.11% 0.75 0.92% 3.30% 31.88% 11.32% 
Yamaguchi Volume Scattering 85.00% 96.25% 0.741 1.37% 2.69% 29.51% 17.31% 
Krogager Diplane 83.33% 95.97% 0.722 1.52% 2.84% 31.15% 19.23% 
HV 80.00% 96.11% 0.724 1.66% 2.54% 29.31% 21.15% 
VV 80.00% 95.83% 0.723 1.22% 3.29% 33.33% 15.38% 
Table 4.2 indicates that when using confusion matrices to assess overall accuracy of the harvest 
monitoring tool, there is a general increase from the accuracies found by the harvest detection 
accuracy assessment. Again, this skew in the data is explained by the large contrast in number of 
harvested and unharvested observations as well as been able to see when the classifier makes 
mistakes on other dates. The errors of commission and omission for each feature were averaged 
and presented in . The errors of commission and omission show little fluctuation from feature to 
feature, with errors of commission all less than 20% while the errors of omission are slightly 
lower for the Freeman-Durden volume scattering component and the Van Zyl volume scattering 
component as they both achieved error rates lower than 10%. The errors of commission are 
greater than the errors of omission for the unharvested class. This means that the method over-
estimates unharvested classes. Whereas the errors of omission are larger than those of 
commission for the harvested class, meaning that the method under-estimates unharvested 
classes. The values can however be misleading as the number of references when calculating 
errors of omission for the Harvested class are considerably lower and, thus, each observation that 
is omitted from the Harvested class contributed as a greater percentage error.  
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Figure 4.2   Averaged errors of commission and omission for each of the 6 best performing features 
The errors of commission and omission are relatively constant across all features, indicating that 
the method is robust across individual features when using Shewhart individual control charts for 
harvest monitoring. 
Baghdadi et al. (2009) identified the HV backscatter channel as having potential for harvest 
monitoring, specifically sugarcane harvest mapping, as the multiple scattering within the 
vegetation volume are related to the altering of the polarization. This is in agreement with the 
harvest identification accuracy for HV backscatter in Figure 4.1, complemented by the results in 
Table 4.2 and Figure 4.2, where the sugarcane harvest status was consistently accurately 
identified with an average error of less than 20% for both errors of omission and commission. 
4.2 Improving Shewhart individual control chart accuracy 
Section 4.1 focused on identifying the best features for use in harvest detection and monitoring. 
The six features identified were then used in experiments that evaluated the effect of mean vs 
median and difference vs ratio to see if it improves the accuracy achieved using Shewhart 
individual control charts and variations thereof. 
4.2.1 Comparison between mean and median field values 
When extracting feature values for each field, the mean statistic of each field was initially used. 
However, this statistic can be misleading when extracting feature values as pixels along the edge 
of the fields are not representative of what the field is composed of.  Therefore, it was important 
to test the effect of excluding these outlying pixels. The median value is the midpoint of a 
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frequency distribution of observed values and excludes the outlying values. The median feature 
value for the six best performing features were extracted for each field across each image date. 
The Shewhart individual control chart was then calculated for each of these features. The results 
for harvest identification using the median feature value (Figure 4.3) proved negligible compared 
to using the mean feature value. The median statistic, as can be seen by the comparison of 
accuracies (Figure 4.3), did not provide an improved accuracy and accuracies were similar if not 
lower when compared to the initially proposed mean feature values. This can be attributed to the 
size of the fields. The fields used for analysis were those which were only harvested using GPS 
fitted harvesters. These field are generally larger than the fields harvested manually. Large fields 
provide for a better averaging of pixels and thus the mean value is a good representation of the 
feature value for each field. 
 
Figure 4.3    Visual representation of Mean vs Median accuracy for sugarcane harvest identification. 
4.2.2 Comparison of differencing and ratio MR calculation 
In an effort to improve accuracies achieved in section 4.1, the effect of using a differencing 
technique as opposed to a ratio when calculating the MR for an individual sugarcane field was 
assessed. Originally a difference was used, and this experiment tested the impact of using a ratio. 
Mean values for each sugarcane field and for each feature were calculated as a ratio from image 
date to the next. This was done in an attempt to nullify the effect of extreme values used in 
calculating the MR and in turn the control limits. The results presented in Figure 4.4 indicate that 
when using difference or ratio in the calculation of MR, there was small variability in the 
accuracy of harvest detection achieved. The results indicate that for three of the six features the 
accuracies were reduced when using a ratio technique for MR calculation, two of the accuracies 
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improved and one remained the same. This did not provide enough supporting evidence for the 
use of a ratio technique when calculating the MR.   
 
Figure 4.4   Overall accuracy comparing between Differencing and Ratio techniques for MR calculation. 
 
In order to reduce redundancy, calculation of the MR was based on the differencing technique 
using mean feature values. 
4.2.3 Appropriate size of multi-temporal dataset  
A backwards propagation technique, whereby images were sequentially added to the dataset in 
order to evaluate the size of the temporal dataset needed to achieve accuracy reliable for 
sugarcane harvest identification. Table 4.3 indicates the results achieved by the backward 
propagation experiment. From the results presented in the table, it was clear that only after using 
a dataset of five images was there any improvement in accuracy. The accuracies achieved were 
still however extremely low.  
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Table 4.3   Harvest identification accuracy for selected features based on the number of images used 
 
NO. Images 
 
FD Vol 
(%) 
 
VZ Vol 
(%) 
 
Yama Vol 
(%) 
 
Krog Kd 
(%) 
 
HV 
(%) 
 
VV   
(%) 
2 13.33 13.33 13.33 13.33 13.33 13.33 
3 13.33 13.33 13.33 13.33 13.33 13.33 
4 13.33 13.33 13.33 13.33 13.33 13.33 
5 20.00 20.00 16.67 20.00 18.33 13.33 
6 36.67 40.00 28.33 28.33 35.00 40.00 
7 61.67 58.33 48.33 46.67 48.33 65.00 
8 71.67 71.67 63.33 63.33 65.00 73.33 
9 81.67 81.67 78.33 68.33 75.00 78.33 
10 85.00 88.33 83.33 76.67 80.00 80.00 
11 85.00 85.00 80.00 71.67 76.67 78.33 
12 86.67 86.67 85.00 81.67 80.00 80.00 
Figure 4.5 shows how the accuracies of the selected features improved with the increase in 
dataset size. Accuracies only achieved a desirable level of 80% when using a dataset of at least 9 
images. 
 
Figure 4.5   Visual increase in accuracy for increase in dataset size for sugarcane harvest detection. 
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Accuracies for the Van Zyl volume scattering component peaked when using at least ten images. 
The remaining five features all had improved accuracies when 12 images were used. This was 
due to the nature of the technique which requires as large a dataset as possible in order to 
construct statistically significant control limits. This indicates the importance of a large multi-
temporal dataset or number of samples, as identified by Panagiotidou and Nenes (2009), when 
employing the proposed Shewhart individual control chart for sugarcane harvest detection. 
However, a minimum of 10 images could be used in order to achieve desirable accuracies when 
using the Shewhart individual control chart as a tool for harvest monitoring and identification. 
4.3 Points to highlight from Experiment 1 
Experiment 1 was used in order to address objective 2 of the study which was to assess multi-
temporal single feature differencing method for harvest monitoring and determine appropriate 
size of RADARSAT-2 C-band dataset required for multi-temporal single feature harvest 
monitoring. 
The experiment achieved the following findings in relation to addressing the above objective: 
1. The volume scattering features performed well in harvest monitoring, with the Freeman-
Durden volume scattering component achieving the best overall accuracy (88.33%) as 
well as low errors of omission and commission of all features; 
2. If a dual-polarised dataset had to be used for harvest monitoring it would be advisable to 
use the cross-polarised HV backscatter channel, which achieved an overall harvest 
monitoring accuracy of 80.00%; 
3. When extracting feature values for each field from an image date, using the median value 
does not considerably improve accuracy and, therefore, the mean value is appropriate; 
4. The calculation of the MR for determining control limits for the Shewhart individual 
control should be done using a simple differencing technique rather than using a ratio 
value; 
5. The size of the multi-temporal dataset to be used for Shewhart individual control charts 
should be as large as possible in order to construct statistically significant control limits. 
However, a dataset comprising ten images did provide desirable accuracies.  
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CHAPTER 5:  RESULTS AND DISCUSSION EXPERIMENT 2 
The objective of this experiment was to compare different machine learning classifiers, applied 
to single-date, dual- and quad-polarized imagery, to determine appropriate combinations of 
classifier and SAR features. 
In order for the above-mentioned aim to be achieved, the following research questions were 
addressed: 
1. What is the effect of feature selection on classification accuracy for harvested and 
unharvested sugarcane fields on a single image for both a full polarimetric and a dual 
polarimetric case? 
2. Which classification algorithm is best able to identify harvested and unharvested 
sugarcane fields on a single image using a fully polarimetric and a dual polarimetric 
dataset?  
3. What is the added value of using a fully polarimetric dataset in comparison to using a 
simulated dual-polarised dataset and is this added value sufficient enough to warrant the 
acquisition of expensive fully polarimetric datasets when mapping sugarcane? 
The overall classification accuracy and a standard deviation measure of this were used as 
indication of the selected classifiers abilities to classify the harvest. This classification accuracy 
was accompanied by an overall kappa statistic as well as a standard deviation of this statistic. 
The classifications were performed using fully polarimetric data as well as a simulated dual 
polarised scenario and a dataset containing only backscatter channels (HV and VV).  
The results for feature selection (Section 5.1) for both datasets are presented, followed by the 
results for classification of both datasets (Sections 5.2 and 5.3).  
5.1 Feature selection  
Feature selection was performed in order to reduce the dimensionality of the datasets to be used 
for single image sugarcane harvest classification. Due to the range of classifiers that were tested, 
it was decided that a filter be used as a feature selection technique rather than a wrapper found 
embedded within selected classifiers. This decision allowed for a standardised, classifier-
independent base of feature selection prior to classification. The method used was a multi-tiered 
operation whereby the Explanatory Factor Analysis (EFA) was followed by one-way Analysis of 
Variance (ANOVA).  
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5.1.1 Fully polarimetric Exploratory Factor Analysis (EFA) results 
The fully polarimetric dataset produced 247 derived features. EFA was performed on these 
features where the variability among observed variables was presented in terms of a reduced 
number of unobserved variables known as factors. The number of unobserved variables or 
factors were selected from a scree plot (Figure 5.1). A scree plot plots the amount of variability 
within the observed variable contributed by each of the factors. As suggested by literature, the 
natural bend in the curve was found, and the number of data points or factors plotted above this 
bend were retained. Based on the natural bend observed in Figure 5.1, three factors were selected 
to be retained for further feature selection. 
 
Figure 5.1   Scree indicating factor scores post EFA for the fully polarimetric dataset 
The three factors retained each contained features with values between 0 and 1 representing their 
contribution in explaining the variability among observed variables. Features that scored below 
0.7 were disregarded for future analysis, specifically, as input for the ANOVA algorithm. 
The three factors that were selected provided 199 image features that scored above the threshold 
score of 0.7. This reduction accounted for the removal of 48 features to be used for further 
analysis and reduced the dataset dimensionality by 19.43%. 
5.1.2 Fully polarimetric ANOVA results 
A one-way ANOVA test was performed on the remaining 199 features from the fully 
polarimetric dataset. The test was aimed at identifying features with significant differences 
between the means within the dataset and those that rejected the null hypothesis. Each of the 199 
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features were, as output of the ANOVA test, given a F-statistic value as well as a P-value.  These 
values were used to determine which features were significant for classifying harvested and 
unharvested sugarcane fields on a single image.  The top 10 performing features are given in 
Table 5.1. Only the top four features, as highlighted, were statistically significant for sugarcane 
harvest classification. 
Table 5.1   Top 10 fully polarimetric features selected by ANOVA; the features retained are marked with an asterisk 
 
 
 
 
 
 
 
 
 
Table 5.1 identified that there was a significant effect of the Van Zyl volume scattering 
component on the sugarcane field harvest status. The three other features, Krogager Diplane, 
Freeman-Durden volume scattering component and the Yamaguchi volume scattering 
component, also displayed a significant effect on the sugarcane field harvest status. The 
remaining features displayed in Table 5.1 all had P-values greater than 0.05 and, therefore, 
cannot reject the null hypothesis and are not statistically significant. 
The four features (Van Zyl volume, Krogager Kd, Freeman-Durden volume and Yamaguchi 
volume) selected for harvest status classification were all related to volume scattering 
components. This is due to volume scattering being modeled as a contribution from a cloud of 
randomly orientated cylinder like scatterers, which are dominant in vegetation. The selected 
features are the same the four individual features from Section CHAPTER 4: , which were cited 
as having the best sugarcane harvest monitoring and identification accuracies. These results are 
again in accordance with Li et al (2012) who identified the Freeman-Durden volume scattering 
component to be generally stable throughout the growing season until harvest when there was a 
noticeable decline. It is assumed that the other volume scattering components that proved 
significant behaved in the same way as the Freeman-Durden volume scattering component. Van 
Beijma, Comber & Lamb (2014) produced similar feature selection results. When using a fused 
Dependant Variable F-Statistic P-value 
VZ_13_Vol_Mean_F* 35.8808 0.0000 
Krog_13_Kd_Mean_F* 32.6548 0.0000 
FD_13_Vol_Mean_F* 32.4898 0.0000 
Yama_Vol_13_Mean_F* 31.3925 0.0000 
Yama_Vol_13_GLCM_Homog 1.2912 0.2601 
Alpha_13_GLCM_Homog 1.2414 0.2694 
Aniso_13_GLCM_StdDe 1.1034 0.2975 
Krog_Kd_13_GLCM_Homog 1.0917 0.3001 
Yama_Vol_13_GLCM_Mean_ 1.0912 0.3002 
Entropy_13_GLCM_Homog 0.9428 0.3353 
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optical and SAR dataset for vegetation in salt-marsh classification, the best performing SAR 
features using RF feature selection proved to be the volume scattering components. Features 
relating to SAR backscatter channels did not perform well in feature selection (Van Beijma, 
Comber & Lamb 2014). This is in contrast with previous research where image classification of 
sugarcane, crop type and land cover using only SAR backscatter performed well (Baghdadi et al. 
2009; McNairn et al. 2009; Michelson, Liljeberg & Pilesjo 2000). However, the research 
conducted by Baghdadi et al. (2009), for monitoring sugarcane, used only backscatter bands for 
classification. The results from the ANOVA feature selection highlight the power of added 
polarimetric information in describing observed variables. 
The four volume scattering features identified as statistically significant reduced the 
dimensionality of the original dataset by 98.38%. These features were then used as an optimal 
dataset for the single image harvest classification. The accuracy results for the classification 
based on these features is presented in Section 5.2. 
5.1.3 Dual polarimetric Exploratory Factor Analysis (EFA) results 
The simulated dual polarimetric dataset produced 27 derived features. EFA was performed on 
these features as with the fully polarimetric dataset. The number of unobserved variables or 
factors was selected from a Scree plot (see Figure 5.2). The Scree plot for the dual polarised data 
suggested retaining three factors for further analysis. 
Number of  Factors
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Figure 5.2   Scree indicating factor scores post EFA for the fully polarimetric dataset 
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The three factors retained each contained features with values between 0 and 1 representing their 
contribution in explaining the variability among observed variables. Features that scored below 
0.7 were disregarded for future analysis.  
The three factors that were selected provided 27 features that scored above the threshold score of 
0.7. The size of the dataset, coupled with the ability of all 27 features showing potential to 
describe variability within the observed variable, contributed to no reduction in data 
dimensionality after factor analysis. For this reason, all 27 features were used as input for further 
data reduction. 
5.1.4 Dual polarimetric ANOVA results 
A one-way ANOVA test was performed on the 27 features from the dual polarimetric dataset. 
Each of the 27 features were, as output of the ANOVA test, given a F-statistic value as well as a 
P-value (Table 5.2).  These values were used to determine which features were significant for 
classifying harvested and unharvested sugarcane fields on a single image. The top 10 performing 
features are tabulated below (Table 5.2). Only the top 7 features, as highlighted, were statistically 
significant for sugarcane harvest classification. 
Table 5.2   Top 10 dual polarimetric features selected by ANOVA, the features retained are marked with an asterisk 
Dependant Variable F-Statistic P-value 
VV_13_Mean_F* 38.7768 0.0000 
HV_13_MEAN_F* 26.7520 0.0000 
VV_HV_Mean_F* 14.6060 0.0003 
VV_13_GLDV_Mean* 4.9587 0.0295 
VV_13_GLCM_Dissi* 4.9587 0.0295 
VV_13_GLDV_Contr* 4.2347 0.0437 
VV_13_GLCM_Contr* 4.2347 0.0437 
VV_13_GLCM_StdDe 3.9542 0.0511 
VV_13_GLCM_Ang_2 2.8863 0.0943 
VV_13_GLCM_Entro 2.6978 0.1055 
 
Table 5.2 shows that there was a significant effect of the VV backscatter channel on the 
sugarcane field harvest status. The 6 other features, namely;  HV backscatter channel component, 
a ratio of these two backscatter channels, the mean of the GLDV texture derived from the VV 
backscatter channel, the dissimilarity of the GLCM texture derived from the VV backscatter 
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channel, the contrast of the GLDV texture derived from the VV backscatter channel and the 
contrast of the GLCM texture derived from the VV backscatter channel also displayed a 
significant effect on the sugarcane field harvest status.  The remaining features displayed in 
Table 5.2 all had P-values greater than 0.05 and, therefore, cannot reject the null hypothesis and 
are not statistically significant. 
The F-statistics for the HV and VV backscatter channels, as well as the ratio between the two, 
indicated high significant difference between means within the dataset, while the four texture 
measures that followed showed much lower differences between means within the dataset. These 
texture values still, however, proved significant based on their P-values. 
The HV and VV backscatter channels displayed significant effects on sugarcane field harvest 
status. This can be attributed to the potential of cross polarizations (HV) ability for vegetation 
mapping, more specifically, sugarcane harvest mapping, as identified by Baghdadi et al. (2009). 
It is expected that the co-polarised (VV) channel will perform well due to the interaction of co-
polarisations (VV) with the vegetation structure. Sugarcane has a long vertically orientated plant 
structure which acts as dipoles, vertically polarised signals will interact strongly with them and 
produce relatively high backscatter. A harvested sugarcane crop with no vertical plant structure 
will result in ground return which does not return a high backscatter in the co-polarised (VV) 
channels. This large variation in backscatter intensity between harvested and unharvested crops 
results in the co-polarised (VV) channel being able to discriminate well between harvested and 
unharvested sugarcane crops. These results are supported by the results from Section CHAPTER 
4:  where HV and VV backscatter channels displayed desirable accuracies when used in a single 
feature harvest detection and monitoring tool. These backscatter channels have also been used 
effectively for classification and monitoring in previous research using SAR data (Baghdadi et 
al. 2009; McNairn et al. 2009; Michelson, Liljeberg & Pilesjo 2000). 
The seven features identified as statistically significant reduced the dimensionality of the original 
dataset by 74.07%. These features were then used for single image sugarcane harvest 
classification.  Another classification using only the 2 backscatter channels (HV and VV 
backscatter) was performed in order to assess the need for further feature derivation using dual 
polarimetric data. The results for this classification is presented in section 5.3. 
5.1.5 Datasets for image classification 
In order to clarify the results of feature dimensionality reduction (Sections 5.1.1-5.1.4), Table 5.3 
presents the original dataset used as input for feature reduction, the resulting dataset at each stage 
Stellenbosch University  https://scholar.sun.ac.za
 71 
of feature reduction with the number of features in parenthesis and the section where the image 
classification results for each dataset are presented 
Table 5.3   Feature reduced datasets for image classification and the corresponding sections in the text where the 
results for each are presented. 
ORIGINAL DATASET CLASSIFICATION DATASET NUMBER OF FEATURES RESULTS SECTION 
Fully Polarimetric 
Including texture measures 
All Features 247 Section 5.2.1 
Post-EFA 199 Section 5.2.2 
Post-ANOVA 4 Section 5.2.3 
Dual Polarimetric 
Including texture measures 
All features 27 Section 5.3.1 
Post-ANOVA 7 Section 5.3.3 
Backscatter only (HV and VV) HV,VV and Ratio 3 Section 0 
 
5.2 Fully polarimetric image classification  
Classifications were performed on the SAR image number 13 (07/12/2014). Each of the six 
classifiers were used for fully polarimetric image classification.  Classifications were performed 
at each stage of feature selection (after EFA and after ANOVA) in order to quantify the effect of 
reducing dataset dimensionality. 
5.2.1 Accuracy using all features 
Classifications were performed on all 247 polarimetric features. Overall Accuracies (OA%) and 
Kappa values were presented for each classifier in order to make comparisons. The OA% and 
Kappa values are averaged as a result of 10 classifications where the training and validation data 
are shuffled with each iteration. In general the tested classifiers produced high levels of 
accuracy; however, the ML and the KNN classifiers performed very poorly (Table 5.4). The 
highlighted results in Table 5.4 indicate the best performing classifier for each of the categories 
under evaluation. 
Table 5.4   Results for fully polarimetric image classification using all features 
Classifier OA% STD.DEV (OA) Kappa STD.DEV (Kappa) 
LIB_SVM 78.86 6.04 0.57 0.14 
KNN 49.16 12.23 0.17 0.14 
DT 79.21 11.43 0.56 0.24 
C_SVM 81.15 2.22 0.62 0.05 
RT 81.43 5.56 0.62 0.12 
ML 42.31 7.54 0.04 0.21 
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As highlighted in Table 5.4, the RT classifier performed the best of all classifiers in terms of 
OA%. The standard deviation of the results from the 10 classification iterations proved to be 
significantly higher than that of the C_SVM classifier. The kappa values achieved by the 
classifiers were not high enough (>0.7) to prove that the agreement between the reference data 
and the classified samples was not by chance. This can be attributed to the high dimensionality 
of the dataset, which introduced redundant features into the classification. C_SVM achieved an 
accuracy slightly lower than that of RT. Based on the high OA% and the low standard deviation 
the C_SVM classifier is identified as most suitable for sugarcane harvest classification for a 
large fully polarimetric dataset without feature selection. This was due to the stability achieved 
by the classifier, and the fact that the results did not show much fluctuation between iterations, 
for both the OA% and the Kappa value. Figure 5.3 shows the overall classification accuracies in 
the form of box plots, with the centre line representing the mean on each plot. The first and third 
quartiles and the minimum and maximum OA% of each classifier are also represented. These 
statistics were determined using the 10 iterations for each classifier. The figure was used to make 
visual and statistical comparisons between classifiers. The inter-quartile range is important to 
show the variation within classification results for a classifier. Box plots where the inter-quartile 
range shows low kurtosis are those where the first and third quartiles are close to the mean. 
Figure 5.3 shows the inter-quartile ranges, from this the C_SVM classifier displayed low kurtosis 
or the least variation in classification results (OA%) and is for this reason deemed to be the most 
stable classifier. 
 
Figure 5.3   Box plots representing overall classification accuracy for fully polarimetric data using all features 
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The classifiers which did not perform well, ML and KNN, had difficulty with the dimensionality 
of the SAR dataset and for this reason it is likely they were not able to classify sugarcane fields 
into the correct classes. These results are in contrast to those found by Myburgh and van Niekerk 
(2014) who found that KNN was not significantly negatively affected by an increase in feature 
dimensionality. However, the results pertaining to the ML classifier were in accordance with 
Myburgh and van Niekerk (2014), who found that this classifier was unable to handle sizeable 
data dimensionality. 
5.2.2 Factor Analysis-reduced features 
The size of the fully polarimetric dataset was then reduced, as explained in section 5.1.1, using 
EFA. The reduction in the size of the dataset resulted in 199 features that were used across all 
classifiers on the SAR image number 13 (07/12/2014). Overall Accuracies (OA%) and Kappa 
values were presented for each classifier in order to make comparisons. The results (Table 5.5) 
echoed those produced in the previous section (Section 5.2.1). In general, the tested classifiers 
produced high levels of accuracy; however, the ML and the KNN classifiers performed very 
poorly. 
Table 5.5   Results for fully polarimetric image classification using a feature dataset reduced by EFA 
Classifier OA% STD.DEV KAPPA STD.DEV 
LIB_SVM 82.57 4.14 0.64 0.08 
KNN 51.71 12.56 0.08 0.24 
DT 82.73 7.54 0.65 0.16 
C_SVM 83.31 4.37 0.66 0.09 
RT 83.95 4.47 0.67 0.10 
ML 54.48 10.21 0.13 0.18 
 
Table 5.5 highlights that the RT classifier again performed the best of all classifiers in terms of 
OA%; however, the standard deviation of the results from the 10 classification iterations proved 
to be slightly higher than that of the LIB_SVM classifier. The reduction in dimensionality of the 
dataset from the original 247 features to the 199 used here improved the classification accuracies 
across all classifiers. The kappa values achieved by the classifiers, as with the original dataset, 
were not high enough (>0.70) to prove that the that the agreement between the reference data and 
the classified samples was not by chance. The dimensionality of the dataset, even though it was 
reduced, was still large enough to possibly include redundant features into the classification. The 
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SVM classifier, LIB_SVM, achieved an accuracy slightly lower than that of RT. The RT 
classifier was identified as the best sugarcane harvest classifier for a large fully polarimetric 
dataset with feature selection using EFA only. RT was identified as it displays the highest 
classification accuracy (OA%) and the highest Kappa coefficient. The stability of the RT 
classifier for 10 iterations was slightly lower than that of the LIB_SVM and the C_SVM 
classifiers. The slightly higher standard deviation displayed by the RT classifier was not large 
enough to deem the classifier less suitable than the SVM classifiers for sugarcane harvest 
classification for a large fully polarimetric dataset with feature selection using EFA only. 
The SVM method was, therefore, identified as a suitable sugarcane harvest classification for a 
large fully polarimetric database reduced by EFA. The results are visually presented in . 
 
Figure 5.4   Boxplots representing overall classification accuracy for fully polarimetric data using a feature dataset    
reduced by EFA 
The dataset proved too large for the ML and KNN classifiers which had difficulty with the 
dimensionality of the SAR dataset and, therefore, were not able to classify sugarcane fields into 
the correct classes. 
5.2.3 ANOVA-reduced features 
The size of the feature dimensionality of the fully polarimetric dataset was further reduced, as 
explained in Section 5.1.2, using the results from EFA combined with an ANOVA test. The 
reduction in the size of the dataset resulted in only four features that were used across all 
classifiers on the SAR image number 13 (07/12/2014). 
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 The results (Table 5.6) varied considerably from those produced in the previous section. In 
general, the tested classifiers produced high levels of accuracy except the ML classifier, which 
again performed very poorly. The major improvement introduced, along with the reduction in 
number of features, was seen in the KNN classifiers where OA was increased by over 40% 
(51.71% to 93.61%). The KNN classifier achieved the highest OA% as well as the highest kappa 
value (0.87). Based on these results, coupled with the low standard deviations for each measure 
of accuracy, KNN was identified as the best sugarcane harvest classifier for a completely 
reduced fully polarimetric dataset consisting only four features. 
Table 5.6   Results for fully polarimetric image classification using a feature dataset reduced by ANOVA 
Classifier OA% STD.DEV KAPPA STD.DEV 
LIB_SVM 88.95 4.40 0.76 0.10 
KNN 93.61 1.80 0.87 0.04 
DT 89.36 5.21 0.77 0.11 
C_SVM 85.29 4.17 0.70 0.08 
RT 91.72 4.78 0.82 0.10 
ML 50.42 10.26 0.09 0.07 
 
The major reduction in data dimensionality (from 119 features to four) allowed the KNN 
classifier to successfully classify fields into their respective classes as the processing was not as 
complex in comparison to using the larger datasets. The KNN classifier works by calculating the 
probability that a pixel or object belongs to a training class in feature space using voronoi 
polygons. The lower number of training classes results in less computation, as fewer voronoi 
polygons have to be calculated. The classifier proved able to handle the reduced dataset and 
divide feature space appropriately. The ML classifier, however, still produced poor results for the 
OA% and the Kappa value, even with a reduced dataset. The results from Table 5.6 are presented 
in Figure 5.5 below.  
Stellenbosch University  https://scholar.sun.ac.za
 76 
 
Figure 5.5   Box plots representing overall classification accuracy for fully polarimetric data using a feature dataset    
reduced by ANOVA 
5.2.4 Fully polarimetric classification comparison 
To quantify the effect of feature selection on classification and show the ability of the fully 
polarimetric SAR data to classify harvested and unharvested sugarcane fields, Figure 5.6 and 
Figure 5.7 are presented.  Figure 5.6 shows the accuracy (OA%) achieved by each classifier at 
each stage of feature selection and  Figure 5.7 shows the Kappa values achieved by each 
classifier at each stage of feature selection. 
A general trend can be seen in Figure 5.6 which shows an increase in classification accuracy 
with each stage of feature reduction. Using fewer features resulted in a general increase in 
accuracy across classification algorithms except the ML classifier which decreased in accuracy 
after the ANOVA stage of feature reduction. Both SVM classifiers, DT and RT, produced 
desirable classification results at all stages of feature reduction. While KNN suffered under large 
data dimensionality, it showed unsurpassed ability in classifying sugarcane harvest status when 
four features were used.  The ML classifier showed little promise for object-based image 
classification when classifying sugarcane harvest. This was supported by conclusions made by 
Myburgh and van Niekerk (2014) that ML’s suitability for GEOBIA was shown to be 
comparatively limited when using few (<10 per class) training samples. Contrary to these results 
Otukei and Blaschke (2010) found that the ML classifier for land cover classification, using an 
object-based approach, was able to achieve a high overall accuracy with both large feature 
dimensionality (93.91%) and reduced feature dimensionality (93.67%). 
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Figure 5.6   Comparison of classification accuracy after each stage of feature reduction for each classification 
algorithm using the fully polarimetric dataset. 
The Kappa value (Figure 5.7) for each of the classifiers also displayed a general upward trend, 
again with the ML classifier the outlier. The Kappa statistics only displayed satisfactory results 
when using the completely reduced dataset consisting of four polarimetric features.  
 
Figure 5.7   Comparison of Kappa values after each stage of feature reduction for each classification algorithm using 
the fully polarimetric dataset 
The natural trend in the results for both the OA% and Kappa values indicate that feature 
reduction was effective for fully polarimetric datasets. In general classification accuracy 
improved as the dimensionality of the features were reduced, except the ML classifier which 
decreased in Kappa after the ANOVA stage of feature reduction. The results indicated that the 
SVM and RT classifiers were the best performing classifiers for sugarcane harvest classification 
using a fully polarimetric dataset. This took into account not only the OA% and Kappa but also 
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the classifiers’ stability across 10 iterations. SVM has been shown to be robust under conditions 
of high dimensionality (Zheng et al. 2015).   
5.3 Dual polarimetric image classification  
In order to mimic the first part of this experiment (Section 5.2) , classifications were performed 
using a simulated dual polarimetric dataset on SAR image number 13 (07/12/2014). The dual 
polarimetric dataset did not include any of the polarimetric decompositions. Each of the six 
classifiers were used for image classification on simulated dual polarimetric dataset. 
Classifications were performed at each stage of feature selection on the simulated dual 
polarimetrc dataset as well as using only the HV and VV backscatter channels; this allowed for 
drawing conclusions relating to what SAR features are useful for sugarcane harvest mapping, 
whether fully polarimetric data is necessary for sugarcane harvest mapping and processing 
requirements. 
5.3.1 Dual polarimetric classification using all features 
Classifications for all six classifiers were performed using all features derived from the dual 
polarimetric dataset; 27 features were used in classification. Overall accuracies achieved by the 
classifiers were much lower than that of the fully polarimetric dataset at this stage of feature 
reduction (Table 5.7). The DT and RT classifiers produced the highest levels of OA%, 87.23% 
and 88.95%, respectively. The kappa values of these classifiers indicated that the agreement 
between the reference data and the classified samples was not by chance. The C_SVM classifier 
achieved an accuracy of 74.25%; however, the kappa value (0.45) indicated that the classifier 
was not suitable for single date sugarcane harvest classification. The standard deviation measures 
accompanying each of the accuracy validation statistics were used to express the stability of the 
classifier across 10 iterations. 
Table 5.7   Results for dual polarimetric image classification using all features 
Classifier OA% STD.DEV KAPPA STD.DEV 
LIB_SVM 68.11 7.14 0.33 0.14 
KNN 43.43 12.17 -0.15 0.23 
DT 87.23 5.93 0.74 0.12 
C_SVM 74.25 8.11 0.45 0.17 
RT 88.95 6.05 0.77 0.13 
ML 51.98 11.84 -0.04 0.22 
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The accuracy (OA%) of the dual polarimetric dataset (Table 5.7) was generally lower than that 
of the fully polarimetric dataset when all features were used. This can be attributed to the number 
and nature of the features. There are fewer dual polarimetric features and they do not possess the 
same predictive power displayed by the fully polarimetric dataset. For this reason, in general, the 
classifiers had difficulty in separating the harvested from unharvested fields in feature space. The 
box plots in Figure 5.8 depict the overall classification accuracies, represented by a line 
representing the mean on each box plot, the first and third quartiles and the minimum and 
maximum OA% of each classifier. These statistics were determined using the 10 iterations for 
each classifier. The figure was used to make visual comparisons between classifiers with the 
most stable classifier (DT) displaying the lowest inter-quartile range and low kurtosis of the 
quartiles around the mean. 
 
Figure 5.8   Box plots representing overall classification accuracy for dual polarimetric data using all features 
 
When using all features derived from dual polarimetric SAR data, again, the ML and KNN 
classifiers displayed a lack in ability to classify the dataset. As with the fully polarimetric 
dataset, this provided contrast with the results found by Myburgh and van Niekerk (2014) who 
found that KNN was not significantly negatively affected by an increase in feature 
dimensionality. However, the results pertaining to the ML classifier were in accordance with 
Myburgh and van Niekerk (2014), who found that the classifier was unable to handle sizeable 
data dimensionality. Pal and Mather (2006) found contrasting results to those of this study and 
that of Myburgh and van Niekerk (2014). The ML classifier for land cover classification using 
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Landsat-7 increased in accuracy with an increase in number of features (Pal & Mather 2006). 
This was supported by Otukei and Blaschke (2010) who found the ML classifier was able to 
achieve a high overall accuracy with both large feature dimensionality (93.91%) and reduced 
feature dimensionality (93.67%). 
The DT classifier proved to be the most stable for sugarcane harvest classification; however, the 
RT classifier achieved the highest classification results using all features derived from a dual 
polarimetric dataset, and the measure of stability was negligible in comparison with the DT 
classifier. This leads to the conclusion that the best sugarcane harvest classifier for a large dual 
polarimetric dataset without feature selection was the RT classifier. 
5.3.2 Dual polarimetric classification post EFA 
The factor analysis stage of feature reduction did not achieve any reduction in the data 
dimensionality and for this reason the classification results were the same as in section 5.3.1 
prior to this where all features derived from the dual polarimetric dataset were used. 
5.3.3 Dual polarimetric classification post ANOVA 
The feature dimensionality of the dual polarimetric dataset was reduced, as explained in Section 
5.1.4, using the results from the ANOVA test. The reduction in the size of the dataset resulted in 
only seven features that were used across all classifiers on the SAR image number 13 
(07/12/2014). 
Table 5.8 presents the classification results achieved using the seven features. The OA% 
achieved by the classifiers was lower compared to the use of all features derived from the dual 
polarimetric dataset. Only the DT classifier achieved accuracies above 80%  for classification of 
the sugarcane harvest status. However, the kappa value for this classifier indicated that the use of 
the classification model was not ideal. The OA% of the RT classifier was lower than when all 
dual polarimetric features were used, and the high standard deviation of the OA% across 10 
iterations indicates the classifier was not consistent in achieving the 76.45% accuracy depicted in 
Table 5.8. 
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Table 5.8   Results for dual polarimetric image classification using a feature dataset reduced by ANOVA 
Classifier OA% STD.DEV KAPPA STD.DEV 
LIB_SVM 74.89 8.73 0.51 0.16 
KNN 40.99 8.05 -0.15 0.21 
DT 80.85 9.08 0.62 0.17 
C_SVM 77.48 6.34 0.55 0.13 
RT 76.47 12.05 0.53 0.24 
ML 70.88 10.74 0.41 0.21 
A box plot of the results in Table 5.8 is presented below in Figure 5.9 . The box plots indicate 
that across all classification methods, the accuracies achieved were not stable as the distribution 
of the quartiles around the mean show high kurtosis and include outliers.  
 
Figure 5.9   Box plots representing overall classification accuracy for dual polarimetric data using a feature dataset    
reduced by ANOVA 
The poor results achieved using a reduced dataset can be explained by the poor predictive power 
of texture measures derived from SAR. Four of the seven selected features were of texture nature 
and, therefore, caused confusion for the classifiers. It is in contrast with Li et al. (2012) and 
Herold, Haack and Solomon (2004) who found that adding even one texture measure to L- and 
C-band data provided a better classification. 
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5.3.4 Dual polarimetric HV and VV 
The seven selected dual polarimetric features performed poorly for sugarcane harvest 
classification (Section 5.3.3); for this reason only the HV and the VV backscatter channels were 
used for classification. This was done to see if using only the backscatter channels would yield 
good results. Using only the two backscatter features allowed for a comparison to be made 
between a dual polarimetric dataset with derived features as in section 5.3.3. Overall accuracies 
achieved by the classifiers were considerably higher than those of the dual polarimetric dataset 
with derived features (Table 5.9). 
Table 5.9   Results for dual polarimetric image classification using a feature dataset containing only HV and VV 
backscatter channels 
Classifier OA% STD.DEV KAPPA STD.DEV 
LIB_SVM 85.67 5.50 0.70 0.12 
KNN 96.18 3.30 0.92 0.07 
DT 87.21 7.47 0.72 0.14 
C_SVM 82.18 4.14 0.63 0.08 
RT 86.93 5.18 0.73 0.12 
ML 46.69 9.73 -0.03 0.17 
All classifiers, bar the ML and the C_SVM classifiers, were able to accurately classify harvested 
and unharvested sugarcane fields. The C_SVM classifier achieved a high OA%. The kappa value 
achieved however was not high enough (<0.70) to prove that the agreement between the 
reference data and the classified samples was not by chance. As with the completely reduced 
fully polarimetric dataset, the major improvement introduced with the reduction of features was 
in the KNN classifier where OA increased by over 50% (40.99% to 96.18%). The KNN 
classifier achieved the highest OA% (96.18%) as well as the highest kappa value (0.92). The 
accuracy (OA%) of the classifier, coupled with the standard deviation measure across 10 
iterations of classification, KNN proved a stable classifier and was identified as the best 
sugarcane harvest classifier for a completely reduced dual polarimetric dataset consisting of only 
two backscatter channels. 
The vast reduction in data dimensionality allowed for the KNN classifier to successfully classify 
fields into their respective classes as the processing was not as intense as with the larger datasets. 
The lower number of training classes results in less computation, as fewer voronoi polygons 
have to be calculated. The classifier proved able to handle the reduced dataset and divide feature 
space appropriately. Furthermore, the texture features used in section 5.3.1 and section 5.3.3 are 
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unfiltered. The unfiltered texture features may be more variable than the filtered backscatter 
channels (HV & VV) used in this experiment. This is in agreement with the results achieved 
when using the completely reduced fully polarimetric dataset. The ML classifier, however, still 
produced poor results for the OA% and the Kappa value, even with a reduced dataset. The results 
from Table 5.9 are summarized in  below.  
 
Figure 5.10   Box plots representing overall classification accuracy for dual polarimetric data using a feature dataset 
containing only HV and VV backscatter channels 
Classification results from each step of feature selection for each of the classifiers are 
summarised, and comparisons are drawn in the section to follow (section 5.3.5). 
5.3.5 Dual polarimetric classification comparison 
In order to assess the effect of feature selection on a simulated dual polarimetric dataset, 
comparisons of classification accuracy at each stage of feature selection, for each classifier, are 
made. The use of dual polarimetric backscatter channels, HV and VV, also allowed for 
measuring the effectiveness of using polarimetric SAR texture features in sugarcane harvest 
classification. 
Figure 5.11 presents the OA% from each step of feature selection for each of the classifiers. The 
results indicate that there is no general trend in accuracy (OA%) decrease or improvement when 
using a reduced feature set including dual polarimetric texture measures (Dual Pol post-
ANOVA). Three of the six tested classifiers show a decrease in accuracy and three show 
improvement. The three classifiers which show improved accuracy include the two SVM 
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classifiers (LIB_SVM & C_SVM). The SVM classifier works by finding a separation between 
classes with the use of a hyperplane. The improvement in accuracy when using the SVM 
classifiers can be attributed to the ability of the algorithm to find a hyperplane which is able to 
distinguish classes even with the inclusion of the highly variable texture measures. However, 
when texture measures are excluded and only the backscatter channels are used, there is a 
general increase in accuracy. The KNN case displays a dramatic increase when using only the 
backscatter channel. Li et al. (2012) and Herold et al. (2004) found that adding even one texture 
measure to L- and C-band data provided a better classification, which is contrary to the results 
produced in this experiment. 
 
Figure 5.11   Comparison of classification accuracy after each stage of feature reduction for each classification 
algorithm using the dual polarimetric dataset. 
The DT and RT classifiers were the most effective in classifying the sugarcane harvest using 
dual polarimetric datasets with derived features. This includes both the all-features and post-
ANOVA datasets and is supported by Rodriguez-Galiano et al. (2012) who identified the RF 
classifiers’ ability to handle large volumes of training data and displayed insensitivity to outliers.  
RT achieved the highest accuracy (OA%) in the all-feature case, which further supports the 
findings of Rodriguez-Galiano et al. (2012). 
The Kappa values (Figure 5.12), in general, displayed the same trend as the OA% values which 
decreased after ANOVA feature reduction and values improved when using only the backscatter 
channels, HV and VV, for classification.  
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Figure 5.12   Comparison of the Kappa value after each stage of feature reduction for each classification algorithm 
using the dual polarimetric dataset. 
While KNN again suffered under large data dimensionality, its ability to handle reduced datasets 
and classifying sugarcane harvest status when as few as two features were used was 
demonstrated by achieving 96.18% OA% and a kappa value of 0.92. The kappa value achieved 
by the KNN classifier, when using only the HV and VV backscatter channels was high enough 
(> 0.70) to prove that the agreement between the reference data and the classified samples was 
not by chance. The ML classifier showed little promise for the classification of the sugarcane 
harvest status. The natural trend in the results for both the OA% and Kappa value indicate that 
feature reduction using ANOVA, starting from the full 27 dual-pol features was not effective. 
However, when using only two backscatter channels and no texture measures, the results showed 
a general increase in accuracy (OA%). The results indicated that the RF classifiers were the best 
performing classifiers for sugarcane harvest classification using a dual polarimetric dataset with 
texture measures and when using only the HV and VV channels, the KNN classifiers proved 
superior. This took into account not only the OA% and Kappa, but also the classifiers’ stability 
across 10 iterations.  
5.4 Fully polarimetric vs dual polarimetric image classification  
The use of both fully polarimetric data and dual polarimetric data allowed for comparisons to be 
made between the two datasets. This comparison is not completely equivalent due to the 
differences in feature set size between the datasets. Figure 5.13 shows a comparison of these 
results. These comparisons were based on the results of classification on post-ANOVA feature 
sets and included the use of the backscatter-only (HH and HV) classification as well. 
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When classifying the sugarcane harvest status using a single image, a fully polarimetric dataset 
generally does perform better than that of the dual polarimetric dataset and the backscatter-only 
(HH & HV) dataset. This conclusion was displayed across all classifiers except the ML classifier 
which showed limited ability to classify the sugarcane harvest in general. The SVM, DT and RF 
classifiers generally performed well when classifying the sugarcane harvest across all three 
datasets. The KNN classifier produced superior results when using a completely reduced fully 
polarised dataset and the HV, VV dataset.  
 
Figure 5.13    Comparison of classification accuracy between fully polarimetric, dual polarimetric and HV and VV 
only datasets at the final stage of feature reduction for each classification algorithm 
 
The acquisition of a fully polarimetric dataset for single image sugarcane harvest classification in 
a tropical region is not required. The results of the classification (Figure 5.13) indicate that in 
general the fully polarimetric dataset does provide superior classification accuracies when 
compared to a dual polarimetric dataset. However, there are drawbacks associated with the fully 
polarimetric data: The dimensionality of the dataset became relatively large when all 
polarimetric decompositions and texture measures were extracted. This then required feature 
reduction to be performed and which became time consuming. The revisit time of the 
RADARSAT-2 sensor was 24 days. This was not ideal when classifying a sugarcane harvest as 
sugarcane grows quickly and regrowth of field can occur causing confusion between classes. 
Sentinel-1 (A and B) dual polarimetric imagery can be acquired approximately every six days. 
Finally, the costs associated with acquiring fully polarimetric RADARSAT-2 imagery, as 
opposed to free dual polarimetric, suggest that the dual polarimetric dataset with no 
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decompositions and texture measures be used for single image sugarcane harvest classification in 
a tropical region.  
Conclusions drawn from the comparison of the datasets are highlighted in the section to follow. 
5.5 Points to highlight from Experiment 2 
Experiment 2 was used in order to address Objective 3 of the study which was to assess 
RADARSAT-2 C-band individual image sugarcane harvest classification methods, for both 
fully-polarimetric and simulated dual polarimetric datasets, and determine the effectiveness of 
obtaining and implementing a fully polarimetric dataset as opposed to a dual polarimetric dataset 
for individual image harvest classification. 
The experiment achieved the following findings in relation to addressing the above objective: 
1. The chosen method of feature selection proved to be successful for the fully polarimetric 
dataset, improving accuracy of all classifiers considerably. When using a dual polarimetric 
dataset, the reduction in feature dimensionality did not show a trend in lowering or 
improving the OA% of the classifiers. This can be related to the use of SAR texture 
measures in the dual polarimetric dataset, which became apparent when superior results 
were achieved using only the HV and the VV backscatter channels for classification. 
2. When using a dataset with severly reduced dimensionality (< four) to classify harvested 
and unharvested sugarcane fields, it is suggested that the KNN with a K value of 1 is used 
for both the fully polarimetric and dual polarimetric datasets. 
3. When classifying the sugarcane harvest status on a single SAR image, HV and VV 
backscatter channels produced results superior to that of the fully polarimetric dataset. For 
operational use, it is preferable to use dual polarimetric backscatter channels only as it 
requires less monetary resources and fewer processing requirements. 
In Chapter 6, results from Experiments 1 and 2 will be summarised and conclusions are drawn 
from the results. The results will also be put into context in terms of existing research and 
knowledge they have contributed. Recommendations relating to research stemming from the 
study, as well as recommendations for operational use of the results, are also made. 
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CHAPTER 6:  CONCLUSION 
Experiments 1 and 2 which were designed to address the objectives set out for the research. The 
experiments aimed to identify a single SAR polarimetric feature for sugarcane harvest 
monitoring and detection, as well as assess the accuracy of selected object based image 
classification methods for single image sugarcane harvest classification. The sections ahead 
summarise the findings of the study and how they compare with previous studies. The 
contributions the study has made to the fields of polarimetric SAR and harvest monitoring as 
well as the limitations associated with the study are also presented. Recommendations, both for 
operational use and for further research are then suggested, followed by concluding remarks 
about the study and the direction for the continuation of the research. 
6.1 SYNTHESIS AND FINDINGS OF THE STUDY  
The following sections present a summary of the findings from the experiments performed in 
order to achieve the aim of the study and address the research questions proposed. 
6.1.1 Experiment 1 
The aim of Objective 2 was to assess a multi-temporal single feature differencing method for 
harvest monitoring and determine the appropriate size of a RADARSAT-2 C-band dataset 
required for multi-temporal single feature harvest monitoring. This was assessed and achieved by 
Experiment 1, which made use of Shewhart individual control charts. The Shewhart control 
charts were used to assess both the accuracy of harvest identification for individual polarimetric 
SAR features. 
When assessing the ability of single polarimetric features to identify the sugarcane harvest, the 
volume scattering components from each of the polarimetric decompositions consistently 
outperformed other SAR features in its ability to detect harvest. The backscatter channels, HV 
and VV, also proved effective in identifying the sugarcane harvest. Anisotropy, Alpha, Entropy, 
odd bounce features and double bounce features proved to have limited ability in identifying the 
sugarcane harvest. These features also ranked highly in the features selected from fully 
polarimetric feature selection in Experiment 2.  
The second part of this experiment assessed each of these four volume scattering components as 
well as the HV and VV backscatter channels as single features for harvest monitoring. The 
ability of a feature to monitor the sugarcane harvest efficiently was assessed using errors of 
commission and omission. As expected, all features performed well, and the Freeman-Durden 
volume scattering component was the best performing feature with an overall accuracy of 
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88.33%, a kappa value of 0.749, an average error of commission of 8.23% and average error of 
omission of 15.02%. In the theoretical case where only dual polarimetric data was available, the 
HV backscatter channel would be the appropriate feature for sugarcane harvest monitoring with 
an overall accuracy of 80.00%, a kappa value of 0.724, an average error of commission of 8.23% 
and average error of omission of 11.85%. This was also true for dual polarimetric feature 
selection in Experiment 2, where HV was selected as a feature which contributed most in 
explaining the sugarcane harvest status. The effect of ratioing versus difference and mean versus 
median for calculation of moving range was also tested.. When calculating moving range, it was 
found that using a differencing technique from one date to the next is advisable since using a 
ratio does not improve accuracy.  The use of mean values for data analysis was also found to be 
sufficient as the use of median values does not provide improved accuracy and therefore the 
extra processing is not warranted. 
The Shewhart individual control charts are multi-temporal in nature and, therefore, requires a 
time series of datasets. The minimum size of the dataset in order to achieve desirable accuracies 
(>80%) and construct statistically significant control limits for sugarcane harvest detection and 
monitoring was found to be 9 images. However, it is advisable to use the largest amount of 
image dates available. 
The results and findings drawn from these answered Objective 2 and the research questions 
derived from the objective. 
6.1.2 Experiment 2 
Experiment 2 was designed in order to address and achieve Objective 3 of the study, which was 
to assess RADARSAT-2 C-band individual image sugarcane harvest classification methods, for 
both fully-polarimetric and simulated dual polarimetric datasets, and determine the effectiveness 
of obtaining and implementing a fully polarimetric dataset, as opposed to a dual polarimetric 
dataset for individual image harvest classification. 
Feature selection was done in two steps, EFA followed by ANOVA. The two-tiered feature 
selection proved to be successful for the fully polarimetric dataset, reducing the dataset to only 
four features and improving the accuracy of all classifiers (with the exception of ML) 
considerably at all stages of feature reduction. The four features selected were all volume 
scattering components of the polarimetric decompositions and did not feature any texture or 
backscatter measures. This highlights that the derivation of textures using SAR features did not 
assist in classifying the sugarcane harvest. The selection of the volume scattering components 
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agrees with the results achieved in Experiment 1 where volume scattering components achieved 
superior results. 
When using a dual polarimetric dataset, however, the reduction in feature dimensionality 
lowered the OA% of some of the classifiers. The feature reduction method reduced the dataset to 
7 features; this included the selection of the HV, VV backscatter channels and a ratio of these 
backscatter channels. The decrease in classification accuracy can be related to the SAR texture 
measures which contain more variability as they are not filtered.This became apparent when 
superior results were achieved using only the HV and the VV backscatter channels for 
classification.  
When classifying the sugarcane harvest status on a single SAR image, HV and VV backscatter 
channels produced results superior to those of the fully polarimetric dataset. For operational use, 
it is advised to use dual polarimetric backscatter channels only as these require less monetary 
resources and fewer processing requirements. 
When using a dataset with reduced dimensionality to classify harvested and unharvested 
sugarcane fields, it is suggested that the KNN with a K value of 1 is used for both fully 
polarimetric and dual polarimetric datasets. This classifier was able to handle the small 
dimensionality of the reduced datasets and achieved exceptional results for sugarcane harvest 
classification on a single image. These results were replicated across the fully polarimetric 
dataset and the dual polarimetric dataset. 
The results and findings drawn from these answered Objective 3 and the research questions 
derived from the objective. 
6.2 CONTEXTUALIZING THE FINDINGS 
Very little research has been done into using SAR, both fully polarimetric and dual polarimetric 
for sugarcane harvest monitoring. Harvest monitoring in itself has not been investigated 
extensively. This led to multi-temporal crop monitoring has been at the heart of research 
pertaining to crop change detection. Much of this research has focused on the monitoring of rice 
crops and for this reason comparisons made with literature need to take into account differences 
between plant structure between the various crops and are not always relevant when referring to 
sugarcane.  
The results from this study, when using fully polarimetric data and decompositions for harvest 
monitoring and classification, show a strong relationship between the volume scattering 
components for explaining crop status. In agreement with these results, Turkar and Rao (2011) 
found that the Van Zyl volume scattering component resulted in the highest crop type 
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classification accuracy. As with this study, they also found that when using all decomposition 
features, the Van Zyl and Freeman-Durden volume scattering contributed significantly to overall 
accuracy. This was further supported by Wang et al. (2013) who identified the Freeman-Durden 
decomposition as one that provides a better understanding of the physical scattering mechanisms 
without additional terrain information. Van Beijma, Comber and Lamb (2014), when using a 
fused optical and SAR dataset, identified the best performing SAR features proved to be the 
volume scattering components. Hoesseini et al. (2011) found the highest classification accuracy 
for land cover classification achieved was using the Krogager decomposition. In contrast to this 
result, Jiao et al. (2014), using multi-temporal Radarasat-2 C-band data, found that Cloude–
Pottier decomposition parameters provided the best classification accuracy the Freeman–Durden 
decomposition. This was in stark contrast to the results produced in this study, where Cloude-
Pottier parameters were not influential.  
In the case of using a dual polarimetric dataset, the harvesting monitoring tool suggested in this 
thesis as well as the sugarcane harvest classification results, produced the most effective results 
when using the cross polarised HV backscatter channel, while the VV backscatter channel 
proved to show similar potential for these applications. The success of these features were 
verified by literature - Jiao et al. (2014) stated there was a strong relationship between the 
phenological growth stage and HV backscatter channels for canola crops; Deschamps et al. 
(2012) identified that the HV and VV polarizations had the most significant contributions for 
radar-only clop classifications with the HH backscatter having very little contribution. Inoue et 
al. (2014) found that the backscatter coefficient for C-band HV channel is strongly correlated 
with the amount and structure of leaf elements within a canopy. These backscatter channels have 
also been used effectively for classification and monitoring in previous research using SAR data 
(McNairn et al. 2009; Michelson, Liljeberg & Pilesjo 2000). However, Lopez-Sanchez, Cloude 
and Ballester-Berman (2012) cited that the HH and VV backscatter channels showed a temporal 
variation that has a significant correlation with the development of the rice plants during the 
growth season.  
The use of texture measures for classification in this study showed that texture derived from 
SAR data does not improve accuracy; when texture measures are excluded and only the 
backscatter channels are used, there is a dramatic increase in accuracy. Li et al. (2012) and 
Herold et al. (2004) found that adding even one texture measure to L- and C-band data provided 
a better classification, and this is in contrast of the results produced in this experiment. 
In the context of sugarcane and SAR, very few studies have been conducted and for this reason 
comparisons with literature are few. In accordance with results achieved in this study, Baghdadi 
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et al. (2009) found the HV and VV backscatter channels displayed significant effects on 
sugarcane field harvest status. This can be attributed to the multiple scattering and depolarisation 
of the signal in a volume of vegetation, more specifically, sugarcane. Sugarcane has a long 
vertically orientated plant structure which acts as dipoles, vertically polarised signals will 
interact strongly with them and produce relatively high backscatter. A harvested sugarcane crop 
with no vertical plant structure will result in ground return which does not return a high 
backscatter in the co-polarised (VV) channels. 
Although it is advised to use a dataset of low complexity, when using a high dimensional dataset, 
the SVM classifier was the best performing algorithm for SAR data. The RT classifier achieved 
the best OA% result however the C_SVM classifier displayed low kurtosis or the least variation 
in classification results (OA%) and is for this reason deemed to be the most stable classifier. This 
is in line with Hosseini et al. (2011) who indicate that the SVM classifier can be used as an 
effective method for fully polarimetric SAR images with acceptable levels of accuracy. 
Similarly, Oomen et al. (2008), Zheng et al. (2015) and Adam et al. (2014) found that the SVM 
classifier was effective when dealing with large datasets, not only SAR-based datasets. When 
using the optimally reduced datasets, the results pertaining to the KNN classifier were not in 
accordance with Myburgh and van Niekerk (2014) who found that KNN was not significantly 
negatively affected by an increase in feature dimensionality.  However, the results achieved by 
the KNN in this study using a large dataset suggest otherwise. The KNN did achieve the best 
classification accuracy when using the optimally reduced datasets for both fully polarimetric and 
dual polarimetric data. These conclusions diverge from Fontenelli et al. (2015) who found the 
best results for rice crops classification using SAR C-band data were achieved using DT 
classifiers. 
6.3 CONTRIBUTION AND NOVELTY 
The completion of the study allowed for the synthesis of the results and conclusions to be drawn 
from this. 
It was shown that Shewhart individual control charts show potential for sugarcane harvest 
monitoring using polarimetric SAR. The method allows a statistical confidence to be placed on 
harvest monitoring. Harvest monitoring using RS features has previously not adapted this 
statistical confidence to harvest identification and monitoring. While the added phase 
information present in fully polarimetric data does improve accuracy this data is not always 
available, and the dual polarimetric features achieved accuracies acceptable for operational use, 
as demonstrated in Experiment 1. When implementing the Shewhart individual control charts for 
harvest monitoring, it is advised to use the largest dataset available to the user. 
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When classifying the sugarcane harvest using datasets of large dimensionality, specifically the 
fully polarimetric dataset with derived polarimetric decompositions and textures, the SVM 
classifier handles these large datasets producing desirable accuracies. Using as few features as 
possible, following a data reduction method is advised. The simple dimensionality of the dataset 
allows for the use of a computationally simple classifier, KNN with a K value of 1, and improves 
classification accuracies for both the fully polarimetric and dual polarimetric datasets. The 
addition of texture measures derived from both the fully polarimetric datasets and the dual 
polarimetric datasets does not improve accuracy for SAR harvest classification. The omission of 
these texture features in classification will improve computational time and place less strain on 
image processing resources. 
The accuracies achieved for both experiments, by using only the HV and VV backscatter 
channels, suggest the potential of dual polarimetric sensors for harvest monitoring and 
classification, posing many research and operational prospects as Sentinel-1 data is now freely 
available. This study has provided insight into methods that can be used for harvest monitoring 
and classification by identifying features that are suitable these applications and, in that, aided in 
understanding data pre-processing and preparation of complex SAR datasets. 
6.4 LIMITATIONS 
Limitations within the study mainly stemmed from the complexity of the ground truth and 
training database. The training database provided data for an initial 854 sugarcane fields 
monitored by CIRAD. The method used for acquiring the validation data proved to be 
problematic as the data collection did not coincide with the actual harvest date for most of the 
methods used. Individuals working in the field to record harvest status did not always have 
accurate measurements of when the harvest occurred and the recording of the harvest status with 
the use of SPOT images, whose acquisition date did not coincide with the RADARSAT-2 image 
date, resulted in data acquired with these acquisition methods to be discarded. Due to the rapid 
regrowth of sugarcane following a harvest, the date of recording of harvest information needs to 
coincide with the date of the actual harvest. The quality of the reference resulted in only 65 fields 
available for analysis, resulting in the spread of harvested and unharvested fields per image date 
to be highly skewed. Therefore, classifiers were only trained using a late season image, for the 
purpose of effectively training a classifier images from earlier in the season where not used. The 
number of fields (65) was also a limitation as the sample was small and did not represent the true 
population of sugarcane fields.  
Another limitation within the study was due to the design of the classification scheme.  Due to 
the fact that only harvested and unharvested fields were classified, again, ground truth data 
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pertaining to partially harvested fields had to be discarded. This was influenced by the study area 
as heterogeneity of harvest status within fields at any one point is common as automation of the 
harvest is not widely available due to the steep landscapes, and manual harvests can last number 
of weeks. The conclusions drawn from the study are limited to the case of sugarcane on Rèunion 
Island for one image date and therefore cannot be accepted as universally true for all sugarcane 
areas. 
6.5 RECOMMENDATIONS 
The results achieved using Experiments 1 and 2 for addressing the aim of the study have allowed 
for recommendations to be suggested for sugarcane harvest monitoring. These are summarised in 
the sections to follow which present operational recommendations based on the results as well as 
further research questions stemming from experiments 1 and 2. Operational and research 
recommendations are presented separately as the study was conducted for research purposes 
however the collaboration with CIRAD required that operational recommendations do stem from 
the study. 
6.5.1 Operational recommendations 
The study yielded findings that can be useful for an operational sugarcane harvest monitoring 
system.  
The Shewhart individual control charts have never been applied as a tool for harvest monitoring, 
Experiment 1 demonstrated the promising ability for this method to be used in harvest 
monitoring. In countries or regions such as Rèunion island where sugarcane mills are only 
operational if a sufficient amount of sugarcane is available for milling, developing a cost-
efficient, easily accessible sugarcane monitoring application is extremely important. Factories 
can predict the amount of sugarcane that has been harvested and, therefore, calculate how much 
harvested sugarcane they can still expect and effectively plan for mill operation time, thus 
greatly reducing costs and improving yields. This tool also allows for the development of 
sugarcane harvest archives, in turn allowing for improvement in the agriculture industry, 
especially in countries where sugarcane is a dominant crop. Experiment 1 demonstrated the need 
for a large dataset in order to improve results, and the sugarcane mills have appropriate resources 
to acquire a database of images needed for this harvest monitoring tool.  
In order to reduce costs associated with acquisition of fully polarimetric data it is recommended 
that a dual polarimetric dataset be acquired for operational use in sugarcane harvest monitoring 
on Rèunion Island. Dual polarimetric datasets are often more affordable and even free of cost in 
some instances (Sentinel-1). The performance when using only the HV and VV backscatter 
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bands indicates that the use of Sentinel-1 data (VH-VV) for sugarcane harvest classification is 
possible at a high accuracy (>80%) when using a KNN classifier. 
The use of a single image for harvest status classification will reduce costs associated with data 
acquisition and will, therefore, be more easily accessible to these small-scale farmers. Large 
operational sugarcane mills can also use single image harvest classification to make comparisons 
with the amount of received sugarcane and the amount harvested, again optimising milling 
processes and reducing costs applicable to the mills. 
This research has not yet developed the optimal tool for harvest monitoring and classification; 
however, the initial processing steps towards an operational tool for harvest monitoring were 
investigated, assessed and achieved. In order to optimise these tools for operational 
implementation, further investigation into effective sugarcane harvest monitoring needs to be 
addressed. 
6.5.2 Research recommendations 
In order to optimise the tools for harvest monitoring and identification, further investigation 
beyond the scope of this study needs to be done. 
Firstly, an accurate ground truth database with a larger selection of training and verification data 
is required. This study was performed using relatively small fields, and it is suggested to expand 
the database to larger sugarcane fields not only operated by small-scale farmers.  
Future research should aim to replicate the classification methods tested in this study and 
introduce a third class, partially harvested, into the classification schema. This will allow for a 
more realistic harvest monitoring and identification tool. The classification schema used only 
included harvested and unharvested classes. This is not optimal as sugarcane fields are often 
heterogeneous due to the large acreages associated with sugarcane fields as well as the manual 
harvesting of these fields, and are, for this reason, often partially harvested at the time of image 
acquisition. It is also recommended that future research test the transferability of the 
classification methodology. The classification methodology was also only tested on one image 
date. In order to accurately validate the harvest classification method, images from different 
periods in the growing season need to be incorporated into the analysis. 
The classification methods used were also used on the default classification parameters, as 
proposed by the SLICE software. While accuracies achieved were desirable, it is suggested that 
the parameters of certain classifiers be assessed in order to possibly improve the accuracies, in 
turn creating for a more optimised harvest monitoring and classification method. For operational 
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use, it is required that all parameters be defined within the harvest monitoring tool and, thus, if 
the optimal parameters are identified beforehand, the tool will prove more efficient. 
When conducting research for operational use, it is important to consider the efficiency of the 
tool. Future research should focus on the automation of the SAR image processing and analysis. 
This would minimise the extensive time periods used for manual processing of the data. The 
automation of the harvest monitoring tool will allow for the applicable factories and mills to 
improve decision making and productivity levels with reduced use of human resources.  
Finally, it is recommended that that the methodology be transferred to a Sentinel-1 dataset in 
future research. This study focused of the use of RADARSAT-2 C-band data for developing a 
harvest monitoring tool. The imagery used is not freely available to the public. It can however be 
acquired at an uneconomical cost. With the recent launch of the Sentinal-1 sensor under the 
Copernicus program, SAR dual-polarised C-band data is becoming more freely available and 
hereby presents an opportunity for the tool to be incorporated for commercial operational use.  
6.6 CONCLUDING REMARKS 
This research aimed to assess the accuracy with which harvest monitoring methods using fully 
polarimetric SAR data can be employed for detection and mapping of sugarcane harvesting. The 
aim was achieved through addressing two main objectives. The research Objectives were 
addressed and answered and in doing so achieving the aim of the study. 
A statistically significant multi-temporal harvest monitoring tool can be produced using SAR C-
band data. This can be achieved using a single feature differencing technique across image dates. 
The tool requires a large amount of images in order to optimise accuracy. With an ever 
increasing spatial data infrastructure, this is possible. Mapping of the sugarcane harvest using a 
single image object based classification method proved to be feasible for RADARSAT-2 C-band 
data. Polarimetric decompositions (particularly volume scattering) proved to be important when 
using fully polarimetric data, thereby increasing the dataset dimensionality. Feature reduction is 
imperative when using a large fully polarimetric dataset in order to reduce redundancy in 
features. A simulated dual polarimetric dataset was able to map the sugarcane harvest with 
accuracies comparable to that of a fully polarimetric dataset. Deriving further features from the 
dual polarised dataset is not required as the cross-polarised HV backscatter channel is best for 
monitoring and mapping the sugarcane harvest. This shows promise for dual polarised datasets 
which are freely available and require less processing than fully polarimetric data. 
This thesis illustrated the ability of SAR C-band data for sugarcane harvest monitoring and 
mapping in a tropical region where optical data have limitations associated with cloud cover and 
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large amounts of moisture in the atmosphere. With the availability of dual polarised Sentinel-1 
SAR data, future research should be focussed on the use of a dual polarimetric sugarcane harvest 
monitoring tool and should be extended to focus not only on sugarcane but other crops which 
contribute largely to the agriculture and economic sectors. 
6.7 CONTINUATION OF THIS RESEARCH 
Based on the findings from this, two articles are planned for submission to accredited, peer 
reviewed journals by the end of 2016. These publications are provisionally titled: 
1. A process-behaviour approach to sugarcane harvest detection from polarimetric SAR 
imagery. 
2. The contribution of polarimetric decomposition towards the accuracy of sugarcane 
harvest detection from RADARSAT-2 
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APPENDIX A 
Shewhart individual control charts confusion matrices 
The confusion matrices for the top six performing features for harvest identification using 
Shewhart individual control charts (Section 4.1.1).  The results from the confusion matrices are 
summarised and presented in Table 4.2. The extended matrices for each of the features are 
presented below. 
Freeman Durden Volume Scattering: 
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Reference Data 
  
Not Harvested Harvested 
Totals 
Not Harvested 648 7 655 
Harvested 20 45 65 
Totals   668 52 720 
Overall Accuracy 96.25% 
Not Harvested Error of Commision 2.99% 
Not Harvested Error of Omission 1.07% 
Harvested Error of Commision 13.46% 
Harvested Error of Omission 30.77% 
Kappa Statistic 0.749 
 
Van Zyl Volume Scattering: 
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Reference Fields 
  
Not Harvested Harvested 
Totals 
Not Harvested 645 22 667 
Harvested 6 47 53 
Totals   651 69 720 
Overall Accuracy 96.11% 
Not Harvested Error of Commision 0.92% 
Not Harvested Error of Omission 3.30% 
Harvested Error of Commision 31.88% 
Harvested Error of Omission 11.32% 
Kappa Statistic 0.75 
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Yamaguchi Volume Scattering: 
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Reference Fields 
  
Not Harvested Harvested 
Totals 
Not Harvested 650 18 668 
Harvested 9 43 52 
Totals   659 61 720 
Overall Accuracy 96.25% 
Not Harvested Error of Commision 1.37% 
Not Harvested Error of Omission 2.69% 
Harvested Error of Commision 29.51% 
Harvested Error of Omission 17.31% 
Kappa Statistic 0.741 
 
Krogager Dipole Scattering: 
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Reference Fields 
  
Not Harvested Harvested 
Totals 
Not Harvested 649 19 668 
Harvested 10 42 52 
Totals   659 61 720 
Overall Accuracy 95.97% 
Not Harvested Error of Commision 1.52% 
Not Harvested Error of Omission 2.84% 
Harvested Error of Commision 31.15% 
Harvested Error of Omission 19.23% 
Kappa Statistic 0.722 
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HV Backscatter Band: 
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Reference Fields 
  
Not Harvested Harvested 
Totals 
Not Harvested 646 22 668 
Harvested 8 44 52 
Totals   654 66 720 
Overall Accuracy 95.83% 
Not Harvested Error of Commision 1.22% 
Not Harvested Error of Omission 3.29% 
Harvested Error of Commision 33.33% 
Harvested Error of Omission 15.38% 
Kappa Statistic 0.723 
 
VV Backscatter Band: 
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Reference Fields 
  
Not Harvested Harvested 
Totals 
Not Harvested 651 17 668 
Harvested 11 41 52 
Totals   662 58 720 
Overall Accuracy 96.11% 
Not Harvested Error of Commision 1.66% 
Not Harvested Error of Omission 2.54% 
Harvested Error of Commision 29.31% 
Harvested Error of Omission 21.15% 
Kappa Statistic 0.724 
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