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Abstract. We compute the eigenvalues with multiplicities of the Lichnerow-
icz Laplacian acting on the space of complex symmetric covariant tensor fields
on the complex projective space P n( |C). The spaces of symmetric eigenten-
sors are explicitly given.
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1 Introduction
Let (M, g) be a Riemannian n-manifold and D its Levi-Civita connection.
For any p ∈ IN, we shall denote by Γ(⊗pT ∗M, |C), Ωp(M, |C) and Sp(M, |C)
the space of complex covariant p-tensor fields on M , the space of complex
differential p-forms on M and the space of complex symmetric covariant p-
tensor fields on M , respectively. Note that Γ(⊗0T ∗M, |C) = Ω0(M, |C) =
S0(M, |C) = C∞(M, |C). We put
Ω(M, |C) =
n⊕
p=0
Ωp(M, |C) and S(M, |C) =⊕
p≥0
Sp(M, |C).
If (M, g) is Ka¨hlerian, i.e., there exists a complex structure J on M such
that DJ = 0 and g is Hermitian with respect to J . The complex structure
J defines a bigraduation
Ωp(M, |C) =
⊕
r+q=p
Ωr,q(M) and Sp(M, |C) = ⊕
r+q=p
Sr,q(M).
∗Recherche mene´e dans le cadre du Programme The´matique d’Appui a` la Recherche
Scientifique PROTARS III.
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We consider the Lichnerowicz Laplacian ∆M : Γ(⊗∗T ∗M, |C) −→ Γ(⊗∗T ∗M, |C)
introduced by Lichnerowicz in [16] pp. 26. It is a second order differential
operator, self-adjoint, elliptic and respects the symmetries of tensor fields.
In particular, ∆M leaves invariant S(M, |C) and the restriction of ∆M to
Ω(M, |C) coincides with the Hodge-de Rham Laplacian. Moreover, the Lich-
nerowicz Laplacian respects the bigraduation induced by Ka¨hlerian struc-
tures.
The Lichnerowicz Laplacian acting on symmetric covariant tensor fields is of
fundamental importance in mathematical physics (see for instance [10], [21]
and [23]). Note also that the Lichnerowicz Laplacian acting on symmetric
covariant 2-tensor fields appears in many problems in Riemannian geometry
(see [3], [5], [20]...).
On a compact Riemannian manifold, the Lichnerowicz Laplacian ∆M has
discrete eigenvalues with finite multiplicities. For a given compact Rieman-
nian manifold, it may be an interesting problem to determine explicitly the
eigenvalues and the eigentensors of ∆M on M .
Let us enumerate the cases where the spectra of ∆M was computed:
1. ∆M acting on C
∞(M, |C): M is either flat torus or Klein bottles [4], M
is a Hopf manifold [1];
2. ∆M acting on Ω(M, |C): M = S
n or P n( |C) [11] and [12],M = |CaP 2 or
G2/SO(4) [17]-[19], M = SO(n + 1)/SO(2)× SO(n) or M = Sp(n +
1)/Sp(1)× Sp(n) [22];
3. ∆M acting on S2(M, |C) and M is the complex projective space P 2( |C)
[23];
4. ∆M acting on S2(M, |C) and M is either Sn or P n( |C) [6] and [7];
5. Brian and Richard Millman gave in [2] a theoretical method for com-
puting the spectra of Lichnerowicz Laplacian acting on Ω(G) where G
is a compact semisimple Lie group endowed with the biinvariant metric
induced from the negative of the Killing form;
6. Some partial results where given in [13]-[15];
7. ∆M acting on S(M, |C) and M is Sn [8].
2
In this paper, we compute the eigenvalues and we determine the spaces of
eigentensors with its multiplicities of ∆M acting on S(M, |C) in the case
where M is the complex projective space P n( |C) endowed with the Ka¨hlerian
structure quotient of the canonical Ka¨hlerian structure of |Cn+1. We use a
fairly simple method which requires, in places, massive computations. Let
us describe this method briefly.
First, since there is a natural map
φ : ΓZ(⊗∗T ∗ |Cn+1, |C) −→ Γ(⊗∗T ∗P n( |C), |C),
where ΓZ(⊗∗T ∗ |Cn+1, |C) is the space of complex covariant tensor fields in-
variant by the natural action of the circle on |Cn+1, we compute
φ ◦∆ |Cn+1 −∆Pn( |C) ◦ φ.
The formula obtained (cf. Theorem 2.1) involves natural operators on |Cn+1
and constitutes the principal tool of this paper. Hereafter, in Section 3, we
adapt to our situation the methods used in [11] in the context of differential
forms. Indeed, we consider, for any p, q, k, l ∈ IN, the space T p,qk,l of traceless
symmetric tensor field T on |Cn+1 of the form
T =
∑
0≤i1<...,<ip≤n
0≤j1<...,<jq≤n
Ti1,...,ip,j1,...,jqdzi1 ⊙ . . .⊙ dzip ⊙ dz¯j1 ⊙ . . .⊙ dz¯jq ,
where Ti1,...,ip,j1,...,jq are harmonic polynomials of degree k with respect z0, . . . , zn
and of degree l with respect z¯0, . . . , z¯n and such that the divergence of T van-
ishes. We have, if < , > denotes the Euclidian metric on |Cn+1,
φ :
⊕
0≤m≤min(p,q)
k+p=l+q
< , >m ⊙T p−m,q−mk,l −→ Sp,q(P n( |C), |C)
is injective and its image is dense. By introducing an algebraic lemma (cf.
Lemma 3.3) we get a direct sum decomposition of any T p,qk,l , and we use
the formula obtained in Theorem 2.1 to show that the image by φ of the
spaces composing this direct sum are, actually, eigenspaces of ∆Pn( |C). We
compute the multiplicities of these eigenspaces and we get the result desired
(see Theorems 3.2 and 3.3). Finally,, we tabulate the results for the low
values of p and q (Tables I-VIII) and, in particular, we recover the results
obtained in [23] (Tables VI-VIII).
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2 A relation between ∆ |Cn+1 and ∆Pn( |C)
The main result of this section is Theorem 2.1 which establishes a formula
relating the Lichnerowicz Laplacian on |Cn+1 and the Lichnerowicz Laplacian
on P n( |C). This formula is the principal tool of this paper and its statement
requires the introduction of some definitions and notations. Also we need to
recall some basic properties of the Lichnerowicz Laplacian and to collect the
basic material which will be used throughout the paper.
Let (M, g) be a Riemannian n-manifold. The curvature tensor field R of the
Levi-Civita connection D associated to g is given by
R(X, Y )Z = D[X,Y ]Z − (DXDY Z −DYDXZ) ,
and its Ricci endomorphism field r : TM −→ TM is given by
g(r(X), Y ) =
n∑
i=1
g(R(X,Ei)Y,Ei),
where (E1, . . . , En) is any local orthonormal frame.
For any p ∈ IN, the connection D induces a differential operator
D : Γ(⊗pT ∗M, |C) −→ Γ(⊗p+1T ∗M, |C)
given by
DT (X, Y1, . . . , Yp) := DXT (Y1, . . . , Yp) = X.T (Y1, . . . , Yp)−
p∑
j=1
T (Y1, . . . , DXYj, . . . , Yp).
Its formal adjoint D∗ : Γ(⊗p+1T ∗M, |C) −→ Γ(⊗pT ∗M, |C) is given by
D∗T (Y1, . . . , Yp) = −
n∑
j=1
DEiT (Ei, Y1, . . . , Yp),
where (E1, . . . , En) is any local orthonormal frame.
We denote by δ the restriction ofD∗ to S(M, |C) and we define δ∗ : Sp(M, |C) −→
Sp+1(M, |C) by
δ∗T (X1, . . . , Xp+1) =
p+1∑
j=1
DXjT (X1, . . . , Xˆj, . . . , Xp+1),
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where the symbol ˆmeans that the term is omitted.
Recall that the operator trace Tr : Sp(M, |C) −→ Sp−2(M, |C) is given by
TrT (X1, . . . , Xp−2) =
n∑
j=1
T (Ej , Ej, X1, . . . , Xp−2),
where (E1, . . . , En) is any local orthonormal frame.
The Lichnerowicz Laplacian is the second order differential operator
∆M : Γ(⊗pT ∗M, |C) −→ Γ(⊗pT ∗M, |C)
given by
∆M(T ) = D
∗D(T ) +R(T ),
where R(T ) is the curvature operator given by
R(T )(X1, . . . , Xp) =
p∑
j=1
T (X1, . . . , r(Xj), . . . , Xp)
− ∑
i<j
n∑
l=1
{T (X1, . . . , El, . . . , R(Xi, El)Xj, . . . , Xp) + T (X1, . . . , R(Xj, El)Xi, . . . , El, . . . , Xp)} ,
where (E1, . . . , En) is any local orthonormal frame and, in
T (X1, . . . , El, . . . , R(Xi, El)Xj , . . . , Xp),
El takes the place of Xi and R(Xi, El)Xj takes the place of Xj .
This differential operator, introduced by Lichnerowicz in [16] pp. 26, is self-
adjoint, elliptic and respects the symmetries of tensor fields. In particular,
∆M leaves invariant S(M, |C) and the restriction of ∆M to Ω(M, |C) coincides
with the Hodge-de Rham Laplacian.
Note that if T ∈ S(M) then
Tr(∆MT ) = ∆M (TrT ), (1)
∆M (T ⊙ g) = (∆MT )⊙ g, (2)
where ⊙ is the symmetric product.
The Lichnerowicz Laplacian is compatible with Ka¨hlerian structures. Indeed,
suppose that (M, g) is Ka¨hlerian, i.e., there exists a complex structure J on
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M such that DJ = 0 and g is Hermitian with respect to J . The complex
structure J defines a bigraduation
Sp(M, |C) = ⊕
r+q=p
Sr,q(M),
and ∆M respects this bigraduation.
For any T ∈ Γ(⊗pT ∗M, |C), for any vector field Y and for any 1 ≤ i < j ≤ p,
we denote by iY,jT the (p− 1)-tensor field given by
iY,jT (X1, . . . , Xp−1) = T (X1, . . . , Xj−1, Y,Xj, . . . , Xp−1),
by Tri,jT the (p− 2)-tensor field given by
Tri,jT (X1, . . . , Xp−2) =
n∑
l=1
T (X1, . . . , Xi−1, El, Xi, . . . , Xj−2, El, Xj−1, . . . , Xp−2),
and by Tri,j,JT the (p− 2)-tensor field given by
Tri,j,JT (X1, . . . , Xp−2) =
n∑
l=1
T (X1, . . . , Xi−1, El, Xi, . . . , Xj−2, JEl, Xj−1, . . . , Xp−2),
where (E1, . . . , En) is any local orthonormal frame of M .
Remark 2.1 If T is a complex symmetric covariant tensor field then
Tri,jT = TrT and Tri,j,JT = 0.
For any permutation σ of {1, . . . , p}, we denote by T σ the p-tensor field
T σ(X1, . . . , Xp) = T (Xσ(1), . . . , Xσ(p)).
For 1 ≤ i < j ≤ p, the transposition of (i, j) is the permutation σi,j of
{1, . . . , p} such that σi,j(i) = j, σi,j(j) = i and σi,j(k) = k for k 6= i, j. We
shall denote by T the set of the transpositions of {1, . . . , p}.
On other hand, for p ≥ 2, we denote by T J and T J the p-tensors fields given
by
T J(X1, . . . , Xp) =
∑
i<j
T (X1, . . . , JXi, . . . , JXj, . . . , Xp),
T
J
(X1, . . . , Xp) =
∑
i<j
T (X1, . . . , JXj, . . . , JXi, . . . , Xp).
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Finally, we define δ∗c : Sp(M, |C) −→ Sp+1(M, |C) by
δ∗cT (X1, . . . , Xp+1) =
p+1∑
j=1
DJXjT (X1, . . . , Xˆj, . . . , Xp+1),
and we put
δ∗h =
1
2
(δ∗ − iδ∗c) and δ∗h =
1
2
(δ∗ + iδ∗c).
Note that
δ∗h ◦ δ∗h = δ∗h ◦ δ∗h. (3)
The complex projective space P n( |C) inherits a natural Ka¨hlerian structure
from |Cn+1, let us describe this structure and introduce some notations.
Let (z0, . . . , zn) be the standard holomorphic coordinates on |C
n+1. Put
zi = xi +
√−1yi,
∂
∂zi
=
1
2
(
∂
∂xi
−√−1 ∂
∂yi
)
and
∂
∂z¯i
=
1
2
(
∂
∂xi
+
√−1 ∂
∂yi
)
.
The standard complex structure J0 of |C
n+1 is given by
J0
∂
∂zi
=
√−1 ∂
∂zi
and J0
∂
∂z¯i
= −√−1 ∂
∂z¯i
.
Let < , >=
∑n
i=0 dzi.dz¯i be the flat Ka¨hler metric on |C
n+1 and let Ω0 =
−√−1∑ni=0 dzi ∧ dz¯i be its Ka¨hler form.
The radial vector field −→r = ∑ni=0 (xi ∂∂xi + yi ∂∂yi
)
splits to −→r = W + W,
where
W =
n∑
i=0
zi
∂
∂zi
and W =
n∑
i=0
z¯i
∂
∂z¯i
.
Put Z = J0
−→r .
The differential of r2 =
n∑
i=0
|zi|2 splits to dr2 = W ∗ +W ∗, where
W ∗0 =
n∑
i=0
z¯idzi, and W
∗
0 =
n∑
i=0
zidz¯i.
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Let pi : |Cn+1 \ {0} −→ P n( |C) be the natural projection and pis : S2n+1 −→
P n( |C) its restriction to S2n+1 ⊂ |Cn+1 \ {0}. For any m ∈ S2n+1, put
Fm = ker((pis)∗)m and let F
⊥
m be the orthogonal complementary subspace to
Fm in Tm(S
2n+1);
Tm(S
2n+1) = Fm ⊕ F⊥m .
We introduce the Riemannian metric g on P n( |C) so that the restriction
of (pis)∗ to F
⊥
m is an isometry onto Tpi(m)(P
n( |C)). The standard complex
structures J on P n( |C) is given by
J(pis)∗v = (pis)∗J0v, v ∈ F⊥m .
For any vector field X tangent to P n( |C), there exists an unique vector field
Xh tangent to S2n+1 satisfying, for any m ∈ S2n+1,
Xh(m) ∈ F⊥m and (pis)∗(Xh) = X.
The vector field Xh is the horizontal left of X .
For any p, q ∈ IN, we denote by ΓZ(⊗pT ∗ |Cn+1, |C) and Sp,qZ ( |Cn+1) the
space of complex covariant p-tensor fields on |Cn+1 and the space of complex
symmetric covariant tensor fields of type (p, q) on |Cn+1, respectively, which
are invariant by Z. A tensor field T belongs to ΓZ(⊗pT ∗ |Cn+1) if and only if
LZT = 0.
We define a linear map
φ : ΓZ(⊗pT ∗ |Cn+1, |C) −→ Γ(⊗pT ∗P n( |C), |C)
by
φ(T )(X1, . . . , Xp)(pis(m)) = T (X
h
1 , . . . , X
h
p )(m), m ∈ S2n+1.
The map φ is well defined and φ (Sp,qZ ( |Cn+1)) ⊂ Sp,q(P n( |C), |C).
Note that the Ka¨hler form Ω of P n( |C) satisfies Ω = φ(Ω0).
The Lichnerowicz Laplacian on P n( |C) involves the curvature operator and
we will compute it now.
Lemma 2.1 The tensor curvature R and the Ricci endomorphism field r
associated to the Riemannian metric g on P n( |C) are given by
R(X1, X2)X3 = g(X1, X3)X2 − g(X2, X3)X1 − 2g(JX2, X1)JX3 + g(JX3, X2)JX1
−g(JX3, X1)JX2
r(X) = 2(n+ 1)X.
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Proof. These formulas can be deduced easily from the curvature of S2n+1
by using the Riemannian submersion pis : S
2n+1 −→ P n( |C) and the O’Neil
formulas (see for instance [5, pp. 241]).✷
A direct computation using Lemma 2.1 and the definition of the curvature
operator gives the following lemma.
Lemma 2.2 For any covariant p-tensor field T on P n( |C), we have
R(T )(X1, . . . , Xp) = 2(n + 1)pT (X1, . . . , Xp)− 4T J(X1, . . . , Xp)
−2T J(X1, . . . , Xp) + 2
∑
σ∈T
T σ(X1, . . . , Xp)
−2∑
i<j
g(Xi, Xj)Tri,jT (X1, . . . , Xˆi, . . . , Xˆj, . . . , Xp)
−2∑
i<j
Ω(Xi, Xj)Tri,j,JT (X1, . . . , Xˆi, . . . , Xˆj, . . . , Xp).
Now we are able to state the main result of this section.
Theorem 2.1 Let T ∈ ΓZ(⊗pT ∗ |Cn+1, |C). Then
φ(∆ |Cn+1T )−∆Pn( |C)φ(T ) = φ
(
p(1− p)T + 2(p− n)L−→r T − L−→r ◦ L−→r T
−2∑
σ∈T
T σ + 2T J0 + 2T
J0
+O(T )
)
,
where
O(T )(X1, . . . , Xp) =
+2
p∑
j=1
(
DJ0Xj (iJ0−→r ,jT )(X1, . . . , Xˆj, . . . , Xp)−DXj(i−→r ,jT )(X1, . . . , Xˆj, . . . , Xp)
)
+2
∑
i<j
< Xi, Xj > Tri,jT (X1, . . . , Xˆi, . . . , Xˆj, . . . , Xp)
+2
∑
i<j
Ω0(Xi, Xj)Tri,j,J0T (X1, . . . , Xˆi, . . . , Xˆj, . . . , Xp).
Proof. The proof is a massive computation in a local orthonormal frame.
For any vector field X tangent to P n( |C), even if its horizontal left Xh is a
vector field tangent to S2n+1, sometimes we need to extent it to a local vector
field on |Cn+1 and we continue to note it by Xh.
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We choose a local orthonormal frame of |Cn+1 of the form (Eh1 , . . . , E
h
2n, N, J0N)
in a neighborhood of a point m ∈ S2n+1 such that (Eh1 , . . . , Eh2n) is the hor-
izontal left of a local orthonormal frame (E1, . . . , E2n) of P
n( |C) in a neigh-
borhood of pis(m) and N =
1
r
−→r where r =
√
|z0|2 + . . .+ |zn|2.
LetD be the Levi-Civita connection associated to the flat Riemannian metric
on |Cn+1. For any vector field X on |Cn+1, we have
DXN =
1
r
(X− < X,N > N) , (4)
DNX = [N,X ] +
1
r
(X− < X,N > N), (5)
DXJ0N =
1
r
(J0X− < X,N > J0N), (6)
DJ0NX = [J0N,X ] +
1
r
(J0X− < X,N > J0N). (7)
Let ∇ be the Levi-Civita connexion of the Riemannian metric g on P n( |C).
We have, for any vector fields X, Y tangent to P n( |C) and in restriction to
S2n+1,
DXhY
h = (∇XY )h + 1
r
< J0Y
h, Xh > J0N − 1
r
< Xh, Y h > N. (8)
Let T be a covariant p-tensor field on |Cn+1 such that LZT = 0 and (X1, . . . , Xp)
a family of vector fields on P n( |C) in a neighborhood of pis(m).
A direct calculation using the definition of the Lichnerowicz Laplacian gives
∆ |Cn+1(T )(X
h
1 , . . . , X
h
p ) = D
∗D(T )(Xh1 , . . . , X
h
p ) = Q1 +Q2 +Q3 +Q4,
where
Q1 =
2n∑
i=1

−Ehi Ehi .T (Xh1 , . . . , Xhp ) + 2
p∑
j=1
Ehi .T (X
h
1 , . . . , DEhi X
h
j , . . . , X
h
p )
+DEh
i
Ehi .T (X
h
1 , . . . , X
h
p )−
p∑
j=1
T (Xh1 , . . . , DD
Eh
i
Eh
i
Xhj , . . . , X
h
p )
−
p∑
j=1
T (Xh1 , . . . , DEhi DEhi X
h
j , . . . , X
h
p )

 ,
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Q2 = −2
2n∑
i=1
∑
l<j
T (Xh1 , . . . , DEhi X
h
l , . . . , DEhi X
h
j , . . . , X
h
p ),
Q3 = −N.N.T (Xh1 , . . . , Xhp ) + 2
p∑
j=1
N.T (Xh1 , . . . , DNX
h
j , . . . , X
h
p )
+DNN.T (X
h
1 , . . . , X
h
p )−
p∑
j=1
T (Xh1 , . . . , DDNNX
h
j , . . . , X
h
p )
−
p∑
j=1
T (Xh1 , . . . , DNDNX
h
j , . . . , X
h
p )− 2
∑
l<j
T (Xh1 , . . . , DNX
h
l , . . . , DNX
h
j , . . . , X
h
p ),
Q4 = −J0N.J0N.T (Xh1 , . . . , Xhp ) + 2
p∑
j=1
J0N.T (X
h
1 , . . . , DJ0NX
h
j , . . . , X
h
p )
+DJ0NJ0N.T (X
h
1 , . . . , X
h
p )−
p∑
j=1
T (Xh1 , . . . , DDJ0NJ0NX
h
j , . . . , X
h
p )
−
p∑
j=1
T (Xh1 , . . . , DJ0NDJ0NX
h
j , . . . , X
h
p )
−2∑
l<j
T (Xh1 , . . . , DJ0NX
h
l , . . . , DJ0NX
h
j , . . . , X
h
p ).
By using (4)− (8), we get
DD
Eh
i
Eh
i
Xhj = (∇∇EiEiXj)h+ < (∇EiEi)h, (JXj)h > J0N− < (∇EiEi)h, Xhj > N
−[N,Xj ]−Xj, (9)
DEiDEiXj = (∇Ei∇EiXj)h+ < Ehi , (∇EiJXj)h > J0N− < Ehi , (∇EiXj)h > N
+Ehi . < E
h
i , (JXj)
h > J0N − Ehi . < Ehi , Xhj > N
+ < Ehi , (JXj)
h > J0E
h
i − < Ehi , Xhj > Ehi , (10)
DNDNX
h
j = [N, [N,X
h
j ]] +
2
r
[N,Xhj ] + (
1
r2
− 1
r
)(Xhj − < Xhj , N > N)
−2
r
N. < Xhj , N > N, (11)
DJ0NDJ0NX
h
j = [J0N, [J0N,X
h
j ]] +
2
r
[J0N, J0X
h
j ]−
1
r2
Xhj
−2
r
< DJ0NX
h
j , N > J0N. (12)
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A careful verification using (8)− (10) leads to
Q1 =
2n∑
i=1

−EiEi.φ(T )(X1, . . . , Xp) + 2 p∑
j=1
Ei.φ(T )(X1, . . . ,∇EiXj , . . . , Xp)
+∇EiEi.φ(T )(X1, . . . , Xp)−
p∑
j=1
φ(T )(X1, . . . ,∇∇EiEiXj , . . . , Xp)
−
p∑
j=1
φ(T )(X1, . . . ,∇Ei∇EiXj , . . . , Xp)


+2p(n+ 1)φ(T )(X1, . . . , Xp)− 2nLNT (Xh1 , . . . , Xhp )
+2
p∑
j=1

J0Xhj .T (Xh1 , . . . ,
j︷ ︸︸ ︷
J0N, . . . , X
h
p )−Xhj .T (Xh1 , . . . ,
j︷︸︸︷
N , . . . , Xhp )

 .
Now, by using (8), we get
Q2 = −2
∑
l<j
2n∑
i=1
φ(T )(X1, . . . ,∇EiXl, . . . ,∇EiXj , . . . , Xp)
+2
∑
l<j
T (Xh1 , . . . ,
l︷︸︸︷
N , . . . , DXh
l
Xhj , . . . , X
h
p ) + 2
∑
l<j
T (Xh1 , . . . , DXhj X
h
l , . . . ,
j︷︸︸︷
N , . . . , Xhp )
−2∑
l<j
T (Xh1 , . . . ,
l︷ ︸︸ ︷
J0N, . . . , DJ0Xhl X
h
j , . . . , X
h
p )− 2
∑
l<j
T (Xh1 , . . . , DJ0Xhj X
h
l , . . . ,
j︷ ︸︸ ︷
J0N, . . . , X
h
p )
+2
∑
l<j
< Xhl , X
h
j >

T (Xh1 , . . . ,
l︷︸︸︷
N , . . . ,
j︷︸︸︷
N , . . . , Xhp ) + T (X
h
1 , . . . ,
l︷ ︸︸ ︷
J0N, . . . ,
j︷ ︸︸ ︷
J0N, . . . , X
h
p )


−2∑
l<j
< J0X
h
l , X
h
j >

T (Xh1 , . . . ,
l︷ ︸︸ ︷
J0N, . . . ,
j︷︸︸︷
N , . . . , Xhp )− T (Xh1 , . . . ,
l︷︸︸︷
N , . . . ,
j︷ ︸︸ ︷
J0N, . . . , X
h
p )

 .
We deduce that
Q1 +Q2 = ∇∗∇φ(T )(X1, . . . , Xp) + 2p(n+ 1)φ(T )(X1, . . . , Xp)− 2nLNT (Xh1 , . . . , Xhp )
+2
p∑
j=1
(
DJ0Xhj (iJ0N,jT )(X
h
1 , . . . , Xˆ
h
j , . . . , X
h
p )−DXhj (iN,jT )(X
h
1 , . . . , Xˆ
h
j , . . . , X
h
p )
)
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+2
∑
l<j
< Xhl , X
h
j >

T (Xh1 , . . . ,
l︷︸︸︷
N , . . . ,
j︷︸︸︷
N , . . . , Xhp ) + T (X
h
1 , . . . ,
l︷ ︸︸ ︷
J0N, . . . ,
j︷ ︸︸ ︷
J0N, . . . , X
h
p )


+2
∑
l<j
Ω0(X
h
l , X
h
j )

T (Xh1 , . . . ,
l︷︸︸︷
N , . . . ,
j︷ ︸︸ ︷
J0N, . . . , X
h
p ) + T (X
h
1 , . . . ,
l︷ ︸︸ ︷
J0N, . . . ,
j︷ ︸︸ ︷
J0J0N, . . . , X
h
p )

 .
Remark that ∆Pn( |C)φ(T ) = ∇∗∇φ(T ) +R(φ(T )) where R(φ(T )) is given by
Lemma 2.2. We deduce hence
Q1 +Q2 −∆Pn( |C)φ(T )(X1, . . . , Xp) = −2nLNT (Xh1 , . . . , Xhp ) + 4T J0(Xh1 , . . . , Xhp )
+2T
J0
(Xh1 , . . . , X
h
p )− 2
∑
σ∈T
T σ(Xh1 , . . . , X
h
p )
+2
p∑
j=1
(
DJ0Xhj (iJ0N,jT )(X
h
1 , . . . , Xˆ
h
j , . . . , X
h
p )−DXhj (iN,jT )(X
h
1 , . . . , Xˆ
h
j , . . . , X
h
p )
)
+2
∑
i<j
< Xhi , X
h
j > Tri,jT (X
h
1 , . . . , Xˆ
h
i , . . . , Xˆ
h
j , . . . , X
h
p )
+2
∑
i<j
Ω0(X
h
i , X
h
j )Tri,j,J0T (X
h
1 , . . . , Xˆ
h
i , . . . , Xˆ
h
j , . . . , X
h
p ). (13)
Let us compute Q3. Now by using (5) and (11) and by taking the restriction
to S2n+1, we have
2
p∑
j=1
N.T (Xh1 , . . . , DNX
h
j , . . . , X
h
p ) = 2
p∑
j=1
N.T (Xh1 , . . . , [N,X
h
j ], . . . , X
h
p )
+2
p∑
j=1
N(
1
r
)T (Xh1 , . . . , X
h
j , . . . , X
h
p )
+2
p∑
j=1
N.T (Xh1 , . . . , X
h
j , . . . , X
h
p )
−2
p∑
j=1
N(< Xhj , N >)T (X
h
1 , . . . ,
j︷︸︸︷
N , . . . , Xhp )
= 2
p∑
j=1
N.T (Xh1 , . . . , [N,X
h
j ], . . . , X
h
p )
−2pT (Xh1 , . . . , Xhp ) + 2pN.T (Xh1 , . . . , Xhp )
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−2
p∑
j=1
N(< Xhj , N >)T (X
h
1 , . . . ,
j︷︸︸︷
N , . . . , Xhp ).
p∑
j=1
T (Xh1 , . . . , DNDNX
h
j , . . . , X
h
p ) = 2
p∑
j=1
T (Xh1 , . . . , [N,X
h
j ], . . . , X
h
p )
p∑
j=1
T (Xh1 , . . . , [N, [N,X
h
j ], . . . , X
h
p )
−2
p∑
j=1
N(< Xhj , N >)T (X
h
1 , . . . ,
j︷︸︸︷
N , . . . , Xhp ).
∑
i<j
T (Xh1 , . . . , DNX
h
i , . . . , DNX
h
j , . . . , X
h
p ) =
∑
i<j
T (Xh1 , . . . , [N,X
h
i ], . . . , [N,X
h
j ], . . . , X
h
p ) +
p(p− 1)
2
T (Xh1 , . . . , X
h
p )
+
∑
i<j
T (Xh1 , . . . , X
h
i , . . . , [N,X
h
j ], . . . , X
h
p )
+
∑
i<j
T (Xh1 , . . . , [N,X
h
i ], . . . , X
h
j , . . . , X
h
p ) =
∑
i<j
T (Xh1 , . . . , [N,X
h
i ], . . . , [N,X
h
j ], . . . , X
h
p ) +
p(p− 1)
2
T (Xh1 , . . . , X
h
p )
+(p− 1)
p∑
j=1
T (Xh1 , . . . , [N,X
h
j ], . . . , X
h
p ).
So we get, in restriction to S2n+1,
Q3 = −LN◦LNT (Xh1 , . . . , Xhp )+2pLNT (Xh1 , . . . , Xhp )−p(1+p)T (Xh1 , . . . , Xhp ).
(14)
Let us compute Q4. By using (7) et (12), we get in restriction to S
2n+1,
Q4 = −J0N.J0N.T (Xh1 , . . . , Xhp ) + 2
p∑
j=1
J0N.T (X
h
1 , . . . , [J0N,X
h
j ], . . . , X
h
p )
+2
p∑
j=1
J0N.T (X
h
1 , . . . , J0X
h
j , . . . , X
h
p )
−N.T (Xh1 , . . . , Xhp ) +
p∑
j=1
T (Xh1 , . . . , [N,X
h
j ], . . . , X
h
p ) + pT (X
h
1 , . . . , X
h
p )
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−
p∑
j=1
T (Xh1 , . . . , [J0N, [J0N,X
h
j ]], . . . , X
h
p )− 2
p∑
j=1
T (Xh1 , . . . , [J0N, J0X
h
j ], . . . , X
h
p )
+pT (Xh1 , . . . , X
h
p )− 2
∑
i<j
T (Xh1 , . . . , [J0N,X
h
i ], . . . , [J0N,X
h
j ], . . . , X
h
p )
−2∑
i<j
T (Xh1 , . . . , [J0N,X
h
i ], . . . , J0X
h
j , . . . , X
h
p )
−2∑
i<j
T (Xh1 , . . . , J0X
h
i , . . . , [J0N,X
h
j ], . . . , X
h
p )
−2∑
i<j
T (Xh1 , . . . , J0X
h
i , . . . , J0X
h
j , . . . , X
h
p ).
Hence
Q4 = −LJ0N ◦ LJ0NT (Xh1 , . . . , Xhp )− LNT (Xh1 , . . . , Xhp ) + 2pT (Xh1 , . . . , Xhp )
+2
p∑
j=1
LJ0NT (X
h
1 , . . . , J0X
h
j , . . . , X
h
p )− 2T J0(Xh1 , . . . , Xhp ). (15)
Note that
φ(∆ |Cn+1T )(X1, . . . , Xp)−∆Pn( |C)φ(T )(X1, . . . , Xp) = Q1 +Q2 +Q3 +Q4
−∆Pn( |C)φ(T )(X1, . . . , Xp)
and we get the desired formula by using (13)−(15), by noting that LJ0N0T = 0
and by remarking that the following formulas holds in restriction to S2n+1
p∑
j=1
DJ0Xhj (iJ0N,jT )(X
h
1 , . . . , Xˆ
h
j, . . . , X
h
p ) =
p∑
j=1
DJ0Xhj (iJ0−→r ,jT )(X
h
1 , . . . , Xˆ
h
j , . . . , X
h
p ),
p∑
j=1
DXh
j
(iN,jT )(X
h
1 , . . . , Xˆ
h
j , . . . , X
h
p ) =
p∑
j=1
DXh
j
(i−→r ,jT )(Xh1 , . . . , Xˆhj , . . . , Xhp ),
LNT = L−→r T and LN ◦ LNT = −L−→r T + L−→r ◦ L−→r T.
✷
3 Spectra and symmetric eigentensors of the
Lichnerowicz Laplacian on P n( |C)
In this section, we formulate Theorem 2.1 in the context of symmetric covari-
ant tensor fields (Theorem 3.1), we adapt to our context the results obtained
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in [11] in the context of differential forms and we introduce an algebraic
lemma (Lemma 3.3). Hereafter, we deduce from this lemma and Theorem
3.1 the mains results of this paper, namely, Theorems 3.2 and 3.3. Finally, we
tabulate the eigenvalues and the eigenspaces of ∆Pn( |C) acting on differential
1-forms and on symmetric covariant 2-tensor fields (Tables II-VIII).
The following result is an immediate consequence of Theorem 2.1, Remark
2.1 and the definitions of W , W , δ∗h and δ
∗
h.
Theorem 3.1 Let T be a symmetric p-tensor field on |Cn+1 such that LZT =
0. Then
φ(∆ |Cn+1T )−∆Pn( |C)φ(T ) = φ
(
2p(1− p)T + 2(p− n)L−→r T − L−→r ◦ L−→r T
+4T J0 − 4δ∗hiWT − 4δ∗hiWT + 2 < , > ⊙TrT
)
.
The results on harmonic homogeneous forms on |Cn+1, obtained by Ikeda and
Taniguchi in [11], can be adapted easily to get similar results on harmonic
homogeneous symmetric covariant tensor fields.
Let SP p,qk,l be the set of symmetric tensor field T on |Cn+1 of the form
T =
∑
0≤i1<...,<ip≤n
0≤j1<...,<jq≤n
Ti1,...,ip,j1,...,jqdzi1 ⊙ . . .⊙ dzip ⊙ dz¯j1 ⊙ . . .⊙ dz¯jq ,
where Ti1,...,ip,j1,...,jq are polynomials of degree k with respect z0, . . . , zn and
of degree l with respect z¯0, . . . , z¯n. Put
SHp,qk,l = SP p,qk,l ∩ ker δ ∩ ker∆ |Cn+1 and T p,qk,l = SHp,qk,l ∩ ker Tr.
In the same way as [11, Lemma 6.4], we have
SP p,qk,l = SHp,qk,l ⊕
(
W ∗ ⊙ SP p−1,qk,l−1 +W ∗ ⊙ SP p,q−1k−1,l + r2SP p,qk−1,l−1
)
. (16)
Furthermore, in the same way as [11, Corollary 7.11], we get the following
Lemma.
Lemma 3.1 φ :
⊕
0≤m≤min(p,q)
k+p=l+q
< , >m ⊙T p−m,q−mk,l −→ Sp,q(P n( |C), |C) is injec-
tive and its image is dense.
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The following lemma can be obtained easily by a direct computation.
Lemma 3.2 For T ∈ SP p,qk,l , we have
1. iW δ
∗
hT − δ∗hiWT = (k − p)T ;
2. iW δ
∗
hT − δ∗hiWT = (l − q)T ;
3. iW δ
∗
hT − δ∗hiWT = 0;
4. iW δ∗hT − δ∗hiWT = 0.
Note that the operators iW , iW , δ
∗
h and δ
∗
h preserve the spaces T
p,q
k,l , namely,
iW : T
p,q
k,l −→ T p−1,qk+1,l , iW : T p,qk,l −→ T p,q−1k,l+1 ,
δ∗h : T
p,q
k,l −→ T p+1,qk−1,l , δ∗h : T p,qk,l −→ T p,q+1k,l−1 .
(17)
The task is now to decompose T p,qk,l as a direct sum of spaces whose the images
by φ are eigenspaces of ∆Pn( |C) and get, according to Lemma 3.1 and (2),
all the eigenvalues. This decomposition is based on the following algebraic
lemma.
Lemma 3.3 Let V be a finite dimensional vectorial space, φ and ψ are two
endomorphisms of V and (Apk)k,p∈IN∪{−1} is a family of vectorial subspaces of
V such that:
1. for any p, k ∈ IN, Ap−1 = A−1k = {0};
2. for any p, k ∈ IN, φ(Apk) ⊂ Ap+1k−1 and ψ(Apk) ⊂ Ap−1k+1;
3. for any p, k ∈ IN and for any a ∈ Apk,
φ ◦ ψ(a)− ψ ◦ φ(a) = (p− k)a.
Then:
(i) for any k < p, ψ : Apk −→ Ap−1k+1 is injective;
(ii) for any k ≤ p, we have
Apk = (A
p
k ∩ ker φ)⊕ ψ(Ap+1k−1) and Apk =
k⊕
l=0
ψl(Ap+lk−l ∩ kerφ).
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Proof. Note that one can deduce easily, by induction, that for any l ∈ IN
and for any a ∈ Apk
φl ◦ ψ(a)− ψ ◦ φl(a) = l(p− k + l − 1)φl−1(a), (18)
ψl ◦ φ(a)− φ ◦ ψl(a) = l(k − p+ l − 1)ψl−1(a). (19)
(i) Let a ∈ Apk such that ψ(a) = 0. From (18) and since p − k > 0, for
any l ≥ 0, if φl(a) = 0 then φl−1(a) = 0. Now, since φl(a) ∈ Ap+lk−l and
since Ap+l−1 = 0, we have that for any l ≥ k + 1 φl(a) = 0 which implies, by
induction, that a = 0 and hence ψ : Apk −→ Ap−1k+1 is injective.
(ii) Suppose that k ≤ p. We define P pk : Apk −→ Apk as follows

P pk (a) =
k∑
s=0
αsψ
s ◦ φs(a)
α0 = 1 and αs − (s+ 1)(k − p− s− 2)αs+1 = 0 for 1 ≤ s ≤ k − 1.
P pk satisfies
P pk ◦ P pk = P pk , kerP pk = ψ(Ap+1k−1) and ImP pk = Apk ∩ ker φ.
Indeed, let a ∈ Ap+1k−1. We have
P pk (ψ(a)) =
k∑
s=0
αsψ
s ◦ φs(ψ(a))
(18)
=
k∑
s=0
αsψ
s+1 ◦ φs(a) +
k∑
s=0
s(p− k + s+ 1)αsψs ◦ φs−1(a)
φk(a)=0
=
k−1∑
s=0
αsψ
s+1 ◦ φs(a) +
k∑
s=1
s(p− k + s+ 1)αsψs ◦ φs−1(a)
=
k−1∑
s=0
(αs + (s+ 1)(p− k + s+ 2)αs+1)ψs+1 ◦ φs(a)
= 0.
Conversely, since P pk (a) = a +
∑k
s=1 αsψ
s ◦ φs(a), we deduce that P pk (a) = 0
implies that a ∈ ψ(Ap+1k−1), so we have shown that kerP pk = ψ(Ap+1k−1). The
relation P pk ◦P pk = P pk is a consequence of the definition of P pk and P pk ◦ψ = 0.
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Note that φ(a) = 0 implies that P pk (a) = a and hence A
p
k ∩ kerφ ⊂ ImP pk .
Conversely, let a ∈ Apk, we have
φ ◦ P pk (a) =
k∑
s=0
αsφ ◦ ψs ◦ φs(a)
(19)
=
k∑
s=0
αsψ
s ◦ φs+1(a)−
k∑
s=0
αss(k − p− s− 1)ψs−1 ◦ φs(a)
φk+1(a)=0
=
k−1∑
s=0
αsψ
s ◦ φs+1(a)−
k∑
s=1
αss(k − p− s− 1)ψs−1 ◦ φs(a)
=
k−1∑
s=0
(αs − (s+ 1)(k − p− s− 2)αs+1)ψs ◦ φs+1(a)
= 0.
We conclude that P pk is a projector, kerP
p
k = ψ(A
p+1
k−1) and A
p
k∩ker φ = ImP pk
and we deduce immediately that Apk = ψ(A
p+1
k−1) ⊕ Apk ∩ kerφ. The same
decomposition holds for Ap+1k−1, and since ψ : A
p+1
k−1 −→ Apk is injective, we get
Apk = ψ ◦ ψ(Ap+2k−2)⊕ ψ(Ap+1k−1 ∩ ker φ)⊕ Apk ∩ kerφ.
We proceed by induction and we get the desired decomposition.
✷
Let us apply this lemma to the operators (iW , δ
∗
h) and (iW , δ
∗
h) acting on the
spaces T p,qk,l .
Indeed, from Lemma 3.2 and (17) we deduce that, for q, l fixed, the spaces
(T p,qk,l )k,p and the operators (iW , δ
∗
h) satisfy the hypothesis of Lemma 3.3. Thus
we have
T p,qk,l =


k⊕
r=0
(iW )
r
(
T p+r,qk−r,l ∩ ker δ∗h
)
if k ≤ p,
p⊕
r=0
(δ∗h)
r
(
T p−r,qk+r,l ∩ ker iW
)
if k ≥ p.
On other hand, Lemma 3.2 and (3) imply that the operators δ∗h and iW
commute with δ∗h and iW . Hence, by Lemma 3.2 and (17), for p, q, r fixed,
((iW )
r
(
T p+r,qk−r,l ∩ ker δ∗h
)
, δ∗h, iW )q,l and ((δ
∗
h)
r
(
T p−r,qk+r,l ∩ ker iW
)
, δ∗h, iW )q,l sat-
isfy also the hypothesis of Lemma 3.3. Thus we get the following direct sum
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decompositions of T p,qk,l .
T p,qk,l =


⊕
r=0,...,k
s=0,...,l
(iW )
s ◦ (iW )r
(
T p+r,q+sk−r,l−s ∩ ker δ∗h ∩ ker δ∗h
)
if k ≤ p, l ≤ q,
⊕
r=0,...,k
s=0,...,q
(δ∗h)
s ◦ (iW )r
(
T p+r,q−sk−r,l+s ∩ ker δ∗h ∩ ker iW
)
if k ≤ p, q ≤ l,
⊕
r=0,...,p
s=0,...,l
(iW )
s ◦ (δ∗h)r
(
T p−r,q+sk+r,l−s ∩ ker iW ∩ ker δ∗h
)
if p ≤ k, l ≤ q,
⊕
r=0,...,p
s=0,...,q
(δ∗h)
s ◦ (δ∗h)r
(
T p−r,q−sk+r,l+s ∩ ker iW ∩ ker iW
)
if p ≤ k, q ≤ l.
(20)
Note that one can deduce easily, by applying twice the first relation in Lemma
3.3 (ii), that if k ≤ p and l ≤ q then
dim
(
T p,qk,l ∩ ker δ∗h ∩ ker δ∗h
)
= dimT p,qk,l +dimT
p+1,q+1
k−1,l−1 −dimT p+1,qk−1,l −dim T p,q+1k,l−1 .
(21)
Note also that since the operators δ∗h and iW and the operators δ
∗
h and iW
play symmetric roles, we have
dim(T p,qk,l ∩ ker δ∗h ∩ ker iW ) = dim(T p,lk,q ∩ ker δ∗h ∩ ker δ∗h), k ≤ p, q ≤ l
dim(T p,qk,l ∩ ker iW ∩ ker δ∗h) = dim(T k,qp,l ∩ ker δ∗h ∩ ker δ∗h), p ≤ k, l ≤ q
dim(T p,qk,l ∩ ker iW ∩ ker iW ) = dim(T k,lp,q ∩ ker δ∗h ∩ ker δ∗h), p ≤ k, q ≤ l.
(22)
The next step is to show that the image by φ of the spaces composing the
direct sum decompositions (20) are actually eigenspaces of ∆Pn( |C). For sim-
plicity, we put
Ep,qk,l,m(W
r,W
s
) = < , >m ⊙
(
(iW )
s ◦ (iW )r
(
T p+r,q+sk−r,l−s ∩ ker δ∗h ∩ ker δ∗h
))
,
Ep,qk,l,m(W
r, (δ∗h)
s) = < , >m ⊙
(
(δ∗h)
s ◦ (iW )r
(
T p+r,q−sk−r,l+s ∩ ker δ∗h ∩ ker iW
))
,
Ep,qk,l,m((δ
∗
h)
r,W
s
) = < , >m ⊙
(
(iW )
s ◦ (δ∗h)r
(
T p−r,q+sk+r,l−s ∩ ker iW ∩ ker δ∗h
))
,
Ep,qk,l,m((δ
∗
h)
r, (δ∗h)
s) = < , >m ⊙
(
(δ∗h)
s ◦ (δ∗h)r
(
T p−r,q−sk+r,l+s ∩ ker iW ∩ ker iW
))
.
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Lemma 3.4 Let k+ p = q+ l and T ∈ Ep,qk,l,m(W r,W s)∪Ep,qk,l,m(W r, (δ∗h)s)∪
Ep,qk,l,m((δ
∗
h)
r,W
s
) ∪ Ep,qk,l,m((δ∗h)r, (δ∗h)s). Then
∆Pn( |C)φ(T ) = 4 ((p+ k)(n− q + k) + p(p− 1) + q(q − 1) + r(r + 1) + s(s+ 1)
+r|p− k|+ s|q − l|+ 1
2
(|p− k|+ |q − l|+ p− k + q − l)
)
φ(T ).
Proof. Remark that, since φ(< , > ⊙T ) = g ⊙ φ(T ) and by (2), it suffices
to show the lemma for T ∈ (iW )s ◦ (iW )r
(
T p+r,q+sk−r,l−s ∩ ker δ∗h ∩ ker δ∗h
)
∪ (δ∗h)s ◦
(iW )
r
(
T p+r,q−sk−r,l+s ∩ ker δ∗h ∩ ker iW
)
∪ (iW )s ◦ (δ∗h)r
(
T p−r,q+sk+r,l−s ∩ ker iW ∩ ker δ∗h
)
∪
(δ∗h)
s ◦ (δ∗h)r
(
T p−r,q−sk+r,l+s ∩ ker iW ∩ ker iW
)
.
Now, since ∆ |Cn+1T = 0, we will deduce the lemma by computing the right
side of the formula composing Theorem 3.1.
First note that TrT = 0, L−→r T = (p + q + k + l)T = 2(p + k)T and T J0 =
1
2
((p+ q)− (p− q)2)T . Thus
2(p+ q)(p+ q − 1)T + 2(n− p− q)L−→r T + L−→r ◦ L−→r T − 4T J0 =
(4(p+ k)(n− q + k) + 4(p(p− 1) + q(q − 1)))T.
Now let us compute δ∗hiWT and δ
∗
hiWT . The computation is based on (18)
applied to the operators (δ∗h, iW ) and (δ
∗
h, iW ).
Let T = iW s ◦ iW r(T ′) with T ′ ∈ T p+r,q+sk−r,l−s ∩ ker δ∗h ∩ ker δ∗h. We have
−δ∗h ◦ iW ◦ iW s ◦ iW r(T ′) = −δ∗h ◦ iW r+1 ◦ iW s(T ′)
(18)
= (r + 1)(k − p− r)T.
−δ∗h ◦ iW ◦ iW s ◦ iW r(T ′) = −δ∗h ◦ iW s+1 ◦ iW r(T ′)
(18)
= (s+ 1)(l − q − s)T.
In a similar fashion, we get:
1. for T = (δ∗h)
s ◦ iW r(T ′) with T ′ ∈ T p+r,q−sk−r,l+s ∩ ker δ∗h ∩ ker iW ,
−δ∗h ◦ iW ◦ (δ∗h)s ◦ iW r(T ′) = (r + 1)(k − p− r)T
−δ∗h ◦ iW ◦ (δ∗h)s ◦ iW r(T ′) = s(q − l − s− 1)T ;
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2. for T = iW s ◦ (δ∗h)r(T ′) with T ′ ∈ T p−r,q+sk+r,l−s ∩ ker iW ∩ ker δ∗h,
−δ∗h ◦ iW ◦ iW s ◦ (δ∗h)r(T ′) = r(p− k − r − 1)T.
−δ∗h ◦ iW ◦ iW s ◦ (δ∗h)r(T ′) = (s+ 1)(l − q − s)T ;
3. for T = (δ∗h)
s ◦ (δ∗h)r(T ′) with T ′ ∈ T p−r,q−sk+r,l+s ∩ ker iW ∩ ker iW ,
−δ∗h ◦ iW ◦ (δ∗h)s ◦ (δ∗h)r(T ′) = r(p− k − r − 1)T.
−δ∗h ◦ iW ◦ (δ∗h)s ◦ (δ∗h)r(T ′) = s(q − l − s− 1)T.
The lemma follows by gathering together all the results above.✷
It is natural now to compute the multiplicities of the eigenvalues obtained
in Lemma 3.4. So, by Lemma 3.1, we need to compute the dimension of the
spaces Ep,qk,l,m(W
r,W
s
), Ep,qk,l,m(W
r, (δ∗h)
s), Ep,qk,l,m((δ
∗
h)
r,W
s
) and Ep,qk,l,m((δ
∗
h)
r, (δ∗h)
s).
Note first that, according to Lemma 3.3 (i), we have
dimEp,qk,l,m(W
r,W
s
) = T p+r,q+sk−r,l−s ∩ ker δ∗h ∩ ker δ∗h, k ≤ p, l ≤ q,
dimEp,qk,l,m(W
r, (δ∗h)
s) = T p+r,q−sk−r,l+s ∩ ker δ∗h ∩ ker iW , k ≤ p, q ≤ l,
dimEp,qk,l,m((δ
∗
h)
r,W
s
) = T p−r,q+sk+r,l−s ∩ ker iW ∩ ker δ∗h, p ≤ k, l ≤ q,
dimEp,qk,l,m((δ
∗
h)
r, (δ∗h)
s) = T p−r,q−sk+r,l+s ∩ ker iW ∩ ker iW , p ≤ k, q ≤ l.
From (22), to get the multiplicities it suffices to compute the dimension of
T p,qk,l ∩ ker δ∗h ∩ ker δ∗h for any k ≤ p and l ≤ q. According to (21), this will be
done if one compute the dimension of T p,qk,l for any p, q, k, l.
Since
SHp,qk,l = T p,qk,l ⊕ < , > ⊙SHp−1,q−1k,l ,
we have
dim T p,qk,l = dimSHp,qk,l − dimSHp−1,q−1k,l . (23)
To conclude, we need the following lemma.
Lemma 3.5 We have
dimSHp,qk,l = dimSP p,qk,l + dimSP p−1,q−1k−1,l−1 + dimSP p−1,qk−1,l−2 + dimSP p,q−1k−2,l−1
−
(
dimSP p−1,qk,l−1 + dimSP p,q−1k−1,l + dimSP p,qk−1,l−1 + dimSP p−1,q−1k−2,l−2
)
.
22
Proof. The relation is a consequence of (16) and the following equalities
(W ∗ ⊙ SP p−1,qk,l−1 ) ∩ (W ∗ ⊙ SP p,q−1k−1,l ) = W ∗ ⊙W ∗ ⊙ SP p−1,q−1k−1,l−1 .(
W ∗ ⊙ SP p−1,qk,l−1 +W ∗ ⊙ SP p,q−1k−1,l
)
∩ r2SP p,qk−1,l−1 = r2
(
W ∗ ⊙ SP p−1,qk−1,l−2 +W ∗ ⊙ SP p,q−1k−2,l−1
)
.
✷
Thus, from Lemma 3.5, (23) and (21), and after many simplifications, we
get, for any k ≤ p and for any l ≤ q,
dim
(
T p,qk,l ∩ ker δ∗h ∩ ker δ∗h
)
= dimSP p,qk,l + dimSP p−2,q−1k,l−1 + dimSP p−1,q−2k−1,l
+dimSP p−2,q−2k−2,l−2 + dimSP p+1,q+1k−1,l−1 + dimSP p,q+1k−2,l−3
+dimSP p+1,qk−3,l−2 + dimSP p−1,q−1k−3,l−3 + dimSP p+1,q−1k−2,l
+dimSP p,q−2k−3,l−1 + dimSP p−1,q+1k,l−2 + dimSP p−2,qk−1,l−3
− dimSP p−1,q−1k,l − dimSP p−2,q−2k−1,l−1 − dimSP p+1,q+1k−2,l−2
− dimSP p,qk−3,l−3 − dimSP p+1,qk−1,l − dimSP p+1,q−1k−3,l−1
− dimSP p,q−2k−2,l − dimSP p−1,q−2k−3,l−2 − dimSP p,q+1k,l−1
− dimSP p−1,q+1k−1,l−3 − dimSP p−2,qk,l−2 − dimSP p−2,q−1k−2,l−3 .
Even if this formula involves a great deal of terms, it is surprising that after
a computation using computing software and the formula
dim |C SP p,qk,l =
(
n + k
k
)(
n+ l
l
)(
n+ p
p
)(
n+ q
q
)
,
where (
a
b
)
=
a!
b!(a− b)! ,
we get a simple expression of dim
(
T p,qk,l ∩ ker δ∗h ∩ ker δ∗h
)
. Let us tabulate the
results.
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Conditions on Space Complex dimension
p, q, k, l
1 ≤ k ≤ p, 2 ≤ l ≤ q T p,qk,l ∩ ker δ∗h ∩ ker δ∗h (n+p−2)!(n+q−2)!(n+k−3)!(n+l−3)!n
3(n−1)2(n−2)
(n!)4(p+1)!(q+1)!k!l! ×
or (p− k + 1)(q − l + 1)(n+ k + l− 2)(n + q + k − 1)(n + p + l− 1)×
2 ≤ k ≤ p, 1 ≤ l ≤ q (n+ p + q)
1 ≤ p, 1 ≤ q T p,q1,1 ∩ ker δ∗h ∩ ker δ∗h (n+p−2)!(n+q−2)!n
2(n−2)pq(n+q)(n+p)(n+p+q)
(n!)2(p+1)!(q+1)!
1 ≤ p, 1 ≤ l ≤ q T p,q0,l ∩ ker δ∗h ∩ ker δ∗h (n+p−2)!(n+q−1)!(n+l−2)!n
2(n−1)(q−l+1)(n+p+l−1)(n+p+q)
(n!)3p!(q+1)!l!
1 ≤ k ≤ p, 1 ≤ q T p,qk,0 ∩ ker δ∗h ∩ ker δ∗h (n+p−1)!(n+q−2)!(n+k−2)!n
2(n−1)(p−k+1)(n+q+k−1)(n+p+q)
(n!)3q!(p+1)!k!
1 ≤ p, 1 ≤ q T p,q0,0 ∩ ker δ∗h ∩ ker δ∗h (n+p−1)!(n+q−1)!n(n+p+q)(n!)2p!q!
0 ≤ l ≤ q T 0,q0,l ∩ ker δ∗h ∩ ker δ∗h (n+q)!(n+l−1)!n(q−l+1)2(n!)2(q+1)!l!
0 ≤ k ≤ p T p,0k,0 ∩ ker δ∗h ∩ ker δ∗h (n+p)!(n+k−1)!n(p−k+1)2(n!)2(p+1)!k!
Table I.
We are now able to give the spectra and the eigenspaces with multiplicities of
∆Pn( |C) acting on Sp,q(P n( |C), |C). Note that the spectra of ∆Pn( |C) acting on
Sp,q(P n( |C), |C) is the same as the spectra of ∆Pn( |C) acting on Sq,p(P n( |C), |C)
and the eigenspaces are conjugated. So, we restrict ourself to the case p ≤ q.
Fix p, l ∈ IN and consider the space Sp,p+l(P n( |C), |C). We have, from Lemma
3.1,
φ :
⊕
0≤m≤p
k∈IN
< , >m ⊙T p−m,p+l−mk+l,k −→ Sp,p+l(P n( |C), |C)
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is injective and its image is dense. To obtain the eigenvalues and eigenspaces
of ∆Pn( |C) acting on Sp,p+l(P n( |C), |C), we split any T p−m,p+l−mk+l,k above accord-
ing to (20) and we apply Lemma 3.4. Note also that, according to Table I,
the dimension of some eigenspaces vanishes when n = 1 or n = 2 and so, one
must distingue three cases n ≥ 3, n = 2 or n = 1. To state the results, we
introduce some notations.
We put
S0 =
{
(m, k, r, s) ∈ IN4/0 ≤ m ≤ p, 0 ≤ k < p−m− l, 0 ≤ r ≤ k + l, 0 ≤ s ≤ k
}
,
S1 =
{
(m, k, r, s) ∈ IN4/0 ≤ m ≤ p,max(0, p−m− l) ≤ k < p−m+ l, 0 ≤ r ≤ p−m,
0 ≤ s ≤ k} ,
S2 =
{
(m, k, r, s) ∈ IN4/0 ≤ m ≤ p, k ≥ p−m+ l, 0 ≤ r ≤ p−m, 0 ≤ s ≤ p−m+ l
}
,
V p,l,m,kr,s,0 = E
p−m,p+l−m
k+l,k,m (W
r,W
s
) if (m, k, r, s) ∈ S0,
V p,l,m,kr,s,1 = E
p−m,p+l−m
k+l,k,m ((δ
∗
h)
r,W
s
) if (m, k, r, s) ∈ S1,
V p,l,m,kr,s,2 = E
p−m,p+l−m
k+l,k,m ((δ
∗
h)
r, (δ∗h)
s) if (m, k, r, s) ∈ S2.
The eigenvalue obtained in Lemma 3.4 becomes
λp,l,m,kr,s,n = 4 [(p−m+ k + l)(n− p+m+ k) + (p−m)(p−m− 1)
+(p−m+ l)(p−m+ l − 1) + r(r + 1) + s(s+ 1) + r|p−m− k − l|+ s|p−m+ l − k|
+1
2
(|p−m− k − l|+ |p−m+ l − k|+ 2(p−m− k))
]
.
Finally, the following notations are needed to treat the case n = 2.
S00 =
{
(m, k, r) ∈ IN3/0 ≤ m ≤ p, 0 ≤ k < p−m− l, 0 ≤ r ≤ k
}
,
S10 =
{
(m, k, r) ∈ IN3/0 ≤ m ≤ p, 0 ≤ k < p−m− l, 0 ≤ r ≤ k + l
}
,
S01 =
{
(m, k, r) ∈ IN3/0 ≤ m ≤ p,max(0, p−m− l) ≤ k < p−m+ l, 0 ≤ r ≤ k
}
,
S11 =
{
(m, k, r) ∈ IN3/0 ≤ m ≤ p,max(0, p−m− l) ≤ k < p−m+ l, 0 ≤ r ≤ p−m
}
,
S02 =
{
(m, k, r) ∈ IN3/0 ≤ m ≤ p, k ≥ p−m+ l, 0 ≤ r ≤ p−m+ l
}
,
S12 =
{
(m, k, r) ∈ IN3/0 ≤ m ≤ p, k ≥ p−m+ l, 0 ≤ r ≤ p−m
}
,
W p,l,m,kr,0,0 = V
p,l,m,k
k+l,r,0 if (m, k, r) ∈ S00 , W p,l,m,kr,0,1 = V p,l,m,kr,k,0 if (m, k, r) ∈ S10 ,
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W p,l,m,kr,1,0 = V
p,l,m,k
p−m,r,1 if (m, k, r) ∈ S01 , W p,l,m,kr,1,1 = V p,l,m,kr,k,1 if (m, k, r) ∈ S11 ,
W p,l,m,kr,2,0 = V
p,l,m,k
p−m,r,2 if (m, k, r) ∈ S02 , W p,l,m,kr,2,1 = V p,l,m,kr,p−m+l,2 if (m, k, r) ∈ S12 .
The following theorem is an immediate consequence of Lemma 3.1, (20) and
Lemma 3.4.
Theorem 3.2 Let n, p, l ∈ IN such that n ≥ 3. Then:
1. φ :
⊕
i=0,...,2

 ⊕
(m,k,r,s)∈Si
V p,l,m,kr,s,i

 −→ Sp,p+l(P n( |C), |C) is injective and its
image is dense,
2. for any i = 0, . . . , 2 and for any (m, k, r, s) ∈ Si, φ(V p,l,m,kr,s,i ) is an
eigenspace of ∆Pn( |C) associated to the eigenvalue λ
p,l,m,k
r,s,n ,
3. for any i = 0, . . . , 2 and for any (m, k, r, s) ∈ Si, the dimension of
φ(V p,l,m,kr,s,i ) is given by Table I and (22) since
dim
(
φ(V p,l,m,kr,s,0 )
)
= dim
(
T p−m+r,p−m+l+sk+l−r,k−s ∩ ker δ∗h ∩ ker δ∗h
)
,
dim
(
φ(V p,l,m,kr,s,1 )
)
= dim
(
T p−m−r,p−m+l+sk+l+r,k−s ∩ ker δ∗h ∩ ker iW
)
,
dim
(
φ(V p,l,m,kr,s,2 )
)
= dim
(
T p−m−r,p−m+l−sk+l+r,k+s ∩ ker iW ∩ ker iW
)
.
By deleting in Theorem 4.2 the spaces V p,l,m,kr,s,i whose dimension vanishes in
the case n = 2 or n = 1, we get the following theorem.
Theorem 3.3 Let p, l ∈ IN. Then:
1. φ :
⊕
i,j=0,...,2

 ⊕
(m,k,r)∈Sj
i
W p,l,m,kr,i,j

 −→ Sp,p+l(P 2( |C), |C) is injective and
its image is dense;
2. the spaces W p,l,m,kr,0,0 , W
p,l,m,k
r,0,1 , W
p,l,m,k
r,1,0 , W
p,l,m,k
r,1,1 , W
p,l,m,k
r,2,0 and W
p,l,m,k
r,2,1
are eigenspaces of ∆P 2( |C) associated, respectively, to the eigenvalues
λp,l,m,kk+l,r,2, λ
p,l,m,k
r,k,2 , λ
p,l,m,k
p−m,r,2, λ
p,l,m,k
r,k,2 , λ
p,l,m,k
p−m,r,2, λ
p,l,m,k
r,p−m+l,2;
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3. the dimension of φ(W p,l,m,kr,i,j ) is given by Table I and (22) since
dim
(
φ(W p,l,m,kr,0,0 )
)
= dim
(
T p−m+k+l,p−m+l+r0,k−r ∩ ker δ∗h ∩ ker δ∗h
)
,
dim
(
φ(W p,l,m,kr,0,1 )
)
= dim
(
T p−m+r,p−m+l+kk+l−r,0 ∩ ker δ∗h ∩ ker δ∗h
)
,
dim
(
φ(W p,l,m,kr,1,0 )
)
= dim
(
T 0,p−m+l+rk+l+p−m,k−r ∩ ker δ∗h ∩ ker iW
)
,
dim
(
φ(W p,l,m,kr,1,1 )
)
= dim
(
T p−m−r,p−m+l+kk+l+r,0 ∩ ker δ∗h ∩ ker iW
)
,
dim
(
φ(W p,l,m,kr,2,1 )
)
= dim
(
T 0,p−m+l−rk+l+p−m,k+r ∩ ker iW ∩ ker iW
)
,
dim
(
φ(W p,l,m,kr,2,2 )
)
= dim
(
T p−m−r,0k+l+r,k+p−m+l ∩ ker iW ∩ ker iW
)
;
4. for P 1( |C), we have
φ :
⊕
0≤m≤p
0≤k<p−m−l
(
V p,l,m,kk+l−1,k−1,0 ⊕ V p,l,m,kk+l,k,0
)
⊕ ⊕
0≤m≤p
max(0,p−m−l)≤k<p−m+l
(
V p,l,m,kp−m−1,k−1,1 ⊕ V p,l,m,kp−m,k,1
)
⊕ ⊕
0≤m≤p
k≥p−m+l
(
V p,l,m,kp−m−1,p−m+l−1,2 ⊕ V p,l,m,kp−m,p−m+l,2
)
−→ Sp,p+l(P 1( |C), |C)
is injective and its image is dense. Moreover, the image by φ of all
the spaces V p,l,m,kr,s,i composing the above direct sum decomposition are
eigenspaces of ∆P 1( |C) associated to the eigenvalue λ
p,l,m,k
r,s,1 , and their
dimensions can be deduced from 3. Theorem 4.2.
Remark 3.1 In [11], Ikeda and Taniguchi computed the eigenvalues of∆Pn( |C)
acting on Ω(P n( |C), |C) and determined the spaces of eigenforms as represen-
tation spaces, but they did not give the multiplicities. The formula obtained
in Theorem 2.1 can be used in the case of differential forms to show that
the images by φ of the spaces composing the direct sum decomposition (7.2)
in [11] are eigenspaces of ∆Pn( |C). The dimensions of these spaces can be
computed in a similar way as in [12]. Unfortunately, the formulas obtained
are much more complicated than the case of the spheres. However, in [11,
Theorem 7.13], Ikeda and Taniguchi showed that these spaces are irreducible
SU(n+1)-modules and they computed their highest weights. Hence, may be,
one can use the Weyl dimension formula to compute the dimensions of these
spaces and to get the multiplicities of the eigenvalues.
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Finally, we apply Theorems 3.2 and 3.3 for the low values of p and l and we
tabulate the results.
Spaces Eigenvalues Eigenspaces Complex dimension
n ≥ 1 k ∈ IN
C∞(Pn( |C)) 4k(n + k) φ
(
T
0,0
k,k
)
n(n+2k)((n+k−1)!)2
(n!)2(k!)2
4(n + 1) T
0,1
1,0
n(n + 2)
S0,1(Pn( |C), |C) 4(k + 1)(n + k + 2) φ ◦ δ∗
h
(
T
0,0
k+2,k+2
)
n(n+2k+4)((n+k+1)!)2
(n!)2((k+2)!)2
4(k + 2)(n + k + 1) φ
(
T
0,1
k+2,k+1
∩ ker i
W
)
(k+1)n(n−1)(n+k+2)(n+2k+3)((n+k)!)2
(n!)2((k+2)!)2
4(n + 1) φ
(
T
1,0
0,1
)
n(n + 2)
S1,0(Pn( |C), |C) 4(k + 2)(n + k + 2) φ ◦ δ∗
h
(
T
0,0
k+2,k+2
)
n(n+2k+4)((n+k+1)!)2
(n!)2((k+2)!)2
4(k + 2)(n + k + 1) φ
(
T
1,0
k+1,k+2
∩ ker iW
)
(k+1)n(n−1)(n+k+2)(n+2k+3)((n+k)!)2
(n!)2((k+2)!)2
Table II.
Spaces Eigenvalues Eigenspaces Complex dimension
n ≥ 1 k ∈ IN
8(n + 2) φ
(
T
0,2
2,0
∩ ker δ∗
h
)
n(n+4)(n+1)2
4
12(n + 3) φ ◦ i
W
(
T
0,3
3,0
∩ ker δ∗
h
)
n(n+1)2(n+2)2(n+6)
36
S0,2(Pn( |C), |C) 4(k + 4)(n + k + 4) φ ◦ (δ∗
h
)2
(
T
0,0
k+4,k+4
)
((n+k+3)!)2n(n+2k+8)
(n!)2((k+4)!)2
12(n + 2) φ
(
T
0,2
3,1
∩ ker δ∗
h
)
n(n+1)2(n−1)(n+2)(n+5)
9
4(k + 4)(n + k + 3) φ ◦ δ∗
h
(
T
0,1
k+4,k+3
∩ ker i
W
)
((n+k+2)!)2n(n−1)(k+3)(n+k+4)(n+2k+7)
(n!)2((k+4)!)2
4(k2 + (n + 6)k + 4n + 10) φ
(
T
0,2
k+4,k+2
∩ ker i
W
)
(n+k+2)!(n+k+1)!n2(n−1)(k+1)(n+k+5)(n+2k+6)
2(n!)2(k+4)!(k+3)!
Table III.
Spaces Eigenvalues Eigenspaces Complex dimension
n ≥ 1 k ∈ IN
8(n + 2) φ
(
T
2,0
0,2
∩ ker δ∗
h
)
n(n+4)(n+1)2
4
12(n + 3) φ ◦ iW
(
T
3,0
0,3
∩ ker δ∗
h
)
n(n+1)2(n+2)2(n+6)
36
S2,0(Pn( |C), |C) 4(k + 4)(n + k + 4) φ ◦ (δ∗
h
)2
(
T
0,0
k+4,k+4
)
((n+k+3)!)2n(n+2k+8)
(n!)2((k+4)!)2
12(n + 2) φ
(
T
2,0
1,3
∩ ker δ∗
h
)
n(n+1)2(n−1)(n+2)(n+5)
9
4(k + 4)(n + k + 3) φ ◦ δ∗
h
(
T
1,0
k+3,k+4
∩ ker iW
)
((n+k+2)!)2n(n−1)(k+3)(n+k+4)(n+2k+7)
(n!)2((k+4)!)2
4(k2 + (n + 6)k + 4n + 10) φ
(
T
2,0
k+2,k+4
∩ ker iW
)
(n+k+2)!(n+k+1)!n2(n−1)(k+1)(n+k+5)(n+2k+6)
2(n!)2(k+4)!(k+3)!
Table IV.
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Spaces Eigenvalues Eigenspaces Complex dimension
n ≥ 1 k ∈ IN
4(n + 1) φ
(
T
1,1
0,0
)
n(n + 2)
4(k + 2)(n + k + 2) φ ◦ δ∗
h
◦ δ∗
h
(
T
0,0
k+2,k+2
)
((n+k+1)!)2n(n+2k+4)
(n!)2((k+2)!)2
4k(n + k) φ
(
< , > ⊙T
0,0
k,k
)
((n+k−1)!)2n(n+2k)
(n!)2(k!)2
S1,1(Pn( |C), |C) 4(k + 2)(n + k + 1) φ ◦ δ∗
h
(
T
1,0
k+1,k+2
∩ ker iW
)
2((n+k)!)2n(n−1)(k+1)(n+k+1)(n+2k+3)
(n!)2((k+2)!)2
⊕φ ◦ δ∗
h
(
T
0,1
k+2,k+1
∩ ker i
W
)
4(k + 2)(n+ k) φ
(
T
1,1
k+1,k+1
∩ ker iW ∩ ker iW
)
((n+k−1)!)2n2(n−2)(k+1)2(n+k+1)2(n+2k+2)
(n!)2((k+2)!)2
Table V.
By setting n = 2 in Tables III-V, we get the eigenvalues and the eigenspaces of
∆P 2( |C) acting on S2(P 2( |C), |C). These results complete the results obtained
in [23] since we give explicitly the eigenspaces. Note that there is a misprint
in [23, Table 1 pp. 227]. The degeneracy of 2
3
Λ(m + 1)(m + 3) is, actually,
2(m+ 2)3 (this is the value obtained by Warner in [23,(6.5)]).
Spaces Eigenvalues Eigenspaces Complex dimension
m ∈ IN
32 φ
(
T
0,2
2,0
∩ ker δ∗
h
)
27
60 φ ◦ i
W
(
T
0,3
3,0
∩ ker δ∗
h
)
64
S0,2(P2( |C), |C) 4(m + 4)(m + 6) φ ◦ (δ∗
h
)2
(
T
0,0
m+4,m+4
)
(m+ 5)3
48 φ
(
T
0,2
3,1
∩ ker δ∗
h
)
56
4(m + 4)(m + 5) φ ◦ δ∗
h
(
T
0,1
m+4,m+3
∩ ker i
W
)
(m+3)(m+6)(2m+9)
2
4(m2 + 8m + 18) φ
(
T
0,2
m+4,m+2
∩ ker i
W
)
(m + 1)(m + 7)(m + 4)
Table VI.
Spaces Eigenvalues Eigenspaces Complex dimension
m ∈ IN
32 φ
(
T
2,0
0,2
∩ ker δ∗
h
)
27
60 φ ◦ iW
(
T
3,0
0,3
∩ ker δ∗
h
)
64
S2,0(P2( |C), |C) 4(m + 4)(m + 6) φ ◦ (δ∗
h
)2
(
T
0,0
m+4,m+4
)
(m+ 5)3
48 φ
(
T
2,0
1,3
∩ ker δ∗
h
)
56
4(m + 4)(m + 5) φ ◦ δ∗
h
(
T
1,0
m+3,m+4
∩ ker iW
)
(m+3)(m+6)(2m+9)
2
4(m2 + 8m + 18) φ
(
T
2,0
m+2,m+4
∩ ker iW
)
(m + 1)(m + 7)(m + 4)
Table VII.
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Spaces Eigenvalues Eigenspaces Complex dimension
m ∈ IN
12 φ
(
T
1,1
0,0
)
8
S1,1(P2( |C), |C) 4(m + 2)(m + 4) φ ◦ δ∗
h
◦ δ∗
h
(
T
0,0
m+2,m+2
)
(m + 3)3
4m(m + 2) φ
(
< , > ⊙T
0,0
m,m
)
(m + 1)3
4(m + 2)(m + 3) φ ◦ δ∗
h
(
T
1,0
m+1,m+2
∩ ker iW
)
(m + 1)(m + 3)(2m + 5)
Table VIII.
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