This project applies Mask R-CNN[1] method to ISIC 2018 challenge tasks: lesion boundary segmentation (task 1), lesion attributes detection (task 2), lesion diagnosis (task 3). A proposed solution to the latter based on combining task 1 and 2 models and introducing a simple voting procedure.
Baseline And Framework
The results presented in this article were acquired using Mask R-CNN approach [1] and a public implementation 1 on Keras 2 and Tensorflow 3 in Python 3.5. The source code and the setup details are publicly available in GIT repository 4 . All experiments executed on a single NVIDIA Geforce 1080 with 8Gb of RAM.
2 Training Data, Augmentation, Scoring ISIC 2018 Challenge dataset [2] [3] consists of the following data depending on the task.
For boundary segmentation and attributes detection tasks:
• 2,594 training lesion images;
• 2,594 binary mask images indicating lesion location; • 12,970 binary mask images (5 per each training image) indicating the location of a dermoscopic attribute.
1 https://github.com/matterport/Mask_RCNN 2 https://keras.io/ 3 https://www.tensorflow.org/ 4 https://bitbucket.org/rewintous/isic_2018_ mrcnn_submit 2. For disease classification task:
• 10,015 training lesion images;
• 1 ground truth CSV file describing 10,015 ground truth diagnoses of the training dataset.
The input lesion images were split into training and test sets, containing correspondingly:
• 2,294 and 300 images for task 1 and 2;
• 8,015 and 2000 images for task 3.
During training, images were augmented with:
• vertical and horizontal image flips;
• 90 • , 180 • , 270 • image rotations;
• luminosity scaling within range: [0.8, 1.5];
• gaussian blur with standard deviation 2.5.
The required format of tasks 1 and 2 prediction is one or more binary masks indicating either a lesion boundary or specific lesion attributes. A goal of tasks 1 and 2 is a maximization of Jaccard index of predicted and ground truth masks:
where A and B -sets of pixel coordinates, representing a ground truth and a predicted mask correspondingly.
Task 3 prediction for an input image is a vector of diagnosis confidences for each disease. Task 3 predictions are validated using normalized multi-class accuracy metrics. Every image and mask from training set was resized to 768 pixels along the longest side and padded to match required input dimensions of 768 by 768 pixels. The input image size was chosen experimentally to fit the model in GPU memory.
Prior to the training, the mask R-CNN model was initialized using pretrained weights from COCO dataset 7 [5] .
In total, the training was performed for 40 epochs, the optimizer is a stochastic gradient descend algorithm with learning rate 0.001 and learning momentum 0.9. 5 RPN -Region Proposal Network, please, see [1] for details 6 RoI -Region of Interest, please, see [1] for details 7 available at https://github.com/matterport/Mask_ RCNN/releases/download/v2.0/mask_rcnn_coco.h5
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Test results
In figure 1 a training image, a model prediction, and a ground truth is presented. Compared to the ground truth images the predictions capture less details due to the fixed mask shape -56 by 56 pixels.
The testing is performed on the images not included into the training dataset. In this work the score S 1 of the model is calculated as an average over Jaccard indices of ground truth and predicted masks:
where N -number of samples in test set, M g (i) and M p (i) -ground truth and predicted masks of i-th image correspondingly, J(·, ·) -Jaccard index (equation 1).
The model score S 1 calculated for the training dataset is 0.7902.
Validation results
The model was also tested using validation data -100 images -without ground truth, the overall score returned by submission system -0.789, which is coherent with the internal metrics (2).
Task 2: Lesion Attribute Detection

Configuration
Compared to task 1 Mask-RCNN model configuration for task 2 differs only in the number of classes, which changed from 1 class indicating lesion boundary to 5 classes indicating lesion attributes.
Model training for task 2 was performed for 80 epochs.
Test results
In order to estimate the trained model for task 2 two scoring functions used in this project: S 2 (j) -returning averaged Jaccard index between ground truths and model predictions for class j:
where 1 ≤ j ≤ 5 -attribute class, N (j) -number of non-empty ground truth masks for class j in test set, M j g (i) and M j p (i) -ground truth and predicted masks for i-th image, indicating location of class j attributes, J(·, ·) -Jaccard index (equation 1).
The overall model score used in this project is:
The actual recognition results are unsatisfactory. Model score S 2 (j) (3) for:
• globules: 0.2610
• milia-like cysts: 0.2120
• negative network: 0.3082
• pigment network: 0.3725
• streaks: 0.2462
• average: 0.2800
In figure 2 predicted and ground truth masks for an image are given. A visual analysis of similar images leads to a conclusion that Mask R-CNN method fails to detect boundaries accurately in case of complex overlays between different classes. It is also possible that the chosen resolution of 
Validation results
The model was also automatically tested using validation data -100 images -without ground truth, the averaged validation score returned by submission system -0.409, which exceeds the internal score (3) for every class prediction in the test set.
Task 3: Disease Classification
Hybrid approach
For this task, a set of lesion images and a CSV file describing disease type is provided for training. The proposed solution to the disease classification problem is a hybrid approach described below (see figure 4 ). 1. The model trained for lesion boundary detection (task 1) was used to build a lesion mask for every image in the training and validation set. (e.g. figure 4b) 2. Every pixel of the masks from step 1 was assigned with a disease class contained in the ground truth CSV file.
3. Lesion images and corresponding disease class masks were used as a training set for a model similar to the model described in a proposed solution to task 2, almost with the same parameters, except for the number of classes (7 instead of 5), and a different image resolution (task 3 input data dimensions are fixed at 600x450 pixels)
4. The trained model from step 3 was used to classify disease:
(a) model prediction for an input image includes 7 masks (one per each disease class) (b) a mask with the biggest area of active pixels is chosen, the corresponding class of the selected mask is returned as model prediction 
Test results
The score of the task 3 model S 3 is a ratio of correctly predicted diseases to a total number of training set images. On the training set provided, S 3 = 0.8420 . In figure 3 a confusion matrix is given for the following diagnoses:
• MEL -Melanoma;
• NV -Melanocytic nevus;
• BCC -Basal cell carcinoma;
• AKIEC -Actinic keratosis / Bowens disease (intraepithelial carcinoma);
• BKL -Benign keratosis (solar lentigo / seborrheic keratosis / lichen planus-like keratosis);
• DF -Dermatofibroma;
• VASC -Vascular lesion.
According to the confusion matrix, the best performance on the training set was achieved on NV class (Melanocytic nevus) detection with accuracy close to 92%, the worst -for class AKIEC (Actinic keratosis / intraepithelial carcinoma) with 46% accuracy of detection with 23% of samples incorrectly classified as MEL (melanoma) class.
Validation results
The model was also automatically tested using validation data -193 images -without ground truth, the averaged validation score returned by submission system -0.744, which is lower than S 3 score for the training set.
