Abstract-The granular appearance of speckle noise in synthetic aperture radar (SAR) imagery makes it very difficult to visually and automatically interpret SAR data. Therefore, speckle reduction is a prerequisite for many SAR image processing tasks. In this paper, we develop a speckle reduction algorithm by fusing the wavelet Bayesian denoising technique with Markovrandom-field-based image regularization. Wavelet coefficients are modeled independently and identically by a two-state Gaussian mixture model, while their spatial dependence is characterized by a Markov random field imposed on the hidden state of Gaussian mixtures. The Expectation-Maximization algorithm is used to estimate hyperparameters and specify the mixture model, and the iterated-conditional-modes method is implemented to optimize the state configuration. The noise-free wavelet coefficients are finally estimated by a shrinkage function based on local weighted averaging of the Bayesian estimator. Experimental results show that the proposed method outperforms standard wavelet denoising techniques in terms of the signal-to-noise ratio and the equivalent-number-of-looks measures in most cases. It also achieves better performance than the refined Lee filter.
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I. INTRODUCTION

I
MAGE speckle is an inherent property of all coherent imaging systems, including synthetic aperture radar (SAR). In a SAR image, speckle manifests itself in the form of a random pixel-to-pixel variation with statistical properties similar to those of thermal noise. Due to its granular appearance in an image, speckle noise makes it very difficult to visually and automatically interpret SAR data. Therefore, speckle filtering is a critical preprocessing step for many SAR image processing tasks, such as segmentation and classification.
In the past ten years, many algorithms have been developed to suppress speckle noise in order to facilitate postprocessing tasks. Two types of approaches are traditionally used. The first, often referred to as multilook processing, involves the incoherent averaging of multiple looks during the generation of the SAR image. The averaging process narrows down the probability density function (pdf) of speckle and reduces the variance by a factor , but this is achieved at the expense of the spatial resolution (the pixel area is increased by a factor ). If the looks are not independent, such as when the Doppler bandwidth of the SAR return signal is segmented into multiple overlapping subbands, one needs to define an equivalent number of looks (ENL) [1] to describe the speckle in the resultant images. The second approach, which is applied after the formation of the multilook SAR image, involves the use of adaptive spatial filtering through an examination of the local statistics surrounding a given pixel. To date, various spatial filters have been developed to reduce speckle without significant loss in spatial resolution. The best known filters include those by Lee [2] , Kuan [3] , Frost [4] , their own variations such as the enhanced Lee filter [5] , the refined Lee filter [6] , the enhanced Frost filter [5] , and many others (see [7] - [9] ). A good adaptive speckle filter should possess the following properties [1] :
• speckle reduction in statistically homogeneous areas;
• feature preservation (such as edges and real textural variations); • radiometric preservation. A spatial filter's performance depends heavily on the choice of the local window size and orientation. As stated in [10] , and also noted by other observers, "the spatial organization of a surface's reflectance function is often generated by a number of different processes, each operating at a different scale." As a result, features present in SAR imagery often exhibit different scales. This requires an adjustable window to adapt to local spatial variations, including the feature scale and geometric structure. Most filters fail to achieve spatial adaptation because they only deploy a local window with fixed size and shape. There exist a few filters that are capable of adapting the size or the shape of the local window according to the underlying structural features. The refined Lee filter [6] is such an example.
Wavelet multiresolution analysis has the very useful property of space and scale localization, so it provides great promise for image feature detection at different scales. In view of the many theoretical developments that occurred in the last decade, wavelets have found successful applications in a variety of signal processing problems, including image coding and image denoising. Denoising of speckled SAR images is the focus of this work.
We propose to develop a spatially adaptive speckle-reduction algorithm by fusing the wavelet Bayesian denoising technique [11] with an image regularization procedure based on Markov random fields. Whereas most denoising techniques are designed to operate on images with additive random noise, speckle noise in a SAR image is multiplicative in character, but by applying a logarithmic transformation to the SAR image, we can convert it into an image with additive noise. The statistical properties of the original SAR image, as well as those of the log-transformed image, are discussed in Section II. Section III presents an overview of wavelet denoising algorithms, and Section IV introduces the statistical model used in this study to characterize the wavelet coefficients of natural images, and addresses the hyperparameter estimation problem using the Expectation Maximization (EM) algorithm. Section V describes the steps neces-0196-2892/02$17.00 © 2002 IEEE sary for implementing the proposed Bayesian-Markov wavelet denoising technique. Section VI details the denoising algorithm based on the translation-invariant wavelet transform. In order to evaluate this new filter's performance, we compare it in Section VII with several denoising techniques using simulated SAR images as well as a real SAR image. Finally, Section VIII concludes the study.
II. STATISTICS OF LOG-TRANSFORMED SPECKLE
Under certain conditions [12] , [13] , speckle in SAR images is generally assumed to be fully developed and modeled as multiplicative random noise, whereas most of the existing wavelet denoising algorithms are developed for additive white Gaussian noise (AWGN) [11] , [14] - [16] , as additive noise is most common in imaging and sensing systems. To take advantage of the available additive noise-related wavelet models and publications, it is necessary to apply a logarithmic transformation to convert the multiplicative model into an additive model. However, this nonlinear transform totally changes the statistics of speckle noise. The properties of speckle noise subject to a logarithmic transformation was originally studied in [18] . There also exist a few other papers that offer statistical characterization of the log-transformed speckle [19] - [21] , but none of them gives a complete description with regard to different SAR image formats and the number of looks. For the single-point speckle model, Xie et al. [22] have derived the complete statistical properties of the log-transformed multilook speckle noise for both intensity and amplitude formats.
In this paper, our primary objective is to focus on despeckling issues in the context of wavelet denoising when the logarithmic transformation is applied. To focus our discussion, we are only concerned with fully developed speckle noise, which is valid for homogeneous targets and weakly textured areas, but is only an approximation for extremely heterogeneous areas and point targets. For the sake of simplicity, we also restrict our attention to the single-point statistical model and assume speckle to be spatially uncorrelated. It is possible to exploit more realistic SAR image models such as K-distribution [1] , -distribution [23] , and correlated speckle pattern [1] within a wavelet denoising framework. However, as the problem of parameter estimation for the underlying clutter arises in the wavelet domain, we may encounter new difficulties and need more involved procedures. This is certainly beyond the scope of this paper. In Section II-A and B, we briefly describe the single-point statistics of the original and the log-transformed speckle.
A. Intensity Image
For a SAR image representing an average of looks (independent samples or pixels) in intensity format, the image intensity is related to the underlying backscattering coefficient by the multiplicative model [13] (1) where is the normalized fading speckle-noise random variable, following a Gamma distribution with unit mean and variance . Its pdf is given by [13] (
where denotes the gamma function.
The natural logarithmic transformation converts (1) into
By the mapping function , we have the pdf of the random variable [19] (4)
When
, the above density function is called the Fischer-Tippett density function [18] . The mean and variance of can be calculated as [22] 
where is the Digamma function, and is known as the th Polygamma function [24] .
B. Amplitude Image
For an amplitude image, the multiplicative model (6) still holds, where is the speckle-free value of the magnitude of the electric field of the backscattered signal, and is the voltage measured when a linear detector is used. For a single-look image, the normalized fading random variable obeys the Rayleigh distribution with unit mean and variance ( ) [13] (7)
After the logarithmic transform, the pdf of the variable becomes [20] 
It should be noted that when , a scale transformation between and relates the above pdf and the pdf defined in (4), due to the logarithmic transformation. The mean and variance of are (9) where is Euler's constant ( ). By averaging uncorrelated amplitude samples from linear detection, we form a multiple -look amplitude image. For the concurred -look speckle random variable denoted by , its mean is still of unit magnitude, and the variance is decreased by a factor of . The pdf can be obtained numerically by successive convolutions of identical Rayleigh distributions, followed by change of variables and a linear scaling process. Unfortunately, it is not possible to derive a closed analytical form for the density function. As far as the log-transformed speckle random variable is concerned, there does not exist a closed-form expression for its pdf either. In [22] , the authors provided two methods: the characteristic function method and the approximation method based on the Edgeworth expansion to derive the pdf of . Using the first method, is given by (10) where is the characteristic function of the Rayleigh distribution. In the second method, the Edgeworth expansion [25] is used to approximate the pdf as a summation of a series of terms involving cumulants and Hermite polynomials. By truncating cumulants, the pdf can be approximated by (11) where , , , and are the mean, the standard deviation, and the third and fourth cumulant of the random variable . The function is the Chebyshev-Hermite polynomials of order [24] . The mean and the variance of have to be sought numerically using either (10) or (11) .
As an alternative to averaging amplitude samples from linear detection, we can also obtain an -look SAR image in amplitude format by averaging intensity samples from square-law detection followed by taking a square-root operation [1] , [13] . In that case, analytical expressions can be readily derived from (4) and (5) to characterize the statistics of the log-transformed multilook speckle noise. For the purposes of the present study, we shall limit our treatment to the intensity and amplitude image formats only.
It has been established that as the number of looks increases, the speckle random variable approaches a Gaussian distribution [13] . In [22] , a distance between cumulative distributions, analogous to the Kolmogorov-Smirnov statistic, is computed to measure the deviation of the log-transformed speckle from Gaussianity. It is clearly demonstrated that for intensity data, the pdf of the log-transformed speckle noise approaches a Gaussian pdf much faster than that of the original speckle. For the amplitude image, although the log-transformed speckle noise tends to a Gaussian pdf slightly slower than the original speckle noise, the former is already statistically very close to the Gaussian pdf. A conclusion was drawn in [18] that the Gaussian approximation is relatively good when for the intensity format. Our distance measure supported this conclusion and showed that it is also valid for the amplitude format. In what follows, we are concerned with the development of a speckle filter in the context of wavelet denoising. We use the logarithmic transform to convert the multiplicative speckle model to an additive noise model, and we assume that the resultant noise approximately follows a white Gaussian distribution. The combination of the mean and the variance derived from the statistical models presented in this section will provide a good characterization for the log-transformed speckle noise. It should be noted that taking a logarithm also introduces undesired effects to SAR images. As shown in [22] , the mean of the log-transformed speckle noise is not zero, whereas most wavelet-based denoising techniques assume AWGN with zero mean. In the literature, a number of wavelet-based despeckling algorithms [26] - [28] fail to address this mean-bias problem. In order to guarantee radiometric preservation, the biased mean should be corrected along with the exponential operation, especially for SAR images with a high noise level.
III. WAVELET DENOISING REVIEW
The discrete wavelet transform (DWT) of a one-dimensional (1-D) signal is implemented by two-channel subband filtering followed by downsampling by a factor of two. The two filters, including { }, the scaling filter (lowpass), and { }, the wavelet filter (highpass), constitute a pair of quadrature mirror filter (QMF) banks [29] . The transformation in two dimensions can be readily derived in a straightforward manner from 1-D. At each level, the decomposition scheme applies the scaling filter and the wavelet filter alternately to the rows and columns of the two-dimensional (2-D) image under analysis. At any decomposition level , the input is transformed into four subbands. By their frequency contents, they are named the approximation subband and three detail subbands ( stands for lowpass filtering, and stands for highpass filtering), , and . Since the approximation subband contains the low-frequency portion of the original image, it carries most of the original information, whereas the detail subbands , , and capture the horizontal, vertical, and diagonal features in the image respectively. Subband will be used as an input for further decomposition to obtain multiscale analysis at level . At level 0, is represented by the original image.
The essence of denoising using wavelet analysis is to reduce the noise in the wavelet transform domain. Suppose we have a length-noisy observation (12) where is the desired noise-free signal, and is the observation noise. Because a DWT is a linear operator, it yields an additive noise model in the transform domain DWT DWT DWT (13) If is AWGN with zero mean and standard deviation , shall remain white Gaussian with zero mean and standard deviation because of the orthonormal property of wavelet basis functions. In the wavelet despeckling problem, we assume the log-transformed speckle noise to approximately follow a Gaussian distribution. According to the central limit theorem, the noise in the transform domain will approach Gaussianity more closely. In order to simplify notation, above we use the 1-D vector format with boldfaced letters to represent 2-D images instead of the matrix representation. For the th wavelet coefficient at level in detail subband ( , HL; , LH;
, HH), the observation model in the wavelet domain is formulated more specifically by (14) For clarity of notation, we will omit the level index and the detail subband index unless they are explicitly needed. The main scheme for recovering from using the wavelet transform can be summarized by the three primary steps shown in the block diagram in Fig. 1(a) . Concerning the inherent statistical properties of a SAR image, we would interject the "log" and "exp" steps, as shown in Fig. 1(b) . In the vast majority of wavelet denoising algorithms, noise reduction is accomplished in the detail subbands with the approximation subband not subjected to any changes. In such cases, it is important to correct the biased mean in the approximation subband introduced by the logarithmic transform. To overcome this problem, we add an additional step "adjust mean" between the "IDWT" (inverse discrete wavelet transform) and the final "exp" step. The biased mean is corrected by subtracting the mean value of the log-transformed speckle from the output image of "IDWT." Due to the linearity and orthonomality of the wavelet transform, the "adjust mean" step can be alternatively performed between "log" and "DWT."
In general, manipulating the wavelet coefficients is the most crucial step. What distinguishes one denoising method from another is mainly related to the approach used in this particular step. Loosely speaking, two major denoising techniques used in this context are the thresholding technique and the Bayesian estimation shrinkage technique. In these two techniques, algorithms can be further categorized by how the wavelet coefficients are statistically modeled. Most early models [11] , [16] assumed the wavelet coefficients to be independently distributed. As the wavelet transform deepened its application in image coding and denoising, researchers proposed more complicated but also more accurate models that exploit interscale dependencies [30] , intrascale dependencies [17] , [31] , [32] , and the hybrid inter-and intrascale dependencies [15] , [33] among wavelet coefficients. We will discuss some algorithms briefly in Section III-A and III-B.
A. Thresholding Technique
Denoising based on thresholding in the wavelet domain was initially proposed in [14] (see also [34] ). Thresholding typically involves a binary decision. The corresponding manipulation of wavelet coefficients usually consists of either "keeping (shrinking)" or "killing" the value of the coefficient. In [34] , the authors introduced two thresholding methods, namely soft and hard thresholding. For each wavelet coefficient, if its amplitude is smaller than a predefined threshold, it will be set to zero (kill); otherwise it will be kept unchanged (hard thresholding), or shrunk in the absolute value by an amount of the threshold (soft thresholding).
The key decision in the thresholding technique is the selection of an appropriate threshold. If this value is too small, the recovered image will remain noisy. On the other hand, if the value is too large, important image details will be smoothed out. Using a minimax criterion, Donoho [34] proposed what the wavelet community calls the universal threshold , where is the sample size, and is the noise standard deviation. The universal thresholding technique has been recognized as simple and efficient, but when only a single threshold is used globally, it provides no spatial adaptation during the process of noise suppression. In addition, studies have shown that with a very large sample size, the universal threshold tends to smear out details. Following [34] , some researchers have focused on developing spatially adaptive thresholding techniques instead of using a global uniform threshold. In [35] , a simple scaling factor function was proposed to regulate thresholds for the purpose of scale adaptation. Chang [17] first proposed a multiple threshold denoising scheme to take into account local spatial characteristics. In that work, the image of interest is first segmented into three major categories: edges, textured areas, and homogeneous areas. Then, thresholding is carried out with three different thresholds adapted to the three spatial categories. The limit of that method arises from the fact that the three different thresholds are selected in an ad hoc way. Using the Gaussian distribution and Laplacian distribution to model wavelet coefficients, Chang et al. [16] proposed an approximate minimum mean-square error (MMSE) solution to soft-thresholding. The so-called BayesShrink threshold is calculated as , where and are the noise variance and the image variance, respectively. This threshold is designed to adapt to each individual subband at each resolution level.
B. Bayesian Estimator
As far as Bayesian estimation is concerned, it is necessary to assume an a priori distribution associated with the wavelet coefficients of the noise-free image. If we know the likelihood function , we can estimate the noise-free wavelet coefficients by either of the following approaches [33] :
• Maximum a posteriori (MAP) estimator:
• MMSE estimator:
In general, the Bayesian solution will end up with a continuous shrinking function imposed on noisy observations, in contrast with the thresholding method, which usually involves a binary thresholding action.
If we assume that is independently and identically Gaussian distributed with zero mean and variance , given the AWGN The deficiencies associated with this shrinking function are twofold. First, the assumed prior disagrees with the strong non-Gaussian statistics exhibited by wavelet coefficients of natural images. Secondly, each wavelet coefficient is denoised individually with the lack of spatial adaptation toward the intrascale and interscale dependencies.
For a Bayesian estimation process to be successful, the correct choice of priors for wavelet coefficients is certainly a very important factor. Several different priors have been considered for the wavelet coefficients. In [32] , wavelet coefficients are modeled as conditionally independent Gaussian random variables with locally adaptive variance, and then the MMSE solution is derived to estimate the noise-free wavelet coefficients. Many studies support the fact that the generalized Gaussian distribution (GGD) provides a good fit to the statistics of natural images [36] , [37] . Unfortunately, in the Bayesian estimation process, there usually does not exist a closed-form solution for the estimate of noise-free wavelet coefficients when the signal prior is described by the GGD [37] . In most cases, numerical approaches have to be applied to obtain the solution. In order to cast the estimation problem into a mathematically friendly environment, a mixture density model has been recently proposed as a prior to statistically model the wavelet coefficients [11] , [30] . Applying a mixture of two Gaussian distributions with one mixture component corresponding to insignificant coefficients (representing "homogeneity"), and the other to significant coefficients (representing "heterogeneity"), Chipman [11] reconstructed the noise-free signal as a nonlinear rescaling of noisy measurements using a simple but elegant closed-form representation.
A close examination shows that Chipman's algorithm accurately models the wavelet coefficients, but it fails to incorporate the spatial dependence between wavelet coefficients into the denoising procedure. From visual inspection, we find that important wavelet coefficients tend to cluster at the location where signal transitions occur in the image domain. In [30] , a hidden Markov tree model was proposed to capture the interscale dependence of wavelet coefficients. By measuring mutual information, Liu and Moulin [38] have shown that "intrascale models capture most of the dependencies between wavelet coefficients, and the gains obtained by including interscale dependence are marginal." In this study, we propose therefore to adopt the mixture of Gaussian densities to model natural images, meanwhile characterizing the intrascale contextual dependence of wavelet coefficients using Markov random fields (MRF). By properly fusing Bayesian estimation and Markov random field modeling, our goal is to achieve spatially adaptive wavelet despeckling. The idea of exploiting the clustering property of wavelet coefficients using MRF also appears in [31] ; however, the approach differs from our proposed study mainly in its assumed prior probability for wavelet coefficients and the resultant shrinking function. In [31] , the prior probability function is assumed as a piecewise continuous potential function with two constant parts and a linear transition around a predefined threshold. The corresponding manipulation part is implemented by multiplying each coefficient with its marginal probability of being a significant coefficient given all the observation data.
IV. STATISTICAL MODELS OF WAVELET COEFFICIENTS AND PARAMETER ESTIMATION USING THE EM ALGORITHM
A number of researchers have observed that the wavelet coefficients of natural images exhibit highly non-Gaussian statistics [29] , [37] . Fig. 2 shows two noise-free test images that are commonly used in the literature for evaluating the performance of wavelet denoising algorithms. Fig. 3(a) and (b) displays the histograms of the wavelet coefficients of the subband of the original Lena image and of the log-transformed Lena image, respectively, with the latter included to represent what the wavelet coefficients of a log-transformed image would look like. Also shown are the corresponding Gaussian density functions with the mean and variance estimated from the data. In both cases, it is evident that a single Gaussian distribution does not pro- vide a good fit to the wavelet coefficients. A similar conclusion applies to the other detail subbands at different decomposition levels. Compared to the Gaussian density function, the histograms are sharply peaked at zero and have extensive tails [33] . The explanation for this observation is that a natural image generally consists of homogeneous areas and occasional transitions such as edges and other textural features. While homogeneous areas contribute wavelet coefficients around zero, those transitions likely lead to more spread wavelet coefficients.
To better model the wavelet coefficients, it has been proposed [11] , [30] and demonstrated that using a mixture density of two normal distributions with zero mean can provide a fairly accurate approximation to the distribution of wavelet coefficients of natural images. The approach not only offers mathematical simplicity, but also supports the sparse data representation provided by the wavelet transform. In view of Fig. 3(b) , we also adopt this mixture density of two normal distributions to model the wavelet coefficients of the log-transformed natural images. To capture the insignificant/significant coefficient property, for each wavelet coefficient, we define a binary hidden state , which can take on the value 0 (insignificant coefficient) or 1 (significant coefficient). The configuration of over the entire wavelet subband image forms a binary mask . The marginal pdf of wavelet coefficients is defined as (18) (19) where stands for a Gaussian distribution with zero mean and variance . When the signal is corrupted by AWGN, it is easy to show that the noisy wavelet coefficients also obey the mixture density of two normal distributions with zero mean, but with an increased variance that depends on the noise level, i.e., (20) (21) Throughout this study, the noise level is simply assumed known. If this is not the case, we can estimate it by using the robust median estimator in the highest subband of the wavelet transform [16] . Nevertheless, given , the statistical model is fully parameterized by three independent parameters , , and . These parameters can be grouped into a model hyperparameter vector . Total 3 sets of need to be estimated for three orientation subbands across decomposition levels.
By way of illustration, we applied the EM algorithm described briefly in Appendix I to fit the two-Gaussian density model to the wavelet coefficient histogram of the log-transformed Lena image at level one, with and without speckle noise. For the noisy case, the Lena image is corrupted by three-look multiplicative speckle in amplitude format. Table I lists the estimates of the mixture Gaussian model hyperparameters. In Table I , the fact that confirms the sparse representation provided by the wavelet transform. The majority of the wavelet coefficients are represented by the Gaussian distribution with the low variance , while the remaining significant coefficients obey the Gaussian distribution with the high variance . In order to illustrate how the Gaussian mixture model fits the wavelet coefficients, we compare the model based on the hyperparameters listed in Table I with the histogram of the noise-free and noisy Lena subband, in Fig. 4(a) and Fig. 5(a) , respectively. For both cases, we also plot their corresponding two mixture components in Fig. 4(b) and Fig. 5(b) .
The aforementioned Gaussian mixture model addresses one of the issues stated earlier. Next we explore how to use a Markov random field to incorporate spatial dependencies into the denoising procedure.
V. MRF-BASED SPATIALLY ADAPTIVE BAYESIAN WAVELET DENOISING
Markov random field (MRF) models have received much attention recently as a promising tool for modeling images and other spatial systems. An MRF is a stochastic process defined on a 2-D lattice system to specify its contextual characteristics. The Hammersley-Clifford theorem [39] established the equivalence between a Markov random field model and a Gibbs random field (GRF) model; therefore, it provides a convenient way to specify the spatial constraints of an image either by a conditional probability function (MRF) or a joint distribution (GRF). By choosing appropriate clique potential functions, one can assign higher probabilities to the configurations with the desired spatial characteristics. Combined with the Bayesian theorem, MRFs form a fundamental framework for various image modeling and processing problems [39] . In this study, we will use an MRF to model the intrascale spatial dependence between wavelet coefficients in each individual subband.
After the hyperparameters specifying the mixture Gaussian density have been estimated, our proposed denoising algorithm proceeds as follows.
• Calculate the shrinkage function using the Bayesian MMSE estimation technique.
• Generate an initial binary mask corresponding to the hidden state configuration using MAP. • Redefine the prior using an MRF, and then refine the binary mask by maximizing .
• Modify the shrinkage function based on the optimal binary mask . We will address the Bayesian MMSE estimation and MRFbased image regularization in detail in Section V-A and V-B.
A. Bayesian MMSE Estimation
As mentioned previously, wavelet coefficients and their noisy observation will be assumed to obey the mixture Gaussian distribution. Their marginal pdfs are represented in (18)- (21) . According to the Bayes rule, the Bayesian MMSE estimate of is given by (22) Using the mixture densities in (18)- (21) and the AWGN model, we can derive the estimate of noise-free wavelet coefficients as [11] 
where (24) is called the shrinkage factor. Equation (23) shows that the Bayesian MMSE estimate of is a nonlinear rescaling function of the noisy observation .
B. MAP-MRF-Based Hidden-State Configuration Estimation
The Bayesian MMSE criterion produces a simple and computationally efficient solution, but this pixelwised denoising approach does not account for the clustering property of wavelet coefficients of natural images. To take spatial dependence into account, we introduce an MRF prior model for the hidden-state configuration of the wavelet coefficients. The prior model should reflect the observation that the wavelet coefficients are not independent of their neighboring pixels. In order to distinguish it from the prior defined in previous sections, we denote the new prior . In this study, the prior is described by a two-state Potts model [39] with a second-order neighborhood system (eight nearest neighboring pixels). Furthermore, only single-site and pair-site cliques are considered. A clique is a subset of a 2-D lattice system in which every pair of distinct sites are neighbors [39] . A single site can also be treated as a clique. The prior is defined as a Gibbs random field (25) (26) (27) (28) where is a normalizing constant; is the parameter that controls the local smoothness;
is the second-order neighborhood of pixel ;
is the discrete delta function; and and are the single-site and pair-site clique functions respectively, which are defined in such a way that the former represents the prior knowledge of the distribution of the hidden state without considering spatial constraints, and the latter favors the neighboring pixels to have the same label.
With being the binary image of the hidden state, where each pixel can take only the states 0 or 1, and being the noisy wavelet coefficients, we assume that each wavelet coefficient is conditionally independent of all other coefficients given the knowledge of the hidden state at that location . This assumption is summarized by the following likelihood function: (29) Combining the likelihood function and the prior model, we can seek the MAP solution of as an optimal configuration (30) Unfortunately, Bayesian methods coupled with Markovian modelization usually result in a nonconvex objective function, which could have many local maxima/minima. Global optimization algorithms, such as simulated annealing [40] , should be applied. Theoretically, if the cooling process is implemented infinitely slowly, simulated annealing algorithms can reach a global maximum/minimum in probability. However, both the calculation of the joint probability over the entire image and randomly perturbing each pixel value are extremely computationally demanding. In this work, maximizing the posterior probability is implemented using the iterated conditional modes (ICM) algorithm, a deterministic optimization algorithm proposed in [41] that maximizes the local conditional probability iteratively. In fact, the ICM algorithm corresponds to the Gibbs sampler-based simulated annealing at the freezing temperature [42] .
Using the ICM method, for the wavelet coefficient at pixel , its optimal hidden state can be iteratively updated by maximizing the local distribution , where denotes the set of all the pixels in the image except pixel . In [39] , a proof that a GRF is an MRF is given. Following the same manner, we derive the local conditional probability from the global distribution represented by the GRF model shown in (25)- (28) (31) where is a constant that does not depend on . In conjunction with the conditional probability , the new state of can be found by (32) The ICM algorithm guarantees eventual convergence, but only a local maximum will be achieved. The procedure com- pletes a single cycle after being applied to each site of the image. We can apply the algorithm for a predefined number of cycles, or until there is evidence of convergence. In general, the convergence rate and final state of this optimization scheme are strongly dependent on the initial condition; therefore, we generate a reasonable initial configuration of the hidden state by using the MAP criterion based on the old independent prior. For each wavelet coefficient, its associated initial hidden state is determined as (33) Substituting the Gaussian pdf as shown in (21) for the conditional probability function , the above MAP solution can be equivalently sought through a thresholding operation (34) (35) By way of contrast, we demonstrate the advantage of introducing the prior knowledge to the hidden state by showing the initial binary state and its MAP estimate for subband of Lena in Fig. 6 . In both figures, bright pixels indicate the detected significant wavelet coefficients, while dark pixels represent the insignificant coefficients. It is obvious that in Fig. 6(a) , there exist some dubious responses due to noise in smooth regions. The optimization process leads to false-alarm reduction, which results in a "cleaner" binary mask as shown in Fig. 6(b) .
Once the optimal binary mask is produced, for each wavelet coefficient, we search all its neighboring pixels with the same hidden state in its second-order neighborhood; then we calculate a weighted average of shrinkage factors of those pixels and assign it to the current pixel. To account for the directional property represented by different detail subbands, we consider a set of subband-dependent weighting coefficients for subbands HL, LH, and HH. Nevertheless, we use the same set of weighting coefficients for the same orientation subbands across the decomposition levels. Fig. 7 shows the values of the weighting coefficients { } when the entire 3 3 window is occupied by only one state. In implementation, pixels with a different hidden state from the central pixel will be excluded from the averaging process; consequently, normalization is necessary in order to keep the intensity level. In summary, given the optimized binary mask , the shrinkage factor for the central pixel in a 3 3 local window is modified as (36) With in hand, we can finally estimate the noise-free wavelet coefficient by (37) 
VI. SHIFT-INVARIANT WAVELET DENOISING
The discrete wavelet transform is a shift-variant system due to the downsampling operation. As a consequence, the result of the denoising operation using the DWT will depend on the starting point of the signal in the time domain. Some investigators [43] have observed that lack of shift invariance leads to specks in smooth regions and Gibbs phenomena in the neighborhood of discontinuities, such as overshoot and undershoot exhibited at the location of sharp signal transitions.
In order to suppress the Gibbs phenomena, Coifman and Donoho [43] proposed the cycle-spinning concept. For a range of shifts, their method is comprised of several steps: first, circular shifting the data, applying the DWT-based denoising algorithm to each shifted data, then unshifting the denoised data, and finally averaging denoised data over all shifts. Let denote the circular shift by samples for a 1-D signal (38) Given the noisy observation of signal , the denoising estimate of based on cycle spinning over shifts is calculated by (39) where is the inverse transform of , and denotes the DWT-based denoising operator. The main framework of the cycle-spinning denoising algorithm is visualized in Fig. 8 .
Beylkin [44] has shown that the computational complexity of the shift-invariant wavelet transform is increased by a factor of over the traditional DWT for a signal of length . When cycle spinning is performed for all possible shifts, the transform becomes fully shift invariant. In practice, the wavelet transform is only implemented to certain levels. Thus, not all shifts are necessary in those cases. For a -level 1-D curtailed DWT, a total of 2 shifts are needed in order to achieve shift invariance. Shifts greater than or equal to 2 provide redundant wavelet coefficients. At level one, we only need to compute the output for two shifts: the original input and its shift-by-one version. Using this argument recursively, we need to perform 2 wavelet transforms and denoising procedures for level wavelet coefficients. As far as a -level 2-D decomposition is concerned, 2 2 shifts and the subsequent denoising procedures are required to cover both the column and row directions.
We should point out that the DWT of the cycle-spinned signal, with any shift, can be extracted readily from the overcomplete (or stationary) wavelet transform [45] . The only difference is the way they are implemented. The disadvantage of these two approaches compared with the traditional DWT algorithm is in terms of increased computational time, but the implementation provides substantially improved denoising performance. From published experimental results, the signal-to-noise ratio (SNR) could be increased by about 1-1.5 dB in general [43] . 
VII. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we illustrate the performance of our proposed spatially adaptive wavelet despeckling algorithm for SAR images in both intensity and amplitude formats.
In addition to the denoising techniques and the statistical models of wavelet coefficients as we discussed earlier, the choice of the underlying wavelet family, as well as the length of the wavelet filter, is also important for the overall denoising performance. The length of a wavelet filter is related to smoothness and localization properties. The primary advantage of short-wavelet filters, such as the Haar wavelet, is their compact spatial support; in contrast, longer-wavelet filters are preferred for smoothness. Furthermore, computational time of the wavelet transform is approximately proportional to the length of the wavelet filter [27] . To compromise, we employed Daubechies' maximally flat wavelet [46] of length six to implement the orthogonal DWT throughout this work. To allow for robust and reliable parameter estimation, we maintained the minimum dimensions of a wavelet subband at 32 32. For the simulated SAR images of 256 256 used in this study, the decomposition level was therefore limited to three. Another concern of implementing wavelet denoising in practice is how to handle the problem of image border distortion. We set the DWT mode to symmetric padding that leads to fewer discontinuities along borders. At each decomposition level, the denoising algorithm was applied separately to three detail subbands, while the approximation subband was left intact. For simplicity, we used for the Potts model to control local smoothness. A few papers [47] , [48] have reported that usually gives satisfactory results. Other than being fixed to a constant beforehand, can be estimated in a more justifiable way by applying statistical inference approaches [39] . More specifically, labeling (the optimal ) and estimation (the model parameter ) have to be performed alternately from the observation ( ). This is undoubtedly at the expense of computational complexity. In terms of the convergence rate of the ICM, Besag [41] reported that a local maximum can be reached by six to eight cycles of the ICM. To speed up the entire procedure, we optimized each configuration binary mask using the ICM four cycles, which resulted in fairly satisfactory results. The termination rule for the iterative EM algorithm is a logical "or" of two conditions: one is the maximum number of iterations (30) achieved; the other is that the maximum relative change of parameters between two adjacent iterations is less than a threshold (1%).
The other methods against which we assess the performance of the proposed speckle filter include the following:
• the Bayesian soft thresholding technique proposed in [16] and described in Section III-A; • the Bayesian MMSE estimation technique using the Gaussian mixture density model developed in [11] and described in Section III-B; • the refined Lee filter [6] .
The refined Lee filter is a commonly used speckle filter that is applied directly in the image domain. Based on a study we conducted to evaluate filter performance, we found that among standard spatial filters, the refined Lee filter possesses the best tradeoff between noise reduction and feature preservation. Therefore we also include the refined Lee filter in the comparison, with its local window being set up as a classical 7 7.
A. Simulated SAR Images
The reference images used in this study include the standard 256 256 Lena and House images shown in Fig. 2 , both of which are used frequently by the wavelet community. We corrupted them by multiplying simulated spatially uncorrelated speckle noise. For quantitative evaluation, the following measures have been used.
• SNR: The SNR is defined as the ratio of the variance of the noise-free signal to the mean-squared error (MSE) between the noise-free signal and the denoised signal [33] SNR (40) • ENL: The ENL is defined as ENL mean variance
Intensity format Amplitude format (41) with the mean and the variance measured within a homogeneous region. Under the condition of three-level wavelet decomposition, Tables II-V list the SNR values for the Lena image and the House image at nine noise levels (nine number of looks) and two SAR image formats (intensity and amplitude), with the highest SNR values highlighted. It should be noted that the SNR is calculated on an average of ten noise samples. The experiment was repeated ten times under exactly the same setting except that speckle was realized using different random seeds, but with the same distribution. As we can see from these tables, the proposed method consistently outperforms the other two wavelet-based denoising algorithms in most cases ( ). For the Lena Image, when compared with the Bayesian MMSE estimation method, the improvement is about 0.2-0.5 dB, depending on the noise level, for both intensity and amplitude formats. The SNR improvement over the Bayesian soft-thresholding method ranges from 0.2-1.3 dB for the intensity format and from 0.4-1.7 dB for the amplitude format. For the House image, our method achieved only a slight improvement, up to 0.2 dB over the MMSE estimation method, and up to 0.7 dB over the Bayesian soft-thresholding technique for the intensity format. The improvement gets moderately better for the amplitude format. The reason why the proposed method failed to yield significant improvement for the House image is as follows. We assume a Gaussian mixture density for the wavelet coefficients of natural images. The log-transform is performed to convert multiplicative speckle into an additive noise model. However, log-compression decreases the dynamic range of the data, making it very difficult to estimate the hyperparameters that specify the mixture model for images in which texture only comprises a small fraction of the total image, which is the case for the House image. It even gets worse when such images are buried in high-level noise. In such cases, experiments indicate that the accuracy of the EM estimation procedure is not high enough for the MRF-based ICM optimization procedure, the core of the proposed method, to yield any remarkable improvement over the other estimation method.
When the image is corrupted by single-look speckle in intensity format, soft thresholding achieves slightly better performance than the other two wavelet-based algorithms. We attribute this to two reasons. First, when the noise level is very high, the log-transformed speckle noise deviates strikingly from the Gaussian distribution, and secondly, the EM algorithm is not able to provide accurate estimates of the three hyperparameters for the Gaussian mixture model, whereas estimation is more robust in the case of soft thresholding when only one parameter is needed.
Compared with the refined Lee filter, we observe that our method has higher SNRs at high noise levels. As the noise level decreases, they achieve almost equivalent performance with respect to the SNR. In terms of the algorithm complexity, the refined Lee filter appears much simpler and more straightforward than the proposed method. However, the denoising performance of the proposed method can be further improved by the cycle spinning technique.
A total of 64 shifts (8 8 shifts in row and column directions) were implemented corresponding to the three-level wavelet decomposition conducted in this study. In Fig. 9 , the SNR values as a function of shifts using the proposed method are plotted for the Lena and House images. We find that cycle spinning can remarkably improve the denoising performance. With 2 2 shifts, the SNR can be increased by up to 1 dB, and a further 0.5-dB increment can be achieved with 4 4 shifts. However 8 8 shifts do not result in significant improvement over 4 4 shifts. In most cases, the gain is marginal, less than 0.1 dB. This fact is also validated by similar statistics obtained from the other two wavelet-based denoising algorithms when cycle spinning is incorporated. Therefore the conclusion we can draw is that cycle spinning with 4 4 shifts is sufficient enough for a 256 256 image. Fig. 10 presents the comparison of the denoised Lena image corrupted with speckle noise ( ) in intensity format. Cycle spinning with 4 4 shifts was implemented for the three wavelet-based denoising algorithms. It is observed that many isolated specks in smooth regions present in Fig. 10(c) disappear from Fig. 10(d) due to the MRF-based optimization procedure. Table VI lists the ENL estimated within two statistical homogeneous areas as shown in Fig. 10(a) for the different filters. It indicates that the proposed filter achieved the most successful noise reduction in homogeneous areas. On the other hand, we find that the refined Lee filter produced sharper edges, but in the homogeneous areas, due to the effect of sliding windows, artifacts are visible. Pixel profiles at column 185 are plotted in Fig. 11 for the original noise-free Lena image and the despeckled images by the proposed method and the refined Lee filter respectively.
All computations were carried out using programs written in C and running on a SUN Ultra 1 machine. Using a three-level DWT, the CPU time for denoising the Lena image is about 0.9, 7.5, and 8.7 s for the Bayesian soft thresholding, the Bayesian MMSE, and the proposed method, respectively. The refined Lee filter requires about 2.0 s. For both the Bayesian MMSE and the proposed method, it was found that a large portion of their execution time is spent on Gaussian mixture parameter estimation using the EM algorithm. When the cycle-spinning technique is added, we can assume these parameters are the same for different shifts; therefore, the time-consuming EM algorithm only needs to be applied once. 
B. Real SAR Images
Shown in Fig. 12(a) is a 400 400 Ku-band SAR image over the Rio Grande River near Albuquerque, NM, acquired by the Sandia National Laboratories twin otter aircraft [49] . An enlarged part of the despeckled image is shown in Fig. 12(b) -(e) for the three wavelet-based filters and the refined Lee filter, respectively. The wavelet transform was performed with four levels of decomposition, and the cycle-spinning technique was applied with 4 4 shifts.
Since the noise-free image is not available, we only use the ENL to assess the filter's noise reduction performance in homogeneous areas. As illustrated in Fig. 12(a) , three uniform areas are selected for the quantitative analysis. Table VII lists the ENL values before and after filtering. In all cases, the proposed filter outperforms the other three filters with the highest ENL values, which is consistent with the simulation results. In terms of feature preservation, several edge areas are visually examined. It is indicated that the proposed method provides comparable edge preservation performance as the other two wavelet-based methods; however, the refined Lee filter is able to reconstruct edges with better visual quality.
VIII. CONCLUSION
We have presented a new speckle filter for SAR images based on wavelet denoising. In order to convert the multiplicative speckle model into an additive noise model, the logarithmic transform is applied to SAR images. We characterize the statistical properties of the resultant log-transformed speckle and assume it as additive white Gaussian noise. We point out that the biased mean caused by the logarithmic transform must be corrected to avoid radiometric distortion. In the context of wavelet denoising, the proposed algorithm incorporates the wavelet Bayesian estimation technique and the MRF-based image regularization technique. To characterize the intrascale correlations that exist among neighboring wavelet coefficients, an MRF model is posed on each individual wavelet subband. The noise-free wavelet coefficients are finally estimated by a shrinkage function based on local weighted averaging of the Bayesian estimator. Furthermore, the cycle-spinning technique is imbedded into the proposed algorithm to suppress Gibbs phenomena. Experimental results indicate that in practice, 4 4 shifts in the row and the column directions suffice to provide a satisfactory denoising performance for a 256 256 image. The performance of the proposed algorithm is evaluated by the simulated images as well as a real SAR image. It is shown that the proposed method outperforms standard denoising techniques, in terms of the measure of the SNR and ENL, under most noise-level conditions.
APPENDIX EM ALGORITHM FOR PARAMETER ESTIMATION
Due to its simplicity and stability, the EM algorithm has been a popular tool for maximum likelihood (ML)-based parameter estimation for a variety of statistical problems including the mixture density estimation. We propose to use the EM algorithm to estimate hyperparameters that fully characterize the Gaussian mixture density used in this study.
The general EM algorithm was first formalized in [50] in order to obtain ML estimates from incomplete data. Consider the observed data as the incomplete data. We assume there exists a complete dataset and also assume a joint density function parameterized by (A.1)
Given the new density function, the goal of EM in its basic form is to seek the solution that maximizes the logarithm of the complete-data likelihood function , instead of . The algorithm starts with an initial value , and then it proceeds iteratively. Each EM iteration consists of an E-step and an M-step. The E-step is to evaluate the probability distribution for the data given the model parameters from the previous iteration, i.e.,
, and the M-step is to find by maximizing . The two steps are iterated until convergence is reached. However, only convergence to a local maximum is guaranteed by the EM algorithm.
In this study, we have a mixture Gaussian model where and are the mean value and the covariance matrix of the th component, and is the data dimension. For the mixture model problem, we introduce the hidden data , which indicates the origin of the component distribution [51] . For each , is an integer between 1 and , and means the th sample originates from the th mixture component. The parameter vector can be estimated by the EM algorithm as follows [51] 
