Abstract-Radarsat-2 C-band quad-polarization SAR observations of crude oil, emulsion, and plant oil slicks acquired in the wind speed range from 4 to 8 m/s and incidence angles from 30
I. INTRODUCTION
W HILE oil and biogenic film can cause dark signatures in synthetic aperture radar (SAR) images, exact quantification of the radar scattering damping mechanisms and the discrimination of slick areas from look-alikes are still challenging. The damping of short wind waves by surface films (biogenic and anthropogenic) has been subject to numerous experimental and theoretical studies (e.g., [1] - [12] ). The resulting reduction of the normalized radar cross section (NRCS), σ 0 , is usually associated with damping of resonant Bragg waves, providing polarized radar returns. However, Bragg scattering does not entirely control the returned signal power. As already well established (e.g., [13] , [14] ), nonpolarized (NP) radar returns from breaking waves also play a significant role.
The earliest studies investigating the effects of surface films on short wind waves and radar backscatter focused on a resonance-like damping behavior by monomolecular surface films resulting in a damping maximum predicted by the Marangoni damping theory (e.g., [6] and references therein). However, no damping maximum could be revealed in real slicks observed with SAR, ultimately indicating that wind forcing and wave breaking are key to control the spectral contrasts of waves in the slicks. The authors of [2] - [4] and [7] suggested a model of the damping of the short wind wave spectrum, E, based on solution of the energy balance equation combining wind forcing, viscous dissipation (accounting for the Marangoni damping via the viscosity coefficient, ν), and nonlinear dissipation, ε, i.e.,
where β ν = β − 4νk 2 /ω is an effective growth rate coefficient (i.e., the difference between the wind-wave growth rate coefficient β and the rate of viscous dissipation), and ω and k are frequency and wavenumber linked by the dispersion relation, respectively. For the sake of generality, (1) also includes a term S wb describing an additional energy source for short waves as suggested by [15] .
The authors of [2] and [3] assumed that nonlinear dissipation is proportional to the squared spectrum E 2 and found that the wave spectrum contrast between the slick-free and slick-covered areas (subscripts 0 and S, respectively) is K ≡ E 0 /E S = β ν 0 /β ν S . Upon testing this relation by optical measurements of short-wave spectral contrasts, an overall agreement was obtained between model and measurements in the decimeter wavelength range. However, a remarkable model overestimation was reported in the centimeter to millimeter wavelength range.
Employing (1) [4] , [7] then suggested another expression K = (β ν S /β ν 0 )(ε 0 /ε S ), where ε ∝ E n and E ∝ (u * /c)k
(where u * is the friction velocity, and c is the phase velocity). [7] assumed that the wave-breaking dissipation exponent n and the friction velocity u * are both different in slickcovered areas compared to slick-free areas, i.e., n 0 versus n S and u * 0 versus u * S . Under this assumption, [7] showed that such a wave damping model, incorporated with the Bragg scattering model, is capable of reproducing observed multifrequency and multipolarization NRCS contrasts of various surface slicks at high wind speeds (12 ms −1 ). However, the consistency was attained by adjusting the model parameters n 0 − n S and u * S /u * 0 to match the observed contrast drop to each of the datasets. Although this model was successfully fitted to the data, no physical grounds justifying its applicability to other datasets was provided.
Except for L-band, the Bragg resonant scattering model represents an idealization that is too strong to fully explain radar backscattering in real conditions. As evident from polarization ratio (PR), σ hh 0 /σ vv 0 , measurements (e.g., [13] , [14] ), NP scattering from breaking waves significantly contribute to the sea surface NRCS of C-, X-, and Ku-bands. Moreover, in addition to wind forcing, mechanical disturbances of the sea surface by breaking crests may serve as energy sources of short Bragg waves. As such, wave breaking thus plays a crucial role for the manifestation of various ocean parameters in SAR (including surface slicks), as justified and demonstrated in [15] .
Dual copolarized SAR measurements (VV and HH polarizations) have provided the opportunity to separate resonant Bragg scattering (via the polarization difference (PD), Δσ 0 = σ vv 0 − σ hh 0 ) and NP scattering from breaking waves and to investigate separately the responses to sea surface nonuniformities, i.e., surface currents, wind field features, and sea surface slicks [16] , [17] . Using Radarsat-2 C-band SAR data, [16] did not reveal any effect of surface film on the NP scattering from breaking waves. In comparison, [8] investigated the expressions of slick features in both TerraSAR (X-band) and Radarsat-2 (C-band) SAR images. As expected, the NP contribution to the total NRCS was higher in X-band than in C-band. In contrast to [16] , however, [8] reported significant suppression of the NP radar backscatter in the presence of surface films. Recently, [18] suggested a new algorithm for discrimination of oil spills and look-alikes in dual copolarized SAR measurements, using the observed effect of surface films on suppression of both Bragg waves and wave breaking.
In this paper, we follow the physically based approach suggested in [15] and [16] to investigate and quantify the damping sensitivity of both centimeter-scale waves and longer breaking waves in the presence of known slicks, and to assess the relative contribution of Bragg-resonant and NP scattering in the formation of co-and cross-polarized (HH, VV, and CP) NRCS contrasts between the clean and slick covered sea surface. In Section II, the background properties and approach are introduced. The results are presented in Section III and discussed in Section IV. The conclusion is provided in Section V.
II. BACKGROUND PROPERTIES AND APPROACH
The Radarsat-2 quad-polarization SAR acquisitions used in the study are listed in Table I together with information on radar parameters and environmental conditions. In addition to data from the Norwegian Clean Seas Association for Operating Companies (NOFO) oil-on-water experiments at the Frigg field in 2011, 2012, and 2013 (with known film types, e.g., [8] , [19] ; ID's 3-7), one acquisition from the North Sea in 2008 (ID 1), with three slicks of unknown origin, and one acquisition of the oil spill from the Deepwater Horizon accident in the Gulf of Mexico in 2010 (ID 2) are also included. By decomposing these Radarsat-2 SAR observations into PR, PD, NP, and CP components, new quantitative insight regarding the damping of short waves and breaking waves in the presence of slicks is achieved. The estimation and characteristics of these components are further addressed in the following.
Since the C-band PR deviates remarkably from Bragg scattering predictions (e.g., [13] , [14] ), an additional NP contribution σ wb associated with radar backscatter from breaking waves is introduced to yield
where σ pp 0B is the two-scale Bragg scattering at given polarization (p) expressed as
where |G pp (θ) | is the scattering coefficient (e.g., [13, eqs. (3) and (4)]), B(k B ) is the saturation spectrum at the Bragg wavenumber, |k B | = 2k R sin θ, k R is the radar wavenumber, and
is a geometric coefficient accounting for the impact of tilting waves in the spectral range Following [13] ,
where c R is a constant (about 0.1), and σ 0wb is the NRCS of an "individual" breaking zone dq, defined as
where s 2 wb is the MSS of the breaking zone and θ = θ 0 + θ . θ 0 is the radar incidence angle and θ = θ wb cos (φ − φ R ) is the local tilt, where θ wb is the mean tilt of the breaking zone, and (φ − φ R ) is the wind direction relative to the radar look direction. Following [21] , a breaking zone dq can be expressed as dq ∝ βB dφ d ln k, where β is the wind wave growth rate. [13] inferred s 2 wb = 0.19 as a unique constant for breaking waves at all scales. This assumption is revised in Section IV to interpret the reported observations.
The PD, i.e.,
best isolates the polarized contributions. Since PD is proportional to B(k B ), which has a short relaxation time, the PD signal follows the wind field variability and efficiently traces the surface film. Thus, the attenuation of PD in slicks directly relates to a damping of the Bragg wave spectrum. The NP contribution to the NRCS [16] becomes
where
is the PR for the two-scale Bragg scattering, depending on the incidence angle θ and (weakly) on the wind speed via s 2 i in (3). The influence of uncertainties in the definition of p B is discussed in [17] .
Comparisons of the measured PR with the two-scale Bragg PR, p B , calculated using (3) are listed in Table I and plotted in Fig. 1(a) . As expected, the measured PR remarkably deviates from the Bragg predictions p B due to significant contribution of NP returns to the sea surface NRCS [see (1)]. The relative contribution of NP returns [see (8) ] to the total NRCS, σ wb /σ pp 0 for the data shown in Table I , is plotted in Fig. 1(c) . As expected, the relative contribution of the NP returns is larger in HH (60%) than in VV (20-40%, depending on incidence angle).
The last column of Table I show comparisons of measured CP-to-PD ratios with two-scale Bragg model predictions. To the first order of the MSS of tilting waves, two-scale Bragg CP reads [22] 
where s 2 n is the component of the MSS of tilting waves out of the incidence plane (s
Comparing (9) with (3), one may conclude that Bragg CP-to-PD ratio does not depend on the Bragg wave spectrum, but only the MSS component out of the incidence plane. However, consistent with [17] , the observed CP-to-PD ratio exceeds the two-scale Bragg model predictions by a factor of 2-3 (see Fig. 1 ). Even under moderate wind conditions, this indicates a significant contribution of wave breaking to the CP NRCS.
Similar to copolarized measurements, this suggests a practical decomposition of the CP NRCS between a regular surface contribution described by the two-scale Bragg model and radar backscatter from rougher surface patches associated with breaking waves, i.e., following [17] ,
The quad-polarization SAR data allows assessing the wavebreaking contribution σ 
where r B = σ cp 0B /Δσ 0 is the CP-to-PD ratio in the two-scale Bragg model. Fig. 1 shows the ratio between the wave-breaking contribution to CP and the total CP NRCS, σ cp wb /σ cp 0 , calculated using (11) with the numbers obtained in Table I . The contribution of wave breaking to the total CP NRCS varies from 50% to 65%, i.e., it is comparable to the Bragg scattering contribution.
To simulate σ cp wb , we follow the approach used for σ wb . As suggested, the wave-breaking contribution, σ cp wb , can follow a relation similar to (5), using σ cp 0wb as the CP NRCS of an individual breaking zone. As quasi-specular reflections do not directly lead to depolarized radar backscatter, a heuristic model for σ cp 0wb can still follow a resonant Bragg curvature approximation [22] . In this case, the CP NRCS for individual breaking areas reads [17] 
where G vv (θ) and G hh (θ) are the standard Bragg scattering coefficients, B b is the saturation spectrum of the breaking crest roughness (defined below in Section IV), and θ n = θ wb sin (φ − φ R ) is the mean tilt out of the incidence plane of the breaking zone. The integral over all breaking zones, dq, provides the total contribution of wave breaking to the CP NRCS, i.e.,
In the present study, we use the short wind wave model spectrum suggested in [23] , which represents a minor revision of the spectral model used in the radar imaging model (RIM) presented in [15] . The short-wave spectrum results from a solution of the energy balance equation [similar to (1) ], which takes into account generation of short waves by wave breaking, i.e., the term S wb (see [23, eqs. (A1) and (A4)]) for more details), expressed as
where k m = min(k/10, k wb ) defines the wavenumber interval of the long breaking waves from which energy is transferred to the short waves, and k wb is on the order of 10 rad·m −1 . As in [2] and [4] , the damping of short wind waves in the slicks is estimated by replacing the water viscosity ν 0 in the energy balance equation (see [23] ) by an effective viscosity coefficient, ν. The ratio ν/ν 0 depends on the film elasticity, E f , generally accepted to vary from 15 to 45 mN·m −1 for different biogenic films at the ocean surface (e.g., [2] , [4] , [15] ). For mineral oil, Ermakov (personal communication) suggested to use E f = 4 mN·m −1 , [24] found that E f = 15 mN·m −1 provides the best agreement between simulated and observed MSS in crude oil slicks. Fig. 2(a) shows the simulated influence of various surface film elasticities on the effective viscosity coefficient, ν/ν 0 . Two types of model spectral contrasts are shown in Fig. 2(b) . Model results from the truncated energy balance (1) , where the term S wb is omitted (this model is similar to the one considered by [2] ), are shown in thin lines for a clean and a slick-covered sea surface. In this case, the spectral contrasts exhibit a spectral cutoff at the wavenumbers where β ν = 0. At larger wavenumbers, the wind energy input is less than the viscous dissipation, and thus, the short waves disappear. If the extra energy source S wb defined by (14) is taken into account in (1) (see also [23, eqs. (A1) and (A4)] for details), the energy flux from larger scale breaking waves to short waves enhances the spectral level in slick-free conditions and prevents the disappearance of short waves in the slicks (thick lines). In this case, the film also cause a spectral cutoff around k = 30 rad·m −1 , but the energy source S wb keeps the short-wave spectrum in the slicks at a "finite" level. Fig. 2(c) and (d) shows the omnidirectional saturation spectra, B(k), of short wind waves at different film elasticities E and wind speeds for the full model. The spectral "cutoff" depends on E f and the wind speed (e.g., about 20 to 60 rad·m −1 and 30 to 100 rad·m −1 for 5 and 10 rad·m −1 wind, respectively). Unless k B gets into the interval between the cutoff wavenumbers for films of different types, the contrast between the slick and the clean surface in the Bragg NRCS, σ pp 0B , should not be sensitive to the type of film. For wind speeds of 5 and 10 m·s −1 , respectively, k B comes within this interval at incidence angles of θ < 15
• or θ < 26
• for a C-band radar. However, at such incidence angles, the sea surface NRCS is mostly supported by specular reflections, and the contribution of Bragg scattering to the total NRCS is small or negligible. In the range of incidence angles θ > 30
• considered in this study, the Bragg scattering [represented by PD, (6)] should not be sensitive to the film type.
Note that, according to the model simulations shown in Fig. 2 , the wave spectrum in the wavenumber range providing NP radar backscatter (k < k R /10 ≈ 11 rad·m −1 , see [13] ) is insensitive to damping by any of the film types. This means that wave breaking (and consequently NP) should not be damped in the slicks. However, this is in contradiction to the observed suppression of NP radar backscatter reported by [8] . Therefore, another mechanism, different from the "simple" suppression of the spectral level should be responsible for the impact of surface film on wave breaking. (14)] is omitted. the noise equivalent sigma zero (NESZ), provided with the SAR product (see, e.g., [25] ), was subtracted. The slicks are visible as dark areas in the HH, VV, CP, PD, and NP images. In the PR image, on the other hand, the slicks are visible as bright areas. Another area in the lower left part of scene no. 4 is also dark in the HH, VV, PD, and NP images, and in scene no. 5, there is a dark region in the upper left. Due to similarity with true slicks, these areas could erroneously be associated with oil spills. However, the PR (σ hh 0 /σ vv 0 ) values in these areas are significantly lower than the PR values in the slicks (approaching 1 due to dominant NP radar backscatter). As such, the areas are probably not covered by slick but, consistent with findings reported by [16] , are regions of reduced wind. As wave breaking is strongly wind dependent, the slicks and the low wind feature are also well expressed in the NP images. However, since waves of about 0.6 m and longer (k < k R /10) should not be damped (see Fig. 2 ), the measurable attenuation of the NP signal in the slicks is thus more surprising.
In Figs. 5 and 6 (upper panels), the filtered co-and crosspolarized NRCS across the three slicks in scene no. 4 and the two slicks in scene no. 5 are compared to the NESZ. All signals are here above the NESZ level, even in the slick areas, and this is also the case for the other acquisitions considered in the study. As such, the filtering and subsequent NESZ subtraction should be sufficient to yield consistent noise corrected data for further analysis. In the lower panels, the contrasts of the SAR quantities (HH, VV, PD, NP, and PR) across the different slicks are shown. The contrast of a quantity Y is equivalent to the signal modulation in the slick and is defined as the ratio between its averaged ambient value,Ȳ , and its local value Y (x): K =Ȳ /Y (x). The largest contrast, observed in PD, is up to twice as large as the VV contrast, whereas the HH contrast is significantly smaller than the VV one. This is in line with the increased PR in the slick areas (see Figs. 3 and 4) . Although much lower than the PD contrasts, the NP ones are surprisingly significant. Furthermore, whereas the PD and CP contrasts should be comparable within a two-scale Bragg framework, the observed CP contrast is remarkably smaller than that of the PD. Interestingly, the CP contrasts are more comparable to the NP ones. Note, however, that if the magnitude and shape of the CP contrast transects are very different from that of the other parameters, this could indicate noisy data. Such CP measurements, including the one for crude oil in Fig. 5 , are therefore discarded in the following analysis.
The wind speed dependence of the VV, HH, and CP contrasts and the contrasts of their PD, NP, and CPwb derivatives is shown in Fig. 7 for all the scenes listed in Table I . As expected, the suppression of the VV NRCS in slicks is stronger than the suppression of the HH NRCS. This is confirmed by the increased PR in the slicks as compared to the ambient areas (see Figs. 3 and 4) . The largest contrasts are observed in PD, while suppression of the NP radar backscatter associated with wave breaking is observed in all cases, although (about 50%) less than the suppression of the Bragg waves associated with the PD signal. As a consequence of significant wave-breaking contribution to CP (see Fig. 1 ), the magnitudes of the CP contrasts are remarkably lower than the magnitudes of the PD contrasts. The contrasts of the CP component caused by scattering from breaking waves (CPwb) have magnitudes which are similar to the NP contrasts. The VV, HH, PD, and NP contrasts clearly decrease with increasing wind speed, whereas the CP measurements are somewhat more scattered with a less clear trend. After careful inspection of Fig. 7 , one may conclude that the contrasts are weakly dependent on the radar look direction and that the crude oil and emulsion slicks appear to cause stronger wave damping than the plant oil slicks.
IV. DISCUSSION
As already noticed, increased effective viscosity does not affect the spectral level in the wavenumber range of breaking waves (k < 0.1/k R ) providing NP radar backscatter (see Fig. 2 ). Thus, we could anticipate that wave breaking is not changed in the slicks. However, this comes into conflict with the observed suppression of the NP and CPwb NRCS components in the slicks (see Fig. 7 ). In order to reconcile the model according to the observations, we hypothesize that the spectral level determines only the kinematic properties of the breaking waves (e.g., the number of breaking events per surface unit). As a consequence, the number of breaking waves per surface unit is not sensitive to the presence of film. On the other hand, we assume that surface film does affect the intensity of an individual breaking crest. The breaking crest intensity necessarily defines the MSS, s 2 sw , of the breaking crest roughness in (6) for NP, its spectrum, B b (k B ) in (12) for CPwb, and the area of the individual breaking zone, dq, that appears in each of the scattering properties, including the wave-breaking source S wb [see (14) ], which defines the Bragg waves spectrum.
From laboratory experiments [26] , a 1-D breaking crest roughness spectrum falls off at about −5/2 for wavenumbers larger than those of the individual breaking waves. Following [27] , such a spectrum can be treated as a Kolmogorov-type spec- trum generated by the energy flux, P , which cascades from the largest energetic breaking disturbances toward shorter ones, i.e.,
where β b is the dimensionless growth rate of the crest instability, and ω b , k b , and c b are the frequency, the wavenumber, and the phase velocity of the breaking wave, respectively. From dimensional analysis, the omnidirectional roughness spectrum generated by a breaking crest is
For breaking waves of large scales compared to the radar wavelength, this leads to the relationship
for the breaker roughness MSS, which increases with the scale of the breaking waves. The constant b in (17) is a tuning constant to adjust the NRCS model to the measured PRs listed in Table I , following the model parameterization of dq in (5) presented in [15] [see model PR in Fig. 1(a) ]. The other breaking roughness quantity, i.e., the saturation spectrum B b (k B ) needed for CPwb in (12), apparently follows from (16) and reads
Furthermore, the area dq of an individual breaking zone could also be reduced. The breaking area generated by the energy flux P from large to smaller scales can be deduced from the energy conservation equation
where dL is the breaking crest length, and h b scales as the breaking zone thickness, defined from (16) as
b . Thus, the area of the breaking zone is
Following [28] , the dimensionless growth rate of an isolated and unstable gravity wave crest, scaled by the wave frequency green, black and red) . The simulation of the PD contrast is based on [13] and [23] , whereas the simulations of the other quantities also take into account the model developments in Section IV.
An intense breaking wave should mechanically disrupt the surface film. As such, the film itself cannot strongly damp the spectral disturbances [see (16) ]. More likely, the surfactants suppress short harmonics that trigger the crest instability. For a highly curved clean crest, the spectrum of the short harmonics (that trigger crest instability) is proportional to k −4 . Thus, the radius of the crest curvature is 1/R = k m /π, where k m is the wavenumber of the shortest harmonic triggering the crest instability. With m = k m /k b , we have β b = c i (m/π) 1/2 . Surface film can then effectively damp the energy of the shortest harmonics, k < k m , with rate ∝ νk 2 , to restrain the development of the crest instability. This expected reduction of the crest instability can be taken into account as
where the integrals represent the rate of the harmonics energy dissipation due to viscosity for the clean and film covered surface. In this paper, we set m = 20 corresponding to k b R = 0.15. Crest instability of a large breaking wave can then be formed by harmonics well outside the spectral range where the difference between ν and ν 0 comes into effect. In contrast, small breaking waves will be smoothed out and damped by the surfactants to fully restrain the breaking intensity. For the clean surface, ν/ν 0 = 1, and thus, β b0 ∝ m 1/2 . Thus, the impact of the surfactants on the breaking crest MSS [see (17) ], its spectrum around the Bragg wavenumber [see (18) ], and the fraction of the surface covered by an individual breaking zone [see (20) ] can be described using the modified crest instability β b defined by (21) . As a result of the breaking wave parameters being affected by surface film, the radar backscattering components are also suppressed, i.e., σ wb [see (5) and (6)], σ cp wb [see (12) and (13)], and σ pp 0B and σ cp 0B [due to the impact of the film on the regular wave spectrum via the wave-breaking source, S wb , (14)].
To model the contrasts between the clean surface and the slicks, a damping factor describing the reduction of the breaking crest instability growth rate [see (21) ] by the film is introduced, i.e., (22) where the subscript 0 stands for clean surface conditions. Then, the NP radar backscatter contrast between the clean surface and the slick reads
Similarly, the wave-breaking component of the CP NRCS contrast between the clean surface and the slick reads
Suppression of wave breaking via the energy source S wb impacts [together with enhanced viscous dissipation, term β ν in (1)] the energy balance of short waves and, thus, the spectrum of Bragg waves. In the slick area, generation of short waves by larger scale breaking is S wb = K sw wb S wb0 , where
is the short-wave contrast. Solution of [23, eq. (A1)] with a modified wave-breaking source [see (25) ] and with enhanced viscous dissipation then describes the response of Bragg waves to the presence of film. Fig. 7 (d) represent the measured PD contrasts (equivalent to the Bragg wave spectrum contrasts) and their simulations using the spectrum model described in [23] at Bragg wavenumber corresponding to θ = 35
• . The model can reproduce the observed PD contrasts for crude oil and emulsion for E f in the range 15 to 30 mN·m −1 , whereas the observed PD contrasts in plant oil slicks could be reproduced with lower E f in the range 5 to 15 mN·m −1 . The modeled contrasts, K wb and K cp wb , between the clean surface and slicks for the NP [see (23) ] and the wave-breaking contribution to CP [see (24) ] are shown in Fig. 7 (e) and (f), respectively. In line with [24] , who estimated E f = 15 mN·m Table I .
Since the background (clean surface) PR corresponds to the observations, we also get an acceptable agreement between simulated and observed contrasts in the VV and HH NRCS (see Fig. 7 for the VV contrasts). Note that, unlike the model PD contrasts, the NP and CP contrasts have a clear trend with increasing film elasticity, E f . As mentioned in Section II, the Bragg NRCS should not be sensitive to the film type, unless k B gets into the interval between the cutoff wavenumbers for slicks of different types. The wave-breaking contrasts, however, are related to the integral properties of the surface film damping, i.e., the larger the elasticity E f , the wider the spectral interval of the suppressed surface roughness (see (21) and Fig. 2 ). This can thus open for new opportunities in using NP and CP contrasts for slick-type classification.
V. CONCLUSION
Radarsat-2 C-band quad-polarization SAR observations of crude oil, emulsion, and plant oil slicks acquired in the wind speed range from 4 to 8 m·s −1 at incidence angles from 30
• to 50
• are analyzed in order to yield a deeper insight into the radar imaging mechanisms of surface slicks and their discrimination from look-alikes.
The copolarized images are decomposed into radar scattering from regular (nonbreaking) surface and wave breaking. For the dual copolarized images, these components are: 1) PD (Δσ 0 = σ vv 0 − σ hh 0 ) describing resonant Bragg scattering; and 2) NP contributions to VV and HH related to radar returns from breaking waves [16] . The impact of wave breaking on the CP NRCS is defined as a residual part of the total CP NRCS after subtraction of CP Bragg scattering, evaluated using the PD signal.
In line with previous studies [13] , [14] , we have found that wave breaking significantly contributes to both co-and crosspolarized NRCS at the background conditions (clean surface). NP radar returns from breaking waves here constitute about 20-40% (depending on the incidence angle) of the total VV NRCS, and about 60% of the HH NRCS. At CP, the observed contribution of wave breaking to the total CP NRCS varies from 50% to 65%.
Among all the considered radar scattering properties, the PD contrasts in the slicks have the largest values. Because the PD provide direct estimate of the damping of Bragg waves in slicks, this is not surprising. More surprisingly, however, it is found that the NP radar backscatter is clearly impacted by surface film, although the contrasts are much lower than in PD. The magnitudes of the CP contrasts are lower than predicted by the two-scale Bragg model (associated with measured PD contrasts), but comparable to the NP contrasts.
Since the suppression of Bragg waves in slicks is stronger than the suppression of wave breaking (associated with NP), the PR (σ hh 0 /σ vv 0 ) in slick areas is systematically higher than in the ambient areas and that confirms the experimental findings reported in [16] . The PR in slicks approaches unity due to dominant NP radar backscatter. This can be used to discriminate between low-wind areas and slicks, which may look similar in the co-and cross-polarization images.
The contrasts of all the radar scattering properties demonstrate a clear trend to decrease with increasing wind speed. No clear dependence on the radar look directions has been revealed in any radar scattering properties. As observed, the crude oil and emulsion slicks cause stronger damping than plant oil.
The RIM suggested in [15] has been revised in order to improve the description of wave breaking and to include the effect of sea surface film. It is suggested that this effect is related to a smoothing of the crests of incipient breakers by surfactants, reducing the crest instability growth rate and, thus, the energy flux generating intense surface crest roughness. The spectrum of this roughness is treated as a Kolmogorov-type spectrum. The diminution of both the instability rate and subsequent energy flux by the slicks leads to decrease of the crest roughness parameters defining the model radar backscatter, i.e., the MSS and spectral level of the breaking crest roughness around the Bragg wavenumber, as well as the area covered by the individual breaking zones.
The suggested physical model is capable of explaining the observed modulations of both the NP and the CP radar backscatter. The model simulations show that, contrary to the resonant scattering, the reduction of the breaking intensity in slicks more strongly depends on the slick type. Depending on the background wind conditions, this opens for opportunities to consider NP and CP measurements for slick classification and offers a consistent framework for future investigations of SAR signatures of sea surface slicks.
