Alzheimer's disease (AD) diagnostic systems typically rely on experts to visually inspect and segment the collected signals into artefact-free epochs and on support vector machine (SVM) based classifiers. The manual selection process, however, introduces biases and errors into the diagnostic procedure, renders it "semiautomated," and makes the procedure costly and labour-intensive. In this paper, we overcome these limitations by proposing the use of an automated artefact removal (AAR) algorithm to remove artefacts from the EEG signal without the need for human intervention. We investigate the effects of the so-called waveletenhanced independent component analysis (wICA) AAR on three classes of EEG features, namely spectral power, coherence, and amplitude modulation, and ultimately, on diagnostic accuracy, specificity and sensitivity. Furthermore, we propose to replace the binary SVM classifier with a soft-decision relevance vector machine (RVM) classifier. Experimental results show the proposed RVM-based system outperforming the SVM trained on features extracted from both manually-selected and wICAprocessed epochs. Moreover, the class membership information output by the RVM is shown to provide clinicians with a richer pool of information to assist with AD assessment.
I. INTRODUCTION
Alzheimer's disease (AD) is an irreversible chronic neurodegenerative condition ranked as the sixth leading cause of death in the United States. Moreover, AD is the most common cause of dementia, accounting for 60-70% of dementia cases around the world. The term 'dementia' is used to encompass a number of neural conditions that cause a decline and eventually loss of cognitive functions (e.g. memory, reasoning, communication) and behavioural functions that interfere with the individual's daily life. In 2013, 5 million people were diagnosed with AD in the United States alone, and this number is projected to grow to 13 million by 2050. This translates to a monetary cost (associated with AD and other types of dementia) of $203 billion; by 2050, this is forecast to reach $1.2 trillion per year. Given the projected prevalence and economic cost of AD, governments and the global health community are elaborating coordinated plans to take actions against the disease [1] , [2] . In its 2012 dementia report, the World Health Organization placed special emphasis on early diagnostics, thus allowing for treatment to start early [3] .
Today, AD diagnosis is commonly made by taking into account medical history, mental status examinations, laboratory tests and, recently, brain imaging tools such as computed tomography (CT), and functional magnetic resonance imaging (fMRI). These clinical assessment methods, however, require experienced clinicians and exhaustive testing sessions. Furthermore, access to such neuroimaging tools is costly and scant, even in developed countries (e.g., in Canada, the wait time for a non-emergency fMRI can be as high as six months). These constraints are further heightened in medium-and lowincome countries, thus hindering the implementation of very early disease diagnosis worldwide [4] .
To overcome these abovementioned limitations, quantitative electroencephalography (qEEG, henceforth referred to as "EEG") has been proposed as a promising tool to assist physicians in the diagnosis of AD [5] - [7] . The EEG signal is a record of the change of the electrical field produced by neural activity on the cerebral cortex. As such, EEG can be use to evaluate neuronal degeneration and functional impairment long before actual tissue loss can be detected by fMRI [1] . Several different effects of AD on the EEG signal have been reported in literature. The most distinctive of these effects include: i) noticeable shift occurring in the EEG power spectrum (e.g., slowing of the EEG) [8] - [10] ; ii) reduced inter-hemispherical spectral coherence [11] - [13] ; iii) decreased EEG "complexity," likely caused by the reduction in nonlinear connections between cortical regions or even neuronal death [7] ; and more recently, iv) a change in neuromodulatory behaviour measured via EEG amplitude modulation analysis [5] , [14] . Many of these changes have been shown to be related [15] and diagnostic accuracies in line with more advanced neuroimaging techniques (e.g., fMRI) have been achieved [16] .
Notwithstanding, despite the fact that EEG recording devices offer several cost, portability, and ergonomic advantages over e.g., fMRI, EEG signals are inherently prone to several artefacts and noise sources, such as eye blinks, power grid interference, and hardware-inherent noise, to name a few. Since artefacts can have detrimental effects on EEG-based AD diagnostics, the majority of the published works have utilized artefact-free EEG segments (called epochs) which have been selected by expert clinicians through exhaustive visual inspection. This manual selection process introduces additional biases and errors into the diagnostic procedure [17] , as well as renders it "semi-automated" [5] , thus still making it costly and time-consuming. As an alternative, automated artefact removal (AAR) algorithms may be used to remove artefacts from the EEG signal without the need for human intervention.
Several AAR algorithms have been proposed in the literature, such as wavelet denoising [18] , blind source separation [19] , [20] , and even simple feature averaging [14] . This paper investigates the benefits of using AAR over manual selection for automated assessment, with the end goal of developing a tool that can be used to aid clinicians (both experienced and inexperienced) during the AD diagnostic procedure. Building on recent evidence that support vector machine (SVM) based classifiers are useful for semi-automated AD diagnostics [5] , [21] , [22] , a secondary aim of this paper is to explore the benefits of using so-called relevance vector machines (RVM) over SVM classifiers. RVMs utilize a probabilistic Bayesian learning framework to find classifiers that have i) fewer basis functions than a comparable SVM and ii) the benefit of explicitly predicting the probability of class membership, thus providing clinicians with a richer pool of information.
The remainder of this paper is organized as follows. Section II describes the methods and materials used in the present study. Section III presents the experimental results and a brief discussion. Lastly, Section IV presents the conclusions.
II. METHODS AND MATERIALS
This section presents the details about the methods used in this study, as well as a description of the signal processing steps involved in the proposed system depicted by Figure 1 .
A. Participants
Data used in this study was obtained from fifty-nine participants who were recruited from the Behavioral and Cognitive Neurology Unit of the Department of Neurology and the Reference Center for Cognitive Disorders at the Hospital das Clinicas in São Paulo, Brazil [23] . AD patients were diagnosed by experienced neurologists according to NINCDS-ADRDA criteria [24] and classified based on the Brazilian version of the Mini-Mental State Examination (MMSE) [25] . Participants were divided in two groups. The first group (H) consisted of 24 cognitively healthy controls (12 males; mean age 66.3 years, 8.8 sd), whereas the second group (AD) comprised 35 mild-to-severe AD patients (15 males, mean age 74.8 years, 8.9 sd). Inclusion criteria for the H group included a CDR score = 0 and MMSE score ≥ 25 (mean 28.5, 1.7 sd), as well as no indication of functional cognitive decline. Inclusion criteria for the AD group, in turn, included 0.5 ≤ CDR ≤ 2 and MMSE ≤ 24 (mean 16.4, 6.0 sd). An additional criterion for inclusion to the AD group was the presence of functional and cognitive decline over the previous 12 months based on detailed interviews with knowledgeable informants. Additionally, the members of the AD group were screened for diabetes mellitus, kidney disease, thyroid disease, alcoholism, liver disease, lung disease or vitamin B12 deficiency, as these conditions can also cause cognitive decline. Ethics approval was obtained from the Research Ethics Office and participants consented to participate in the study.
B. EEG acquisition, pre-processing, and AAR
Twenty-channel EEG signals were acquired with the participants awake, relaxed, and with their eyes closed for at least eight minutes. EEG was recorded with 12-bit resolution and 200Hz sampling frequency using Braintech 3.0 instrumentation (EMSA Equipamentos Médicos INC., Brazil). Scalp electrodes were placed according to the International 10-20 montage system, as depicted by Fig. 2 , electrode impedance was kept below 10kΩ, and bi-auricular (attached) electrodes were used as reference. An infinite impulse response low-pass elliptic filter with a zero at 60Hz was applied to eliminate power grid interference. In addition to the EEG channels recorded from the scalp electrodes, eight bipolar signals, which are mathematically computed as the subtraction of the two bi-auricular signals involved, were computed [26] . The eight bipolar signals used were the inter-hemispheric signals Fp1-Fp2, F7-F8, F3-F4, T3-T4, C3-C4, T5-T6, P3-P4, and O1-O2.
Unprocessed raw EEG signals underwent visual inspection by two experienced clinicians to remove intervals contaminated by eye blinking, muscle movements, drowsiness, hardwareinherent noise, or any other sort of artefact. These manuallyselected clean EEG signals were then separated into 8-second epochs, which were used in this study to train a baseline "semi-automated" classifier to benchmark the AD diagnostic performance obtained with the proposed fully-automated systems. For the proposed system (see Fig. 1 ), the raw EEG is further processed by a state-of-the-art AAR algorithm. Motived by our recent findings [27] , we used the wavelet-enhanced independent component analysis (wICA) algorithm [28] .
The wICA algorithm applies a thresholding process based on wavelets to the demixed independent components with the finality of recovering any residual neural activity that may be present in components marked as artefactual. The wICA method is summarized in five steps: (1) the EEG data is decomposed into independent components (IC); (2) the wavelet transform is applied to the ICs; (3) thresholding of the wavelet coefficients is performed to differentiate between neural and artefactual coefficients; (4) the inverse wavelet transform is applied to the thresholded coefficients, retrieving ICs with only neural activity; and lastly, (5) wavelet-corrected ICs are projected to obtain the artefact-free EEG data. The wICA algorithm provides an improved performance and better preservation of EEG spectral and phase coherence properties compared with ICA algorithm [28] , [29] . For illustration purposes, Figure 3 depicts a representative EEG segment before (blue) and after wICA processing (red). To allow for direct comparison with the benchmark system, the EEG signal processed with wICA was divided into 8s epochs.
C. Feature Computation
The next stage in AD diagnosis comprises feature computation. Here, we have used previously-proposed features shown to reliably characterize AD; features can be grouped into three classes: spectral, coherence, and amplitude modulation. Spectral power features measure the power present in each of the five conventional EEG frequency bands, namely: 0.1 − 4 Hz (delta), 4 − 8 Hz (theta), 8 − 12 Hz (alpha), 12 − 30 Hz (beta) and, 30 − 100+ Hz (gamma) [30] . These five spectral power features were computed per epoch for each of the 20 EEG electrodes, as well as the 8 virtual bipolar signals, thus resulting in 140 features. Coherence features, in turn, measure the co-variance between either two power spectra or two EEG phase signals (termed magnitude square coherence or phase coherence, respectively). These features have been used as indicators of cortical connectivity [31] . As we are interested inter-hemispheric connectivity, coherence features (both magnitude and phase) were computed only for the 8 Lastly, amplitude modulation features have been recently proposed and shown to reliably detect AD, as well as monitor disease progression [5] , [32] , [33] . To compute the features, the EEG full-band signal is first decomposed into the five conventional sub-bands: delta, theta, alpha, beta, and gamma. Next, each subband envelope is computed via a Hilbert transform. Lastly, in order to characterize the dynamics of the amplitude modulations, a second frequency decomposition is performed on the band envelope signals. To characterize the crossfrequency interactions, this second decomposition utilizes five so-called "modulation bands" that have been designed to coincide with the frequency ranges of the five traditional subbands. The normalized power in each frequency-modulation band is used as a feature. It is important to note that due to the Bedrosian's theorem [34] , not all frequency-modulation band combinations make sense. Using the notation 'E(frequency band; modulation band)' to denote the normalized energy in a given frequency and modulation band, only the following scenarios are relevant: E(delta; m-delta), E(theta; m-delta,mtheta), E(alpha; m-delta, m-theta), E(beta; m-delta, m-theta, m-alpha, m-beta) and, E(gamma; m-delta, m-theta, m-alpha, m-beta, m-gamma). As such, these 14 features are computed for each of the 20 EEG signals, as well as the 8 virtual bipolar signals. A total of 612 features were computed for each 8-second epoch available in the collected database.
D. Feature Selection and Classification
As mentioned above, a total of 612 features have been computed per EEG epoch. Building classifiers with such highdimensionality using limited data results in overfitting. As such, feature selection is required. From the available EEG data, we have set aside 25% of the data (randomly selected) to perform automated feature selection and have left the remaining 75% for classifier training and testing. Motivated by recent findings which have advocated for the use of support vector machines for feature selection and classification [5] , [21] , we Table I lists the top-24 selected features from the manually-selected artefact free epochs, as well as from the EEG epochs processed by the wICA AAR algorithm. Feature names are reported as "electrode band feature," where "electrode" represents either the 10-20 electrode positions (e.g., PZ) or the virtual bipolar signal (e.g., P3-P4), "band" represents the EEG frequency band (e.g., delta), and "feature" provides a descriptive indication of the feature representation (e.g., 'pwr' corresponds to spectral power; 'm-alpha' to modulation rate; 'cohe mag/pha to magnitude/phase coherence).
For classification, we investigate the use of support vector machines (SVM) [35] , as well relevance vector machines (RVM) [36] . The principle behind SVMs is to find an optimal hyperplane in some higher dimensionality that linearly separates data points belonging to two classes ("hard classification"). Relevance vector machines, in turn, make use of Bayesian estimation theory to output predictions that are expressed as probabilities of class memberships ("soft classification"). A secondary aim of this study is to explore the gains obtained with RVM over SVMs, as well as benefits of probabilistic outputs over binary decisions.
E. Classification Performance Comparison
As shown within the dashed lines in Fig. 1 , the classification performance calculation used in this study was comprised of the leave-one-subject-out (LOSO) cross-validation approach computed with the disjoint 75% of the data that was set aside for training/testing. Within this methodology, data (i.e., feature vectors comprised of the top-24 features selected using 25% of the available data) from N-1 subjects are used to train the SVM or RVM classifiers, which are then tested on data from the "left-out" subject. This procedure is repeated for all 59 participants in the dataset. A leave-one-subject-out cross-validation paradigm is useful as it avoids overfitting and guarantees the generality of the classifier to unseen data.
While classification is done on a per-epoch basis, results are reported on a per-patient basis. With this approach and the SVM classifier, a patient is labeled as healthy (H) or AD based on majority vote, i.e., if 50% or more of the epochs belong to a given class, thus placing equal weight on all classified epochs. With the RVM, on the other hand, the probabilistic outputs can be used to perform a better-informed majority vote fusion. For example, majority vote can be performed only on epochs that received a class membership threshold greater than X%. Here, we explore the effects of "X" on overall diagnostic accuracy and test values of X = 50 − 95% in 5% increments. Performance comparisons are given as a function of diagnostic accuracy, sensitivity, and specificity.
In our experiments, the open-source Matlab Pattern Recognition Toolbox was used for SVM/RVM training. Polynomial kernels were used for both classifiers with a regularization coefficient C =1 and γ = 0.01. As mentioned previously, per-patient diagnostic accuracies of the automated systems are compared to the benchmark system trained on manuallyselected artefact-free EEG epochs and using an SVM classifier. Figure 4 depicts the performance metrics obtained for the RVM-based system as a function of the class membership threshold X. As can be seen, diagnostic accuracy, sensitivity and specificity is collectively optimized for a threshold between X = 70 − 75%, after which point the performances monotonically decrease. As such, we use the 75% threshold in the proposed system. To get a sense of the distribution of EEG epochs that achieved such high class membership probability, the plot in Figure 5 can be used. The plot shows which of the over 300 epochs, per participant, were above (non-shaded) or below (shaded) 75% class probability. As can be seen, the majority of the epochs were classified with high reliability. Representative participants that had the majority of their epochs classified with 75% probability include participants 2, 3, and 45, to name a few. On the other hand, participants such as number 20 and 58 had the majority of their epochs classified with less than 75% class membership probability. As can be seen, the RVM classifier provides a richer pool of data for clinicians to use in their assessment relative to SVMs. Table II summarizes the performance comparison (accuracy, sensitivity, and specificity) obtained with the semiautomated benchmark system, as well as with the fullyautomated SVM-and RVM-based systems. As can be seen, the RVM based system outperforms the SVM-based one across all three performance metrics. Relative to the benchmark system, the proposed RVM system achieved equal accuracy and improved sensitivity, with the advantage of not requiring human intervention. The benchmark system only slightly outperformed the fully-automated tools in terms of specificity, achieving 3% higher performance relative to RVM. A closer look at the selected features from Table I shows that three features show up in both the manually-selected as well as wICA-processed top feature pool, namely: "O1 O2 theta pwr", "PZ alpha pwr", and "F3 F4 delta cohe mag", thus showing the robustness of the bipolar O1-O2 and F3-F4 signals, along with the PZ alpha subband to EEG artefacts. Table III shows the distribution of the selected features across the different feature classes, brain regions, frequency subbands, and electrode montages. From the manually-selected epochs, the amplitude modulation features are selected most often, followed by the spectral power based features. With the automated system, on the other hand, the spectral power features dominate, thus suggesting that amplitude modulation features may be sensitive to wICA artefact removal. Relative to brain regions, similar results are obtained with the two systems, with the exception of the temporal and occipital regions. For the manually-selected epochs, 3 of the 24 top features belonged to the temporal regions, whereas 6 belonged to the occipital region. With the wICA-processed epochs, on the other hand, this distribution was reversed with 6 of the top features belonging to the temporal region and only 2 to the occipital region. Regarding frequency bands and electrode montage (original versus virtual bipolar), the two systems obtained similar distributions and no effect could be observed from the automated artefact removal procedure. Combined, these findings suggest that a fully automated AD diagnostic system can be implemented with accuracies inline with those obtained with a semi-automated system relying on human intervention.
III. EXPERIMENTAL RESULTS AND DISCUSSION

IV. CONCLUSION
This paper has proposed a fully-automated EEG-based AD diagnosis system based on automatic artefact removal, automated feature selection, and relevance vector machine (RVM) based classification. Experimental results show the proposed system outperforming a benchmark algorithm based on support vector machines (SVM) and manually-selected artefact-free EEG epochs in terms of diagnostic accuracy and sensitivity. The proposed automated RVM-based system is also shown to outperform an automated SVM-based variant with the advantage of providing class membership probabilities. By providing such richer pool of information to clinicians, more accurate and earlier Alzheimer's disease assessments may be enabled, as well as disease progression monitoring.
