We investigate the existence of self-similar solutions for a coagulation equation with nonlocal drift. In addition to explicitly given exponentially decaying solutions we establish the existence of self-similar profiles with algebraic decay.
Introduction
The classical mean-field theory by Lifshitz & Slyozov [5] and Wagner [8] describes the coarsening of droplets in dilute binary mixtures and is based on the assumption that droplets interact only via a common mean-field u = u(t). It results in a nonlocal transport equation for the number density f = f (t, x) ≥ 0 of droplets of volume x > 0 at time t ≥ 0 and reads
where the second equation describes the conservation of matter (volume) and determines the mean-field u. The functions a and b are specified by the mechanism of transfer of matter between droplets and a typical example is a(x) = x α and b(x) = x β with 0 ≤ β < α ≤ 1 (the original choice in [5] corresponding to (α, β) = (1/3, 0)).
The large time behaviour of solutions to (1) was conjectured to be given by self-similar solutions already in [5, 8] but it is now known that it actually depends sensitively on the details of the initial data at the end of their support [1, 2, 7] . As a regularisation it was suggested in [5] to add a coagulation term with additive kernel to the evolution equation for f which accounts for the occasional merging of droplets, that is,
the mean-field u still being given by the conservation of volume. Well-posedness for this case is proven in [4] and the existence of a fast decaying self-similar solution is established in [3] (for a(x) = x 1/3 , b(x) = 1, and w(x, y) = x + y); a full characterization of all self-similar solutions seems however difficult, as well as the study of their stability. In fact, these questions are still open for the coagulation equation (a = b = 0 in (2)), except for the so-called solvable kernels w(x, y) = 2 and w(x, y) = x + y [6] . In particular, besides the existence of exponentially decaying self-similar profiles, nothing is known in general about self-similar solutions with algebraic decay ("fat tails").
In order to develop methods to tackle these problems we consider here the following simplified version of (2)
corresponding to the choice a(x) = x, b(x) = 1, and w(x, y) = 2 for (x, y) ∈ (0, ∞) 2 . The function u is again specified by
Self-similar solutions to (3) are given by f (t, x) = t −2 F (x/t) and u(t) = v/t, for some v ∈ (0, ∞). Introducing z = x/t we obtain that (F, v) solves
where m 0 = ∞ 0 F (z) dz, and v is such that for given m 1 > 0 the solution F satisfies
so (4) implies v = m 0 /m 1 . For the following analysis it is convenient to use m 0 and v as parameters. It is then easily seen that for each v ∈ (0, 1) there is an exponentially decaying solution
Besides these self-similar profiles which decay exponentially fast at infinity, we establish the existence of self-similar solutions with algebraic decay provided that the parameter m 0 is sufficiently small.
. This solution F is nonnegative, non-increasing, and satisfies
In fact, we conjecture that for all m 0 ∈ (0, 1 − v) there is a unique solution to (4)- (5) as in Theorem 1 and that there is no solution with m 0 > 1 − v. We aim to prove this conjecture in a future work by a continuation method starting from the solutions provided by Theorem 1.
Proof of the existence result
Within this section we always suppose that v ∈ (0, 1) is fixed. Furthermore we denote by M i (F ) := ∞ 0 y i F (y) dy with i ∈ N the ith moment of a nonnegative and integrable function F .
Basic properties of solutions. We start with deriving some elementary properties of solutions of (4)- (5) . Integrating (4) we easily establish the following Lemma.
Lemma 2. Let F be a solution of (4) such that M 0 (F ) = m 0 . Then we have F (0) = m 0 (1 − m 0 ), and
This result in particular implies that once we have established the existence of a self-similar solution, then uniqueness follows by uniqueness of the corresponding initial-value problem. Moreover, we also infer from Lemma 2 that positive solutions can only exist for m 0 ∈ (0, 1), but for technical reasons, and since our results below requires m 0 to be sufficiently small anyway, we assume from now on that m 0 < v/2.
Since our existence proof relies on a fixed point argument for F we need appropriate supersolutions for (4) . To this end we define α := (2 − v − 2m 0 )/(1 − v) ∈ (2, ∞) and the function F m0 (z) := m 0 (1 + (1 − v)z) −α for z ≥ 0, which is the solution to the ordinary differential equation
This function satisfies F m0 (z) ∼ cz −α as z → ∞, and thanks to m 0 < v/2 we find M 1 (F m0 ) < ∞ as well as F ′ m0 (z) ≤ 0 for all z ≥ 0. As a consequence of the maximum principle for ordinary differential equations we readily derive the following comparison result.
Lemma 3. Any nonnegative solution F to (4) with
¿From now on we restrict our considerations to admissible functions F ∈ A, where A is the set of all nonnegative and continuous functions F : [0, ∞) → [0, ∞) with finite moments M 0 (F ) < ∞ and M 1 (F ) < ∞.
An auxiliary problem. A key ingredient in our existence proof is to show the existence of solutions to the following auxiliary problem: For a given G ∈ A with M 0 (G) = m 0 we seek F ∈ A such that
Notice that the convolution operator in (6) is related to the integration over the interval [0, z/2]. For F = G, however, the identity 2
dy implies the equivalence of (6) and (4).
Lemma 4.
Consider G ∈ A with M 0 (G) = m 0 and suppose that F ∈ A solves (6). Then F is unique, monotonically decreasing, and fulfils m 0 − 2m
Proof. The uniqueness of solutions follows from the homogeneity of the problem combined with a Gronwalllike argument, and the monotonicity is implied by F ≥ 0, G ≥ 0, v < 1, and 2 − v − 2m 0 ≥ 0. To derive the bounds for the initial value we integrate over z ∈ (0, ∞) to obtain
and the estimates
completes the proof.
For the subsequent considerations it is convenient to introduce the function τ : [0, ∞) → R defined by
so that
Notice in particular that τ (z) → τ ∞ = 0 as z → ∞ implies F (z) ∼ cz −τ∞ as z → ∞. Rewriting (6) in terms of τ yields
and this is equivalent to the fixed point equation
In the following Lemma we summarize some useful properties of the operator H.
Fixed point argument for F . We finish the proof of Theorem 1 by applying Schauder's Fixed Point Theorem. For m 0 ∈ (0, m 0 ] let M m0 denote the set of all functions G ∈ A that satisfy M 0 (G) = m 0 and G ≤ F m0 . In view of Lemma 4 and Corollary 7, we may define an operator S m0 : M m0 → M m0 as follows: For given G ∈ M m0 the function S m0 [G] is the solution to the auxiliary problem (6) with datum G. Therefore, S m0 [M m0 ] is precompact in C([0, ∞)), and due to the uniform supersolution F m0 we readily verify that the integral constraint M 0 (G) = m 0 is preserved under strong convergence in M m0 . Schauder's theorem now implies the existence of a fixed point F = S m0 [F ] ∈ M m0 , which satisfies (4) and M 0 (F ) = m 0 by construction. Moreover, F ≤ F m0 implies M 1 (F ) < ∞, so Lemma 2 guarantees (5). Finally, the fixed point is unique as discussed in the remark to Lemma 2.
