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Zusammenfassung
Mit dem Aufkommen leistungsfa¨higer Parallelrechner vor ca. 20 Jahren stellte sich in vie-
len Anwendungsbereichen die Frage, ob der Einsatz dieser Rechner eine wesentliche Reduzie-
rung der Gesamtlaufzeit gegebener Applikationen ermo¨glicht und ob nunmehr auch große und
gro¨ßte Probleme in vertretbaren Zeiten berechenbar sind. Als wichtige Applikationsklasse wurden
seit Ende der siebziger Jahre Simulationen hinsichtlich des Beschleunigungspotentials untersucht
[BRY79a, CHM81a, JEF85a, MIS86a].
Neben dem Bereich der kontinuierlichen Simulation, die vor allem fu¨r die naturwissenschaftli-
chen Disziplinen interessant ist und meist auf datenparallelen Ansa¨tzen basiert, stellt diesbezu¨glich
die Simulation zeitdiskreter Systeme aufgrund des heterogenen Aufbaus vieler Simulationsmodelle
aus den Bereichen der technischen Wissenschaften die fu¨r die Informatik-Forschung weitaus inter-
essantere Variante dar. Einsatzgebiete der zeitdiskreten Methodik sind Simulationen, bei denen
die dem Modell zugrundeliegenden Systeme auf disjunkte Objekte und Interaktionen zwischen den
Objekten abbildbar sind.
Diese Simulationsobjekte werden jeweils durch eine Menge von Zustandsvariablen repra¨sen-
tiert. Die Objekte erfahren zu diskreten Zeitpunkten aufgrund atomar eintretender Ereignisse Zu-
standsa¨nderungen. Als Reaktion darauf werden die Zustandsvariablen modiﬁziert und neue Ereig-
nisse, die durchaus auch andere Objekte betreﬀen ko¨nnen, zu einem spa¨teren Zeitpunkt eingeplant.
Da zwischen zwei Ereignissen keine Zustandsa¨nderungen eintreten, werden Totzeiten durch Weiter-
schalten der Simulationszeit auf den Zeitpunkt des na¨chsten Ereignisses u¨bersprungen. Daher re-
sultiert auch der Name diskrete ereignisgesteuerte Simulation (DES). Im Gegensatz dazu schreitet
bei der zeitgesteuerten Simulation die Zeit in a¨quidistanten Abschnitten fort.
Bei der Parallelisierung der DES werden die Objekte des Modells in disjunkte Teilmodelle
unterteilt. Jedes Teilmodell wird autonom von einem eigenen Simulator bearbeitet, indem stets das
Ereignis mit dem fu¨r diesen Simulator kleinsten Zeitstempel ausgefu¨hrt wird. Er operiert auf seinen
lokalen Objekten prinzipiell ebenso wie ein sequentieller Simulator auf dem Gesamtmodell. Analog
zum nicht verteilten Fall wird ein lokales Ereignis ausgefu¨hrt, indem die Zustandsa¨nderungen des
betroﬀenen Objekts vollzogen und neue Ereignisse generiert werden.
Aufgrund der Verteilung des Modells erzeugen die Simulatoren auch Ereignisse fu¨r nicht-lokale
Objekte. Durch das U¨berspringen von Totzeiten schreiten die Uhren der sequentiellen Teilsimula-
toren mit unterschiedlicher Geschwindigkeit fort. Wird nun ein Ereignis einem anderen Simulator
eingeplant, so muß stets garantiert werden, daß der Empfa¨nger dieses auch in der korrekten zeitli-
chen Reihenfolge ausfu¨hrt. Die Simulationszeit des Zielsimulators kann durch das asynchrone Ver-
halten der Uhren bereits ho¨her sein als der geplante Ausfu¨hrungszeitpunkt des neuen Ereignisses.
Die Gewa¨hrleistung der korrekten Ereignisreihenfolge stellt eines der Grundprobleme der parallelen
diskreten ereignisgesteuerten Simulation (PDES) dar.
In den vergangenen Jahren wurde eine Vielzahl von Verfahren vorgestellt, die zur Lo¨sung die-
ses Problems eine Synchronisation der (sequentiellen) Simulatoren fu¨r die einzelnen Teilmodelle
gewa¨hrleisten. Neben einigen grundlegenden konzeptionellen Arbeiten wurden jedoch oft nur Teil-
aspekte der Problematik (z.B. Optimierung existierender Algorithmen) untersucht und die Frage, ob
generell fu¨r diese Simulationsklasse Beschleunigungen in gro¨ßerem Umfang erzielt werden ko¨nnen,
bisher noch nicht gekla¨rt.
An diesem Punkt setzt die vorliegende Arbeit an. Ihr Ziel ist es, die kritischen Einﬂußfaktoren
fu¨r das Beschleunigungspotential der PDES zu isolieren, deren Auswirkungen auf die bekannten
Simulationsverfahren zu ermitteln, Engpa¨sse und Deﬁzite zu erkennen und zu u¨berpru¨fen, ob diese
eliminiert oder reduziert werden ko¨nnen.
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Da insbesondere auch die Relevanz der Ergebnisse fu¨r praktische Anwendungen und die Skalier-
barkeit fu¨r große Modelle von Interesse ist, wurde als Szenarium fu¨r eine Evaluierungsumgebung
existierender und weiterentwickelter Verfahren die Simulation digitaler Schaltkreise gewa¨hlt. Das
prototypische Testbett DVSIM (Distributed VHDL Simulator) gestattet die Realisierung unter-
schiedlicher paralleler Simulationsverfahren. Zuna¨chst werden die bekannten Basisprotokolle zur
Synchronisation der Simulatoren (konservatives Verfahren nach Chandy/Misra/Bryant [CHM81a],
[BRY79a] und sogenannte Time Warp von Jeﬀerson [JES85a] als optimistische Methode) implemen-
tiert sowie deren Leistungsfa¨higkeit bewertet. Im Rahmen dieser Untersuchungen stellte sich her-
aus, daß die klassischen Basisalgorithmen keine guten Ergebnisse liefern; oft konnte damit zuna¨chst
u¨berhaupt keine Beschleunigung erzielt werden.
Um realistische Aussagen bezu¨glich des Beschleunigungspotentials treﬀen zu ko¨nnen, wurde in
der vorliegenden Arbeit ein faires Bewertungsverfahren eingefu¨hrt, in dem die Laufzeiten zwischen
der parallelen Verfahren mit denen eines rein sequentiellen Simulators, der das gesamte Modell
alleine bearbeitet, verglichen. Im Gegensatz dazu wird in vielen Vero¨ﬀentlichungen von ho¨heren
Beschleunigungsraten berichtet, weil dort ungerechtfertigterweise Vergleiche relativ zur ”verteil-
ten“ Simulatorversion, die auf lediglich einem einzigen Prozessor lief, erfolgten. Wegen des selbst
bei Verwendung nur eines Prozessors inha¨renten Overheads einer verteilten Version fallen die Be-
schleunigungswerte dann fa¨lschlicherweise auch ho¨her aus.
Es zeigte sich weiterhin, daß die Partitionierung des Modells, also die Aufteilung der einzelnen
Schaltkreiselemente auf die Teilsimulatoren, in Zusammenspiel mit den Synchronisationsverfahren
eine gro¨ßere Rolle als allgemein erwartet spielt. Wesentliche Beschleunigungen wurden allerdings
erst bei großen Schaltkreisen registriert, fu¨r die sich der Parallelisierungsoverhead, der durch Kom-
munikation zwischen den sequentiellen Simulatoren und ihre notwendige Synchronisation entsteht,
amortisiert. A¨hnliches gilt auch fu¨r die Rechenzeit der Ereignisbearbeitungsroutinen. Wird die Gra-
nularita¨t der einzelnen Ereignisbearbeitungsroutinen ku¨nstlich variiert, so zeigen sich fu¨r reale und
synthetische Benchmarks bei ho¨herer Granularita¨t beachtliche Beschleunigungen. Bei Schaltkreisen
aus realen Entwu¨rfen konnte jedoch auch unter diesen modiﬁzierten Bedingungen keine eindeuti-
ge Aussage zugunsten bestimmter Partitionierungsverfahren bezu¨glich einer im allgemeinen hohen
Leistungsfa¨higkeit getroﬀen werden.
Da die Gu¨te der Ergebnisse bei mehreren implementierten statischen Partitionierungsverfahren
stark streute und die Partitionierungskosten bei großen Modellen i.a. nicht mehr tragbar erscheinen,
wenn man qualitativ gute Aufteilungen erreichen will, wurden dynamische Lastverteilungsverfah-
ren untersucht und hierfu¨r das Simulationssystem DVSIM um eine entsprechende Komponente
erweitert. Diese soll zum einen eine kostspielige initiale Partitionierung eru¨brigen und zum anderen
und im Gegensatz zur statischen Partitionierung die Beru¨cksichtigung des dynamischen Verhaltens
der Simulation zur Laufzeit gestatten. Dazu werden Objekte wa¨hrend der Simulation von stark zu
wenig belasteten Simulatoren verschoben. Als Lastmaß dient hier der Grad der Abweichung der
lokalen Simulationszeiten von einem approximierten Minimalwert aller Uhren. Die Untersuchungen
mit den so modiﬁzierten Prototypen ergeben bei Verwendung des optimistischen Synchronisati-
onsprinzips allerdings keine Verbesserungen. Der Aufwand fu¨r die dynamische Lastbalancierung
fu¨hrte in vielen Fa¨llen sogar zu Leistungseinbru¨chen. Fu¨r die konservativen Verfahren wurde ein
mo¨gliches Szenario zur dynamischen Lastbalancierung beschrieben, das aber aufgrund seiner zu
erwartetenden Komplexita¨t nicht umgesetzt wurde.
Abschließend betrachtet la¨ßt sich feststellen, daß die Parallelisierung der ereignisgesteuerten
Simulation oﬀenbar nicht die in den 80er Jahren allgemein erwarteten Ergebnisse liefern kann. Es
sind in der Praxis ho¨chstens moderate Beschleunigungsfaktoren im Bereich zwischen 25 und 50
Prozent der optimalen (linearen) Beschleunigung mo¨glich. Zudem kostet es relativ viel Wissen im
vBereich paralleler Programmiertechniken sowie einen hohen zeitlichen Aufwand, eﬃziente Simulato-
ren zu realisieren, die zumindestens diese Ergebnisse erzielen. Die Programmierung leistungsfa¨higer
Simulatoren fu¨r einzelne Anwendungsklassen kann von einem Anwender ohne diesen vorhandenen
Hintergrund nur schwer geleistet werden.
Allerdings hat sich auch gezeigt, daß ab einer gewissen Modellgro¨ße und Ereignisgranularita¨t
Beschleunigungen nicht nur auf eng gekoppelten Parallelrechnern sondern auch auf Netzwerken aus
Standardarbeitsplatzrechnern erreichbar sind. Dadurch bietet sich einem Anwender mit erzielbaren
Beschleunigungsfaktoren von 2 - 5 (fu¨r sonst oft Tage oder gar Wochen beno¨tigende Langla¨ufer)
bereits eine interessante Optimierungsperspektive.
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Kapitel 1
Einleitung und Motivation
1.1 Modellbildung und Simulation
Menschen bemu¨hen sich bereits sehr lange, sich die Welt, in der sie leben, mit dem ihnen zur
Verfu¨gung stehenden Wissen zu erschließen. So entstanden zu den verschiedensten Zeiten die unter-
schiedlichsten Erkla¨rungsversuche fu¨r beobachtete Pha¨nomene und Vorga¨nge in Natur und Technik.
Die Erkla¨rungsversuche basieren meistens auf einem Modell, das sich im allgemeinen aus (neuen)
Beobachtungen und bereits vorhandenem Kontextwissen ableitete. Sie zielen darauf, Voraussagen
fu¨r noch nicht beobachtete Fa¨lle treﬀen zu ko¨nnen. Jedes Modell ist dabei im Kontext des zeitlichen
Standes der Wissenschaft zu sehen.
Modelle basieren somit auf Axiomen, die als unumsto¨ßliche Voraussetzungen zuna¨chst nicht hin-
terfragt werden. Aufgrund neuer Erkenntnisse und Beobachtungen ko¨nnen solche Axiome jedoch
invalidiert, als unzutreﬀend erkannt oder als nicht ausreichend erachtet werden. So wurde beispiels-
weise im 15. Jahrhundert das geozentrische Weltbild durch ein heliozentrisches Modell abgelo¨st.
Um die Erfaßbarkeit eines Modells zu ermo¨glichen, wird bei seiner Erstellung in der Regel von De-
tails abstrahiert, die entweder nicht relevant fu¨r die Betrachtung und Beobachtung erscheinen, oder
die nicht genau erfaßbar und beschreibbar sind. Voraussetzung fu¨r die Nutzbarkeit eines Modells
ist aber stets, daß es in wesentlichen Aspekten das Verhalten des beobachteten Systems so exakt
wie mo¨glich (bzw. gewu¨nscht) nachbildet. Die Entstehung eines Modells erfolgt dabei oft in meh-
reren Iterationen, in denen eine U¨berpru¨fung, Verfeinerung und Korrektur des Modells stattﬁndet
[FIS95a].
Modellbildung la¨ßt sich in zwei große Bereiche unterteilen. Einerseits besteht die Mo¨glichkeit,
ein reales System durch mathematische Sachverhalte und Formeln (z.B. in Abha¨ngigkeit von Zeit
und/oder Raum als freie Variablen) zu beschreiben. Durch Belegung der Formelvariablen mit ent-
sprechendenWerten, die den auf das reale System wirkenden Reizen (Stimuli) entsprechen, wird eine
bestimmte Vorhersage u¨ber das Verhalten (Auswirkungen an bestimmten Beobachtungspunkten)
des realen Systems getroﬀen. Diese zuna¨chst nur theoretischen Ergebnisse mu¨ssen zur Validierung
des Modells mit beobachteten Daten abgeglichen werden.
Die zweite Mo¨glichkeit zur Vorhersage des mo¨glichen Systemverhaltens besteht in der Abbildung
eines weitgehend unbekannten Systems (Zielsystems) auf ein anderes System (Originalsystem), des-
sen Verhalten bereits weitgehend verstanden wird (z.B. elektrische Schwingung und Da¨mpfung auf
mechanische Schwingungs- und Da¨mpfungsmodelle). Diese Vorgehensweise kann weitestgehend mit
dem Begriﬀ Simulation bezeichnet werden. Dazu werden entweder die Formeln, die das Originalsy-
stem beschreiben, fu¨r das Zielsystem angepaßt, oder es wird anhand eines Modell- und Experimen-
tieraufbau des Experimentalsystems versucht, das Zielsystem zu verstehen. Durch Beobachtung des
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bekannten Systems sind Ru¨ck- und Analogschlu¨sse auf das Verhalten des Zielsystems mo¨glich.
Ein Zielsystem kann somit durch ein Originalsystem simuliert werden, indem von verschiede-
nen Startzusta¨nden ausgehend die Zusta¨nde des Originalsystems beobachtet und seine Start- und
Zielzusta¨nde mit denen des Zielsystems assoziiert werden. Die Beobachtung eines Systems besteht
aus der Verfolgung einer Reihe von Zustandsu¨berga¨ngen (Transformationen). Ein Zustand wieder-
um besteht meist aus mehreren einzelnen Gro¨ßen (Zustandsvariablen), die das System in seinen
relevanten Aspekten vollsta¨ndig beschreiben.
Das Wort Simulation bezeichnet dabei ein ”Vorspiegeln von (falschen) Tatsachen“ (lat. simu-
latio) [DUD91a]. Man kann also bei einer guten Simulation den Eindruck bekommen, das nicht
existente Zielsystem vor Augen zu haben, obwohl sein Verhalten durch ein anderes System nach-
gebildet wird. Die Gu¨te der Approximation ist in diesem Zusammenhang ein oft subjektives Qua-
lita¨tsmerkmal, das die U¨bereinstimmung von realem System und Modell bezeichnet.
reales System
Modell
Simulations-
modell
Beschreibung  durch
Zustandsvariablendurch Formeln
Beschreibung
Berechnungen Zustandsübergänge
mathematisches
Abbildung 1.1: Modellierungsmo¨glichkeiten
Der erstgenannte Ansatz, reale Systeme mittels Formeln zu beschreiben, wird mit zunehmen-
der Gro¨ße und Komplexita¨t des Systems sehr schwierig. Geschlossene Ansa¨tze, die eine eﬃziente
analytische Betrachtung des Systemverhaltens gestatten, sind meist nur auf kleine Systeme an-
wendbar und liefern durch zunehmende Abstraktion und Vernachla¨ssigung bestimmter Parameter
(zur Verbesserung der Lo¨sbarkeit) schnell eine unscharfe und nicht mehr vollsta¨ndige Beschreibung
des Systemverhaltens.
Simulation ermo¨glicht dem Modellierer dagegen, den Abstraktionsgrad und Betrachtungswinkel
recht individuell nach seinen Wu¨nschen festzulegen. Außerdem lassen sich sehr komplexe Verhal-
ten, die analytisch nur schwer in Formeln zu fassen sind, durch Simulation gut beschreiben. Dazu
wird das zu simulierende System schrittweise bis zum gewu¨nschten Detailierungsgrad in elementare
Objekte zerlegt, deren Verhalten mit der gewu¨nschten Genauigkeit beschreibbar ist. Anhand der
Eingangsbelegungen (Stimuli) dieser Objekte lassen sich nun iterativ Zustandsu¨berga¨nge berech-
nen, die als Gesamtheit das Verhalten des realen Systems beschreiben.
Mit zunehmender Modellgro¨ße steigt dann, je nach Detailierungsgrad, lediglich der Aufwand zur
Ermittlung der Zustandsu¨berga¨nge vom initialen Startpunkt bis zum Erreichen eines gewu¨nschten
1.1. MODELLBILDUNG UND SIMULATION 3
Endzustands an. Die exakte Nachbildung des Verhaltens bleibt jedoch weitgehend erhalten. Trotz-
dem stellt die Berechnung der Zustandsu¨berga¨nge eine recht mu¨hselige Angelegenheit dar, fu¨r deren
Erledigung sich schnelle Computer eignen. A¨hnliches gilt auch fu¨r die analytische Berechnung von
Modellen, was aber das oben beschriebene Problem der Komplexita¨t und Nichtverfu¨gbarkeit ge-
schlossener Lo¨sungen fu¨r große Modelle nicht kompensiert.
Computergestu¨tzte Simulation hat heute in viele Bereiche Einzug gehalten. Dazu za¨hlen Wet-
tervorhersagen, Stro¨mungssimulationen, Simulation von physikalischen und chemischen Vorga¨ngen,
Simulationen im milita¨rischen und taktischen Bereich (hier wurden in der Vergangenheit viele
grundlegende Arbeiten durchgefu¨hrt und viele Erkenntnisse gewonnen), Simulationen o¨konomischer
Vorga¨nge oder Simulation von Materialﬂuß- und Produktionssystemen.
Insbesondere im letztgenannten Gebiet dient die Simulation zur Validierung und U¨berpru¨fung
von Modellen und geplanten Produkten auf Funktionsfa¨higkeit und Praktikabilita¨t. Beispiele hierfu¨r
sind der computergestu¨tzte Rechnerentwurf und die Simulation von Computernetzen. Die Daten fu¨r
die Simulationsmodelle stammen dabei oft aus computergestu¨tzten Entwurfsumgebungen, wodurch
eine Simulation ihres Verhaltens auf einem Rechner naheliegt.
Demgegenu¨ber stellt die Umsetzung in einen realen Prototyp oder ein a¨quivalentes Modell,
sofern das u¨berhaupt mo¨glich ist, bei den sich drastisch verku¨rzenden Entwicklungszyklen mittler-
weile keine Alternative mehr dar, um Produkte konkurrenzfa¨hig am Markt anbieten zu ko¨nnen.
Weiterhin entstehen auch hohe Kosten bei der Fertigung von Modellen. Daneben werden bei Si-
mulationen durch Rechner ggf. Probleme auch fru¨hzeitig erkannt noch bevor ein teurer Prototyp
gefertigt wurde. Diese Vorgehensweise bedeutet wiederum Zeit- und Kostenreduktion und garan-
tiert eine schnelle Integration der Erkenntnisse in weitere Iterationen des Entwicklungszyklus.
Ein weiterer Grund, der Simulation no¨tig macht, ist die Tatsache, daß reale Systeme oft sehr
sensibel sind und ein Experiment ein solches System in einen unkontrollierbaren Zustand versetzen,
es in irreparabler Weise scha¨digen oder zumindestens sehr hohe Kosten fu¨r die Kontrolle der Aus-
wirkungen erzeugen ko¨nnte. Beispiele dafu¨r sind kernphysikalische Vorga¨nge oder wirtschaftliche
Zusammenha¨nge (Bo¨rse und Aktienmarkt). Eine explizite Steuerung solcher Systeme ist zudem
oft gar nicht mo¨glich. Ferner wird Simulation eingesetzt, um den zeitlichen Ablauf sehr schneller
und sehr langsamer sowie mikro- und makroskopischer Vorga¨nge beobachtbar zu machen. Beispiele
dafu¨r sind chemische Reaktionen oder erdgeschichtliche Abla¨ufe.
Eine ganz spezielle Klasse von Simulationen stellt schließlich die Nachbildung von Warteschlan-
genmodellen dar. Durch ihre mathematisch fundierte Theorie wird hier oft der Bogen zu analyti-
schen Lo¨sungsverfahren geschlagen. Dadurch ko¨nnen (zumindest fu¨r kleine Modelle) Simulations-
ergebnisse u¨berpru¨ft und auch vorausberechnet werden.
In den vergangenen Jahren sind im Zusammenhang mit der zunehmenden Bedeutung des World-
wide-web versta¨rkte Aktionen auf dem Gebiet der Simulation zu beobachten, die unter der Bezeich-
nung Web-based-simulation [FIS99a], [MIT99a] Applikationen mit Interfaces zur Steuerung u¨ber
das WWW anbieten und so die Nutzung auch ra¨umlich entfernter Ressourcen u¨ber das neue Me-
dium gestatten.
Versta¨rkt werden diese Tendenzen durch das Aufkommen von Virtual-reality-Applikationen,
die durch gekonnte graphische Animation von Handlungsabla¨ufen die Illusion einer virtuellen Welt
schaﬀen. Die graphische Komponente besitzt hier eine fundamentale Bedeutung, da die Qualita¨t
einer solchen Anwendung in erster Linie an den visuellen Eindru¨cken des Benutzers gemessen wird.
Erfolgt die Betrachtung unter Realzeitbedingungen (z.B. Flugsimulator fu¨r Pilotentraining), so
stellen sich sehr hohe Anforderungen an die beno¨tigte Rechenleistung. Weniger zeitkritisch erscheint
in diesem Bereich die Simulation in Entwurfssystemen fu¨r Architekten und Ingenieure, die das
fertige Produkt animieren, eine weitgehend statische Struktur zugrundelegen und ein Navigieren
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durch das Modell mit verschiedenen Blickwinkeln gestattet. Als Modellierungssprache hat hier in
den vergangenen Jahren VRML (Virtual-reality-modeling-language) an Bedeutung gewonnen.
Des weiteren unterstu¨tzt insbesondere das amerikanische Verteidigungsministerium bereits seit
Mitte der 80er Jahre Bestrebungen, eine einheitliche Schnittstelle zur Deﬁnition und Koppelung
unterschiedlicher Simulationsobjekte und -modelle zu schaﬀen [DMS98a], um deren Interoperabi-
lita¨t und Wiederverwendbarkeit zu garantieren. Diese Bestrebungen kommen unter dem Namen
Distributed-interactive-simulation (DIS) [SIS99a] insbesondere in Gefechtsfeldsimulationen zum
Einsatz. Die beteiligten Simulatoren realisieren Kommunikation und Datenaustausch dabei u¨ber
deﬁnierte Protokolle und Schnittstellen im Rahmen einer High-level-architecture (HLA) [DMS99a].
In [FUJ95a] werden die Anknu¨pfungspunkte dieser Bereiche mit PDES diskutiert.
Die Bedeutung der computergestu¨tzten Simulation kommt ebenfalls in der Existenz speziel-
ler simulationsorientierter Programmiersprachen zum Ausdruck. Dazu za¨hlen vor allem Simula
[BDM73a], GPSS [SCH74a] und SIMSCRIPT II.5 [KMV83a]. Mit ihrer Hilfe ko¨nnen spezielle
Modellkomponenten wie Prozesse und simulierte Objekte direkt in einer Programmiersprache be-
schrieben und verwaltet werden. Der Entwickler kann sich somit auf die Erstellung des Modells
konzentrieren, ohne beispielsweise spezielle Ereignislistenverwaltung oder Schedulingkomponenten
explizit programmieren zu mu¨ssen.
Bevor im folgenden auf Methoden fu¨r die computergestu¨tzte Simulation eingegangen wird, soll
hier noch auf einen wichtigen Aspekt zum Begriﬀ Simulation hingewiesen werden. Vielfach wird im
allgemeinen Sprachgebrauch unter Simulation lediglich die graphische Darstellung von (Modell-)
Verhalten im Sinne des genannten Virtual-reality-Ansatzes verstanden. Vom eigentlichen Verfahren,
das die Ausgangsdaten fu¨r die graphische Darstellungen bereitstellt, wird dabei vollsta¨ndig abstra-
hiert. Gerade auf die Methoden, nach denen die Modellzusta¨nde berechnet werden, wird aber in
der vorliegenden Arbeit eingegangen. Die graphische Darstellung der Ergebnisse wird dabei eher
den Bereichen Animation und Visualisierung zugerechnet, deren wirkungsvolle, aussagekra¨ftige und
gekonnte Realisierung insbesondere unter Realzeitbedingungen ein sehr komplexes Themengebiet
darstellen.
1.2 Gru¨nde fu¨r Beschleunigungsversuche
Durch die Verwendung von CAD-Entwurfsmethoden werden zunehmend gro¨ßere Modellbeschrei-
bungen handhabbar, die es zu simulieren gilt. Zusammen mit dem Wunsch detailierterer Modellie-
rung und somit zusa¨tzlich steigender Modellgro¨ße verlangen die Anwender nach immer leistungsfa¨hi-
geren Simulationsverfahren, die es gestatten, Ergebnisse schneller und pra¨ziser zu generieren, um
sie in den Entwurfszyklus einbringen zu ko¨nnen. Im Bereich des Entwurfs ho¨chstintegrierter Schalt-
kreise (VLSI) zeigt sich ein besonders starker Bedarf, der mit weiterer Verfeinerung der Entwurfs-
raster noch zunehmen wird. Um Simulationsergebnisse schneller bereitstellen zu ko¨nnen, werden
dort bereits hierarchische Verfahren zur Simulation und Veriﬁkation von Teilmodellen eingesetzt.
Anschließend erfolgt lediglich die Simulation der Kooperation dieser Komponenten. Diese Vorge-
hensweise kann jedoch spa¨ter beim realen Zusammenspiel der Teile zu teuren, nicht entdeckten
Fehlern fu¨hren, weil von bestimmten Verhalten beim gro¨beren Simulationsmodell abstrahiert wur-
de. Der Wunsch nach detailgetreuer Simulation bleibt also trotz solcher Hilfsmittel und Verfahren
bestehen.
Es ist somit nicht verwunderlich, daß im Simulationsbereich (insbesondere fu¨r Animationen) oft
Ho¨chstleistungsrechner mit hohen Kapazita¨ten eingesetzt werden. Ein Nachteil solcher Maschinen
sind allerdings die hohen Anschaﬀungs- und Betriebskosten. Deshalb stehen sie oft nur einem ein-
geschra¨nkten Nutzerkreis zur Verfu¨gung. Mit dem Aufkommen von gu¨nstigeren (wenn auch nicht
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billigen) Parallelrechnern Ende der 70er Jahre entstanden viele Forschungsprojekte, die sich enthu-
siastisch mit den Mo¨glichkeiten der Beschleunigung von Simulationsla¨ufen durch Parallelisierung
und mit der Abbildung existierender Simulationsalgorithmen auf diese Architekturen befaßten. Al-
lerdings setzten sich viele Parallelrechner aufgrund teilweise exotischer Architekturen und kleiner
Stu¨ckzahlen nicht durch. Sie fristen eher ein Nischendasein im akademischen Bereich und ﬁnden
wenig Anklang bei Firmen. Nichtsdestotrotz wurden in dieser Periode bis Anfang der 90er Jahre
interessante Erkenntnisse auf dem Gebiet der parallelen Simulation gewonnen.
Das Aufkommen und die Vernetzung einfacher, aber leistungsfa¨higer Arbeitsplatzrechner sowie
die Entwicklung von Standard-Kommunikationssoftware (z.B. MPI, PVM) zu deren Vernetzung
als leistungsfa¨hige virtuelle Parallelrechner bietet seit einiger Zeit jedoch einen neuen Ansatz zur
Nutzung der in den 80er Jahren entwickelten parallelen Verfahren. Durch die Koppelung solcher
Rechner u¨ber schnelle Kommunikationsnetze lassen sich auch ra¨umlich verteilte Ressourcen mit-
einander verbinden. Diese Vorgehensweise wird im Gegensatz zur rein ra¨umlichen Konzentration
von Rechenleistung in Supercomputern als Meta-Computing bezeichnet. Selbstversta¨ndlich ko¨nnen
hierbei auch Supercomputer als Rechnerressourcen mit eingebunden werden.
1.3 Zielsetzung dieser Arbeit
Ein Manko bisheriger Arbeiten auf dem Gebiet der parallelen Simulation ist jedoch die Nicht-
vergleichbarkeit vieler Ansa¨tze. Es wurden Verfahren entwickelt, die auf verschiedensten Hardwa-
reumgebungen implementiert, evaluiert und bewertet wurden. Eine Einordnung der Verfahren in
ein (wenigstens einigermaßen geordnetes) Klassiﬁkationsschema war bereits aufgrund der Verschie-
denheit der Zielhardware und Architekturen nicht mo¨glich. Heutige Implementierungen auf der
Basis portabler Bibliotheken ko¨nnen diese Bewertung und gegenseitige Abgrenzung der Verfahren
vielfach erleichtern.
Ein weiteres Problem stellt die Tatsache dar, daß existierende Arbeiten oft nur einzelne Teil-
aspekte betrachten. So erfolgen oft Evaluierungen der Einsetzbarkeit einzelner Synchronisationsver-
fahren, oder es existieren theoretische Abscha¨tzungen der Kosten paralleler Simulationsverfahren,
ohne daß jedoch dadurch die Frage beantwortet wird, ob sich parallele Simulation bezu¨glich er-
reichbarer Beschleunigung der Simulationsla¨ufe u¨berhaupt lohnt, beziehungsweise, unter welchen
Voraussetzungen sich wenigstens ein rentables Verha¨ltnis zwischen zusa¨tzlichem Aufwand und er-
zieltem Nutzen einstellt.
Es kann natu¨rlich nicht Sinn einer einzigen Arbeit sein, und es ist wohl auch nicht in einem
solchen Rahmen durchfu¨hrbar, den gesamten Bereich aller Varianten der parallelen Simulation
komplett zu untersuchen. Dennoch wurde im vorliegenden Projekt eine sehr wichtige Klasse von
Simulationsverfahren, die diskrete ereignisgesteuerte Simulation, in einem breiten Ansatz unter Ein-
beziehung bisheriger Forschungsergebnisse und neu gewonnener Erkenntnisse hinsichtlich ihrer Be-
schleunigungskapazita¨ten untersucht. Insbesondere sollen Einﬂußfaktoren identiﬁziert werden, die
sich fo¨rderlich oder hinderlich darauf auswirken, und es soll eine Beurteilung existierender Bewer-
tungsverfahren anhand einer protoypischen Implementation zur Simulation von VLSI-Schaltkreisen
erfolgen. Aus den Ergebnissen dieser Betrachtungen werden schließlich Ru¨ckschlu¨sse auf die allge-
meine praktische Einsetzbarkeit der parallelen diskreten ereignisgesteuerten Simulation gezogen.
Im folgenden Kapitel werden die Prinzipien der diskreten ereignisgesteuerten Simulation gegen
andere Simulationsverfahren abgegrenzt und eine Beschreibung und Klassiﬁzierung existierender
Verfahren vorgenommen. Kapitel 3 deﬁniert Methoden, mit denen die Leistungsfa¨higkeit paralle-
ler Simulationsverfahren in der vorliegenden Arbeit beurteilt werden. Die Speziﬁka, die bei der
verteilten Schaltkreissimulation beachtet werden mu¨ssen, folgen in Kapitel 4. Kapitel 5 diskutiert
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Vorgehensweisen zur Aufteilung eines Simulationsmodells in mehrere (disjunkte) Teilmodelle, die
der parallelen Simulation vorausgehen muß, und schließt Teil I dieser Arbeit ab.
Teil II beschreibt die durchgefu¨hrten Untersuchungen zur parallelen Simulation anhand der
prototypischen Implementierung des Schaltkreissimulators DVSIM, dessen Aufbau in Kapitel 6
dargelegt wird. Kapitel 7 befaßt sich mit den Fragestellungen und angestrebten Zielen, die mit
Hilfe der Untersuchungen am Prototyp angegangen wurden, und den Methoden, die bei den Unter-
suchungen zum Einsatz kamen. Die Ergebnisse, die mit den parallelen Implementierungen erreicht
wurden, sind Thema von Kapitel 8. In Kapitel 9 wird ein Verfahren zur dynamischen Lastbalan-
cierung zur Laufzeit des Simulators als Versuch einer weiteren Optimierung vorgestellt und seine
Leistung bewertet.
In Kapitel 10 erfolgt eine Beurteilung der Skalierbarkeit der Ergebnisse bezogen auf die Modell-
gro¨ße und verschiedenen Rechnerplattformen (Parallelrechner und Netz von Arbeitsplatzrechnern).
Die Ergebnisse dieser Arbeit werden in Kapitel 11 diskutiert. Ausblicke auf oﬀene gebliebene Fragen
und eventuell weiter zu untersuchende Aspekte beschließen die Arbeit.
Teil I
Parallele Simulation: Ein oﬀenes Feld
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Kapitel 2
Simulationsmethoden
Dieses Kapitel beginnt mit einer Klassiﬁzierung verschiedener Simulationsmethoden. Danach wer-
den Mo¨glichkeiten zur Beschleunigung der rein sequentiellen Simulation beschrieben, wobei insbe-
sondere auf die ereignisgesteuerten Varianten eingegangen wird. Wichtige, bei der Parallelisierung
auftretende Probleme werden dargestellt und einige dafu¨r vorgeschlagene Lo¨sungen diskutiert.
2.1 Klassiﬁkation
Simulationsverfahren, die die Zeit als freie Variable verwenden, weisen zwei wesentliche Kriterien
zu ihrer Charakterisierung auf. Als erstes Merkmal dient die Unterscheidung des zeitlichen Verlaufs
der Werte von Zustandsgro¨ßen. Das zweite Kriterium bestimmt die Art der Zeitfortschaltung.
2.1.1 Zeitmodellierung
Die Zeit la¨ßt sich als kontinuierliche oder diskrete Gro¨ße modellieren. Im ersten Fall treten Zu-
standsa¨nderungen des Simulationsmodells als mehr oder weniger gleichma¨ßige Prozesse u¨ber die
gesamte Simulationsdauer hinweg auf. Die Zustandsgro¨ßen vera¨ndern sich kontinuierlich mit der
Zeit. Zu jedem Zeitpunkt la¨ßt sich ein exakter Werte fu¨r alle relevanten Gro¨ßen angeben, der dem
Wert im zugrundeliegenden realen System entspricht.
Die diskrete Modellierung der Zeit betrachtet demgegenu¨ber das Simulationsmodell nur zu
bestimmten diskreten Zeitpunkten, die fu¨r das Simulationsergebnis relevant sind. Meist wird da-
zu ein Zeitraster eingefu¨hrt, dessen Auﬂo¨sung ∆t die minimalen Absta¨nde zwischen relevanten
Zustandsu¨berga¨ngen respektieren muß. Innerhalb der Zeitintervalle zwischen zwei benachbarten
Zeitpunkten sind keine Zustandsa¨nderungen vorgesehen. Die Zustandsvariablen weisen fu¨r diese
(halboﬀenen) Intervalle einen konstanten Wert auf, der von den Werten am linken Intervallrand
bestimmt wird. Die Werte der Zustandsgro¨ßen repra¨sentieren zu diesem Zeitpunkt bereits die voll-
zogenen A¨nderungen.
Betrachtet man die Werte einer Zustandsgro¨ße X als Graph in Abha¨ngigkeit von der Zeit, so
ergibt sich bei kontinuierlicher Modellierung typischerweise eine stetige Funktion, wa¨hrend eine
diskrete Zustandsvariable viele Sprungstellen aufweist und zwischen zwei Zeitpunkten einen kon-
stanten Wert beha¨lt (Abb. 2.1).
Kontinuierliche Verfahren werden oft zur Simulation physikalischer Vorga¨nge mit kontinuier-
lichen Gro¨ßen verwendet. Dazu za¨hlen z.B. Stro¨mungsverhalten in Flu¨ssigkeiten und Gasen oder
Betrachtungen analoger Strom- und Spannungspegel elektrischer Schaltungen. Als Modellierungs-
verfahren eignen sich insbesondere Diﬀerentialgleichungssysteme.
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Diskrete Verfahren ko¨nnen zuna¨chst (hinsichtlich der algorithmischen Behandlung) als Verein-
fachung der kontinuierlichen betrachtet werden. Die kontinuierliche Funktion wird quasi mit dem
vorgegebenen Zeitraster ∆t abgetastet und die ermittelten Werte bis zum na¨chsten Abtastzeitpunkt
als konstant angenommen.
Zeit (t)kontinulierliche Größe
diskrete Größe
Zustand(X)
Abbildung 2.1: Zeitliches Verhalten von Zustandsgro¨ßen
Die konkrete Realisierung folgt jedoch nicht diesem Schema sondern verwendet statt der Abbil-
dung der kontinuierlichen auf eine diskrete Funktion eine eigene Zustandsu¨bergangsfunktion, die
aus dem Zustand zum Zeitpunkt t den Folgezustand zum Zeitpunkt t+∆t ermittelt. Zweck dieser
Vorgehensweise ist nicht eine lu¨ckenlose Aufzeichnung der Historie der Zustandsgro¨ßen sondern
die Erfassung der relevanten Zusta¨nde und Zustandsu¨berga¨nge. Durch Verfeinerung des Zeitrasters
la¨ßt sich ein kontinuierliches Verfahren durch ein diskretes approximieren (quasi-kontinuierliches
Verhalten).
2.1.2 Zeitfortschaltung
Das andere Unterscheidungsmerkmal fu¨r Simulationsverfahren ist die Methode zur Fortschaltung
der Simulationszeit. Diese kann einmal entsprechend dem erwa¨hnten festen Zeitraster ∆t erfolgen,
so daß die Zustandsgro¨ßen stets fu¨r jeden Folgezeitpunkt aus dem vorhergehenden neu berech-
net werden. Die Berechnung der Zusta¨nde ist dabei vo¨llig unabha¨ngig davon, ob sich im Modell
tatsa¨chlich A¨nderungen vollzogen haben, und wird zeitgesteuert durchgefu¨hrt.
Ein optimiertes Verfahren setzt eine etwas ”intelligentere” Zustandsu¨bergangsfunktion voraus,
die den na¨chsten Zeitpunkt ermittelt, zu dem sich der Zustand der zugeho¨rigen Gro¨ße a¨ndern
wird. Die Zeit wird also mitunter in variablen Vielfachen des Zeitrasters ∆t stets zum na¨chsten
A¨nderungszeitpunkt fortgeschaltet, so daß Zusta¨nde des Modells nur zu Zeitpunkten neu berechnet
werden, an denen sich mindestens eine Gro¨ße a¨ndert. Die zwischenliegenden Zeitra¨ume ohne Ak-
tivita¨ten (Totzeiten) werden u¨bersprungen. Da dieses Verfahren durch das Eintreten bestimmter
Ereignisse kontrolliert wird, verdankt es seiner Vorgehensweise die Bezeichnung ereignisgesteuert.
Diese Diﬀerenzierung nach der Art der Zeitfortschaltung la¨ßt sich im wesentlichen nur auf dis-
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krete Modellierungsverfahren anwenden. Kontinuierliche Verfahren unterliegen dagegen prinzipiell
einer Zeitsteuerung mit idealerweise inﬁnitesimal kleinem Wert von ∆t.
Als weitere diskrete ereignisbasierte Verfahren von teilweise untergeordneter Bedeutung existie-
ren die aktivita¨tsorientierten, prozeßorientierten und transaktionsorientierten Simulationsmetho-
den, die in [MaM89a] diskutiert werden, und auf die hier nicht na¨her eingegangen wird, da sie sich
im wesentlichen auf die ereignisgesteuerte Simulation abbilden lassen und lediglich unterschiedliche
Sichtweisen auf das simulierte System anbieten.
Simulation
kontinuierlich
zeitgesteuert ereignisgesteuert
diskret
Abbildung 2.2: Zeitmodellierung und -fortschaltung bei Simulationsverfahren
Fu¨r die folgenden Betrachtungen spielt die diskrete ereignisgesteuerte Simulation die wesentliche
Rolle. Abb. 2.2 stellt die vorgenommene Einteilung dar. Neben der hier vorgestellten Klassiﬁkation
geben Peacock, Wong und Maning in [PWM79a] eine weitere sehr detailierte Einordnung paralleler
Simulationsverfahren an.
2.2 Die Methode der diskreten ereignisgesteuerten Simulation
2.2.1 Grundsa¨tzliche Arbeitsweise
Zur Erstellung diskreter ereignisgesteuerter Simulationsmodelle muß das zu simulierende System
auf die relevanten Objekte und ihre Interaktionsschemata abgebildet werden. Objekte werden dabei
durch eine oder mehrere Zustandsvariablen repra¨sentiert. Je nach Abstraktionsgrad werden dabei
nur diejenigen Eigenschaften, die fu¨r die Simulation von Bedeutung sind, erfaßt. Die Zustands-
variablen stellen jedoch lediglich den statischen Teil des Simulationsmodells dar. Das dynamische
Verhalten der Simulation wird durch atomar eintretende Aktionen (Ereignisse) realisiert, die die
Interaktion der Objekte widerspiegeln.
In der diskreten ereignisgesteuerten Simulation werden diese Interaktionen, die den System-
zustand eines oder mehrerer Objekte vera¨ndern ko¨nnen, als Ereignis betrachtet. Zugunsten eines
u¨bersichtlichen Designs empﬁehlt es sich jedoch, Ereignisse lediglich einem einzigen Objekt zuzu-
ordnen und komplexere Interaktionen durch mehrere objektbezogene Einzelereignisse darzustellen.
Ereignissen ist ein diskreter Eintrittszeitpunkt aber keine Dauer zugeordnet. Folglich schreitet
die Simulationszeit durch die Ausfu¨hrung eines Ereignisses nicht fort. Die Ausfu¨hrung eines Er-
eignisses besteht in der Abarbeitung einer zugeho¨rigen Ereignisroutine, die die Zustandsvariablen
des Modells modiﬁzieren und wiederum weitere Ereignisse zur Ausfu¨hrung in der Zukunft generie-
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ren kann (aber nicht muß). Mehrere zuku¨nftige Ereignisse ko¨nnen sozusagen auf Halde produziert
werden (Abb. 2.3).
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Abbildung 2.3: Simulationsmodell der diskreten ereignisgesteuerten Simulation
= 0;
EvListe.einfügen(ev);
sim
forall (ev in neue_Ereignisse[ ]) do
t sim
done
t
e = EvListe.entferne_kleinstes_Ereignis();
while ( e != null) loop
neue_Ereignisse[ ] = e.Ereignisroutine();
e = EvListe.entferne_kleinstes_Ereignis();
endloop
= e.Zeitstempel;
Abbildung 2.4: Abarbeitungszyklus
Die Verwaltung der noch nicht ausgefu¨hrten Ereignisse erfolgt u¨ber eine nach Zeitstempel auf-
steigend sortierte Verwaltungsdatenstruktur, die im folgenden unabha¨ngig von ihrer konkreten Rea-
lisierung als Ereignisliste bezeichnet wird. In einem Zyklus wird stets das kleinste Ereignis aus der
Liste entfernt, die Simulationsuhr auf den Zeitstempel dieses Ereignisses gesetzt und die entspre-
chende Ereignisroutine aufgerufen (Abb. 2.4).
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Die Simulation endet, wenn die Ereignisliste leer wird oder ein vorgegebenes Limit wie z.B. eine
bestimmte Simulationszeit u¨berschritten ist. Diese Vorgehensweise impliziert, daß zu Simulations-
beginn wenigstens ein Ereignis initial vorhanden sein muß.
2.2.2 Beschleunigungspotentiale
Aus der hier vorgestellten Beschreibung der Realisierung (rechnergestu¨tzter) Simulation nach dem
ereignisgesteuerten Prinzip ergibt sich im Hinblick auf die zu erwartende Berechnungsdauer des
Simulationsmodells eine duale Betrachtungsweise des Zeitbegriﬀs.
Es gilt zwischen der (realen) Rechenzeit zur Ausfu¨hrung des Simulationsmodells und der Simu-
lationszeit zur Modellierung des Simulationsfortschritts im Modell zu unterscheiden. Das Verstrei-
chen von Simulationszeit beno¨tigt im Verha¨ltnis zur Gesamtdauer der Berechnung (nahezu) keine
Rechenzeit, da die Zeitra¨ume zwischen zwei Ereignissen schlichtweg u¨bersprungen werden.
Im Gegensatz dazu erfordern die Ereignisse, die fu¨r das Simulationsmodell atomar, d.h. in
Nullzeit, geschehen, im Simulator die Ausfu¨hrung der zugeho¨rigen Ereignisroutinen, die die Zu-
standsu¨berga¨nge und ggf. neue Ereignisse berechnen. Diese Berechnungen ko¨nnen mitunter sehr
komplexe und rechenzeitaufwendige Funktionen sein. Vereinfacht ausgedru¨ckt bedeutet dies:
Was im Simulationsmodell Zeit beno¨tigt, braucht bei der
Rechnersimulation keine Zeit,
und umgekehrt gilt auch:
Was in der Rechnersimulation Zeit beno¨tigt, erfordert im
Simulationsmodell keine Zeit.
Simulationszeit Rechenzeit
0 0
Abbildung 2.5: Dualismus der ereignisgesteuerten Simulation
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Dieses Prinzip wird von Mattern und Mehl auch als Dualismus der ereignisgesteuerten Simulation
[MaM89a] bezeichnet und ist in Abb. 2.5 nochmals verdeutlicht.
Somit ergibt sich die Gesamtlaufzeit einer ereignisgesteuerten Simulation als Summe der ein-
zelnen Rechenzeiten fu¨r die Ausfu¨hrung aller Ereignisroutinen bei sequentieller Abarbeitung der
Ereignisse in aufsteigender Zeitstempelreihenfolge.
Die bisherigen U¨berlegungen zeigen, daß die Simulationsdauer etwa linear mit der Anzahl der
zu simulierenden Ereignisse wa¨chst. Da jedoch die Anzahl der Ereignisse mit zunehmender Detail-
lierung des Modells z.B. zur exakteren Berechnung der Ergebnisse dramatisch ansteigen kann, la¨ßt
sich die Komplexita¨t vieler Modelle auch mit schnellen konventionellen Rechnern nur noch schwer
beherrschen. Um den wachsenden Anspru¨chen durch zunehmende Modellgro¨ße, Detailierung und
Simulationsla¨nge Herr zu werden, existieren verschiedene Ansa¨tze, die nun beschrieben werden.
2.3 Verfahren zur Beschleunigung von Simulationen
Die Begriﬀe parallel und verteilt werden insbesondere im Bereich der ereignisgesteuerten Simulation
ha¨uﬁg ohne Unterscheidung und in der Literatur nahezu beliebig austauschbar benutzt. Dennoch
sollte beachtet werden, daß Verteiltheit im Grunde eine ra¨umliche Trennung der Komponenten,
die zur Gesamtlo¨sung beitragen, ggf. auch u¨ber gro¨ßere Distanzen impliziert. Parallelita¨t bezieht
sich hingegen zwar auf eine Trennung in gleichzeitig ablaufende Komponenten, schra¨nkt aber die
(ra¨umliche) Entfernung, in der solcher Anwendungsteile ablaufen, meist stark ein. Parallele Ver-
fahren beschreiben deshalb eher ein eng gekoppeltes kooperatives Nebeneinander.
Eine naheliegende Idee, die Ausfu¨hrung zu beschleunigen, besteht in der U¨bertragung der Be-
rechnung von einem Prozessor, der die gesamte Simulation allein durchfu¨hrt, zur arbeitsteiligen
Verwendung mehrerer Prozessoren, von denen jeder nur eine Teilaufgabe bei der Gesamtsimulation
lo¨sen muß. Davon erwartet man sich eine insgesamt ku¨rzere Bearbeitungsdauer. Voraussetzung ist
dabei jedoch die Verfu¨gbarkeit leistungsfa¨higer Mehrprozessorarchitekturen.
Vor der Beschreibung modiﬁzierter und zur parallelen Berechnung angepaßter Simulationsme-
thoden sollte jedoch der Begriﬀ Mehrprozessorrechner genauer deﬁniert werden.
2.3.1 Klassiﬁkation von Parallelrechnern
Parallelrechner besitzen einen engen Koppelungsgrad und verfu¨gen meist u¨ber ein eigenes schnelles
Kommunikationsnetzwerk oder u¨ber gemeinsamen Speicher zum Datenaustausch. Bei verteilten
Systemen erfolgt im Gegensatz dazu die Koppelung der einzelnen Komponenten in der Regel u¨ber
konventionelle Netze wie LANs oder WANs. Die unterschiedlichen Koppelungsmechanismen haben
dadurch auch direkte Auswirkung auf die Geschwindigkeit, mit der die einzelnen Prozessoren Daten
austauschen ko¨nnen.
Daß die Begriﬀe parallel und verteilt im algorithmischen Bereich dennoch oft synonym verwen-
det werden, liegt daran, daß sich viele konkrete Verfahren prinzipiell in beiden Architekturmodellen
einsetzen lassen, wobei die Geschwindigkeit der Abarbeitung stark variieren kann.
Durch die Entwicklung virtuell paralleler Programmierplattformen wie p4 (protable programs
on parallel processors) [BUL92a], PVM (Parallel-virtual-machine) [SUN90a, SGD93a] und MPI
(Message-passing-interface) [MPI93a] wird diese ohnehin schon unklare Trennungslinie weiter ver-
wischt. Im Bereich der Simulation wurde die Mehrzahl der Arbeiten bis vor wenigen Jahren auf
echten Parallelrechnern realisiert. Trotzdem wurde vielfach (insbesondere in der englischsprachigen
Literatur) der Term distributed simulation verwendet. Allerdings beansprucht unabha¨ngig davon
auch die Distributed-interactive-simulation (DIS) [FUJ95a] diese Bezeichnung fu¨r sich, so daß sich
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mittlerweile doch der Begriﬀ parallel simulation fu¨r die im folgenden beschriebenen Verfahren ein-
gebu¨rgert hat [FUJ90a, NIF94a].
Die Architekturen von Rechnern mit mehreren Prozessoren lassen sich anhand verschiedener
Modelle unterscheiden:
• Flynn pra¨sentierte ein Klassiﬁkationsschema [HWB84a], nach dem sich das Verhalten an der
Art und Weise der Programmsteuerung (gemeinsame, zentral gesteuerte oder autonome Ab-
laufkontrolle der Prozessoren) und der Anzahl der Datenstro¨me, auf denen diese Kontrolle
abla¨uft, orientiert. SIMD1 und MIMD2 sind die verbreiteten Vertreter von Rechnern nach
Flynns Einstufung. Zur ersten Kategorie geho¨rt bspw. die CM-2 mit bis zu 65536 Prozesso-
ren [CM2]. Die zahlenma¨ßig weitaus gro¨ßere zweite Gruppe beinhaltet u.a. Intel Hypercube
iPSC/860 [INT91a], IBM SP-2 [SP298a], KSR-1 [KSR94a], Cray T3D und Sequent Symmetry
[SEQ99a].
• Als weiteres Unterscheidungskriterium fu¨r Parallelrechner dient die Art der Organistation des
Speicherzugriﬀs. Systeme, in denen alle Prozessoren auf gemeinsam genutzten Hauptspeicher
zugreifen ko¨nnen, bezeichnet man als Shared-memory-Systeme (z.B. KSR-1). Je nachdem, ob
fu¨r den gemeinsamen Speicher unterschiedliche Zugriﬀsverfahren bestehen, wenn der physika-
lische Ort der Speicherung beru¨cksichtigt werden muß, oder ob der Zugriﬀ vo¨llig transparent
erfolgt, heißen diese Architekturen NUMA bzw. UMA, (Non) Uniform-memory-access. Aller-
dings sind Shared-memory-Verfahren bekannt fu¨r ihre eingeschra¨nkte Skalierbarkeit bezu¨glich
der Prozessorenanzahl [SIS94a]. Existiert dagegen fu¨r jeden Prozessor ein nur fu¨r ihn lokal
zugreifbarer Speicher, so spricht man von Distributed-memory-Systemen.
• Eng mit dem vorherigen Punkt spielt die Frage zusammen, wie Koordination, Kooperation
und Synchronisation erfolgt. Bei Shared-memory kann der Datenaustausch selbstversta¨ndlich
u¨ber gemeinsame Speicherbereiche nach gewissen Konventionen (Zugriﬀskontrolle, Sperrver-
fahren, wechselseitiger Auschluß) erfolgen. In Systemen mit verteiltem Speicher greift man auf
Daten anderer Prozessoren durch Anforderung der Daten mittels Nachrichten zu. Das dazu
beno¨tigte Protokoll muß dabei von allen Beteiligten verstanden und eingehalten werden.
Mit Hilfe von Nachrichten la¨ßt sich auch auf einem System mit verteiltem Speicher die Illu-
sion eines virtuellen oder verteilten gemeinsamen Speichers schaﬀen. Die Eleganz des trans-
parenten Speicherzugriﬀs muß allerdings mit Eﬃzienzverlusten aufgrund der das Verfahren
realisierenden Nachrichten erkauft werden.
• Fu¨r die Leistungsfa¨higkeit der Parallelrechner spielt letztendlich auch das zugrundeliegende
Kommunikationsnetz eine wesentliche Rolle. Als Topologien werden ha¨uﬁg Gitter, Hyper-
cubes sowie Crossbar-switches und Permutationsnetzwerke verwendet. Besondere Bedeutung
wurde dabei Mitte der achtziger Jahre dem Transputer zugemessen, der ebenso wie eine Rei-
he weiterer digitaler Signalprozessoren (z.B. C40 von Texas Instruments) u¨ber zusa¨tzliche
hardwarema¨ßig realisierte Kommunikationsverbindungen (Links) verfu¨gt, u¨ber die mehrere
dieser Prozessoren zu unterschiedlichen Topologien verschaltet werden ko¨nnen. Leider ist die-
se Technologie als Hauptprozessor eines Rechnerknotens mittlerweile u¨berholt und kommt
heute nur noch als Kommunikationskoprozessor in einigen Parallelrechnern vor [PPC96a].
1Single-instruction-multiple-data, auch SPMD (P = program)
2Multiple-instruction-multiple-data, auch MPMD
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2.3.2 Parallele Simulationsmethoden
Nahezu ebenso vielfa¨ltig wie die Realisierungen von Parallelrechnern sind die Verfahren, nach denen
Simulationsalgorithmen parallelisiert werden ko¨nnen.
2.3.2.1 Kontinuierliche Simulation
Im Bereich der kontinuierlichen Simulation haben parallele Gleichungslo¨ser die fast uneingeschra¨nk-
te Herrschaft. Es existieren fu¨r eine Vielzahl von Problemen bereits umfangreiche Bibliotheken-
sammlungen, die zu einer Applikation lediglich hinzugebunden werden mu¨ssen. In Abha¨ngigkeit
von der Problemgro¨ße nehmen sie die automatische Verteilung der Berechnungen auf Parallelrech-
ner vor und garantieren mit eﬃzienten Lo¨sungen eine beschleunigte Abarbeitung der Aufgaben
(z.B. ScaLAPACK [BCC96a]).
2.3.2.2 Zeitgesteuerte Simulation
Die diskrete zeitgesteuerte Simulation verwendet im wesentlichen ein zyklisches Zwei-Phasen-Modell
zur Parallelisierung ihrer Algorithmen mit einer global getakteten Simulationszeit. Die Simulations-
objekte werden zuna¨chst auf die einzelnen Prozessoren verteilt. Nach einem Startschuß berechnen
alle Rechnerknoten die Zustandsvera¨nderungen der lokalen Objekte im ersten Zeitabschnitt. Sind
alle Berechnungen durchgefu¨hrt, ko¨nnen in einer zweiten Phase die Daten zwischen den Knoten aus-
getauscht werden, die Zeit wird um das feste Inkrement ∆t fortgeschaltet und die Simulation startet
wieder mit der na¨chsten Iteration von Phase 1 (Abb. 2.6). Die Synchronisation der Berechnungs-
und Kommunikationsabschnitte kann zentral oder dezentral gesteuert werden.
phase
Barrier-Synchronisation
Berechnungs- Datenaustausch-
phase
starte starte
AktualisierungBerechnung
Abbildung 2.6: Bearbeitungsphasen der zeitgesteuerten Simulation
Auf der zeitgesteuerten Parallelisierungsvariante setzt eine Optimierung auf, die stellenweise in
der Literatur ebenfalls als (synchron) ereignisgesteuert bezeichnet wird [SOU92a]. Dabei werden
Zeitra¨ume, in denen keine Aktivita¨ten im Simulationsmodell vorhanden sind, ebenfalls als Totzeiten
u¨bersprungen (Abb. 2.7). Die einzelnen Simulatoren mu¨ssen sich dazu wa¨hrend der Berechnungs-
phase den fru¨hesten Zeitpunkt einer nachfolgenden Aktivita¨t im System merken. Wa¨hrend der
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Datenaustauschphase einigen sich die Simulatoren dann, auf welchen Zeitpunkt die immer noch
global synchronisierte Uhr vorgestellt wird (Minimumbildung der lokalen Minima). Obwohl hierbei
ein großer Teil nicht notwendiger Arbeit bereits eingespart werden kann, wird durch die starre
Koppelung an Zeitraster durch die synchrone Uhr Beschleunigungspotential verschenkt. Nach die-
sem Prinzip arbeiten Lubachewskys Bounded-lag- [LUB89a] und Steinmans Time-bucket-Verfahren
[STE91a].
Zur Veranschaulichung der Zusammenha¨nge werden im folgenden Zeitdiagramme verwendet, bei
denen (wo nicht explizit anders erwa¨hnt), die waagrechten Pfeile einzelne Prozessoren mit von links
nach rechts fortschreitender Simulationszeit darstellen. Punkte auf diesen Achsen repra¨sentieren
atomare Ereignisausfu¨hrungen und Pfeile zwischen den Achsen stehen fu¨r Nachrichten, die sich
die Prozessoren untereinander schicken. Das Ereignis am Fuß des Pfeils ist das Sendeereignis (oder
generierendes Ereignis). An der Spitze eines Pfeils ﬁndet sich das generierte oder Empfangsereignis.
P
3
P
2
P
P
P
3
P
2
1
1
a) Basisverfahren
b) Ereignisgesteuterte Erweiterung
Abbildung 2.7: Alternativen bei der Zeitfortschaltung zeitgesteuerter Simulation
2.3.2.3 Ereignisgesteuerte Simulation
Die Parallelisierung der ereignisgesteuerten Simulation erlaubt hier gegenu¨ber der zeitgesteuerten
Varianten weitere Verbesserungen. Wie bereits in der Einfu¨hrung dargelegt, beno¨tigt die Berech-
nung der Zustandsu¨berga¨nge in Ereignisroutinen die eigentliche Rechenzeit. Sind nun die Ereignisse,
die abgearbeitet werden sollen, kausal unabha¨ngig, das heißt, sie haben gegenseitig keinen direkten
oder indirekten Einﬂuß aufeinander, weil sie nur disjunkte Zustandsvariablen benutzen, so spricht
nichts dagegen, diese Ereignisse, auch wenn sie unterschiedliche Zeitstempel tragen, zur selben Zeit
von zwei Prozessoren parallel bearbeiten zu lassen. Die Synchronita¨t weicht in diesem Ansatz ei-
nem asynchronen Verfahren, in dem die globale Uhr durch lokale Uhren ersetzt wird. Diese ko¨nnen
unabha¨ngig voneinander mit beliebiger Geschwindigkeit (bestimmt von der La¨nge der Ereignis-
routinen und u¨bersprungenen Totzeiten) voranschreiten, sofern die Ereignisse auch u¨ber indirekte
Wege keine globalen Kausalita¨tsverletzungen begehen. Es du¨rfen somit keine Zustandsvariablen
gea¨ndert werden, die ein ”fru¨heres” Ereignis noch lesen muß.
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Bei der parallelen diskreten ereignisgesteuerten Simulation wird das Gesamtmodell in Teil-
modelle mit paarweise disjunktem Zustandsraum zerlegt. Jedes Teilmodell wird einem Prozes-
sorknoten zugewiesen, auf dem quasi ein sequentieller Simulator la¨uft, der ausschließlich die Be-
rechnungen fu¨r dieses Teilmodell ausfu¨hrt (Abb. 2.8). Insoweit ist diese Vorgehensweise bei der
Modellaufteilung analog zur zeitgesteuerten Variante.
Chandy und Misra pra¨gten in ihren fru¨hen Arbeiten [CHM81a] die grundlegenden Begriﬀe
physischer Prozeß (PP) und logischer Prozeß (LP). Ein physischer Prozeß entspricht den bereits
bei der Modellierung erwa¨hnte elementaren Objekten, die die relevanten Gro¨ßen des betrachteten
Systems beschreiben. Die logischen Prozesse bilden das in Software gefaßte und zur Simulation
verwendete A¨quivalent. Die sequentielle Abarbeitung innerhalb der logischen Prozesse bei gleich-
zeitig paralleler Aktivita¨t mehrerer (aller) LPs und ihre asynchrone Kooperation u¨ber Nachrichten
oder gemeinsame Speicherbereiche beschreiben in recht anschaulicher Weise das Grundprinzip der
parallelen diskreten ereignisgesteuerten Simulation. Im folgenden wird, wo nicht anders erwa¨hnt,
stets die Kommunikation mittels Nachrichten zur Zusammenarbeit von LPs vorausgesetzt. Es las-
sen sich sogar Ereignisse, die ein LP lokal generiert und in die eigene Ereignisliste einplant, als
Nachrichten des LPs an sich selbst betrachten. Dadurch erha¨lt man ein vollsta¨ndig homogenes Bild
fu¨r die Generierung und Verarbeitung von Ereignissen.
Bei einer limitierten Anzahl von Prozessoren ko¨nnen prinzipiell auch mehrere Teilmodelle mit
jeweils einem eigenen Simulatorprozeß den einzelnen Rechnerknoten zugewiesen werden. In den
fru¨hen Ansa¨tzen wird jeder LP von einem eigenen Simulator ausgefu¨hrt. Bei den dort betrachteten
geringen Anzahl von Objekten (z.B. bei Warteschlangenmodellen) [FUJ88a, FUJ88b] macht diese
Vorgehensweise durchaus Sinn, da jedes Teilmodell prinzipiell einen eigenen Prozessor zugewiesen
bekommt. Bei gro¨ßeren Simulationsmodellen ﬁnden sich allerdings mitunter sehr viele LPs auf
einem Rechnerknoten und teilen sich dessen Ressourcen.
Dadurch entsteht sehr hoher Aufwand fu¨r das Scheduling der einzelnen Simulatorprozes-
se. Zur Optimierung wurden verschiedene Verfahren unter Verwendung von Threads und eige-
ner Scheduler unter Beibehaltung eines eigenen LPs fu¨r jedes einzelne elementare Objekte ent-
wickelt. Der Scheduler plant dabei z.B. denjenigen Thread mit dem kleinsten ausfu¨hrbaren Ereig-
nis (Shortest-timestamp-ﬁrst, STF) ein. Diese Strategie wurde z.B in der Simulationsumgebung
YAWNS [NMI90a] realisiert, ﬁndet sich aber auch in anderen Ansa¨tzen [AVT96a]. [LIL90b] ent-
wickelt eine erweiterte preemptive Schedulingstrategie, die bessere Beschleunigungswerte im Ver-
gleich zum reinen STF-Verfahren liefert.
Als Alternative bietet sich die Zusammenfassung aller auf einem Prozessor laufenden Simulato-
ren zu einem Cluster an, das ohne interne Prozeßverwaltung auskommt und die Datenstrukturen
aller Objekte zusammenfaßt [RIC95a, LUK93a, SOU92a, SUS89a]. Man gibt also die Unabha¨ngig-
keit der einzelnen Simulatoren zugunsten der einfacheren Prozeßverwaltung auf. Da aber ohnehin
nur ein einziger Prozeß pro Prozessor zu einem gegebenen Zeitpunkt aktiv sein kann, ist dieser Nach-
teil bei entsprechender Auslastung des Clusters nicht so gravierend. Andererseits kann aufgrund
geringer Aktivita¨t einiger weniger Objekte jedoch der gesamte Cluster blockieren, wa¨hrend beim
Verfahren mit vielen einzelnen Simulatoren jeder Prozeß unabha¨ngig von den Wartebedinungen der
anderen arbeiten kann.
Diese Problematik ist bei der folgenden Konkretisierung fu¨r die einzelnen Verfahren jedoch
ggf. nochmals zu diskutieren. Untersuchungen mit einer Vielzahl elementarer Prozesse unter Ver-
wendung eines leistungsfa¨higen Hardware-Schedulers mit minimalem Overhead ergaben auf einem
Transputercluster jedoch auch, daß der Synchronisationsaufwand der lokalen Teilmodelle unterein-
ander nicht zu vernachla¨ssigen ist [MMR93a].
Die Ereignisliste wird mit der Zerlegung ebenfalls verteilt und beinhaltet nur noch diejenigen
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Ereignisse, die lokale Objekte des geclusterten Teilmodells betreﬀen. Allerdings sind Ereignisse,
die fu¨r Objekte in anderen Teilen des Gesamtmodells generiert werden, an diese zu propagieren.
Beim Empfa¨nger mu¨ssen die Ereignisse, die andere Simulatoren generieren, entgegengenommen
werden. Der Austausch dieser Ereignisse erfolgt durch Einplanen in die Ereignisliste des Partners,
was entweder durch (geschu¨tzten) Zugriﬀ auf gemeinsame Speicherbereiche oder durch Versenden
von Ereignisnachrichten geschieht. Eine Ereignisnachricht beinhaltet in der Regel den Zeitstempel,
zu dem das Ereignis generiert wurde, den Zeitpunkt, zu dem es beim Empfa¨nger eingeplant werden
soll, das zugeho¨rige Objekt und den Typ des Ereignisses. Bei der Ankunft wird die Nachricht in
ein lokales Ereignis umgewandelt und in die Ereignisliste entsprechend eingekettet.
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Abbildung 2.8: Kooperation sequentieller Simulatoren
Da die Ereignisse (vo¨llig) asynchron bearbeitet werden ko¨nnen, gilt dasselbe auch fu¨r das Ge-
nerieren neuer Ereignisse fu¨r andere Simulatoren. Im Zusammenhang mit den unterschiedlichen
Werten der lokalen Uhren und dem Fehlen einer globalen Sicht auf das Gesamtsystem kann hier-
durch sehr leicht die Kausalita¨t verletzt werden. Da solche Verletzungen (versta¨rkt durch Nichtde-
terminismen bei Nachrichtenlaufzeiten) zu verfa¨lschten Simulationsergebnissen fu¨hren ko¨nnen, sind
geeignete Maßnahmen zur Abwehr oder Vermeidung zu ergreifen.
Ein erster Ansatz zur Kontrolle kausaler Abha¨ngigkeiten in verteilten Systemen stellt die
Lamport-Zeit dar [LAM78a]. Hierbei werden neue Ereignisse zum Zeitpunkt ihrer Generierung
mit einem Zeitstempel versehen. Diese Zeitstempel werden u¨ber ein System logischer Uhren ci
erzeugt, die eine Abbildung der Ereignisreihenfolge in eine partial geordnete Menge vornehmen.
Dabei gelten zwei Regeln:
1. Sind e1 und e2 zwei lokale Ereignisse eines Prozessors Pi und wurde e1 vor e2 generiert, so
gilt: ci(e1) < ci(e2).
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2. Der Lamport-Zeitstempel eines Empfangsereignisses ist stets gro¨ßer als der des Sendeereig-
nisses und des letzten lokalen Ereignisses beim Empfa¨nger.
Gilt die Happened-Before-Relation → mit e1 → e2 fu¨r kausale Ereignisse beliebiger Prozesse,
dann spiegelt sich diese Relation in den Lamport-Zeitstempeln wieder, da der Zeitstempel von e1
kleiner als der von e2 ist. Die Wahrung aller kausalen Abha¨ngigkeiten — auch unter Beachtung der
transitiven Hu¨lle u¨ber Prozessorgrenzen hinweg — ist das Grundproblem bei der Realisierung der
parallelen ereignisgesteuerten Simulation. Prinzipiell du¨rfen also nur kausal unabha¨ngige Ereignisse
ei und ej gleichzeitig ausgefu¨hrt werden, d.h. es gilt: ei → ej und ej → ei.
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Abbildung 2.9: Parallel ausfu¨hrbare Ereignisse mit Lamport-Zeit
Ein Beispiel fu¨r parallel ausfu¨hrbare Ereignisse sind die Ereignismengen E1 = {e1, e2, e3}, E2 =
{e4, e5}, E3 = {e6, e7, e8}, E4 = {e9}, E5 = {e10}, E6 = {e11}, E7 = {e12} in Abb. 2.9.
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Abbildung 2.10: Unvertra¨glichkeit von Lamport- und Simulationszeit
Hier zeigt sich das Beschleunigungspotential, das die asynchrone ereignisgesteuerte Simulati-
on gegenu¨ber anderen Verfahren aufweist. Bei einem synchronen Simulationsverfahren wu¨rde, ein
kleines ∆t vorausgesetzt, innerhalb jedes Zeitrasters ho¨chstens ein Ereignis bearbeitet, da alle Si-
mulationszeiten verschieden sind. Eﬀektiv hat man bei einer ungu¨nstigen Verteilung der Eintritts-
zeitpunkte der Ereignisse einen stark aufgebla¨hten sequentiellen Simulator. Die ereignisgesteuerte
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Simulation beno¨tigt jedoch unter der Annahme, daß alle Ereignisroutinen in etwa gleich lange
Berechnungsdauer haben, nur 7 statt 12 Zeitraster.
Gleichzeitig oﬀenbart das Beispiel aber auch eine Schwa¨che des Verfahrens. Die Empfangsereig-
nisse ko¨nnen nicht vor den sie generierenden Sendeereignissen ausgefu¨hrt werden. Existieren nun
lange Ketten von Nachrichten, ohne daß weitere lokale Ereignisse vorhanden sind, ist die Verarbei-
tung der Ereignisse auch hier zwangsla¨uﬁg sequentiell. Das Einplanen dieser Ereignisse wird ggf.
durch die Nachrichtenlaufzeiten weiter verzo¨gert, die es im sequentiellen Simulator nicht gibt.
Leider reicht die Lamport-Zeit zur Erhaltung der kausalen Abha¨ngigkeiten aber nicht aus, da
fu¨r parallele ereignisgesteuerte Simualtion die korrekte Reihenfolge der Simulationszeitstempel und
nicht die Ausfu¨hrung der Ereignisse in ihrer realen Generierungsreihenfolge maßgeblich ist. Abb.
2.10 veranschaulicht diese Problematik. Die horizontalen Achsen stellen diesmal die Realzeit dar
und ein Punkt ist der reale Erzeugungszeitpunkt eines Ereignisses, anhand dessen sein Lamport-
Zeitstempel generiert wird.
Jeﬀerson weist auf diesen Umstand hin, indem er das Problem der Reihenfolgeerhaltung
bezu¨glich der Simulationszeit als invers zu Lamports logischen Uhren bezeichnet [JEF85a]. Bei
Lamport geht es darum, beliebigen Ereignisse Zeitstempel, die die kausale Erzeugungsreihenfolge
respektieren, zuzuteilen. In der diskreten ereignisgesteuerten Simulation existieren bereits vergleich-
bare Zeitstempel fu¨r die Simulationszeit. Diese geben die Kausalita¨t und geforderte Anordnung
bereits vor. In der Regel weicht die dadurch deﬁnierte Reihenfolge von der Folge der realen Ge-
nerierung jedoch ab. In Abb. 2.10 fu¨hrt also die Zuordnung eines Lamport-Zeitstempels zu keiner
Lo¨sung der Kausalita¨tsproblematik. Es kann dadurch lediglich auf die Reihenfolge, in der Ereignisse
generiert wurden, aber keinesfalls auf ihre letztendliche Ausfu¨hrungsreihenfolge in einem Simulati-
onslauf geschlossen werden.
2.3.3 Weitere Vorgehensweisen
Der Vollsta¨ndigkeit halber sollen noch drei weitere Parallelisierungsansa¨tze erwa¨hnt werden.
• Funktionale Parallelisierung [COM84a], [VEL92a] teilt die Simulationshilfsfunktionen wie Er-
eignisverwaltung, Eingabe- und Ausgabeoperationen, Statikstikmodule und Zufallszahlenge-
nerierung auf mehrere Prozessoren auf. Comfort untersuchte diese Vorgehensweise am Beispiel
der Schaltkreissimulation und fand wenig Beschleunigungspotential.
• Ebenso verspricht auch die in vielen Bereichen des wissenschaftlichen Rechnens eingesetzte
Vektorisierung durch parallelisierende Kompiler keinen großen Erfolg [CHB83a].
• Der Einsatz von unabha¨ngigen parallelen Simulationsla¨ufen schließlich ist dort berechtigt, wo
verschieden parametrisierte Testla¨ufe durchgefu¨hrt werden mu¨ssen [HEI86a]. Dieses Verfahren
ist jedoch trivial und nur dort hilfreich, wo viele nicht aufeinander aufbauende Tests beno¨tigt
werden.
Wir kommen nun zuru¨ck zur ausfu¨hrlichen Beschreibung der Basisverfahren der PDES, die fu¨r
die Realisierung der in dieser Arbeit durchgefu¨hrten Untersuchungen relevant sind. In der Literatur
werden zwei grundsa¨tzliche Verfahren zur Synchronisation der lokalen Simulatoren beschrieben, die
entsprechend ihrem grundsa¨tzlichen Vorgehen als konservativ bzw. optimistisch bezeichnet werden.
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2.4 Konservative Verfahren
Die Idee der konservativen Simulationsalgorithmen geht auf nahezu zeitgleich vero¨ﬀentlichte
Ansa¨tze von Bryant [BRY77a, BRY79a] und Chandy und Misra [CHM78a, CHM79a] zuru¨ck
und wird in der Literatur deshalb auch als Chandy-Misra-Bryant-Verfahren (CMB) bezeichnet
[SUS88a, BRI90a, SOU92a]. Weiterhin wird ein weiterer konservativer Ansatz von Peacock, Wong
und Manning beschrieben [PWM79a] und Link-time-Algorithmus genannt.
Grundgedanke aller konservativen Ideen ist die Bemu¨hung, Kausalita¨tsverletzungen in jedem
Fall zu vermeiden, indem Ereignisse stets in nicht fallender Zeitstempelreihenfolge simuliert werden.
Fujimoto bezeichnet diese Eigenschaft als local causality constraint [FUJ90a]. Misra verwendet
dafu¨r den Begriﬀ realizability [MIS86a], wonach ein Simulator nur aufgrund seines lokalen Wissens
agiert und bei Ausfu¨hrung von Aktionen nur zuru¨ckliegende Ereignisse maßgeblich sind. Um diese
Bedingungen zu garantieren, werden zwei wichtige Voraussetzungen gemacht.
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Abbildung 2.11: Struktur eines LPs bei konservativer Synchonisation
• Nachrichten werden u¨ber Kana¨le verschickt, die genau einen Sender-LP mit einem Empfa¨nger-
LP verbinden. Diese Kana¨le mu¨ssen die FIFO-Eigenschaft erfu¨llen, d.h. zwei Nachrichten
zwischen einem festen Paar von LPs werden beim Ziel in der Absendereihenfolge empfangen.
Fu¨r bidirektionale Kommunikation werden zwei entgegengesetzt orientierte Kana¨le beno¨tigt.
• Ein Simulator verwendet die Zeitstempel der entgegengenommenen Ereignisnachrichten als
Garantien. Aufgrund einer topologischen Analyse wird vor Simulationsbeginn ermittelt, von
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welchen anderen Simulatoren Nachrichten eintreﬀen ko¨nnen. Diese Kommunikationskana¨le
erhalten auf Empfa¨ngerseite Zeitstempel, die dem Zeitstempel der letzten empfangenen Nach-
richt entsprechen. Dabei wird fu¨r die Garantieberechnung im konservativen Grundalgorithmus
der Ausfu¨hrungszeitpunkt des in der Nachricht enthaltenen Ereignisses verwendet, der mit
dem Zeitstempel des Senders u¨bereinstimmen muß. Ein Nachrichtenkanal kann also keine
Verzo¨gerung bezu¨glich der Simulationszeit modellieren. Dadurch wird sichergestellt, daß alle
Nachrichten eines Kanals eine nichtfallende Zeitstempelreihenfolge besitzen. Ein leerer Kanal,
u¨ber den noch keine Nachricht empfangen wurde, hat den Zeitstempel des Simulationsbeginns.
Jeder Simulator fu¨hrt stets nur lokale Ereignisse aus, deren Simulationszeitpunkt kleiner ist
als das Minimum aller Kanalzeitstempel. Wird außerdem die (unrealistische) Annahme ge-
macht, daß alle Zeitstempel, die ein Simulator verarbeitet, unterschiedlich sind, so ko¨nnen
auch Ereignisse mit dem Zeitstempel des Minimums bereits ausgefu¨hrt werden.
In Abb. 2.11 ist das Minimum der Eingangskanalzeiten 3. Alle Ereignisse mit kleinerem Zeit-
stempel ko¨nnen sicher ausgefu¨hrt werden. Das letzte Ereignis wurde zum Zeitpunkt tlocal = 1
ausgefu¨hrt. Weiterhin hat der Simulator LP1 das Wissen (Lookahead), daß er das na¨chste
Ereignis fru¨hestens in 9 Zeiteinheiten ausfu¨hrt. Deshalb kann er ausgehende vom aktuellen
Wert tlocal seinen nachfolgenden LPs die Garantie t = 10 geben.
Die beiden Bedingungen garantieren, daß alle Ereignisse in einer korrekten kausalen Reihenfolge
abgearbeitet werden. Die Begru¨ndung dafu¨r liegt in folgenden U¨berlegungen.
• Ein Simulator, der keine eingehenden Nachrichtenkana¨le hat, bearbeitet seine Ereignisse stets
in aufsteigender Reihenfolge und liefert somit kausal korrekte Ergebnisse. Ereignisnachrichten,
die er an andere Simulatoren verschickt, tragen somit aufsteigend sortierte Zeitstempel.
• Durch die FIFO-Eigenschaft der Kana¨le bleibt die Zeitstempelreihenfolge wa¨hrend der U¨ber-
tragung erhalten. LP1 hat dadurch die Gewißheit, daß auf ein Ereignis, das er von LP2
empfangen hat, nur noch Ereignisnachrichten eintreﬀen werden, die zu einem spa¨teren Si-
mulationszeitpunkt generiert wurden und keinen Einﬂuß mehr auf ihre Vorga¨nger nehmen
ko¨nnen.
• Wird das Minimum aller Eingangskanalzeiten als Schranke fu¨r die Freigabe zur Simulation
eines lokalen Ereignisses verwandt, so kann mit Sicherheit davon ausgegangen werden, daß zu
einem spa¨teren Zeitpunkt weder lokale noch globale Ereignisse generiert werden, die Einﬂuß
auf die Vergangenheit dieses LPs nehmen ko¨nnten. Das jeweils kleinste Ereignis der Ereignisli-
ste ist deﬁnitiv das kleinste jemals von diesem lokalen Simulator noch auszufu¨hrende Ereignis
sofern sein Zeitstempel unterhalb dieser Schranke liegt.
Ausgehend von diesen Voraussetzungen ergeben sich zwei Varianten zur Realisierung konserva-
tiver Simulationsalgorithmen.
2.4.1 Deadlockvermeidung
Die Tatsache, daß ein leerer Kanal mit dem Simulationsstartzeitpunkt markiert wird, kann ebenso
wie die Tatsache, daß u¨ber einen Kanal extrem wenig Nachrichten verschickt werden (weil keine
dazugeho¨rigen Ereignisse existieren), dazu fu¨hren, daß ein LP sehr lange und im schlimmsten Fall
(bei einem u¨ber die gesamte Simulationszeit vollsta¨ndig leeren Kanal) bis zum Simulationsende
blockiert werden kann, weil er befu¨rchten muß, daß u¨ber ihn irgendwann dennoch eine Nachricht
mit kleinerem Zeitstempel als alle lokal bereits bekannten Ereignisse eintreﬀen ko¨nnte (Abb. 2.12).
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Solche langwierigen Blockaden fu¨hren zu einem Aushungern der betroﬀenen logischen Prozes-
se. Zu ihrer Behebung schlugen sowohl Bryant [BRY79a] als auch Chandy und Misra [CHM81a]
den Versand zusa¨tzlicher Kontrollnachrichten (sog. Nullnachrichten) vor, die zum eigentlichen Si-
mulationsvorgang keinen Beitrag liefern und an relevanter Information nur einen Zeitstempel des
Absenders tragen.
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Abbildung 2.12: Aushungern durch leere Kana¨le
Nach der Abarbeitung eines Ereignisses, die in der Regel eine Erho¨hung der lokalen Simulati-
onszeit bewirkt, werden neben den eigentlichen Ereignisnachrichten auch zusa¨tzliche Nachrichten
zum Propagieren der A¨nderung der lokalen Simulationszeit an alle LPs verschickt, zu denen der
bearbeitende LP ausgehende Kana¨le besitzt und die nicht ohnehin eine normale Ereignisnachricht
erhalten. Anhand der in den Nullnachrichten enthaltenen Zeitstempel, die der lokalen Uhr des
Senders entsprechen, lassen sich beim Empfa¨nger ggf. Kanalzeiten erho¨hen und weitere Ereignisse
ausfu¨hren. Da dadurch einige Deadlocks vermieden werden ko¨nnen, ist das Verfahren auch unter
dem Namen Deadlock-avoidance bekannt.
Ein wesentlicher Nachteil dieser Vorgehensweise ist jedoch die mitunter betra¨chtliche Erho¨hung
des Nachrichtenaufkommens. Um diesem Overhead zu begegnen, schlug Reynolds ein anfor-
derungsbasiertes Verfahren mit dem Namen SRADS (Shared-resource-algorithm-for-distributed-
simulation) vor [REY82a]. Hierbei kontrolliert ein Simulator in der Rolle eines Empfa¨ngers pe-
riodisch auf einer fu¨r Sender und Empfa¨nger gemeinsam zugreiﬀbaren Ressource selbst, ob neue
Ereignisse fu¨r ihn generiert wurden. Ist das nicht der Fall, so fordert er bei seinem Vorga¨nger des-
sen lokale Simulationszeit an, um eine Blockade zu vermeiden. Reichen die Garantien auch beim
angefragten LP nicht aus, so erkundigt dieser sich wiederum bei seinen Vorga¨ngern. Die Anzahl
zusa¨tzlicher Nachrichten wird damit stark reduziert, weil Kontrollnachrichten nur dann ﬂießen,
wenn sie wirklich beno¨tigt werden. Peacock, Wong und Manning schlagen einen Algorithmus vor
(Blocking-table) [PWM79a], der in einer Tabelle alle diejenigen Simulatoren verwaltet, die u¨ber
einen mitunter indirekten Pfad mit seinen Einga¨ngen verbunden sind. Diese werden bei fehlenden
Garantien mittels einer direkten Anfrage (Request) nach ihren lokalen Simulationszeiten befragt.
Requestbasierte Verfahren mu¨ssen so erweitert werden, daß bei kaskadierten Anfragen der ge-
samte bisher zuru¨ckgelegte Pfad (eine Liste der besuchten LPs) in den Requests mitgefu¨hrt wird
[MIS86a]. Erreicht eine Anfrage ihren Ausgangspunkt, wird der Zyklus erkannt und der Zeitstempel
des kleinsten Ereignisses innerhalb des Zyklus an alle beteiligten Prozesse propagiert. Bei Misra
legt die Antwort auf eine Anfrage den Weg in umgekehrter Richtung wieder zuru¨ck und aktualisiert
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dabei die Zeiten der benutzten Kana¨le. Derjenige LP, zu dem das minimale Ereignis geho¨rt, darf
die Simulation fortsetzen, sofern kein anderer, nicht zum Zyklus geho¨riger Kanal dies verbietet.
Im Rahmen der bisher beschriebenen Algorithmen ko¨nnen Modelle, die Zyklen enthalten,
schwerwiegende Probleme bereiten. Als einfaches Beispiel dieses Problems sollen zwei LPs be-
trachtet werden, die sich gegenseitig Nachrichten einplanen (Abb. 2.13). Diese Prozesse ﬁnden sich
bei Verwendung des Deadlock-avoidance-Algorithmus sofort nach dem Start in einem klassischen
Deadlock, weil jeder LP auf die Erho¨hung der Kanalgarantien durch den anderen wartet, selbst
aber aufgrund der ihm fehlenden Garantien nichts dazu beitragen kann, selbst ho¨here Zusagen zu
machen.
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Abbildung 2.13: Grundmodell eines zyklischen Deadlocks
Ein erster Ansatz zum Aufbrechen solcher Deadlocks kann die Verwendung zusa¨tzlichen appli-
kationsspeziﬁschen Wissens sein. Vermag ein LP festzustellen, wann er das na¨chste lokale Ereig-
nis fru¨hestens generieren bzw. ausfu¨hren wird, so besitzt er mit dieser Vorausschau (Lookahead)
ebenfalls die Information, wann er fru¨hestens Ereignisse fu¨r andere LPs erzeugen wird. In einem
Warteschlangennetz mit FCFS-Stationen la¨ßt sich diese Vorausschau bei der Ankunft jedes Jobs
direkt berechnen. Der Lookahead wird bei einem Nullnachrichten-Verfahren mit den Nachrichten
oder bei Requestmethoden mit der Antwort auf eine Anfrage kombiniert, um die aus diesen Werten
gewonnenen zusa¨tzlichen Garantien zu propagieren.
Zyklen lassen sich somit dann aufbrechen, wenn wenigstens ein beteiligter Simulator einen von
Null verschiedenen Lookahead besitzt. Fu¨r Simulationsmodelle, die diese Eigenschaft nicht garan-
tieren (z.B. Warteschlangen mit normalverteilter Bedienrate), ist Deadlock-avoidance mit Null-
nachrichten also nicht generell einsetzbar. Existiert jedoch bei den beteiligten LPs Lookahead, so
ist ein Fortschritt der Simulationszeit innerhalb eines Zyklus garantiert. Ist die Summe aller Looka-
heads innerhalb eines Zyklus sehr klein, so kann durch Requests oder Nullnachrichten jedoch immer
noch ein nicht unerheblicher Aufwand entstehen. Verfu¨gt im schlechtesten Fall nur ein Prozessor
u¨ber Lookahead, so verhalten sich die LPs im Zyklus nahezu wie bei zeitgesteuerter Simulation,
da sich quasi alle LPs zuna¨chst u¨ber Nullnachrichten synchronisieren, bevor ein (oder bei gleichen
Zeitstempeln vielleicht auch mehrere) Ereignisse ausgefu¨hrt werden ko¨nnen.
Bedauerlicherweise gelten diese U¨berlegungen auch fu¨r Kana¨le, u¨ber die lange keine Nachrich-
ten verschickt werden. Dadurch entstehen bei parallelen, konvergenten A¨sten in einem gerichteten
Graphen von LPs erhebliche Verzo¨gerungen bei der Zeitfortschaltung.
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2.4.2 Deadlockerkennung und -auﬂo¨sung
Eine andere Vorgehensweise la¨ßt das Entstehen von Deadlocks grundsa¨tzlich erst einmal zu und
sieht Maßnahmen vor, diese Deadlocks zu erkennen und durch geeignete Vorkehrungen die blockier-
ten Prozesse aus der Verklemmung zu befreien. Verfahren zur Auﬂo¨sungen von Deadlocks in ver-
teilten Simulationen wurden u.a. in [BRY79a, CHM81a, MIS86a] beschrieben. Jedoch werden von
diesen Algorithmen prinzipiell nur globale Deadlocks, an denen also alle LPs beteiligt sind, ent-
deckt. Die Zyklenauﬂo¨sung bei [PWM79a] und [REY82a] realisiert teilweise auch die Auﬂo¨sung
lokaler Deadlocks innerhalb der Zyklen. Die Erkennung von Deadlocks beruht bei den vorgeschla-
genen Methoden entweder auf einem zentralen Kontrollprozeß [DIS80a] oder dem Verfahren von
Chandy und Lamport [CHL85a] zur Berechnung verteilter Schnappschu¨sse.
Ein System, das (teilweise) in einen Deadlock gera¨t, kann sich nicht selbst daraus befreien.
Alle LPs, die blockieren, beﬁnden sich in einem passiven Zustand, aus dem sie nur durch einen
anderen Prozeß (z.B. durch Erhalt einer Nachricht, die ein Ereignis oder eine Garantie entha¨lt)
wieder in den aktiven Zustand versetzt werden ko¨nnen. Beﬁnden sich nur einige oder alle Prozesse
im passiven Zustand und erhalten sie keine Nachrichten mehr von anderen Prozessen, so beﬁndet
sich das System in einem lokalen bzw. globalen Deadlock.
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Abbildung 2.14: Globaler und lokaler Deadlock
Weitere Ansa¨tze zur Deadlockerkennung in verteilten Systemen und dem allgemeineren Pro-
blem der Generierung von Schnappschu¨ssen ﬁnden sich in [MAT89d]. Prinzipiell lassen sich zur
Entdeckung eines Deadlocks alle Algorithmen einsetzen, die eine verteilte Terminierungserkennung
durchfu¨hren [MAT87a]. Die Erkennung von Terminierung in verteilten Systemen ist jedoch nicht
trivial. Insbesondere die Tatsache, daß es keine globale Sicht auf einen konsistenten Zustand eines
verteilten Systems gibt, ist sehr problematisch. Außerdem mu¨ssen bei der Berechnung neben den
direkten Informationen u¨ber die lokalen Zusta¨nde der Prozesse, deren Ensemble den gemeinsamen
Zustand zu einem virtuell gleichzeitigen Zeitpunkt approximiert, auch die Nachrichten, die wa¨hrend
der Beobachtung noch auf Kana¨len unterwegs sind und die Teile der Zustandsinformationen bein-
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halten, beru¨cksichtigt werden.
Chandy und Misra schlagen zur Deadlockerkennung einen zentralen Kontrollprozeß vor, der
nach dem Terminierungserkennungsverfahren von Dijkstra und Scholten [DIS80a] arbeitet. Prinzi-
piell handelt es sich dabei um ein Kreditverfahren, das auf einem Spannbaum mit dem zentralen
Prozeß als Wurzel arbeitet. Mattern stellte einen darauf basierenden Algorithmus vor, der jedoch die
Berechnung eﬃzienter gestaltet und in dem ein beliebiger an der verteilten Berechnung beteiligter
Prozeß die Rolle der Wurzel u¨bernehmen und die Erkennung initiieren kann [MAT89f].
Chandy und Misra fu¨hren auch die Situation des Aushungerns einzelner LPs aufgrund leerer
Parallela¨ste auf eine Deadlocksituation zuru¨ck. Jedoch beruht ihre Sichtweise auf dem zugrunde-
liegenden synchronen Kommunikationsmodell. Eine Nachricht kann im beschriebenen Ansatz nur
dann verschickt werden, wenn der Kommunikationspartner zum Empfang bereit ist. Das Kom-
munikationsschema folgt dem von Hoare entwickelten CSP (Communicating-sequential-processes)
[HOA78a] mit einer limitierten Anzahl von Puﬀerpla¨tzen fu¨r Nachrichten jedes Kommunikationska-
nals. In diesem Ansatz kann es auch zu Deadlocks aufgrund des Kommunikationssystems kommen.
In vielen Fa¨llen spiegeln Deadlocks nicht das Verhalten des zugrundeliegenden Modells wider,
sondern sind durch Modellierung und Implementierungsverfahren fu¨r das Simulationsmodell be-
gru¨ndet. In den realen Systemen (und sequentiellen Simulatoren) treten meist gar keine Deadlocks
auf. Erst durch fehlerhafte Synchronisations- oder Kommunikationsmechanismen oder aufgrund bei
der Verteilung eingefu¨hrter (zyklischer) Abha¨ngigkeiten werden Mo¨glichkeiten zur Verklemmung ge-
neriert, die sich nicht immer vermeiden lassen. Eine sehr sorgfa¨ltige Planung und Umsetzung ist
deshalb bei der Realisierung paralleler Simulationsverfahren von No¨ten. Das gilt natu¨rlich ganz
allgemein fu¨r alle parallelen Algorithen und ist insofern nicht nur fu¨r die verteilte Simulation sym-
ptomatisch.
2.5 Optimistische Verfahren
Sa¨mtliche optimistischen Verfahren der PDES stellen im Grunde Variationen und Optimierungen
des von Jeﬀerson und Sowizral entwickelten Time Warp dar [JES85a, JEF85a]. Grundannahme der
optimistischen Algorithmen ist, daß Blockaden, die in konservativen Verfahren zur Kausalita¨tswah-
rung eingesetzt werden, sich im Nachhinein oft als unno¨tig herausstellen. In dieser Zeit ko¨nnte,
unter der Annahme, daß keine weiteren Ereignisse generiert sondern lediglich auf eine Erho¨hung
von Garantien gewartet wird und folglich auch keine Kausalita¨tsverletzung erfolgt, sinnvolle Arbeit
zum Simulationsfortschritt geleistet werden. Fu¨r die seltenen Fa¨lle, in denen dennoch vergange-
ne Ereignisse nachtra¨glich auftreten, werden entsprechende Vorkehrungen zum Zuru¨cksetzen und
Wiederholen der Simulation getroﬀen.
2.5.1 Arbeitsweise des Time Warp
Im Time Warp werden alle Ereignisse von einem LP sofort in ihrer lokalen Ereignisreihenfolge
ausgefu¨hrt. Dabei werden in regelma¨ßigen Absta¨nden – der Grundalgorithmus schla¨gt dies nach je-
der Ereignisausfu¨hrung vor – Sicherungen des lokalen Zustands (Checkpoints) erzeugt, um notfalls,
d.h. bei Eintreﬀen einer Nachricht in der Vergangenheit (vor der lokalen virtuellen Zeit, LVT), auf
einem fru¨heren konsistenten Zustand unmittelbar vor dem Eintrittszeitpunkt des verspa¨teten Er-
eignisses (Straggler) aufsetzen zu ko¨nnen. Dieses Zuru¨cksetzen gleicht dem Zuru¨ck- oder Aufrollen
der gespeicherten Zustandsfolge entgegen der Zeitachse und wird als Rollback bezeichnet. Siche-
rungsverfahren werden u.a. auch in langlaufenden sequentiellen Programmen verwendet, um im Fall
eines Programmfehlers oder Rechnerabsturzes eine Berechnung nicht vollsta¨ndig neu durchfu¨hren
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zu mu¨ssen. In Datenbanken sind bei Sperrverfahren ebenfalls Ru¨cksetzaktionen mit Aufsetzen auf
einem konsistenten Zustand bei Transaktionsabbru¨chen z.B. aufgrund von Konﬂikten bei der Ak-
quisition von Sperren anzutreﬀen. Die Abarbeitung von de fakto noch unsicheren Ereignissen in der
Simulation entspricht damit in etwa dem Start einer Transaktion unter der Annahme, man werde
alle beno¨tigten Sperren erhalten.
Zwangsla¨uﬁg generieren in einem verteilten Simulator die einzelnen LPs auch Ereignisnach-
richten, die an die anderen LPs verschickt werden. Im Falle eines Rollbacks mu¨ssen deshalb auch
die extern ausgelo¨sten Ereignisse widerrufen werden. Zu diesem Zweck erhalten alle Nachrichten
ein zusa¨tzliches Kennzeichen, das konventionelle Ereignisnachrichten mit einem ”+” als positive
Nachrichten markiert. Die Auswirkungen einer positiven Nachricht werden durch Versenden eine
identischen Nachricht allerdings mit negativer Markierung ”-” widerrufen. A¨hnlich dem Konzept
von Materie-Antimaterie-Auslo¨schung heben sich die korrespondierenden Ereignisnachrichten mit
unterschiedlichen Vorzeichen beim Aufeinandertreﬀen auf. Als Teil der Zustandssicherung werden
deshalb neben den Werten der lokalen Zustandsvariablen auch alle Nachrichten, die verschickt
werden, als sogenannte Antinachrichten (mit negativem Vorzeichen) nach ihrem Absendezeitpunkt
sortiert in einer Ausgangsliste (Output-Queue) gespeichert. Ebenso verwaltet ein Empfa¨nger alle
erhaltenen Nachrichten nach Empfangszeitstempel sortiert in einer Input-Queue (Abb. 2.15).
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Abbildung 2.15: Struktur eines LPs im Time Warp
Die Kommunikation zwischen zwei LPs muß bei Time Warp nicht mehr dem FIFO-Prinzip
entsprechen. Deshalb kann es geschehen, daß eine Antinachricht vor der zugeho¨rigen positiven
Nachricht beim Ziel eintriﬀt. Sie wird ebenso wie gewo¨hnliche Nachrichten bei der Ankunft gespei-
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chert. Allerdings werden fu¨r Antinachrichten keine Ereignisse in die Ereignisliste eingetragen. Triﬀt
spa¨ter die zugeho¨rige Nachricht ein, so lo¨schen sich beide gegenseitig aus, ohne daß es weiterer Ak-
tionen bedarf. Dasselbe gilt, wenn die Ereignisnachricht bereits in der Input-Queue vorhanden ist,
aber das zugeho¨rige Ereignis noch nicht abgearbeitet wurde. Beide Nachrichten und das Ereignis
werden entfernt.
Der eigentlich kritische Fall liegt vor, wenn ein Ereignis bereits bearbeitet ist und anschließend
durch eine Antinachricht widerrufen wird. Dann wird (wie bei einem verspa¨teten Ereignis) ein
sekunda¨rer Rollback beim Ziel-LP ausgefu¨hrt, der wiederum durch Versenden weiterer Antinach-
richten zusa¨tzliche Rollbacks verursachen kann. Das von Jeﬀerson beschriebene Verfahren garantiert
jedoch, daß die Tiefe aller Rollbacks durch den Zeitstempel des kleinsten noch nicht bearbeiteten
Ereignisses im System begrenzt wird [JEF85a]. Dieser Zeitpunkt wird auch als Global-virtual-time
(GVT) bezeichnet. Die GVT beschreibt den Gesamtfortschritt der Simulation und ist eine monoton
wachsende Gro¨ße. Zu ihrer Berechnung mu¨ssen wie bei Deadlockerkennungsalgorithmen sowohl lo-
kal vorhandene Ereignisse als auch Nachrichten, die noch unterwegs (intransit) sind, beru¨cksichtigt
werden.
Die Freiheit, einen LP nicht blockieren zu mu¨ssen, wird in optimistischen Verfahren somit durch
zusa¨tzlichen Speicherplatzbedarf erkauft. Dieser Bedarf kann bei gro¨ßeren Modellen dramatisch
steigen, so daß geeignete Vorkehrungen zur Freigabe nicht mehr beno¨tigter Sicherungskopien von
Zusta¨nden und Nachrichten beno¨tigt werden. Da ein Rollback nicht hinter die GVT zuru¨ckfu¨hren
kann, werden alle Sicherungsdaten mit kleineren Zeitstempel nicht mehr beno¨tigt. Allerdings muß
stets der Checkpoint, der unmittelbar vor dem aktuellen Wert der GVT erstellt wurde, aufbewahrt
werden, da ein Rollback auch exakt auf die GVT zuru¨ckfu¨hren kann. Nachfolgend werden Aspekte
bei der GVT-Berechnung sowie Varianten des Time Warp beschrieben.
2.5.2 GVT-Berechnungen
Zur Berechnung der GVT ko¨nnen beliebige Algorithmen, die einen verteilten Schnappschuß gene-
rieren oder verteilte Terminierung erkennen, eingesetzt werden [MMS91a]. Allerdings wird in den
meisten Fa¨llen nicht der exakte Wert der GVT sondern eine Approximation ermittelt, die analog
zur echten GVT-Funktion monoton wa¨chst und eine untere Schranke fu¨r den realen Wert darstellt
(Abb. 2.16). Ziel eines guten GVT-Algorithmus ist, die Diﬀerenz zwischen ermitteltem und realem
Wert gering zu halten, damit die Freigabe nicht mehr beno¨tigter Sicherungsdaten so schnell wie
mo¨glich erfolgen kann.
Dieses Hinterherhinken des berechneten Werts ist dadurch begru¨ndet, daß zur Berechnung ei-
nes verteilten Schnappschusses Zeit verbraucht wird. Die Initiierung des Schnappschusses und das
Einsammeln der lokalen Zusta¨nde der einzelnen Prozessoren erfolgt u¨ber Nachrichten. Da die ei-
gentliche Simulation wa¨hrend der GVT-Berechnung nicht angehalten werden soll, sind die ermit-
telten Daten bei ihrem Eintreﬀen im Koordinatorprozeß ggf. bereits veraltet. Der ermittelte Wert
repra¨sentiert somit lediglich den Wert der GVT zu einem virtuell gleichzeitigen Punkt auf der Real-
zeitachse, der zwischen Start- und Stoppzeitpunkt der GVT-Berechnung liegen kann (Abb. 2.17).
Bei Bekanntgabe eines neuen Approximationswerts der GVT ist die reale GVT in der Regel bereits
weiter fortgeschritten. Samadi [SAM85a], Bauer und Sporrer [BSK92a] sowie Aji, Palaniswamy und
Wilsey [APW93a] beschreiben Verfahren, die u¨ber einen zentralen Kontrollprozeß die Berechnung
koordinieren. Dezentrale Berechnungsansa¨tze ﬁnden sich in [CHL85a] und [MAT89d, MAT93a].
Auf dem Basisalgorithmus des Time Warp setzen viele Modiﬁkationen auf, die eine Optimie-
rung des Grundverfahrens zum Ziel haben. Dabei la¨ßt sich nach Optimierung der Laufzeit und
Beschra¨nkung der Speicheranforderungen unterscheiden, wobei die einzelnen Verfahren nicht unbe-
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dingt eindeutig einem der beiden Bereiche zugeordnet werden ko¨nnen. Außerdem sind einige Verfah-
ren speziell auf das zugrundeliegende Kommunikationsmodell abgestimmt (gemeinsamer Speicher
oder nachrichtenbasiert).
t
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Abbildung 2.16: Approximation der GVT
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Abbildung 2.17: Rechenzeitbedarf fu¨r GVT-Berechnung
2.5.3 Lazy-cancellation
Im Basisverfahren der optimistischen Simulation werden bei einem Rollback sofort alle zu ver-
schickenden Antinachrichten an ihre Empfa¨nger gesandt. Diese Methode zur Auslo¨schung externer
Eﬀekte einer mo¨glicherweise fehlerhaften Berechnung wird deshalb auch als Aggressive-cancellation
bezeichnet. Wird jedoch nach dem Rollback wieder eine identische Nachrichtenfolge generiert, so
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stellt sich diese Aggressivita¨t als u¨bereilt und u¨berﬂu¨ssig heraus3. Gafni schlug deshalb das Verfah-
ren der Lazy-cancellation vor [GAF88a], das bei einem Rollback die entsprechenden Antinachrich-
ten nur als potentielle Kandidaten fu¨r einen spa¨teren Versand markiert. Bei der Generierung neuer
Nachrichten im Anschluß an einen Rollback wird zuna¨chst getestet, ob eine bis auf das Vorzeichen
identische, markierte Nachricht existiert, weil die neue Nachricht vor einem Rollback bereits einmal
an den Empfa¨nger verschickt wurde. In diesem Fall ist die neue Nachricht u¨berﬂu¨ssig und kann
weggeworfen werden. Außerdem wird die Markierung der Antinachricht entfernt. Findet sich in
der Output-Queue keine passende Antinachricht, so wird die neu generierte Ereignisnachricht ganz
normal verschickt.
Gleichzeitig wird nach der Abarbeitung von Ereignissen die Output-Queue dahingehend unter-
sucht, ob markierte Antinachrichten mit Zeitstempeln, die kleiner als die lokale Simulationszeit sind,
existieren. Dies sind die eﬀektiv zu versendenden Antinachrichten, da ihre zugeho¨rigen Ereignisse
im korrigierten Simulationslauf nicht wieder generiert wurden. Das Versenden von Antinachrichten
erfolgt bei Lazy-cancellation also mitunter wesentlich spa¨ter als bei der aggressiven Variante. Die
Reduktion des Nachrichtenaufwands ist somit gegen die Folgen eines verspa¨teten Widerrufs feh-
lerhafter Ereignisse abzuwa¨gen. Tendenziell zeigen Untersuchungen, daß sich Lazy-cancellation im
allgemeinen bezu¨glich der Laufzeiten besser verha¨lt als die aggressive Version [LCU88a], obwohl
sich Szenarien ﬁnden lassen, in denen sich jedes Verfahren nahezu beliebig schlecht im Vergleich
zum anderen verha¨lt [RFB90a, JER91a, GUN94a].
2.5.4 Lazy-reevaluation
Einen a¨hnlichen, allerdings auf dem Vergleich von Zusta¨nden beruhenden Ansatz stellt Lazy-
reevaluation dar [WES88a]. Dabei wird vor der Ausfu¨hrung des Rollbacks ein Vergleichszustand
berechnet, der das verspa¨tete Ereignis (Straggler) bzw. die Antinachricht beru¨cksichtigt. Stimmen
die Zusta¨nde ohne und mit Ausfu¨hrung der Korrektur u¨berein, so hat dieses Ereignis keinen direk-
ten Einﬂuß auf den lokalen Zustand. Die Ausfu¨hrung eines Rollbacks ist deshalb nicht no¨tig. Der
Vergleich von Zusta¨nden kann jedoch auch hohe Komplexita¨t haben und erfordert entsprechende
Unterstu¨tzung durch den Programmierer des Simulationsmodells. Diese Vorgehensweise erschwert
wiederum die einfache Verwendung eines mo¨glichst generischen verteilten Simulators. Palaniswamy,
Aji und Wilsey entwickelten einen Schaltkreissimulator mit Lazy-reevaluation [PAW92a] und als
weitere Variante Rollback-relaxation, bei dem anhand einer Analyse vor Simulationsbeginn fest-
gelegt wird, welche Ereignistypen, bei welchen Objekten Zustandsa¨nderungen bewirken. Danach
wird entschieden, wann eine Sicherung des Zustands und Rollbacks u¨berhaupt no¨tig sind. A¨hnli-
che auf dem Vergleich von Zusta¨nden und der Kategorisierung nach zustandsa¨ndernden und nicht
a¨ndernden Ereignissen beruhende Verfahren ﬁnden sich bei [SBW88a, WLB88a].
2.5.5 Optimierung des Widerrufs von Antinachrichten
Um den Nachteil der verspa¨teten Revokation fehlerhafter Antinachrichten wenigstens teilweise zu
kompensieren, sollten Antinachrichten nach Mo¨glichkeit ho¨her priorisiert werden, so daß sie be-
vorzugt vor anderen Nachrichtentypen behandelt werden. Dies setzt natu¨rlich eine entsprechende
Unterstu¨tzung durch das Kommunikationssystem voraus. Zwei weitere Verfahren, die Divergenz
der LPs bezu¨glich der Simulationszeiten einzuda¨mmen, sind die sogenannten Wolf-calls und Direct-
cancellation. Ein Wolf-call ist eine spezielle Kontrollnachricht, mit der diejenigen Zielprozesse, die
3Dieser Fall kann Auftreten, wenn ein Ereignis keine relevanten Zustandsa¨nderungen auslo¨st wie z.B. der Signal-
wechsel eines Eingangs am OR-Gatter, wenn der zweite Eingang permanent auf ”1” liegt.
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innerhalb einer gewissen Umgebung des Initiators liegen, generell ohne Speziﬁkation konkreter An-
tinachrichten u¨ber mo¨glicherweise falsche Berechnungen des Absenders informiert werden, um so
die Berechnungen der Zielprozessoren zu verzo¨gern, indem ein Rollback auf die LVT des Initiators
durchgefu¨hrt wird. Dadurch soll die Fortpﬂanzung der fehlerhaften Ergebnisse gebremst werden
[MWM88a].
Direct-cancellation ist in Shared-memory-Systemen anwendbar und lo¨scht fehlerhafte Ereignisse
u¨ber einen in der Output-Queue gespeicherten Zeiger auf die zugeho¨rige Nachricht im Speicher des
Zielsimulators [FUJ89d].
Weiterhin kann durch Kombination mehrerer Antinachrichten zu einer la¨ngeren Nachricht
(Packen) zum einen die Gesamtanzahl gesendeter Nachrichten gesenkt und außerdem alle An-
tinachrichten, die vom selben Rollback ausgelo¨st werden, auch auf dem Zielsimulator als ein einziger
Rollback abgearbeitet werden. Matsumoto und Taki schlagen fu¨r FIFO-Kana¨le den Versand der
a¨ltesten Antinachricht vor, die implizit alle spa¨teren Nachrichten desselben Absenders beim Ziel
ebenfalls lo¨scht [MAT92a].
2.5.6 Speicherbedarf
Das Ziel der bisher geschilderten Modiﬁkation des Time Warp ist im wesentlichen die Optimierung
der Laufzeit durch Reduktion speziﬁschen Overheads, der durch die verteilte Programmierung und
damit notwendige Synchronisation eingefu¨hrt wurde.
Ein ebenfalls nicht zu vernachla¨ssigender Gesichtspunkt ist die Kontrolle des Speicherbedarfs
einer verteilten Applikation. Durch die Verteilung des Modells auf mehrere Prozessoren wird es
manchmal erst mo¨glich, Modelle mit einem fu¨r einen einzelnen Rechner zu hohen Speicheraufwand
zu simulieren. Dennoch ko¨nnen gerade die zusa¨tzlichen Verwaltungsstrukturen und das starke An-
wachsen von Sicherungsdaten im Time Warp aufgrund des Auseinandertriftens der lokalen Uhren
aller LPs den durch die Verteilung zusa¨tzlich verfu¨gbare Speicher ausschließlich hierfu¨r aufbrauchen.
Ein intelligentes Speichermanagement ist deshalb fu¨r TimeWarp-Verfahren no¨tig. Sokol, Briscoe
und Wieland schlagen eine Beschra¨nkung der zur Simulation freigegebenen Ereignisse durch ein
sich am Fortschritt der GVT orientierendes Simulationszeitfenster fester Gro¨ße vor [SBW88a].
Alle Ereignisse innerhalb dieses Moving-time-windows (MTW), das fu¨r alle LPs denselben festen
Wert besitzt, du¨rfen ausgefu¨hrt werden. Existieren keine solchen Ereignisse mehr, so blockiert der
zugeho¨rige LP, bis sich das Fenster (durch Erho¨hung der GVT) weiterbewegt hat. Aufgrund der
zeitlichen Limitation laufen die lokalen Uhren der Simulatoren nicht mehr so stark auseinander,
so daß der Speicherbedarf der Verwaltungsstrukturen ebenfalls, abha¨ngig von der Fenstergro¨ße,
begrenzt bleibt.
Fu¨r Extremfa¨lle, in denen ein LP beim Empfangsversuch einer neuen Nachricht dennoch an die
Grenze der verfu¨gbaren Speicherkapazita¨t gelangt, schla¨gt Gafni vor, eine beliebige andere Ereig-
nisnachricht mit gro¨ßerem Zeitstempel als das neue Ereignis an ihren Absender zuru¨ckzuschicken
[GAF85b]. Die Auswahl der Nachricht ist dabei beliebig. Dadurch kann der Empfa¨nger die Nach-
richt mit kleinerem Zeitstempel nun annehmen und verarbeiten. Die zuru¨ckgeschickte Nachricht
lo¨st bei ihrem urspru¨nglichen Sender ggf. ebenfalls einen Rollback aus und lo¨scht dabei ihr Origi-
nal. Da es sich um keinen Straggler im eigentlichen Sinne handelt, wird die Nachricht spa¨ter erneut
generiert und wieder versendet. Zu diesem Zeitpunkt wird erwartet, daß der Empfa¨nger aufgrund
fortgeschrittener GVT und durchgefu¨hrter Garbage-collection oder aufgrund anderer Rollbacks
dann wieder u¨ber freien Speicher zu ihrer Bearbeitung verfu¨gt.
Eine Optimierung von Gafnis Verfahren stellt Jeﬀersons Cancelback-Protokoll dar [JEF90a]. Bei
Speicherknappheit wird unabha¨ngig von der verursachenden Komponente (Checkpointing, Input-
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oder Output-Queue) eine beliebige der folgenden Aktionen ausgelo¨st. Dabei kann
• eine beliebige Nachricht der Input-Queue an den Absender zuru¨ckgeschickt, oder
• eine beliebige Antinachricht der Output-Queue verschickt, oder
• ein lokaler Zustand gelo¨scht werden, woraufhin in der Regel ein Rollback ausgefu¨hrt wird,
sofern Checkpoints nach jedem Ereignis beno¨tigt werden.
Alle Alternativen sorgen dafu¨r, daß lokal und auch auf den anderen involvierten Prozesso-
ren Speicher freigegeben wird und somit eine drohende Verklemmung der LPs vermieden werden
kann. Außerdem garantiert das Verfahren, daß die Simulation, wenn auch unter starken zeitlichen
Verzo¨gerungen, u¨berhaupt beendet werden kann und im Extremfall sogar nicht mehr Speicherplatz
beno¨tigt als ein sequentieller Simulator (der, wie bereits erwa¨hnt, aber bei großen Modellen ggf. auf
einem einzigen Rechner nicht ausgefu¨hrt werden kann). Ein konservatives Verfahren kann dagen
mitunter ein (konstantes) Vielfaches an Speicher beno¨tigen [LLB89b, JEF90a]. Die Speichermini-
malita¨t des Time Warp wurde insbesondere auf Shared-memory-Systemen beobachtet [FUJ89b].
Voraussetzung ist jedoch, daß der Nachrichtenversand atomar mit Nachrichtenlaufzeiten in Null-
Zeit erfolgt und die GVT stets aktuell und ebenfalls atomar zugreifbar ist. Auf Architekturen mit
verteiltem Speicher sind aus diesen Gru¨nden einige Abstriche hinsichtlich der Speicherminimalita¨t
zu machen. Außerdem kann von einer zeitlichen Optimierung in beiden Fa¨llen keine Rede mehr
sein.
2.5.7 Zustandssicherung
Schließlich existieren auch noch verschiedene Varianten bezu¨glich der Sicherung der Zustandsvaria-
blen, mit deren Hilfe eine Reduktion des Speicherbedarfs erreicht werden soll. Lin und Lazowska
schlagen eine periodische Sicherung des Zustands in einem festen, gro¨ßeren Abstand als nach je-
der Ereignisabarbeitung vor [LIL89a]. Dieses Verfahren wird mit erho¨hten Kosten fu¨r Rollbacks
erkauft, da nicht mehr nach jedem Event aktuelle Zustandsdaten vorliegen. Es muß somit auf einen
a¨lteren Checkpoint zuru¨ckgegriﬀen werden, wodurch die Tiefe des Rollbacks und die Anzahl der
zuru¨ckgesetzten und nochmals auszufu¨hrenden Ereignisse erho¨ht wird. Die Autoren entwickelten
zur Ermittlung eines optimalen Abstands eine Formel, die auf verschiedenen Parametern wie mitt-
lere Rollbacktiefe und Aufwand fu¨r die Erstellung eines Checkpoints, sowie Nachrichtenaufkommen
und Kosten eines Simulationsschritts beruht. In [APW93a] wird aufgrund empirischer Untersu-
chungen an Schaltkreissimulationen ein Intervall von 7 – 10 Ereignissen als optimale Gro¨ße fu¨r das
Checkpointing ermittelt.
Eine Alternative zum periodischen Checkpointing stellt die inkrementelle Zustandssicherung
dar, die lediglich die von einem Ereignis ausgelo¨sten A¨nderungen protokolliert. Sie empﬁehlt sich,
wenn Modiﬁkationen anhand weniger Zustandsvariablen leicht zu identiﬁzieren und nicht umfang-
reich sind. Es werden a¨hnlich wie bei Datenbanken Undo-Informationen zu den abgearbeiteten
Ereignissen gespeichert. Allerdings erho¨ht sich auch hier der Aufwand fu¨r Rollbackbearbeitung,
da alle Ereignisauswirkungen quasi schrittweise wieder ru¨ckga¨ngig gemacht werden mu¨ssen (Abb.
2.18). Fu¨r die Schaltkreissimulation beschreiben Bauer, Sporrer und Krodel [BSK92a, BAS93a]
ein elegantes Verfahren, das die inkrementelle Zustandssicherung in die Ereignislistenverwaltung
integriert. Dazu speichern die abgearbeiteten Ereignisse die Informationen zum Ru¨ckga¨ngigmachen
ihrer Auswirkungen in zusa¨tzlichen Eintra¨gen. In der Regel handelt es sich dabei um die Werte der
betroﬀenen Zustandsgro¨ßen vor der Ereignisausfu¨hrung.
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Abbildung 2.18: Rollbacks bei periodischer Zustandssicherung
2.6 Weiterentwickelte Verfahren
2.6.1 Space-time-Simulationen
Chandy und Sherman erweiterten die bisher vorgestellten optimistischen und konservativen Verfah-
ren um die Zeit als weitere Verteilungskomponente eines Simulationsmodells [CHS89b]. Wa¨hrend
in den bisherigen Ansa¨tzen eine rein ra¨umliche Aufteilung der LPs stattfand, schlagen die Autoren
vor, einen einzelnen LP, der bei Chandy und Sherman als Simulationsprozeß (SP) bezeichnet wird,
auch fu¨r verschiedene disjunkte Zeitra¨ume unterschiedlichen Prozessoren zuzuordnen. Die Simula-
tion kann somit auch fu¨r verschiedene Epochen parallel erfolgen. Der Startzustand der einzelnen
SPs mit unterschiedlichen Startzeitpunkten wird bei Simulationsbeginn entweder vom Entwick-
ler des Modells speziﬁziert, aus dem Modell abgeleitet oder einfach geraten (quasi beliebig mit
einigermaßen plausiblen Werten initialisiert).
Nach Beendigung der Simulation einer Epoche teilt jeder SP seinen direkten zeitlichen Nach-
folgern den Endzustand der Berechnungen der bearbeiteten Objekte mit, der, ausgehend von den
eigenen Belegungen beim Start, der real berechnete Startzustand des Nachfolgers ist. Unterscheidet
sich der u¨bermittelte Zustand vom bisherigen Startzustand des Nachfolgers, so wiederholt dieser die
Simulation auf Basis der neuen Informationen. Die Autoren gehen davon aus, daß die Startzusta¨nde
an den Schnittstellen der SPs mit der Zeit gegen Fixpunkte konvergieren und bei Erreichen eines
stabilen Zustands das Simulationsende erreicht wird. Durch gemeinsame Nutzung ra¨umlicher und
zeitlicher Parallelita¨t kann somit weiteres Beschleunigungspotential gegenu¨ber den rein ra¨umlichen
Parallelisierungsverfahren genutzt werden. Die ra¨umlichen Verfahren lassen sich jedoch ebenso wie
die sequentielle und die parallele zeitgesteuerte Vorgehensweise durch das Space-time-Verfahren
beschreiben.
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2.6.2 Hybride Methoden
Unter hybriden Methoden versteht man die Kombination der reinen optimistischen und konservati-
ven Verfahren, um deren Vorteile zu vereinbaren und die Nachteile zu vermeiden. Bei den konserva-
tiven Verfahren spart man sich den Aufwand zur Protokollierung vergangener Zusta¨nde, wa¨hrend
bei optimistischer Vorgehensweise keine Blockaden entstehen ko¨nnen. Reynolds entwickelte eine
Klassiﬁzierung von Simulationsverfahren, die die Speziﬁkation einer Vielzahl hybrider Verfahren
gestattet [REY88a]. Anhand von zehn Entwurfsvariablen lassen sich alle parallelen Simulationsver-
fahren weitgehend exakt beschreiben. Die beiden wichtigsten Gro¨ßen sind dabei Risiko (risk) und
Agressivita¨t (aggressiveness). Beide Faktoren werden von Reynolds von 0 bis 100 Prozent bewertet.
Dabei legt risk fest, ob potentiell unsichere Ereignisse abgearbeitet werden, wa¨hrend aggressiveness
regelt, ob die Ergebnisse unsicherer Berechnungen an andere LPs weitergereicht werden. Konserva-
tive Verfahren arbeiten somit ohne Risiko und Aggressivita¨t (beide bei 0 Prozent). Der Time Warp
hingegen belegt auf beiden Skalen die Maximalwerte.
Dickens und Reynolds schlagen als Erweiterung des konservativen SRADS-Protokoll ein Ver-
fahren mit lokalen Rollbacks vor (SRADS/LR) [DIR90a], das zwar risikobehaftet aber frei von
aggressivem Verhalten ist. Lokal werden wie bei Time Warp alle Ereignisse sofort verarbeitet.
Allerdings werden Ereignisse, die fu¨r andere LPs generiert werden, erst dann verschickt, wenn aus-
reichende Garantien vorliegen. Im Fehlerfall erfolgt dann lediglich ein lokaler Rollback ohne Not-
wendigkeit, Antinachrichten zu verschicken. A¨hnliche Ansa¨tze verfolgen Local-time-warp [RAT93a]
sowie Breathing-time-buckets [STE91a] und Breathing-time-warp [STE93a].
Local-time-warp arbeitet dabei a¨hnlich wie SRADS/LR, jedoch werden zusa¨tzlich alle lokalen
LPs als Cluster betrachtet und die clusterlokalen Ereignisse ausgeliefert. Breathing-time-buckets
arbeitet in Phasen mit globaler Synchronisation aller Prozesse und erlaubt die Ausfu¨hrung aller
lokaler Ereignisse bis zum Zeitstempel des ersten innerhalb der aktuellen Phase neu generierten
Ereignisses.
Diese beiden ersten Verfahren arbeiten ga¨nzlich ohne Aggressivita¨t, letzteres steuert u¨ber zwei
fest vorgegebene Schwellwerte Aggressivita¨t und Risiko. U¨berschreitet die LVT im Breathing-time-
warp die erste Stelle, wird die Aggressivita¨t abgeschaltet. Bei Erreichen des zweiten Grenzwerts
blockiert die Simulation ga¨nzlich. In die Klasse der hybriden Verfahren fallen z.B. auch die fen-
sterbasierten Erweiterungen des Time Warp, bei denen Risiko und Agressivita¨t begrenzt werden
[SBW88a].
Auf Basis hybrider Verfahren ist auch eine applikationsspeziﬁsche Kombination von im Ex-
tremfall rein konservativen und rein optimistischen LPs innerhalb eines Modells mo¨glich [ARS91a].
Ist z.B. von einem LP bekannt, daß viele kausal voneinander abha¨ngige oder zustandsvera¨ndernde
Ereignisse auftreten ko¨nnen, so liegt eine konservative Strategie zur Bearbeitung nahe. Wird an-
dererseits weitgehend lesend auf die Zustandsgro¨ßen zugegriﬀen, so bietet sich eine optimistische
Variante an.
Mehl entwickelte von konservativen Protokollen ausgehend das Verfahren der spekulativen Si-
mulation [MEH91a], bei dem im Fall einer drohenden Blockade auf einer Kopie des Zustandes
spekulativ weitersimuliert wird. Tritt kein Fehler auf, der die Spekulation widerlegt, so konnte die
sonst in der Blockade verbrachte Zeit fu¨r sinnvolle Arbeit verwendet werden. Die A¨nderungen des
Zustands werden in die Originale u¨bernommen. Ebenso werden Ereignisse fu¨r andere LPs erst dann
in die zugeho¨rigen Originaldaten u¨bertragen und verschickt. Im Fehlerfall wird die Kopie verworfen
und mit der Simulation auf dem Ausgangszustand fortgefahren.
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2.6.3 Adaptive Methoden
Einen noch sta¨rkeren Applikationsbezug bzw. die Beru¨cksichtigung dynamischer Information und
Daten, deren Werteverlauf erst zur Simulationszeit vorliegt, weisen adaptive Verfahren auf. Die
Steuerung zur Festlegung des Optimismus der Simulationsverfahren ist hier von verschiedenen dy-
namischen Messungen zur Laufzeit abha¨ngig. Wichtige Gro¨ßen in diesem Zusammenhang sind die
Anzahl und Tiefe der Rollbacks, die durchschnittliche Erho¨hung der Simulationszeit, der Beitrag
von Rechenzeit zur Erho¨hung der GVT (eﬀektive Prozessorauslastung) [REJ90a], die Anzahl aufge-
tretener Deadlocks, das Verha¨ltnis von Null-, Anti- oder sonstigen Kontrollnachrichten zur Anzahl
der Ereignisnachrichten [FUJ88b]. Als davon abha¨ngige Regelgro¨ßen ko¨nnen die Breite des Fensters
bei Window-Verfahren [RAT93a], Checkpointabsta¨nde [LIL89a, LPL93a, PAW93a], Speicherbedarf
[DAF97a] oder die Ha¨uﬁgkeit des Propagierens von Garantien modiﬁziert und den Bedu¨rfnissen
zur Laufzeit angepaßt werden. Bei U¨ber- bzw. Unterschreiten gewisser Grenzwerte kann somit der
Optimismus reduziert oder erho¨ht und somit der vom Simulationsverfahren generierte Aufwand
gesteuert werden. Allerdings ist generell zu bemerken, daß insbesondere bei Verwendung mehrerer
Steuergro¨ßen eine globale Optimierung vor allem in einer verteilten Umgebung nicht trivial ist.
2.6.4 Weiterfu¨hrende Literatur
Es existiert eine Reihe von U¨bersichtsartikeln, die die existierenden Simulationsalgorithmen disku-
tieren. Im Bereich der konservativen Verfahren beschreiben Misra [MIS86a] und Reynolds [REY88a]
Basisverfahren und Erweiterungen. Righter und Walrand [RIW89a] und Fujimoto [FUJ90a] grei-
fen diese Thematik ebenfalls auf, stellen ihr jedoch auch ausfu¨hrlich die optimistischen Ansa¨tze
gegenu¨ber. Weitere Arbeiten werden von Fujimoto und Nicol in [FUN92a, NIF94a] und [FUJ95a]
beschrieben. Zu Space-time existiert neben dem Originalartikel von Chandy und Sherman im we-
sentlichen nur ein weiteres Paper von Bagrodia, Chandy und Liao [BCL91a]. In [MEH94a] schließlich
wird eine U¨bersicht der hybriden Verfahren gegeben.
2.7 Konzeptionelle Probleme bei der parallelen Simulation
2.7.1 Terminierungserkennung
Das Ende einer Simulation kann im sequentiellen Fall trivialerweise durch U¨berpru¨fen einer Ab-
bruchbedingung (meist durch Festlegung eines Maximalwerts der Simulationszeit) festgestellt wer-
den, da der Simulator ein globales Wissen u¨ber die Zeit und den Zustand aller simulierten Objekte
hat. Sobald keine Ereignisse mit kleinerem Simulationszeitpunkt als der Endzeitpunkt mehr vorhan-
den sind, ist der Simulationslauf beendet. Im verteilten Fall stellen sich bei den unterschiedlichen
Paralleliserungsansa¨tzen verschiedene Probleme.
Bei der reinen zeitgesteuerten Simulation (ohne Ermittlung des Zeitpunkts des na¨chsten Ereig-
nisses) u¨berpru¨ft jeder Simulator nur seine lokale Ereignisliste. Ohne besondere Kooperation ist also
nicht feststellbar, ob spa¨tere Ereignisse noch generiert werden. Deshalb la¨uft die Simulation ggf.
etliche Zeitschritte unno¨tig weiter, bis die Abbruchbedingung erfu¨llt ist ohne daß jedoch ausfu¨hr-
bare Ereignisse existieren. Immerhin verfu¨gen in zeitgesteuerten Verfahren alle Simulatoren u¨ber
ein gemeinsame quasi-globale Uhr, so daß durch Einfu¨hren eines virtuellen Zeitstempels unendlich
(∞) ein Simulator in den ereignisorientierten Erweiterungen bei der Ermittlung des lokal kleinsten
Ereignisses diesen Wert liefern kann, sofern er keine Ereignisse mehr zu bearbeiten hat. Existieren
im gesamten Modell keine Ereignisse mehr, so liegt das Minimum aller Zeitstempel entweder bei
einem gro¨ßeren Wert als der Stoppzeitpunkt, oder es ist ebenfalls ∞ und u¨bersteigt somit jeden
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Terminierungszeitpunkt. Die Erkennung der Terminierung wird somit in den Grundalgorithmus
eingebettet, ohne daß komplexere Synchronisationen zwischen einzelnen Simulatoren no¨tig sind.
Etwas komplizierter wird das Problem fu¨r die reine ereignisgesteuerte Simulation. Hier besitzen
die einzelnen LPs in der Regel voneinander abweichende lokale Simulationszeiten – repra¨sentiert
durch die Local-virtual-time (LVT). In konservativen Verfahren steht die LVT fu¨r den Zeitstem-
pel des zuletzt abgearbeiteten Ereignisses. Optimistische Verfahren verwenden den Zeitstempel des
kleinsten lokal noch nicht ausgefu¨hrten Ereignisses als LVT. Außerdem existieren keine streng ge-
trennten Synchronisations- und Berechnungsphasen wie bei der Zeitsteuerung. Deshalb muß u¨ber
einen unterliegenden Terminierungerkennungsmechanismus neben der U¨berpru¨fung der zeitlichen
Abbruchbedingung anhand der Ereignislisten auch sichergestellt werden, daß keine Nachrichten mit
kleineren Zeitstempeln im System mehr unterwegs, d.h. gesendet aber noch nicht empfangen, sind.
Die Erkennung kann mit einem der bereits beschriebenen Deadlockerkennungsalgorithmen kombi-
niert werden, die ja zur Auﬂo¨sung von Deadlocks den Zeitstempel des global kleinsten Ereignisses
liefern. Erreicht dieser Wert einen gro¨ßeren Zeitstempel als den Terminierungszeitpunkt, so kann
die Simulation beendet werden.
Wird lediglich ein Deadlock-avoidance-Verfahren eingesetzt, so zeigt sich bei kleinem Lookahead
ein a¨hnlich schlechtes Verhalten wie beim zeitgesteuerten Ansatz, da die Zeit bis zum Terminie-
rungszeitpunkt in durch den Lookahead festgelegten kleinen Inkrementen durch Nullnachrichten
fortgeschaltet werden muß. Alternativ kann ein LP auf allen Ausgangskana¨len auch eine Kontroll-
nachricht mit Zeitstempel ∞ verschicken, sofern er aufgrund seines lokalen Wissens die Terminie-
rung feststellen kann. Existiert gar kein Lookahead, so ist insbesondere in zyklischen Modellen ein
zusa¨tzlicher Terminierungserkennungsalgorithmus unabdingbar, um das Simulationsende (und ggf.
Deadlocks) festzustellen.
In optimistischen Verfahren kann analog zur Deadlockerkennung die GVT zur U¨berpru¨fung der
Terminierung eingesetzt werden.
2.7.2 Gleichzeitige Ereignisse und Kausalita¨t
Die Behandlung des Zeitmodells und der zula¨ssigen Zeitstempel fu¨r Simulationsalgorithmen wird
in vielen Arbeiten oft vernachla¨ssigt. In diesem Abschnitt werden zuna¨chst die Arten der Verzo¨ge-
rungsmodellierung, d.h. die Regeln fu¨r die Bestimmung von Zeitstempeln fu¨r Folgeereignisse bei
der Ereignisgenerierung beschrieben. Danach sollen die Probleme kausal abha¨ngiger Ereignisse mit
gleichem Zeitstempel ero¨rtert werden.
2.7.2.1 Zeitstempelgenerierung
Durch ein Delaymodell wird festgelegt, nach welchen Regeln ein Ereignis die Zeitstempel fu¨r von
ihm selbst erzeugte Ereignisse ermittelt. Die Art und Weise, in der die zeitliche Auﬂo¨sung in einem
Modell nachgebildet wird, ist essentiell fu¨r den verfu¨gbaren Parallelismus und die Kausalita¨tsbe-
trachtungen unterschiedlicher Ereignisse.
Die einfachste Zeitmodellierung erfolgt gema¨ß dem Unit-delay-Verfahren. Alle Ereignisse wer-
den auf eine Einheitszeitskala abgebildet. Eine explizite Modellierung von Simulationszeit liegt nicht
vor. Ein neu generiertes Ereignis wird stets mit einem um 1 erho¨hten Zeitstempel, d.h. im folgen-
den Simulationsschritt, ausgefu¨hrt. Alle Ereignisse, die zum selben Zeitpunkt abgearbeitet werden,
mu¨ssen somit als kausal unabha¨ngig betrachtet werden. Sie wurden alle zum vorhergehenden Zeit-
punkt generiert. Diese Kette la¨ßt sich bis zu den initial vorhandenen Ereignissen zuru¨ckverfolgen.
Es ist somit lediglich eine Reihenfolgebetrachtung aber keine echte Nachbildung eines realen Zeit-
modells mo¨glich.
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Bei Fixed-delay wird jedem Objekt ein wa¨hrend der gesamten Simulation konstanter Verzo¨ge-
rungswert zur Erzeugung der Simulationszeitstempel nachfolgender Ereignisse aus der aktuellen
Simulationszeit zugeordnet. Der konstante Wert 0 ist mo¨glich. In einer Simulation mit Ereignis-
generierung nach diesem Verfahren werden Ereignisse mit demselben Ausfu¨hrungszeitstempel in
der Regel von Ereignissen zu unterschiedlichen Zeitpunkten generiert. Eine Aussage u¨ber die zu
erwartende Anzahl der Ereignisse fu¨r den Zeitpunkt ti ist nur noch nach statistischen Verfahren
approximierbar.
Bei Variable-delay schließlich wird die Verzo¨gerungszeit dynamisch fu¨r jedes Ereignis zur Si-
mulationslaufzeit berechnet. Die Abscha¨tzung des Parallelismus wird dadurch noch unscha¨rfer.
Eine typische Anwendungsklasse hierfu¨r sind Bedienzeiten in Warteschlangennetzen. Die Verzo¨ge-
rung ”0 Zeiteinheiten” kann ebenfalls auftreten. Die Mo¨glichkeit, Ereignisse mit dem identischen
Zeitstempel des Erzeugers zu generieren, bereitet allerdings bei der Sicherstellung der kausalen
Abha¨ngigkeiten ebenso wie bei Fixed-delay einige Probleme, auf deren Behandlung spa¨ter einge-
gangen wird.
Coehlo [COE89a] beschreibt die verschiedenen Modelierungsmo¨glichkeiten fu¨r die Schaltkreis-
simulation anhand der Hardwarebeschreibungssprache VHDL [VHD87a]. Die Verzo¨gerung bei
Variable-delay ha¨ngt hier vor allem von der Anzahl der treibenden und getriebenen Objekte ei-
nes Schaltelements ab.
2.7.2.2 Behandlung gleichzeitiger Ereignisse
Bei ereignisgesteuerten Verfahren werden gelegentlich folgende Voraussetzungen bezu¨glich der Zeit-
stempelwerte gemacht [JEF85a]:
• Ereignisse eines Simulators haben auch bei verschiedenen Quellen paarweise verschiedene
Zeitstempel bezogen auf einen lokalen Simulator,
• Ereignisse generieren nur neue Ereignisse mit ho¨heren Zeitstempeln fu¨r sich selbst und andere
LPs.
Grundgedanke bei diesen Einschra¨nkungen ist die Garantie der Reproduzierbarkeit von Simu-
lationsla¨ufen. Wenn mehrere Ereignisse mit gleichem Zeitstempel auftreten, ko¨nnen bei beliebiger
Abarbeitungsreihenfolge unterschiedliche Ergebnisse produziert werden, sofern zwischen den Ereig-
nissen kausale Abha¨ngigkeiten bestehen.
Die (z.B. von Jeﬀerson) gemachten Annahmen sind jedoch sehr restriktiv und ko¨nnen bei vie-
len Modellierungen nur durch zusa¨tzliche ku¨nstliche Modiﬁkationen des Modells erreicht werden.
In Warteschlangenmodellen z.B. macht es durchaus Sinn, daß zwei Ereignisse aus verschiedenen
Quellen gleichzeitig bei einer Queue eintreﬀen du¨rfen. Eine weitere Einsatzmo¨glichkeit ist z.B. die
Modellierung eines idealen Servers, der seine Dienste in Nullzeit erbringt und die bearbeiteten Jobs
mit dem urspru¨nglichen Ankunftszeitpunkt an ein nachgeschaltetes Verzo¨gerungsglied weiterreicht.
In diesen Fa¨llen muß, sofern Determinismus beno¨tigt wird, durch Erweiterung des Zeitstempels
um weitere Komponenten eine verbindliche Reihenfolge von Ereignissen deﬁniert werden. So ver-
wendet VHDL, das auch zur Beschreibung der Modelle fu¨r unsere prototypische Implementierung
eines parallelen Simulators dient, einen zweistuﬁgen Zeitstempel, der ein sogenanntes Delta-delay
neben der eigentlichen Simulationszeit einfu¨hrt, um Ereignisse mit gleichem Prima¨rzeitstempel in
eine feste Reihenfolge zu bringen.
Erzeugt die Bearbeitung eines Ereignisses ein neues Ereignis zum selben Zeitpunkt, so wird
a¨hnlich wie bei Unit-delay der Zyklus um eins erho¨ht. Bei einem neuen Ereignis mit gro¨ßerem
2.8. HARDWAREUNTERSTU¨TZUNG 39
Zeitstempel ist der Deltawert initial Null. Alle Ereignisse innerhalb desselben Deltazyklus wurden
somit von tatsa¨chlich vorangegangenen Ereignissen generiert. Sie sind somit kausal unabha¨ngig
und ko¨nnen in beliebiger Reihenfolge abgearbeitet werden. Bei direkter Verknu¨pfung mehrerer
Signale (z.B. Wired-or) wird eine explizite vom Modellierer zu deﬁnierende Arbitration-Funktion
beno¨tigt, die eine deterministische Entscheidung u¨ber die Reihenfolge bei gleichzeitigen Ereignissen
aus verschiedenen Quellen triﬀt.
Mehl beschreibt in [MEH91c] einen allgemeinen Ansatz zum Erweitern von Zeitstempeln, um
Determinismus zu erreichen. Jeﬀerson schla¨gt eine Erweiterung entsprechend Lamports logischer
Zeit vor [JEF85a]. Bagrodia u.a. [BCL91a] gestatten die Existenz von Ereignissen, die keinen Bei-
trag zum Fortschalten der Simulationszeit leisten und neue Ereignisse mit demselben Zeitstempel
generieren ko¨nnen, unter der Pra¨misse, das es nur endlich lange Folgen solcher Ereignisse gibt.
Als Beispiel wird eine begrenzte Anzahl von Ausfu¨hrungen eines Jobs in Warteschlangen genannt.
Somit wird sichergestellt, daß die Simulationszeit letztendlich doch fortschreitet. Bryant verwendet
eine Entscheiderfunktion zur eindeutigen Reihenfolgefestlegung, wenn auf verschiedenen Eingangs-
kana¨len Nachrichten mit gleichem Zeitstempel eingehen [BRY79a]. Im Time-warp-operation-system
(TWOS)4 [JBW87a] wurde ebenfalls eine Komponente zur Sicherstellung der deterministischen
Ausfu¨hrung von Programmla¨ufen integriert [RWH90a], indem der Programmierer eine Entschei-
dungsfunktion fu¨r alle Nachrichten mit gleichem Zeitstempel in den Simulator einklinken kann.
2.7.3 Fehlender Lookahead
Wie bereits in den vorhergehenden Abschnitten kurz erwa¨hnt, bereitet fehlender Lookahead ins-
besondere bei konservativen Verfahren erhebliche Probleme, die hier noch einmal zusammengefaßt
werden sollen.
• Fu¨r Deadlock-avoidance-Protokolle ist ein von Null verschiedener Lookahead unbedingt not-
wendig [CHM81a]. Andernfalls drohen bei Existenz von Zyklen Verklemmungen.
• Misra beschreibt in [MIS86a] Deadlock-detection und -recovery und postuliert einen Looka-
head, der von Null verschieden ist, als wu¨nschenswerte, wenn auch nicht zwingende Eigen-
schaft.
Bei optimistischen Verfahren werden keine Annahmen u¨ber Lookahead gemacht. Varghese,
Chamberlain und Weihl [VCW94a] beschreiben jedoch interessante Analogien zwischen Looka-
head in konservativen Verfahren und eﬀektiven Verfahren zur GVT-Berechnung in optimistischen
Systemen in Abha¨ngigkeit vom verfu¨gbaren Lookahead.
2.8 Hardwareunterstu¨tzung
Einen vollkommen unterschiedlichen Ansatz, der in den fru¨hen achtziger Jahren entwickelt wurde,
stellt die Realisierung spezieller Simulationsalgorithmen in Hardware oder die Unterstu¨tzung von
Simulationen durch spezielle Hardwarekomponenten dar. Daß dieser Ansatz durchaus Berechtigung
hat, zeigen auch heutige Entwicklungen in anderen Bereichen, z.B. Graﬁkkarten mit eingebauter
3D-Funktionalita¨t, Decoder fu¨r Audio- und Videodatenstro¨me (MPEG) oder spezielle Chips zur
4TWOS realisiert ein speziell auf die Belange der optimistischen Simulation zugeschnittenes Betriebssystem. Einen
weiteren Ansatz, Simulationsumgebungen in ein eigenes Betriebssystem zu betten, stellt Mimdix von Madisetti,
Hardaker und Fujimoto dar [MHF92a].
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Datenver- und -entschlu¨sselung (Clipper). Hochberger [HOC97b] entwickelte an der TU Darm-
stadt eine PC-Karte mit einem programmierbaren Zellularautomaten, der prinzipiell fu¨r die zeitge-
steuerte Simulation oder Simulation nach dem Unit-delay-Verfahren von Objekten mit maximal 4
Einga¨ngen und 4 Ausga¨ngen verwendet werden ko¨nnte (CEPRA-1X). Als Beispielapplikation sind
hier Gefechtsfeldsimulationen denkbar, die ihre Ein- und Ausgabedaten nur mit den unmittelbaren
Nachbarn austauschen mu¨ssen.
Fu¨r eine seinerzeit typische RISC-Workstation (5-8 MIPS) mit Einschubkarten zur hardwa-
rema¨ßigen Simulationsunterstu¨tzung wurden 1986 von Smith Ereignisraten zwischen 50000 und
300000 Ereignissen pro Sekunde erzielt [SMI86a]. Er schla¨gt außerdem die Verwendung von Par-
allelrechnern mit Simulationshardwarekomponenten zur weiteren Geschwindigkeitssteigerung auf 2
Millionen Ereignisse in einer Sekunde mit 32 Prozessoren vor.
Im Bereich der Simulation wurden jedoch nicht nur einzelne Zusatzkomponenten fu¨r konven-
tionelle Rechner, sondern komplette Rechnerarchitekturen entwickelt, die spezielle Simulationsan-
wendungen realisierten. Hier sollen exemplarisch zwei Rechner kurz beschrieben werden.
IBM stellte 1982 mit der Yorktown Simulation Engine (YSE) einen Schaltkreissimulator vor,
der auf Gatterebene zur Beschleunigung konventioneller softwarema¨ßiger Simulationen fu¨hrte. Mit
bis zu 256 u¨ber einen Crossbar-Switch gekoppelten Logikprozessoren arbeitete die YSE um bis zu
1000-mal schneller als ein herko¨mmliches Simulationsprogramm auf einem IBMMainframe-Rechner
(IBM 370). Es wurden dabei u¨ber 3 Millionen Gatterauswertungen pro Sekunde ausgefu¨hrt. Die
Speicherkapazita¨t umfaßte bis zu 2 Millionen Gatter.
Die Ansteuerung der Prozessoren erfolgte dabei in SIMD-Manier u¨ber einen zentralen Hostrech-
ner. Die Gatter werden beginnend bei den prima¨ren Einga¨ngen rangartig in Abha¨ngigkeit von der
minimalen Entfernung zu einem solchen Eingang sortiert. Innerhalb eines Simulationszykluses wer-
den die Gatter beginnend bei den Prima¨reinga¨ngen rangweise ausgewertet und die neu produzierten
Ausgangssignale zu den Einga¨ngen des folgenden Rangs propagiert. Es sind jedoch nur zyklenfreie
kombinatorische Netzwerke fu¨r die Simulation vorgesehen, da jedes Gatter pro Zyklus genau einmal
ausgewertet wird. Aufgrund des zeitgesteuerten Ansatzes werden hier ggf. viele unno¨tige Berech-
nungen ausgefu¨hrt, da sich die meisten Werte nicht in jedem Zyklus a¨ndern [BAS88a]. Dadurch
relativieren sich auch die angegebenen Leistungsdaten wiederum. Interessant wa¨re hier zu wissen,
wieviele eﬀektiv no¨tige Auswertungen im Mittel durchgefu¨hrt werden.
Eine zusa¨tzliche Beschra¨nkung, die die YSE dem Anwender auferlegt, ist die ausschließliche
Zulassung von Gattern mit vier Einga¨ngen und einem Ausgang. Die Modellierung hat diesem (ver-
mutlich aus Vereinfachungsgru¨nden fu¨r die Realisierung der Logikprozessoren) gewa¨hlten Ansatz
Folge zu tragen und muß zusa¨tzliche Eingangsbelegungen fu¨r ”Blindeinga¨nge” identiﬁzieren.
MuSiC (Munich-simulation-computer) [HAF85a] wurde von 1985 – 1990 an der Universita¨t Pas-
sau entwickelt und fu¨hrt eine parallele Simulation von Schaltkreisen auf einem Datenﬂußrechner
mit 256 Prozessoren durch. Die Schaltung wird dazu in einen zyklenfreien Kontrollﬂußgraphen auf-
gebrochen, der ebenfalls rangweise durch den Rechner abgearbeitet wird. Es werden dabei ca. 1010
Ereignisse pro Sekunde ausgefu¨hrt. Weitere Ansa¨tze fu¨r hardwarema¨ßige Beschleunigungsversuche
durch Nutzung von Spezialrechnern ﬁnden sich in [FWW84a] und [SMI86a].
Neben kompletten Rechnern wurden weiterhin einzelne Komponenten mit dedizierten Aufgaben
zur Simulationsunterstu¨tzung realisiert. Am Jet Propulsion Laboratory wurde der Rollback-Chip
[FTG88a] zur Unterstu¨tzung des TWOS entwickelt. Dabei handelt es sich um ein besonderes Spei-
chermodul, das neben der eigentlichen Adressierung u¨ber die Speicheradresse die Simulationszeit als
weiteren Adreßparameter beno¨tigt. Fu¨r alle vom Modellierer besonders gekennzeichneten Variablen
werden die neuen Werte fu¨r jeden mit einem noch nicht verwendeten Zeitstempel durchgefu¨hrten
Schreibvorgang in einer neuen physikalischen Speicherstelle abgelegt. Bei einer Leseoperation wird
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dann anhand des Zeitstempels der Wert der bezu¨glich der Simulationszeit letzten unmittelbar davor
stattgefundenen Schreiboperation geliefert. Das Ru¨cksetzen der Zustandsvariablen nach einem Roll-
back erfolgt durch einfaches Setzen der lokalen Uhr auf den fru¨heren Zeitpunkt. Danach sind beim
Speicherzugriﬀ die alten Werte automatisch wieder verfu¨gbar. Fu¨r komplexere Datenstrukturen,
insbesondere die Input- und Output-Queue, wird keine implizite Unterstu¨tzung angeboten.
Zur Ausfu¨hrung unterliegender Algorithmen wie beispielsweise GVT, Deadlockerkennung oder
Terminierung schlagen Pancerella und Reynolds [PAR93a] einfache u¨ber einen Bus gekoppelte Lo-
gikprozessoren vor, mit denen sehr schnell die beno¨tigten Werte berechnet werden ko¨nnen. Dadurch
wird der Overhead der softwarebasierten verteilten Algorithmen vermieden. In [SRR95a] wird ein
solcher Algorithmus zur schnellen Berechnung der GVT beschrieben. Er erlaubt aufgrund der un-
terstu¨tzenden Hardware, die GVT sehr schnell zu berechnen, wodurch die einzelnen Prozessoren
den Simulationsfortschritt besser beurteilen ko¨nnen. Durch ein Bremsen u¨beroptimistischer LPs in
darauf aufbauenden Simulatoren werden sich kaskadierende La¨ngen von Rollbacks und ein instabiles
Time Warp-System vermieden, so daß die falschen Berechnungen sich nicht gegenseitig hochschau-
keln ko¨nnen. Es bleibt somit genug Zeit, um Rollbacks entsprechend Lubachewskys Vorschlag zu
behandeln [LSW89a]. An der Universita¨t Brest wurde ein a¨hnlicher Ansatz auf Basis eines unterhalb
der eigentlichen Parallelrechnerschicht liegenden Transputernetzwerks verfolgt [BBC94b].
Obwohl fu¨r die meisten dieser hardwareorientierten Projekte vielversprechende Beschleunigung
berichtet werden, ha¨ngt ihnen das Makel der kostenintensiven Speziallo¨sungen an, die nicht wie
reine Softwarelo¨sungen auf Basis einer portablen Programmierplattform universell auf beliebigen
Rechnern einsetzbar sind. Im Hinblick auf die Verwendbarkeit fu¨r beliebige Modelle verlangen die
Hardwareunterstu¨tzungen ein weitgehendes Versta¨ndnis fu¨r deren Funktionsweise beim Entwickler
eines Simulationsmodells. Um die Vorteile wirklich ausnutzen zu ko¨nnen, ist eine entsprechende
Anpassung der modellbezogenen Algorithmen und Zugriﬀsverfahren auf die Hardwarekomponenten
no¨tig. Die Simulationsmodelle ko¨nnen somit auch nur noch unter erho¨htem Anpassungsaufwand fu¨r
andere Architekturen wiederverwendet werden. Vermutlich aus den genannten Gru¨nden konnten
sich diese Ansa¨tze auch nicht in gro¨ßerem Stil durchsetzen.
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Kapitel 3
Kriterien zur Beurteilung von
Beschleunigungspotential
Im vorherigen Kapitel wurden verschiedene Verfahren zum Beschleunigen von Simulationsla¨ufen
beschrieben, ohne auf wichtige Faktoren, die bei diesen Verfahren Aufwand generieren, einzugehen.
Weiterhin wurde bislang keine konkrete Deﬁnition des Begriﬀs Beschleunigung und die Festlegung
einer Bewertungsfunktion dafu¨r vorgenommen. Beides ist jedoch wesentlich fu¨r die Beurteilung
der Leistungsfa¨higkeit sequentieller und paralleler Simulationsverfahren. Die Vorgabe entsprechen-
der Deﬁnitionen sowie ein U¨berblick u¨ber verschiedene eingesetzte Metriken zur Bewertung der
Simulationsverfahren ist Inhalt dieses Kapitels.
3.1 Kosten der sequentiellen Simulation
Ein Simulationslauf besteht im sequentiellen Fall aus einigen wenigen Bearbeitungsabschnitten, die
sich je nach Art des Simulatortyps unterscheiden. Existiert zu einer Menge verschiedener Modelle
ein generischer Simulator, dessen Programmcode universell zur Simulation aller Modelle eingesetzt
werden kann, so muß jede Modellbeschreibung zu Simulationsbeginn vom Simulator eingelesen,
analysiert und in entsprechende interne Objektrepra¨sentationen konvertiert werden. Erst danach
startet die eigentliche Simulation des Modells. Die Kosten fu¨r das Einlesen eines Modells fallen
somit bei jedem Simulationslauf an.
Alternativ dazu existieren Verfahren, die ein Modell vorkompilieren, mit einem generischen Si-
mulatorteil zusammenbinden und somit fu¨r jedes Modell ein eigenes Simulationsprogramm erzeu-
gen. U¨ber parametrisierte Variablen la¨ßt sich innerhalb gewisser Grenzen ein modiﬁziertes Verhalten
eines solchen Simulators auch ohne erneute U¨bersetzung realisieren. Die Kosten der Kompilierung
fallen somit nur einmal fu¨r verschiedene Simulationsla¨ufe desselben Modells an. Allerdings muß das
Modell bei jeder A¨nderung der Beschreibung ebenfalls wieder kompiliert werden, was im Entwick-
lungszyklus zu erho¨htem Zeitbedarf fu¨hrt.
Der fu¨r unsere Untersuchungen zugrundeliegende sequentielle VHDL-Simulator VSIM [LEV93a]
verwendet beide Verfahren. Fu¨r einfachere mit VHDL-Strukturbeschreibungen erstellte Modelle
genu¨gt ein generischer Simulator. Wird die Schaltung jedoch zusa¨tzlich u¨ber ihr dynamisches Zeit-
verhalten (”behavioral view”) [VHD87a] beschrieben, muß ein dedizierter Simulator generiert wer-
den, der vom VHDL-Kompiler erzeugten modellspeziﬁschen C-Code einbindet. Anschließend kann
die eigentliche Simulation durchgefu¨hrt werden. Die Aufbereitung und Ausgabe der Ergebnisse er-
folgt dabei, sofern das mo¨glich ist, entweder bereits zur Laufzeit oder aber in einer Postprocessing-
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Phase im Anschluß. Es kann also davon ausgegangen werden, daß die wesentliche Zeit fu¨r die
eigentliche Simulationsaufgabe verwendet wird und lediglich kurze Intervalle zu Beginn und Ende
fu¨r Zusatzaufgaben verwendet werden.
Auf die Optimierungsproblematik sequentieller Simulatoren soll hier nur am Rand eingegangen
werden. Fujimoto weist darauf hin, daß durch geeignete Modellierung der Ereignistypen erhebli-
che Beschleunigungen bereits in sequentiellen Simulationen erreicht werden ko¨nnen [FUJ88b]. Als
Beispiel fu¨hrt Fujimoto das Ersetzen von Start-Stopp-Paaren, die den Beginn und das Ende von
Simulationszeit beno¨tigenden Aktionen modellieren, durch die Kombination beider Aktionen inner-
halb eines einzigen Startevents an. Dieses plant dann selbst direkt das na¨chste Startereignis ein, z.B.
bei Realisierung einer FIFO-Strategie fu¨r eine Warteschlange. Dadurch kann die Modellierung von
Aktivita¨ten, die eigentlich durch zwei Ereignisse, Start und Stopp, repra¨sentiert werden, aufgrund
geschickter Abbildung und Vorausberechnung von Bedienzeiten lediglich mit einem einzigen Start-
event, also global auf die gesamte Simulation u¨bertragen mit der Ha¨lfte der Ereignisse auskommen
(Abb. 3.1).
start + stop
a) getrennte Start- und Stoppereignisse
stop
b) Kombination von Start- und Stoppaktionen in einem Ereignis
stopstart
start
start stop
start + stop
start + stop
Abbildung 3.1: Optimierung der Ereignisabha¨ngigkeiten
Außerdem gilt es natu¨rlich bereits in sequentiellen Simulatoren mo¨glichst eﬃziente Datenstruk-
turen z.B. zur Realisierung der Ereignisliste zu verwenden. Andernfalls ko¨nnen hohe Beschleuni-
gungen durch die Parallelisierung beobachtet werden, die schlichtweg auf der durch die Aufteilung
der Ereignisliste bedingten Reduzierung der Listenla¨nge beruhen und prinzipiell nichts mit der ei-
gentlichen Parallelisierung zu tun haben. Diese Eﬀekte wurden bei Ferscha und Richter [FER96a]
ebenso wie beim Entwurf unseres eigenen parallelen Simulators auf der Basis von VSIM [LEV93a]
beobachtet. Nachdem in VSIM eine eﬃzientere Verwaltungsstruktur eingefu¨gt wurde (die natu¨rlich
auch in der verteilten Version Verwendung fand), reduzierte sich die sequentielle Laufzeit drastisch
und der zuna¨chst beobachtete superlineare Speedup von DVSIM war verschwunden. Ferscha und
Richter berichten dagegen von Speedups in der Gro¨ßenordnung 300 mit 32 Prozessoren. Der Einﬂuß
der Listenverwaltung wird zwar genannt, jedoch wird scheinbar keine Optimierung des sequentiel-
len Algorithmus durchgefu¨hrt. Dieses Beispiel zeigt, daß man derart u¨berschwengliche Ergebnisse
kritisch zu u¨berpru¨fen hat.
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Als Maß fu¨r die Simulationsdauer dient im konventionellen sequentiellen Fall somit die La¨nge
eines Programmlaufs (gemessen in physikalischer Zeit) einschließlich Vor- und Nachbearbeitung.
In der Literatur wird jedoch nicht immer angegeben, ob diese beiden zusa¨tzlichen Phasen in den
Meßergebnissen, die zu Beschleunigungsvergleichen herangezogen werden, beru¨cksichtigt sind oder
nicht. Der Vergleich von Simulationszeitdauern wird ebenfalls in parallelen Verfahren eingesetzt,
wo der Anteil zusa¨tzlicher Bearbeitungsschritte allerdings weitaus ho¨her ist. Die dabei zu beru¨ck-
sichtigenden Einﬂußgro¨ßen werden in Abschnitt 3.2 diskutiert.
Ein weiteres Maß fu¨r den Vergleich der Leistung verschiedener sequentieller und paralleler Si-
mulationsalgorithmen ist die Anzahl der bearbeiteten Ereignisse. Da es sich bei vergleichenden
Betrachtungen um Lo¨sungen desselben Simulationsproblems handelt, ist die durchschnittliche Be-
arbeitungsdauer eines Ereignisses (Granularita¨t) prinzipiell vergleichbar und dieses Parallelita¨tsmaß
fu¨r den Vergleich der reinen Simulationsphase daher gerechtfertigt.
Eine von der Granularita¨t losgelo¨ste Deﬁnition der Leistung allein u¨ber die reine Anzahl der
Ereignisse macht allerdings fu¨r verschiedene Implementierungen einer Simulation keinen Sinn, da
durchaus Eﬃzienzunterschiede bei verschiedenen Realisierungen (z.B. aufgrund der von Fujimoto
beschriebenen optimierten Ereignisstruktur) auftreten ko¨nnen. La¨ßt sich beispielsweise ein unop-
timierter Simulationslauf mit 20 Ereignissen der Granularita¨t 100 ms ausfu¨hren, wa¨hrend eine
optimierte Variante mit 10 Ereignissen, von denen jedes 150 ms beno¨tigt, auskommt, so erha¨lt
man, skaliert auf die Zeit, im ersten Fall 10 Ereignisse pro Sekunde und im zweiten 6,6 Ereignisse
pro Sekunde. Dennoch ist die Simulationszeit im zweiten Ansatz ku¨rzer. Fu¨r die Untersuchungen
in dieser Arbeit wird deshalb vorwiegend die Simulationsdauer als Maßstab verwendet.
Insbesondere bei der Verteilung der Simulationskomponenten kann eine Erweiterung des Simu-
lationsmodells um zusa¨tzliche Ereignistypen gegenu¨ber einer sequentiellen Bearbeitungsstrategie
no¨tig werden. Beim Vergleich zwischen paralleler und sequentieller Version ko¨nnte die Ereignisme-
trik mitunter auch zu irrefu¨hrenden Schlußfolgerungen verleiten. Ein direkter Vergleich ist hieru¨ber
also nur im Fall eines identischen Ereignismodells mo¨glich.
3.2 Kosten der parallelen Simulation
Parallele Simulationsverfahren stellen gegenu¨ber der Simulation auf nur einem Rechner weitaus
ho¨here Anforderungen an die Vor- bzw. Nachbearbeitungsschritte des eigentlichen Simulationslaufs.
Vor den reinen Simulationsberechnungen muß eine Unterteilung des Modells in einzelne (in
der Regel disjunkte) Submodelle erfolgen. Die Bedeutung der Partitionierung fu¨r die Qualita¨t
der erreichbaren Beschleunigung ist in der Fachwelt insbesondere fu¨r große Modelle unbestrit-
ten [BBC94a, NIF94a]. Im Bereich der Schaltkreissimulation ist eine Partitionierung von Hand
bereits fu¨r kleinste Schaltungen recht mu¨hsam und in der Regel daher nur durch Automatisierung
handhabbar. Insbesondere kommen bei der Aufteilung eines Simulationsmodells teilweise a¨hnli-
che Algorithmen zum Tragen wie bei der Plazierung von Schaltungselementen auf einem Chip
[FIM82b, KEL70a, SES85a]. Die Kosten fu¨r die Berechnung der jeweiligen Aufteilung sind ge-
rechtfertigterweise in die Gesamtkosten der Simulation mit einzubeziehen. In den Vero¨ﬀentlichun-
gen ist dieser Faktor bis auf wenige Ausnahmen [MSD89a, MAL93a, KAA92a] bisher leider ver-
nachla¨ssigt worden, was ungerechtfertigterweise ho¨here Beschleunigungswerte fu¨r die parallelen
Simulationsla¨ufe liefert. Eine optimale Partitionierung wird in den meisten Fa¨llen nicht erreichbar
sein, da die Kosten fu¨r ihre Berechnung in der Regel extrem hoch sind. Merkmale fu¨r Partiti-
onskosten sind bei der parallelen Simulation Aufwand fu¨r die Interprozeßkommunikation oder die
Submodellgro¨ße in Abha¨ngigkeit vom erwarteten zu leistenden Rechenaufwand. Wichtige Partitio-
nierungsverfahren fu¨r den Bereich der parallelen Simulation, die auch in der vorliegenden Arbeit
46 KAPITEL 3. BEWERTUNGSKRITERIEN
Eingang fanden, werden in Kapitel 5 beschrieben. Die zu erwartende Qualita¨t der Lo¨sungen sowie
die Kosten der Berechnung werden ebenfalls abgescha¨tzt (Kapitel 8.4). Der zusa¨tzliche Partitio-
nierungsaufwand kann sich teilweise amortisieren, wenn Simulationsla¨ufe mit derselben Aufteilung
aber unterschiedlichen Eingaben (Stimuli) mehrfach ausgefu¨hrt werden.
Der zweite Kostenfaktor, der bei im Rahmen von verteilten Simulationsla¨ufen noch vor der
eigentlichen Simulationsphase anfa¨llt, besteht in der Verteilung der Submodellkomponenten auf die
unterschiedlichen Prozessoren. Entsprechend der Partitionierungsinformation erhalten die einzel-
nen Rechnerknoten die fu¨r sie relevanten Modelldaten zugewiesen. Das kann zum einen u¨ber einen
zentralen Kontrollprozeß, der auch das Einlesen und Parsen des Modells u¨bernimmt, geschehen. An-
dererseits kann das Einlesen und Verteilen auch parallelisiert werden, indem jeder Prozeß selbst die
fu¨r ihn anhand der Partitionierungsdaten erkennbaren relevanten Daten einliest. Beschleunigung ist
dann erreichbar, wenn z.B. der Partitionierungsalgorithmus die Modelldaten jeder Partition in einer
eigenen Datei speichert und das echt parallele Lesen auf dem Dateisystem von der Rechnerhardwa-
re unterstu¨tzt wird. Ein solcher verteilter Ansatz ist jedoch wohl nur fu¨r sehr große Modelle no¨tig
und setzt eine physikalische Verteilung der Teilmodellbeschreibungen auf verschiedenen Speicher-
medien voraus, die von den einzelnen Prozessoren separat angesprochen werden ko¨nnen (paralleles
Dateisystem, Workstation-Cluster mit lokalen Platten, usw.).
Im Anschluß an den parallelen Simulationslauf treten zwei weitere, im sequentiellen Fall eben-
falls nicht existente Berechnungsteile auf. Zuna¨chst muß die Terminierung der einzelnen Teilsimu-
latoren festgestellt werden. Dazu werden die bereits im letzten Kapitel erwa¨hnten Terminierungs-
erkennungsalgorithmen eingesetzt. Anschließend sammelt in der Regel ein zentraler Prozessor die
Ergebnisse der Simulation ein und gibt sie wie bei der sequentiellen Simulation in aufbereiteter
Form aus oder speichert die Resultate.
Eine parallele Anwendung kann deshalb nur dann als beschleunigbar gelten, wenn sie unter
Beru¨cksichtigung aller dieser zusa¨tzlichen Aspekte eine ku¨rzere Laufzeit als ihr sequentielles Pen-
dant hat. Ein fairer Vergleich zwischen beliebigen parallelen oder sequentiellen Verfahren legt daher
die Summe der beno¨tigten Zeiten fu¨r folgende Einzelberechnungen zugrunde:
• Partitionierung tpart,
• Einlesen des Modells tinput,
• Verteilung des Modells tdistrib,
• reine Simulation ts,
• Terminierungserkennung tterm,
• Einsammeln der Ergebnisse tcollect und
• Aufbereitung und Ausgabe der Ergebnisse toutput.
Im sequentiellen Fall treten einige Aufgaben prinzipiell nicht auf oder nehmen nahezu keine Zeit
in Anspruch. Die Evaluierungsdauer des Simulationsmodells ts und die Zeit zur Terminierungser-
kennung tterm sind meßtechnisch oft ebenfalls schwer zu trennen. Die Summe der beiden Werte
wird deshalb mit tsim benannt.
Die Bewertung existierender Verfahren soll in der vorliegenden Arbeit unter diesem Gesichts-
punkt der umfassenden Beru¨cksichtigung aller anfallenden Kosten erfolgen. Fu¨r eine gegebene Hard-
ware, auf der die Simulation abla¨uft, ha¨ngt das Beschleunigungspotential somit von den realen
Laufzeiten der zu vergleichenden Programme unter den o.g. Kriterien ab.
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Die Beschleunigung wird als Verha¨ltnis der sequentiellen Rechenzeit t zur parallelen Gesamt-
laufzeit T betrachtet1. Die Summe der Einzelwerte erhalten im sequentiellen Fall keine Indizes und
bei der parallelen Simulation mit n Prozessoren den Index n.2
Als Grundformel zur Berechnung der erreichten Beschleunigung mit n Prozessoren, dem Speed-
up, gilt also:
Speedupn =
t
Tn
.
Tn setzt sich dabei aus der Summe aller Einzelwerte Tpart,n, Tinput3, Tdistrib,n, Tsim,n, Tcollect,n
und Toutput,n zusammen. Es muß hier nochmals betont werden, daß diese Summenbildung notwendig
ist, um die tatsa¨chlich fu¨r einen Anwender beobachtbaren Beschleunigungsfaktoren zu erfassen, die
die parallele Simulation u¨ber den gesamten Bearbeitungsprozeß bietet. Viele Vero¨ﬀentlichungen
beru¨cksichtigen lediglich das Verha¨ltnis von tsim oder sogar Tsim,1 zu Tsim,n und verfa¨lschen die
Ergebnisse zugunsten der parallelen Verfahren.
3.3 Zeitliches Beschleunigungspotential der Simulationsla¨ufe
Unabha¨ngig von den hier genannten zusa¨tzlichen Randbedingungen bei der parallelen Simulation
ist grundsa¨tzlich auch die Frage interessant, ob bereits in einem Simulationslauf genu¨gend Potential
vorhanden ist, um prinzipiell eine Beschleunigung durch Parallelisierung zu erreichen. Wa¨re schon
diese Voraussetzung nicht gegeben, so lohnt sich eine parallele Simulation nicht. Auf die diskrete
ereignisgesteuerte Simulation u¨bertragen bedeutet dies: Existieren genu¨gend kausal unabha¨ngige
Ereignisse, die zeitgleich von unterschiedlichen Prozessoren bearbeitet werden ko¨nnen, so daß sich
der Aufwand der Parallelisierung u¨berhaupt rechnet, oder ist in der Regel ein Großteil der Prozes-
soren nicht ausgelastet, weil sie z.B. in konservativen Verfahren auf Garantien durch andere LPs
warten? Der Speedup der reinen Simulation betra¨gt in diesem Fall:
Speedupsim,n =
tsim
Tsim,n
und entspricht dem vielfach in der Literatur verwendeten Wert. Liegt der so ermittelte Faktor
bereits nahe bei ”1”, ist das ein Anzeichen dafu¨r, daß die parallele Simulation sich fu¨r einen An-
wender nicht rentieren wird, da die Zusatzkosten ebenfalls noch hinzuzurechnen sind. Der Umfang
dieser Kosten fu¨r die sequentielle und parallele Simulation wird in den Kapiteln 7.2 und 8.4 anhand
konkreter Benchmarks beschrieben.
3.3.1 Parallelismus im Simulationsmodell
Wong u.a. [WFC86a] untersuchten das Parallelisierungspotential fu¨r zeitgesteuerte Simulation an-
hand verschiedener Schaltkreise auf der Gatter- und der Transistorebene elektrischer Schaltungen
(gate- und switch-level). Sie fanden bei Modellen mit 650 bis 7950 Transistoren eine Aktivita¨tsrate
der Schaltungselemente zwischen 0,08 und 3,1 Prozent fu¨r jeden synchronen Zeitschritt, in dem
1Im folgenden werden Variablen, die die Laufzeit im parallelen Fall beschreiben, mit dem Großbuchstaben T und
entsprechendem Index gekennzeichnet, wa¨hrend die Werte bei sequentieller Bearbeitung mit t und zugeho¨rigem Index
markiert sind.
2Die Anzahl der verwendeten Prozessoren kann dem Index bei den Einzelwerten ggf. durch ein mit Komma
abgetrenntes n nachgestellt werden. So stellt Tpart,4 die Kosten zur Berechnung der Partitionen fu¨r 4 Rechnerknoten
dar.
3Das Einlesen des Modells erfolgt zentral und ist unabha¨ngig von der Prozessoranzahl.
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wenigstens ein Ereignis eingeplant war. Das bedeutet, daß, wenn u¨berhaupt etwas zu tun war, im
Mittel der angegebene Anteil aller Schaltelemente ein Ereignis ausfu¨hren konnte.
In 86 Prozent der Zeitschritte waren jedoch keine Ereignisse vorhanden. Diese Zeitpunkte
mu¨ssen jedoch bei der reinen zeitgesteuerten Simulation ebenfalls abgearbeitet werden, was unno¨ti-
gen Zusatzaufwand bereitet und ein typisches Kennzeichen dafu¨r ist, daß eine ereignisgesteuerte
Kontrolle einer synchronen Zeitfortschaltung vermutlich u¨berlegen ist.
Die relativ niedrigen Aktivita¨tsraten ergeben jedoch skaliert auf die gesamte Schaltungsgro¨ße
einen potentiellen Parallelita¨tsgrad von 0,5 bis 20,5 Ereignissen beim kleinsten und 6,3 bis 246,5
Ereignissen beim gro¨ßten Schaltkreis. Diese theoretischen Mittelwerte versprechen scheinbar gute
Parallelisierbarkeit. Bei den untersuchten Schaltkreisen waren tatsa¨chlich jedoch nur maximal zwi-
schen 7 und 35 gleichzeitige Ereignisse pro Simulationsschritt vorhanden (und eben nicht 20,5 bis
246,5).
Bailey und Snyder [BAS88a] untersuchten sechs Schaltkreise der Gro¨ße 200 bis 27000 Transisto-
ren und fanden a¨hnliche Aktivita¨tsraten (0,04 – 2,9 Prozent). Allerdings ergaben weitere Analysen,
daß im Schnitt nur etwa 5 Ereignisse pro Zeitschlitz vorhanden waren, wobei allerdings auch leere
Zeitschritte bei der Mittelwertbildung beru¨cksichtigt wurden. Eine wesentliche Ursache wird dem
sequentiellen Verhalten der untersuchten Schaltkreise (Multiplexer, RISC-Multiprozessor, digitaler
Filter) zugeschrieben, die in 45 Prozent aller Zeitschritte nur genau ein Ereignis zur Simulation
besaßen.
Da beide Untersuchungen jedoch mit zeitgesteuerter Simulation erfolgten, wurde ggf. auch
zusa¨tzliches Parallelisierungspotential, das die ereignisgesteuerten Varianten durch ihre Optimie-
rung bei der Fortschaltung der Simulationszeit und der virtuell gleichzeitigen Bearbeitung von
Ereignissen mit unterschiedlichen Zeitstempeln bieten, ”unterschlagen”.
3.3.2 Kausal begru¨ndeter Parallelismus (Kritischer Pfad)
Untersuchungen der Beschleunigungsmo¨glichkeiten nach dem asynchronen ereignisgesteuerten An-
satz wurden von Berry und Jeﬀerson mittels Kritische-Pfad-Analyse durchgefu¨hrt (CPA = critical
path analysis) [BEJ85a]. Entsprechend der kausalen Abarbeitungsreihenfolge und Dauer der Ereig-
nisbearbeitung werden die fru¨hsten Realzeitpunkte berechnet, zu denen ein Ereignis (unabha¨ngig
von seinem Simulationszeitstempel) bearbeitet werden kann. Dies ist entweder sein Generierungs-
zeitpunkt, wenn der Prozessor, auf dem die Bearbeitung erfolgt, keine Ereignisse mit kleinerem
Simulationszeitstempel mehr zuvor auszufu¨hren hat, oder der fru¨hste Zeitpunkt, zu dem der ent-
sprechende Prozessor alle diese Ereignisse verarbeitet hat.
Die Kommunikationszeiten tmsg fu¨r den Versand der Ereignisnachrichten zwischen den einzel-
nen Prozessoren werden als konstant angenommen und sind im einfachsten Fall Null. Als Generie-
rungszeitpunkt eines Ereignisses wird der reale Endzeitpunkt der Bearbeitung des generierenden
Ereignisses betrachtet. Tra¨gt man die Bearbeitungszeiten der Ereignisroutinen auf Prozessorenach-
sen ab, so werden lokal bearbeitete, aufeinanderfolgende Ereignisse lu¨ckenlos aneinandergereiht.
Ereignisse, die fu¨r andere LPs eingeplant werden, erhalten im Diagramm einen senkrechten (oder
um die Nachrichtenlaufzeit verzo¨gernden) Verbindungspfeil, falls der Ziel-LP zu diesem Zeitpunkt
keine anderen Ereignisse mehr zu bearbeiten hat. Andernfalls wird die kausale Abha¨ngigkeit der
Ereignisse durch einen Pfeil zum Endzeitpunkt aller zuvor auf dem Ziel-LP zu simulierenden Events
repra¨sentiert. Die Mindestlaufzeit eines verteilten Simulators entspricht somit dem kritischen Pfad
durch dieses Diagramm. In Abha¨ngigkeit von der Anzahl der Prozessoren und der Partitionierung
ergeben sich natu¨rlich unterschiedliche Ergebnisse.
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Abbildung 3.2: Komponenten bei der Berechnung des kritischen Pfads
Die Berechnung des kritischen Pfads kann durch Erweiterung der Datenstrukturen des sequen-
tiellen Simulators um einige Variablen nahtlos in diesen integriert werden. Dazu werden fu¨r jeden
Prozessor der Realzeitpunkt der letzten Aktivita¨t und fu¨r jedes Ereignis sein realer Generierungs-
und Ausfu¨hrungszeitpunkt gespeichert. Die Berechnung des kritischen Pfads erfolgt mit nachste-
hendem informellen Algorithmus.
• Der Wert tlast(Pj) beschreibt den Zeitpunkt, zu dem Prozessor Pj die letzte Ereignisbearbei-
tung abgeschlossen hat. Ist ek das na¨chste auszufu¨hrende Ereignis, so gibt tlast/ek(Pj) den
neu berechneten Wert von tlast(Pj) nach der Ausfu¨hrung dieses Ereignisses an. Dauert die
Berechnung der Ereignisroutine von ek die Zeit eval(ek), so ist:
tlast/ek(Pj) = tlast(Pj) + eval(ek).
Nach Abarbeitung von ek u¨bernimmt tlast(Pj) den neu ermittelten Wert tlast/ek(Pj).
• Fu¨r die Berechnung des Generierungszeitpunkts eines Ereignisses e2 fu¨r Prozessor Pi, das von
e1 auf Prozessor Pj erzeugt wurde (wobei i = j sein kann), gilt somit folgende Beziehung:
tgen(e2) = tlast/e1(Pj).
Der Generierungszeitpunkt ergibt sich also aus dem Endzeitpunkt der Bearbeitung des gene-
rierenden Ereignisses.
• Ist E = {e1, . . . , en} die Menge der vor Ereignis ek abzuarbeitenden Ereignisse auf dem
ausfu¨hrenden Prozessor Pj , so wird ek nicht vor deren Bearbeitung, das heißt fru¨hestens zum
Realzeitpunkt tready(ek) ausgefu¨hrt:
tready(ek) = max
ei∈E
{tlast/ei(Pj)}.
tready muß nicht explizit berechnet werden, da sich der Wert automatisch aus der Abarbei-
tungsreihenfolge der vorhergehenden Ereignisse ergibt und demWert von tlast nach Simulation
aller Elemente von E entspricht.
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• Fu¨r den fru¨hsten Ausfu¨hrungszeitpunkt texe eines beliebigen Ereignisses gilt folgende untere
Schranke:
texe(e2) ≥ max {tready(e2), tgen(e2) + tmsg}.
Das Gleichheitszeichen gilt, wenn e2 das Ereignis mit dem kleinsten Simulationszeitstempel
auf dem Ziel-LP Pi ist und dieser bei Ankunft der Ereignisnachricht mit e2 kein Ereignis
bearbeitet.
Wird nun jeder LP auf einem eigenen Prozessor ausgefu¨hrt, so kann jedes Ereignis unmittelbar
ausgefu¨hrt werden, nachdem es verfu¨gbar und alle anderen lokalen Ereignisse bearbeitet wurden.
Mit einer unbeschra¨nkten Prozessoranzahl und somit einer Partitionierung P∞, bei der jeder LP auf
einen eigenen Rechnerknoten abgebildet wird, erha¨lt man also den maximal erreichbaren Speedup
einer asynchronen parallelen Simulation durch Vergleich der La¨nge des kritischen Pfades tcpa,P∞
mit der Summe der Bearbeitungsdauer aller Ereignisroutinen, die der La¨nge der sequentiellen Be-
arbeitung tsim entspricht:
Speedupopt,P∞ =
tsim
tcpa,P∞
.
Werden mehrere LPs einem Prozessor zugeteilt, verla¨ngert sich aufgrund der gemeinsam ge-
nutzten Ressourcen in der Regel auch die La¨nge des kritischen Pfads, da ggf. zwischenzeitlich noch
Ereignisse der anderen LPs bearbeitet und somit die Verarbeitung eigener Events verzo¨gert wird.
Alle LPs eines Prozessors Pi arbeiten dann auf einem gemeinsamen Wert tlast(Pi). Die Beschleuni-
gung ergibt sich somit unter einer gegebenen Partitionierung Pn zu:
Speedupopt,Pn =
tsim
tcpa,Pn
.
Der kritische Pfad mit tmsg = 0 ist fu¨r konservative Simulationsverfahren eine untere Schranke
der mo¨glichen Laufzeit. Als realistischer Overhead sind die Nachrichtenlaufzeiten oder der Syn-
chronisationsaufwand jedoch durch einen von Null verschiedenen Wert fu¨r tmsg zu beru¨cksichtigen.
Fu¨r optimistische Verfahren wurden bei Verwendung von Lazy-cancellation jedoch auch Szenarien
beschrieben, in denen der kritische Pfad unterboten werden kann [JER91a, GUN94a], da Ereignisse
bereits verfru¨ht ausgefu¨hrt werden ko¨nnen und durch Rollbacks nicht wieder zuru¨ckgesetzt werden,
weil sie spa¨ter wieder identisch generiert werden. Dadurch kann der Zielsimulator bereits fru¨her
weiterarbeiten als ein konservatives Verfahren und unterschreitet die La¨nge des kritischen Pfads.
Lin beschreibt fu¨r verschiedene Schedulingstrategien bei Plazierung mehrerer LPs auf einem
Prozessor die Vorgehensweise zur Berechnung des kritischen Pfads [LIN92a]. Es wurden jedoch nur
Untersuchungen mit kleinen Warteschlangennetzen unter Verwendung verschiedener Parametrisie-
rungen der Job- und Prozessoranzahl sowie der Topologie durchgefu¨hrt. Bei entsprechend hoher
Population des Warteschlangennetzes mit einer ausreichenden Anzahl von Jobs wurden Speedups
des kritischen Pfads von 20 – 25 mit 32 Prozessoren beobachtet.
3.3.3 Oracle-log
Das eben beschriebene Verfahren beru¨cksichtigt allerdings in keiner Weise die realen Kosten der
Kommunikation, den Aufwand fu¨r Deadlockerkennung und Blockadezeiten. Diese Faktoren werden
entweder komplett vernachla¨ssigt oder als konstant angenommen. Swope und Fujimoto schlagen
deshalb fu¨r konservative Synchronisationsverfahren eine Methode vor, die auf Basis eines ”perfect
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knowledge” stets in der Art und Weise eines allwissenden Orakels angeben kann, ob das na¨chste
zu simulierende Ereignis sicher ist, oder ob noch Ereignisse von anderen Simulatoren ausstehen
[SWF87a]. Auf diese Weise vermeidet das ”Oracle-log”-Verfahren Blockaden, die sich im nachhinein
als unno¨tig herausstellen, da die Simulation nur dann blockiert, wenn wirklich auf Ereignisse anderer
LPs gewartet werden muß.
Da der Algorithmus als echter paralleler Simulator la¨uft, werden auch die realen Nachrichten-
laufzeiten beru¨cksichtigt. Aufgrund des vollsta¨ndigen Wissens, das aus einem Protokoll (Log) der
Ereignisreihenfolge eines vorherigen (sequentiellen oder parallelen) Simulationslaufs herru¨hrt, wird
ebenfalls entschieden, ob auf Nachrichten gewartet werden muß oder nicht. Der Gedanke, daß auf
einen Deadlockerkennungs- oder -vermeidungsalgorithmus verzichtet werden kann, triﬀt leider nicht
zu. Warten zwei Simulatoren auf Nachrichten mit gleichem Zeitstempel vom jeweils anderen LP, so
blockieren sie dennoch.
Durch Vergleich der Simulationsdauer des quasioptimalen verteilten konservativen Oracle-log
mit der Laufzeit eines konventionellen konservativen Verfahrens la¨ßt sich ein Maß fu¨r den Overhead
eines konkret implementierten parallelen Algorithmus angeben. Von praktischer Bedeutung in Pro-
duktionsumgebungen ist das angegebene Verfahren jedoch nicht, da stets ein zusa¨tzlicher (und in der
Regel langsamerer) Simulationslauf fu¨r die Protokollierung der Ereignisreihenfolge no¨tig ist. Richter
beschreibt ausfu¨hrlich die Leistungsverluste, die beim U¨bergang von optimalen hin zu realistischen
konservativen Verfahren entstehen ko¨nnen [RIC95a]. Er berichtet von Verlusten in Gro¨ßenordnun-
gen zwischen 60 und 85 Prozent der im Idealfall erreichbaren Beschleunigung. Allerdings werden
nur relativ kleine Warteschlangenmodelle mit 420 bis 2800 Objekten, deren Partitionierung von
Hand erfolgte, betrachtet. Es stellt sich jedoch die Frage, ob die Aussagen auf gro¨ßere Modelle,
die ggf. ein wesentlich ho¨heres Potential gleichzeitiger Ereignisse bieten, direkt u¨bertragen werden
ko¨nnen.
Dasselbe Verfahren wird erstaunlicherweise auch in identischer Weise nochmals von Jha
und Bagrodia unter dem Titel Ideal-simulation-protocol [JHB96a] im Rahmen der Maisie-
Simulationsumgebung [BJW94a] eingefu¨hrt. Die Beobachtung fu¨r ein geschlossenes Warteschlan-
gennetz ist hier, daß ein reales konservatives Synchronisationsprotokoll auf Basis von Nullnachrich-
ten auch bei Variation verschiedener Parameter (Lookahead, Topologie, Jobs und Granularita¨t)
lediglich zwischen 40 und 60 Prozent der mit dem idealen Protokolls erreichbaren Beschleunigung
erzielt. Bei diesen Untersuchungen werden ebenfalls lediglich 16 LPs zugrundegelegt.
3.3.4 Weitere Bewertungskriterien
3.3.4.1 Laufzeiten des parallelen Simulators
Neben dem von uns verwendeten Beschleunigungsmaß fu¨r reine Simulationslaufzeiten, das dem
Verha¨ltnis der Laufzeit eines optimierten sequentiellen Simulators zu der eines verteilten Simulators
auf n Prozessoren in Abha¨ngigkeit von einer gegebenen Partitionierung entspricht, wurden von
verschiedenen Forschern insbesondere bis Anfang der 90er Jahre noch einige andere Deﬁnitionen
von Speedup angegeben.
Reed, Malony und McCredie [RMM88a] verwenden als Referenzwert statt des sequentiellen
Simulators die Laufzeit Tsim,1 des parallelen Simulators mit einer einzigen Partition unter der
Begru¨ndung, daß dieser Wert eine obere Schranke fu¨r die Beschleunigung liefert. Je nach Qualita¨t
dieser verteilten Version auf einem einzigen Prozessor kann diese Schranke allerdings um einiges
ho¨her liegen als real erreichbare Werte. In unserer bereits stark optimierten Version des parallelen
Simulators DVSIM la¨uft der verteilte Simulator auf einem einzigen Knoten zwischen 10 und 30
Prozent langsamer als die rein sequentielle Version. A¨hnliche Werte berichten auch Bagrodia und
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Jha [BAJ96a]. Allerdings mußte hierzu der parallele Simulator bereits sehr stark optimiert werden.
Bauer und Sporrer [BAS93a] zeigen, daß mit dieser Bewertung die erreichbaren Speedup-Werte
mitunter ”verdoppelt” werden ko¨nnen, wenn die parallele Referenzimplementierung relativ langsam
zur sequentiellen Version ist.
Mittlerweile hat sich jedoch der Vergleich zur sequentiellen Variante weitgehend durchgesetzt.
Wo dennoch der parallele Simulator auf einem Knoten als Basis dient, wird als A¨quivalent das
Verha¨ltnis der Leistung des sequentiellen Simulators zur parallelen Version auf einem Knoten ange-
geben, so daß sich die Ergebnisse nachtra¨glich noch vergleichen lassen [FUJ88b, LUB89a, RIW89a,
BSK92a, JHB96a].
Wagner, Lazowska und Bershad [WLB88a] legen ebenso wie Bagrodia, Chandy und Liao
[BCL91a] die verteilte Variante zugrunde. U¨ber deren Qualita¨t wird keine Aussage getroﬀen. In
[JHB96a] wird jedoch auch von Bagrodia eine optimierte sequentielle Version sowie ein idealer auf
dem Ansatz des kritischen Pfads beruhender Simulator als Referenz verwendet.
3.3.4.2 Eﬃzienz
Als weitere Bewertungsgro¨ße nennt Lubachewsky die Eﬃzienz, die als Maß der Auslastung der
genutzten Ressourcen die erreichte Beschleunigung dem optimalen Speedup n bei Verwendung von
n Prozessoren gegenu¨berstellt [LUB89a]:
effn =
Speedupn
n
.
[RIW89a] nennen die Eﬃzienz ebenfalls als Maß des Erreichbaren. Durch die Abstraktion von
der konkreten Prozessoranzahl lassen sich Simulationsergebnisse verschiedener Forschergruppen
auch bei Angabe von Ergebnissen, die auf unterschiedlichen Rechnerknotenanzahlen erzielt wurden,
vergleichen. Speedup-Werte von beispielsweise 2,8 auf 5 Prozessoren und 9,8 auf 16 Knoten liefern
als Eﬃzienzmaß 56 bzw. 61 Prozent und und sind damit leichter einzuordnen.
3.3.4.3 Ereignisraten
Wie bereits diskutiert, werden neben Simulationszeiten auch die Anzahl der bearbeiteten Ereig-
nisse als Kriterium verwendet. Bei konservativen Verfahren werden dazu alle Ereignisse geza¨hlt.
Matsumoto und Taki erreichten mit diesem Bewertungsmaßstab Speedups von 50 auf 64 Prozesso-
ren unter Time Warp [MAT92a]. Dabei wurden allerdings durch Rollback widerrufene Ereignisse
anscheinend mitgeza¨hlt. Der korrigierte Wert ohne solche Events betra¨gt 43 und nach einer weite-
ren Korrektur der Za¨hlweise nur noch 35. Insgesamt scheinen die Ergebnisse eher etwas konfus als
wirklich fundiert. Zudem existiert keine Angabe, welche Messungen als Basis der Vergleiche dienten
(sequentielle Version oder verteilter Simulator mit einer Partition).
3.3.4.4 Sonstige Maßsta¨be
[CAP94a] deﬁniert losgelo¨st von bestimmten Simulationsanwendungen unterschiedliche Bewer-
tungsmaßsta¨be fu¨r die Parallelisierbarkeit und allgemeine Bewertung paralleler Algorithmen auf
unterschiedlichen Rechnerarchitekturen. Insbesondere werden die Begriﬀe der idealen Laufzeit, der
kommunikationsfreien Laufzeit, der Eﬃzienz (vgl. [LUB89a]), des Scaleup (vgl. Isoeﬃciency bei
[KGR94a]) und des sequentiellen Anteils an der Gesamtlaufzeit betrachtet. Außerdem wird a¨hnlich
wie bei [LIN92a] die Leistung unterschiedlicher Maschinen innerhalb eines heterogenen Rechner-
verbunds beru¨cksichtigt.
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3.3.5 Leistungsbewertung und Abgrenzung paralleler Verfahren untereinander
3.3.5.1 Konservative Methoden
Zur Bewertung implementierter Synchronisationsverfahren und zur Abgrenzung ihrer Leistungsfa¨-
higkeit gegenu¨ber Varianten oder anderen Verfahren ko¨nnen ebenfalls unterschiedliche Gro¨ßen be-
trachtet werden. Reed, Malony und McCredie stellen als Maß fu¨r die Eﬃzienz eines Verfahrens die
Anzahl der Deadlocks und der Kontrollnachrichten der Gesamtanzahl aller Nachrichten gegenu¨ber
[RMM88a]. Sie berechnen somit die Anzahl der Deadlocks pro Nachricht bzw. den prozentualen
Anteil der Nullnachrichten am Gesamtaufkommen fu¨r Kommunikation. Beide Werte gilt es, fu¨r die
eﬃziente Realisierung eines konservativen Algorithmus zu minimieren.
Fujimoto verwendet die Inversen der beiden eben genannten Quotienten als Rate der reinen
Ereignisnachrichten pro Deadlock bzw. pro Nullnachricht [FUJ88a], die dann zu maximieren sind.
Er zeigte auch, daß echte Parallelverarbeitung von Ereignissen erst ab einem gewissen Kommuni-
kationsaufkommen von Ereignisnachrichten erreicht werden kann, da dann alle Prozessoren stets
genu¨gend Ereignisse in ihren Event-Listen verfu¨gbar haben. Somit entfallen Blockaden leerlaufen-
der Prozesse und der Parallelisierungsaufwand amortisiert sich. Steigen die Nachrichtenraten, so
erho¨hen sich bei Fujimotos Untersuchungen auch die Speedup-Werte der betrachteten Warteschlan-
gennetze.
3.3.5.2 Meßgro¨ßen optimistischer Verfahren
A¨hnlich den protokollorientierten Gro¨ßen Nullnachrichten und Deadlocks bei konservativen Ver-
fahren stehen bei optimistischen Methoden die den Zusatzaufwand verursachenden Rollbacks und
Sicherungspunkte im Blickpunkt der Leistungsbetrachtungen.
Vielfach wird die Anzahl der Rollbacks in Kombination mit der Rollbacktiefe als Gu¨tekriterium
herangezogen [APW93a] (fu¨r Workstation-Cluster), [CGU94a] (in Shared-memory-Umgebung). Die
Rollbacktiefe wird dabei als mittlere Anzahl der zuru¨ckgesetzten Ereignisse angegeben oder u¨ber
die zuru¨ckgesetzte Simulationszeit ausgedru¨ckt. Wa¨hrend das erste der beiden Maße unabha¨ngig
von der konkreten Simulation und ihrer Zeitmodellierung ist, empﬁehlt sich bei Verwendung der
Simulationszeit eine Skalierung z.B. anhand der Gesamtdauer der Simulation.
Ein ebenfalls geeignetes Maß fu¨r den Aufwand, den Rollbacks verursachen, ist die CPU-
Rechenzeit fu¨r die Ausfu¨hrung der Ru¨cksetzaktionen im Vergleich zur Gesamtrechenzeit der par-
allelen Simulation. Weiterhin lassen sich Rollbackkosten nach prima¨ren Rollbacks, die aufgrund
verspa¨teter Ereignisnachrichten ausgelo¨st werden, und sekunda¨ren Rollbacks, die durch vorherige
Ru¨cksetzungen anderer LPs mittels Antinachrichten beim Empfa¨nger verursacht werden, untertei-
len.
Bei der Bewertung des Aufwands fu¨r Sicherungspunkte beurteilt man in der Regel den Rechen-
zeitaufwand fu¨r ihrer Erstellung und Verwaltung sowie in einigen Fa¨llen auch den Speicherbedarf.
3.4 Untersuchte Modellklassen
Die Modelle, die bislang auf Eignung fu¨r die Parallelisierung untersucht wurden, lassen sich grob
in folgende Klassen einteilen: Kommunikationsnetzwerke, Warteschlangennetze, Gefechtsfeldsimu-
lationen und a¨hnliche Modelle, die auf topographischen Daten aufsetzen, sowie Simulation von
Schaltkreismodellen. Einige Ergebnisse zur Untersuchung dieser Modellklassen sollen hier kurz skiz-
ziert werden.
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• Aufgrund der fundierten Theorie, anhand derer sich Untersuchungen auch teilweise analytisch
u¨berpru¨fen lassen, stellen Warteschlangennetze die wohl beliebtesten Forschungsobjekte dar.
Die Gro¨ße der Modelle ist dabei meist auf weniger als 1000 LPs, die jeweils eine Warteschlange
repra¨sentieren, beschra¨nkt.
– Fujimoto betrachtet in [FUJ88a] 4 x 4 und 8 x 8 torusfo¨rmig angeordnete Warteschlangen
mit initial 4 Jobs pro Queue. Die Granularita¨t der Ereignisroutinen betra¨gt 1 ms und
wird im Programm u¨ber aktive Warteschleifen realisiert. Als Rechnerplattform stand
ein Butterﬂy BBN Shared-memory Parallelrechner zur Verfu¨gung. Auf ihm wurde ein
konservatives Verfahren mit Lookahead realisiert und Untersuchungen fu¨r Deadlock-
avoidance durch Nullnachrichten und Deadlock-detection und -recovery untersucht. Die
Deadlockerkennung wurde dabei durch den gemeinsamen Speicher wesentlich erleichtert.
Tabelle 3.1 zeigt die erreichten Speedup-Werte der Implementierung.
Algorithmus Deadlock-avoidance Deadlock-detection
Prozessoren
4 3.5 2.5
8 6.5 4
16 11 5.8
Referenz: sequentieller Simulator
Tabelle 3.1: Speedup-Ergebnisse bei Fujimoto
Insbesondere wurde der Einﬂuß der Granularita¨t und des Nachrichtenaufkommens auf
die Beschleunigung untersucht. Ab einer gewissen Sa¨ttigung des Systems mit Nachrich-
ten wird eine Verbesserung der Beschleunigung beobachtet, die auf eine Erho¨hung der
verfu¨gbaren Parallelita¨t zuru¨ckgefu¨hrt wird. Die Prozessoren verfu¨gen dann stets u¨ber
genu¨gend Ereignisse, so daß die Ereignislisten nicht leer werden und somit eﬀektiv Er-
eignisse gleichzeitig bearbeitet werden.
Außerdem spielt der verfu¨gbare Lookahead eine nicht unwichtige Rolle. Es werden un-
terschiedliche Ankunftsraten mit verschiedenen Lookaheads untersucht. Bei Lookahead-
ratio ist lediglich das Verha¨ltnis zwischen den mittleren Absta¨nden zweier Ereignisse
und dem Lookahead relevant und nicht allein der absolute Lookahead-Wert. Je na¨her
das Verha¨ltnis an ”1” liegt, um so weniger zusa¨tzlicher Aufwand ist zur Freigabe sicherer
Ereignisse no¨tig.
Bei gutem Lookahead-Verha¨ltnis (nahe bei 1) ist die Deadlockvermeidungsstrategie der
Deadlockerkennungsvariante u¨berlegen (um den Faktor 2 schneller). Wichtig ist stets,
die ”Nachrichtenlawine” (Message-avalanche, [FUJ88a]) auszulo¨sen, damit genug paral-
lele Ereignisse vorhanden sind. Das Mapping der LPs erfolgte clusterweise nach zusam-
menha¨ngenden Komponenten.
– Ein ebenfalls bei Forschern beliebtes Modell unter den Warteschlangennetzen ist der sog.
Central-Server-Ansatz, in dem eine zentrale Queue (z.B. CPU) Jobs bearbeitet und diese
anschließend nach einer deﬁnierbaren Wahrscheinlichkeitsverteilung an Servicestationen
(z.B. I/O-Gera¨te) verteilt. Nach der Bearbeitung an diesen Stationen kehren die Jobs
wieder zur Central Queue zuru¨ck. Danach wiederholt sich der Zyklus.
Fujimoto betrachtet in [FUJ88b] ein Central-Server-Modell mit 5 Knoten sowie ein
Routing-Modell in einem Hypercube-Netzwerk. Er fu¨hrt die in Abschnitt 3.1 genannte
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Optimierung der Eventmodellierung bei FCFS-Queues durch Verwenden zusa¨tzlichen
Applikationswissens ein. Bereits bei der Ankunft eines Jobs kann das Ende der Bedien-
zeit und somit die Ankunft beim na¨chsten LP vorausberechnet werden. Events ko¨nnen
somit fru¨her generiert und bearbeitet werden. Implizit erho¨ht sich dadurch der Looka-
head. Mit dieser Optimierung erreicht Deadlock-detection einen Speedup von 3 fu¨r das
Central-Server-Modell mit 5 Knoten. Beim Routing-Modell erzielen die beiden konserva-
tiven Verfahren Speedups von 5 bei 8 Prozessoren, wenn 64 LPs modelliert wurden. Bei
Verwendung eines Hypercubes mit 16 LPs ergaben sich schlechtere Werte. [RMM88a]
erzielten wesentlich schlechtere Ergebnisse fu¨r das Central-Server-Modell. Die Autoren
verwendeten aber auch keine Optimierung der Ereignisstruktur wie Fujimoto.
– Bagrodia [BCL91a] erreichte mit seinem Space-time-System fu¨r die Simulation von War-
teschlangennetz mit Zyklen einen Speedup von 14 mit 16 Prozessoren bei alleiniger Ver-
wendung ra¨umlicher Parallelita¨t. Das Verfahren wird zwar als asynchron bezeichnet, syn-
chronisiert sich aber dennoch gelegentlich mit allen anderen Simulationsprozessen (SP)
u¨ber Barrieren. Ein gewisser Optimismus ist vorhanden, der u¨ber Checkpointing (im
einfachsten Fall eine Kopie des Initialzustands) abgesichert wird. Fu¨r ein Feed-forward-
Warteschlangennetz ohne Zyklen wurde bei extrem geringem Kommunikationsaufkom-
men und unter Einsatz der zeitlichen Parallelisierung mittels Relaxationsverfahren zur
Konvergenzsicherung ein Speedup von 54 auf 64 Prozessoren erreicht. Durch die geringe
Interaktionsrate werden entsprechend wenig Fehler gemacht und die initiale Scha¨tzung
des Zustands ist oft korrekt [BCL91a].
– Anhand einer Reihe weiterer Warteschlangenmodelle untersuchten insbesondere Lin, Lu-
bachewsky und Lazowska [LIL89a, LIL89b, LIL89c, LIL89d, LIL90c, LLB89a, LLB89b,
LIL90b, LSW89a] prinzipielle Eigenschaften von Modellen mit zwei (oder nur wenigen)
Warteschlangen und stellten daraus eine Reihe von Hypothesen zur Leistungsfa¨higkeit
paralleler Simulationen auf, die sich jedoch wegen vieler Einschra¨nkungen zur Vereinfa-
chung der gefundenen Formeln schwer auf die Praxis u¨bertragen lassen.
• Kommunikationsnetze klassischer Art, aber auch Funknetze, bedu¨rfen bei der Planung eben-
falls sorgfa¨ltiger Untersuchungen und wurden fu¨r parallele Simulationsstudien verwendet. Das
klassische Problem der Simulation von Kommunikationsnetzen veranlaßte Bryant 1977, die
auch nach ihm mit benannte CMB-Methode der parallelen ereignisgesteuerten Simulation zu
entwickeln [BRY77a]. [FUJ89b] beschreibt die parallele Simulation von Mobilfunk-Netzen. Im
TeleSim-Projekt soll durch Einsatz der optimistischen PDES die Simulation von ATM-Netzen
beschleunigt werden [WUZ98a].
• Viele Forschungsprojekte im Bereich der parallelen Simulation wurden (und werden im Rah-
men der High Level Architecture (HLA) auch jetzt wieder) aus US-Regierungsmitteln ﬁ-
nanziert. Klassischerweise ist das amerikanische Verteidigungsministerium an Simulationen
milita¨rischer Aktionen interessiert. Eines der gro¨ßten Projekte wurde im Rahmen des Time-
warp-operating-system (TWOS) am Jet Propulsion Laboratory realisiert [WHF89a]. Ge-
fechtsfeldsimulationen spielen dabei die wichtigste Rolle (ein Standardmodell zur Simulation
zweier gegeneinander ka¨mpfender Armeen hat die Bezeichnung STB88).
– In [WIJ89a] erfolgt ein Vergleich zwischen zeit- und ereignisgesteuerten Verfahren. Es
werden 225 Objekte als Zellen auf einem Gitterraster simuliert. Die Ankunft von Ein-
heiten (Units) aus Nachbarzellen wird u¨ber Ereignisse modelliert.
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Es wurden folgende Speedups beobachtet: Die ereignisgesteuerte Simulation lieferte Be-
schleunigungen von 5 bei 32 Prozessoren auf einem Caltech JPL Mark III Hypercube
mit TWOS. Die parallelen zeitgesteuerten Versionen waren stets langsamer als die op-
timierten sequentiellen Version. Im Gegensatz zu Aussagen von Briner [BRI90a] ist die
sequentielle ereignisgesteuerte Simulation bereits ca. 35 Prozent schneller als die rei-
ne kompilierte zeitgesteuerte Variante. Briner stellt bei einer durch U¨berspringen von
Leerzeiten optimierten zeitgesteuerten Version eine ca. 10-fach schnellere Bearbeitung
gegenu¨ber der diskreten ereignisgesteuerten Variante fest.
– Einen analogen Ansatz, der auf der Simulation kleiner geographischer Regionen mit
Grenzen zu den Nachbargebieten beruht, stellt Shark’s World dar. Bagrodia erreichte
mit einer zeitgesteuerten Variante seines Space-time-basierten Simulationssystems Mai-
sie Beschleunigungen von 4.8 auf 32 Prozessoren [BCL91a]. Als Referenzwert dient jedoch
die Einprozessorversion des verteilten Simulators.
• Als Modelle zur Schaltkreissimulation werden oft proprieta¨re Entwicklungen, die an den
Standorten der einzelnen Forschergruppen verfu¨gbar waren, verwendet. Dadurch ist eine Ver-
gleichbarkeit verschiedener Ansa¨tze schwierig. Allerdings erfreuen sich in den vergangenen
Jahren die Schaltungen der ISCAS’85- [BRF85a] und ISCAS’89-Benchmark-Suite [BBK89a]
zunehmender Beliebtheit. Leider ist bei diesen Schaltungen die konkrete Funktionalita¨t nicht
bekannt. Sie waren urspru¨nglich zur automatischen Testmustergenerierung und Fehlersimula-
tion zusammengestellt worden. Die meisten Untersuchungen verwenden deshalb Zufallsmuster
als Stimuli. Die beiden Suites enthalten zum einen zustandslose kombinatorische Modelle (IS-
CAS’85) sowie auch zustandsbehaftete sequentielle Schaltungen (ISCAS’89). Die Gro¨ße der
Schaltungen liegt fu¨r die kombinatorischen Modelle bei bis zu 10000 und fu¨r sequentielle Be-
schreibungen je nach Art der Modellierung der Flipﬂops zwischen maximal 20000 und 40000
Elementen.
3.5 Evaluierungsumgebungen fu¨r parallele Simulationsverfahren
In den vergangen Jahren wurde eine Reihe von Plattformen zur Klassiﬁkation der Leistungsfa¨higkeit
paralleler Simulationsalgorithmen vorgestellt. Ziel war es oft, den Einﬂuß identiﬁzierter und rele-
vanter Parameter auf eine spezielle, eingeschra¨nkte Klasse von Algorithmen (synchron, konservativ,
optimistisch) fu¨r meist unterschiedliche Hardwareplattformen (Distributed- oder Shared-memory,
SIMD oder MIMD) zu untersuchen. Im Unterschied zur vorliegenden Arbeit wurde eine umfassende
Kombination verschiedener Klassen innerhalb eines Frameworks jedoch weniger beru¨cksichtigt. Die
folgende Beschreibung triﬀt in chronologischer Reihenfolge eine Auswahl repra¨sentativer Systeme.
• YADDES [PLH88a, PRM90a]: Einen fru¨hen Ansatz einer Simulationssprache stellt YAD-
DES dar. Untersuchungen mit einigen kleinen Modellen logischer Schaltkreise ergaben fu¨r die
Simulation eines konservativen, eines optimistischen und eines synchronen Simulators stets
schlechtere Ergebnisse als mit einem sequentiellen Simulator erreicht wurden.
• SPECTRUM [REY88a, RED89a, RWF89a]: Im Rahmen dieses Testbetts wurde von Reynolds
und Dickens eine Umgebung geschaﬀen, in der die synchronisationsspeziﬁschen Implementie-
rungsdetails in wenigen gekapselten Modulen, den sogenannten Filtern, fu¨r eingehende und
ausgehende Nachrichten sowie fu¨r die Freigabe der Simulation des na¨chsten Ereignisses vom
eigentlichen applikationsspeziﬁschen Simulatorcode abgeschirmt werden. Durch Austausch der
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Filter kann somit nach einer Neuu¨bersetzung auf einfache Art ein anderes Protokoll verwendet
werden. Lediglich die Implementierung der neuen Filtermodule ist zu realisieren.
Mit diesem Verfahren sollte eine leichtere U¨berpru¨fbarkeit der Einﬂu¨sse der von Reynolds er-
mittelten Designvariablen erreicht werden [REY88a]. Leider la¨ßt sich das Filterkonzept nicht
durchga¨ngig fu¨r beliebige Methoden realisieren [RWF89a], so daß z.B. fu¨r Time Warp auch
im eigentlichen Applikationscode A¨nderungen zur Unterstu¨tzung des Checkpointings und
der Ereignislistenverwaltung no¨tig werden ko¨nnen. In SPECTRUM wurden neben Deadlock-
detection und -recovery auch die Verfahren SRADS und SRADS/LR realisiert. Ergebnisse
u¨ber reine optimistische Verfahren wurden nicht publiziert. Als Rechnerplattformen wurden
die Parallelrechner Butterﬂy GP-1000 mit Shared-memory-Architektur auf Basis vernetzter
Motorola 68K-Prozessoren und ein Intel iPSC/2-Hypercube mit verteiltem Speichermodell ge-
nutzt. Vero¨ﬀentlichungen zur Abgrenzung der Leistung verschiedener konservativer Verfahren
sind lediglich in [RWF89a] als unklare Trends zu erkennen.
• Synapse [WLB88a]: Wagner, Lazowska und Bershad untersuchten in ihrem System Syn-
apse auf einer Shared-memory-Architektur die konservativen Methoden Deadlock-detection
und -recovery, Deadlock-avoidance und ein auf SRADS aufsetzendes Fensterverfahren (Lazy-
blocking-avoidance). Es existieren in Synapse mehrere LPs pro Prozessor, die von einem
Laufzeitsystem gescheduled werden. Bei Lazy-blocking-avoidance wird das Scheduling u¨ber
ein Zeitfenster und Timeouts auf Simulationszeitbasis gesteuert. Das Zeitfenster schreitet mit
den erhaltenen Garantien fort. Seine Obergrenze wird fu¨r die blockierten LPs von einem
separaten zentralen Prozessor berechnet.
• YAWNS [NMI90a]: Mit YAWNS stellt Nicol eine Umgebung zur Entwicklung von Applika-
tionen unter Beibehaltung eines festen synchronen aktivita¨tsbasierten Simulationsverfahrens
vor, das ebenfalls auf einer Fenstertechnik zur Ermittlung sicherer Ereignisse basiert.
• SPEEDES [STE91a]: Steinman grenzt in diesem System die Leistung einiger fensterbasierter
Verfahren mit optimistischen Zu¨gen [STE94a], [STE93a] gegen die Basisversion des Time
Warp ab. Als Plattform wurde ein Motorola 68K-basierter Hypercube und ein UNIX-Cluster
verwendet.
• Einen umfassenderen Ansatz als die bisherigen Verfahren ﬁndet man erst bei Bagrodia, Chan-
dy und Liao [BCL91a] im Rahmen von Maisie, einer Programmier- und Entwicklungsumge-
bung fu¨r verteilte Simulationsapplikationen. Maisie stellt neben einer eigenen Sprachdeﬁnition
zur Modellierung von Simulationsexperimenten auch einen konservativen und einen optimi-
stischen Grundalgorithmus fu¨r die Entwickler von Applikationen zur Verfu¨gung. Aufgrund
fest deﬁnierter Schnittstellen in der Simulationssprache (a¨hnlich wie bei Reynolds) ko¨nnen
aber auch eigene Simulationsalgorithmen implementiert und u¨ber Bibliotheken eingebunden
werden.
Interessant ist auch, daß Maisie auf dem sonst eher selten verwendeten Space-time-Ansatz be-
ruht [CHS89b] und die realisierten Algorithmen Spezialisierungen ohne Nutzung der zeitlichen
Parallelita¨t darstellen (siehe Kap. 2.6.1). U¨ber ein Relaxationsverfahren wird eine Konver-
genz der Teilmodellzusta¨nde erreicht. Bei Simulationsfehlern wird zuna¨chst versucht, diese
lokal mit Fix-up-Techniken zu kompensieren. Wo dies nicht mo¨glich ist, werden Rollbacks auf
zwischengespeicherte Zusta¨nde zur Korrektur eingesetzt.
Bagrodia entwickelte unterschiedliche Implementierungen, die zuna¨chst auf Shared-memory-
Parallelrechnern (Symult S2010: Motorola 68020 Prozessoren) liefen. Als Applikationen wer-
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den insbesondere Schaltkreissimulationen auf der Switch- und Gatterebene betrachtet. Außer-
dem unterstu¨tzt Maisie auch Distributed-memory-Rechner [BLJ94a, BCJ95a] auf der Basis
von IBMs SP1-Parallelrechner.
Speziell im Bereich der parallelen Logiksimulation von Schaltkreisen wurden ebenfalls einige
Evaluierungsumgebungen entwickelt.
• Soule´ [SOU92a] grenzte das Verhalten von synchronen und asynchronen konservativen Ver-
fahren gegeneinander ab. Seine parallelen Simulatoren basieren auf dem sequentiellen er-
eignisgesteuerten Simulator THOR, der nach dem Fixed-delay-Prinzip arbeitet und keine
Verzo¨gerungszeiten mit dem Wert Null (Zero-delays) gestattet.
Soule´ kam zum Schluß, daß asynchrone Verfahren im Vergleich zu den synchronen Varianten
stets schlechter abschneiden. Untersucht wurde die Simulation verschiedener Schaltkreise auf
zwei Shared-memory-Architekturen (Encore Multimax und Stanford DASH) mit jeweils 16
Prozessoren. Die gemessenen Speedup-Werte der asynchronen Verfahren liegen bei 7-8 und 2-
4 fu¨r die beiden Architekturen mit Schaltkreisen von 7000 bis 74000 Gattera¨quivalenten. Die
Bedeutung des Referenzwerts fu¨r die Simulation auf einem Prozessor ist nicht ganz klar, so
daß es sich auch durchaus um die Laufzeiten der parallelen Version auf einem einzigen Knoten
handeln ko¨nnte. Dadurch stellen die angegebenen Beschleunigungswerte obere Grenzen fu¨r
die erreichbare Verbesserung dar.
Außerdem zeigte sich die Sensibilita¨t der Simulation fu¨r die Eigenschaften der untersuch-
ten Schaltkreise, so daß allgemeine Optimierungen zur Beru¨cksichtigung von Topologien und
Elementeigenschaften generell keine eindeutigen Verbesserungen fu¨r alle Schaltkreise liefern
konnten.
• Briner [BRI90a] untersuchte das Parallelisierungspotential von Schaltungen durch Verwen-
dung optimistischer Verfahren auf dem Transistor- und Gate-Level (wobei der zugrundelie-
gende Simulator PLDVSIM auch andere Modellierungsebenen gestattet). Er betrachtete den
Einﬂuß verschiedener Parameter u.a. Aggressive- oder Lazy-cancellation, Verwendung optimi-
stischer Fenster unterschiedlicher Gro¨ßen und Rollbacks bzw. Synchronisation auf LP- bzw.
Prozessorebene (d.h. werden bei einem Rollback nur einzelne oder alle Gatter eines Prozessors
zuru¨ckgesetzt).
Im Gegensatz zu Soule´ befand Briner die asynchronen (optimistischen) Verfahren den synchro-
nen u¨berlegen. Insbesondere bei Verwendung geeigneter Fenstergro¨ßen, Synchronisation auf
LP-Ebene und Lazy-cancellation wurden Speedups von bis zu 25 auf 32 Prozessoren erreicht.
Diese Messungen trafen allerdings nur fu¨r den gro¨ßten von 5 Schaltkreisen (600 bis 32000 Ele-
mente) zu, der als Array von Prozessoren eine sehr regula¨re Struktur aufweist. Die mittlere
Beschleunigung betrug 8 -10 auf 32 Prozessoren eines Butterﬂy GP1000-Parallelrechners. In
diesem Bereich unterscheiden sich die Ergebnisse fu¨r Prozessor- und LP-Synchronisation nicht
stark. Der Parallelita¨tsverlust fu¨r Prozessorsynchronisation liegt unterhalb von 15 Prozent.
Dabei spart man jedoch einiges an Speicherplatz und Synchronisationsaufwand ein.
• Bauer und Sporrer [BAS93a, SRS95a] entwickelten einen parallelen, optimistischen Schalt-
kreissimulator auf Gatterebene. Sie untersuchten die Beschleunigung einiger sequentieller
und kombinatorischer Schaltungen aus dem ISCAS-Benchmark-Satz. Messungen erfolgten auf
Distributed-memory-Architekturen (Sequent Symmetry unter Vernachla¨ssigung der Shared-
memory-Komponenten und Workstation-Cluster mit Socket-Kommunikation) und erreichten
Speedups von 2-3 auf einer 5-Prozessor-Sequent sowie 5-8 auf 20 Sun Sparc2-Workstations.
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Dieser parallele Simulator wurde von Schlagenhaft u.a. [SRS95a] um eine Komponente fu¨r
dynamische Lastbalancierung erweitert, die die Migration von zu Simulationsbeginn festge-
legten Teilclustern gestattet. Verbesserungen um 30 Prozent durch das Lastausgleichsmodul
werden fu¨r Versuche mit zwei Knoten berichtet.
• Wilsey entwickelte den frei verfu¨gbaren warped-Kernel zur Unterstu¨tzung optimistischer pa-
ralleler Simulatoren [MBW96a]. Die in Form einer Bibliothek auf Message Passing Interface
(MPI) aufsetzende Software gestattet die Parallelisierung ereignisgesteuerter Simulation u¨ber
festgelegte Schnittstellen a¨hnlich wie bei SPECTRUM und Maisie. Durch die Kommunikati-
onsplattform MPI wird die Implementierung jedoch hochgradig portabel.
Auf dem warped-Kernel setzt eine parallele Implementierung eines VHDL-Simulators auf
(QUEST II/SAVANT). Es wird zwar von Untersuchungen mit Schaltungen von u¨ber 200000
Gattern gesprochen, konkrete Speedup-Werte werden jedoch nicht genannt [WMS98a].
• Luksch schließlich entwickelte eine Plattform zum Vergleich konservativer und optimistischer
Simulationsverfahren auf einem Intel Hypercube iPSC/2 bzw. iPSC/860 und einem Netz
von Sun-Workstations anhand von Schaltkreissimulationen auf Gatterebene [LUK95a]. Dabei
wurden jedoch nur kleinere kombinatorische ISCAS-Schaltkreise mit weniger als 10000 Ele-
menten untersucht und Speedups unter 4 auf 16 Prozessoren mit Time Warp erreicht. Bei
konservativen Verfahren lag die Beschleunigung fu¨r die relativ kleinen Modelle unterhalb von
2.5 und oft lief die parallele Version langsamer als das sequentielle Pendant.
3.6 Universeller Einsatz paralleler Verfahren
Trotz jahrelanger Forschung hat sich fu¨r die parallele Simulation in der Industrie noch kein
weit verbreitetes Anwendungsgebiet ergeben. Anfang der 90er Jahre gab es zwar einige Ar-
tikel, die die weitere Vorgehensweise bezu¨glich des Gebietes der parallelen Simulation spezi-
ell im Forschungsbereich untersuchten und noch zu ergru¨ndende Aspekte der PDES nannten
[FUN92a, FUJ93a, FET94a, NIF94a, FUJ95a], jedoch wurde auf die mangelnde Akzeptanz fu¨r
die PDES bei der Industrie nicht eingegangen.
3.6.1 Forderungen an parallele Simulationsumgebungen
Die Ursachen des zuru¨ckhaltenden Einsatzes werden lediglich an einer Stelle in der Literatur (1993)
innerhalb des ORSA-Journals [ORS93a] von den fu¨hrenden Forschern aus dem Bereich der PDES
diskutiert. Ein Grundsatzartikel von Fujimoto [FUJ93b] zeigt einige kritische Punkte auf, die von
anderen Teilnehmern dieser Diskussionsrunde aufgegriﬀen und kontrovers betrachtet werden. Die
notwendigen Punkte zur Steigerung der Akzeptanz sind nach Meinung von Fujimoto die Bereitstel-
lung von:
1. Simulationssprachen, die die Nutzung der parallelen Algorithmen kapseln und erleichtern,
sowie
2. Applikationsbibliotheken fu¨r parallele Simulationsmodelle, die fu¨r sequentielle Simulatoren
fu¨r viele Applikationsklassen bereits existieren,
3. Unterstu¨tzung von LP-u¨bergreifenden gemeinsam nutzbaren Zustandsinformationen. Darun-
ter fallen insbesondere in Gefechtsfeldsimulationen ha¨uﬁg beno¨tigte Informationen u¨ber den
Zustand von Objekten (LPs) in benachbarten Sektoren.
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4. Tools zur (teil-)automatischen Parallelisierung von Simulationsmodellen, indem z.B. eine Art
Farming-Konzept zur Parallelverarbeitung von Ereignissen eingesetzt wird.
Es gilt somit, dem Programmierer konventioneller Simulationsmodelle eine vertraute Umgebung
anzubieten, die aber dennoch transparent die potentiellen Vorteile der Parallelverarbeitung bietet.
In den Antworten auf dieses Paper nehmen verschiedene Autoren Stellung zu den von Fujimo-
to formulierten Thesen. Man merkt den einzelnen Artikeln stark die jeweiligen Interessens- und
Arbeitsgebiete der Autoren an.
• Abrams [ABR93a] spricht sich fu¨r eine Einbettung und einen Entwurf paralleler Simulations-
modelle in ein integriertes SE-Toolkit aus. Akzeptanz der PDES ko¨nne durch enge Koopera-
tion eines Modellentwicklers mit einem Fachmann fu¨r PDES erfolgen. Die Vereinigung beider
innerhalb einer Person sei schwierig.
• Bagrodia befu¨rwortet stark die Weiterentwicklung von Simulationssprachen [BAG93a] und
Bibliotheken, die Synchronisationsalgorithmen anbieten. Dadurch werde dem einfachen Be-
nutzer die Last der Parallelisierung abgenommen.
• Lin spricht sich fu¨r eine einfache Schnittstelle fu¨r den einfachen Programmierer aus, die jedoch
bereits eﬃziente Leistung durch Parallelisierung bieten muß. Daneben sollte jedoch auch ein
dedizierter Zugriﬀ auf die Details der parallelen Implementierung existieren, um dem in PDES
erfahrenen Simulationsentwickler weitere Optimierungsmo¨glichkeiten zu bieten.
• Reynolds forderte eine Spezialhardware zur Simulationsunterstu¨tzung fu¨r ga¨ngige Arbeits-
platzrechner [REY93a], da fu¨r ihn die Leistung und nicht die Nutzbarkeit der Verfahren im
Vordergrund steht.
• Unger und Cleary schließlich betonen die Notwendigkeit, das Parallelisierungspotential eines
Modells vor der eigentlichen Entwicklung abscha¨tzen zu ko¨nnen [UNC93a]. Dadurch ko¨nnen
teure Fehlentwicklungen bei dem Versuch, inha¨rent sequentielle Modelle auf eine parallele
Architektur abzubilden, vermieden werden.
Fujimoto zieht schließlich aus obigen Bemerkungen das Resu¨mee [FUJ93c], daß neben den ei-
gentlichen fu¨r die reine PDES-Forschung interessanten Aspekte der Optimierung von Synchronisa-
tionsverfahren ein vermutlich noch langer Weg bis zur breiten Akzeptanz der PDES als allgemein
verwendbares Werkzeug steht. Dennoch sollte weiterhin versucht werden, bereits kleinere Optimie-
rungen der Benutzbarkeit paralleler Simulatoren in den Produktionsprozeß einzubringen.
3.6.2 Umsetzung der Vorschla¨ge
Es wurde (zum Teil schon vor 1993) versucht, die von Fujimoto formulierten Ansa¨tze zu realisie-
ren. Im folgenden werden einige Projekte beschrieben, die eine einfachere Nutzung der parallelen
Simulation und somit eine Erho¨hung der Akzeptanz zum Ziel hatten.
1. Es wurden verschiedene Sprachansa¨tze zur Parallelisierung von Simulationsanwendungen ent-
wickelt.
• Die umfassendste Vorgehensweise besitzt wohl das Maisie-System [BCL91a], das eine ei-
gene C-a¨hnliche Programmiersprache mit Schnittstellen zur Verwendung paralleler Syn-
chronisationsalgorithmen bereitstellt.
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• Einen a¨hnlichen Ansatz stellen Sim++ [BLU90a] und das im Rahmen des TeleSim-
Projekts entwickelte SimKit [GFU95a] dar. Die Entwicklung der Simulationsmodelle
erfolgt in einer konventionellen Programmiersprache (C / C++) und ein sequentieller
bzw. paralleler Simulationskern wird beim U¨bersetzen einfach dazugebunden.
• Wagner, Lazowska und Bershad deﬁnierten mit Synapse eine objektorientierte Entwurfs-
umgebung fu¨r parallele Simulation unter Verwendung konservativer Simulationsalgorith-
men [WLB88a], die allerdings nur in einer proprieta¨ren parallelen Programmierumge-
bung fu¨r Sequent Shared-memory-Rechner ablauﬀa¨hig war.
• Mehl und Preiss gehen mit den dedizierten Simulationssprachen DSL [MEH91b] und
YADDES [PRM90a] einen anderen Weg, indem sie eine spezielle Sprache zur Beschrei-
bung von Objektverhalten (LPs), Objektinstantiierungen und Interaktionsschemata zwi-
schen Objektinstanzen schufen.
• In Parsimony, einer Weiterentwicklung von YADDES, gibt Preiss allerdings den pro-
prieta¨ren Ansatz wieder auf und bettet eine Simulations-API in Java ein [PRW99a].
2. Die Einbindung existierender Applikationsbibliotheken mit Simulationsmodellen wurde eben-
falls in einigen Forschungsgruppen angegangen.
• West und Mullarney versuchten, die Programmierschnittstelle der sequentiellen Simu-
lationsumgebung ModSim II zur Modellierung ra¨umlicher Interaktionen (oft Gefechts-
feldsimulationen) in eine parallele Simulationsumgebung auf dem TWOS einzubetten
[WEM88a].
• Nicol und Heidelberger schlagen einen Utilarian-parallel-simulator (U.P.S.) vor [NIH96a],
der auf dem prozeßorientierten Ansatz der kommerziellen, sequentiellen Simulationsum-
gebung CSIM [SCH86b] aufsetzt. Die in der Standardumgebung modellierten Prozesse
werden in konventionellen sequentiellen Simulatoren abgearbeitet. Eine fu¨r den Benutzer
transparente Zwischenschicht regelt die Synchronisation der kooperierenden Simulato-
ren. Es ist lediglich notwendig, die bisherigen Simulationsobjekte fu¨r die Prozeßkommu-
nikation durch einen anderen Datentyp im Simulationsmodell zu ersetzen.
[HEN96a] und [NIH96a] geben außerdem einen guten U¨berblick zu den Arbeiten in den beiden
eben genannten Bereichen.
3. Die Unterstu¨tzung von gemeinsamen Variablen wurde in der Forschung bisher weitgehend
ausgeklammert. Eine Ausnahme stellt die Arbeit von Mehl und Hammes dar [MEH93a]. Der
Zugriﬀ auf externe Daten erfolgt sonst weitgehend durch Anforderung u¨ber Queries oder via
Updates, die der Simulator, auf dem die Variable liegt, in periodischen Absta¨nden an interes-
sierte Prozesse verschickt [FUJ95a]. Dadurch entsteht natu¨rlich eine gewisse Ungenauigkeit,
die mitunter zu nichtdeterministischen Eﬀekten fu¨hrt.
4. Zur automatischen Parallelisierung der PDES existieren bis auf eine in [FUJ93a] zitierte
Studie keine Vero¨ﬀentlichungen.
Leider spiegeln sich die Visionen der Autoren auch sechs Jahre nach ihren Prognosen immer
noch nicht in verbreiteten Ansa¨tzen wider, so daß immer noch und vielleicht sogar versta¨rkt die
Frage nach der allgemeinen Einsetzbarkeit paralleler ereignisgesteuerter Simulation zu stellen ist.
Die vorliegende Arbeit soll zur Kla¨rung dieser Frage beitragen und befaßt sich beispielhaft mit
der Klasse der Schaltkreissimulation, deren Konzepte im na¨chsten Kapitel eingefu¨hrt werden.
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Kapitel 4
Speziﬁka der Schaltkreissimulation
Schaltkreissimulation ist ein wichtiges Anwendungsfeld fu¨r Simulationen, da wie in vielen anderen
Bereichen die Notwendigkeit der U¨berpru¨fung eines Entwurfs vor seiner eigentlichen Realisierung
als Prototyp oder Produkt besteht. Die alternative Bezeichnung Logiksimulation hat sich aufgrund
der oft anzutreﬀenden Modellierung von Schaltungen auf der Ebene logischer Gatterfunktiona-
lita¨t (UND, ODER, EXKLUSIV-ODER, usw.) eingebu¨rgert. Dennoch bieten sich bei der Model-
lierung von Schaltungen wesentlich diversiﬁziertere Abstraktionsebenen als die reinen logischen
Verknu¨pfungen.
In diesem Kapitel sollen die Grundbegriﬀe der Schaltkreissimulation, sofern sie fu¨r das weite-
re Versta¨ndnis notwendig sind, beschrieben und anhand der Hardwarebeschreibungssprache VHDL
die Modellierungsmo¨glichkeiten fu¨r Entwu¨rfe aufgezeigt werden. Insbesondere wird auf die verschie-
denen Abstraktionsebenen des Schaltungsentwurfs eingegangen.
Die Simulation digitaler Schaltkreise diente der vorliegenden Arbeit jedoch in erster Linie als
exemplarisches Anwendungsgebiet fu¨r die Untersuchung der Parallelisierbarkeit diskreter ereignis-
gesteuerter Simulation und nicht dem Ziel, eine Produktionsumgebung fu¨r kommerzielle Einsetz-
barkeit zu schaﬀen. Die Ergebnisse lassen sich in der Regel auch auf andere Applikationsklassen
u¨bertragen. Aus diesem Grund wird bei den Untersuchungen versucht, auch von der konkreten
Klasse der Logiksimulation zu abstrahieren.
4.1 Modellierungsebenen
Die Betrachtung eines Schaltungsentwurfs kann auf sehr verschiedenen Ebenen erfolgen. Typische
Entwurfsumgebungen arbeiten auf einer oder mehreren der folgenden Schichten (Abb. 4.1):
• Auf oberster Ebene ist lediglich die zu erbringende Gesamtfunktionalita¨t eines Bausteins re-
levant. Die z.B. mit einem ASIC oder einer CPU verknu¨pfte Schaltfunktion kann a¨ußerst
komplex sein. Betrachtet man beispielsweise einen Kodier-/Dekodier-Baustein, so sind die
Ausgangssignale von den Eingangssignalen abha¨ngig und werden durch eine mitunter aufwen-
dige Berechnung erzeugt. Als Metaebene eines Chips ko¨nnen programmierbare Schaltungen
(z.B. CPUs) u¨ber ihren Maschinenbefehlssatz simuliert werden.
• Auf der funktionalen Ebene einer Schaltung interessieren nicht die einzelnen internen Rea-
lisierungen sondern das Verhalten, das an den Schnittstellen (z.B. Pins) geboten wird. Fu¨r
eine Analyse eines exakten Zeitverhaltens und die U¨berpru¨fung interner Schaltvorga¨nge ist
diese Sicht nicht geeignet.
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Abbildung 4.1: Modellierungsebenen
• Auf der Register-Transfer-Ebene (RT-Level) werden elementare Bausteine zum Aufbau eines
Schaltkreises verwendet. Komponenten sind hier Register, Multiplexer und Demultiplexer,
Multiplizierer, Addierer usw. Bei der Simulation mit RT-Bausteinen interessiert die Interak-
tion der einzelnen Teile. Es ist zu u¨berpru¨fen, ob die zeitliche Verarbeitung der Ausgangs-
und Eingangssignale der Baugruppen korrekt miteinander verzahnt ist. Die RT-Komponenten
selbst werden dabei oft nur von ihrem nach außen hin sichtbaren Zeitverhalten und ihrer
Funktionalita¨t gesehen. Es sind somit quasi Schaltkreise im Kleinen.
• Die RT-Komponenten setzen sich wiederum aus elementaren logischen Schaltungsobjekten,
den Gattern, zusammen. Die Gatterebene bietet als erste Verfeinerung eine Analysemo¨glich-
keit fu¨r komplexe Zeitverhalten [CHA85a, HIL85a, ABC88a]. Die Schaltzeiten der Gatter
ko¨nnen gezielt angegeben werden und somit z.B. Hazards oder Races in einem Entwurf er-
kannt und vermieden werden. Das Auftreten solcher meist unerwu¨nschten Eﬀekte ko¨nnte
sonst beim Zusammenschalten elementarer (RT-)Elemente zu unliebsamen Komplikationen
fu¨hren. Aus diesem Grund ist es in der Regel auch no¨tig, daß man die Simulation großer
Schaltungen auf dieser oder einer noch niedrigeren Ebene durchfu¨hrt. Hierarchische Simula-
tionen schließen in der Regel nur gro¨bste Fehlverhalten aus. Die detailierte Untersuchung der
Schaltungen hat auf einer der unteren Ebenen zu erfolgen.
• Auf dem Switch-Level [BBB87a] wird auf einer abstrakten Ebene die idealisierte Schaltfunk-
tion der einzelnen Transistoren betrachtet. Je nach verwendeter Basistechnologie besteht ein
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Gatter aus einer unterschiedlichen Anzahl von Transistoren. Ob ein Modellierer Kapazita¨ten
und Zustand der getriebenen Transistoren beru¨cksichtigt, liegt in seinem Ermessen. Es ist im
Gegensatz zur Gatterebene jedoch eine weiter verfeinerte Untersuchung des Zeitverhaltens
durch eine exaktere Speziﬁkation der Schaltvorga¨nge mo¨glich. Die idealisierten Schalter der
Switchebene besitzen als unterste digitale Schicht immer noch diskrete Zusta¨nde. Bei Beru¨ck-
sichtigung unterschiedlicher Kapazita¨ten durch getriebene Transistoren schla¨gt sich dies in
wechselnden Schaltzeiten (Variable-delay) nieder.
• Auf der niedrigsten Ebene (Schaltkreis) existieren keine diskreten Signalzusta¨nde mehr. Die
Schaltkreise werden durch Transistoren mit speziﬁschen Kennlinien fu¨r Strom, Spannungen
und Kapazita¨ten repra¨sentiert. Diese sind je nach verwendeter Basistechnologie (CMOS, bi-
polar, ECL) sehr verschieden. Die Simulation erfolgt auf dieser Ebene entweder in sehr fein
gerasterten zeitgesteuerten Verfahren oder komplett durch Lo¨sung von Diﬀerentialgleichun-
gen fu¨r die analogen elektrischen Schaltungen. Ziel dieser extrem feingranularen Simulation
ist die U¨berpru¨fung des zeitlichen Verhaltens einer Schaltung fu¨r eine konkrete Realisierung
mittels einer bestimmten Fertigungstechnik.
Verbreitete sequentielle Simulatoren fu¨r die unterste Ebene sind z.B. SPICE von der Univer-
sita¨t Berkeley [JQN92a] und PSPICE [ORC99a]. Außerdem besteht die Mo¨glichkeit, mit diesen
Werkzeugen gemischte analoge und digitale Modelle auf den untersten beiden Ebene zu simulieren.
Diese Koppelung beider Techniken wird als Mixed-mode- oder Mixed-signal-Simulation bezeichnet.
Fu¨r die Simulation der daru¨berliegenden Schichten existiert ebenfalls eine Vielzahl sequenti-
ell arbeitender, kommerzieller Produkte. Die vom amerikanischen Verteidigungsministerium (DoD)
zum Standard erhobene Hardwarebeschreibungssprache VHDL (Very High Speed Integrated Circuit
HDL) [VHD87a] bietet eine Schnittstelle zur Realisierung hierarchischer Modelle auf allen digitalen
Entwurfsebenen. Außerdem soll Analog HDL (AHDL) auf der analogen Schaltkreisebene a¨hnliche
Speziﬁkationsmo¨glichkeiten wie VHDL bieten. Von den Standardisierungsgremien der IEEE wird an
VHDL-Erweiterungen fu¨r die Unterstu¨tzung der Analogsimulation gearbeitet (VHDL-AMS, analog
and mixed-signal) [IEE99a]. XSPICE vom Georgia Institute of Technology erweitert die Koppe-
lungsmo¨glichkeiten von analogen und digitalen Schaltungen auf der Transistorebene [INT98a].
Der Entwurfsprozeß kann dabei wie bei der Entwicklung von Softwarekomponenten nach dem
Top-down- oder dem Bottom-up-Verfahren erfolgen. Von der Gesamtfunktionalita¨t eines Schaltkrei-
ses ausgehend kann somit beim Top-down-Design in Verfeinerungsschritten das endgu¨ltige Produkt
erstellt werden. In der Regel wird man aber auch bereits existierende Bibliotheken mit elementaren
Bausteinen oder RT-Primitiven besitzen, die man zu komplexeren Schaltungen zusammensetzt, so
daß sich eine Kombination aus Bottom-up fu¨r den seltenen Fall eine Neuentwicklung von Basis-
komponenten mit der Identiﬁzierung von Standardkomponenten bei der Zerlegung in Top-down-
Richtung ergibt.
4.2 Modellkomponenten
Bei der Modellierung von Schaltkreisentwu¨rfen werden a¨hnliche Begriﬀe wie zur Beschreibung von
Graphen verwendet, die jedoch leicht unterschiedliche Bedeutung aufweisen. Da wir bei der Auftei-
lung von Schaltungen fu¨r die parallele Simulation Graphenpartitionierungsalgorithmen einsetzen,
sollen hier die Begriﬀe gegeneinander abgegrenzt werden, damit es spa¨ter nicht zu Mißversta¨ndnis-
sen kommt.
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Deﬁnition 1 Ein Objekt bezeichnet ein Element einer Schaltung, dem eine entsprechende Schalt-
funktion zugeordnet ist. Es besitzt in der Regel einen oder mehrere Ein- und Ausga¨nge, die die
Eingabewerte der Schaltfunktion liefern und Ausgabewerte aufnehmen. Je nach Abstraktionsebene
wird ein Objekt auch als Transistor, Switch, Gatter, Modul oder IC bezeichnet. Ein Objekt besitzt
fu¨r jeden diskreten Zeitpunkt einen bestimmten Wert, der sich alleine aus den zu diesem Zeitpunkt
anliegenden und intern eventuell gespeicherten Informationen bestimmt.
Das Zusammenschalten von Objekten erfolgt durch Signale. Wir beschra¨nken uns hier auf den
Fall der diskreten Simulation zeitdiskreter Gro¨ßen.
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Abbildung 4.2: Modell mit Objekten und Signalen auf Gatterebene
Deﬁnition 2 Ein Signal stellt eine zeitliche Abfolge diskreter Werta¨nderungen zu diskreten Zeit-
punkten dar. Es verbindet die Ausga¨nge von null oder mehreren Objekten mit den Einga¨ngen von
null oder mehreren Objekten. Innerhalb eines Simulationsmodells wird ein Signal durch einen Kno-
ten (oder Node) repra¨sentiert, der die zeitliche Entkoppelung der angeschlossenen Objektausga¨nge
von den mit ihm verbundenen Einga¨ngen garantiert. Deshalb werden oft auch die Ausdru¨cke ”Kno-
ten” oder ”Node” zur Bezeichnung eines Signals verwendet. Die Menge aller an einen Knoten an-
geschlossenen Leitungen (Einga¨nge und Ausga¨nge) bildet ein Netz, dem ein Gewicht entsprechend
seiner Gro¨ße zugewiesen werden kann.
Deﬁnition 3 Ein Signal, das keine Objektausga¨nge besitzt, heißt Prima¨reingang. Verfu¨gt ein Kno-
ten u¨ber keine angeschlossenen Objekteinga¨nge, so ist er ein Prima¨rausgang.
Die hier beschriebene Trennung der Ausgangs- und Eingangssignale hat eine in der Simulations-
technik begru¨ndete Ursache. Die Auswertung der Objekte erfolgt in einer sequentiellen Reihenfolge.
A¨nderte nun die Auswertung eines Objekts sein Ausgangssignal (fu¨r einen spa¨teren Zeitpunkt) so-
fort, und wird das Signal von einem noch nicht bearbeiteten anderen Objekt als Eingang verwendet,
so geht der urspru¨ngliche Wert verloren und die Auswertung des zweiten Objekts arbeitet mitunter
mit falschen Eingabedaten.
Deshalb werden in einem zweistuﬁgen Verfahren zuna¨chst alle Objekte mit den aktuell vorlie-
genden Eingabewerten evaluiert und die Ausgabedaten als tempora¨re Zwischenwerte in den Nodes
abgelegt. Dabei kann anhand einer Entscheidungsfunktion auch ermittelt werden, welcher endgu¨lti-
ge Signalwert verwendet werden soll, wenn gleichzeitig mehrere Objekte dieses Signal steuern (trei-
ben). Gleichzeitig werden auch Signala¨nderungen fu¨r verschiedene Zeitpunkte in der Zukunft (sog.
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projektierte Signalverla¨ufe) von den Nodes verwaltet und in Abha¨ngigkeit vom Zustand der trei-
benden Objekte angepaßt.
In der zweiten Phase werden die gea¨nderten Signale dann an die Objekte als neue Eingabedaten
propagiert und stehen fu¨r die na¨chste Auswertung bereit (Abb. 4.3).
Initialisierung
Einplanen initialer Ereignisse
Auswertung der Objektfunktionen
(Setzen der Primäreingänge)
(Bestimmen der auszuwertenden Objekte)
Aktualisieren der Signalwerte
Ermitteln und Einplanen auszuwertender Objekte
Abbildung 4.3: Zweistuﬁge Auswertung von Objekten und Signalen
4.3 Timing-Modelle
Die Modellierung der Simulationszeit wurde bereits im letzten Kapitel eingefu¨hrt (Unit-, Fixed- und
Variable-delay). Allerdings werden bei der Simulation von Schaltkreisen oft idealisierte Elemente
mit einer Schaltzeit von Null Zeiteinheiten eingesetzt. Die Verzo¨gerung realisiert in solchen Fa¨llen
ein nachgeschaltetes Delay-Glied.
Die Knoten des Modells mu¨ssen somit in der Lage sein, Ereignisse, die den gleichen Zeitstem-
pel besitzen, aber dennoch kausal voneinander abha¨ngen, zu unterscheiden. Als Lo¨sung wird eine
Kombination der zweistuﬁgen Auswertung von Objekten und Signalen, die ja implizit schon eine
Trennung kausal abha¨ngiger Ereignisse bietet, mit einem erweiterten Zeitstempelkonzept [MEH91a]
eingesetzt.
Ein Za¨hler registriert in einer zweiten Komponente der Simulationszeit die Iterationsanzahl
innerhalb gleicher Zeitstempel. Bei identischer Simulationszeit wird der Za¨hler erho¨ht. Andernfalls
wird der Zeitstempel auf die neue Zeit gesetzt und der Za¨hler mit Null belegt. In VHDL wird dieses
Konzept als Delta-delay bezeichnet [VHD87a, CHW91a].
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4.4 VHDL
Viele Hardwarebeschreibungssprachen (HDLs) gestatten eine strukturelle Beschreibung der damit
zu modellierenden Schaltungen. Es besteht die Mo¨glichkeit, Objekte nach ihrem Typ und Eigen-
schaften zu klassiﬁzieren, Schaltfunktionen u¨ber Parametrisierung festzulegen und die Topologie
der Schaltung durch Verknu¨pfung u¨ber Signale zu bestimmen. Der Entwurf erfolgt in der Regel
auf speziellen CAD-Workstations unter Verwendung einer graphischen Oberﬂa¨che, mit der man
Objekte plazieren und verbinden kann. Parameter ko¨nnen u¨ber Popups eingestellt werden. Die
Generierung des Modells und Layouts erfolgt dann automatisch aus der graphischen Beschreibung
der Schaltung. Das CAD-System verbirgt die eigentliche Modellbeschreibungssprachen, die fu¨r den
Entwickler oft nicht relevant ist, hinter Objektbibliotheken mit vorgefertigten Schaltelementen fu¨r
unterschiedliche Fertigungstechnologien.
VHDL wurde als Standard geschaﬀen, um eine einheitliche Schnittstelle fu¨r Entwicklungen fu¨r
das amerikanische DoD zu bieten. Der Zwang, der den Entwicklern mit dieser Sprache auferlegt
wurde, hat einerseits zu einer relativ schnellen Verbreitung gefu¨hrt. Andererseits ist VHDL aber
aufgrund seiner Komplexita¨t nicht unumstritten.
4.4.1 Sprachkonzepte
Mit VHDL wurde eine vollsta¨ndige hochsprachliche Programmiersprache geschaﬀen, die u¨ber Da-
tentypen, Variablen, Modularisierung durch Packages, Kontrollstrukturen sowie eine Schnittstelle
zur C-Programmierung verfu¨gt und Zuweisungen um eine Zeitkomponente erweitert, die relativ
zum aktuellen Zeitpunkt angibt, wann die Wertzuweisung erfolgen soll. Verschiedene mehrwertige
Logiken werden zur Modellierung von Signalen angeboten. Standard ist eine 9-wertige Logik mit
Erweiterungen fu¨r schwache, undeﬁnierte und hochohmige Signale1.
Neben der statischen, rein strukturellen Darstellung, wie man sie auch in anderen HDLs ﬁn-
det, gestattet VHDL sowohl eine dynamische Verhaltensbeschreibung, die einen beliebig komplexen
Entwurf ermo¨glichen, als auch eine logische Beschreibung einer Schaltung anhand boole’scher Glei-
chungen in Form eines Datenﬂußmodells.
Die Deﬁnition von Schnittstellen und ihre Realisierung ist durch ein Entity-/Architecture-Modell
getrennt. Ein Entity stellt die statische Schnittstelle eines Objekts mit Angabe von Eingangs- und
Ausgangssignalen und Parametern fu¨r die Festlegung des zeitlichen Verhaltens dar.
Fu¨r jedes Entity ko¨nnen verschiedene Architekturen verwendet werden. Die konkrete Zuordnung
einer Architekturimplementierung erfolgt im Simulationsmodell bei der Instantiierung der Objekte.
Die Architektur selbst ist entweder eine strukturelle Beschreibung, die ggf. hierarchisch aus
weiteren Entities aufgebaut die Verschaltung der einzelnen Bauelemente u¨ber Signale deﬁniert,
eine Sammlung boole’scher Gleichungen (in Form von VHDL-Signalzuweisungen) oder ein VHDL-
Prozeß (process-Statement), der in seiner Syntax einem C-Programm a¨hnelt und das dynamische
Verhalten beschreibt. Kontrollﬂußkonstrukte, Variablen und Einbettung von C-Programmteilen
ko¨nnen in VHDL nur innerhalb von Prozessen verwendet werden.
Außerdem verfu¨gen VHDL-Prozesse u¨ber einen wait-Befehl, um auf den Eintritt bestimmter
Ereignisse zu warten. Die Abarbeitung der Befehle eines Prozesses erfolgt sequentiell in einer den
gesamten Block implizit umgebenden Endlosschleife. Bei Erreichen eines Wait-Statements blockiert
ein solcher Prozeß und setzt nach Erfu¨llung der Bedingung (Signalwechsel, Timeout) die Bearbei-
tung mit dem nachfolgenden Befehl fort. Bei der Initialisierung la¨uft ein Prozeß ebenfalls bis zum
ersten Wait-Befehl. Existiert kein solcher, bleibt der Simulator in der Endlosschleife ha¨ngen. Alter-
1Fu¨r spezielle Modellierungsfa¨lle ist auch eine 46-wertige Logik vorgesehen [COE89a].
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nativ zum Wait-Statement kann auch eine Menge von Signalen in einer Sensitivity-Liste angegeben
werden, die vor Beginn eines neuen Schleifendurchlaufs auf Signala¨nderungen u¨berpru¨ft wird. Erst
wenn ein solcher auftritt, wird die Bearbeitung fortgesetzt.
Ein VHDL-Modell muß zur Simulation, insbesondere wenn es C-Erweiterungen entha¨lt,
zuna¨chst einmal u¨bersetzt werden, um eine Zuordnung von Entities und Architekturen durch-
zufu¨hren sowie Instanzen der Modellkomponenten zu generieren. Die Ausgabe des VHDL-Kompilers
besteht bei rein strukturellen Beschreibungen meist aus eine Liste elementarer Objekte (z.B. Gat-
ter), die von einem generischen Simulator bearbeitet werden kann. Es besteht dabei aber bei gro¨ße-
ren VHDL-Systemen auch die Mo¨glichkeit, Komponenten auf unterschiedlichen Hierarchieebenen
zu verwenden.
Soll dynamisches Verhalten simuliert werden, so erzeugt der VHDL-Kompiler zusa¨tzlichen Pro-
grammcode, der die Abarbeitung der VHDL-Prozesse in (C-)Funktionen umsetzt. Die generierten
Programmteile mu¨ssen fu¨r jedes Modell (und nach jeder A¨nderung) mit einem generischen Simu-
latoranteil gebunden werden, wodurch jedes Simulationsmodell ein eigenes Simulationsprogramm
erha¨lt.
Diese Vorgehensweise ist neben dem programmiersprachlichen Ansatz auch ein Hauptkritik-
punkt der Verfechter rein interpretativer Beschreibungen, wie sie bei Analogschaltungen im SPICE-
Modell [UCB97a] weitgehend vorliegen. Ein Entwickler sollte nach ihrer Meinung mit der konkreten
Realisierung der Schaltelemente eigentlich nicht belastet werden sondern einen Baukasten mit von
ihm beno¨tigten Elementen sowie eine Mo¨glichkeit zum einfachen Zusammenstecken an die Hand
bekommen.
Dem ist jedoch zu entgegnen, daß z.B. auch in SPICE der Bedarf zur Modellerweiterung gesehen
wird, und neue Modellkomponenten u¨ber eine nachtra¨glich zum System hinzugefu¨gte C-Schnittstelle
integrierbar sind. In VHDL ist diese Mo¨glichkeit adhoc vorgesehen und ermo¨glicht insbesondere die
leichte Erstellung neuer Bausteinbibliotheken.
4.4.2 Struktur eines VHDL-Simulators
VHDL-Simulatoren arbeiten nach dem ereignisgesteuerten Prinzip. Die Objekte dienen dabei als
Ereignislieferanten. Innerhalb der VHDL-Modellbeschreibungen ﬁnden sich als Basisfunktionen die
Berechnung und Zuweisung neuer Werte an Signale (via <=-Operator). Die Zuweisungen werden
jedoch aufgrund der oben bereits beschriebenen Trennung von Ausgangs- und Eingangssignalen
durch die Nodes nicht sofort ausgefu¨hrt, sondern als Ereignisse und Transaktionen mit dem zu-
geho¨rigen Zeitstempel und neuem Signalwert gesammelt. Ein Ereignis repra¨sentiert den Wechsel
des Signalwerts. Generiert eine Zuweisung an ein Signal wieder den bereits vorhandenen Wert, so
wird das als Transaktion bezeichnet [ADM93a]. Die PDES modelliert beide VHDL-Ereignistypen
als Simulationsereignis.
Nach Auswertung aller Objekte, fu¨r die sich Eingangssignale gea¨ndert haben, erfolgt die Ver-
arbeitung der zwischengespeicherten Signala¨nderungen. Es ist zu beachten, daß fu¨r einen VHDL-
Simulator keine bestimmte Auswertungsreihenfolge fu¨r Objekte und Signalzuweisungen vorgegeben
wird (z.B. anhand einer fortlaufenden Beschreibung im Modell), da die Nodes ja fu¨r eine kausale
Entkoppelung sorgen. Innerhalb der VHDL-Prozesse werden Anweisungen jedoch sequentiell abge-
arbeitet und auch die Zuweisungen an die nur intern sichtbaren Variablen2 erfolgen unverzu¨glich.
Die zwischengespeicherten Ereignisse werden anschließend in eine Liste mo¨glicherweise bereits
fu¨r andere Zeitpunkte (oder aber auch fu¨r dieselbe Simulationszeit) gespeicherter Ereignisse des
2Variablen sind in VHDL a¨hnlich wie in einer konventionellen Programmiersprache als Speicher fu¨r Zwischenbe-
rechungen vorgesehen.
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jeweiligen Knotens eingetragen. Dabei ko¨nnen Knoten zwei verschiedene Typen von Signalen re-
pra¨sentieren. Man unterscheidet generell beim Schaltungsentwurf zwischen Signalen, die alle Ein-
gangsa¨nderungen direkt (ggf. mit einer Verzo¨gerung) durchschalten und solchen, bei denen ein Wert
fu¨r eine bestimmte Mindestdauer stabil anliegen muß, damit eine Schaltfunktion ausgelo¨st wird.
Die erste Variante (Transport-delay) wird beispielsweise zur Modellierung von reinen verzo¨gerungs-
behafteten U¨bertragungsleitungen verwendet, wa¨hrend die zweite (Inertial-delay) die Tra¨gheit von
Schaltelementen nachbildet.
Ein Transport-Signal u¨bernimmt alle projektierten Ereignisse in entsprechender zeitlicher Rei-
henfolge in die Treiberliste fu¨r seine Ausgangssignale (diese sind fu¨r die angeschlossenen Objekte
aus deren Sicht Eingangssignale). Wird ein neues Ereignis eingeplant, so werden alle spa¨teren Er-
eignisse gelo¨scht, da stets der aktuellste berechnete Wert als der korrekte angenommen wird. Bei
einem Signal, daß zum selben Zeitpunkt von zwei Ausga¨ngen getrieben werden soll, kommt eine
Resolutionsfunktion zum Einsatz.
Die Bearbeitung tra¨ger Signale ist etwas komplizierter. A¨ndert sich ein Signalwert, so werden
alle bis dahin eventuell eingeplanten (auch die zeitlich vor ihm liegenden) Ereignisse hinfa¨llig, da ein
neuer Wert dynamisch berechnet wurde und alle bereits vorhandenen Signalverla¨ufe unter der An-
nahme geplant waren, die Eingaben des Nodes blieben stabil. Alle existierenden Ereignisse werden
also aus der projektierten Ereignisliste gestrichen und durch das neue Ereignis ersetzt. Es besteht
weiterhin die Mo¨glichkeit, eine Folge von Signalwechseln in eine einzige VHDL-Signalzuweisung
einzubetten. Jeder Wert entspricht dann einem neuen Ereignis, die aber (nur bei der Einplanung)
logisch wie ein einziges Event behandelt werden. Die Abbildungen 4.4 und 4.5 geben jeweils ein
Beispiel fu¨r die Abarbeitung von VHDL-Signalzuweisungen mit den unterschiedlichen Modellen
(aus [ROS92a]).
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Abbildung 4.4: Ereigniseinplanung mit Transport-Signalen
Allerdings gibt es beim Lo¨schen der existierenden Ereignisse bei Inertial-Signalen eine Ausnah-
me: Ist der neue Signalwert identisch mit dem unmittelbar vor ihm abzuarbeitenden, und ist die
Verzo¨gerung des neuen Events (relativ zum aktuellen Zeitpunkt) gro¨ßer als die des bereits einge-
planten Ereignisses, so subsumiert das neue Ereignis das bereits existierende. Aus diesem Grunde
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bleibt dieses Ereignis mit kleinerem Tra¨gheitselement zusammen mit dem neuen Ereignis erhal-
ten. Somit genu¨gt die schwa¨chere zeitliche Bedingung bereits, um den Schaltvorgang auszulo¨sen.
Das zweite Ereignis repra¨sentiert in der Terminologie von VHDL eine Transaktion, da es keinen
Signalwechsel bewirkt.
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Abbildung 4.5: Ereigniseinplanung mit tra¨gen Signalen
Der Standardtyp von Signalen in VHDL ist inertial. Die Berechnung neuer Signalfolgen erfolgt
somit, indem zuna¨chst stets die Aktionen fu¨r Transport-Verzo¨gerung ausgefu¨hrt werden, da dieser
Vorgang fu¨r beide Signaltypen zutriﬀt. Bei tra¨gen Signalen werden danach zusa¨tzlich die vorausge-
henden Zuweisungen mit der oben beschriebenen Ausnahme gelo¨scht, wenn es sich bei dem neuen
Ereignis um eine Transaktion handelt.
4.5 Parallelisierung von Schaltkreissimulatoren
Aktuelle Ansa¨tze und Probleme bei der Parallelisierung der Schaltkreissimulation werden in
[MEI93a], [BBC94a] und [CHA95a] beschrieben. Zu den Faktoren, die die Leistung eines parallelen
Simulators beeinﬂussen, za¨hlen Zeitmodellierung im Simulationsmodell, Modellstruktur (Topolo-
gie), Zielarchitektur, Partitionierung und Synchronisationsverfahren. Es existieren Untersuchungen
zu den verschiedenen Aspekten fu¨r unterschiedliche Simulationstechniken (zeitgesteuert, synchron
und asynchron), unterschiedliche Partitionierungsverfahren und auf verschiedenen Hardwareplatt-
formen. Jedoch sind die Ergebnisse aufgrund sehr variierender Detailsichten und der Kombination
einzelner Aspekte ebenso unvergleichbar wie bei Simulationsexperimenten in anderen Applikations-
bereichen (z.B. Warteschlangennetze). Die einzelnen leistungsbezogenen Problembereiche werden in
den nachfolgenden Kapiteln detailiert untersucht. Ihre A¨hnlichkeit mit den Fragestellungen in an-
deren Applikationsbereichen der parallelen Simulation gestattet dann auch eine Verallgemeinerung
trotz anfa¨nglicher Beschra¨nkung auf den Bereich der Logiksimulation.
72 KAPITEL 4. SPEZIFIKA DER SCHALTKREISSIMULATION
4.5.1 Detailfragen bei der Parallelisierung
An dieser Stelle wird jedoch noch auf einige Randprobleme bei der Realisierung paralleler Schalt-
kreissimulatoren hingewiesen.
4.5.1.1 Verteilung der Nodes
Bei der Aufteilung des Schaltkreises in disjunkte Submodelle, die zur Simulation auf die verwendeten
Prozessoren verteilt werden, erfolgt in erster Linie die Zuordnung von Objekten zu den Prozessoren.
Die Anordnung der Nodes, die die einzelnen Objekte miteinander verbinden, ergibt sich daraus
zwangsla¨uﬁg. Allerdings existieren dabei zwei Aspekte, die beru¨cksichtigt werden mu¨ssen.
Ein Knoten kann prinzipiell auch von mehreren Objekten getrieben werden. Idealerweise sollten
sich alle diese Objekte auf demselben Simulator beﬁnden, damit die Entscheidungsfunktion leichter
realisiert werden kann. Somit werden die Datenstruktur und Funktionalita¨t eines Knotens, die die
Berechnung der projektierten Signalverla¨ufe und die Ereignislistenfunktion realisieren, zweckma¨ßi-
gerweise auf dem Prozessor angesiedelt, auf dem seine Treiberobjekte liegen. Diese Datenstruktur
stellt sozusagen den Master eines Nodes dar.
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Abbildung 4.6: Verteilung von Nodes auf mehrere Prozessoren
Weiterhin kann jeder Knoten selbst wieder mehrere Objekte treiben. Um eine Aufteilung in
Submodelle nicht ga¨nzlich zu verhindern, ist es deshalb no¨tig, fu¨r Eingangssignale von Objekten,
die auf verschiedenen Prozessoren simuliert werden sollen, eine duplizierte Ereignishaltung ein-
zufu¨hren. Die Ereignissequenz, die der Master des zugeho¨rigen Knotens berechnet, wird auf den
abha¨ngigen Prozessoren gespiegelt. Die Konsistenz wird u¨ber den Versand von Ereignisnachrichten
sichergestellt. In verteilten Systemen mit gemeinsamem Speicher existiert prinzipiell dasselbe Pro-
blem, es verlagert sich lediglich in Richtung Konsistenzhaltung von Caches bzw. die Organisation
des Zugriﬀs auf nicht-prozessorlokale Datenstrukturen.
4.5.1.2 Zustandssicherung von VHDL-Prozessen unter Time Warp
Beim Checkpointing treten unter Time Warp fu¨r VHDL-Prozesse besondere Probleme auf. Insbe-
sondere entha¨lt eine volle VHDL-Implementierung auch Funktions- und Prozeduraufrufe und die
Wait-Statements ko¨nnen an beliebiger Stelle im Code auftreten. Bei einem Checkpoint ist somit
die Speicherung des Stacks sowie die Angabe der aktuellen Position im Code notwendig, damit
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im Falle eines Rollbacks der korrekte Zustand wiederhergestellt werden kann. Bislang wurde kein
Checkpointing von VHDL-Prozessen in DVSIM realisiert. Unser Subset von VHDL unterstu¨tzt al-
lerdings auch keine Funktionen und Prozeduren. Durch Beschra¨nkung der Wait-Statements auf den
Prozeßanfang oder das -ende ließe sich eine einfache Variante schaﬀen. Die Diskussion genereller
Checkpointinglo¨sungen fu¨r optimistische Simulatoren wird zum Teil in ADVISE! [HOC97a], einer
Simulationsumgebung fu¨r einen parallelen VHDL-Simulator aus dem ESPRIT-Projekt CHESS (A
MIPS Cruncher for Concurrent Heterogenous Simulation Systems), angesprochen.
4.5.2 Parallelisierungsprojekte von VHDL-Simulatoren
Berichte u¨ber die Parallelisierung von VHDL-Simulationen sind bislang wenig in der Literatur an-
zutreﬀen. Die Ursachen liegen einerseits in der Komplexita¨t von VHDL, die einen kompletten Neu-
entwurf eines Simulatorkerns, der anschließend parallelisiert werden kann, fast unmo¨glich macht.
Andererseits sind sequentielle VHDL-Simulatoren, auf deren Basis man parallele Simulatoren ent-
wickeln ko¨nnte, aufgrund der wirtschaftlichen Bedeutung nicht oder nur gegen sehr hohe Kosten
als Quellcode verfu¨gbar.
Die vorhandenen Parallelisierungsprojekte wurden entweder von Forschungseinrichtungen durch-
gefu¨hrt, die mit dem amerikanischen Milita¨r zusammenarbeiten und dadurch Zugriﬀ auf VHDL-
Simulator-Quellcode haben, oder sie realisieren als Eigenentwicklung nur einen Teil des vollen
VHDL-Sprachumfangs.
• Vellandi und Lightner entwickelten einen Simulator, der VHDL-Modelle auf einer Connection
Machine CM-2 in synchroner Weise bearbeitete. Insbesondere wurden die Simulationshilfs-
funktionen parallelisiert [VEL92a]. Die CM-2 verfu¨gt u¨ber eine große Anzahl von Prozessoren,
so daß nach Aussage der Autoren viele Objekte wirklich parallel ohne Scheduling oder Map-
ping abgearbeitet werden ko¨nnen. Diese Behauptung steht jedoch im Widerspruch zu den
Ergebnissen von Bailey und Snyder [BAS88a], wonach bei synchroner Abarbeitung nur ge-
ringe Teile einer Schaltung gleichzeitig aktive Ereignisse haben, und der Tatsache, daß von
Vellandi keine ho¨heren Speedups als 11 erreicht wurden (eine CM-2 hat in der Regel zwischen
8192 und 65536 Prozessoren).
• Ashenden, Detmold und McKeen untersuchten in einer simulierten parallelen Umgebung mit
mehreren Threads das Parallelisierungspotential von VHDL-Verhaltensbeschreibungen (Pro-
cesses) anhand eines zeitgesteuerten Algorithmus [ADM93a]. Konkrete Speedups werden je-
doch nicht genannt. Allerdings zeigte sich, daß die Abbildung jedes VHDL-Prozesses auf einen
eigenen LP aufgrund der feinen Granularita¨t nicht realistisch ist, sondern ein Clustern meh-
rere Objekte beno¨tigt wird, um den Schedulingaufwand fu¨r die LPs zu reduzieren und einen
Gewinn durch Parallelisierung zu erreichen.
• Koch und Tavangarian beschreiben in [KOT94a] einen parallelen VHDL-Simulator mit kon-
servativem Synchronisationsverfahren, der auf einem Netz mit Workstations unter PVM ar-
beitet. Fu¨r mittlere Modelle ab 10000 Objekte wurde eine Beschleunigung von 2.7 auf 5
Workstations beobachtet.
• [WAG95a] beschreibt ein konservatives Verfahren zur VHDL-Simulation mit dynamischer
Lookaheadbestimmung zur Vermeidung von Deadlocks und Nullnachrichten auf Basis von
ku¨nstlich in das Modell eingefu¨gten Pseudokomponenten. Diese Vorgehensweise wirkt etwas
konstruiert.
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• Krishnaswamy und Banerjee entwickelten einen optimistischen parallelen VHDL-Simulator
[KRB96a]. Jeder VHDL-Prozeß wurde in einen eigenen LP eingebettet, der als Actor abla¨uft.
Messungen erfolgten auf Shared- und Distributed-memory-Umgebungen (SparcServer 1000,
Intel Paragon) mit kombinatorischen ISCAS-Schaltungen [BRF85a] und weniger als 300
VHDL-Prozessen. Die Basis der Speedup-Werte ist nicht klar ersichtlich. Die langen Lauf-
zeiten der kleinen Modelle auf einem Prozessor legen jedoch die Vermutung nahe, daß dazu
die parallele Version mit Actor-Scheduling auf einem einzigen Prozessor verwendet wurde.
• Wilsey entwickelte auf Basis einer vollen Implementation von VHDL den optimistischen par-
allelen Simulator QUEST auf Basis der Synchronisationsbibliothek warped [WMS98a] fu¨r
Parallelrechner (IBM SP1) und Workstations.
• Einen eher analytischen Ansatz beschreiten Costa u.a. [CDF94a], indem sie den zu erwarten-
den Speedup bei einem VHDL-Simulator u¨ber die Auswertung von Trace-Files der beobachte-
ten tatsa¨chlichen Ereignisreihenfolge in einem sequentiellen Simulator nachtra¨glich berechnen.
Dazu verwenden sie die Simulation eines verteilten Simulators mit parametrisierbaren Gro¨ßen
wie Kommunikationsdauer, Rollback-Overhead und zugrundeliegende Kommunikationstopo-
logie.
Das hier entworfene Framework DVSIM entstand parallel zu den Entwicklungen von Bauer,
Sporrer und Krodel [BSK92a], Luksch [LUK93a] und Koch und Tanvangarian [KOT94a]. Es hat
sich als Ziel die Untersuchung einer breiten Palette von Einﬂußfaktoren gesetzt. Insbesondere za¨hlen
dazu die im na¨chsten Kapitel beschriebenen Partitionierungsverfahren, Parallelisierungspotentiale
und Leistungsbewertung (Kapitel 7) sowie Experimente mit typischen Vertretern der klassischen
parallelen asynchronen Simulationsverfahren (Kapitel 8).
Kapitel 5
Partitionierungs- und
Mappingverfahren
Bei den parallelen asynchronen ereignisgesteuerten Simulationsverfahren arbeitet in der Regel je-
der der beteiligten Simulatoren auf einem eigenen Teilmodell, das von denen der anderen bis auf
gemeinsame Signale disjunkt ist. Grundelemente der Verteilung sind bei der Schaltkreissimulation
die Objekte, die die Schaltungselemente repra¨sentieren. Die Verteilung der Signale (Knoten) er-
gibt sich nach den im letzten Kapitel genannten Kriterien, die ein Signal dem Prozessor zuordnen,
auf dem seine treibenden Objekte plaziert werden. Die Vereinigung aller Teilmodelle ergibt wieder
das Gesamtmodell. Ist P die Menge aller Objekte, so gilt fu¨r eine Partitionierung P1, . . . , Pn in n
Submodelle:
Pi, Pj ⊆ P, 1 ≤ i, j ≤ n, i = j : Pi ∩ Pj = ∅
und
n⋃
i=1
Pi = P.
Unter eine Partitionierung verstehen wir also die Aufteilung eines Gesamtmodells in Teil-
modelle. BeimMapping dagegen geht es darum, die gefundenen Partitionen einem konkreten der zur
Verfu¨gung stehenden Prozessoren zuzuordnen. Es ist dabei zu beachten, daß diese Aufgabe selbst im
Falle von identischer Prozessoranzahl k und Partitionsanzahlen n = k nicht kanonisch durch belie-
bige Zuordnung eines Submodells an einen Rechner erfolgen kann. In der Regel sind in Abha¨ngigkeit
von Topologie des Kommunikationsnetzes oder Leistungsfa¨higkeit einzelner Rechnerknoten weitere
Aspekte zu beru¨cksichtigen. Ist weiterhin k kleiner als n, so mu¨ssen mehrere Partitionen einem
Prozessor zugewiesen werden. Um Verfahren und Kriterien, nach denen eine Partitionierung und
das Mapping dieser Partitionen auf einen Parallelrechner erfolgt, soll es in diesem Kapitel gehen.
Weiterhin werden Optimierungsansa¨tze diskutiert, die die Laufzeit der parallelen Simulation ver-
bessern sollen, indem applikationsspeziﬁsche Informationen, die erst zur Laufzeit einer Simulation
feststehen, bei der Objektzuordnung zu einer Partition beru¨cksichtigt werden.
Grundsa¨tzlich haben Modellpartitionierungsverfahren starke A¨hnlichkeit mit konventionellen
Graphpartitionierungsalgorithmen. Bei den von uns verwendeten Methoden werden Objekte auf
Knoten eines Graphen abgebildet. Die Kana¨le, die zwei LPs verbinden, stellen die Kanten des
Graphen dar. Bei der Simulation von Schaltkreisen haben wir außerdem das Problem, daß die Si-
gnale durch Nodes repra¨sentiert werden, die mehrere Ausga¨nge mit mehreren Einga¨ngen verbinden
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ko¨nnen. Sie stellen somit ein Netz von Kana¨len dar, die fu¨r die Partitionierung in einzelne Kana¨le
aufgebrochen werden mu¨ssen.
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Abbildung 5.1: Abbildung eines Schaltkreises auf einen bipartiten Graphen
Insbesondere ist der Unterschied zwischen Knoten eines allgemeinen Graphen und dem Begriﬀ
Knoten bei der Modellierung von Schaltkreisen zu beachten. Die beiden Terme sind hier orthogonal
zu betrachten, da ein Node einer Schaltung einer oder mehreren Kanten des allgemeinen Graphen
entspricht. Ebenso wird jedes Objekt oder Schaltelement zur Partitionierung auf einen Knoten eines
allgemeinen Graphen abgebildet.
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Abbildung 5.2: Abbildung eines Schaltkreises auf einen allgemeinen Graphen
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Exakt handelt es sich bei der Abbildung von Schaltkreisen auf allgemeine Graphen um die
Modellierung eines bipartiten Graphen, wobei die Nodes und die Objekte die unterschiedlichen
Knotentypen repra¨sentieren und die Verbindungen zwischen Ausgangsobjekt und Node bzw. Node
und Eingangsobjekt die Kanten des Graphen darstellen (Abb. 5.1).
Zur Realisierung der Treiberfunktionalita¨t (Entscheidungsfunktion) war bereits im letzten Ka-
pitel gefordert worden, daß alle treibenden Objekte auf dem selben Prozessor plaziert werden.
Insbesondere sollten sie auch in der gleichen Partition liegen. Fu¨r jedes getriebene Objekt wird
eine eigene Kante vom Treiber zum Ziel eingefu¨hrt. Durch die Zusammenfassung der Treiber eines
Signals zu einem virtuellen Superknoten kann die Abbildung eines Schaltungsmodells jedoch auch
als Graph mit nur einem Knotentyp realisiert werden (Abb. 5.2), wodurch die Partitionierungsal-
gorithmen u¨bersichtlicher werden und sich aufgrund der reduzierten Kanten- und Knotenanzahlen
schneller berechnen lassen.
5.1 Partitionierungsalgorithmen
Zur Durchfu¨hrung von Partitionierung wird im folgenden vorausgesetzt, daß die Modellbeschrei-
bung in Form eines Graphen G =(V, E) mit |V | Knoten (Objekten) und |E| Kanten (aufgesplittete
Netze / Nodes) vorliegt. Dieser Graph kann fu¨r unterschiedliche Algorithmen gerichtet oder unge-
richtet sein. Ziel allgemeiner Partitionierungsverfahren ist die Optimierung verschiedener Aspekte.
1. Es wird davon ausgegangen, daß die Zuteilung eines Knotens fu¨r den entsprechenden Prozessor
eine gewisse Last generiert. Die Kosten eines Knotens sind in der Regel applikationsspeziﬁsch
und mu¨ssen dem Algorithmus in Form von Knotengewichten zur Verfu¨gung gestellt werden.
Existieren keine solchen Daten, wird idealerweise ein Einheitsgewicht fu¨r alle Knoten an-
genommen. Der Partitionierungsalgorithmus strebt nun ein Lastgleichgewicht zwischen den
einzelnen Partitionen an, indem die paarweisen Diﬀerenzen der Summen aller Knotengewich-
te der Prozessoren eine gewisse Grenze nicht u¨berschreiten du¨rfen. Die Last wird unter der
Annahme balanciert, daß die parallele Bearbeitung des Problems am schnellsten erfolgt, wenn
alle Prozessoren etwa gleich stark belastet sind.
Die zugewiesene Last kann durch technologiebezogene Parameter z.B. anhand der Leistungsfa¨-
higkeit der verwendeten Prozessoren in heterogenen Umgebungen mittels Gewichten angepaßt
werden.
2. Ein weiterer wichtiger Faktor sind die Kosten, die fu¨r die Interaktion der Knoten bei der
Ausfu¨hrung eines Algorithmus entstehen. Gewo¨hnlich werden bei parallelen Berechnungen
Daten zwischen den einzelnen an der Berechnung beteiligten Objekten ausgetauscht. Bei
der parallelen Simulation handelt es sich dabei um Ereignisnachrichten. In einer verteilten
Umgebung kann davon ausgegangen werden, daß der Austausch von Information zwischen
Objekten auf verschiedenen Prozessoren ho¨here Kosten aufgrund Nachrichtenversand oder
Synchronisation auf gemeinsamen Speicherbereichen erzeugt als wenn beide auf dem selben
Rechner plaziert sind.
Partitionierungsalgorithmen zielen deshalb neben der Balancierung der Last auf eine Minimie-
rung der Kosten zur Koordinierung der Prozessoren ab. Dazu werden idealerweise ebenfalls
applikationsspeziﬁsche Daten herangezogen, die den Kanten des Gesamtgraphen Gewichte
entsprechend den erwarteten Kosten zuordnen. Liegen keine solchen Informationen vor, so
wird ebenfalls mit Einheitsgewichten gearbeitet. Da bei den meisten Architekturen die Kosten
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fu¨r Nachrichten um ein Vielfaches ho¨her liegen als fu¨r eine lokale Synchronisation, ko¨nnen die
lokalen Kosten fu¨r Objektsynchronisation zur Vereinfachung mit Null veranschlagt werden.
3. Neben diesen beiden Hauptaspekten ko¨nnen auch noch eine Reihe applikationsspeziﬁscher
Kriterien bei der Partitionierung eine Rolle spielen. Im Fall der verteilten Schaltkreissimula-
tion za¨hlt dazu z.B. die Forderung nach der Clusterung der Treiber innerhalb einer Partition
oder auch die Vermeidung von partitions- bzw. prozessoru¨bergreifenden Zyklen.
Insbesondere die Randbedingungen einer bestimmten Applikationsklasse ko¨nnen zu Zielkon-
ﬂikten zwischen unterschiedlichen Kriterien fu¨hren. Beispielsweise kollidiert die Forderung einer
zyklenfreien Partitionierung bei sehr großen Ru¨ckkopplungskomponenten meist mit der angestreb-
ten Balancierung.
In die Ermittlung der Gesamtkosten ﬂießen somit verschiedene Gro¨ßen ein, die unterschied-
lich stark gewichtet werden mu¨ssen. Ziel eines Partitionierungsalgorithmus ist die Minimierung
der daraus resultierenden Gesamtkostenfunktion. Die Verfahren zur Ermittlung einer optimalen
Lo¨sung dieses Problems sind bereits fu¨r eine reine Graphenpartitionierung mit der Minimierung
der Schnittkosten (Anzahl der partitionsu¨bergreifenden Kanten) bei existierenden Verfahren nicht
mehr in polynomialer Zeit berechenbar [MEH84a]. Insbesondere bei großen Graphen, die bei der
Abbildung von Schaltungen auftreten, lassen sich also nur suboptimale Lo¨sungen mit vertretbarem
Rechenzeitaufwand ermitteln. Es kommen insbesondere zur Minimierung von Kommunikationsko-
sten nur Heuristiken zur Lo¨sung des Partitionierungsproblems in Frage.
[JOH96a] betont in einem U¨bersichtsartikel existierender Algorithmen die Notwendigkeit schnel-
ler Partitionierungsverfahren beim Schaltkreisentwurf. Dies gilt einerseits fu¨r Floorplaning und Ti-
minganalyse und andererseits auch fu¨r Partitionierung zur parallelen Simulation. Die Verfahren
ko¨nnen konstruktiven oder iterativen Charakter haben. Bei konstruktiver Vorgehensweise werden
die Teilmodelle aus dem Gesamtgraphen schrittweise aufgebaut, indem z.B. starke Zusammenhangs-
komponenten gebildet werden. Iterative Verfahren versuchen dagegen, bei einer initialen (meist bil-
lig zu berechnenden) Aufteilung des Graphen durch Austausch einzelner Komponenten die Lo¨sung
bezu¨glich der Kostenfunktion zu verbessern.
Das Mapping von Partitionen auf spezielle Prozessortopologien wird in der vorliegenden Arbeit
nicht betrachtet. Partitionierungen werden in der Regel so generiert, daß fu¨r jeden Prozessor genau
eine Partition verwendet wird.
Im Prinzip ko¨nnen zum Mapping jedoch rekursiv wieder dieselben Algorithmen eingesetzt wer-
den wie bei der vorangegangenen Partitionierung. Jede Partition wird dabei als ein Knoten be-
trachtet. Die Kanten zwischen allen Objekten zweier Partitionen faßt man zu einer einzigen Kante
zusammen, deren Gewicht sich als Summe der Einzelgewichte ergibt. Fu¨r die Kantengewichte kann
ein Mappingalgorithmus auch die Topologie des Kommunikationsmediums, auf das der Graph ab-
gebildet wird, z.B. u¨ber die Kosten pro Zwischenknoten (Hop) beru¨cksichtigen.
In den folgenden Abschnitten werden einige Partitionierungsverfahren vorgestellt, die bei Schalt-
kreisaufteilung zum Einsatz kommen. Sie sind prinzipiell aber auch fu¨r beliebige andere Applika-
tionen einsetzbar.
5.1.1 Lastbalancierende Verfahren
Einfache Algorithmen, die unter der Annahme, daß alle Objekte wa¨hrend der gesamten Simulation
homogenes Lastverhalten zeigen, eine vollsta¨ndige Balancierung der Partitionsgro¨ßen erreichen,
aber keine Optimierungen hinsichtlich des Kommunikationsaufwands unternehmen, sind
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• Natural [SMU87a]: Das Modell wird anhand seiner Beschreibung in n Blo¨cke zerlegt. Die
ersten m =  1n Objekte werden dem ersten Prozessor zugewiesen, die zweiten m Elemente
dem zweiten usw. Generiert jedes Objekt eine Einheitslast, so unterscheiden sich die Partiti-
onsgro¨ßen um maximal ein Objekt und ko¨nnen als nahezu ideal balanciert betrachtet werden.
Verursachen verschiedene Objekte unterschiedlichen Aufwand bei der Berechnung, so kann
die Gesamtlast als Maß fu¨r die Partitionsgro¨ße dienen. Die Last der einzelnen Partitionen
weicht aber dadurch mitunter sta¨rker voneinander ab, da der exakte Wert m in der Regel
nicht genau durch die sukzessive in der Beschreibung angetroﬀenen Elemente erreicht wird.
Je nach Art der Erzeugung der Modellbeschreibung ko¨nnen hier lokal innerhalb des Modells
stark zusammenha¨ngende Objekte, die eine gewisse Lokalita¨t aufweisen, zu einer Partition
zusammengefu¨gt werden oder willku¨rlich zusammengestu¨ckelte Objekte eine Einheit bilden.
Als Beispiel fu¨r die beiden Extrema ist z.B. die komponentenweise Anordnung mit Auﬂistung
aller Subkomponenten oder die Speicherung nach Objekttyp (Gatter) zu nennen.
Aufgrund der Abha¨ngigkeit der generierten Partitionen von der Reihenfolge innerhalb der
Modellbeschreibung la¨ßt sich somit keine allgemeine Aussage u¨ber die zu erwartende Gu¨te
der Lo¨sungen machen. Auf jeden Fall ist die Berechnung der Aufteilung sehr billig und in
linearer Zeit abha¨ngig von der Modellgro¨ße durchfu¨hrbar.
• Random [SMU87a]: Die Verteilung der Objekte erfolgt durch Ermittlung der Partition u¨ber
einen im Intervall [0.5, n+0.5[ gleichverteilten Zufallszahlengenerator und Rundung auf ganz-
zahlige Werte. Bei guten Generatoren ist zu erwarten, daß alle Partitionsgro¨ßen innerhalb sehr
kleiner Abweichungen gleich groß sind.
• Round-robin [MEI93a]: Die Objekte werden einzeln reihum den einzelnen Partitionen zu-
gewiesen. Somit werden das 1., das n + 1., das 2n + 1. Objekt, usw. der ersten Partition
zugewiesen. Analog wird mit den Objekten fu¨r die 2-te bis n-te Partition verfahren.
Fu¨r die Bewertung dieser beiden letzten Verfahren gelten a¨hnliche Gesichtspunkte wie bei
Natural.
Unter der Annahme schneller vollvermaschter Rechnernetze mit verschwindend kleinen Kom-
munikationskosten sollte ein solches lastbalancierendes Verfahren bereits gute Ergebnisse liefern.
Weiterhin la¨ßt es sich bei datenparallelen Ansa¨tzen, bei denen die Kommunikation phasenweise
nach Erreichen einer Barriere durch alle beteiligten Prozessoren erfolgt, gut einsetzen.
Allerdings triﬀt man idealisierte Kommunikationsmedien in der Praxis so gut wie nicht an. Swit-
ched Networks bieten sofern sie fu¨r kollisionsfreie Verschaltung konzipiert sind (Omega, Crossbar,
Butterﬂy) hier die beste Alternative. Sie sind schnell aber auch mit hohen Anschaﬀungskosten
verbunden. Bei Einsatz von Hypercubes, CubeConnectedCycles und 3- bzw. 2-dimensionalen To-
ri und Gitterstrukturen (Meshs) [HWB84a] mu¨ssen Prozesse ggf. u¨ber mehrere Hops Nachrichten
weiterleiten. Bei einem Ring oder Bus treten zusa¨tzlich versta¨rkte Lastprobleme auf. In (virtuellen)
Shared-memory-Systemen verlagern sich die Probleme wiederum lediglich von der Applikations- auf
die Cache- bzw. Synchronisationsebene.
5.1.2 Schnittkostenminimierende Verfahren
Bei heterogenen, verteilten Applikationsstrukturen, deren Komponenten asynchron miteinander
kommunizieren sollen, sind die einfachen Verfahren ebenfalls nicht sonderlich geeignet, weil sich
der Nachrichtenaufwand nicht oder nur schwer abscha¨tzen la¨ßt. Aus diesem Grund wurden viele
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Algorithmen vorgeschlagen, die die Kosten fu¨r die Kommunikation zwischen Partitionen, die auf
verschiedenen Prozessoren plaziert werden, reduzieren. Diese minimalen Schnittkosten geben einer
großen Klasse von Verfahren ihren Namen Min-cut. Aufgrund der NP-Vollsta¨ndigkeit des Optimie-
rungsproblems wird zur Beschleunigung der Berechnung einerseits eine suboptimale Lo¨sung akzep-
tiert und andererseits Applikationswissen in die Verarbeitung zusa¨tzlich eingebracht. Dazu za¨hlen
Informationen u¨ber den Koppelungsgrad zwischen Objekten (und daraus abgeleitet die Ha¨uﬁgkeit
und La¨nge mo¨glicher Nachrichten), die Granularita¨t der lokalen Berechnungen und ihr Verha¨ltnis
zur Nachrichtenu¨bertragungsdauer oder Wissen u¨ber das implizite Verhalten anderer Objekte (z.B.
Lookahead).
5.1.2.1 Iterativ optimierende Ansa¨tze
Zur Klasse der optimierenden Algorithmen za¨hlen die Bipartitionierungsverfahren. Ihr bekannte-
ster Vertreter ist der Algorithmus von Kernighan und Lin (KL) [KEL70a], der die Aufteilung eines
Graphen in zwei nahezu gleich große Teile berechnet. Er startet mit einer durch ein beliebiges Ver-
fahren berechneten (in der Regel billigen) Aufteilung der n Knoten in zwei gleich große Ha¨lften.
Zur Optimierung werden Teilmengen von Knoten, X und Y, mit identischer Gro¨ße in beiden Ha¨lf-
ten ermittelt, deren Austausch einen maximalen Gewinn (d.h. die Reduzierung der Schnittkosten)
liefert.
Bei Verfahren zur Minimierung der Schnittkosten zwischen zwei Partitionen A und B eines Gra-
phen G = (V, E) werden lediglich die Kantengewichte von G beru¨cksichtigt. In einer Adjazenzmatrix
C werden fu¨r jede Kante (a, b) ∈ E deren Kosten ca,b eingetragen. Existiert zwischen zwei Knoten
keine Kante, so hat ca,b den Wert 0. Fu¨r ungerichtete Graphen ist diese Matrix spiegelsymmetrisch
zur Hauptdiagonale.
Die Kosten, die ein Knoten a ∈ A zu Knoten in der eigenen Partition erzeugt, ergeben sich als
Summe der Kosten aller seiner partitionsinternen Kanten.
Ia =
∑
b∈A
ca,b.
Entsprechend generiert er partitionsu¨bergreifend (fu¨r alle b aus der zweiten Partition B) die
externen Kosten:
Ea =
∑
b∈B
ca,b.
Bei Wechsel eines Knotens a ∈ A in die Partition B verringern sich die Schnittkosten von A
um den Wert der Diﬀerenz1 Da = Ea − Ia. Wandert gleichzeitig ein Knoten b ∈ B in umgekehrter
Richtung zu A, so tragen die Kosten der Kanten zwischen a und b immer noch zu den externen
Schnittkosten bei und sind von Da und Db abzuziehen. Ein bezu¨glich der Gesamtkostenfunktion
(minimale Schnittkosten zwischen je zwei Partitionen) eﬀektiver Gewinn G(a,b) ergibt sich durch
den Austausch zweier Knoten also genau dann, wenn
G(a, b) = Da +Db − ca,b − cb,a > 0
gilt.
Die Ermittlung der Teilmengen X und Y la¨uft nun folgendermaßen ab. Initial wird fu¨r jeden
Knoten k der Wert Dk berechnet. Danach werden in mehreren Iterationen Teilmengen bestimmt,
1Die Diﬀerenz kann auch negativ werden. In diesem Fall erho¨hen sich die Schnittkosten von A.
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deren Austausch die Gesamtkosten reduziert. Im i-ten Schritt wird ein Paar (ai, bi) mit ai ∈ A und
bi ∈ B gesucht, deren Wert G(ai, bi) maximal ist. Die Knoten dieses Paares werden als bearbeitet
markiert, sowie ai in X und bi in Y aufgenommen. Außerdem werden die Diﬀerenzen der verbleiben-
den Objekte so aktualisiert als ob die beiden Objekte bereits die Partitionen gewechselt ha¨tten. Die
Berechnung des aktuellen Teilmengenpaars bricht ab, wenn keine nichtmarkierten Objekte mehr
vorhanden sind, oder keine Paare mit G(ai, bi) > 0 mehr existieren.
Anschließend vollzieht sich der echte Austausch der Teilmengen zwischen den Partitionen und
die Markierungen werden wieder entfernt. Ein Durchlauf oder Pass ist somit abgeschlossen. Dieses
Verfahren iteriert solange keine nichtleeren Teilmengen und somit weitere Verbesserungen gefunden
werden. Die Gesamtkomplexita¨t des Verfahrens wird mit O(n2 log n) angegeben.
Die Ermittlung des jeweils optimalen Paars la¨ßt sich durch Verwenden sortierter Listen von
Objekten entsprechend fallender Diﬀerenzen optimieren, so daß nach Angaben von Kernighan und
Lin in der Regel nicht alle Objekte der Listen paarweise miteinander verglichen werden mu¨ssen.
Weitere Optimierungen zur Ermittlung der Paare mit maximalem Gewinn werden von Dutt und
Deng beschrieben [DUT93a, DUD96a].
Aufgrund der initialen Festlegung der Partitionsgro¨ße gestattet der Algorithmus auch eine ge-
wisse Kontrolle der Lastverteilung. Er la¨ßt sich rekursiv zur Generierung mehrerer Partitionen
anwenden. Eine ungerade Partitionsanzahl erha¨lt man durch geeignete Wahl der asymmetrischen
Splittgro¨ßen bei Zwischenergebnissen.
Alternativ kann die Startaufteilung auch durch k-faches sequentielles Abspalten von nk  Ob-
jekten und Optimieren entsprechend dem Basisalgorithmus zwischen der jeweiligen neuen Partition
und dem nach der Abspaltung verbliebenen Rest ermittelt werden (sequential break-oﬀ). Anschlie-
ßend erfolgt dann eine paarweise Optimierung der gefundenen Partitionen entsprechend obigem
Grundalgorithmus, um eine weitere Verbesserung zu erzielen.
Einen etwas modiﬁzierten Ansatz verfolgen Fiduccia und Mattheyses (FM), indem zur Optimie-
rung keine Paare sondern im Wechsel zwischen den Partitionen einzelne Objekte mit maximalem
Gewinn verschoben werden [FIM82b]. Die Optimalita¨t der Knotenauswahl leidet dabei unter ei-
ner eﬃzienteren Implementierung der Knotensuche, da die Paarauswahl bei Kernighan-Lin (K/L)
zusa¨tzlich die Kosten zwischen den zu tauschenden Knoten minimiert. Fiduccia und Mattheyses
erreichen bei Annahme von Einheitskosten fu¨r die Kantengewichte eine Komplexita¨t von O(|E|).
Triﬀt diese Voraussetzung nicht zu, so la¨uft der Algorithmus mit O(n log n+ |E|) [DUT93a].
Generell ist zu den Bipartitionsverfahren zu sagen, daß sie nicht generell eine optimale Lo¨sung
ﬁnden, da aus lokalen Minima kein Ausweg herausfu¨hrt. Eine Alternative ko¨nnte Simulated Anne-
aling sein [KGV83a], dessen Kostenfunktion auch partielle Verschlechterungen gestattet, um insge-
samt zu einer besseren Lo¨sung zu gelangen. Johannes a¨ußert jedoch, daß Simulated Annealing keine
guten Ergebnisse bei der Bipartitionierung liefert und sehr viel Rechenzeit beno¨tigt [JOH96a].
5.1.2.2 Konstruktiv optimierende Methoden
Die bisherigen Min-cut-Verfahren versuchten eine initiale Partitionierung durch Austausch von
Objekten zu verbessern. Im folgenden wird ein Ansatz beschrieben, der gleich von Beginn an ver-
sucht, eine im Sinn der Kommunikationskosten gute Lo¨sung schrittweise aufzubauen2. Ein solcher
Algorithmus, Soccer [RUN88a], wurde im SUPRENUM-Projekt (Parallelrechner fu¨r numerische
Anwendungen) der GMD3 zur Berechnung der Abbildung von Prozessen auf die verfu¨gbaren freien
Rechnerknoten entwickelt.
2Die Modiﬁkation von K/L zur Ermittlung der Startaufteilung geht aber bereits in diese Richtung.
3Gesellschaft fu¨r Mathematik und Datenverarbeitung, St. Augustin
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In einem ersten Schritt wird bei der Partitionierung von n Knoten in k Partitionen fu¨r jede
Partition ein Initialknoten (Centroid) berechnet, um den sich der zugeho¨rige Teilgraph als Cluster
bilden kann. Die Auswahl des ersten Knotens ist beliebig. Alle weiteren werden so bestimmt, daß sie
von den bereits vorhandenen den maximalen Abstand besitzen. Die Berechnung erfolgt nach einem
modiﬁzierten Algorithmus von Dijkstra zur Bestimmung des ku¨rzesten Pfads in einem Graphen.
Ist diese Phase abgeschlossen, wird den gefundenen Partitionen in Round-robin-Weise derjenige
der verbliebenen Knoten zugeordnet, der die ho¨chste Summe der Kantengewichte zu dieser Partition
aufweist. Als zweites Kriterium wird bei Kostengleichheit die minimale Summe der Gewichte zu
anderen Knoten verwendet.
Aufgrund der Reihumverteilung ist eine einigermaßen faire Zuordnung der Knoten zu stark
kommunizierenden Zentren zu erwarten. Außerdem la¨ßt sich auch eine gewisse Lastkontrolle in das
Verfahren integrieren, indem Prozessoren, deren maximale Partitionsgro¨ße erreicht wurde, u¨ber-
sprungen werden. Die Komplexita¨t des Verfahrens ist durch die Ermittlung der Centroiden mit
O(k × n2) bestimmt.
5.1.3 Modellorientierte Verfahren
Diese Vorgehensweisen versuchen, die Struktur eines Modells in die Partitionierung mit einzube-
ziehen. Aus diesem Grund ist es notwendig, nicht mehr beliebige ungerichtete Graphen sondern
Graphen mit gerichteten Kanten vorauszusetzen. Durch die Kenntnis der Kommunikationsrichtung
lassen sich Eigenschaften der zum Graphen geho¨rigen Applikation beru¨cksichtigen.
• Die Partitionierung von Eingangs- bzw. Ausgangskegeln (Fan-in- / Fan-out-cones) schlagen
Smith, Mercer und Underwood vor [SMU87a]. Auf die Schaltkreissimulation bezogen la¨ßt sich
durch transitive Clusterung aller Eingangssignale oder aller Ausgangssignal eines Objekts
sinnvollerweise die partitionsu¨berschreitende Kommunikation reduzieren. Außerdem werden
dadurch viele Eingangssignale lokal berechnet4 bzw. nur ein oder wenige Ausgangssignale
zum Treiben eines Ausgangskegels beno¨tigt. Die Werte stehen somit eventuell schneller zur
Verfu¨gung. Die Berechnung der Cones beginnt idealerweise mit den Prima¨rausga¨ngen bzw.
den Prima¨reinga¨ngen eines Modells (im Graph: Knoten ohne ausgehende bzw. eingehende
Kanten) und berechnet fu¨r jeden Startknoten die Vereinigung aller Objekte, die auf einem
Pfad zu einem Prima¨reingang bzw. -ausgang liegen.
In der Regel wird es bei diesem Verfahren zu U¨berlappungen kommen. Nach Ermittlung aller
Cones werden die eigentlichen Partitionen bestimmt. Existieren mehr Cones als Partitionen,
so werden die Kegel miteinander verschmolzen, so daß danach mo¨glichst große gemeinsame
Bereiche verbunden sind. Lastbalancierungskriterien spielen hierbei eine wichtige Rolle.
Existieren auch nach dieser Zuweisung noch große U¨berschneidungsbereiche, so kann dies bei
einer Simulation zu erheblichem Mehraufwand durch replizierte Bearbeitung fu¨hren. Mu¨ller-
Thuns u.a. sowie Manjikian und Loucks beschreiben diese Vorgehensweise bei Schaltkreissi-
mulatoren [MSD89a, MAL93a]. Sie wa¨hlen als Startobjekte der Input-Cones Flipﬂops, die in
der Regel inaktiv sind bis der na¨chste Clock-Tick erfolgt. Wa¨hrend Mu¨ller-Thuns jedoch Re-
plikationen verwendet, blenden Manjikian und Loucks duplizierte Teilkegel auf allen bis auf
einer Partition aus. Beide Arbeiten berichten von Partitionierungsdauern unter 30 Sekunden
fu¨r die großen sequentiellen ISCAS’89-Schaltkreise.
U¨berlappungen ko¨nnen aber auch schon vermieden werden, wenn bei der Berechnung der Ke-
gel untersucht wird, ob ein Knoten bereits einmal beru¨cksichtigt wurde und Teil eines anderen
4D.h. man muß auf weniger Ereignisnachrichten warten oder weniger verschicken.
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Kegels ist. Dadurch werden gemeinsame Teilkegel ausgeblendet und eine schnelle Partitionie-
rung ist in linearer Zeit mo¨glich. Diese Modiﬁkation kommt bei den von uns durchgefu¨hr-
ten Untersuchungen zum Einsatz. Eine weitere Limitation zur Vermeidung u¨berproportional
großer Cones wurde ebenfalls integriert, indem zu einem Kegel ab einer gewissen Gro¨ße kei-
ne neuen Objekte hinzugefu¨gt werden. Ein kontrolliertes Wachsen aller parallelen Aus- bzw.
Einga¨nge der Kegel kann durch Verwendung einer rangweisen5 Breitensuche erreicht werden.
• String-Partitionierung [LMP82a] generiert lange Ketten miteinander verbundener Objekte.
Insbesondere in Modellen mit Verzweigungen (Fork-Knoten bei Warteschlangennetzen, meh-
rere Einga¨nge treibende Signale bei Schaltkreisen) wird davon ausgegangen, daß die auf den
Verzweigungen gleichzeitig erzeugten Ereignisse parallel simuliert werden ko¨nnen und deshalb
in verschiedenen Partitionen plaziert werden mu¨ssen. Die Berechnung erfolgt ebenfalls mit
Prima¨rein- oder -ausga¨ngen beginnend als Tiefensuche entlang oder entgegen den Kanten-
richtungen. Die verbleibenden Knoten werden entsprechend ihrem Rang als neue Startpunk-
te weiterer Strings abgearbeitet. Anschließend werden die gefunden Strings reihum auf die
verfu¨gbaren Prozessoren verteilt. Eine La¨ngenbegrenzung der Strings sorgt hier ebenfalls fu¨r
einigermaßen balancierte Submodelle bezu¨glich der Knotenanzahl.
• Insbesondere bei konservativen Simulationsverfahren bereiten Zyklen und Ru¨ckkoppelungen
starke Probleme, die sich aufgrund fehlenden Lookaheads in Lawinen von Deadlocks oder Null-
nachrichten niederschlagen ko¨nnen. Eine Idee zur Vermeidung solcher Zyklen ist die Zusam-
menfassung aller Knoten / Objekte einer Schleife innerhalb einer Partition. Der resultierende
Supergraph der einzelnen Partitionen ist bei einem solchen Ansatz azyklisch partitioniert und
entha¨lt anschließend keine Schleifen mehr, die sich u¨ber Prozessorgrenzen hinweg erstrecken.
Beschrieben wird ein solcher Ansatz in einer Arbeit von Sang und Sang [SAS90a]. Kartik und
Abraham [KAA92a] weisen jedoch auf die Gefahr durch große Zyklen hin. Gegebenenfalls
kann es zu starken Lastungleichgewichten kommen oder die Bildung der gewu¨nschten Par-
titionsanzahl ist gar nicht mo¨glich. Diese Lastungleichheit durch azyklische Partitionierung
la¨ßt sich prinzipiell nicht vermeiden, wenn man Zyklen vollsta¨ndig eliminieren mo¨chte oder
aufgrund des verwendeten Simulationsalgorithmus wenig Alternativen dazu hat.
• Beim Ranking werden Objekte entsprechend ihren minimalen Entfernungen zu Prima¨rein-
bzw. -ausga¨ngen topologisch sortiert. Objekte mit gleichem Rang werden einer Partition zu-
geschlagen. Diese Methode ﬁndet u.a. bei [KAA92a] und [CCG97a] Anwendung.
5.1.4 Hierarchische Ansa¨tze
Die beschriebenen Basisverfahren lassen sich auch hierarchisch weiter zu komplexeren Methoden
zusammensetzen, indem die resultierenden Partitionen wiederum als Graph betrachtet werden, auf
den eine weitere Methode angewandt wird. Dies macht jedoch nur dann Sinn, wenn die Anzahl
der in der vorherigen Stufe gefundenen Partitionen noch gro¨ßer ist als die zu benutzende Pro-
zessoranzahl (vgl. Mapping). Außerdem sollte beru¨cksichtigt werden, ob die durch weitere Stufen
entstehenden Kosten durch die damit erreichte Verbesserung u¨berhaupt amortisiert werden ko¨nnen.
Einige interessante Ansa¨tze werden hier nur kurz genannt.
• Nach einer azyklischen Aufteilung eines Graphen ko¨nnen in einer zweiten Stufe die Kommu-
nikationskosten zwischen den Partitionen als Minimierungskriterium dienen. Aufgrund der
5Der Rang eines Knotens entspricht der ku¨rzesten Kantenanzahl, um einen Prima¨reingang bzw. -ausgang zu
erreichen.
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bereits wesentlich reduzierten Knotenanzahl la¨ßt sich dazu eine Lo¨sung recht eﬃzient berech-
nen.
Alternativ dazu la¨ßt sich auch auf einer initialen azyklischen Partitionierung aufsetzen. An-
schließend werden fu¨r einen Bipartitionsalgorithmus nur Verschiebungen von Objekten zuge-
lassen, die keine neuen Zyklen einfu¨hren [CLB94a].
• Bauer und Sporrer schlagen ein Verfahren vor, das zuna¨chst konﬂuente Schaltungsteile (Ver-
zweigungen, die spa¨ter wieder bei einem Objekt zusammengefu¨hrt werden) extrahiert, die
die sogenannten Petals (Blu¨tenbla¨tter) bilden. Anschließend werden diese Bla¨tter als Blu¨ten-
kra¨nze (Corollas) zusammengruppiert [BAS93b]. Die Autoren berichten von einer verbesser-
ten Leistung bezu¨glich Partitionierungsgeschwindigkeit und Qualita¨t der Lo¨sung gegenu¨ber
anderen Verfahren.
• Karthik und Abraham verwenden gar ein dreistuﬁges Verfahren [KAA92a]. Zuna¨chst werden
Cluster aus starken Zusammenhangskomponenten gebildet, die (im Kontext ihrer Schaltkreis-
simulation auf Transistorebene) aus direkt miteinander verbundene Transistoren bestehen.
Diese relativ kleinen Komponenten werden anschließend zyklenfrei aufgeteilt und topologisch
sortiert. Die resultierenden Schaltungsteile werden dann anhand ihres Rangs und der Transi-
storzahl zu den endgu¨ltigen, balancierten Partitionen geformt.
5.1.5 Untersuchungen zum Leistungsverhalten
Smith, Mercer und Underwood untersuchten die Leistungsfa¨higkeit verschiedener Partitionierungs-
algorithmen im Bereich der Schaltkreissimulation [SMU87a]. Die Kegelpartitionierungen schnitten
dabei relativ gut ab. Betrachtungen zur Leistungsfa¨higkeit werden allerdings auf Basis der parallel
ausfu¨hrbaren Ereignisse mit gleichen Zeitstempeln gemacht.
Kravitz und Ackland sprechen denjenigen Verfahren, die Last balancieren oder eine zufa¨lli-
ge Verteilung vornehmen, eine bessere Leistung zu als kommunikationsminimierenden Verfahren
[KRA88a]. Ihre Untersuchungen basieren im wesentlichen auf einem synchronen Verfahren auf ei-
nem Distributed-memory Hypercube mit 64 Prozessorknoten.
Briner verwendete verschiedene Algorithmen zur Partitionierung der untersuchten Schaltungen
(Random, hierarchische Strukturierung und Bipartitionierung ohne und mit unterschiedlicher Kan-
tengewichtung) [BRI90a]. Erstaunlicherweise erwies sich in seiner Time Warp-Implementierung mit
Fenstertechnik zur Beschra¨nkung des Optimismus die Random-Partitionierung als beste Lo¨sung.
Untersuchungen von Cloutier u.a. [CCG97a] beru¨cksichtigen die Plazierung auf einem hete-
rogenen Workstation-Cluster verschiedener Sun-Rechner. Fu¨r kombinatorische und sequentielle
Schaltkreise stellt sich die Partitionierung anhand der Ra¨nge (Ordnung von den Eingangs- zu
den Ausgangssignalen) fu¨r Time Warp als eﬀektiver heraus als eine Minimierung der Kommunika-
tionskosten. Bei der Partitionierung sequentieller Schaltungen, die ein Aufbrechen der Zyklen an
den FF-Einga¨ngen durchfu¨hrt, empﬁehlt es sich, die Prima¨reinga¨nge der Schaltungen den schnel-
leren Prozessoren zuzuweisen und die Last (Gro¨ße der Partitionen) bei den langsameren Rechnern
zu reduzieren. Die kombinatorischen Schaltungen weisen gerade bei einer umgekehrten Zuordnung
der Einga¨nge zu langsameren Rechnern ein besseres Verhalten auf, weil dadurch das u¨bereilte
Ausfu¨hren von Ereignissen in hinteren Schaltungsteilen gebremst wird. Eine Relation zu sequenti-
ellen Simulationsla¨ufen wird nicht angegeben. Lediglich Meßwerte fu¨r Simulationen auf 6 Rechnern
mit unterschiedlichen Lastparametern werden pra¨sentiert.
[KOT94a] beru¨cksichtigt ebenfalls die Leistung einzelner Arbeitsplatzrechner bei der Partitionie-
rung und versucht weiterhin, die Kommunikation durch einen Min-cut-Algorithmus zu reduzieren.
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Gleichzeitig wird Vermeidung von prozessoru¨bergreifenden Zyklen empfohlen.
5.1.6 Parallelisierung von Partitionsalgorithmen
Einen anderen Ansatz, die Laufzeiten von Partitionierungsverfahren zu reduzieren, stellt die Par-
allelisierung dieser Algorithmen selbst dar.
Lanche`s verwendet eine Methode zur parallelen Berechnung von Simulated-annealing auf einem
Transputercluster [LAB92a, LAB92b] mit der gescha¨tzten Rechen- und Kommunikationslast der
Schaltelemente und Signale als Kostenfunktion.
Nandy und Loucks [NAL93a] versuchen, aufgrund der hohen Kosten bei der auf Heuristiken ba-
sierenden Berechnung von Partitionen den Partitionierungsalgorithmus ebenfalls zu parallelisieren.
Sie erzielten dabei fu¨r einen Min-cut-Algorithmus auf 8 Prozessoren Beschleunigungen zwischen
2,7 und 6,6 fu¨r verschiedene kleinere Schaltungen bei gleicher Gu¨te der Ergebnisse im Vergleich
zum sequentiellen Partitionierungsalgorithmus. Interessanterweise treten bei der Parallelisierung
des Min-cut-Verfahrens a¨hnliche Probleme wie bei der voll dynamischen Lastbalancierung bezu¨glich
der Auswahl der zur Optimierung zu verschiebenden Gatter auf. Durch einen unkontrollierten und
vollsta¨ndig auf lokalem Wissen einzelner Prozessoren aufbauenden Algorithmus ko¨nnen dabei In-
stabilita¨ten auftreten, die die Leistung der Verfahren mindern anstatt sie zu verbessern.
5.2 Adaptivita¨t verschiedener Verfahren
Entsprechend dem Umfang der u¨ber das Verhalten einer Applikation zur Laufzeit verwendeten
Informationen werden Partitionierungsverfahren im folgenden Abschnitt nach statischen, semidy-
namischen und dynamischen Ansa¨tzen klassiﬁziert [KRA88a].
5.2.1 Statische Verfahren
Die beschriebenen Vorgehensweisen setzen voraus, daß sie ein ausreichendes Wissen u¨ber das Ver-
halten der Modelle wa¨hrend der gesamten Laufzeit einer Applikation besitzen. Insbesondere za¨hlen
dazu die Last, die die mit einzelnen Knoten assoziierten Berechnungen generieren, und das Kommu-
nikationsaufkommen. Die Festlegung der erwarteten Kosten erfolgt vor Beginn der Partitionierung
und bleibt in der Regel fu¨r eine Vielzahl von Modellen einer Applikationsklasse fest. Beispielswei-
se wird ein konstantes Nachrichtenaufkommen als Gewicht fu¨r alle Kanten und eine vorgegebene
mittlere Granularita¨t der Bearbeitungsschritte fu¨r alle Knoten vorausgesetzt. Die beschriebenen
Algorithmen sind deshalb als hochgradig statisch zu bezeichnen. Stellt sich wa¨hrend der Bearbei-
tung heraus, daß die Annahmen unzutreﬀend sind, so mu¨ßte die Partitionierung mit den neuen
Daten wiederholt und die Applikation neu gestartet werden.
Weist die Anwendung gar unterschiedliche Phasen auf, die eigentlich verschiedene Partitionie-
rungen erfordern, so la¨ßt sich das erst nach Abschluß der Berechnung erkennen. Eine Lo¨sung dieses
Problems kann durch eine Approximation der optimalen Parameter versucht werden, was aber
wiederum zusa¨tzlichen Berechnungsaufwand durch Optimierung und Wiederholungen der Simu-
lationsla¨ufe generiert. Die Gu¨te der Ergebnisse ist außerdem von der Sta¨rke der Schwankungen
abha¨ngig und oft nicht homogen fu¨r alle bearbeiten Modelle einer Applikationsklasse.
5.2.2 Semidynamische Vorgehensweise
Als Mo¨glichkeit, detailliertere Informationen u¨ber das Verhalten eines konkreten Modells zu erlan-
gen, wird von verschiedenen Autoren vorgeschlagen, das Modell fu¨r eine kurze Zeit (oder komplett)
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ablaufen zu lassen und dabei Daten u¨ber das konkrete Verhalten der Applikation zu ermitteln (Pre-
simulation, [MAL93a]). Die Knotengewichte lassen sich dann anhand der tatsa¨chlich beobachteten
Last festlegen. Die Kantengewichte bestimmen sich aus dem realen Kommunikationsaufkommen.
Mit den so ermittelten Parametern la¨ßt sich eine vermutlich verbesserte Partitionierung berechnen.
Problematisch ist allerdings hier ebenfalls der zusa¨tzliche Berechnungsaufwand zur Bestimmung
der realen Parameter. Je nach Problemgro¨ße kann das Ermitteln der Daten erhebliche Kosten durch
die Presimulation erzeugen. Der zusa¨tzliche Aufwand besteht dabei in der Laufzeit eines sequenti-
ellen oder verteilten Simulators, der die Daten generiert. Der eigentliche Partitionierungsanteil an
den gesamten Simulationsnebenkosten erho¨ht sich dadurch nicht, da fu¨r die Berechnung der gemes-
senen Parameter ein sequentieller Simulator oder ein verteilter Simulator verwendet werden kann,
der mit einer extrem billigen Primitivpartitionierung startet. Durch die Laufzeit der Presimulation
selbst ergibt sich jedoch insgesamt eine erheblich la¨ngere Laufzeit.
Dynamische Schwankungen wa¨hrend der Laufzeit werden allerdings beim Ansimulieren nicht
beru¨cksichtigt. A¨ndert sich das Verhalten im Anschluß an den simulierten Zeitraum drastisch,
so stellt sich die Frage nach der Repra¨sentativita¨t der gefundenen Parameter fu¨r das tatsa¨chli-
che Verhalten. Selbst bei einem kompletten Durchlauf stellen die Werte nur gemittelte Gro¨ßen
dar. Schwanken sie im realen Ablauf stark zwischen zwei Extrema, so ergeben sich daraus wie-
der Leistungsverluste. Chamberlain und Henderson ermittelten bei Untersuchungen der Stabilita¨t
des Verhaltens von 3 Schaltkreisen (mit bis zu 3000 Objekten) eine große U¨bereinstimmung der
in den ersten 10 Prozent einer Simulation ermittelten Parameter mit der restlichen Simulations-
zeit [CHH94a]. Dabei wurden 100 verschiedene Stimulidatensa¨tze verwendet, so daß eine zufa¨llige
U¨bereinstimmung weitgehend ausgeschlossen werden kann.
Manjikian und Loucks setzten Presimulationsla¨ufe zur optimierten Berechnung realistischerer
Schnittkosten bei der Verteilung ihrer Input-Cones auf Partitionen ein. Die La¨nge der Vorsimulation
betrug 4 Prozent der Gesamtlaufzeit. Im Gegensatz zu [CHH94a] wurden Lastungleichgewichte bei
den Ereigniszahlen der einzelnen Knoten beobachtet, die bei Verwendung von Statistiken aus einem
vollen Simulationslauf weitgehend vermieden wurden.
Kim und Jean bestimmten die Aktivita¨ts- und Kommunikationsraten durch Presimulation fu¨r
Unit-delay-Logiksimulationen auf Gatterebene [KIJ96a]. Zuna¨chst wird eine rangweise Sortierung
des Graphen beginnend mit den Prima¨reinga¨ngen durchgefu¨hrt. Jeder Prima¨reingang wird einer
Partition zugewiesen. Jeder weitere Knoten wird derjenigen Partition zugeschlagen, die entspre-
chend den ermittelten Werten die ho¨chsten Kosten zu ihm aufweist. Diese Partitionen werden
intern anschließend entsprechend ihren Kosten nochmals sortiert und nur benachbarte Partitio-
nen einem Prozessor zugewiesen. Die Partitionierung großer sequentieller ISCAS’89-Benchmarks
[BBK89a] dauerte weniger als 5 Sekunden. Die Messungen erfolgten mit 100 zufa¨lligen Eingabe-
vektoren. Fu¨r die Presimulation wurde 110 der Gesamtsimulationszeit beru¨cksichtigt. Speedups von
31 auf 64 Knoten wurden gegen einen sequentiellen Simulator bei Verwendung eines großen Schalt-
kreises (s38584.1) gemessen.
Cloutier u.a. [CCG97a] beobachteten bei Verwendung der Ergebnisse aus Presimulationsla¨ufen
zur Partitionierung von Schaltkreissimulationen eine Geschwindigkeitssteigerung um 50 Prozent
gegenu¨ber dem Basisverfahren des Time Warp.
5.2.3 Dynamische Methoden
Leider generieren alle bisher beschriebenen Verfahren einen nicht unerheblichen zusa¨tzlichen Auf-
wand, um u¨berhaupt erst einmal eine parallele Simulation starten zu ko¨nnen. Idealerweise sollte
eine parallele Applikation in der Lage sein, mit einer beliebigen (billigen) Aufteilung zu starten und
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durch Beobachtung und automatische Migration geeigneter Teilkomponenten einen konvergenten
stabilen Zustand mit ausgeglichenen Belastungen zu erreichen. A¨ndert sich die Lastsituation, so
soll ein solches Verfahren erneut starten und eine weitere Adaption vornehmen.
Die Beantwortung einer Reihe von Detailfragen wird in Kapitel 9 thematisiert. Hier werden le-
diglich einige Herangehensweisen an das nichttriviale Problem der automatischen Lastbalancierung
beschrieben.
Eine allgemeine Einfu¨hrung in Methoden der Lastbalancierung geben Shivaratri u.a. in
[SKS92a]. In [KGR94a] wird die Frage der Skalierbarkeit eines dermaßen komplexen Ansatzes disku-
tiert und ein Maß fu¨r die Wachstumsrate eines Problems deﬁniert, um bei steigender Problemgro¨ße
in gleichbleibender Zeit auf einem Parallelrechner mit linear wachsender Prozessoranzahl gelo¨st
zu werden. In [SKP93a] ero¨rtern Shanker u.a. einen theoretischen Ansatz, die Ankunftsrate von
Jobs vorherzusagen, um eine rechtzeitige geeignete Umpartitionierung zur Laufzeit vornehmen zu
ko¨nnen. Konkretere Ansa¨tze und umgesetzte Algorithmen ﬁnden sich in folgenden Arbeiten.
• Reiher und Jeﬀerson schlugen in einem fru¨hen Ansatz das zeitliche Aufteilen logischer Prozesse
im TWOS vor. Basis ihrer Lastberechnung war die eﬀektive Arbeit, die ein Prozeß leistet
(eﬀective utilization). Bei diesem Maß wird nur der Rechenzeitanteil derjenigen simulierten
Ereignisse, die nicht zuru¨ckgesetzt werden, beru¨cksichtigt [REJ90a].
• Simic und Ortner fanden die dynamische Repartitionierung von Schaltungen nur bei kleiner
Partitionsanzahl hilfreich [SIO93a]. Sie betrachteten einen Mixed-Level Schaltkreissimulator
unter Time Warp mit einer zentralen Steuerung der Umverteilung im laufenden Betrieb.
Es wurden nur leichte Verbesserungen bezu¨glich der Leistung des Time Warp beobachtet.
Generell lagen die Speedups unter 2 bei bis zu 5 Prozessoren.
• Luksch [LUK93a] beschreibt die Anforderungen an dynamische Lastbalancierungskomponen-
ten und schla¨gt als Lastmaß die Diﬀerenz der LVT und GVT vor. Konkrete Ergebnisse aus
Untersuchungen liegen nicht vor.
• Schlagenhaft, Ruhwandl und Sporrer entwickelten im Rahmen eines optimistischen Schalt-
kreissimulators [BAS93a] auf Basis eines Workstationnetzes eine dynamische Lastbalancie-
rungskomponente [SRS95a]. Ergebnisse der Leistungsfa¨higkeit liegen bis auf ein 2-Prozessor-
Modell nicht vor. Als Austauschkomponenten werden komplette Partitionen verwendet, die
vor Simulationsbeginn mit einem statischen Algorithmus berechnet wurden. Dadurch sollen
Kosten bei der Auswahl zu verschiebender Objekte reduziert werden. Als Lastmaß wird das
relative Fortschreiten der lokalen Simulationszeit skaliert u¨ber die Realzeit verwendet. Da die
GVT von einem zentralen Prozeß berechnet wird, fungiert dieser auch als Kontrollorgan fu¨r
die Lastbalancierung.
• Avril und Tropper [AVT96a] beschreiben ein a¨hnliches Verfahren wie bei Schlagenhaft, Ruh-
wandl und Sporrer ebenfalls fu¨r Time Warp und setzen auch auf einer initialen Partitionie-
rung (mit Strings) auf. Auch hier werden nur ganze Cluster zwischen Knoten eines BBN
GP1000-Rechners verschoben und Einsparungen zwischen 20 und 50 Prozent verglichen mit
der Laufzeit des Basis-Time Warps fu¨r die beiden gro¨ßten ISCAS’89-Benchmarks angegeben.
Als Lastmaß wird der sogenannte Throughput eines Simulators verwendet, der vergleichbar
mit Reihers Utilization ist.
• Boukerche und Das beschreiben die einzige sonst bekannte Realisierung eines Lastbalan-
cierungsverfahren fu¨r konservative Simulationsprotokolle (mit Nullnachrichten) [BOD97a].
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Es werden unter zentraler Kontrolle stets mehrere zusammenha¨ngende Objekte verschoben,
die dynamisch entsprechend ihres Kommunikationsaufwands untereinander bestimmt wer-
den. Als Lastmaß dient die Anzahl der aktuell gespeicherten, unbearbeiteten Ereignisse und
Nullnachrichten. Auf Intel Paragon- und iPSC/860-Rechnern werden Speedups von 5 – 6 auf
16 Prozessoren mit Modellen der Gro¨ßenordnung 300 – 500 Objekte erreicht. Der Referenz-
wert (sequentieller Simulator oder paralleler Simulator auf einem Knoten) ist jedoch aus der
Beschreibung nicht ersichtlich.
• Der Ansatz von Wilson und Nicol [WIN96a] ist trotz seines Titels eher den semidynamischen
Varianten zuzuordnen, die durch Presimulation die Leistung statischer Partitionierungsver-
fahren verbessern sollen.
5.2.4 Resu¨mee
Neben den grundlegenden statischen Verfahren zur Lastbalancierung wurden auch semidynamische
Ansa¨tze in unsere Evaluierungsumgebung integriert. Nach einer Simulationsstartphase kann der
Schaltkreis automatisch mit den ermittelten Daten wieder eingesammelt, neu partitioniert und
entsprechend der gea¨nderten Zuordnung wieder verteilt werden.
Diese Ansa¨tze stellen eine Vergleichsmo¨glichkeit zu bisherigen Arbeiten bereit, um die vielfa¨ltig
gemachten Beobachtungen besser einordnen zu ko¨nnen. Einen weiteren Aspekt der Arbeit stellt
die Untersuchung dynamischer Lastbalancierungsverfahren dar, die den Benutzer vollsta¨ndig vom
zusa¨tzlichen Aufwand der Partitionierung vor Simulationsbeginn befreien. Im Rahmen dieser Dis-
sertation wurde ein dezentraler Algorithmus ohne explizite Kontrollkomponente entwickelt, der
transparent fu¨r den Simulator eine Verschiebung von Objekten zur Laufzeit ermo¨glicht und so eine
automatische Ausbalancierung der Last zu Laufzeit gestatten soll. Das Verfahren ist sowohl un-
ter optimistischen als auch konservativen Algorithmen einsetzbar. Inwieweit es die in es gesetzten
Erwartungen erfu¨llen kann, wird in Kapitel 9 diskutiert.
Teil II
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Kapitel 6
DVSIM – Eine Umgebung zur
Evaluierung paralleler Simulation
Nachdem im ersten Teil sehr umfassend existierende Ansa¨tze zur parallelen Simulation beschrieben,
die Verfahren detailiert dargelegt und verschiedenste Einﬂußfaktoren wie Partitionierung, Synchro-
nisationsverfahren und Modellierungsaspekte besprochen wurden, sollen diese Bruchstu¨cke nun im
zweiten Teil wieder zu einem Gesamtbild zusammengesetzt werden, das als breite und umfassende
Darstellung die Frage beantwortet, ob sich die Parallelisierung diskreter ereignisgesteuerter Si-
mulation im Sinne erreichbarer Beschleunigung lohnt und unter welchen Bedingungen eine solche
Vorgehensweise sinnvoll ist.
Dazu wurde eine Reihe von Simulatoren fu¨r ein Framework entwickelt, deren Kern der parallele
Simulator DVSIM zur Schaltkreissimulation als exemplarische Anwendungsklasse darstellt. Dane-
ben besteht die Evaluierungsumgebung aus einem optimierten sequentiellen Simulator (VSIM), der
die Basis der Leistungsmessungen bildet, und Erweiterungen von VSIM. Die Erste dient zur Be-
rechnung des kritischen Pfads fu¨r die real zu erwartende Berechnungsdauer eines Simulationslaufs.
Die zweite Erga¨nzung generiert die Protokolldateien fu¨r das Oracle-log-Verfahren, mit dem die
Leistungsfa¨higkeit konservativer Simulationsverfahren abgescha¨tzt werden kann.
Mit Hilfe dieser Komponenten werden reale und ku¨nstliche Simulationsmodelle auf ihre
grundsa¨tzliche Parallelisierbarkeit untersucht, indem die in Teil I genannten Einﬂußfaktoren durch
Parametrisierung der in DVSIM integrierten parallelen Algorithmen so konﬁguriert werden, daß
sie ein breites Spektrum der von verschiedenen Forschern vorgeschlagenen Optionen abdecken. Aus
der Fu¨lle der ermittelten Informationen werden schließlich die wesentlichen Aspekte extrahiert, um
die Ausgangsfrage nach dem Beschleunigungspotential paralleler Simulation umfassend zu beant-
worten.
Zu Beginn der U¨berlegungen zum Thema dieser Arbeit stand der Gedanke, die Welt der par-
allelen ereignisgesteuerten diskreten Simulation in einer strukturierten Einteilung nach wichtigen
Parametern sorgfa¨ltig zu untersuchen, um ihren Einﬂuß auf die Gesamtleistung zu beurteilen. Es
ergab sich im Laufe der Bearbeitung die Einsicht, daß eine klare Trennung der verschieden Einﬂuß-
gro¨ßen adhoc nicht mo¨glich ist. Insbesondere u¨bernahmen Aspekte, deren Bedeutung zuna¨chst un-
terscha¨tzt wurde, eine wichtige Rolle. Dazu za¨hlen insbesondere die Partitionierung und Lastbalan-
cierung der Modellbeschreibung. Neben den grundlegenden Parametern Synchronisationsverfahren,
Kommunikationsprinzipien und -medien sowie Granularita¨t nehmen sie aufgrund der Erkenntnis
ihrer Bedeutung eine fu¨hrende Rolle in den weiteren Untersuchungen ein. Beginnend mit den Aus-
gangswerten der sequentiellen Simulation und den ku¨nstlichen Bewertungen durch Kritische-Pfad-
Analyse werden zuna¨chst die Partitionierungsverfahren in die Beurteilung mit VSIM und DVSIM
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integriert. Danach werden die jeweils besten Ergebnisse als Ausgangspunkt fu¨r die Untersuchungen
weitergehender Verbesserungsmo¨glichkeiten entsprechend in der Literatur vorgeschlagener Verfah-
ren verwendet. Weiterhin erfolgt eine faire Beru¨cksichtigung aller entstehenden Kosten, um die
Beschleunigungswerte zu ermitteln.
6.1 Grundlagen
Die Entwicklung von DVSIM (Distributed VHDL SIMulator)1 [MEI96a] erfolgte auf Basis des se-
quentiellen Schaltkreissimulators VSIM, der an der University of Pittsburgh von Martello, Levitan
u.a. entwickelt wurde [LEV93a]. Dadurch vermieden wir zum einen die aufwendige Implemen-
tierung des eigentlichen Simulationskerns und zum anderen stand ein sequentieller Simulator als
Vergleichsbasis fu¨r die Leistungsbewertung der parallelen Verfahren bereit.
6.1.1 Verfu¨gbarer VHDL-Sprachumfang
VSIM implementiert nicht den vollen VHDL-Standard IEEE 1076 von 1987 [VHD87a], aber weist
die wesentlichen Konzepte, eingeschra¨nkt auf eine 3-wertige Logik (0, 1, unknown (u)), auf. Struktu-
relle Modellierung und Verhaltensbeschreibungen sind ebenso mo¨glich wie die Nutzung des Entity-
Architecture-Bindings. Fehlende Komponenten dienen im wesentlichen der leichteren Programmier-
barkeit, die aber nur bei der Verwendung innerhalb einer kompletten CAD-Umgebung wichtig sind.
Dazu za¨hlen Packages zur strukturierten Erzeugung von Bausteinbibliotheken, Bibliotheken selbst,
oder Textein-/ und -ausgabemo¨glichkeiten, die in der Sprachdeﬁnition vorgesehen sind. Außerdem
wurden zuna¨chst nur einfache Datentypen integriert und auf Prozeduren und Funktionen verzichtet.
Andere fehlende Eigenschaften sind Attribute von Signalen und Datentypen, mit denen sich
besondere Eigenschaften oder Zusta¨nde modellieren lassen2, Resolutionsfunktionen und dynamische
Parametrisierung generischer Bauteile bei der Instantiierung. Diese Ma¨ngel lassen sich jedoch, wenn
sie unbedingt beno¨tigt werden, teilweise durch Modellierung u¨ber zusa¨tzliche VHDL-Prozesse oder
ggf. unter Einbindung nativen C-Codes emulieren. Es ist außerdem zu bedenken, daß es sich hierbei
um kein kommerzielles Produkt handelt. Der Source-Code kommerzieller Simulatoren war trotz
mehrerer Anfragen aus versta¨ndlichen Gru¨nden (Bedeutung des Marktwerts einer vollen VHDL-
Implementierung) nicht erha¨ltlich. VSIM wird im wesentlichen im universita¨ren Umfeld eingesetzt
und stellt eine gute Alternative fu¨r unsere Forschungszwecke dar.
6.1.2 Vorverarbeitungsschritte fu¨r Simulationsla¨ufe
Die Schaltung wird mit einem konventionellen Editor in VHDL programmiert. Anschließend wird
der Code (mit dem Tool vcomp) syntaktisch u¨berpru¨ft und in ein Zwischenformat kompiliert, das
vom Simulator verwendet werden kann. Dazu wird ein Intermediate-VHDL-Format (IVF) verwen-
det, das sowohl hierarchische als auch eine ”eingeebnete”, ﬂache Schaltungsbeschreibungen entha¨lt.
Die 1992 erworbene und zugrundeliegende Simulationssoftware liest jedoch nur die ﬂachen Beschrei-
bungen der Schaltung ein und operiert auf der Gatterebene.
Fu¨r jeden VHDL-Prozeß wird außerdem eine C-Funktion, die das dynamische Verhalten des Pro-
zesses nachbildet, erzeugt. Besitzt ein Schaltungsmodell keine VHDL-Prozesse, so kann das IVF-File
1Der Name des Simulators stellt gewissermaßen noch eine ”Altlast” aus den Anfangszeiten des parallelen Simu-
lators dar [SIM94a, WEI94a]. Nach der Einfu¨hrung des Namens in [MEI93a] wurde von einer Umbenennung z.B. in
PVSIM (fu¨r Parallel ...) abgesehen.
2Die Attribute zur Anzeige der Richtung des letzten Signalwechsels - rising oder falling - sind jedoch vorhanden.
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direkt von einem generischen Simulator eingelesen werden. Andernfalls muß ein modellspeziﬁscher
Simulator aus den zusa¨tzlichen Funktionen und einem generischen Anteil erzeugt werden (Abb.
6.1).
Generischer
Simulatoranteil
vsim_foo
C-Compiler
vcompbehavioral
vsim
foo.ivf
foo.vhdl
foo_fun.c
foo_fun.h
Abbildung 6.1: Entwicklungszyklus eines VHDL-Modells mit (D)VSIM
Diese Vorgehensweise wurde im parallelen Simulator analog realisiert. Auch hier steht ein ge-
nerischer Simulationskern zur Verfu¨gung, der bei Bedarf mit zusa¨tzlichen Prozeß-Funktionen zu
einem modellspeziﬁschen Simulator gebunden werden kann.
6.2 Die Komponenten der Evaluierungsumgebung
Um eine Bewertung von Simulationsverfahren durchfu¨hren zu ko¨nnen, sind verschiedene Analy-
sewerkzeuge notwendig. Den Ausgangspunkt der Parallelisierung stellt der sequentielle Simulator
VSIM dar. In ihn wurde zuna¨chst ein Analysewerkzeug zur Bestimmung des kritischen Ausfu¨hrungs-
pfads fu¨r beliebige Modelle und weiterhin eine Protokollierungskomponente fu¨r kausal abha¨ngige
Ereignisse integriert. Alle drei Teile sollen eine Bewertung des Parallelisierungspotentials paralleler
Verfahren gestatten bzw. zur Unterstu¨tzung der Leistungsanalyse dienen. Die verschiedenen paral-
lelen Protokolle werden im Anschluß an die Beschreibung der sequentiellen Komponenten erla¨utert.
6.2.1 VSIM – die sequentielle Basis
VSIM stellt dem Benutzer sowohl eine interaktive als auch eine Batchschnittstelle zur Bedienung
bereit. Eine Reihe von Kommandos gestattet die Deﬁnition von Stimulivektoren fu¨r unterschiedliche
Signale und spezielle Taktsignale (Clocks) sowie die Festlegung von Beobachtungspunkten fu¨r den
Bediener interessierende Signale. Weiterhin lassen sich Simulationsla¨ufe u¨ber die Befehlsschnittstelle
sowohl im Einzelschritt als auch als Ganzes starten. Die Simulation eines VHDL-Modells erfolgt
nach den in Kapitel 4 beschriebenen Verfahren.
Die Granularita¨t der Ereignisse kann u¨ber eine Umgebungsvariable gesteuert werden. Ist ihr
Wert ungleich Null, wird zu Simulationsbeginn eine interne Gro¨ße berechnet und so initialisiert,
94 KAPITEL 6. DVSIM
daß im Anschluß an die eigentliche Ereignisauswertung eine Leerschleife eine verla¨ngerte Berech-
nungsdauer der Routine simuliert. Ist die Variable unbelegt, so entspricht die Abarbeitung der
urspru¨nglichen Version von VSIM.
6.2.2 Eine CPA-Erweiterung fu¨r den sequentiellen Simulator
Durch Aktivierung der Kompileroption CPA werden fu¨r jede Ereignisausfu¨hrung die beno¨tigten
Zeitmessungen (Ermittlung der Ereignisbearbeitungsdauer) automatisch ausgefu¨hrt und die inter-
nen Datenstrukturen um die in Kapitel 3.3.2 deﬁnierten Variablen zur Speicherung der fru¨hsten
Auswertungszeit erweitert. Da der kritische Pfad stets von einer gegebenen Partitionierung abha¨ngt,
liest der Simulator direkt nach dem Start eine als Parameter u¨bergebene Datei ein, in der die Zuord-
nung der Objekte zu den verwendeten Prozessoren vorgenommen wird. Die Berechnung der fru¨hsten
Ausfu¨hrungszeitpunkte jedes Ereignisses erfolgt eingebettet in die Ausfu¨hrung der Ereignisroutinen
mit sehr geringem Aufwand (wenige einfache arithmetische Ausdru¨cke und zwei Zeitmessungen).
Somit eru¨brigt sich eine nachtra¨gliche Auswertung und die Ergebnisse liegen unmittelbar nach Ende
eines sequentiellen Simulationslaufs vor.
Wird keine Partitionierung angegeben, geht der Simulator von einem Parallelrechner mit un-
beschra¨nkter Knotenanzahl aus und berechnet den kritischen Pfad unter der Hypothese, daß jedes
Objekt u¨ber einen eigenen Prozessor verfu¨gt. Die Kommunikationszeit wird zuna¨chst nicht beru¨ck-
sichtigt, so daß ein Ereignis fu¨r seine Folgeereignisse den Endzeitpunkt seiner eigenen Bearbeitung
als Generierungszeit eintra¨gt. Die Kombination mit der Einstellmo¨glichkeit der Ereignisgranula-
rita¨t ist mo¨glich. Die Abfrage der Berechnungsergebnisse des kritischen Ausfu¨hrungspfads wurde
als neues Kommando in die interaktive Bedienschnittstelle integriert.
6.2.3 Protokollierungsmodul fu¨r Ereignisaufzeichnung
Um die realen Kosten konservativer Synchronisationsprotokolle abscha¨tzen zu ko¨nnen, wurde ei-
ne parallele Implementierung des Oracle-log-Protokolls in DVSIM realisiert. Die Generierung der
Daten, die die Ereignisabha¨ngigkeiten widerspiegeln, erfolgt jedoch durch einen sequentiellen Si-
mulator. Alle Ereignisse werden in einer Log-Datei in der korrekten kausalen Reihenfolge ihrer
Bearbeitung gespeichert. Die Zuordnung von Ereignissen zu Prozessoren hat ebenfalls auf Basis
einer vorgegebenen Partitionierung zu erfolgen. Die Partitionierungsdatei wird ebenso wie bei der
CPA-Ermittlung zu Simulationsbeginn eingelesen. Bei der Abarbeitung jedes Ereignisses schreibt
der Simulator alle u¨ber die Prozessorgrenzen gehenden Signalwechsel in die jeweiligen Log-Dateien
aller Zielprozessoren.
Prinzipiell ist die Erzeugung dieser Daten auch mit einem konservativen oder optimistischen
parallelen Simulator mo¨glich. Dabei protokolliert jeder Prozessor die von extern kommenden Er-
eignisnachrichten in eine Log-Datei. Dieser Ansatz wurde jedoch nicht realisiert. Statt dessen ver-
wenden wir den modiﬁzierten sequentiellen Simulator, der um ein Kommando zur Erzeugung der
Dateien erweitert wurde.
Da mitunter sehr große Datenmengen generiert werden, existieren alternativ ein kompaktes
bina¨res Datenformat (PLAIN) und fu¨r Analysezwecke durch den Benutzer auch eine Textrepra¨sen-
tation (VERBOSE). Die Kennzeichnung des Typs erfolgt durch ein Flag am Dateianfang.
6.3 Aufbau von DVSIM
Im folgenden werden die einzelnen Komponenten des Simulators und ihre Interaktionsmo¨glichkeiten
kurz beschrieben, sowie Begru¨ndungen fu¨r gewa¨hlte Designentscheidungen gegeben.
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6.3.1 Prozeßstruktur
Der parallele Simulator DVSIM lehnt sich bezu¨glich seiner Schnittstelle fu¨r den Benutzer stark
an die seiner sequentiellen Ausgangsvariante an. Die Schnittstelle wird innerhalb eines speziellen
Prozesses, der Central-Task3, realisiert.
..........
Synchronisation
Simulator
Lastbalancierung
Monitoring
2
Synchronisation
Simulator
Monitoring
n1
Monitoring
Lastbalancierung
Central-Task
Interface
User- Partitionierung
Simulator
Synchronisation
Lastbalancierung
Abbildung 6.2: Aufbau der Komponenten von DVSIM
Bei diesem Prozeß handelt es sich im Prinzip um einen um zusa¨tzliche Kommandos erweiterten,
sequentiellen Simulatorrumpf, der nur noch die Rahmenkomponenten von VSIM entha¨lt, aber keine
Simulationsfunktionalita¨t mehr beinhaltet. Stattdessen verfu¨gt die Central-Task u¨ber Module, die
• verschiedene Partitionierungen fu¨r einen eingelesenen Schaltkreises berechnen,
• die gewu¨nschte Anzahl beno¨tigter Simulatorprozesse (Simulator-Tasks) parallel starten,
• die Partitionen an die Simulator-Tasks verteilen,
• einen gemeinsamen Startschuß nach der Verteilung von Schaltung, Stimuli und Simulations-
steuerinformation geben,
• die Terminierung der Simulation koordinieren und
3Der Begriﬀ Task leitet sich von der urspru¨nglichen Entwicklungsumgebung MMK (Multiprocessor Multitasking
Kernel) [BEL90b], die an der TU Mu¨nchen entwickelt wurde, her. In MMK ko¨nnen Tasks u¨ber Mailboxen kommuni-
zieren, um somit parallele Applikationen zu realisieren. MMK lief auf Intel iPSC/2 und iPSC/860 Hypercubes sowie
auf Sun-Workstations. Aufgrund der eingeschra¨nkten Portierbarkeit wurde DVSIM jedoch recht fru¨h auf den sich
abzeichnenden Pseudostandard Parallel-virtual-machine (PVM) [SUN90a, SGD93a] umgestellt.
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• Ergebnisse einsammeln und ausgeben.
Central- und Simulator-Task werden innerhalb eines einzigen ausfu¨hrbaren Programms gebu¨ndelt.
Je nach Aufrufsemantik4 verzweigen einzelne Prozesse in entsprechend unterschiedliche Funktiona-
lita¨t.
6.3.2 Kapselung der Synchronisationsverfahren
Bei der Realisierung verschiedener Synchronisationsprotokolle wurde versucht, sich an das von
Reynolds vorgeschlagene Filterkonzept zu halten [RED89a]. Dazu wurden vier verschiedene Schnitt-
stellen als Interface zur Protokollkapselung deﬁniert. Die unterschiedlichen Module, die diese In-
terface entsprechend des zu realisierenden Synchronisationsverfahren umsetzen, werden in einer
einzigen Datei deﬁniert, die dann zum Simulationskern hinzugebunden wird. Fu¨r jedes Synchroni-
sationsprotokoll wird somit (a¨hnlich wie bei Verwendung der VHDL-Prozesse) ein eigenes ausfu¨hr-
bares Programm erzeugt, um die Gro¨ße des Codes einigermaßen zu begrenzen. Die Kombination
von Central- und Simulator-Task stellt bereits einen Kompromiß dar, der aber eingegangen wur-
de, weil es sich im wesentlichen um die selbe Komplexita¨t handelt, die ein sequentieller Simulator
ebenfalls aufweist.
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Abbildung 6.3: Filterkonzept in DVSIM
Allerdings ergaben sich a¨hnlich wie bei Reynolds Probleme mit der vollsta¨ndigen Kapselung
der Protokolle [RWF89a]. Insbesondere stellte sich heraus, daß die Realisierung einer universell
4Die von der Central-Task gestarteten Simulator-Tasks erhalten weniger Parameter als die Central-Task selbst.
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einsetzbaren Ereignisliste nicht unbedingt fu¨r alle Synchronisationsverfahren geeignet ist. Deshalb
wurde die Schnittstelle hier um eigene Implementierungen fu¨r konservative und optimistische Er-
eignisverwaltung (mit gleicher Schnittstelle fu¨r die Einfu¨ge- und Lo¨schoperationen) erweitert. Im
Rahmen dieser Erweiterung konnte auch die Kapselung der Zustandssicherung in die spezialisierte
Ereignislistenverwaltung fu¨r optimistische Verfahren integriert werden. Es kommt dabei eine mit
der Ereignisliste verbundene inkrementelle Checkpointing-Variante zum Einsatz [BAS93a].
6.3.3 Modellierung logischer Prozesse
Bei der Simulation großer Modelle, die aus einer sehr großen Anzahl recht kleiner Objekte beste-
hen, auf einer beschra¨nkten Anzahl von Rechnerknoten stellt sich die Frage, wie einzelne logische
Prozesse in einer praktischen Implementierung realisiert werden.
6.3.3.1 Multithreading und Scheduling
Der direkte Ansatz ist die 1-zu-1-Abbildung der Objekte auf einen klassischen logischen Simula-
tionsprozeß (LP) mit eigener Ereignisliste, Zustand, Simulationsuhr und sonstigen Verwaltungs-
strukturen. Ein LP kann dabei als Thread des Betriebssystems oder einer simulationsspeziﬁschen
Zwischenschicht modelliert werden. Das Einplanen und die Auswahl des aktiven Threads erfolgt
durch einen Scheduler, der verschieden implementiert sein kann. Lin zeigt verschiedene Ansa¨tze
dafu¨r auf [LIN92a]. Nachteil dieses Verfahrens ist der Schedulingaufwand fu¨r die Organisation der
Threads, der sich aber durch die leichtgewichtige Struktur (im Gegensatz zu Prozessen) noch kon-
trollieren la¨ßt. Es stellt sich jedoch ebenfalls die Frage nach der Skalierbarkeit, die z.B. unter UNIX
bei schwergewichtigen Prozessen ja schon mit einigen 10 LPs pro Rechner spa¨testens an ihre Gren-
zen sto¨ßt. Fu¨r Simulationen, die ihre LPs als Threads verwalten, wurden bisher auch nur kleinere
Modelle untersucht. Betrachtungen von Warteschlangennetzsimulationen ergaben selbst auf einer
speziell fu¨r schnelles hardwarema¨ßig unterstu¨tztes Prozeßscheduling ausgelegten Transputerarchi-
tektur Probleme mit der Leistungsfa¨higkeit bei gro¨ßeren Modellen [MEI91a, RIC91a, MMR93a].
Außerdem fa¨llt ein weitaus ho¨herer Speicherbedarf zur Realisierung der einzelnen LPs an.
6.3.3.2 Verschmelzung von LPs
Der von uns gewa¨hlte Ansatz besteht in der vollsta¨ndigen Verschmelzung der Datenstrukturen der
LPs einer Partition. Dadurch la¨uft in der Regel nur ein einziger Simulationsprozeß auf einem Rech-
ner, der alle LPs einer Partition beinhaltet. Indem alle LPs dieselbe Ereignisliste benutzen, werden
die Events implizit in ihrer zeitlichen Reihenfolge sortiert und ein Scheduling einzelner LPs anhand
minimaler Simulationszeit entfa¨llt (Abb. 6.5). Weiterhin spart man sich die Schedulingaufrufe so-
wie die Synchronisation der Zugriﬀe auf gemeinsame lokale Datenstrukturen (z.B. Eingangs- und
Ausgangskana¨le), da es keine konkurrenten Zugriﬀe mehr gibt.
Eingangs- und Ausgangskana¨le zwischen lokalen LPs auf demselben Prozessor existieren nicht
mehr explizit. Die Kanalzeiten sind in die zeitliche Reihenfolge der Ereignisliste eingebettet. Da
die LPs einer Partition verschmolzen sind, la¨ßt sich dieses Vorgehen auch auf die Kana¨le zwi-
schen den Simulatoren ausweiten (Abb. 6.4). Zwischen zwei Partitionen wird somit nur noch je
ein Kanal fu¨r (Ereignis-)Nachrichten pro Kommunikationsrichtung beno¨tigt. Die Ereignisse aller
betroﬀenen LPs laufen daru¨ber und insbesondere bei (fu¨r konservative Verfahren unabdingbarer)
FIFO-Kommunikation in aufsteigender zeitlicher Reihenfolge.
Allerdings weist diese Clusterung auf den ersten Blick auch einige Nachteile auf. Bei konserva-
tiven Verfahren ko¨nnte das Potential der Parallelbearbeitung von LPs eingeschra¨nkt werden. Exi-
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stiert eine Kette elementarer LPs, die von einer Quelle getrieben werden, die selbst nur sehr langsam
Ereignisse produziert, so mu¨ssen viele nachfolgende Cluster blockierend warten, bis die Ereignisse
dieser wenigen LPs eintreﬀen, obwohl die elementaren LPs genu¨gend ausfu¨hrbare Ereignisse ha¨tten.
Dieses Problem la¨ßt sich jedoch durch geeignete Partitionierung ggf. mildern. Außerdem weist Fu-
jimoto darauf hin, daß sich parallele Simulation erst dann rentiert, wenn alle LPs stets genu¨gend
Arbeit haben und ein entsprechend hoher Nachrichtenﬂuß vorhanden ist (Message avalanche), um
die Verfu¨gbarkeit einer ausreichenden Anzahl von Ereignissen zu garantieren [FUJ88b].
Prozessor
3Prozessor
b) logische Kanäle
a) separate Kanäle
Prozessor1
2
Abbildung 6.4: Organisation logischer Kana¨le
Das gilt insbesondere fu¨r das genannte Beispiel. Ein gutes Partitionierungsverfahren integriert
die LPs einer solchen Kette in eine Partition. Selbst bei Verwendung elementarer LPs wird eine
niedrige Aktivita¨tsrate im Modell zu einer versta¨rkten Blockierung eines großen Teils der LPs
fu¨hren.
Existieren stets genu¨gend ausfu¨hrbare Ereignisse, so sollten sich beide Vorgehensweisen a¨hnlich
verhalten. Die geclusterte Version weist dabei aber einen wesentlich geringeren Verwaltungsover-
head auf. Außerdem kann in einer threadbasierten Umgebung stets auch nur ein Thread zu einem
Zeitpunkt aktiv sein. Bei Verwendung von multitasking-fa¨higen Rechnern oder Mehrprozessorarchi-
tekturen besteht die Mo¨glichkeit, auch mehrere Partitionen auf einen Rechnerknoten abzubilden,
um dadurch ein gewisses Maß an potentiell erho¨hter Parallelita¨t im Sinne elementarer LPs zu
bieten. Allerdings wechselt man dabei in der Regel aus dem Bereich der billigen Kontextwechsel
bei Threads in eine Umgebung mit komplexen (und im UNIX-Bereich doch recht aufwendigen)
Prozeßwechseln, so daß diese Vorgehensweise nur beschra¨nkt eingesetzt werden sollte.
In einer optimistischen Synchronisationsumgebung treten die Probleme mit u¨berﬂu¨ssigen
Blockaden nicht auf. Es stellt sich jedoch eine andere Frage. Wie soll die Sicherung des Zustands
der elementaren LPs und insbesondere die Restauration im Falle eines Rollbacks erfolgen? Briner
unterscheidet dabei nach Component-synchronization und Processor-synchronization [BRI90a].
Die Art und Weise der Zustandssicherung ist dabei unkritisch. Elementarer ist die Analyse,
auf welche LPs sich ein Rollback bezieht. Bei der komponentenweisen Variante werden nur die Er-
eignisse des betroﬀenen LPs zuru¨ckgesetzt, korrigiert und zugeho¨rige Antinachrichten verschickt.
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Viele Partitionierungsmethoden gruppieren jedoch stark voneinander abha¨ngende LPs innerhalb
einer Partition. Deshalb wird eine Component-synchronization mitunter auch viele sekunda¨re, lo-
kale Rollbacks bei anderen LPs auslo¨sen. Das Verhalten a¨hnelt dadurch ohnehin der Processor-
synchronization.
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b) Ein LP pro Prozessor
Abbildung 6.5: Modellierung von LPs
Fu¨r DVSIM wurde die Prozessorsynchronisation gewa¨hlt. Die Verschmelzung einzelner LPs fu¨r
DVSIM wurde zusammen mit den Arbeiten am parallelen Warteschlangensimulator DISQUE ent-
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wickelt [RIC95a]. Tritt ein Rollback auf, so wird der gesamte Teilsimulator zuru¨ckgesetzt, wodurch
eventuell auch einige nicht beno¨tige Ru¨cksetzungen ausgefu¨hrt werden. Man erspart sich jedoch
die Analyse, fu¨r welche LPs und welche Ereignisse die Ru¨cksetzungen zu erfolgen haben. Exter-
ne Auswirkungen ”fehlerhafter” Zuru¨cksetzungen ko¨nnen durch die Lazy-cancellation-Optimierung
vermieden werden.
6.3.4 Andere Clusteransa¨tze
Su und Seitz [SUS89a] schlagen eine komplette Zusammenfassung der LPs eines Prozessors unter
Verwendung einer einzigen Ereignisliste zur Optimierung konservativer Simulationsverfahren (Re-
duktion der Nullnachrichten zwischen prozessorlokalen LPs) vor. Diese Partitionierung gehorcht
dabei einem azyklischen Prinzip. Die Untersuchungen erfolgten auf einem simulierten Simulator
unter der Annahme von einheitlichen feingranularen Ereignisbearbeitungskosten und unter Ver-
nachla¨ssigung der Kommunikation. Su und Seitz beschreiben dabei bei Prozessoranzahlen bis 2000
PEs nahezu lineare Beschleunigung. Bei bis zu 16 Knoten gibt es jedoch (nach Ansicht der Auto-
ren) einige initiale Startprobleme, so daß dort zuna¨chst keine Beschleunigungen gegenu¨ber einem
sequentiellen Simulator beobachtet werden. Daneben wurden auch Messungen auf iPSC/1 und
iPSC/2-Rechnern gemacht und fu¨r einen kleinen Schaltkreis mit 1376 Gattern eine Beschleunigung
von maximal 8 auf 128 Prozessoren beobachtet. In den von Briner fu¨r Time Warp untersuchten
Modellen erwies sich keines der beiden Koppelungsextrema (processor oder component) fu¨r alle
Modelle u¨berlegen [BRI90a].
Avril und Tropper fanden bei der Kombination von komponentenbezogenem Checkpointing und
Rollback eine bessere Leistungsfa¨higkeit als bei dem prozessororientierten Ansatz fu¨r zwei große
ISCAS-Schaltungen. Allerdings verwenden sie keine vollsta¨ndige Verschmelzung der LPs [AVT95a].
Die separaten Ereignislisten und Kana¨le fu¨r die lokalen LPs jedes Prozessors bleiben erhalten.
Lediglich die globale Koppelung mit LPs auf anderen Prozessoren erfolgt u¨ber gemeinsam verwaltete
Kana¨le und folgt dem Time Warp-Ansatz.
Schlagenhaft, Ruhwandl und Sporrer gehen einen zweistuﬁgen Mittelweg, indem ca. 100 bis
1000 LPs zu einem Cluster mit gemeinsamer Ereignisliste zusammengefaßt werden. Mehrere solcher
Cluster bilden dann eine Partition [SRS95a]. Alternativ kann zuna¨chst auch eine Partitionierung
erfolgen und anschließend erst die Cluster innerhalb jeder einzelnen Partition gebildet werden.
Durch die Cluster sollen die Auswirkungen der Rollbacks auf die Gesamtpartition begrenzt werden.
6.4 Ablaufumgebung
DVSIM wurde fu¨r Rechnerarchitekturen mit physikalisch verteiltem Speichermodell entwickelt. Als
Abstraktionsebene zur Programmierung der logischen Prozesse wird auf der Kommunikationsbiblio-
thek PVM (Parallel-virtual-machine)5 [SUN90a] aufgesetzt, die auf einer Vielzahl von Plattformen
und unter anderem auch auf Shared-memory-Architekturen verfu¨gbar ist. Dadurch erho¨ht sich die
Portabilita¨t des parallelen Simulator.
Die ersten verwendeten Plattformen waren ein Intel iPSC/860-Hypercube mit 32 Knoten sowie
ein Netzwerk von Sun-Workstations. Mit wenig Aufwand wurde DVSIM auf einen massiv parallelen
Rechner auf Transputerbasis (Parsytec GCel) mit 1024 Prozessoren sowie einen auf dem PowerPC
aufsetzenden PowerXplorer (64 Knoten) am Paderborn Center for Parallel Computing portiert.
Die Transputervariante konnte allerdings wegen der geringen Speicherausstattung von nur 4MB
pro Prozessor nicht fu¨r gro¨ßere Modelle genutzt werden.
5Die erste verfu¨gbare DVSIM-Version lief unter PVM 2.4. Zur Zeit wird Version 3.3.11 unterstu¨tzt.
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Außerdem existiert eine rudimenta¨re Anpassung fu¨r die prototypische SB-PRAM-Maschine
[FGK97a]. Hier wurde jedoch das PVM stark a¨hnelnde p4-System6 [BUL92a] verwendet, indem
einfach die Bibliotheksaufrufe fu¨r die Kommunikation ersetzt wurden. Untersuchungen konnten
jedoch aufgrund der instabilen Laufzeitumgebung auf dem Experimentalsystem nicht erfolgreich
durchgefu¨hrt werden.
6.5 Implementierte Algorithmen in DVSIM
Zur Untersuchung des Parallelisierungspotentials wurden aus den typischen Kategorien der asyn-
chronen Simulationsalgorithmen je ein Vertreter implementiert, dessen Verhalten jedoch mit einer
Vielzahl von Parametern konﬁgurierbar ist. Weiterhin wurden die wichtigsten in der Literatur be-
schriebenen Partitionierungsverfahren realisiert, um eine Einscha¨tzung ihrer Leistungsfa¨higkeit in
Zusammenarbeit mit den Synchronisationsverfahren vornehmen zu ko¨nnen. Die realisierten Metho-
den werden in den folgenden Abschnitten zusammen mit den verwendeten Parametern beschrieben.
6.5.1 Synchronisationsverfahren
6.5.1.1 Konservative Methoden
Der implementierte Vertreter zu Deadlock-detection und -recovery beruht auf dem Grundverfahren
von Misra [MIS86a]. Die Simulatoren laufen in einen globalen Deadlock und bei vo¨lligem Still-
stand des gesamten Systems wird die Verklemmung mit einem Zwei-Wellen-Algorithmus erkannt
[MAT89d]. Der Algorithmus la¨uft transparent und zeitparallel mit der eigentlichen Simulation.
Wechselt ein Simulator in den passiven Zustand, weil er keine weiteren Ereignisse zu verarbeiten
hat oder weil die Simulation aufgrund mangelnder Garantien nicht fortgesetzt werden kann, so
wird das Token zur Erkennung eines Deadlocks unter Weitergabe der Anzahl lokal gesendeter und
empfangener Nachrichten sowie des Zeitstempels des kleinsten lokal vorhandenen Ereignisses an
einen festgelegten Nachbarn eines logischen Rings weitergereicht.
Ein Simulator im Ring u¨bernimmt die Funktion des Controllers. Weisen die Summen der Sende-
und Empfangsza¨hler fu¨r zwei aufeinanderfolgende Besuche beim Controller dieselben Werte auf, so
beﬁndet sich das System in einem globalen Deadlock. Das Minimum aller lokalen Zeitstempel ist
in diesem Fall eine untere Schranke fu¨r sicher ausfu¨hrbare Ereignisse. Bei der na¨chsten Runde
des Tokens werden diejenigen Simulatoren gestartet, deren kleinstes Ereignis mit dem Minimum
u¨bereinstimmt. Der Deadlock ist somit gebrochen und die Simulation kann fortgesetzt werden.
Als Optimierung kreist das Token nicht sta¨ndig, sondern verbleibt auf einem aktiven Simulator,
bis dieser in den passiven Zustand wechselt.
6.5.1.2 Optimistische Methoden
Die TimeWarp-Implementierung basiert auf dem Grundverfahren von Jeﬀerson [JEF85a]. Erweitert
wurde es um die Lazy-cancellation-Variante, die mit der Kompileroption LAZY CANCELLATION
eingeschaltet wird. Defaultma¨ßig verwendet DVSIM Lazy-cancellation.
Der Optimismus, mit dem ein Simulator in seiner Arbeit fortschreiten kann, wird durch ein
statisches bzw. fu¨r jeden Simulator dynamisch zur Laufzeit ermittelbares Fenster gesteuert. Die
initiale Fenstergro¨ße wird der Variablen DVSIM TW BTW SIZE entnommen. Die Berechnung der
neuen Fenstergro¨ße erfolgt alle n Rollbacks. Treten viele Rollbacks auf, so erfolgt eine ha¨uﬁge
6PVM entstand urspru¨nglich aus dem p4-System und einigen anderen Kommunikationsbibliotheken
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Anpassung. Ist die Simulation im Sinne von Rollbackminimierung stabil, so wird die Aktualisierung
seltener sein. Der Wert von n kann u¨ber die Umgebungsvariable DVSIM TW BTW UPDATE
kontrolliert werden. Treten zwischen zwei Aktualisierungen der GVT keine Rollbacks auf, so war
die Fenstergro¨ße oﬀenbar gut gewa¨hlt und es erfolgt eine Verdoppelung. Sind dagegen Rollbacks
erfolgt, stehen zwei Verfahren zur Fensterverkleinerung bereit.
• Die neue Fenstergro¨ße ergibt sich aus Simulationsfortschritt zum Zeitpunkt eines Rollbacks rb
advancerb = LV T −GV T (Diﬀerenz zwischen LVT und GVT) und der Tiefe des Rollbacks
depthrb = LV T − tstraggler. Die Diﬀerenz beider Werte ergibt die neue Breite. Um lokale
Ausreißer auszugleichen, erfolgt die Berechnung u¨ber Mittelwerte der letzten n Rollbacks.
Die Diﬀerenz entspricht in etwa dem Simulationszeitraum, in dem sinnvolle Arbeit geleistet
wurde, so daß der Simulator danach prinzipiell auch blockiert werden kann. Nach Festlegung
eines neuen Wertes startet die Aufzeichnung wieder neu ohne Beru¨cksichtigung der bisherigen
Historie. Es ergibt sich somit folgende Berechnungsvorschrift der Fenstergro¨ße:
cur btw size =
1
n
n∑
i=1
advancerbi −
1
n
n∑
i=1
depthrbi
Das Fensters darf eine in der Variablen DVSIM TW MIN BTW SIZE festgelegte Mindest-
gro¨ße nicht unterschreiten, und die A¨nderung muß eine gewisse Relevanz haben. Die Schwelle
hierfu¨r wird in DVSIM TW MIN RB DEPTH eingestellt.
• Die zweite Anpassungsweise beru¨cksichtigt das Verha¨ltnis der eﬀektiv zwischen Rollbacks aus-
gefu¨hrten und nicht zuru¨ckgesetzten Ereignisse zur Anzahl aller Ereignisse. Die Fenstergro¨ße
wird mit diesem Faktor multipliziert und dadurch ggf. verkleinert:
cur btw size = cur btw size× 1
n
n∑
i=1
effective eventsi
all eventsi
Die Kompilerﬂags BTW TIME DIFF bzw. BTW EVENT DIFF legen fest, nach welcher Me-
trik die Fenstergro¨ße bei dynamischer Anpassung neu bestimmt wird. Durch geeignete Wahl der
Parameter erha¨lt man somit unterschiedliche Umsetzungen des Time Warp. Setzt man die minima-
le Fenstergro¨ße DVSIM TW MIN BTW SIZE auf einen sehr großen Wert (virtuell unendlich), so
wird der Grundalgorithmus ausgefu¨hrt. Hat die Aktualisierungsrate DVSIM TW BTW UPDATE
einen sehr großen Wert, so wird mit der statischen Fensterbreite DVSIM TW BTW SIZE gearbei-
tet, die durchaus auch auf den Wert Null gesetzt werden kann. In diesem Fall resultiert daraus ein
Verfahren, das dem Local-time-warp-Approach von Rajaei, Ayani und Thorelli a¨hnelt [RAT93a].
Die U¨berlegungen zur Regelung der Fenstergro¨ße sind mit Ansa¨tzen vergleichbar, die in Daten-
netzen zur U¨berlastregelung (Congestion-control) eingesetzt werden. Ein gu¨nstiges Verhalten wird
belohnt, indem der zula¨ssige Optimismus erho¨ht wird. ”Fehlfunktionen” werden durch Fensterre-
duktion bestraft (vgl. Slowstart-Verfahren bei TCP [PED96a]).
Die Ha¨uﬁgkeit der GVT-Berechnung wird durch die Variable DVSIM TW GVT DELAY re-
guliert und von einem beliebigen aber festen Simulator kontrolliert. Die Initiierung einer neuen
GVT-Ermittlung geschieht in Abha¨ngigkeit von der Anzahl der Simulationsschritte beim Initiator.
Diese Kontrolle erfolgt bei der Anfrage des Simulators zur Freigabe der Simulation im SIM FILTER.
Wurden seit Ende der letzten GVT-Berechnung DVSIM TW GVT DELAY Simulationszyklen (Er-
eignisse) ausgefu¨hrt, startet eine neue Runde. Die Defaulteinstellung ist 50 Aufrufe. Außerdem
existieren noch drei weitere Optimierungsﬂags fu¨r:
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• die Speicherverwaltung ha¨uﬁg beno¨tigter Datenstrukturen u¨ber selbst organisierte Freispei-
cherlisten, so daß Allokation und Freigabe nicht die Laufzeit dominieren (TWMSG RECYCLE),
• den Zugriﬀ auf die projektierten Signalfolgen der einzelnen Knoten. Die Liste der Ereignisse
wird in je eine eigene Struktur fu¨r bearbeitete und unbearbeitete Ereignisse zur schnelleren
Realisierung von Such-, Einfu¨ge- und Lo¨schoperationen aufgeteilt (PROCESSED EVS),
• einen optimierten Suchalgorithmus auf der Liste der Eingangsnachrichten, die als Skip-list
realisiert wurde [PUG90a] (SLIST REDUCED COMPARISONS).
Der Versuch, die Kontrolle einer globalen Speicherverwaltung u¨ber das Cancelback-Protokoll
zu realisieren, scheiterte an dem unterliegenden GVT-Berechnungsalgorithmus, der die in ei-
nem System mit nichtatomarem Nachrichtenversand zuru¨ckgeschickte Nachrichten bei der GVT-
Berechnung nicht korrekt registrieren kann und deshalb falsche Werte bei Aktivierung des
Cancelback-Moduls liefert. Die Verfu¨gbarkeit einer eﬃzienten Realisierung von GVT-Algorithmen
bei Verwendung des Cancelback-Verfahrens ohne Einfrieren erscheint fraglich.
6.5.1.3 Protokolle zur Leistungsbewertung anderer Verfahren
Das Oracle-log-Verfahren [SWF87a] wurde in das konservative Deadlock-detection-Protokoll inte-
griert. Nach Angabe der zu verwendenden Log-Dateien als Parameter des Befehls oracle (an der
Bedienschnittstelle von DVSIM) wird automatisch auf die gespeicherten Daten zugegriﬀen anstatt
das konventionelle Protokoll zu verwenden.
Das Einlesen der Log-Daten beno¨tigt Rechenzeit und Speicherplatz. Um den Startup zu be-
schleunigen und die Belastung des Speichers zu reduzieren, erfolgt das Einlesen blockweise. Die
Anzahl gleichzeitig geladener Logs wird durch die Konstante MAXORACLE (default 1024) be-
stimmt.
Der Empfang des zu einem Protokolldatensatz geho¨rigen Ereignisse bewirkt, daß der Eintrag aus
der Liste der erwarteten Ereignisse gelo¨scht wird. Sind keine Eintra¨ge mehr in der Liste vorhanden,
wird ein neuer Block nachgeladen, bis schließlich das Dateiende erreicht wird. Die Simulationsfrei-
gabe im SIM FILTER erfolgt dann, wenn das Orakel nur noch Eintra¨ge mit gro¨ßeren Zeitstempeln
als der angefragte Zeitpunkt entha¨lt.
Die verteilte Variante kann sowohl das Bina¨r- als auch das Textformat (PLAIN und VERBOSE)
verarbeiten. Da es sich um einfache Leseoperationen handelt, ist die Bearbeitungsgeschwindigkeit
beider Datenarten in etwa gleich. Die Formate dienen lediglich Eﬃzienzgesichtspunkten bezu¨glich
des Speicherbedarfs auf dem Dateisystem.
6.5.1.4 Steuerungsparameter fu¨r alle Verfahren
Als allgemeiner Parameter fu¨r alle Verfahren kommt zum einen die Kontrollvariable fu¨r die Er-
eignisgranularita¨t zum Einsatz. Der Kompilerschalter ARTIFICIAL DELAY aktiviert das Modul
zur Steuerung der Granularita¨t einzelner Ereignisse. Er wurde eingefu¨hrt, um den Overhead, der
auch bei Erho¨hung der Granularita¨t um null Zeiteinheiten durch die algorithmische Erweiterung
anfa¨llt, fu¨r die Standarduntersuchungen mit elementaren Ereignissen ohne ku¨nstliche Verla¨ngerung
komplett abschalten zu ko¨nnen. Die Umgebungsvariable DVSIM EVAL DELAY legt die exakten
Werte der Granularita¨tserho¨hung in Mikrosekunden fest.
Das Auslesen neu angekommener Nachrichten besitzt stets die ho¨chste Priorita¨t gegenu¨ber
anderen Aktionen des Simulators. Nach jedem Simulationszyklus, der aus der Auswertung aller
vorgemerkten Objekte, dem Fortschalten der Simulationsuhr und der Einplanung neuer Ereignisse
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zu einem Simulationszeitpunkt besteht, wird nachgeschaut, ob neue Nachrichten vorliegen, und
vorhandene Nachrichten werden zuna¨chst in eine Input-Queue eingekettet. Durch eine Konstante
MSG MAX wird die Anzahl der in der Queue zwischengespeicherten Nachrichten defaultma¨ßig
auf 512 begrenzt. U¨bersteigt die Anzahl der wartenden Nachrichten diese Schranke, so bleibt die
Puﬀerung der restlichen Nachrichten dem Kommunikationssystem u¨berlassen. Die Kompileroption
PRIO QUEUE regelt zusa¨tzlich, ob fu¨r Nachrichten mit unterschiedlichen Priorita¨ten jeweils eine
eigene Warteschlange zum schnelleren Zugriﬀ verwendet wird.
Eine weitere Option XDR legt fest, ob die von der Kommunikationsbibliothek PVM verschick-
ten Nachrichten in die rechnerunabha¨ngige External-data-representation (XDR) konvertiert werden
mu¨ssen, weil Rechner mit heterogenen internen Datenformaten bei der Simulation zusammenarbei-
ten.
Schließlich lassen sich bei aktiviertem Kompilerschalter TRACE Tracedaten zu Simulations-
ablauf sowie Nachrichtenaufkommen und -inhalten protokollieren, die entweder mit dem allge-
meinen Werkzeug ParaGraph [HEF91a] oder den simulationsspeziﬁschen Visualisierungstools YES
[STU93a] bzw. INVADES [MAR95a] aufbereitet werden ko¨nnen. Zur Garantie der korrekten kau-
salen Beobachtbarkeit der Ereignis- und Nachrichtenreihenfolge beno¨tigt man jedoch einen Satz
genau gehender Hardwareuhren auf den Prozessorknoten. Die Uhren du¨rfen ho¨chstens eine lineare
Drift aufweisen, um durch eine Nachsynchronisation der Traces die kausalen Abha¨ngigkeiten durch
eine totale Ordnung auf den Zeitstempeln repra¨sentieren zu ko¨nnen. Dazu ist eine Synchronisation
der verteilten Uhren zu Simulationsbeginn und -ende zur Ermittlung der Drift no¨tig [MEI91b]. Die
Forderung nach linearer Drift wird von den verwendeten Sun-Workstations leider nicht erfu¨llt, so
daß mitunter selbst nach der Korrekturphase auch Nachrichten als ”in die Vergangenheit verschickt”
erscheinen.
6.5.2 Partitionierungsverfahren
Die verschiedenen Partitionierungsansa¨tze wurden bereits grundsa¨tzlich in Kapitel 5 behandelt.
Die in DVSIM realisierten Verfahren werden hier nur kurz genannt und ggf. besondere Parameter
beziehungsweise Auspra¨gungen der Verfahren erwa¨hnt.
• Round-robin dient als einfache Variante als Vertreter der Klasse der zufallsbasierten Vertei-
lungen.
• Die Stringpartitionierung erfolgt wie bereits beschrieben. Die La¨nge der Strings wird dabei
kontrolliert und darf den Wert nk  bei n Objekten und k Partitionen nicht u¨berschreiten, da-
mit in etwa balancierte Partitionen bezu¨glich der zugewiesenen Objektanzahl gebildet werden
ko¨nnen. Die Zuweisung an verschiedene Partitionen erfolgt nach der rangweisen Sortierung
der Startknoten der Strings (wie bei der Natural-Verteilung beschrieben). Dieselbe Zuord-
nungsmethode ﬁndet sich bei Cones- und zyklenfreier Partitionierung.
• Cones werden als Fan-in- und Fan-out-Kegel verwendet. Allerdings wird auch hier eine Balan-
cierung der Partitionsgro¨ße anhand der Objektanzahl angestrebt. Weiterhin werden einzelne
Objekte nur genau einem Kegel zugeordnet und somit U¨berlappungen vermieden. Die Ermitt-
lung der Cones erfolgt in einer Greedy-Tiefensuche, so daß im Extremfall ein Kegel stark in
Richtung eines Strings entarten kann. Spezielle Startpunkte neben den Aus- oder Einga¨ngen
der Schaltung (z.B. Flipﬂops) werden aufgrund der ﬂachen Modellstruktur nicht gewa¨hlt. Da-
neben wurden aber auch Partitionierungsverfahren mit unlimitierter Breitensuche fu¨r Fan-in-
und Fan-out-Kegel realisiert. Die Gro¨ßen einzelner Kegel ko¨nnen hierbei stark voneinander
abweichen.
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• Die zyklenfreie Partitionierung a¨hnelt sehr stark der Cone-Partitionierung. Jedoch wird die
Gro¨ßenbeschra¨nkung der starken Zusammenhangskomponenten nicht eingefu¨hrt, damit alle
Objekte eines Zyklus derselben Partition zugewiesen werden. Dadurch ko¨nnen stark ungleich-
gewichtige Aufteilungen entstehen.
• Fu¨r Kernighan/Lin ﬁndet zuna¨chst das sequentielle Abtrennen von k Partitionen statt. Daran
schließt sich die paarweise Optimierung der gefundenen Partition an. Die Kantengewichte sind
identisch. Durch ein Ansimulieren der Schaltung ko¨nnen aber realistischere Werte bezu¨glich
der Anzahl der verschickten Ereignisnachrichten ermittelt werden. Die Schaltung kann an-
schließend eingesammelt, erneut partitioniert und mit der hoﬀentlich optimierten Aufteilung
erneut gestartet werden.
• Die Kantengewichte bei Soccer werden analog zum Verfahren bei K/L gesetzt.
Benchmarks
(e.g., ISCAS ’89)
Hardware-
plattformen
Simulations- und
Partitionierungs-
verfahren
Parallelrechner
(GC/PP, iPSC/860...)
Acyclic String Soccer
CPA
lokales Netz mit Workstations
Cones Kernighan/Lin
PVM
Time Warpsequentiell
Round-robin
Oracle-log Synchronisationsstrategien
Deadlock-detection-
and-recovery
Abbildung 6.6: Komponenten der Evaluierungsumgebung
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Insgesamt ergibt sich somit das in Abb. 6.6 gezeigte Szenario mit Partitionierungsalgorithmen,
Mapping- und Verteilungsfunktionalita¨t, Synchronisationsverfahren und Hardware-Ablaufumgebung.
In den folgenden Kapiteln werden nun die eigentlichen Untersuchungen, die mit Hilfe dieser
Umgebung durchgefu¨hrt wurden, beschrieben, die Ergebnisse diskutiert und versucht, eine U¨bert-
ragung auf das allgemeine Feld der PDES vorzunehmen.
Kapitel 7
Bewertungsgrundlagen fu¨r
Simulationsverfahren
Dieses Kapitel legt die Basis fu¨r die Evaluierung paralleler Simulationsansa¨tze. Zuna¨chst wird die
fu¨r die sequentiellen und parallelen Untersuchungen verwendete Hard- und Softwareumgebung mit
ihren Leistungsparametern beschrieben. Anschließend erfolgt die Pra¨sentation verwendeter realer
und ku¨nstlicher Benchmarks. Die erste Gruppe besteht aus Schaltungen der ISCAS’89-Sammlung
[BBK89a], wa¨hrend die zweite typische fu¨r die parallele Simulation kritische Topologien wie Modelle
mit Zyklen oder einfache Pipelines nutzt, um die Grenzen der Leistungsfa¨higkeit der Verfahren
auszuloten. Die sequentiellen Laufzeiten der einzelnen Modelle werden als Vergleichsbasis fu¨r die
parallelen Untersuchungen pra¨sentiert. Die Beleuchtung der Beschleunigungpotentiale mittels CPA
beendet diesen Abschnitt und beru¨cksichtigt dabei die wichtigen Faktoren Ereignisgranularita¨t und
Nachrichtenlaufzeit.
7.1 Simulationsumgebung
7.1.1 Meßgro¨ßen
Die Evaluierung und Bewertung der Leistungsfa¨higkeit paralleler diskreter ereignisgesteuerter Si-
mulationsverfahren erfolgt im folgenden einerseits anhand gemessener Laufzeiten und andererseits
u¨ber hieraus abgeleitete Gro¨ßen wie die La¨nge des kritischen Pfads der Berechnung. Die Basis dafu¨r
sind die real verstrichenen Zeiten, die ein Anwender bei der Beurteilung ebenfalls zugrundelegen
wu¨rde. Die Messungen erfolgen mit Systemaufrufen, die auf die Realzeituhren der Rechner zugrei-
fen. Gelegentlich wird, wo es sinnvoll erscheint, auch die Anzahl der bearbeiteten Ereignisse als
Vergleichsmaßstab herangezogen.
7.1.2 Rechnerplattform
Die beschriebenen Untersuchungen beziehen sich zuna¨chst auf Experimente, die auf einem Parsytec
GC/PP-Parallelrechner1 am Zentrum fu¨r Paralleles Rechnen (PC2 ) der Universita¨t/GH Paderborn
durchgefu¨hrt wurden. Aspekte der U¨bertragbarkeit auf ein Workstation-Cluster werden in Kapitel
10 behandelt.
Der verwendete Parallelrechner verfu¨gt u¨ber 64 Prozessoren vom Typ Motorola PowerPC 601,
die mit 80 MHz getaktet werden und u¨ber 64 MB Hauptspeicher fu¨r jeweils 2 auf einem Board
1GrandChallange PowerPlus
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untergebrachte Prozessoren verfu¨gen. Das Kommunikationsnetz wird von T800-Transputern rea-
lisiert, die in Form eines Gitters mit 4 Transputerlinks pro ”Himmelsrichtung” als FatMesh ver-
schaltet sind. Es ko¨nnen bis zu 20 Mbit Daten pro Sekunde in jeder Richtung u¨bertragen werden.
Dazu verfu¨gt jedes Board u¨ber 4 Transputer, die sich den gemeinsamen Hauptspeicher mit den
Prozessoren teilen und Daten per DMA mit den Prozessoren austauschen [SIM94b]. Die PowerPC-
Prozessoren werden dadurch im wesentlichen von Belastungen durch Kommunikationsaufwand und
Routingaufgaben befreit.
Als Betriebssystem ist das proprieta¨re aber POSIX-konforme UNIX-Derivat PARIX2 [PAR95a]
des Herstellers Parsytec installiert. PVM ist in der Version 3.2.6 vorhanden [PAR94a]. Die Latenz-
zeiten des Kommunikationsnetzwerks betragen im Mittel 276 µs fu¨r Initialisierung und Setup des
Links sowie ca. 300 µs fu¨r den kompletten Versand einer 50 - 100 Byte langen Nachricht (typische
Gro¨ße der verwendeten Ereignisnachricht) [KEL95a]. Die Granularita¨t der primitiven Simulati-
onsereignisse (Ereignislistenoperationen und Auswertung eines Gatters) liegt bei 10 – 12 µs bei
Gattern mit zwei oder mehr Einga¨ngen. Inverter beno¨tigen zu Auswertung etwa die Ha¨lfte die-
ser Zeit. Wir erhalten somit als Basis fu¨r das Verha¨ltnis zwischen Versand einer Nachricht und
Berechnungsdauer eines Ereignisses in einem realen Schaltkreis etwa den Faktor 30.
Die Hardwareuhr kann u¨ber Systemaufrufe mit zwei Auﬂo¨sungen ausgelesen werden. Diese
betragen entweder 1 oder 64 µs. Fu¨r vorliegende Untersuchungen wurde die feinere Variante ver-
wendet3. Es wurde durch Einfu¨hrung von Korrekturfaktoren weitgehend versucht, systematische
Meßfehler, die durch die durchgefu¨hrten Messungen selbst erzeugt werden, zu eliminieren4.
7.2 Benchmarks und Eingabedaten
Die verwendeten realen Schaltungen stammen aus der ISCAS-Benchmark-Suite von 1989 [BBK89a].
Weitere ku¨nstliche Modelltypen wurden existierenden Benchmarks aus dem Bereich der Simulation
von Warteschlangennetzen nachempfunden.
7.2.1 Beschreibung der realen Schaltungen
Es handelt sich bei den ISCAS’89-Modellen um sogenannte sequentielle Schaltungen, die aufgrund
vorhandener D-Flipﬂops mit Daten- und Takteingang (FF) und Ru¨ckkoppelungen mit einem Zu-
stand behaftet sind. Der Zustand ist durch alle bis zum aktuellen Zeitpunkt ausgefu¨hrten Schalt-
vorga¨nge deﬁniert. Die Gro¨ßenordnung der Schaltungen ist in Tabelle 7.1 dargestellt. Die Flipﬂops
werden zur Simulation in ihre elementaren Gatter aufgebrochen. Daneben besteht die Option, ein
Flipﬂop als einzelnen VHDL-Prozeß zu modellieren. Dadurch ergeben sich zweierlei Gesichtspunk-
te. Das Aufspalten der FFs erho¨ht die Gatteranzahl um 9 weitere Elemente pro FF (insgesamt 10
Gatter). Dagegen erha¨lt man bei Realisierung der FFs durch lediglich einen Prozeß Objekte mit
unterschiedlicher Granularita¨t und es existieren entsprechend weniger Objekte als im ersten Fall.
Fu¨r die Untersuchungen wurden drei verschiedene Schaltungen aus der Sammlung von Model-
len ausgewa¨hlt. Einziges Kriterium war die Verwendung unterschiedlicher Modellgro¨ßen. Konkrete
Angaben zur Funktionalita¨t der Schaltungen liegen ebensowenig vor wie Eingabemuster zur U¨ber-
pru¨fung der Schaltfunktionen. Die Modelle wurden urspru¨nglich zur Ermittlung der Qualita¨t von
2Parallel Extensions for UNIX, Version 1.3.1
3Da der PPC-Prozessor fu¨r die Uhr ein 32-Bit-Register verwendet, erfolgt etwa alle 71 Minuten ein U¨berlauf, der
einen Erkennungsmechanismus zur besonderen Behandlung bei la¨nger laufenden Prozessen erfordert.
4Bei allen Zeitra¨umen wird deshalb in der Regel die Dauer eines Systemaufrufs zur Ermittlung der aktuellen Zeit
vom Meßwert abgezogen.
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Algorithmen zur automatischen Generierung von Testmustern bei der Fehlersimulation bereitge-
stellt. Sie fanden jedoch ebenso wie ihre kombinatorisch5 aufgebauten Vorga¨nger (ISCAS’85) schnell
auch Aufnahme in der parallelen Simulationsgemeinde, da ansonsten nur wenige Benchmarks frei
verfu¨gbar sind. Die im folgenden untersuchten Schaltungen tragen die Bezeichnungen s1196, s13207
und s35932.
Name Einga¨nge Ausga¨nge ISCAS- VHDL-
Signale D-Flip- Gatter Gatter- Signale Gatter
ﬂops a¨quiv.
s27 4 1 13 3 10 40 54 46
s208.1 10 1 112 8 104 184 230 216
s298 3 6 133 14 119 259 300 293
s344 9 11 175 15 160 310 382 369
s349 9 11 176 15 161 311 385 372
s382 3 6 179 21 158 368 445 438
s386 7 7 165 6 159 219 237 226
s400 3 6 185 21 164 374 457 450
s420.1 18 1 234 16 218 378 464 442
s444 3 6 202 21 181 391 496 489
s510 19 7 217 6 211 271 417 394
s526 3 6 214 21 193 403 473 466
s641 35 24 398 19 379 569 636 597
s713 35 23 412 19 393 583 673 634
s820 18 19 294 5 289 339 500 478
s832 18 19 292 5 287 337 498 476
s838.1 34 1 478 32 446 766 932 894
s953 16 23 424 29 395 685 954 934
s1196 14 14 547 18 529 709 910 892
s1238 14 14 526 18 508 688 902 884
s1423 17 5 731 74 657 1397 1579 1558
s1488 8 19 659 6 653 713 744 732
s1494 8 19 653 6 647 707 738 726
s5378 35 49 2958 179 2779 4569 5422 5383
s9234 19 22 5825 228 5597 7877 8563 8540
s13207 31 121 8620 669 7951 14641 15744 15709
s15850 14 87 10369 597 9772 15742 16966 16948
s35932 35 320 17793 1728 16065 33345 40724 40685
s38417 28 106 23815 1636 22179 38539 43006 42974
s38584 12 278 20705 1452 19253 33773 37378 37362
Tabelle 7.1: Eigenschaften der ISCAS’89-Schaltungen
• s1196 ist ein kombinatorischer Schaltkreis, in dem D-Flipﬂops an zufa¨lligen Stellen eingefu¨gt
wurden.
• s13207 basiert auf einem realen Chip-Entwurf (ebenso wie s9234, s15850, s38417 und s38584).
5d.h. der Zustand ha¨ngt allein von den aktuell anliegenden Eingangssignalen ab
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• U¨ber s35932 sind keine weiteren Informationen vorhanden. Das Modell geho¨rt zu den drei
gro¨ßten Schaltungen.
Die Beschreibung der Schaltungen lag in einem einfachen Textformat vor und wurde zur Ver-
wendung mit DVSIM nach VHDL konvertiert6. Die Anzahl der bei der Umwandlung erzeugten
VHDL-Signale7 und -Objekte8 ist ebenfalls in Tabelle 7.1 enthalten.
7.2.2 Beschreibung der ku¨nstlichen Schaltungen
Die synthetischen Modelle orientieren sich an verschiedenen Topologien. Sie sollen auch die Unter-
suchung der Skalierbarkeit der Simulationsverfahren fu¨r gro¨ßere Modelle gestatten, da die realen
Schaltungen mit maximal 41.000 Gattern nur eine moderate Gro¨ße erreichen. Wir verwenden als
Schaltungsobjekte u¨berwiegend Inverter, die eine hohe Aktivita¨tsrate und homogenes Schaltverhal-
ten aufweisen. Untersucht wurden:
1. Ketten aus n Invertern, die miteinander verschaltet sind,
2. geschlossene Zyklen mit n−1 Invertern und einem AND-Gatter zur Koppelung der ru¨ckfu¨hren-
den Kante,
3. Fan-out-/Fan-in-Modelle, die in (k− 2) < n parallele A¨ste mit Ketten aus Invertern verzwei-
gen. Diese Modelle besitzen außerdem eine Kombinationsstufe zur Zusammenfu¨hrung der
Zweige,
4. sowie eine Erweiterung der vorherigen Modelle um ru¨ckfu¨hrende Kanten, die einerseits in-
nerhalb der einzelnen Zweige und andererseits vom Prima¨rausgang zum Prima¨reingang (wie
unter 2.) u¨ber das gesamte Modell Ru¨ckkoppelungen schaﬀen.
Die ku¨nstlichen Modelle werden entsprechend der obigen Reihenfolge mit den Namen invn -
chain, invn cycle, invn k inout und invn k cs bezeichnet, wobei n fu¨r die Gesamtanzahl der
im Modell vorhandenen Elemente steht, k − 2 die Zahl der parallelen Verzweigungen angibt und
inv gewa¨hlt wurde, da die Modelle weitgehend aus Invertern bestehen.
Am ersten Modelltyp soll die Ausnutzung des Parallelismus einer gefu¨llten Pipeline durch die
Synchronisationsalgorithmen unter dem Einﬂuß verschiedener Partitionierungen untersucht werden.
Die zweite Variante betrachtet zusa¨tzlich die Auswirkungen der Ru¨ckkopplung auf die Leistung
der parallelen Simulatoren. Fu¨r konservative Methoden wird hier eine starke Leistungseinbuße
aufgrund massiv auftretender Deadlocks bzw. bei anderen konservativen Implementierungen durch
eine steigende Anzahl von Nullnachrichten erwartet.
Die dritte Klasse erweitert die prinzipielle Unabha¨ngigkeit der einzelnen Prozessoren vonein-
ander und repra¨sentiert somit nur lose durch kausale Abha¨ngigkeiten und Kommunikationskana¨le
6Dazu wurde ein Konverter (isc2vhdl) entwickelt, der die VHDL-Entities und -Architectures, die die ISCAS-
Objekte nachbilden, einer Bibliothek entnimmt und daraus eine komplette VHDL-Beschreibungsdatei generiert.
Durch Modiﬁkation der Bibliothek ko¨nnen VHDL-Modelle auf unterschiedlichen Ebenen modelliert werden (z.B.
fu¨r variierende Realisierungen von Flipﬂops).
7Die Anzahl der VHDL-Signale berechnet sich aus der Anzahl der ISCAS-Signale, vier vordeﬁnierten Signalen
(Clock, Clear, Low, High), jeweils neun internen Signalen pro FF, Eingangs- und Ausgangssignale, sowie jeweils
einem Invertertreiber pro NAND und NOR, da diese Gattertypen durch AND und OR mit nachgeschaltetem NOT
realisiert wurden.
8Die Menge der VHDL-Objekte ergibt sich aus der Anzahl der elementaren ISCAS-Objekte, je 10 Gattern pro
Flipﬂop, einem zusa¨tzlichen Gatter pro Prima¨rausgang und den Korrekturgro¨ßen fu¨r NANDs und NORs.
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gekoppelte Modelle. Hierbei wird insbesondere eine manuelle Partitionierung entsprechend der To-
pologie (Zusammenfassen aller Inverter einzelner Zweige in einem Simulator) anderen Verfahren
gegenu¨bergestellt, wie sie beispielsweise die balancierte Kegelpartitionierung liefert. Zur Optimie-
rung der Lastbalancierung wird n als Vielfaches der Partitionsanzahl k gewa¨hlt9.
1.) invn_chain
2.) invn_cycle
4.) invn_k_cs
3.) invn_k_inout
(k-2)-Mal
(k-2)-Mal
Abbildung 7.1: Schematische Darstellung der synthetischen Schaltungen
Die letzte Modellgruppe dient schließlich der Erho¨hung der Komplexita¨t bei Ru¨ckkoppelung
der Elemente und somit der Steigerung des Kontrollnachrichtenaufkommens bei der parallelen
Simulation. Sie a¨hnelt ein wenig dem Central-server-Ansatz bei Warteschlangennetzen.
7.2.3 Vergleichbarkeit mit Modellen anderer Forschergruppen
Viele Untersuchungen im Bereich der parallelen Simulation wurden anhand von Warteschlangen-
modellen vorgenommen (siehe Kapitel 3). Diese ko¨nnen hier ho¨chstens den ku¨nstlichen Modellen
gegenu¨bergestellt werden. Mit der Verwendung der ISCAS-Schaltungen folgen wir aber einem ver-
breiteten Ansatz, da sie von vielen anderen Forschern ebenfalls als Basis genutzt werden.
Allerdings werden oft die ISCAS’85-Schaltungen bevorzugt, da sie aufgrund weniger (oder kei-
ner) Ru¨ckkopplungen ein besseres Parallelisierungsverhalten erreichen. Karthik und Abraham er-
zielen mit den kombinatorischen Schaltungen einen Speedup von 4 auf 5 Workstations wa¨hrend mit
sequentiellen Benchmarks nur eine Beschleunigung von 2 auf 4 Prozessoren erreicht wird [KAA92a].
9Je eine Fan-out- und Fan-in-Partition und k − 2 Zweige
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Luksch beschra¨nkt sich ebenfalls auf die Schaltungen der ISCAS’85-Gruppe. Er erreicht mit
konservativen Verfahren fu¨r kleine kombinatorische Schaltungen Werte bis 2,5 auf 8 Prozessoren.
Time Warp lieferte maximale Speedup-Werte von 5 auf 15 Knoten [LUK93a]. In der Regel lagen
die Beschleunigungen fu¨r Time Warp zwischen 2 und 3 bei 15 Prozessoren.
Manjikian und Loucks [MAL93a] erzielten mit sequentiellen ISCAS-Schaltungen fu¨r konserva-
tiven Verfahren Werte von 3,7 auf 7 Rechnern und eine Beschleunigung von 4,1 auf 7 Knoten
mit einem hybriden Time Warp, der Rollbacks auf die lokale Ausfu¨hrung beschra¨nkt. Dieselben
Schaltungen verwendeten auch Mu¨ller-Thuns u.a. [MSD89a] sowie Bauer und Sporrer [BAS93a]
mit a¨hnlichen Ergebnissen.
7.2.4 Aufbau und La¨nge der Stimulidaten
Da fu¨r die realen Schaltungen keine Angaben u¨ber ihre Funktionalita¨t vorhanden sind, wurden
fu¨r die Experimente zufa¨llige Eingabestro¨me u¨ber dem Alphabet {0, 1} generiert, die an die
Prima¨reinga¨nge der Schaltung angelegt werden. Die La¨nge der Stimuli wurde so bemessen, daß
die Modiﬁkationen an den Einga¨ngen sich durch A¨nderungen an allen Ausga¨ngen bemerkbar ma-
chen. Diese Vorgehensweise wird prinzipiell von allen Nutzern der ISCAS-Schaltungen mehr oder
weniger identisch angewandt. Durch Variation des Startwerts der Stimuliberechnung ko¨nnen unter-
schiedliche Eingabedaten generiert werden, um bereits fu¨r zufa¨llig gewa¨hlte Eingaben u¨berpru¨fen
zu ko¨nnen, ob die Leistung der Simulationsverfahren von der konkreten Wahl der Stimuli abha¨ngt.
In diesem Falle wa¨re es extrem schwierig, u¨berhaupt eine Vorhersage u¨ber die Laufzeit sequenti-
eller Simulationen und insbesondere u¨ber die Beschleunigung bei paralleler Simulation zu treﬀen.
Luksch fand, daß die Auswahl der Stimuliwerte von Relevanz bei kombinatorischen Schaltungen ist
[LUK93a]. Manjikian und Loucks konnten keinen Einﬂuß bei der Simulation sequentieller Schal-
tungen entdecken [MAL93a].
Fu¨r jeden Eingang werden vom Stimuligenerator zuna¨chst zufa¨llige Folgen mit 32 Signalwechseln
generiert. Werden la¨ngere Vektoren beno¨tigt, so wird dieselbe zufa¨llige Eingabefolge entsprechend
oft wiederholt. Jeder einzelne Wert der Vektoren liegt fu¨r eine konstante Simulationszeit10 am
entsprechenden Eingang an.
Der Uhrtakt fu¨r die Flipﬂops wurde nicht betrieben. Er beha¨lt wa¨hrend der gesamten Simu-
lationsdauer den Wert undeﬁniert (”u”), der von VSIM bei Auswertungen eines Eingangssignals
fu¨r Gatter mit zwei oder mehr Einga¨ngen als ”0” gewertet wird. Die Festlegung der Behandlung
des ”u”-Werts erfolgte willku¨rlich von den Entwicklern von VSIM und stellt Determinismus bei der
Abarbeitung sicher. Durch Ignorieren des Takts geht die eigentliche Funktionalita¨t des Flipﬂops
und seine Aufgabe als Speicherglied verloren. Als Folge daraus ko¨nnen ggf. Schaltungsteile, die nur
von FF-Ausga¨ngen getrieben werden, wa¨hrend der gesamten Simulation inaktiv bleiben. Dies zeigt
sich in einigen wenigen, auch fu¨r beliebige Stimulila¨ngen konstant auf dem logischen Wert ”u” ver-
bleibenden Ausgangssignalen11. Jedoch erscheint die Anzahl der simulierten Ereignisse signiﬁkant
genug, um diese Vereinfachung zu rechtfertigen, zumal das konkrete Verhalten der Schaltungen
nicht bekannt ist und es somit nicht direkt um Korrektheitskontrollen der Schaltfunktion geht.
Der Wert des in der zweiten Stufe des FF verwendeten negierten Clock-Signals12 ist bei die-
ser Vorgehensweise ebenfalls undeﬁniert. Es wird als ”0” behandelt, so daß die davon getriebenen
10der Defaultwert ist 100 ns bei einer verwendeten Schaltzeit von 2 ns pro Gatter und 1 ns pro Inverter
11d.h., es erfolgte kein Signalwechsel u¨ber die gesamte Simulationsdauer.
12VSIM modelliert einen Inverter so, daß dieser nur bei Anliegen einer logischen Null den Wert ”1” generiert;
ansonsten bleibt der Wert auf ”0”. In unserem Fall wird sogar ”u” beibehalten, da sich der Eingang u¨berhaupt nicht
a¨ndert.
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NAND-Gatter stets in Abha¨ngigkeit von den Dateneinga¨ngen schalten und somit eine ho¨here Ereig-
nisrate erzielt werden kann. Ein a¨hnliches Verhalten tritt auf, wenn der Takt permanent den Wert
”1” besitzt. Dann vervielfacht sich die Ereignisrate jedoch nochmals, da die erste Latchstufe alle
Eingangsa¨nderungen ihres Datenkanals verarbeitet, auch wenn die 2. Stufe keine Werte u¨bernimmt.
Wird dagegen Clock mit ”0” belegt, so schalten weder die 1. noch die 2. Stufe Signala¨nderungen
durch, und es fallen nur wenige Ereignisse an. Bei zufa¨llig gewa¨hltem Clock-Takt ist die Simulation
ebenfalls sehr schnell beendet, da die zweite Latchstufe nur bei Wechsel des Clock-Signals Daten
u¨bernimmt.
7.3 Sequentielle Simulationsergebnisse
Die folgenden Messungen erfolgten mit einer optimierten Version des rein sequentiellen Simula-
tors VSIM auf einem einizigen Knoten des GC/PP und stellen die Grundlage aller nachfolgenden
Beurteilungen dar. Bereits bei sehr kurzen La¨ufen (ein einziger Signalwechsel der Prima¨reinga¨nge
oder entsprechend 100 ns Simulationsla¨nge) zeigten sich an den Ausga¨ngen Zustandsa¨nderungen.
Die gewa¨hlte Vektorla¨nge betra¨gt fu¨r die hier vorgestellten Untersuchungen 64 fu¨r die ISCAS-
Schaltungen und 1024 fu¨r die ku¨nstlichen Benchmarks (entsprechend einer simulierten Zeitdauer
von 6,4 bzw. 102,4 µs). Im folgenden werden zuna¨chst die Ergebnisse des Grundverfahrens genannt,
bevor der Einﬂuß der zufa¨lligen Stimuli und der Granularita¨t auf die Messungen diskutiert werden.
Modell Simulationsdauer Standardabweichung Ereignisse Ereignisse/Sekunde
s1196 1,716 0,006 132176 77036
s1196dﬀ 21,896 0,016 494298 22574
s13207 64,446 0,070 3780728 58664
s13207dﬀ 1116,340 0,259 20525375 18385
s13207dﬀ2 7,476 0,001 69965 9358
s35932 211,882 0,191 11944722 56373
s35932dﬀ 2811,234 0,003 65966512 23465
s35932dﬀ2 29,203 0,003 762586 26112
inv100000 chain 789,791 0,882 52451051 66410
inv10000 8 branch 132,283 0,000 10081226 76209
inv10000 8 cs 1803,047 0,000 138619353 76880
inv10000 8 inout 133,401 0,000 10064498 75445
inv10000 chain 128,225 0,087 9746951 76013
inv10000 cycle 55,780 0,169 4718773 84597
inv200000 chain 795,614 0,001 52481026 65962
inv64 8 branch 0,764 0,000 73730 96452
inv64 8 cs 8,131 0,000 819979 100847
inv64 8 inout 0,867 0,000 72706 83897
inv64 chain 1,135 0,004 67586 59541
Tabelle 7.2: Reine sequentielle Simulationsdauer (in Sek.)
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7.3.1 Grundverfahren
Tabelle 7.2 zeigt die reine Simulationsdauer13 tsim und die Anzahl der simulierten Ereignisse fu¨r
die oben genannten Eingabedaten. Die sequentiellen Simulationen zeigten sich als a¨ußerst stabil
bezu¨glich der Laufzeit. Es gab keine wesentlichen Abweichung vom errechneten Mittelwert auf dem
GC/PP-Rechner. Die Meßwerte bewegten sich maximal 1 Prozent um diesen Wert.
Mit dem sequentiellen Simulator kann also eine nicht unerhebliche Ereignisrate erzielt werden14.
Neben der eigentlichen Simulationsdauer entstehen jedoch, wie in Kapitel 3.2 beschrieben, weitere
Kosten. Bei der sequentiellen Simulation fallen nur die Zeiten fu¨r das Einlesen des Modells tinput
und fu¨r das Aufbereiten und die Ausgabe der Ergebnisse toutput an. Im konkreten Fall ist sogar
toutput nahezu Null und wird deshalb vernachla¨ssigt. Tabelle 7.3 zeigt fu¨r die untersuchten Modelle
die beiden relevanten Einzelwerte und die akkumulierte Gesamtdauer. Partitionierung, Verteilung
des Modells sowie Einsammeln der Ergebnisse entfallen natu¨rlicherweise.
Die Werte, die auf einer Sun SparcStation 20 gemessen wurden, fallen fu¨r einzelne Modelle
etwas ho¨her aus als auf dem GC/PP. Außerdem treten sta¨rkere Schwankungen in den Laufzeiten
auf, die jedoch durch die Belastung des Rechners durch andere Benutzer hervorgerufen werden15.
Sie bewegen sich im Bereich bis zu ± 20 Prozent um den Mittelwert. Der Dateizugriﬀ auf die
Modellbeschreibung erfolgt dagegen mehr als doppelt so schnell wie auf dem GC/PP. Insgesamt
heben die schnelleren Dateizugriﬀe langsamere Laufzeiten jedoch nicht auf.
Modell tinput tsim Σ
GC/PP
s1196 0,339 1,716 2,055
s13207 5,471 64,449 69,920
s35932 17,771 211,882 229,653
inv64 chain 0,083 1,135 1,218
inv10000 chain 3,341 128,225 131,566
inv100000 chain 36,321 789,791 826,112
Workstation (Sun SparcStation20)
s1196 0,133 2,194 2,327
s13207 2,382 63,989 66,371
s35932 7,638 267,289 274,927
inv64 chain 0,014 1,121 1,135
inv10000 chain 1,383 135,439 136,822
inv100000 chain 16,506 828,024 844,530
Tabelle 7.3: Gesamtzeitbedarf bei sequentieller Simulation (in Sek.)
13Alle Angaben sind fu¨r die realen Schaltungen in der Regel u¨ber fu¨nf oder mehr unabha¨ngige Simulationsla¨ufe
gemittelt.
14Werte kommerzieller Produkte wie Synopsys, Mentor, Vantage waren nicht verfu¨gbar, so daß eine vergleichende
Einordnung leider nicht mo¨glich ist. Auf Nachfrage bei Cadence wurde unsere Schaltung inv10000 chain mit deren
Simulator ”Aﬃrma NC Verilog Simulator” auf einer SUN Ultra-2 mit 200 MHz in 64 CPU-Sekunden simuliert.
Vergleichsmessungen mit dem sequentiellen Simulator VSIM ergaben Berechnungsdauern zwischen 37 und 42 CPU-
Sekunden auf einer Ultra-2 mit 300 MHz.
15Die Messungen erfolgten zu normalen Zeiten mit allgemeinem Rechenbetrieb.
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7.3.2 Variation der Eingaben
Zur Pru¨fung der Sensibilita¨t der Modelle gegenu¨ber variierenden Eingaben wurden Testla¨ufe mit
10 Sa¨tzen verschiedener Eingabevektoren von 6,4 µs Simulationsdauer durchgefu¨hrt. Aufgrund
ihres zufa¨lligen Erzeugungscharakters haben sie jedoch einen stochastisch a¨hnlichen Aufbau. Die
A¨nderungswahrscheinlichkeit zwischen zwei aufeinanderfolgenden Werten betra¨gt stets 50 Prozent.
Tabelle 7.4 stellt die Mittelwerte und Standardabweichung σ aus Tabelle 7.2 den Messungen mit
variierenden Eingabevektoren gegenu¨ber. Es zeigt sich, daß bei den realen sequentiellen Schaltungen
keine Sensibilita¨t gegenu¨ber den Eingaben vorzuliegen scheint. Auch bei den extremen Ansa¨tzen
mit konstanten Werten ”0” bzw. ”1” fu¨r das Clock-Signal zeigte sich eine vergleichbare Ereignisrate
pro Sekunde wie bei zufallsgenerierten Stimuli.
1 Eingabevektor 10 Eingabevektoren
Modell tsim Events/Sek. σ tsim Events/Sek. σ
s1196 1,716 77.036 0,006 1,731 76.859 0,017
s13207 64,449 58.664 0,070 64,495 58.626 0,119
s35932 211,882 56.373 0,191 208,645 56.462 1,524
Tabelle 7.4: Einﬂuß der Eingabevektoren
7.3.3 Unterschiedliche Granularita¨t
Die bisherigen Messungen wurden mit einer sehr niedrigen Ereignisgranularita¨t durchgefu¨hrt. Des-
halb werden nachfolgend die Meßwerte fu¨r die identischen Berechnungen mit erho¨hter Granularita¨t
durchgefu¨hrt, da die Granularita¨t insbesondere im verteilten Simulationsfall zusammen mit der
Nachrichtenlaufzeit von Bedeutung ist.
Modell Simulationsdauer Ereignisse Ereignisse/Sekunde
s1196 1,815 132.176 72.832
s13207 67,508 3.780.728 56.003
s35932 220,907 11.944.722 54.070
inv10000 chain 133,255 9.746.951 73.145
Tabelle 7.5: Sequentielle Simulation mit Verzo¨gerung 0
Modell Simulationsdauer Ereignisse Ereignisse/Sekunde
s1196 61 132.176 2.153
s13207 1.707 3.780.728 2.214
s35932 5.392 11.944.722 2.214
inv10000 chain 2.803 9.746.951 3.477
inv100000 chain 15.188 52.451.051 3.453
Tabelle 7.6: Sequentielle Simulation mit Verzo¨gerungsfaktor 30
Die Erho¨hung der Granularita¨t erfolgt durch eine Schleife mit leerem Ko¨rper, die im Anschluß
an die Abarbeitung eines Ereignisses solange durchlaufen wird, bis die voreingestellte Zeit erreicht
ist. Prinzipiell sollten die somit erzielten Meßwerte identisch zu den Ergebnissen mit niedriger
Granularita¨t multipliziert mit dem Verzo¨gerungsfaktor sein.
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Die La¨nge der Schleife wird bei der Initialisierung des Simulators dynamisch bestimmt, in-
dem der maximale Wert der Za¨hlvariablen ermittelt wird, so daß die Schleifenabarbeitung die
entsprechende Verzo¨gerungszeit verbraucht. Die Dauer der zusa¨tzlichen Verzo¨gerung fu¨r die Ereig-
nisbearbeitung (in µs) entnimmt der Simulator der Umgebungsvariablen VSIM EVAL DELAY16.
Da der Simulatorcode durch Einfu¨hrung der Verzo¨gerungskomponente leicht modiﬁziert ist, wur-
den ebenfalls Messungen fu¨r eine Erho¨hung der Granularita¨t um 0 Sekunden als Vergleichswert
zur Ermittlung der Meßwertverfa¨lschung durchgefu¨hrt. Die Ergebnisse sind dort jedoch weitgehend
identisch zum Grundverfahren. Weitere Meßpunkte sind die Verdreißigfachung der Grundgranula-
rita¨t und eine Vervielfachung um den Faktor 150. Dadurch ergeben sich als Verha¨ltnisse zwischen
Nachrichtenlaufzeit und Ereignisdauer 1:1 bzw. 1:5.
Modell Simulationsdauer Ereignisse Ereignisse/Sekunde
s1196 316 132.176 417
s13207 8.734 3.780.728 432
s35932 27.278 11.944.722 438
inv10000 chain 14.905 9.746.951 654
inv100000 chain 80.277 52.451.051 653
Tabelle 7.7: Sequentielle Simulation mit Verzo¨gerungsfaktor 150
Die Tabellen 7.5, 7.6 und 7.7 zeigen die Meßergebnisse bei verschiedener Granularita¨t fu¨r
die verwendeten Faktoren, die bei den parallelen Versionen bezu¨glich des Verha¨ltnisses des
Kommunikations- zum Berechnungsaufwand als U¨berwiegen der Kommunikationsseite, als Aus-
gewogenheit zwischen beiden und als starker U¨berhang der Berechnungsseite interpretiert werden
kann. Die Simulationsdauer steigt natu¨rlich und wie erwartet proportional zur Erho¨hung der Gra-
nularita¨t.
7.4 Kritische-Pfad-Analyse der Schaltkreise
Es stellt sich nun die Frage, ob die betrachteten Modelle u¨berhaupt genu¨gend Potential zur Be-
schleunigung besitzen. Deshalb wird in diesem Abschnitt unter den idealisierten und unrealisti-
schen Annahmen von Kommunikation ohne Zeitbedarf und unbegrenzten Rechnerressourcen das
CPA-Verfahren aus Kapitel 3.3.2 zur Ermittlung der fu¨r die parallele Simulation der betrachteten
Schaltungen minimal beno¨tigten Zeit eingesetzt. Dabei werden alle parallel ausfu¨hrbaren Ereig-
nisse virtuell gleichzeitig abgearbeitet, wodurch eine Obergrenze fu¨r die mit einem Modell unter
Einhaltung der Kausalita¨t erreichbare Beschleunigung anhand des kritischen Pfads deﬁniert ist.
Insbesondere die ku¨nstlichen Modelle (z.B. lineare Kette von Invertern) erlauben eine einfache
Kontrolle der Korrektheit der berechneten Werte.
7.4.1 Basismessungen mit unvera¨nderter Granularita¨t
Tabelle 7.8 gibt die beno¨tigte Realzeit17 zur Berechnung des kritischen Pfads (CPA-Laufzeit), sei-
ne La¨nge (unter der Annahme, daß Kommunikation nichts kostet), den Beschleunigungsfaktor als
Quotient dieser beiden Werte und die in der 5. Tabellenspalte angegebene reine sequentielle Simu-
lationsdauer als Summe der reinen Ereignisbearbeitungszeiten wieder. Dieser letzte Wert berechnet
16Die Steuerung der als simulationsrelvant betrachteten Parameter u¨ber die eingefu¨hrten Umgebungsvariablen
ermo¨glicht eine einfache automatische Durchfu¨hrung verschiedenen Meßreihen fu¨r VSIM und DVSIM.
17Alle Laufzeiten werden in Sekunden angegeben.
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sich aus der gemessenen CPA-Laufzeit der zweiten Spalte abzu¨glich 10 µs pro Ereignis als Kom-
pensationswert fu¨r die Zeitmessung18. Die errechneten Werte stimmen mit den im Basisverfahren
(vgl. Tabelle 7.2) ermittelten sequentiellen Laufzeiten nahezu u¨berein und zeigen die notwendige
Exaktheit bei der Messung der Ereignisbearbeitungszeiten. Der Beschleunigungsfaktor stellt die
potentiell erreichbare Beschleunigung dar, die fu¨r die gewa¨hlten Eingabewerte durch parallele Si-
mulation erreicht werden kann19.
Die beobachteten Werte zeigen an, daß in den verwendeten Benchmarks prinzipiell ein Potential
zur Parallelisierung existiert. Erstaunlich ist, daß die La¨nge der Berechnung auf dem kritischen Pfad
in allen Fa¨llen deutlich unterhalb einer halben Sekunde liegt.
Modell CPA-Laufzeit La¨nge kritischer Pfad Beschleunigung seq. Simulationsdauer
s1196 2,967 0,047 64 1,645
s13207 102,226 0,198 517 64,419
s35932 344,373 0,138 2.472 224,926
Tabelle 7.8: Inha¨rentes Beschleunigungspotential bei unbegrenzten Ressourcen
Zur Validierung der Korrektheit der Meßverfahren wurden insbesondere die synthetischen
Benchmarks, die aus einer einzigen Kette von Invertern bestehen (invn chain), untersucht. Dort
ist ein nahezu linearer Speedup zu erwarten, da sie einen pipelinea¨hnlichen Aufbau besitzen und
hohen Parallelita¨tsgrad versprechen. Die tatsa¨chlichen Meßergebnisse zeigen allerdings ein anderes
Verhalten. Verwendet man die fu¨r die realen Modelle bereits zur Produktion verla¨ßlicher Ergebnisse
ausreichende Simulationsdauer von 6,4 µs, so werden gerade 50 Prozent des maximalen Speedups
beobachtet.
Ein naheliegender Gedanke ist, daß sich die Pipeline der gleichzeitig auswertbaren Objekte erst
einmal in einer Anlaufphase mit Ereignissen fu¨llen muß. Deshalb wurde die La¨nge der Eingabevek-
toren schrittweise verdoppelt, um das Verhalten fu¨r la¨ngere Simulationsla¨ufe zu u¨berpru¨fen (Tabelle
7.9). Nachdem die Pipeline gefu¨llt ist, erho¨hen sich mit zunehmender Simulationsla¨nge auch die
erreichbaren Beschleunigungswerte. Es ergaben sich bei der Auswertung jedoch zum Teil wider-
spru¨chliche Pha¨nomene: Bei geringer Objektanzahl erreicht die Beschleunigung ein superlineares
Wachstum; bei den gro¨ßeren Modellen bleiben die erreichbaren Werte jedoch unerwartet niedrig.
Bei der Betrachtung der Einschwingvorga¨nge fa¨llt auf, daß mit Modell inv64 chain fu¨r la¨ngere
Simulationsla¨ufe ein mit 64 Objekten theoretisch gar nicht mo¨glicher superlinearer Speedup auf-
tritt. Die Ursachen dafu¨r sind vermutlich Meßungenauigkeiten, die bei der geringen Granularita¨t
zu einer u¨berzogenen Verfa¨lschung fu¨hren. Diese Hypothese wird durch die Ergebnisse bei erho¨hter
Ereignisbearbeitungszeit gestu¨tzt, bei denen sich die Beschleunigung nur noch asymptotisch der
Objektanzahl anna¨hert. Die korrespondierenden Werte fu¨r gleiche Stimulila¨ngen stimmen bei un-
terschiedlichen Granularita¨ten fu¨r alle Modelle sehr gut u¨berein.
Fu¨r die beiden gro¨ßeren Modelle inv10000 chain und inv100000 chain wa¨chst weiterhin der
Speedup nur relativ langsam im Verha¨ltnis zur Modellgro¨ße. Ursachen dafu¨r sind die Wahl der
Stimulila¨nge im Zusammenspiel mit der virtuellen Verfu¨gbarkeit einer unbegrenzten Prozessoran-
zahl. Die Folge der durch die Stimuli deﬁnierten Ereignisse schwappt als Welle durch die lineare
18Systematische Meßfehler, die durch die zusa¨tzliche Zeitenermittlung zur Berechnung des kritischen Pfads ent-
stehen, wurden hier nicht von vornherein herausgerechnet, um die Korrektheit der Kompenstionsmethode (bzw. die
Exaktheit bei der Abscha¨tzung der Systemaufrufe zur Zeitmessung) zu u¨berpru¨fen.
19Bei Integration eines Korrekturwerts fu¨r die Aufrufe der Zeitmeßfunktionen fallen die erreichbaren Beschleuni-
gungen ca. 10 Prozent niedriger aus. Das gilt jedoch nur fu¨r den Fall unvera¨nderter Granularita¨t. Bei Erho¨hung der
Ereignisgranularita¨t ist der Korrekturfaktor ohnehin verschwindend gering.
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Kette von Objekt zu Objekt. Jedes Objekt arbeitet somit in einer sehr kurzen Zeit alle fu¨r es
relevanten Ereignisse ab. Bei einer La¨nge n der Stimulidaten u¨berlappen sich maximal n gleich-
zeitige Ereignisausfu¨hrungen. Somit begrenzt die La¨nge der Eingabevektoren bzw. die Anzahl der
zu einem Realzeitpunkt existenten Ereignisse a¨hnlich wie bei der zeitgesteuerten Simulation auch
die rein theoretisch erreichbare maximale Beschleunigung auf einen Wert, der wesentlich unterhalb
eines linearen Speedups bezogen auf die Objektanzahl liegen kann. Die mit ”WS” gekennzeichnete
Messung erfolgte auf einer Workstation mit einer sehr langen Eingabe20 und besta¨tigt in beschra¨nk-
tem Rahmen die Beobachtungen, daß die Stimulila¨nge die Parallelita¨t beschra¨nken kann, wenn das
Modell eine konstante Ereigniskomplexita¨t aufweist, d.h. jedes Ereignis genau ein Folgeereignis
generiert.
Modell Stimulivektor- Beschleunigung bei Granularita¨t
la¨nge 1 30 150
inv64 chain 64 33,961 32,620 32,317
inv64 chain 128 49,341 43,412 43,007
inv64 chain 256 61,113 52,242 51,505
inv64 chain 512 79,357 58,037 57,200
inv64 chain 1024 88,696 61,470 60,522
inv10000 chain 64 24,957 31,843 32,376
inv10000 chain 128 50,710 75,421 77,951
inv10000 chain 256 203,296 198,998 203,293
inv10000 chain 512 307,233 444,282 444,216
inv10000 chain 1024 661,449 893,366 892,454
inv100000 chain 64 24,919 31,849 32,370
inv100000 chain 128 38,582 61,257 63,863
inv100000 chain 256 70,197 120,411 126,837
inv100000 chain 512 133,346 238,925 252,841
inv100000 chain 1024 265,428 485,818 516,462
WS inv100000 chain 16384 4121 – 8137
Tabelle 7.9: Einﬂuß von Einschwingvorga¨ngen
Bei Beobachtungen mit der Basisgranularita¨t zur Gatterauswertung werden bei den gro¨ßeren
Modellen aber auch noch geringere Beschleunigungen beobachtet als die durch die Stimulila¨nge vor-
gegebenen. Diese sind durch den starken Einﬂuß der Varianzen der parallelen Ereignisabarbeitung
bei kurzer Ereignisdauer begru¨ndet. Verschieben sich die realen Ausfu¨hrungszeiten zweier paralleler
Ereignisse z.B. aufgrund von Lastschwankungen oder Meßungenauigkeiten bei niedriger Granula-
rita¨t um einen kleinen absoluten Betrag, so hat dies einen wesentlich sta¨rkeren Einﬂuß auf die La¨nge
des kritischen Pfads als wenn dieselbe Abweichung bei einer la¨ngeren Ereignisbearbeitungsdauer
auftritt.
Die in Abbildung 7.2a gezeigte exakte Parallelausfu¨hrung kommt in der Realita¨t so gut wie
nie vor, da normalerweise stets leichte Schwankungen der Ereignisroutinenla¨ngen und des Beginns
der realen Abarbeitung eines Ereignisses auch bei synchronem Start fu¨r zwei Prozessoren auftreten
(Abbildung 7.2b). Diese Diﬀerenz ist bei feiner Granularita¨t, wie erwa¨hnt, gravierender als bei
20Simuliert wurden knapp 1,6 Milliarden Ereignisse fu¨r einen Simulationszeitraum von 16,384 ms; der Simulator
lief dazu u¨ber 23 Stunden. Um die U¨berla¨ufe der Realzeituhren zu vermeiden wurde die sequentielle Version auf einer
Workstation verwendet. Die Berechnungsdauer fu¨r die CPA war nahezu identisch zur GC/PP-Version, jedoch lieferte
die WS-Version stark streuende Beschleunigungsvorhersagen.
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grober. In Abb. 7.2b verla¨ngert sich somit die Ausfu¨hrungszeit der beiden parallelen Ereignisse um
ca. 20 Prozent, wa¨hrend in 7.2c bei gleicher Verschiebung lediglich 7 Prozent mehr an Rechenzeit
beno¨tigt wird.
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Abbildung 7.2: Einﬂuß der Meßgenauigkeit auf den kritischen Pfad
7.4.2 Erho¨hung der Granularita¨t
Erwartungsgema¨ß hat die Erho¨hung der Ereignisgranularita¨t keine gravierenden Auswirkungen
auf die La¨nge des kritischen Pfads und den Speedup, da sich die Gesamtdauer der sequentiellen
Simulation dadurch ebenfalls proportional erho¨ht. Tabelle 7.10 zeigt die entsprechenden Ergebnisse
fu¨r die in Abschnitt 7.3.3 eingefu¨hrten Verzo¨gerungen.
Modell Beschleunigung bei Granularita¨t
1 30 150
s1196 63,9 63,7 63,4
s13207 517 847 878
s35932 2.472 2.766 2.786
Tabelle 7.10: Zusammenhang zwischen Granularita¨t und CPA
Fu¨r die beiden gro¨ßeren Modelle treten hier aus den im vorherigen Abschnitt genannten
Gru¨nden ebenfalls wieder die Abweichungen der Werte nach unten fu¨r Untersuchungen bei niedriger
Granularita¨t auf. Da man fu¨r die Berechnung der CPA nicht die verla¨ngerten Gesamtlaufzeiten mes-
sen muß, sondern der kritische Pfad implizit bei der sequentiellen Simulation berechnet wird, kann
die Erho¨hung der Granularita¨t durch simple Addition der zusa¨tzlichen Verzo¨gerung auf die Generie-
rungszeitpunkte der Ereignisse modelliert werden. Dadurch vermeidet man die Warteschleifen und
erreicht eine wesentlich ku¨rzere Berechnungsdauer mit demselben Aufwand wie bei der Grundgra-
nularita¨t. Eine Abscha¨tzung der Leistung fu¨r ho¨here Granularita¨t ist somit in wesentlich ku¨rzerer
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Laufzeit mo¨glich. Der Verzo¨gerungswert wird der Umgebungsvariablen CPA EVAL DELAY ent-
nommen.
Die schnelle Beantwortung der Frage, ob sich die parallele Simulation eines Modells lohnt,
ist somit mittels Kritische-Pfad-Analyse mo¨glich. Dieses Berechnungsverfahren kann jedoch nur
bei Modellen mit niedriger Granularita¨t oder zur eﬃzienten und schnellen Approximation eines
a¨quivalenten Modellverhaltens mit hoher Granularita¨t eingesetzt werden. Fu¨r Modelle, bei denen
die Ereignisdauer bereits lang ist, erfordert die Berechnung des kritischen Pfads einen entsprechend
gro¨ßeren Zeitraum.
7.4.3 Einﬂuß der Kommunikation
Der Einﬂuß der Kommunikationsdauer auf das Laufzeitverhalten wurde von Carothers, Fujimoto
und England an einem tatsa¨chlich parallel arbeitenden Time Warp-Simulator untersucht [CFE94a].
Unterschiedliche Dauer der Kommunikation wurde durch einen Leerschleife vor dem Nachrichten-
versand auf den benutzten Workstations emuliert. Der Einﬂuß des Delays macht sich in diesen
Betrachtungen erst dann negativ in den Beschleunigungswerten bemerkbar, wenn die Nachrichten-
verzo¨gerung (initial werden 3 - 5 ms beno¨tigt) die Gro¨ßenordnung der Ereignisgranularita¨t (25 ms)
erreicht oder u¨bertriﬀt. Ab einer Kommunikationsdauer von 25 ms brechen somit die Beschleuni-
gungswerte ein.
Bei einer feingranularen Applikation (1 µs / Ereignis) zeigt sich bei einer Erho¨hung der ku¨nstli-
chen Verzo¨gerung der Kommunikationszeiten in Schritten von 4 ms ein drastischerer Eﬃzienzverlust
als im ersten Beispiel von jeweils 30 - 40 Prozent pro Erho¨hung. Die Logiksimulation auf Gattere-
bene mit einer 30-mal schnelleren Ereignisabarbeitung im Vergleich zu den Nachrichtenlaufzeiten
la¨ßt sich in die Klasse feingranularer Applikationen einstufen. Die Verzo¨gerung durch Kommuni-
kationsoperationen hat somit im verteilten Fall großen Einﬂuß auf die Leistungsfa¨higkeit, weshalb
dieser Parameter auch im Kontext der CPA fu¨r die untersuchten Modelle nicht ignoriert werden
darf.
Fu¨r den GC/PP mit seinen Kommunikationskoprozessoren (Transputer) ist nicht die gesam-
te Dauer der Nachrichtenu¨bertragung, sondern im wesentlichen nur die Setup-Zeit zur Initiierung
der Kommunikation relevant (Initialisierung der Sendepuﬀer und der DMA-Operationen). Durch
die U¨berlappung der Berechnungen von Hauptprozessor (PPC) und Transputer erfolgt quasi eine
Parallelabarbeitung von Kommunikation und Simulation. Die Erho¨hung der Granularita¨t des Nach-
richtenversands entspricht hier der Verla¨ngerung der Startup-Zeiten, die z.B. durch Marshalling von
Paketen in PVM verursacht werden. Beide Sichten, erho¨hte Kommunikationsdauer bzw. vermehrter
Aufwand fu¨r Setup, ko¨nnen aber als a¨quivalent betrachtet werden, da beide eine verspa¨tete Aus-
lieferung der Nachrichten bewirken. Im ersten Fall wird jedoch lediglich der Empfa¨nger verzo¨gert,
wa¨hrend bei erho¨hten Setupkosten auch der Sender keine ”sinnvolle” Arbeit zur Erledigung der
eigentlichen Aufgabe leisten kann.
Im Gegensatz zum Ansatz in [CFE94a] kann beim sequentiellen CPA-Simulator auf eine War-
teschleife, die die ku¨nstliche Verzo¨gerung des Nachrichtenversands wie bei der Erho¨hung der Er-
eignisgranularita¨t realisiert, verzichtet werden. Zur Modellierung der Kommunikationsverzo¨gerung
wird hier lediglich ein zusa¨tzlicher konstanter Wert zum berechneten Erzeugungszeitpunkt aller
Ereignisse, die fu¨r einen anderen Prozessor als den generierenden bestimmt sind, addiert. Der
Wert wird der Umgebungsvariablen CPA MSG DELAY entnommen (in µs). Leichte Varianzen der
Kommunikationsdauer haben nur einen unbedeutenden Einﬂuß auf das Verhalten [CFE94a], so daß
hier keine zusa¨tzlichen Messungen mit um einen Mittelwert streuenden, zufallsgenerierten Verzo¨ge-
rungen erfolgten. Die Parameterwerte wurden an die Granularita¨tsmessungen beim sequentiellen
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Simulator mit den Verha¨ltnissen von ”Ereignisaufwand zu Nachrichtenaufwand” von 1:1 und 1:30
unter Beibehalten einer konstanten Ereignisgranularita¨t von 300 µs angepaßt21.
Die beiden Varianten entsprechen somit einem gu¨nstigen realen Kommunikationsmedium (1:1)
und einer teuren Kommunikationsschicht (1:30), wie sie auf dem GC/PP existiert. Eine zusa¨tzliche
Betrachtung einer ho¨heren Ereignis- als Nachrichtengranularita¨t ist nicht no¨tig, da die gemessenen
Werte dann nahe bei den idealen Ergebnissen ohne Beru¨cksichtigung der Kommunikation liegen.
Es zeigt sich (Tabelle 7.11), daß die Beru¨cksichtigung der Kommunikationsdauer in der
Kritische-Pfad-Analyse (erwarteterweise) drastische Einbru¨che im Beschleunigungspotential mit
sich bringt. Das gilt insbesondere, wenn der Kommunikationsanteil u¨berhand gewinnt. Feingra-
nulare Applikationen wie Logiksimulation auf Gatterebene weisen deshalb zwar ein interessantes,
aber bei weitem kein u¨berwa¨ltigendes Potential mehr auf. In den hier betrachteten ISCAS’89-
Schaltungen sinkt der erreichbare Speedup auf weniger als 6 Prozent verglichen mit der reinen
CPA ohne Beachtung der Kommunikation. Bei einem Gleichgewicht der kritischen Komponenten
werden immerhin noch 65 Prozent des urspru¨nglichen Werts erreicht.
Ereignisgranularita¨t : Kommunikationsdauer
Modell 1:1 1:30
s13207 562 52
s35932 1.815 165
Tabelle 7.11: Beschleunigung mit Kommunikationsaspekten bei CPA
Aufgrund der fest vorgegebenen Kommunikationsdauer von 300 µs auf dem GC/PP stellt sich
nun die Frage, ob sich das Verha¨ltnis der Granularita¨ten fu¨r einen Endbenutzer sinnvoll d.h. ohne
ku¨nstliche Verzo¨gerung der Ereignisroutinen verbessern la¨ßt.
7.4.4 Einﬂuß unterschiedlich granularer Objekte
Eine Mo¨glichkeit zur Erho¨hung der Granularita¨t stellen die hierarchischen Modellierungsmo¨glich-
keiten von VHDL dar. Durch Verhaltensbeschreibungen (behavioral view) mittels VHDL-Prozessen
lassen sich beliebig komplexe Objekte gestalten. Ein VHDL-Prozeß stellt somit eine Einheit mo¨gli-
cherweise gro¨berer Granularita¨t dar und wird als ein einziges Objekt behandelt. Alle innerhalb
dieses Objekts beno¨tigten Signale werden bei der Partitionierung demselben Prozessor zugewiesen.
In den vorliegenden realen Schaltungen wurde die Modellierung der D-Flipﬂops deshalb zur Granu-
larita¨tserho¨hung in einen VHDL-Prozeß gepackt, indem die verwendeten Gatter einfach mit einem
entsprechenden Process-Statement geklammert wurden.
Die Ausfu¨hrung einer Ereignisroutine bewirkt somit die gleichzeitige Auswertung der internen
Gatter und ein Aktualisieren der sich dabei a¨ndernden Signalwerte innerhalb eines einzigen Funkti-
onsaufrufs. Die Dauer der Auswertung steigt durch die Einbindung zusa¨tzlichen C-Codes von 10 µs
auf 330 µs, also grob um den Faktor 30. Da jedoch eine Großzahl der in den Schaltungen vorhan-
denen Gatter nicht geclustert werden kann und sie in ihrer Grundform erhalten bleiben, ergeben
sich mittlere Ereignisgranularita¨ten von 50 µs bei Modell s13207dﬀ22 und 70 µs bei s35932dﬀ.
Die gemittelten Werte alleine sind jedoch nicht sehr aussagekra¨ftig aufgrund der hohen Granu-
larita¨t der der reinen FF-Auswertung. Um die Vorteile der Parallelbearbeitung voll auszunutzen,
21Die ho¨here Bearbeitungsdauer der Ereignisse wurde gewa¨hlt, um Verfa¨lschungen durch Meßungenauigkeiten und
Probleme mit der zeitgleichen Bearbeitung paralleler Ereignisse, die in den Kapiteln 7.4.1 bzw. 7.4.2 beobachtet
wurden, zu vermeiden.
22Die Erga¨nzung dff wie im vorliegenden Fall und spa¨ter auch dff2 gibt an, welche Implementierung fu¨r die
Flipﬂops verwandt wurde.
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mu¨ssen 30 simple Gatterauswertungen gleichzeitig zu einer einzigen FF-Neuberechnung ausgefu¨hrt
werden, damit sich der Vorteil der teilweise gro¨beren Granularita¨t rechnet. Tabelle 7.12 zeigt, daß
durch die variierenden Bearbeitungszeiten der maximale Speedup auch bei idealisierter Kommu-
nikation ohne Zeitaufwand fu¨r Modell s13207dﬀ zuru¨ckgeht. Die zweite Schaltung scheint jedoch
invariant gegenu¨ber der vera¨nderten Granularita¨t zu sein und weist ein identisches Verhalten auf.
Zusa¨tzlich steigt jedoch auch die Anzahl der generierten Ereignisse sprunghaft an, da die Signa-
le innerhalb der VHDL-Prozesse o¨fter ausgewertet werden. Die Modellierung von Flipﬂops durch
simple Integration in ein Process-Statement ist somit recht ineﬃzient.
Modell Beschleunigung
s13207dﬀ 303
s13207dﬀ2 492
s35932dﬀ 2792
s35932dﬀ2 1824
Tabelle 7.12: CPA bei variierender Ereignisgranularita¨t
Da sich außerdem keine Verbesserung bezu¨glich der Beschleunigung abzeichnet, wurde in einer
zweiten Variante (dff2) eine optimierte Architektur der Flipﬂops verwendet. Die Datenu¨bernahme
wird einfach durch die fallende Flanke des Clock-Signals getriggert. Dies geschieht mittels elementa-
rer VHDL-Funktionalita¨t (Signalattribut ’falling), die in einer einfachen if-Abfrage verwendet
werden kann, um das Eintreten der Bedingung zu testen. Dadurch reduziert sich die Auswertungs-
dauer auf 110 µs pro FF-Ereignis. Duch das vollsta¨ndige Entfallen der 10 Gatter pro FF sinkt die
Ereignisrate gleichzeitig auf 2 Prozent verglichen mit dem urspru¨nglichen Modell. Um dennoch Si-
mulationsla¨ufe mit einer ho¨heren Ereignisanzahl bewerten zu ko¨nnen, wurde die Simulationsdauer
erho¨ht. Die mittlere Ereignisgranularita¨t bei s13207dﬀ2 lag erstaunlicherweise recht hoch bei 110
µs, was auf eine hohe Aktivita¨tsrate der FFs deutet. s35932dﬀ2 erreichte lediglich einen mittle-
ren Wert von 40 µs. Die Speedups mit der modiﬁzierten FF-Struktur liegen bei s13207dﬀ2 nur
leicht unterhalb derer, die mit homogener Objektstruktur theoretisch erreicht werden ko¨nnen. Bei
s35932dﬀ2 geht etwa ein Drittel der Leistung durch gemischte Granularita¨ten verloren.
Ereignisgranularita¨t : Kommunikationsdauer
Modell 1:1 1:30
s13207dﬀ2 257 18
s35932dﬀ2 2891 315
Tabelle 7.13: CPA bei variierender Ereignisgranularita¨t und mit Kommunikationsaufwand
Beru¨cksichtigt man weiterhin den Einﬂuß der Kommunikation bei der Ermittlung des kritischen
Pfads, so ergeben sich die in Tabelle 7.13 dargestellten Resultate. Wa¨hrend sich Modell s13207dﬀ2
durch die Hinzunahme von Objekten groberer Granularita¨t im Verha¨ltnis zum Basisverfahren wie-
derum verschlechtert, sind die Einbru¨che, die bei s35932dﬀ2 beobachtet werden, geringer als bei
der Grundberechnung des kritischen Pfads. Bei Verwendung einer unbegrenzten Anzahl von Simu-
latoren ist selbst bei dem bereits recht großen Modell s13207 unter Verwendung der fu¨r ein lokales
Netz realistischen Kommunikationszeiten von 3 ms ein maximaler Speedup von 18 erreichbar.
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7.4.5 Zusammenfassung
In diesem Kapitel wurde ein Verfahren angegeben, das anhand der Analyse der La¨nge des kri-
tischen Pfads und unter der Annahme unlimitierter Prozessoren fu¨r feingranulare Applikationen,
die Leistungsfa¨higkeit und das Parallelisierungspotential unter idealisierten und realen Kommu-
nikationsbedingungen abzuscha¨tzen erlaubt. Durch eine einfache Integration in einen vorhanden
sequentiellen Simulator lassen sich somit Aussagen treﬀen, ob ein gegebenes Modell prinzipiell u¨ber
Beschleunigungspotential verfu¨gt und wie hoch die zu erwartenden Werte sind.
Fu¨r grobgranulare Anwendungen, die sich durch eine feingranulare Modellierung approximieren
lassen, ist eine Abscha¨tzung des Parallelisierungspotentials in der wesentlich ku¨rzeren Laufzeit des
feingranularen Simulators mo¨glich. Voraussetzung ist lediglich, daß dieselben Ereignisreihenfolgen
identisch erzeugt werden. So ko¨nnen z.B. komplexe statistische Berechnungen, die keinen Einﬂuß
auf den Simulationsablauf haben (Warteschlangenmodelle), durch die Addition des Realzeitbetrags,
der dafu¨r beno¨tigt wird, bei der Berechnung des kritischen Pfades ersetzt werden. Dasselbe gilt fu¨r
die Kommunikationszeiten, die ebenfalls zum Generierungszeitpunkt der Ereignisse hinzuaddiert
werden, ohne explizite Warteschleifen in den Programmcode einfu¨gen zu mu¨ssen.
Allerdings hat sich gezeigt, daß eine generelle Aussage zur Parallelisierbarkeit fu¨r ganze Appli-
kationsklassen inha¨rent schwierig ist. Bereits anhand zweier Beispiele (s13207 und s35932) zeigten
sich modellabha¨ngig vo¨llig unterschiedliche Verhalten. Selbst bei Betrachtung nur eines einzigen
Modells bleiben dem Entwickler des Simulationsmodells sehr viele Freiheiten (z.B. bei der Reali-
sierung einzelner Schaltungsteile wie Flipﬂops), die fu¨r verschiedene Realisierungen von Objekten
unterschiedliche Verhaltensweisen zeigen. Im folgenden Kapitel wird die konkrete Leistungsfa¨hig-
keit paralleler Simulationsverfahren untersucht. Diese Ergebnisse werden auf Basis der sequentiellen
Laufzeiten auf U¨bereinstimmung mit den Vorhersagen durch die CPA u¨berpru¨ft. Außerdem wird
bei den CPA-Experimenten auf die Idealisierung bezu¨glich der Prozessoranzahlen verzichtet und
der kritische Pfad mit vorgegebenen Partitionierungen der Modelle untersucht.
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Kapitel 8
Bewertung paralleler Verfahren
Die mittels sequentieller und theoretischer Verfahren gefundenen Ergebnisse bilden den Ausgangs-
punkt der folgenden Untersuchungen fu¨r parallele Ansa¨tze durch die DVSIM-Evaluierungsumge-
bung. Die aus den sequentiellen Abla¨ufen berechneten Ergebnisse werden den Messungen mit ver-
schiedenen realen Simulationsmethoden unter Beru¨cksichtigung geeignet gewa¨hlter Parameter ge-
genu¨bergestellt. Außerdem erfolgt ein stichprobenartiger Vergleich mit den Ergebnissen des Oracle-
log-Verfahrens.
Steht nicht fu¨r jeden LP ein eigener Prozessor zur Verfu¨gung, so sind alle Simulationsla¨ufe von
einer konkreten Partitionierung und Zuordnung von LPs an einzelne Prozessoren abha¨ngig. Die
Aufteilung der Modelle spielt deshalb im folgenden eine wesentliche Rolle bei der Bewertung (siehe
Kap. 5). Zur Beurteilung der Parallelisierbarkeit und der Gu¨te tatsa¨chlich erreichbarer Ergebnisse
wurde jeweils ein Vertreter aus den beiden Familien von Synchronisationsprotokollen realisiert und
auch CPA-Untersuchungen bei konkreten Partitionierungen untersucht.
Abschließend wird der Aufwand der in Kapitel 3.2 beschriebenen Zusatzkosten bei der parallelen
Simulation mit der reinen Simulationsdauer zu den Gesamtkosten verbunden, die letztendlich eine
reale Aussage u¨ber das Parallelisierungspotential ereignisgesteuerter Simulation gestatten.
8.1 Konservative Verfahren
Als Vertreter der konservativen Verfahren wurde ein Deadlockerkennungs- und -auﬂo¨sungsverfahren
nach Misra [MIS86a] gewa¨hlt. Es erkennt globale Deadlocks und die damit a¨quivalente Terminie-
rung des Systems bezu¨glich des Blockadezeitpunkts nach dem Doppelza¨hlverfahren (Zwei-Wellen-
Algorithmus) von Mattern [MAT89d].
Die ersten Meßergebnisse, die mit einer initialen Version erzielt wurden, waren mehr als
entta¨uschend. Bei den meisten Modellen ergaben sich Speedup-Werte unter ”1” was eﬀektiv einer
Verlangsamung der Simulation durch den Einsatz paralleler Techniken entspricht1. Nach sorgfa¨lti-
ger Optimierung der Datenstrukturen, die zum Großteil aus dem sequentiellen Code entstammen,
konnten bei vielen Modellen moderate Speedups festgestellt werden. In einigen Fa¨llen traten plo¨tz-
lich auch superlineare Vergleichswerte auf, die jedoch nach der Integration der Optimierungen auch
in die sequentiellen Simulatoren wieder auf ein realistisches Maß sanken. Selbstversta¨ndlich wurden
alle relevanten Verbesserungen zum Erhalt der fairen Beobachtung in die sequentiellen Simulator-
1Man beachte, daß es keine negativen Speedups gibt. Diese entspra¨chen aufgrund der Deﬁnition na¨mlich einer
Ru¨ckwa¨rtsbewegung in der Realzeit. Die entscheidende Marke fu¨r Verbesserung und Verlust liegt beim Break-even-
Wert ”1”, an dem sequentieller und paralleler Simulator gleich schnell sind.
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versionen von VSIM integriert, die dadurch als Randeﬀekt ebenfalls wesentlich beschleunigt werden
konnten.
8.1.1 Bewertung des Grundalgorithmus
Bei den folgenden Messungen wird die Grundgranularita¨t der Simulationsereignisse und Kommuni-
kationsdauer auf dem GC/PP-Parallelrechner zugrunde gelegt, deren Verha¨ltnis ca. 1:30 betra¨gt2.
8.1.1.1 Reale Benchmarks
Die Laufzeiten der Simulationen fu¨r die ISCAS’89-Benchmarks sind in Abha¨ngigkeit vom verwen-
deten Partitionierungsverfahren und der Anzahl der Partitionen (dies entspricht auch der Anzahl
der mindestens belegten Prozessoren3) in den Tabellen 8.1 – 8.3 dargestellt4. Die Abbildungen 8.1
– 8.3 geben die erreichten Beschleunigungswerte bezu¨glich der reinen Simulationsphasen wieder5.
Anzahl Simulationsdauer
Part. RR azykl. Fan-in Fan-out K/L Soccer String
Cones Cones
r a unbal. c bal. d unbal. C bal. D k s S
1 2,89
2 61,91 6,14 2,38 2,85 5,53 5,74 30,37 20,46 28,54
4 87,70 2,92 1,75 1,92 3,05 53,62 58,42 38,12 54,36
8 166,87 1,89 2,02 93,98 3,71 106,65 117,59 99,70 106,91
12 3,53 153,88 3,83 164,15 164,73
16 252,66 3,33 3,59 203,46 3,80 221,25 220,04 225,84 219,25
24 3,98 342,16 4,39 364,09 471,13
32 4,24 482,16 10,63 639,28 579,97
Tabelle 8.1: Simulationsdauer mit konservativem Verfahren, s1196
Das kleinste betrachtete Modell mit lediglich 892 Gattern zeigt ein extremes Verhalten. Es gibt
nur wenige Experimente, die bereits nach sehr kurzer Zeit beendet sind. Keine Partitionierung er-
reicht die Geschwindigkeit des sequentiellen Simulators (tsim ∼ 1,7 Sekunden). Insbesondere bei
Erho¨hung der Partitionsanzahlen explodiert die Laufzeit auf ein nicht tragbares Maß. Die die Kom-
munikationskosten minimierenden Verfahren Soccer und Kernighan-Lin (K/L) weisen bereits bei 2
Partitionen zehnmal schlechtere Laufzeiten auf als das sequentielle Pendant. Dasselbe gilt versta¨rkt
noch fu¨r die Verteilung nach dem Round-robin-Verfahren. Ursache ist der u¨berstarke Anteil der
Kommunikationskosten, der bei einer Anzahl von etwa 132000 Ereignissen den Lo¨wenanteil aus-
macht. Mit zunehmender Partitionsanzahl werden mehr und mehr Nachrichten fu¨r den Austausch
von Ereignissen beno¨tigt.
2Untersuchungen mit diesem realen Verha¨ltnis werden als ”Beobachtungen mit Grundgranularita¨t” bezeichnet.
Des weiteren werden spa¨ter auch Untersuchungen mit ”ausgewogener Bearbeitungsdauer” (1:1) und ”u¨berwiegender
Dauer der Ereignisbearbeitung” (5:1) betrachtet.
3Auf dem GC/PP wird dem Benutzer stets ein Vielfaches von 4 Doppelprozessorknoten zugewiesen.
4Die angegebenen Zeiten entsprechen der Dauer der Simulationsphase Tsim,n in Sekunden.
5Es wurden nicht immer vollsta¨ndige Meßreihen fu¨r alle Konﬁgurationen ausgefu¨hrt. Ursache waren zum einen
die Belegung des Parallelrechners durch andere Benutzer und in seltenen Fa¨llen Programmabbru¨che wegen Ressour-
cenmangel oder von Hand gestoppte Simulationsla¨ufe wegen extremen Laufzeiten. Fu¨r diese Fa¨lle ﬁnden sich in den
Tabellen und Graphen keine Eintra¨ge.
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Ein noch relativ gutes Verhalten besitzen die strukturorientierten Kegelpartitionierungen, so-
fern sie nicht gro¨ßenbalanciert sind. Mit 4 Prozessoren la¨uft Fan-in-cone nahezu so schnell wie
der sequentielle Simulator. Dieses Ergebnis ist nicht unbedingt befriedigend, aber im Vergleich zu
den anderen Resultaten doch nennenswert. Ursache fu¨r das gute Abschneiden der unbalancierten
Versionen ist die Existenz einiger weniger großer Partitionen. Viele Berechnungen fu¨r im Simu-
lationsmodell benachbarte Objekte geschehen dadurch lokal auf einem Rechner und nur wenige
Nachrichten mu¨ssen verschickt werden. Die Simulation a¨hnelt dadurch eher einer sequentiellen Si-
mulation auf den wenigen Prozessoren mit großen Partitionen, die nur gelegentlich auf Nachrichten
anderer Prozessoren warten mu¨ssen.
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Abbildung 8.1: Speedup, s1196
Balancierte Verfahren tauschen dagegen wesentlich ha¨uﬁger Nachrichten aus, obwohl auch sie
zusammenha¨ngende Schaltungselemente bearbeiten. Hinzukommt, daß in der betrachteten Imple-
mentierung der balancierten Kegelpartitionierungen die Berechnung der Kegel in einer Tiefensuche
(a¨hnlich zu String) erfolgt, so daß bei langen Pfaden durch die Schaltung stark entartete Kegel ent-
stehen6. K/L, Soccer und Round-robin weisen dieselben Tendenzen bezu¨glich der Verlangsamung
mit zunehmenden Prozessoranzahlen auf. Bei s13207 wurde deshalb nur noch eine Testmessung mit
2 Prozessoren durchgefu¨hrt und im folgenden ga¨nzlich auf Round-robin verzichtet.
Abgesehen von den Geschwindigkeitseinbußen ist jedoch festzustellen, daß bei Betrachtung der
Beschleunigungen relativ zu den verteilten Simulationsalgorithmen auf nur einem einzigen Prozes-
sor durchaus Beschleunigungen bei einigen Partitionierungen auftreten, deren Werte im Bereich
zwischen 2 und 8 Prozessoren auch wachsen. Diese Beobachtung zeigt klar die Notwendigkeit der
fairen Bewertung paralleler Simulationszeiten auf Basis der Meßwerte eines wirklich sequentiellen
Simulators.
Da das kleinste Modell in keinem Fall einen realen Speedup oberhalb von ”1” erreichte, wurden
im folgenden keine weiteren Untersuchungen mit Grundgranularita¨t mehr dafu¨r durchgefu¨hrt. Die
Plausibilita¨t der obigen Erkla¨rungen wird anhand der Beobachtungen bei den beiden gro¨ßeren
Modellen s13207 (15709 Objekte) und s35932 (40695 Objekte) belegt, die a¨hnliche Verhalten zeigen.
6Eine balancierte Kegelpartitionierung nach dem Breitensuch-Algorithmus ließe sich leicht in das Framework
integrieren.
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Bei den Untersuchungen des Modells s13207 konnten echte kleinere Speedups gegenu¨ber der
sequentiellen Variante beobachtet werden. Die Beschleunigungswerte sacken jedoch ab einer An-
zahl oberhalb von 4 verwendeten Prozessoren wieder stark ab. Gegenu¨ber der Simulation mit dem
parallelen Algorithmus auf genau einem Prozessor sind wieder die bereits beim ersten Benchmark
beobachteten u¨berzogenen Beschleunigungen zu vermerken, die aufgrund des hier ca. 30-prozentigen
Overheads der verteilten Einprozessorversion gegenu¨ber der sequentiellen Variante eine starke Ver-
zerrung liefern7.
Anzahl Simulationsdauer
Part. RR azykl. Fan-in Fan-out K/L Soccer String
Cones Cones
unbal. bal. unbal. bal.
1 94,69
2 2376,62 54,13 64,92 73,63 55,74 72,83 303,01 80,23 510,82
4 60,77 91,03 69,31 85,63 67,36 183,09 81,22 387,82
8 80,99 87,21 94,73 90,61 107,85 216,98 133,15 338,14
12 84,81 86,77 136,17 90,46 134,38 279,00 197,20 375,70
16 85,32 155,75 167,06 89,97 192,30 360,25 287,93 393,55
24 83,37 76,60 281,86 85,43 272,92 476,84 437,92 503,86
32 83,49 72,94 398,14 88,96 463,38 536,31 520,15 600,19
Tabelle 8.2: Simulationsdauer mit konservativem Verfahren, s13207
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Abbildung 8.2: Speedup, s13207
Die partitionsgro¨ßenbalancierenden Verfahren zeigen eine Verbesserung der Beschleunigung bei
der Erho¨hung der Partitionszahlen bis zu 4 Knoten. Gegenu¨ber der Simulation auf zwei Knoten ge-
winnt man also hier mit der Hinzunahme weiterer Prozessoren. Die Ursache dafu¨r liegt jedoch wohl
in der recht ineﬃzienten Bearbeitung und dem hohem Nachrichtenaufkommen bei einer Simulation
7Bei den ku¨rzeren Laufzeiten von s1196 ﬁel der zusa¨tzliche Aufwand mit u¨ber 40 Prozent noch sta¨rker ins Gewicht.
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auf zwei Rechnern. Ab acht verwendeten Prozessoren bricht die Leistung dieser Methoden wieder
stark ein.
Anzahl Simulationsdauer
Part. azykl. Fan-in Fan-out K/L Soccer String
Cones Cones
unbal. bal. unbal. bal.
1 316,06 306,63
2 283,82 306,57 191,74 284,31 286,87 843,07 246,12
4 156,85 306,71 138,04 164,25 157,50 585,86 139,80
8 112,51 306,37 138,54 104,04 101,66 465,57 171,89 2211,55
12 52,05 305,96 204,78 59,09 135,03 462,95 185,18 2369,40
16 60,03 307,63 206,33 59,40 186,12 412,84 245,51 1702,49
24 52,01 306,69 275,88 77,65 263,25 460,84 273,95 1320,73
32 84,28 307,34 345,01 85,70 334,74 529,44 429,37 1007,46
Tabelle 8.3: Simulationsdauer mit konservativem Verfahren, s35932
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Abbildung 8.3: Speedup, s35932
Die Verfahren der unbalancierten Kegel und der azyklisch Aufteilung zeigen auf niedrigem
Niveau stagnierende Ergebnisse. Der Einﬂuß der Kommunikation bei ersteren ist aufgrund der
stark variierenden Partitionsgro¨ßen gering. Die azyklische Methode versucht prinzipiell einiger-
maßen ausgewogene Partitionsgro¨ßen zu erreichen, was aber bei Modell s13207 nicht gelingt. Es
existiert wenigstens ein sehr großer Zyklus, der bei steigender Prozessoranzahl ein ansonsten mit
dem konservativen Verfahren zu erwartendes gutes Verhalten einschra¨nkt. Die Gesamtlaufzeit ist
somit weitgehend durch die Laufzeit der diesen Teilgraphen enthaltenden Partition limitiert.
Modell s35932 weist prinzipiell ein a¨hnliches Verhalten auf wie die beiden ersten Schaltungen.
Bis zu einer gewissen Prozessoranzahl steigen die Beschleunigungswerte an. Danach stellt sich eine
Sa¨ttigung und die Stagnation der Speedups ein. Erfreulich ist hier jedoch, daß die parallelen Verfah-
ren einen relevanten und merklichen Geschwindigkeitsgewinn erbringen. Das Wachstum des Speed-
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up ist bis zu einer Prozessoranzahl von 12 Knoten zu beobachten und erreicht dabei Spitzenwerte
zwischen 3,5 und 4 (unbalancierte Fan-out-Kegel und azyklisch). Selbst mit einigen balancierten
Verfahren (Soccer und Kegel) ko¨nnen auf bis zu 8 Prozessoren Geschwindigkeitssteigerungen mit
den Faktoren 1,5 und 2 verzeichnet werden. Danach sackt die Kurve wieder stark ab.
Anzahl Bewertungszahlen
Part. RR azykl. Fan-in Fan-out K/L Soccer String
Cones Cones
unbal. bal. unbal. bal.
s13207
1 15709 15709 15709 15709 15709 15709 15709 15709 15709
2 7855 7928 8366 7861 8033 7862 7855 7855 7855
4 3927 4107 7015 3932 6766 3975 3927 3927 3927
8 1964 2862 6325 1970 5917 2016 1964 1964 1964
12 1309 2505 6150 1319 5850 1354 1309 1309 1309
16 982 2343 6082 993 5820 1011 982 982 982
24 655 2166 6033 664 5782 668 655 655 655
32 491 2077 6006 497 5779 498 491 491 491
s35932
1 40685 40685 40685 40685 40685 40685 40685 40685 40685
2 20343 20345 39985 20349 20432 20432 20343 20343 20343
4 10171 10420 39354 10177 10446 10459 10171 10171 10171
8 5086 5645 39354 5092 5460 5472 5086 5086 5086
12 3390 3930 39353 3469 4173 3807 3391 3390 3390
16 2543 3594 39353 2585 4016 2813 2543 2543 2543
24 1695 3315 39353 1718 3891 1842 1695 1695 1695
32 1271 3271 39353 1290 3887 1316 1271 1271 1271
64 3219 636
Tabelle 8.4: Klassiﬁkation der Partitionierungsbalance
Mit zunehmender Modellgro¨ße ergeben sich also wachsende Speedups, die bei gleichzeitiger
Erho¨hung der Partitionsanzahlen wieder abnehmen. Die Vermutung liegt somit nahe, daß in der
betrachteten Applikationsklasse mit der verfu¨gbaren Grundgranularita¨t eine gewisse Mindestanzahl
von Objekten auf einem Simulator (LP) vorhanden sein muß, um Beschleunigungen zu erreichen.
Weiterhin scheint eine einigermaßen ausgewogene Verteilung der Objekte auf alle beteiligten par-
allelen Simulatorkomponenten no¨tig zu sein. Um diese Vermutungen genauer zu untersuchen, legt
Tabelle 8.4 ein Maß fest, das den mo¨glichen Einﬂuß der Partitionierung auf das Laufzeitverhalten
beschreibt. Die fu¨r die einzelnen Verfahren p und Prozessoranzahlen n angegebenen Werte geben
eine gewichtete Kenngro¨ße fu¨r die Ausgewogenheit der Aufteilung wieder. Die Berechnung der Wer-
te wp,n ha¨ngt von der Gesamtanzahl der Objekte nobj im Simulationsmodell und der Anzahl der
jeder Partition Pi zugewiesenen Objekte nPi ab und erfolgte nach folgender Formel:
wp,n =
n∑
i=1
nPi ∗
nPi
nobj
.
Gro¨ßere Partitionen werden somit sta¨rker gewichtet und haben einen maßgeblichen Einﬂuß auf
den berechneten Endwert. Bei gleichgewichtigen Partitionen liegt wp,n nahe beim Idealwert
nobj
n .
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Je mehr Partitionen in der Gro¨ße voneinander abweichen desto sta¨rker na¨hert sich der Wert nobj
an. Große Werte stehen somit fu¨r die Existenz einer oder einiger weniger großer und vieler kleiner
Partitionen.
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Abbildung 8.4: Varianz der Partitionsgro¨ßen (ausgewa¨hlte Beispiele)
Abbildung 8.4 zeigt daru¨ber hinaus die maximalen Abweichungen der Partitionsgro¨ßen vom
berechneten Qualita¨tsmaß der Partitionen fu¨r die Partitionierungsverfahren azyklisch und unba-
lancierte Fan-out-Kegel an, die die besten Beschleunigungswerte besitzen. Insbesondere bei s13207
zeigt sich fu¨r die azyklische Partitionierung die Existenz eines großen Clusters, das die Berech-
nungsdauer der parallelen Variante dominiert. Obwohl die zyklenfreie Partitionierung als optimal
fu¨r das konservative Protokoll mit Deadlockvermeidung betrachtet werden kann, bestimmt das
Vorhandensein eines oder weniger sehr großer Zyklen die Laufzeit.
A¨hnliche Beobachtungen beschreiben auch Kartik und Abraham [KAA92a] in ihrem zeitgesteu-
erten Parallelsimulator. Sie versuchen die Auswirkungen unterschiedlicher Partitionsgro¨ßen durch
Erho¨hen der Puﬀerkapazita¨ten fu¨r Ereignisse in zuku¨nftigen Zeitschritten zu mildern. Dadurch
ko¨nnen Prozessoren bereits vorliegende Ereignisse der nachfolgenden Zeitschritte bearbeiten, auch
wenn einzelne treibende Partitionen aufgrund ihrer Gro¨ße noch in einem vorhergehenden Zeit-
schritt aktiv sind. Fu¨r den Bereich der asynchronen parallelen Logiksimulation ist dieses Verfahren
nicht anwendbar, da einerseits kein von Null verschiedener Lookahead garantiert werden kann und
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andererseits die Ereignisse ohnehin bereits so fru¨h wie mo¨glich ausgefu¨hrt werden8.
Der Einbruch der azyklischen Partitionierung bei Verwendung von mehr als 12 Partitionen
la¨ßt sich ebenfalls auf eine dominante Partition zuru¨ckfu¨hren. Insgesamt scheint die Schaltung
s35932 eine sehr komplexe Struktur aufzuweisen, die jedoch weitgehend auf die Ansteuerung eines
oder weniger Prima¨rausgangssignale ausgelegt ist. Die unbalancierte Fan-in-Kegelpartitionierung
generiert nur eine einzige relevante Partition wa¨hrend die restlichen Simulatoren nur einige wenige
Objekte zugewiesen bekommen. Das erkla¨rt auch die in Tabelle 8.3 auftretenden Laufzeiten, die
mit der der Einprozessorpartitionierung bei String u¨bereinstimmen und quasi eine verlangsamte
sequentielle Simulation darstellen.
Abbildung 8.4 la¨ßt sich entnehmen, daß eine Mindestgro¨ße aller Partitionen nicht unterschritten
werden darf. Vergleicht man die Beschleunigungswerte und die Partitionsgro¨ßen, so fa¨llt auf, daß
die Speedup-Werte einbrechen, sobald die minimale Gro¨ße unter 3000 bis 5000 Gatter fa¨llt. Bei
der betrachteten Grundgranularita¨t sind also mindestens Partitionen dieser Gro¨ßenordnung not-
wendig, um moderate Beschleunigungen durch die Parallelisierung ereignisgesteuerter Simulation
zu erreichen.
Bei den bisher noch nicht diskutierten Partitionierungsverfahren (Soccer, K/L, String) wurde
versucht, die Anzahl der Elemente pro Simulator (unter der Annahme identischer Aktivita¨tsraten)
zu balancieren. Bei diesem Ansatz sind die Prozessoren in etwa gleich stark mit Ereignisbearbeitung
und Nachrichtenversand ausgelastet. Dennoch ergibt sich eine ho¨here Anzahl von Deadlocks und
Ereignisnachrichten, so daß auch bei diesen Verfahren nur moderate Beschleunigungen und dieses
auch erst ab einer gewissen Partitionsgro¨ße erreicht werden.
Das Verha¨ltnis zwischen der Anzahl simulierter Ereignisse pro verschickter Nachricht bezie-
hungsweise der prozentuale Anteil der Gesamtereignisse, der zwischen zwei aufeinanderfolgenden
Deadlocks verarbeitet wurde, ist in den Tabellen 8.5 und 8.6 aufgefu¨hrt9.
ausgefu¨hrte Events / Nachricht
Anzahl s13207 s35932
Part. Fan-out unb. azykl. Soccer Fan-out unb. azykl. Soccer
2 1137542 1096306 4175 3319170 3215512 451
4 191319 151561 1957 996635 665632 655
8 106145 27696 1958 332583 167049 128
12 72391 13517 1324 111233 93782 104
16 54989 13158 180 83425 70335 89
24 36944 9751 266 55617 403 50
32 118126 7748 1373 41713 304 23
64 255 27
Tabelle 8.5: Anzahl der Events pro Ereignisnachricht
Je ho¨her der Wert in Tabelle 8.5 ist, um so weniger Aufwand wurde fu¨r die Synchronisation
der Teilsimulatoren untereinander verwendet. Bei großen Werten arbeiten die einzelnen parallelen
Simulatoren nahezu autonom. Dies triﬀt fu¨r die Partitionierung mit Fan-out-Kegeln zu, da dort im
8Das triﬀt fu¨r den Bereich der geclusterten Partitionen zwar nicht vollsta¨ndig zu, jedoch ist eine Puﬀerung von
Ereignissen zuku¨nftiger Zeitschritte auch nicht fu¨r beliebige Partitionierungsverfahren einsetzbar.
9Die dargestellten Werte wurden als Mittelwert u¨ber alle Partitionen berechnet. Sie a¨hneln den Bewertungsgro¨ßen
von Fujimoto [FUJ88b] und Reed, Malony und McCredie [RMM88a], die die Nullnachrichten- und Deadlockanzahl in
Relation zur Gesamtanzahl aller Nachrichten setzten. Die hier verwendeten Verha¨ltnisse dru¨cken aber eher das Maß
des Overheads in einem konservativen Verfahren aus als die beiden zitierten Bewertungskriterien.
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wesentlichen die Berechnungen in einer sehr großen Partition lokal ohne notwendige Kooperation
mit anderen Prozessoren erfolgen kann. Bei einer Gesamtereigniszahl von 3,8 bzw. 12 Millionen
simulierten Ereignissen fu¨r s13207 und s35932 zeigt sich auch, daß die Soccer-Partitionierung kei-
ne sonderlich gute Realisierung darstellt. Insbesondere bei s35932 wird die Dauer des Versands
einer Ereignisnachricht gerade durch die Ausfu¨hrungszeit der lokalen Ereignisse mit Grundgranu-
larita¨t (Verha¨ltnis 30:1) aufgewogen. Die Simulatoren sind wenigstens zur Ha¨lfte mit Kommunika-
tion bescha¨ftigt. Bei der azyklischen Partitionierung bewegt sich der Aufwand fu¨r Kommunikation
im Verha¨ltnis zur Ereignisevaluierung zumindest bei geringeren Prozessoranzahlen noch innerhalb
sinnvoller Grenzen. Dies spiegelt sich ja auch bei den erreichten Beschleunigungswerten wieder.
Das konservative Verfahren nach dem Deadlock-detection- und -recovery-Verfahren erfordert
neben der Synchronisation durch Ereignisnachrichten aber auch noch weiteren Aufwand zur Be-
handlung von Deadlocks. Der dadurch verursachte Aufwand ist in Tabelle 8.6 beschrieben. Die
Werte geben an, welchen Beitrag zur Bearbeitung aller Ereignisse jede einzelne Deadlockauﬂo¨sung
leistet. Informell ausgedru¨ckt bedeutet das fu¨r jeden Eintrag k: Die Erkennung eines Deadlocks
bewirkt die anschließende Ausfu¨hrung von durchschnittlich k Prozent der Gesamtereignisse. Die
unbalancierte Fan-out-Kegelpartitionierung und die azyklische Aufteilung der Schaltungen verhin-
dert die Entstehung von Deadlocks, da alle Zyklen lokal auf einzelnen Prozessoren abgelegt werden.
Es sind somit ohne zusa¨tzlichen Aufwand zur Deadlockerkennung alle Ereignisse verklemmungsfrei
ausfu¨hrbar, sobald die Kanalzeiten die entsprechenden Werte erreichen.
Bei den Verfahren Soccer und Kernighan-Lin wird das Aufbrechen von Zyklen nicht beru¨ck-
sichtigt. Deshalb laufen die Simulatoren sehr oft in globale Verklemmungen, die explizit behandelt
werden mu¨ssen. Bei den Untersuchungen wurde festgestellt, daß bei Verwendung dieser schnittko-
stenminimierenden Verfahren ein erheblicher Teil des Rechenaufwands fu¨r die Deadlockerkennung
und -auﬂo¨sung beno¨tigt wird.
Prozentualer Anteil aller Events / Deadlock
Anzahl s13207 s35932
Part. Fan-out unb. azykl. Soccer Kern. Fan-out unb. azykl. Soccer Kern.
2 100.0000 100.0000 0.0077 0.0077 100.0000 100.0000 0.0121 0.0121
4 100.0000 100.0000 0.0077 0.0077 100.0000 100.0000 0.0121 0.0121
8 100.0000 100.0000 0.0077 0.0077 100.0000 100.0000 0.0121 0.0121
12 100.0000 100.0000 0.0077 0.0077 100.0000 100.0000 0.0121 0.0121
16 100.0000 100.0000 0.0077 0.0077 100.0000 100.0000 0.0121 0.0121
24 100.0000 100.0000 0.0077 0.0077 100.0000 100.0000 0.0121 0.0121
32 100.0000 100.0000 0.0077 0.0077 100.0000 100.0000 0.0121 0.0121
64 100.0000 0.0121
Tabelle 8.6: Anteilsma¨ßige Ausfu¨hrung der Gesamtereignisse pro Deadlock
Erstaunlicherweise werden bei den betrachteten realen Schaltungen unabha¨ngig vom Partitio-
nierungsverfahren und von der verwendeten Prozessoranzahl jeweils stets exakt dieselbe Anzahl von
Deadlocks in jedem Simulationslauf beobachtet. Daher ru¨hren auch die identischen Zahlenwerte in
Tabelle 8.6. Es scheinen somit nur kleine Gruppen von Objekten mit zyklischer Koppelung fu¨r
die Auslo¨sung von Deadlocks verantwortlich zu sein. Werden Elemente einer solchen Gruppe auf
mehrere Prozessoren verteilt, so wird sofort eine massive Deadlocklawine ausgelo¨st. Besitzt jeder
der beteiligten Partner ein kleinstes auszufu¨hrendes Ereignis mit identischem Zeitstempel und kann
jeder potentiell dem anderen weitere Ereignisse einplanen, so blockieren sie sich gegenseitig bei der
Ausfu¨hrung. Es kommt zum globalen Deadlock aufgrund eines einzigen Zyklus im gesamten Modell
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(s. Abb. 2.13), sobald alle Ereignisse im System mit kleinerem Zeitstempel bearbeitet sind. Bei
den realen Modellen kann diese Konstellation bereits durch Verteilung der beiden ru¨ckgekoppelten
Gatter der Latchstufe eines Flipﬂops erzeugt werden10.
Eine weitere Ursache von Deadlocks stellen selbst bei zyklenfreien Modellen die Existenz zweier
unidirektionaler Nachrichtenkana¨le zwischen zwei LPs dar, wenn diese LPs fu¨r die Simulation von
Clustern aus mehreren Objekten zusta¨ndig sind. Zur Demonstration des Problems genu¨gt eine Ket-
te aus drei Objekten, wobei das erste dem zweiten Objekt Ereignisse einplant und dieses wiederum
das dritte Objekt mit Ereignissen versorgt. Das erste und dritte Objekt wird auf LP1 plaziert,
das mittlere wird LP2 zugewiesen. Da LP1 auf mo¨gliche Ereignisse von LP2 fu¨r das dritte Objekt
warten muß, darf es eventuell bereits vorhandene Ereignisse des ersten Objekts nicht ausfu¨hren. Da-
durch erha¨lt LP2 keine neuen Garantien und beide Prozesse blockieren. Man erha¨lt somit aufgrund
der Clusterung ein identisches Verhalten wie bei der zyklischen Variante. Bei einigen la¨ngeren Si-
mulationsla¨ufen mit zyklenfreien synthetischen Modellen (inv10000 chain, inv64 8 branch) wurden
insbesondere auf diese Art ausgelo¨ste Deadlocks beobachtet und fu¨r verschiedene Partitionierungen
oder Prozessoranzahlen dann auch variierende Deadlockanzahlen festgestellt.
Die verwendeten Schaltkreise ko¨nnen im Kontext der kommunikationsminimierenden Partitio-
nierungen nur als Beispiele verstanden werden. Wird die Reihenfolge der Objekte in der Modell-
beschreibung modiﬁziert, so kann ggf. eine vollsta¨ndig andere Aufteilung der Schaltung generiert
werden. Die negativen Charakteristika, die bei den drei betrachteten Modellen uniform beobachtet
wurden, lassen jedoch vermuten, daß diese Verfahren fu¨r eine eﬃziente Simulation nicht sonder-
lich geeignet sind. Die anderen Algorithmen beru¨cksichtigen die Topologie des Modellgraphen und
generieren somit stets Aufteilungen mit wenigstens a¨hnlichem Aufbau, auch wenn die Partitionen
nicht unbedingt identisch sind.
8.1.1.2 Synthetische Modelle
Bei den synthetischen Benchmarks ko¨nnen die Partitionierungsverfahren entsprechend den nicht
gro¨ßenbalancierten Fan-in- und Fan-out-Kegeln ignoriert werden. Sie generieren stets unabha¨ngig
von der Knotenanzahl lediglich eine einzige Partition11.
Anzahl Simulationsdauer
Part. Fan-in Fan-out K/L Soccer
Cones Cones
bal. bal.
2 16,61 16,69 16,69
4 9,80 9,78 10,26
8 5,95 5,99 703,54
16 4,56 4,06 1462,56 1519,32
24 5,02 4,64 2595,45 2635,11
32 4,26 4,13 3376,80 3744,44
Tabelle 8.7: Simulationsdauer mit konservativem Verfahren, inv64 chain
Die Aufteilungen bei der azyklischen und bei der String-Methode entsprechen im wesentli-
chen der mit balancierten Cone-Methoden generierten. Im Falle von ru¨ckgekoppelten Schaltungen
10Tatsa¨chlich wurde dieses Aufsplitten z.B. bei der Stringpartitionierung fu¨r die Modelle s13207 und s35932
beobachtet.
11Mit Ausnahme der Branchmodelle.
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invn cycle und invn k cs macht die zyklenfreie Aufteilung keinen Sinn, da alle Objekte in ei-
ner einzigen Schleife enthalten sind. Deshalb wurden im folgenden nur die beiden balancierten
Kegelverfahren sowie K/L und Soccer betrachtet.
Die Laufzeiten der Simulationen sind fu¨r zwei verschieden große Schaltungen in den Tabellen
8.7 und 8.8 dargestellt. Die Ergebnisse a¨hneln auch hier stark denen bei den realen Schaltungen.
Die Partitionierungen, die die Topologie der Schaltung beru¨cksichtigen, generieren beim Start mit
zunehmender Prozessoranzahl fu¨r die kleinen Schaltungen relativ zur Simulation auf weniger Pro-
zessoren scheinbaren Speedup. Die absoluten Werte in Relation zum sequentiellen Simulationslauf
zeigen allerdings vernichtende Geschwindigkeitseinbußen. Bei den kommunikationsminimierenden
Aufteilungen (K/L, Soccer) steigt die Laufzeit der parallelen Simulation meist bereist von Anbeginn
mit zunehmender Knotenzahl.
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Abbildung 8.5: Speedup, inv64*
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Die gro¨ßeren Benchmarks erreichen wesentlich bessere Werte, die aber dennoch unterhalb der
erhoﬀten linearen Beschleunigung liegen. Die Fan-out-Kegelpartitionierung generiert z.B. fu¨r Modell
inv10000 chain trotz blockweiser Anordnung der Objekte als Pipelinestufen lediglich zwischen 10
und 20 Prozent der theoretisch zu erwartenden Speedup-Werte (Abb. 8.6). Fu¨r die zehnmal gro¨ßere
Schaltung inv100000 chain (Abb. 8.7) wird mit demselben Partitionierungsverfahren immerhin eine
Eﬃzienz von 30 Prozent erreicht.
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Abbildung 8.6: Speedup, inv10000*
Bei allen anderen ku¨nstlichen Modellen ergaben sich a¨hnliche Tendenzen, weshalb auf die Wie-
dergabe der reinen Laufzeiten in Tabellenform verzichtet werden kann und lediglich die Trends in
den Graphen (Abb. 8.5 und 8.6) fu¨r den erreichten Speedup dargestellt werden.
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Anzahl Simulationsdauer
Part. Fan-out bal. Soccer
1 1177,61
2 871,57 871,71
4 512,48 507,81
8 271,91 1510,06
16 143,81
24 100,61
32 82,60
Tabelle 8.8: Simulationsdauer mit konservativem Verfahren, inv100000 chain
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Abbildung 8.7: Speedup, inv100000 chain
8.1.2 U¨bereinstimmung mit der Leistungsvorhersage der CPA
In Kapitel 7.4.1 wurden anhand der Kritische-Pfad-Analyse Versuche u¨ber die maximal mo¨gliche
Beschleunigung der betrachteten Schaltungen unter der Annahme unbegrenzter Ressourcen durch-
gefu¨hrt. Die dort gefundenen Ergebnisse weichen gravierend von den unter realen Bedingungen mit
konservativen Methoden erreichten Resultaten ab. In diesem Abschnitt soll es nun darum gehen,
das theoretisch vorhandene Parallelisierungspotential unter Einbeziehung verschiedener Partitionie-
rungen zu untersuchen, um somit ein realistischeres Maß der Beschleunigbarkeit zu erhalten. Dabei
wird zuna¨chst die Berechnung des kritischen Pfads unter Vernachla¨ssigung der Kommunikations-
zeit durchgefu¨hrt. Anschließend werden auch verschieden hohe Aufwa¨nde fu¨r die Kommunikation
in dieses Kostenmodell integriert.
8.1.2.1 Reine CPA ohne Kommunikation
Partitionierungsverfahren, bei denen eine Balancierung in Hinblick auf die Objektanzahl vorge-
nommen wird, schneiden bei den CPA-Berechnungen extrem gut ab. Relativ zur Prozessoranzahl
erreichen die Bewertungen Eﬃzienzvoraussagen von 70 bis 75 Prozent.
Die bei den realen Messungen aufgetretenen Verlangsamungen insbesondere bei kommunika-
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tionsaufwendigen Partitionierungen wie Round-robin konnten hier nicht beobachtet werden. Auf-
grund der Clusterung einer großen Anzahl von Objekten auf den Prozessoren sind diese theoretisch
die u¨berwiegende Zeit ausgelastet. Die relevanten Kommunikationskosten, die das konservative Ver-
fahren drastisch bremsen, werden bei der CPA-Methode zuna¨chst ignoriert. Diese Ergebnisse zeigen,
daß eine alleinige Betrachtung des kritischen Pfads ohne Beru¨cksichtigung der Kommunikationsko-
sten auf einer Parallelrechnerumgebung mit verteiltem Speicher nicht ausreicht, um eine ada¨quate
Voraussage des vorhandenen Parallelisierungsvermo¨gens machen zu ko¨nnen.
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Abbildung 8.8: Kommunikationsfreie CPA mit Partitionierung
Allerdings fa¨llt auch bei der Kritische-Pfad-Analyse das extreme Verhalten von Schaltungen
auf, die extrem große Zyklen haben. Der mit der azyklischen Partitionierung selbst mit der CPA
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erreichbare Speedup liegt fu¨r Modell s13207 bei wachsender Prozessoranzahl stets und nahezu
konstant unterhalb von 3 (Abb. 8.8b), da die Simulationszeit wie bereits beim parallelen Ablauf
von der sequentiellen Abarbeitung innerhalb einer entsprechend großen Partition dominiert wird.
Dies gilt in versta¨rktem Maße auch fu¨r die unbalancierte Fan-out-Kegelpartitionierung, die einen
recht großen Kegel ab einer gewissen Partitionisanzahl nicht weiter zerlegt und somit zu einer die
Simulationsdauer bestimmenden Partition fu¨hrt.
Die Existenz weniger langer Zyklen, die die bei balancierter Aufteilung zu erwartende Partiti-
onsgro¨ße wesentlich u¨berschreiten, la¨ßt also bereits auf ein niedriges Parallelisierungspotential einer
Schaltung bei Verwendung konservativer Verfahren schließen, da dann entweder:
• eine dominante Partition existiert, die die Laufzeit derjenigen der sequentiellen Simulation
anna¨hert, oder
• viele Deadlocks (u¨ber Prozessorgrenzen hinweg) auftreten ko¨nnen, da Zyklen nicht lokal be-
handelt werden, oder
• viele Nullnachrichten zur Vermeidung der Deadlocks innerhalb prozessoru¨bergreifender Zy-
klen beno¨tigt werden.
Mit Hilfe der zyklenfreien Partitionierung la¨ßt sich das Vorhandensein einer solchen Partition
leicht nachweisen. Ergibt die CPA-Berechnung bereits ohne Beru¨cksichtigung der Kommunikation
sehr schlechte CPA-Werte, so ist in einem realen konservativen Verfahren auch nicht mit hohen
Beschleunigungen zu rechnen.
Die von der reinen CPA prognostizierte Geschwindigkeitssteigerung ist nicht unbedingt gerecht-
fertigt. Sie geht von in der Praxis nicht realisierbaren Annahmen bezu¨glich der Kommunikations-
hardware aus. Lediglich als Ausscheidungskriterium wie im Falle der azyklischen Partitionierung
fu¨r Schaltung s13207 kann die CPA bereits ohne Bewertung der Kommunikation maßgeblich sein.
8.1.2.2 Beru¨cksichtigung konstanter Kommunikationsdauer fu¨r CPA
Die Beru¨cksichtigung realer Kommunikationskosten bei der Abscha¨tzung der Speedup-Mo¨glichkei-
ten scheint also unabdingbar fu¨r eine gerechtfertigte Beurteilung. Die Gewichtungsfaktoren zwi-
schen Kommunikations- und Ereignisgranularita¨t werden wie im Fall einer virtuell unbeschra¨nkten
Prozessoranzahl so gewa¨hlt, daß einmal Kommunikation und Berechnung im Gleichgewicht ste-
hen und andererseits die Kommunikation die U¨berhand erha¨lt. Die bisher betrachteten Ergebnisse
stehen fu¨r ein extremes U¨berwiegen der Ereignisberechnungen.
In den Betrachtungen wurde aufgrund der in Tabelle 7.9 beschriebenen Verzerrungen bei Mes-
sungen mit der Grundgranularita¨t von 10 µs pro Ereignis eine ku¨nstliche Erho¨hung der Granularita¨t
auf 300 µs vorgenommen. Bei Gleichgewicht zwischen Berechnung und Kommunikation wird die
Nachrichtenlaufzeit somit mit demselben Wert belegt. Beim U¨berwiegen des Kommunikationsauf-
wands wird die Kommunikationsdauer (entsprechend dem realen Fall auf dem GC/PP) mit dem
30-fachen Wert (hier also 9 ms) veranschlagt.
Abb. 8.9a zeigt, daß bei Gleichgewichtung der beiden Parameter die Beschleunigungsvorhersa-
gen fu¨r das kleine Modell s1196 immer noch unrealistisch hohe Werte liefern. Erst bei Verwendung
des realen Verha¨ltnisses brechen die Beschleunigungsvorhersagen ein (Abb. 8.9b). Sie liegen zwar
immer noch stark oberhalb der im parallelen Verfahren beobachteten Laufzeiten, geben aber schon
eine etwas desillusioniertere Perspektive auf die Beschleunigungsmo¨glichkeiten der parallelen Simu-
lation wieder.
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Abbildung 8.9: Kommunikationsbehaftete CPA mit Partitionierung, s1196
Die beiden gro¨ßeren Modelle s35932 und s13207 zeigen dagegen auch bei Beru¨cksichtigung der
Kommunikationsdauer ein unvera¨ndertes Verhalten (Abb. 8.10 und 8.11). Um auszuschließen, daß
diese Ergebnisse durch die Erho¨hung der Granularita¨t ungerechtfertigt hoch ausfallen, wurde fu¨r
s13207 eine Kontrollmessung mit unvera¨nderter Ereignisbearbeitungsdauer und Kommunikations-
dauer 300 µs durchgefu¨hrt. Die beobachteten Ergebnisse in Abb. 8.11b und c sind jedoch identisch,
so daß diese Parameterwahl als Einﬂußfaktor ausscheidet. Das CPA-Verfahren sagt selbst bei Ein-
beziehen der Kommunikation eine erhebliche Beschleunigung voraus, die mit den realen parallelen
Verfahren nicht erreicht werden konnte.
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Abbildung 8.10: Kommunikationsbehaftete CPA mit Partitionierung, s35932
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Das recht seltsame Voraussageverhalten der CPA wurde am Beispiel der Soccer-Partitionierung
fu¨r das Modell s13207 weiter untersucht. Insgesamt erreicht das Soccer-Verfahren das urspru¨nglich
in es gesetzte Ziel, die Anzahl der Nachrichten zu minimieren, recht gut. Bei den Untersuchungen
des konservativen Verfahrens liegt das Verha¨ltnis von Ereignissen zu Nachrichten bei wenigstens
30:1 fu¨r die Soccerpartitionierung12.
0
2
4
6
8
10
12
14
16
18
12 4 8 12 16 24 32
sp
ee
du
p
proc
Acyclic
RoundRobin
Soccer
FanO unb.
0
2
4
6
8
10
12
14
16
18
12 4 8 12 16 24 32
sp
ee
du
p
proc
Acyclic
RoundRobin
Soccer
FanO unb.
a) Gleichgewicht b) Reale Kommunikationskosten
0
5
10
15
20
25
12 4 8 12 16 24 32
sp
ee
du
p
proc
Acyclic
RoundRobin
Soccer
FanO unb.
c) Reale Kommunikationskosten (bei Granularita¨t 10 µs)
Abbildung 8.11: Kommunikationsbehaftete CPA mit Partitionierung, s13207
Die mittels CPA prognostizierten Beschleunigungswerte brechen bei der Beru¨cksichtigung der
Kommunikation erst ein, wenn der Aufwand zwischen Kommunikation und Berechnungskosten das
Verha¨ltnis 400:1 erreicht, d.h. der Versand einer Nachricht sich in der Gro¨ßenordnung von 4 ms
bewegt. Ab einer Nachrichtengranularita¨t von 25 ms kommt der Speedup ga¨nzlich zum Erliegen.
12Dieser Wert stammt aus der Messung mit 16 Prozessoren; bei Verwendung von 8 Prozessoren ergibt sich ein
besseres Verha¨ltnis von ca. 250:1.
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Die Ergebnisse decken sich bei Messungen unter Verwendung der Ereignisla¨ngen von 10 µs und
300 µs.
Modell s35932 weist ein im Sinne der Parallelisierbarkeit a¨hnliches Verha¨ltnis zwischen Nachrich-
ten und Ereignisauswertungen auf. Der Break-even-Wert zwischen sequentieller und vorhergesagter
Leistung der parallelen Verfahren liegt hier spa¨ter als fu¨r Schaltung s13207 bei einer Nachrichten-
granularita¨t von 100 ms. Der Einbruch der u¨bersteigerten CPA-Werte ﬁndet ebenfalls erst ab einer
simulierten Nachrichtenlaufzeit von 15 ms statt.
8.1.2.3 Zusatzaufwand durch konservative Verfahren
Da sich die realen Kommunikationskosten tatsa¨chlich aber nicht in diesen Gro¨ßenordnungen von
wenigen Mikrosekunden bewegen sondern mehrere Hundertstel Mikrosekunden bis einige Millise-
kunden betragen, stellt sich nun die Frage, warum die Voraussagen fu¨r die zu erwartenden Beschleu-
nigung bei Modellierung des realen Kommunikationsverhaltens dermaßen unzuverla¨ssige Ergebnisse
liefert. Zur Kla¨rung wurden die maximale und mittlere Blockadedauer aufgrund fehlender Garantien
fu¨r die einzelnen LPs und die Zeit zur Deadlockauﬂo¨sung betrachtet (Tabelle 8.9).
Modell Partitionierung Blockadeanteil Deadlockanteil
an der Gesamtdauer
Alg. Knoten max. avg.
s13207 a 8 35 6 0
s35932 a 8 50 14 0
s13207 a 16 37 3 0
s35932 a 16 55 19 0
s13207 c 8 3 1 0
s35932 c 8 97 12 0
s13207 c 16 92 6 0
s35932 c 16 97 12 0
s13207 D 8 69 42 18
s35932 D 8 29 20 0
s13207 D 16 77 39 21
s35932 D 16 60 32 15
s13207 k 8 33 21 9
s35932 k 8 12 8 3
s13207 k 16 52 25 19
s35932 k 16 26 14 6
s13207 s 8 56 32 15
s35932 s 8 32 20 8
s13207 s 16 63 33 22
s35932 s 16 46 25 11
Tabelle 8.9: Blockade- und Deadlockauﬂo¨sungsanteil, reale Schaltungen
Gemessen wurde bei der Deadlockauﬂo¨sung die Zeit, die beno¨tigt wird, um u¨ber den Versand
je einer Nachricht vom Kontrollprozeß an jeden beteiligten LP die Verklemmung aufzulo¨sen. Der
Aufwand fu¨r die eigentliche Erkennung la¨ßt sich nicht klar erfassen, da eine Verklemmung schritt-
weise alle Prozessoren einbezieht und erst bei der Ankunft des Tokens beim Kontrollprozeß nach
wenigstens einer Runde eine Aussage u¨ber den Zustand des Systems getroﬀen werden kann. Da
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bei der Freigabe jedoch auch schrittweise die informierten Prozessoren wieder in einen aktiven Zu-
stand wechseln noch bevor alle LPs von der Auﬂo¨sung Kenntnis erhalten, repra¨sentiert die Zeit
zur Deadlockauﬂo¨sung auch teilweise die Kosten der Verklemmungsphase. Die Werte stellen somit
untere Grenzen fu¨r den jeweiligen Anteil an der Gesamtlaufzeit dar.
Man erkennt an den maximalen Blockadeanteilen, daß einzelne Simulatoren zum Teil u¨ber 90
Prozent der Zeit blockieren und selbst bei niedrigeren Blockadeanteilen weitere 10 bis 20 Prozent
der Laufzeit alleine zum Auﬂo¨sen der Deadlocks beno¨tigen. Insbesondere ist die Zeit vor Eintreten
und Erkennen der globalen Deadlocks, in der die Parallelita¨t mitunter drastisch sinkt, in letzterer
Gro¨ße nicht enthalten. Sie wird nur zum Teil von der Blockadezeit abgedeckt.
Bei azyklischen Partitionierungen (a), die keine Deadlocks zulassen, blockieren einzelne Simula-
toren u¨ber 50 Prozent der Laufzeit. Erstaunlich sind die hohen Blockadezeiten bei nichtbalancierten
Partitionierungen. Die teilweise extremen Maximalwerte bei Kegelpartitionierung (c und D) sind je-
doch nicht unbedingt auf die mangelnde Anzahl zugewiesener Objekte zuru¨ckzufu¨hren. Die auf den
betroﬀenen Simulatoren ausgefu¨hrten Ereignisse entsprechen bei s13207 weitgehend dem Durch-
schnitt aller Prozessoren oder liegen sogar daru¨ber. Lediglich bei den Fan-in-Kegel-Verfahren (c)
von s35932 konzentrieren sich die Objekte auf eine extrem große Partition.
Auch bei der Soccer-Partitionierung (s), die allen LPs die gleiche Anzahl von Objekten zu-
ordnet, ﬁnden sich relative hohe Wartezeiten bei einzelnen Simulatoren bei a¨hnlich ausgewogener
Ereignisverteilung.
Es fa¨llt bei diesen vielfa¨ltigen Aspekten und Beobachtungen nicht leicht, eine allgemeine Schluß-
folgerung zu ziehen. Der Aufwand durch die Blockade an Kommunikationskana¨len mit nicht aus-
reichenden Garantien spielt auf jeden Fall eine nicht zu vernachla¨ssigende Rolle bei dem betrach-
teten konservativen Simulationsverfahren. Ebenso ist der zu erbringende Overhead fu¨r die Dead-
lockauﬂo¨sung ein gewisser Kostenfaktor, der durch eine ungu¨nstige Partitionierung (z.B. Zulassen
von prozessoru¨bergreifenden Zyklen) stark beeinﬂußt werden kann.
Die Untersuchungen zeigen insgesamt, daß die Aufteilung der Schaltungen ein wichtiger Ein-
ﬂußfaktor auf die Leistungsfa¨higkeit der parallelen Simulation darstellt. Sie ist jedoch nicht die
einzige maßgebliche Gro¨ße, wie die Betrachtungen bezu¨glich der Nachrichtenlaufzeiten bei der CPA-
Analyse erkennen lassen.
8.1.3 Erho¨hung der Granularita¨t
Angesichts der bescheidenen Beschleunigungsmo¨glichkeiten des konservativen Basisverfahrens trotz
sehr guter CPA-Prognosen stellt sich die Frage, ob die niedrige Granularita¨t der Applikationsklasse
Ursache dieses Verhaltens ist. Eventuell lassen sich fu¨r Simulationsla¨ufe komplexerer Anwendun-
gen, die eine wesentlich aufwendigere Funktion zur Berechnung der Ereignisse besitzen, bessere
Ergebnisse erzielen. Aus diesem Grund wurden die Messungen aus Abschnitt 8.1.1 mit ku¨nstlich
erho¨hten Granularita¨ten bei der Ereignisbearbeitung analog zu Kapitel 7.3.3 durchgefu¨hrt. Die Un-
tersuchungen erfolgten wiederum mit ausgewogener Bearbeitungsdauer zwischen Ereignissen und
Nachrichten und mit einem starken U¨berhang der Eventgranularita¨t (5 : 1). Die Ergebnisse werden
fu¨r die realen Benchmarks s1196, s13207 und s35932 in den Tabellen 8.10 – 8.12 dargestellt.
Bei sequentiellen Laufzeiten von 61 bzw. 316 Sekunden erreichten die Experimente mit dem
kleinen Modell s1196 bereits bei einer gleichgewichtigen Verteilung der Granularita¨ten Beschleu-
nigungen bis zum Faktor 4 bei 8 verwendeten Prozessoren. Solche Ergebnisse wurden im Basis-
verfahren erst mit der gro¨ßten untersuchten Schaltung s35932 erreicht. Eine weitere Erho¨hung der
Granularita¨t lieferte keine weiteren Verbesserungen. Typischerweise wird aber hier wie auch bei den
nachfolgend betrachteten Benchmarks wieder ein Leistungseinbruch bei steigender Prozessoranzahl
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beobachtet, der sich im Ru¨ckgang der Beschleunigungswerte zeigt. Diese Stagnation tritt jedoch
erst ab einer Knotenzahl von 8 auf und erfolgt auf einem wesentlich ho¨heren Niveau.
Anzahl Simulationsdauer
Part. RR azykl. Fan-in-cones Fan-out-cones K/L Soccer
unbal. bal. unbal. bal.
Ausgeglichene Granularita¨t
2 93,68 56,74 59,02 50,92
4 101,02 36,22 27,42 30,38 32,67 81,39 81,69 60,02
8 141,84 23,76 15,67 111,40 26,12 119,71 129,22 113,07
16 252,81 28,02 23,56 207,71 32,54 230,34 220,57 234,74
32 30,80 15,90 472,09 39,91 629,91 538,30
U¨berwiegen der Ereignisla¨ngen
2 265,15 288,49 201,09 192,72
4 181,91 187,29 144,65 160,29 170,12 223,92 177,17 156,10
8 197,12 124,36 81,40 226,25 137,62 233,02 199,48 167,19
16 292,45 142,53 118,52 303,05 166,77 316,90 262,92 271,78
Tabelle 8.10: Simulationsdauer mit variierter Granularita¨t, s1196
Die Speedup-Graphen (Abb. 8.12) des mittleren Modells s13207 folgen in ihrem tendenziellen
Verhalten zum einen ebenfalls dem Simulationsverhalten mit Grundgranularita¨t und andererseits
den bei s1196 mit verla¨ngerter Ereignisbearbeitungszeit beobachteten Trends. Die Beschleunigungs-
faktoren steigen hier bis zu Werten von 5 auf 16 Prozessoren um anschließend wieder abzusinken.
Bei weiterer Erho¨hung der Ereignisbearbeitungsdauer ist jedoch bei den gro¨ßenbalancierten Parti-
tionierungen ein weiteres Ansteigen auf Werte zwischen 8 und 9 mit 32 Prozessoren zu beobachten.
Anzahl Simulationsdauer
Part. azykl. Fan-in-cones Fan-out-cones K/L Soccer
unbal. bal. unbal. bal.
Ausgeglichene Granularita¨t
2 964,15 1158,38 932,95
4 1107,04 1639,52 651,78 1546,24 647,51 561,34 561,75
8 1484,65 1586,19 503,37 1615,88 478,58 470,97 410,63
16 1550,73 1329,46 349,51 1608,66 386,80 478,28 412,81
32 1593,42 1331,86 465,10 1609,27 519,42 633,65
U¨berwiegen der Ereignisla¨ngen
2 5070,50 5349,46 4748,28
4 5835,45 8648,55 3278,15 8150,05 3267,11 2471,22 2749,12
8 6394,64 8359,89 2401,34 8511,33 2204,37 1803,07 1759,89
16 6748,04 4864,68 1311,29 8414,40 1383,73 1357,58 1181,00
24 8438,67 1061,31
32 8425,79 7020,34 1001,96 8407,16 1039,09 1067,34
Tabelle 8.11: Simulationsdauer mit variierter Granularita¨t, s13207
Durch die Aufbla¨hung des Berechnungsaufwands fallen die Kommunikationszeiten und die
Blockadezeiten sogut wir nicht mehr ins Gewicht. Die Nachrichten ko¨nnen entsprechend schnell
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zugestellt werden, weil bei einer Balancierung der Objekte weitgehend alle Prozessoren stets
bescha¨ftigt sind und die Erho¨hung der Garantien scheinbar schnell genug voranschreitet. Lediglich
bei der Soccer-Partitionierung ist ein leichtes Abﬂachen der Kurve ab 16 Prozessoren zu bemerken.
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Abbildung 8.12: Gegenu¨berstellung verschiedener Granularita¨ten fu¨r Modell s13207
Die unbalancierten Verfahren schneiden dagegen schlecht ab. Mit der azyklischen Variante ist
ohnehin kein Speedup oberhalb von 2,5 zu erwarten (siehe CPA-Ergebnisse). Die Kegelverfahren
versagen ebenfalls bei Erho¨hung der Granularita¨t. Allerdings erreichen alle Methoden mit einer
niedrigeren Simulationsdauer als die Laufzeiten des sequentiellen Simulators mit 1707 bzw. 8734
Sekunden auch bei gro¨ßeren Knotenanzahlen Speedup-Werte, die zwar nur marginal aber dennoch
oberhalb von ”1” liegen.
Anzahl Simulationsdauer
Part. azykl. Fan-in-cones Fan-out-cones Soccer
unbal. bal. unbal. bal.
Ausgeglichene Granularita¨t
2 2881,63 3720,57
4 1737,16 5199,97 1768,52 1877,64 1854,26 1752,35
8 1191,13 5197,37 1203,95 1324,93 1327,57 985,15
16 737,40 5203,38 767,36 855,59 710,32 670,70
32 1137,11 5200,66 682,75 874,88 544,79 663,09
U¨berwiegen der Ereignisla¨ngen
2 15292,09 19362,73
8 6142,86 27314,23 6026,97 6869,02 6876,41
16 3833,32 27335,13 3396,24 4442,98 3021,59 2710,05
24 3470,89 2070,66
32 5911,02 27322,79 2180,14 4449,18 1490,77 1762,01
Tabelle 8.12: Simulationsdauer mit variierter Granularita¨t, s35932
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Die Resultate der Experimente mit dem gro¨ßten Modell s35932 schließen sich den bisherigen
Beobachtungen an. Durch die Erho¨hung der Ereignisgranularita¨t und die weitere Zunahme der
parallel ausfu¨hrbaren Ereignisse steigen die Beschleunigungszahlen der balancierten Partitionie-
rungsverfahren bereits bei gleichgewichtigem Aufwand auf Werte bis 9,9 bei 32 Prozessoren. Ein
Einbruch der Leistung ist nicht zu beobachten. Die anderen Partitionierungsverfahren erreichen
ebenfalls Speedups zwischen 6,3 und 7,3 bei 16 Prozessoren. Lediglich die prinzipiell stets eine
einzige große Partition generierende Fan-in-Kegelpartitionierung kann natu¨rlicherweise keine Be-
schleunigung erreichen.
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Abbildung 8.13: Gegenu¨berstellung verschiedener Granularita¨ten fu¨r Modell s35932
Bei weiterer Erho¨hung der Ereignisgranularita¨t gelangen die Meßwerte in den Bereich der die
Kommunikation beru¨cksichtigenden CPA-Vorhersagen. Der Einbruch mit balancierten Partitionie-
rungsmechanismen bleibt aus und ein Anwachsen der Beschleunigung auf 18,3 mit 32 Prozessoren
wurde beobachtet. Die nichtausgewogenen Aufteilungen bleiben in ihrer Leistung unvera¨ndert.
Bezogen auf eine Gesamtlaufzeit der sequentiellen Simulation von 5392 bzw. 27278 Sekunden
(resp. 1,5 und 7,5 Stunden) bedeutet die mo¨gliche Reduktion der Simulationsdauer auf 10 bzw. 25
Minuten bereits erhebliche Zeitgewinne. Insgesamt zeigt sich bei der Modiﬁkation der Granularita¨t
fu¨r eine reale parallele Implementierung, daß hierin ein großes Potential zum Erreichen signiﬁkanter
Beschleunigungen liegen kann. Allerdings na¨hern sich die grobgranularen Modelle durch die Reduk-
tion der Bedeutung von Kommunikationskosten bei wachsender Ereignisdauer mehr und mehr ei-
nem datenparallelen Bearbeitungsmodell an, das in regelma¨ßigen Phasen fu¨r eine kurze Zeit Daten
miteinander austauscht, um anschließend wieder in einen la¨ngeren Berechnungszyklus einzutreten.
Aufgrund der Behandlung der Nachrichten innerhalb einen Kommunikationskoprozessors wird die
Berechnung der Ereignisnachrichten wa¨hrend des Nachrichtenempfangs nicht einmal unterbrochen,
so daß die A¨hnlichkeit der beiden Algorithmenklassen noch versta¨rkt wird. Es kommt nicht mehr
so sehr darauf an, wann die Nachrichten versandt werden, sondern es ist lediglich wichtig, daß
entsprechende Informationen rechtzeitig vorliegen, damit die Simulatoren ungesto¨rt weiterarbeiten
ko¨nnen.
Eine allgemeine Transformation von Schaltungen auf Gatterebene in ein grobgranulares Modell
ist jedoch, wie bereits in Kapitel 7.4.2 erwa¨hnt, nicht mo¨glich, so daß die hier gefundenen Ergeb-
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nisse mo¨glicherweise fu¨r andere Applikationsklassen relevant sind, aber im Bereich der parallelen
Simulation von Schaltungen nicht direkt verwendet werden ko¨nnen.
8.1.4 Einﬂuß des Cluster-Mappings
Aufgrund der Clusterung vieler einzelner Objekte, von denen jedes in den Grundverfahren der
parallelen ereignisgesteuerten Simulation als eigensta¨ndiger LP modelliert wird, stellte sich die
Frage, ob man durch das in DVSIM vorgenommene Verschmelzen der LPs und Nachrichtenkana¨le
nicht Parallelita¨tspotential verschenkt, da einzelne Objekte aufgrund zusa¨tzlicher Randbedingungen
durch andere Objekte blockieren.
Um die Gro¨ße der Cluster und dadurch mo¨glicherweise ku¨nstlich konstruierte Wartebedingungen
zu reduzieren, wurde die Clusteranzahl erho¨ht und mehrere Cluster auf einem Prozessor plaziert.
Die Verteilung bleibt dabei weitgehend dem Kommunikationssystem PVM u¨berlassen und erfolgt
entsprechende einer Round-robin-Zuteilung nach den Partitionsnummern. Es gibt somit kein in-
telligentes Mapping, das z.B. Kommunikationsaufwand oder Topologie des Verbindungsnetzwerks
beru¨cksichtigt. Eine Integration in die Partitionierungsalgorithmen wa¨re jedoch durch eine zweite
Partitionierungsstufe denkbar, die die Schnittkosten der Partitionen beru¨cksichtigt und durch eine
einfache Permutation der Partitionsnummern dafu¨r sorgt, daß stark zusammenha¨ngende Teilkom-
ponenten denselben Prozessoren zugewiesen werden. Außerdem handelt es sich bei der Erho¨hung
der Anzahl von LPs um eine Parallelisierung mittels schwergewichtiger Prozesse, die miteinan-
der nicht sonderlich eﬃzient kommunizieren. Eine Betrachtung mit kleineren LPs, die als einzelne
Threads innerhalb eines einzigen Prozesses ablaufen, wurde nicht durchgefu¨hrt.
Die Untersuchungen wurden am realen Modell s35932, das relativ zu den anderen Modellen
bereits bei der Grundgranularita¨t ein recht gutmu¨tiges Verhalten zeigte, durchgefu¨hrt. Dazu wurden
8, 16, 32 und 64 Partitionen auf 8, 16 bzw. 32 Prozessoren verteilt so daß sich eine Partitionsdichte
zwischen 1 und 8 pro Prozessor ergab. Aus diesen Parametern sollte man wenigstens Trends ableiten
ko¨nnen, um die Notwendigkeit einer tiefergehenderen Untersuchung beurteilen zu ko¨nnen.
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Abbildung 8.14: Einﬂuß der Clusteranzahl pro Prozessor, s35932
Trotz zunehmender Zuweisung mehrerer LPs pro Rechnerknoten ist keine Verbesserung der
Laufzeiten aufgrund ho¨herer Flexibilita¨t beim Scheduling der LPs im Gegensatz zu den Versionen
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mit maximal einem LP pro Prozessor zu bemerken (Abb. 8.14), die darauf schließen la¨ßt, daß die
Verwendung mehrerer kleiner Cluster zu einer eﬀektiveren Bearbeitung fu¨hren ko¨nnte. Insgesamt
bleibt die Anzahl der von einem Prozessor zu bearbeitenden Objekte konstant, da die Partitionen
mit wachsender Clusterzahl kleiner werden13. Es ist nach den vorliegenden Ergebnissen sogar eher
davon auszugehen, daß der Overhead zur Synchronisation der einzelnen LPs durch die fortschrei-
tende Zerlegung wa¨chst. Mit jeder Verdoppelung der Clusteranzahl erho¨ht sich die Laufzeit um das
0,3- bis 1,1-fache des Vorga¨ngerwerts.
Die Na¨he der beiden Kurven fu¨r 16 und 32 Prozessoren zeigt, daß bei der Reduktion von 32 auf 16
Prozessoren und der damit verbundenen Belastung der Prozessoren mit der doppelten Clusteranzahl
wohl wegen der kleinen Partitionsgro¨ße scheinbar noch freie lokale CPU-Kapazita¨ten aufgrund von
Blockaden vorhanden sind, die zur Simulation der neu zugewiesenen Cluster ausgenutzt werden
ko¨nnen.
Bei einer weiteren Halbierung der Prozessoranzahl auf 8 beno¨tigen jedoch die einzelnen Rechner-
knoten einen entsprechend hohen Rechenaufwand fu¨r die Simulation der bereits davor vorhandenen
Cluster, so daß sich die Simulationsdauer insgesamt erho¨ht. Die bei acht Clustern und der azykli-
schen Partitionierung beobachtete schlechtere Laufzeit mit 16 bzw. 32 Prozessoren la¨ßt sich nicht
eindeutig erkla¨ren. Mo¨glicherweise geht dieses Verhalten auf die Tatsache zuru¨ck, daß mehr Prozes-
soren vorhanden sind als von den LPs fu¨r das Mapping tatsa¨chlich beno¨tigt werden. Die Abbildung
der Simulationsprozesse auf die Knoten der Parallelrechnerarchitektur ko¨nnte deshalb ungu¨stiger
sein. Diese Mutmaßung hat jedoch recht spekulativen Charakter.
Inwieweit die Verwendung der schwergewichtigen Prozesse fu¨r die Leistungseinbru¨che verant-
wortlich ist, konnte ebenfalls nicht eindeutig gekla¨rt werden, da der Vergleich zur einer sich auf
gemeinsamem Speicher synchronisierenden Threadarchitektur fu¨r die LPs fehlt. Es ist jedoch zu
vermuten, das das Scheduling der schwergewichtigen Prozesse starken Aufwand generiert. Weiterhin
tauschen die lokal auf demselben Prozessor angesiedelten LPs nach wie vor die Ereignisnachrichten
u¨ber den PVM-Nachrichtenmechanismus aus, wodurch sich die steigenden Laufzeiten aufgrund des
erho¨hten Overheads bei wachsender Clusteranzahl ebenfalls versta¨rken, obwohl die lokale Kommu-
nikation in der vorliegenden PVM-Implementierung gegenu¨ber der Netzwerkkommunikation opti-
miert ist.
Daneben ist der Aufwand der Threadsynchronisation u¨ber gemeinsamen Speicher ebenfalls nicht
zu unterscha¨tzen. In einer fru¨hen Arbeit wurde ein paralleler Warteschlangennetzsimulator mit ei-
nem LP pro Warteschlange nach diesem Mechanismus organisiert [MEI91a]. Die Koordination des
korrekten Speicherzugriﬀs erforderte sorgfa¨ltige Planung der Datenstrukturen und generierte eben-
falls einen nichttrivialen Aufwand, um insbesondere Deadlocks zwischen den Threads zu vermeiden.
Daru¨ber hinaus wird auch bei Threads ein Scheduler beno¨tigt, der zugegebenerweise wesentlich ef-
ﬁzienter arbeitet.
Fu¨r eine allgemeine abschließende Aussage scheinen die Beobachtungen nicht ausreichend zu
sein. Ein Nachweis der Leistungsfa¨higkeit bei Verwendung mehrerer unabha¨ngiger LPs pro Rech-
nerknoten erfordert weitere Untersuchungen. Die Tatsache, daß mit erho¨hter Granularita¨t bzw.
entsprechend balancierten Partitionsgro¨ßen jedoch auch mit einer geclusterten Simulatorversion
Beschleunigungen erreicht wurden, stimmt zuversichtlich, daß der hier verwendete Ansatz vernu¨nf-
tig und berechtigt ist, zumal sich der Organisationsaufwand der einzelnen Simulatoren dadurch
erheblich reduziert.
13Dabei wird die Anzahl der Cluster entlang der einzelnen Kurven bei konstanter Prozessoranzahl bei jedem
Meßpunkt von links nach rechts verdoppelt.
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8.1.5 Beurteilung der konservativen Verfahren
Die Untersuchungen mit den konservativen Simulationsmethoden ergaben zuna¨chst sehr entta¨u-
schende Ergebnisse. Bei kleinen und mittleren Modellen ergaben sich fu¨r die Applikationsklasse
der Schaltkreissimulation auf Gatterebene sogut wie keine Beschleunigungswerte gegenu¨ber der se-
quentiellen Variante. Fu¨r das gro¨ßere reale Modell s35932 konnten Beschleunigungswerte im Bereich
von 25 Prozent des idealen linearen Speedups erreicht werden. Bei genauer Betrachtung stellte sich
heraus, daß die Partitionierung bei den konservativen Verfahren zwei wichtige Aspekte beru¨cksich-
tigen muß. Einerseits gilt es sicherzustellen, daß die Partitionen eine bestimmte Mindestgro¨ße, die
zwischen 3000 und 5000 Gattern liegt, nicht unterschreiten darf. Daraus ergibt sich auch ein Limit
fu¨r die Anzahl der verwendeten Prozessoren fu¨r die Parallelsimulation in Abha¨ngigkeit von den
benutzten Modellen bzw. eine Mindestmodellgro¨ße, ab der bei vorgegebener Rechenknotenanzahl
mit Beschleunigungen gerechnet werden kann.
Andererseits spielen partitionsu¨bergreifende Zyklen eine sehr nachteilige Rolle, da sie Deadlocks
verursachen, die in der Regel zwar lokalen Charakter haben, aber eﬃzient nur u¨ber globale Dead-
lockerkennungsalgorithmen entdeckt und dadurch erst entsprechend spa¨t aufgelo¨st werden ko¨nnen.
Partitionierungsalgorithmen, die Zyklen vermeiden, ko¨nnen hier mitunter gute Ergebnisse liefern,
auch wenn sie gelegentlich mit der Zielsetzung des Balancierungskriteriums in Konﬂikt treten und
dann sehr schlecht abschneiden.
Abstrahiert man jedoch von der konkreten Applikation und setzt eine wesentlich grobgranularere
Ereignisbearbeitungsdauer voraus, so lassen sich mit den hier untersuchten Verfahren interessante
Beschleunigungen erreichen. Der Aufwand, den Kommunikation in Rechensystemen mit verteil-
tem Speicher spielt, tritt in den Hintergrund. Die Ergebnisse decken sich dann teilweise mit den
theoretischen Vorhersagen, die mittels Kritische-Pfad-Analyse erstellt werden ko¨nnen. Außerdem
gestattet die CPA die eﬃziente Erkennung von Modellen mit großen Zyklen, die sich erwartungs-
gema¨ß schlecht mit konservativen Verfahren parallel simulieren lassen. Konservative Verfahren zur
Vermeidung von Verklemmungen wurden nicht untersucht, da u.a. die Voraussetzung von Mindest-
garantien fu¨r Simulationszeiten nicht gegeben ist.
8.2 Optimistische Verfahren
Die Untersuchungen der zweiten großen Klasse von Synchronisationsalgorithmen erfolgt anhand
ihres bekanntesten Vertreters, des Time Warp [JES85a], und orientiert sich stark an der bereits
im ersten Teil dieses Kapitels verwendeten Methodik. Die kritischen Faktoren werden herausge-
arbeitet und beschrieben. Die Betrachtungen stellen nach Mo¨glichkeit sofort einen Bezug zu den
konservativen Verfahren her, um eine gegenseitige Abgrenzung vornehmen zu ko¨nnen.
Die optimistischen Verfahren verfu¨gen u¨ber eine weitaus ho¨here Anzahl von Freiheitsgraden
als die konservativen Methoden. Als Ausgangspunkt unserer Untersuchungen der optimistischen
Protokolle wurden zuna¨chst Messungen mit dem Lazy-cancellation-Verfahren (LC) durchgefu¨hrt,
da diesem in der Literatur das ho¨chste Beschleunigungspotential zugeschrieben wird. Als Einstiegs-
punkt wurden wie auch im konservativen Fall die real auf dem GC/PP-Rechnersystem vorhandene
Basisgranularita¨t fu¨r Nachrichten und Ereignisse verwendet.
8.2.1 Grundverfahren
Die folgenden Experimente basieren auf dem Time Warp mit der LC-Erweiterung von Gafni
[GAF88a]. Insbesondere ist festzustellen, daß hierbei jeder LP mit ungebremster Geschwindigkeit
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arbeitet und es prinzipiell keine Limitierungen bezu¨glich der bearbeitbaren Ereignisse gibt14. Die
Berechnung der GVT wird vom Kontrollprozessor (LP mit Partitionsnummer 0) gesteuert und im
Abstand von mindestens 50 Ereignissen durch diesen initiiert. Bei einer Anzahl von mindestens
einigen Tausend bearbeiteten Ereignissen pro Prozessor ist damit eine permanante Neuberechnung
der GVT-Approximation garantiert.
8.2.1.1 Reale Schaltungen
Die Tabellen 8.13 – 8.15 zeigen die Laufzeiten der Experimente fu¨r die verwendeten realen Schaltun-
gen. Mit dem kleinen Modell s1196 lassen sich auch unter dem Time Warp keine Beschleunigungen
erreichen. Allerdings fallen die Slowdowns bei K/L und Soccer hier nicht so dramatisch aus wie im
konservativen Fall.
Anzahl Simulationsdauer
Part. RR azykl. K/L Soccer
1 5,14
8 31,10 2,74 171,88 3,75
16 83,72 2,46 122,32 22,63
Tabelle 8.13: Simulationsdauer mit optimistischem Verfahren, s1196
Bei den Experimenten mit s13207 ergibt sich zuna¨chst wiederum ein Abfallen der Laufzeiten auf
einen Minimalwert bis zu einer gewissen Prozessoranzahl. Anschließend zeigen die Resultate leider
wieder eine steigende Tendenz fu¨r weiter abnehmender Partitionsgro¨ße. Interessanterweise machen
hier jedoch die balancierten Kegelverfahren eine Ausnahme. Sie erreichen unter Time Warp bereits
fu¨r dieses mittlere Modell Beschleunigungen bis zu 6 auf 24 Knoten. Azyklische und unbalancierte
Kegelverfahren stagnieren aufgrund der unvorteilhaften Aufteilung der Partitionen bei Speedup-
Werten um ”1”.
Anzahl Simulationsdauer
Part. RR azykl. Fan-in Fan-out K/L Soccer String
Cones Cones
unbal. bal. unbal. bal.
1 143,99 144,02 144,07
2 82,73 99,46 81,52 86,07 75,60 no mem. 81,42 9520,32
4 no mem. 61,18 104,16 41,98 88,65 39,95 no mem. 49,87 1684,73
8 no mem. 62,34 102,99 24,58 no mem. 34,82 no mem. 26,52 756,02
12 no mem. 60,60 103,55 16,83 no mem. 15,88 no mem. 108,13 496,67
16 no mem. 63,02 103,05 13,90 no mem. 19,17 no mem. 144,59 338,66
24 60,11 108,55 11,70 89,33 10,64 no mem. 19440,88 no mem.
32 62,36 103,65 17,53 86,57 21,87 no mem. 291,16 433,65
48 32,13
Tabelle 8.14: Simulationsdauer mit optimistischem Verfahren, s13207
Die Verla¨ufe der Beschleunigungswerte fallen jedoch insgesamt nicht so harmonisch aus wie bei
den konservativen Verfahren. Vielmehr treten plo¨tzliche und eigentlich unerwartete Spru¨nge auf,
14Der Optimismus des Time Warp wird durch verschiedene Umgebungsvariablen gesteuert. In diesem Fall wird der
unlimitierte Optimismus durch die Festlegung der minimalen Fenstergro¨ße auf den Wert ∞ eingestellt.
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bei denen die Simulationszeiten vollsta¨ndig aus dem Rahmen der umgebenden Werte fallen. Ein
Beispiel dafu¨r ist die Soccerpartitionierung mit 24 Knoten in Modell s13207. Eine klare Ursache ist
hier nicht erkennbar. Die Anzahl der von jedem Prozessor zu bearbeitenden Ereignisse, die nicht
zuru¨ckgestzt werden (commited events) ist fu¨r alle LPs einigermaßen ausgewogen. Es fa¨llt jedoch
auf, daß in den Fa¨llen mit erho¨hter Laufzeit einzelne Prozessoren eine hohe Anzahl von Rollbacks
ausfu¨hren mu¨ssen und zwischen zwei Rollbacks sehr viele Ereignisse wiederholt ausgefu¨hrt werden
(Coasting-forward, [JEF85a]). Diese ”Aufholphase” im Anschluß an einen Rollback ist also in den
betreﬀenden Experimenten extrem teuer.
Anzahl Simulationsdauer
Part. azykl. Fan-in Fan-out K/L Soccer String
Cones Cones
unbal. bal. unbal. bal.
1 462,41
8 115,26 181,87
12 195,78 489,77 117,71 90,27 85,73 1209,70 292,73 no mem.
16 67,56 488,69 109,89 90,69 82,14 no mem. 121,66 no mem.
24 226,51 498,53 105,65 no mem. 191,53 no mem. no mem. no mem.
32 158,91 493,11 100,87 no mem. 98,00 no mem. no mem. no mem.
Tabelle 8.15: Simulationsdauer mit optimistischem Verfahren, s35932
Part.- Anzahl mittlerer maximaler
Modell alg.. Part. Aufwand der Rollbacks (in %)
s1196 k 8 21.5 47.2
s13207 a 4 3.0 13.1
s13207 a 8 4.2 13.2
s13207 c 16 1.4 9.7
s13207 D 24 0.6 1.0
s13207 D 32 1.8 16.9
s13207 s 16 5.7 25.4
s13207 s 24 1.9 26.6
s13207 s 32 3.0 60.3
s13207 S 2 26.3 40.3
s13207 S 4 23.2 33.9
s13207 S 8 20.8 32.4
s35932 a 12 17.1 25.4
s35932 a 16 7.4 15.3
s35932 a 24 12.5 24.7
s35932 s 12 24.4 36.1
Tabelle 8.16: Anteil der Rollbacks an der Simulationszeit
Einen Ausreißer ins andere Extrem stellt der Simulationslauf mit 16 Knoten und azyklischer
Partitionierung fu¨r Schaltung s35932 dar. Bei dieser Konﬁguration ist das Verha¨ltnis zwischen wie-
derholt ausgefu¨hrten Ereignissen und Gesamtzahl der Ereignisse entsprechend gu¨nstig, wodurch sich
das bessere Abschneiden des Experiments erkla¨ren la¨ßt. Der Anteil fu¨r die alleinige Ausfu¨hrung der
Rollbacks bezogen auf die Gesamtsimulationsdauer liegt hier bei maximal 15,3 Prozent. Die beiden
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benachbarten Messungen beno¨tigen dagegen etwa 1/4 der Rechenzeit fu¨r die Korrekturmaßnahmen.
Darin sind die Kosten der Coasting-forward-Phase jedoch noch nicht enthalten.
Tabelle 8.16 zeigt fu¨r die betrachteten Modelle den Aufwand fu¨r die Durchfu¨hrung der Rollbacks
und stellt ihn der Simulationsdauer gegenu¨ber. Der Overhead durch wiederholte Ereignisausfu¨hrung
la¨ßt sich nur schwer ermitteln, da sich Rollbacks u¨berlagern und so nicht deﬁniert ist, wann die
Berechnung die von Jeﬀerson deﬁnierte Coasting-forward-Phase wieder verla¨ßt und eﬀektiv ”neue”
Ereignisse ausfu¨hrt. Verhalten sich diese in etwa proportional zum Rollbackaufwand15, so erha¨lt
man einen nicht unerheblichen Overhead.
Weiterhin fa¨llt auf, daß der Zusatzaufwand fu¨r die verteilte Simulation mit lediglich einem Pro-
zessor wesentlich ho¨her als beim konservativen Verfahren ist. Hier schla¨gt vermutlich der (wenn
auch geringe) Aufwand fu¨r die inkrementelle Zustandssicherung zu, die, auch wenn sie bei der Ein-
prozessorversion nicht no¨tig ist, dennoch ausgefu¨hrt wird. Der Vergleich der Meßwerte gegen diesen
Wert anstelle der Laufzeit des sequentiellen Simulators lieferte wiederum u¨berho¨hte Beschleuni-
gungszahlen.
Ein problematischer Aspekt der Untersuchungen des Time Warp stellt die Tatsache dar, daß etli-
che Simulationsla¨ufe mit Speichermangel abbrachen. Diese Beobachtung la¨ßt sich ebenfalls nicht an
bestimmten Partitionierungsverfahren, Schaltungen oder Prozessoranzahlen eindeutig festmachen.
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Abbildung 8.15: Direkter Vergleich zwischen Deadlock Detection und Time Warp, s13207
Die Daten der Tabellen 8.13 – 8.15 spiegeln keine eindeutige Tendenz wider, die die Favorisierung
eines bestimmten Partitionierungsverfahrens fu¨r einen beliebigen optimistischen oder konservati-
ven Synchronisationsmechanismus rechtfertigt. Statt dessen zeigen sich mit dem in der Literatur
oft bevorzugten Time Warp teilweise sogar schlechtere Beschleunigungswerte als sie mit dem kon-
servativen Grundverfahren erzielt werden konnten (Abbildungen 8.15 und 8.16).
In Modell s13207 u¨berrascht die balancierte Fan-out-Kegelpartitionierung mit ihren Ergebnis-
sen. Es werden Beschleunigungen bis 6 erreicht und auch ein Absinken der Werte fu¨r zunehmende
Partitionsanzahl ist nicht direkt zu erkennen. Lediglich die bereits angesprochenen Schwankungen
15Diese Annahme ist plausibel, da bei einem Rollback im Prinzip die Ereignisliste ru¨ckwa¨rts durchlaufen wird
bis der Zeitpunkt des aufgetretenen Fehlers erreicht ist. Dabei wird der Zustand der Objekte wiederhergestellt und
es existieren kaum zu lo¨schende Ereignisse. Bei der nachfolgenden Wiederausfu¨hrung der Ereignisse werden quasi
dieselben Events nochmals bearbeitet.
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treten bei 16 Knoten auf. Ab 32 Prozessoren brechen die Leisungen wieder ein. Es handelt sich
dabei wohl nicht nur um einen Ausreißer, da eine Kontrollmessung mit 48 Partitionen eine weitere
Verringerung der Geschwindigkeit ergab.
Die Ergebnisse fu¨r s35932 ko¨nnen nicht an diejenigen der Schaltung s13207 anknu¨pfen. Die
Resultate bei Time Warp erreichen zwar auch Speedups, jedoch liegen diese unterhalb der mit kon-
servativen Verfahren erreichbaren Spitzenwerte. Weiterhin unterliegen sie starken Schwankungen.
Eine Vorhersage daru¨ber, welche Beschleunigungen mit welcher Prozessoranzahl zu erwarten sind,
wird dadurch extrem schwierig. Lediglich die unbefriedigende Angabe weit auseinanderklaﬀender
unterer und oberer Schranken ist hier mo¨glich.
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Abbildung 8.16: Direkter Vergleich zwischen Deadlock Detection und Time Warp, s35932
Es scheint jedoch so zu sein, daß im Time Warp die Partitionierungsverfahren, die in etwa gleich
große Partitionen berechnen, relativ gut im Vergleich zu den anderen Verfahren abschneiden, da sie
eine u¨berma¨ßige Entkoppelung der einzelnen Simulatoren vermeiden. Durch die Notwendigkeit mehr
oder weniger ha¨uﬁg Antinachrichten zu versenden, wird erreicht, daß die einzelnen Komponenten
nicht zu sehr in der Simulationszeit auseinandertriften. Somit wird die Tiefe und der Aufwand der
Rollbacks relativ gering gehalten. Bei der zyklenfreien Variante verursacht gerade das Fehlen von
Ru¨ckkopplungen einen U¨beroptimismus der Simulation, der durch eine hohe Rollbackrate bestraft
wird.
8.2.1.2 Synthetische Schaltungen
Die kleinen synthetischen Modelle (ca. 70 Gatter) erreichen bei einem absoluten Slowdown von etwa
80 Prozent fu¨r eine Vielzahl von Partitionierungen beim Time Warp bessere absolute Laufzeiten
als die konservativen Pendants. Diese Tatsache a¨ndert jedoch nichts daran, daß sich auch Time
Warp fu¨r kleine Schaltungen nicht gewinnbringend einsetzen la¨ßt. Teilweise liegen die Laufzeiten
auch ho¨her als fu¨r die konservativen Verfahren.
Bei den mittleren synthetischen Benchmarks (ca. 10000 Gatter) zeigten sich mit dem Basis-
verfahren des Time Warp ebenfalls schlechtere Spitzenwerte als bei den konservativen Methoden.
Weiterhin sind bereits die Laufzeiten der Einprozessorversion wiederum ho¨her als bei den konser-
vativen Verfahren, so daß auch hier zuna¨chst unfaire relative Speedups berichtet werden ko¨nnten,
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wenn man nicht sorgfa¨ltig arbeitet.
Dennoch zeigte sich ein homogeneres Verhalten bezu¨glich der mit unterschiedlichen Partitio-
nierungsverfahren erreichbaren mittleren Beschleunigung. Die Kluft zwischen den Meßwerten fu¨r
unterschiedlichen Aufteilungsmethoden ist weitaus geringer und die meisten der beobachteten Si-
mulationsla¨ufe auf 8 oder 16 Prozessoren weisen Beschleunigungen zwischen 1,5 und 3 auf.
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Abbildung 8.17: Speedup Time Warp, inv64*
Bei der Untersuchung der gro¨ßeren Schaltung inv100000 chain werden auch mit wachsender
Prozessoranzahl nicht die Laufzeitreduktionen erzielt, wie man sie bei Deadlock-detection beobach-
tet (Abb. 8.19). Die Speedups im Time Warp erreichen nur etwa 60 Prozent davon. Insbesondere
erbringt das beim konservativen Deadlockvermeidungsalgorithmus gute azyklische Verfahren im Ti-
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me Warp16 nur mittelma¨ßige Resultate. Auch fu¨r dieses Modell wurden wieder Simulationsabbru¨che
aufgrund von Speichermangel beobachtet (bei Soccer mit 8 Prozessoren).
Die Feststellung, die fu¨r die realen Schaltungen getroﬀen wurde, daß sich keines der Synchro-
nisationsverfahren eindeutig durch seine Leistung hervorhebt, besta¨tigt sich also auch bei den syn-
thetischen Benchmarks.
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Abbildung 8.18: Speedup Time Warp, inv10000*
Um die Ursache fu¨r das teilweise schlechte Abschneiden des Time Warps zu ermitteln, wer-
den nachfolgend weiterfu¨hrende Untersuchungen durchgefu¨hrt. Zum einen wurde die Granularita¨t
erho¨ht, was ja bei den konservativen Verfahren bereits eine starke Leistungssteigerung erzielen
konnte. Andererseits wurde aber auch versucht unter Beibehaltung der Basisgranularita¨t fu¨r die
16Hier repra¨sentiert durch die balancierten Kegelpartitionierungen
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vorliegende Klasse der Schaltkreissimulation auf Gatterebene weitere Verbesserungen zu erreichen.
Die untersuchten Optionen beinhalten TimeWarp nach dem aggressiven Verfahren, um die u¨ber-
schnelle Ausbreitung der feingranularen Ereignisse zu bremsen und die Limitierung des Optimismus
durch Fenstertechniken. Die Beobachtungen werden in den folgenden Abschnitten beschrieben und
analysiert.
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Abbildung 8.19: Vergleich DD und TW, inv100000 chain
8.2.2 Erho¨hung der Granularita¨t
Es wurden bei folgenden Ergebnissen ebenfalls die eingefu¨hrten Standardverha¨ltnisse bezu¨glich
Kommunikations- und Berechnungsanteil verwendet (ausgewogenes Verha¨ltnis, 1:1, und U¨berwiegen
der Berechnung, 5:1).
Die Ereignisgranularita¨t scheint im Time Warp noch sta¨rker als beim konservativen Verfahren
Einﬂuß auf die Leistungsfa¨higkeit des parallelen Algorithmus zu nehmen. Bereits im kleinen Mo-
dell s1196 werden fu¨r viele Partitionierungsverfahren steigende Beschleunigungswerte mit Spitzen
bei 8,7 auf 24 Prozessoren fu¨r das Soccerverfahren registriert. Danach brechen die Beschleuni-
gungswerte wieder drastisch ein. Eine Ausnahme stellen hier die azyklische und balancierte Fan-
in-Kegelpartitionierung dar, die ein Speedup-Wachstum auf Maximalwerte 6,4 und 8,7 mit 32 Pro-
zessoren erreichen.
Der Mehraufwand fu¨r die verteilten Synchronisationsverfahren in der Einprozessorvariante ist
aufgrund der erho¨hten Granularita¨t vernachla¨ssigbar klein geworden, so daß sich in Abb. 8.20a ein
Speedupwert von ”1” dafu¨r ergibt.
U¨berwiegt der Berechnungs- gegenu¨ber dem Kommunikationsaufwand, so zeigen sich bis auf
K/L und Soccer keine wesentlichen Verbesserungen. Lediglich diese beiden Verfahren erreichen wei-
teres Wachstum der Beschleunigung auf den Wert 10,7 mit 32 Prozessoren und u¨bertreﬀen damit
sogar die Ergebnisse der balancierten Fan-in-Kegelpartitionierung. Die Minimierung der Schnittko-
sten fu¨r die Kommunikationskana¨le durch diese beiden Verfahren scheint sich hier auszuwirken.
Die Betrachtungen fu¨r Modell s13207 versta¨rken diese Trends weiter. Bereits mit ausgewogenem
Aufwand ergeben sich Beschleunigungswerte von bis zu 21,2 mit den balancierten Kegelverfahren.
Die unbalancierten Kegelmethoden und die ohnehin ungleichgewichtige azyklische Partitionierung
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verhalten sich a¨hnlich wie im Fall der Basisgranularita¨t mit einem konstanten Beschleunigungs-
potential auf dem niedrigen Niveau um den Wert ”2”. Mit wachsender Granularita¨t gleichen sich
die guten Verfahren in ihren Ergebnissen lediglich noch gegenseitig an, ohne weitere Speedups zu
erreichen.
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Abbildung 8.20: Erho¨hung der Granularita¨t bei Time Warp, s1196
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Abbildung 8.21: Erho¨hung der Granularita¨t bei Time Warp, s13207
Auch mit Schaltung s35932 zeigen sich Beschleunigungswerte, die nahezu 75 Prozent der opti-
malen linearen Beschleunigung erreichen. Dabei unterscheiden sich die Ergebnisse fu¨r ausgewogene
Granularita¨t und ein U¨berwiegen der Berechnungen kaum noch. Aufgrund der Vermeidung von
Blockaden und stetem Ausfu¨hren von Ereignissen sofort nach deren Verfu¨gbarkeit existieren u¨ber
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den gesamten Simulationszeitraum hinweg genu¨gend parallel ausfu¨hrbare Ereignisse. Verwendet
man dazu eine gro¨ßenbalancierte Aufteilung der Schaltung, kann dieser Vorteil eﬀektiv genutzt
werden.
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Abbildung 8.22: Erho¨hung der Granularita¨t bei Time Warp, s35932
Die Bedeutung der Rollbacks am Gesamtaufwand nimmt ab, da ihre Ausfu¨hrung immer noch
denselben Zeitaufwand wie im Grundverfahren besitzt. Bei etwa 25 Prozent Overhead bei Einsatz
der Grundgranularita¨t sinkt dieser Anteil bei einer Vervielfachung der Granularita¨t rein rechnerisch
auf weniger als 1 Prozent. Daneben wurde auch beobachtet, daß die Anzahl der Rollbacks und deren
Tiefe (gemessen in der Anzahl der zuru¨ckgesetzten Ereignisse) mit steigender Granularita¨t abnimmt
und dadurch ein weiterer Beitrag zur Kostenreduktion geleistet wird.
Insgesamt verha¨lt sich der Time Warp als optimistisches Verfahren fu¨r steigende Granularita¨t
gu¨nstiger als die konservativen Methoden. Es wurden sehr interessante Beschleunigungswerte fest-
gestellt, die nahe an den Idealwerten der linearen Beschleunigung in Abha¨ngigkeit von der Pro-
zessorenanzahl liegt. Leider ist jedoch auch hier zu bemerken, daß diese Aussage ebenso wie fu¨r
konservative Synchronisation nur fu¨r grobgranulare Applikationen gilt. Durch den asynchronen
Charakter der Zeitforschaltung wird der mo¨gliche Parallelismus gleichzeitig ausfu¨hrbarer Ereig-
nisse prinzipiell erweitert. Es gilt jedoch zu pru¨fen, wie hoch dieser Gewinn ist und ob dieselben
oder a¨hnliche Werte fu¨r diese Applikationsklassen nicht auch mit synchronen Verfahren erreichbar
sind, die weitaus weniger Implementationswissen und -aufwand voraussetzen17. Fu¨r die bei der
parallelen Logiksimulation verfu¨gbare Granularita¨t sind die optimistischen Verfahren ebenfalls nur
eingeschra¨nkt nutzbar, um Beschleunigungen der Simulationsla¨ufe zu erzielen.
8.2.3 Aggressive-cancellation
Da bei Verwendung der Basisgranularita¨t die Rollbackkosten einen nicht unerheblichen Anteil ha-
ben, wurden die Simulationen fu¨r die Modelle s13207 und s35932 unter Einsatz des Time Warp
mit aggressivem Widerruf mo¨glicherweise falscher Ereignisse (AC) durchgefu¨hrt. Dadurch ko¨nnen
17Soule´ untersuchte diese These und fand auf Shared-memory-Rechnern die synchrone Simulation auf Gatterebene
dem konservativen Chandy-Misra-Bryant-Verfahren u¨berlegen [SOU92a].
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prinzipiell tiefere Rollbacks durch fru¨hzeitiges Ru¨ckga¨ngigmachen extern generierter falscher Er-
eignisse vermieden werden. Diesen Vorteil erkauft man sich eventuell durch eine ho¨here Anzahl zu
versendender Antinachrichten. Die Graphen in Abbildung 8.23 zeigen fu¨r die Modelle s13207 und
s35932 die Beschleunigungswerte unter Verwendung der aggressiven Korrekturvariante.
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Abbildung 8.23: Aggressive-cancellation mit Grundgranularita¨t
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Abbildung 8.24: Vergleich zwischen Aggressive- und Lazy-cancellation
Die Ergebnisse bei Modell s13207 stimmen fu¨r beide Verfahren fast vollsta¨ndig u¨berein. Es la¨ßt
sich keinerlei Aussage u¨ber eine bessere Vorgehensweise treﬀen. Erst die gro¨ßere Schaltung s35932
oﬀenbart leichte Vorteile des Lazy-cancellation-Verfahrens. Bei Soccer und balancierter Fan-out-
Kegelpartitionierung zeigen sich Leistungseinbru¨che von 50 Prozent im Vergleich zu LC. Die Anzahl
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der Rollbacks steigt entgegen der Erwartung, daß die Ru¨cksetzungen durch fru¨hzeitiges Propagieren
fehlerhafter Berechnungen beschra¨nkt werden ko¨nnten, sogar an. Vermutlich werden durch das
sofortige Versenden der Antinachrichten viele sekunda¨re Rollbacks ausgelo¨st, die eigentlich gar nicht
notwendig wa¨ren, weil die meisten Nachrichten anschließend wieder identisch generiert werden.
Die azyklische Partitionierung kann jedoch auch in der aggressiven Variante weiterhin mit den
Ergebnissen von Lazy-cancellation konkurrieren. Bei 12, 24 und 32 Prozessoren werden sogar ku¨rze-
re Laufzeiten als mit LC erzielt. Die Anzahl der Rollbacks liegt bei AC zwar ho¨her als mit LC aber
die Tiefe der Rollbacks wurde demgegenu¨ber leicht reduziert, so daß sich in diesen Fa¨llen wirklich
eine Verringerung des Rollbackaufwands ergibt.
Da sich oﬀenbar Lazy-cancellation bezu¨glich der betrachteten Schaltungen etwas gutmu¨ti-
ger verha¨lt als das aggressive Gegenstu¨ck, basieren die nachfolgenden Untersuchungen zur Ein-
schra¨nkung des unbegrenzten Optimismus auf LC.
8.2.4 Limitierung des Optimismus
Eine in der Literatur oft betrachtete Optimierungsmethode liegt in der Deﬁnition eines Simu-
lationszeitfensters, das den Optimismus des Time Warp limitiert. Verschiedene bisher gemachte
Beobachtungen zeigen, daß diese Vorgehensweise durchaus Berechtigung hat. Balancierte Partitio-
nierungen wiesen fu¨r den Time Warp eine meist bessere Leistung auf als stark entkoppelte wie die
unbalancierten Kegelmethoden oder azyklische Aufteilungen der Schaltkreise.
In den folgenden Untersuchungen wurde zuna¨chst empirisch versucht, eine optimale statische
Fenstergro¨ße zu ermitteln. Diese Vorgehensweise dient zuna¨chst der Orientierung, in welchen Berei-
chen Verbesserungen zu erwarten sind. Dabei liegt die Fenstergro¨ße aller Teilsimulatoren auf einem
konstanten und fu¨r alle Prozessoren identischen Wert.
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Abbildung 8.25: Limitierung des Optimismus durch Fenstertechniken, s35932
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Die Abbildungen 8.25 und 8.26 enthalten fu¨r die festen Fenstergro¨ßen 500, 1000, 5000 und
2500018 die Beschleunigungskurven beim gro¨ßten betrachteten Modell s35932 mit verschiedenen
Partitionierungsverfahren. Es ergeben sich hinsichtlich der Qualita¨t der Graphen kaum Unterschie-
de zum Basisverfahren ohne den Einsatz von Fenstertechniken. Einzige beobachtet Ausnahme stellt
die unbalancierte Fan-out-Kegelpartitionierung dar, die bei einer Fenstergro¨ße von 5000 ihre Spee-
dupwerte auf 2,8 mit 32 Prozessoren steigert und damit im Bereich des Spitzenwerts fu¨r die azy-
klische Partitionierung liegt.
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Abbildung 8.26: Limitierung des Optimismus durch Fenstertechniken, s35932
Jedoch besitzt die Limitierung des Optimismus einen negativen Einﬂuß auf die Gesamtlaufzeit
der Simulation. Je kleiner die Fenstergro¨ße gewa¨hlt wird, desto la¨nger dauerte die Bearbeitung.
Gegenu¨ber der unbeschra¨nkten Version beno¨tigt die limitierte Variante teilweise bis zur doppelten
Laufzeit. Mit den sehr restriktiven Fenstern in Abb. 8.25a und b liegen fast alle beobachteten
Speedups zwischen den nicht gerade u¨berzeugenden Werten ”1” und ”2”.
Positiv zu bemerken ist dabei, daß eine Vielzahl von Simulationsla¨ufen, die zuvor mit Speicher-
mangel abgebrochen wurden, bei Verwendung fast aller Fenstergro¨ßen erfolgreich zu Ende gefu¨hrt
werden konnten. Die statische Festlegung von Fenstergro¨ßen scheint also eher ein ada¨quates Mittel
zur Kontrolle des Speicherbedarfs im Time Warp als fu¨r die Minimierung der Laufzeiten zu sein.
Anhand der hier gewonnenen Informationen zeigt sich eine Gro¨ßenbeschra¨nkung von 500 –
1000 Simulationszeiteinheiten durchaus als fo¨rderlich fu¨r verschiedene Partitionierungsansa¨tze. Die
selbstrelativen Beschleunigungen fu¨r wachsende Prozessorzahlen steigen hier im Gegensatz zu un-
limitiertem Optimismus an (z.B. Kernighan/Lin). Dennoch ist kein absoluter Speedup (> 1) im
Vergleich zur sequentiellen Simulation zu beobachten. Bei den kleineren Modellen wurden a¨hnliche
Tendenzen beobachtet.
18Die Fenstergro¨ße wird in 1/10 ns Simulationszeit angegeben und entspricht somit der Basiszeiteinheit der VHDL-
Simulation. Bei einer Gesamtdauer von 6,4 µs gibt das gro¨ßte Fenster knapp den halben Simulationszeitraum zur
Bearbeitung frei.
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Bessere Ergebnisse werden allerdings von einem adaptiven dynamischen Verfahren erwartet,
das mit Initial- und Mindestgro¨ße des Fensters, sowie einem deﬁnierten Aktualisierungszeitrahmen
startet. Im Anschluß an die statischen Untersuchungen wird deshalb die Ausdehnung des Fensters
dynamisch von jedem Simulator zur Laufzeit dem aktuellen Verhalten angepaßt, um die Rollbackan-
zahl und -tiefe zu minimieren. Die Beschreibung der Adaptionsregeln erfolgte bereits in Abschnitt
6.5.1.2.
Als Startgro¨ße des Fensters wurde der Wert 1000 fu¨r die adaptive Variante verwendet, um
zu Beginn der Simulation eine gewisse Drosselung des Optimismus vorzugeben. Die Anzahl der
Aktualisierungen sollte sich an der Rollbackha¨uﬁgkeit des Modells orientieren, um einerseits nicht zu
ha¨uﬁge Anpassungen als Reaktion auf kurzfristige Schwankungen durchzufu¨hren, aber andererseits
auch langfristig negative Trends rechtzeitig korrigieren zu ko¨nnen.
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Abbildung 8.27: Anzahl der Rollbacks, s35932
Die mittlere Rollbackha¨uﬁgkeit der einzelnen LPs fu¨r verschiedene Partitionierungen wird in
Abbildung 8.27 dargestellt. Um eine hinreichend ha¨uﬁge Adaption der Fenstergro¨ße zu gewa¨hr-
leisten, wurde die Aktualisierungsrate der Fenstergro¨ße aus dem Bereich zwischen 100 und 5000
Rollbacks mit den konkreten Werten 100, 1000 und 5000 gewa¨hlt, wobei fu¨r Simulatoren mit oh-
nehin niedriger Rollbackrate19 unter Umsta¨nden gar keine Anpassung in Richtung eines kleineren
Fensters erfolgen muß. Treten keine Rollbacks zwischen zwei GVT-Aktualisierungen auf, so wird
die Fenstergro¨ße selbstversta¨ndlich verdoppelt. Die Ergebnisse dieser Untersuchungen werden in
19Die Abbildung gibt die mittlere Rollbackanzahl u¨ber alle Knoten an. Die Werte streuen jedoch sehr stark, und
es gibt auch LPs mit extrem wenig oder gar keinen Rollbacks.
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Abbildung 8.28 wiedergegeben.
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Abbildung 8.28: Dynamische Anpassung der Fenstergro¨ße, s35932, Startfenstergro¨ße 1000
Auch bei adaptiver Anpassung der Fenstergro¨ße ergeben sich keine wesentlichen Vera¨nderungen
gegenu¨ber dem statischen Verfahren. Eine zu ha¨uﬁge Anpassung der Fenstergro¨ße scheint der Lei-
stungsfa¨higkeit des Time Warp sogar eher abtra¨glich. Außerdem besitzt die die Wahl der initialen
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Fenstergro¨ße wohl einen sta¨rkeren Einﬂuß auf die Gesamtleistung als erwartet. Bei einer initialen
Fenstergro¨ße von 5000 Zeiteinheiten steigt die Leistung des dynamischen Verfahrens im Vergleich
zu kleineren Startfenstern teilweise noch leicht an, jedoch ohne die Ergebnisse mit statischer Fen-
stergro¨ße zu erreichen.
Zusammenfassend la¨ßt sich feststellen, daß verschiedene in der Literatur genannten Einﬂußfak-
toren wie Synchronisationsverfahren und Fenstertechniken einen eher untergeordneten Einﬂuß auf
die Leistungsfa¨higkeit paralleler optimistischer Simulationssysteme spielen. Die Parallelisierbarkeit
bei Applikationen mit niedriger Ereignisgranularita¨t ist relativ gering und erreicht teilweise nicht
die Werte, die mit konservativen Verfahren erzielt wurden. Die optimistischen Varianten Lazy-
cancellation und Aggressive-cancellation weichen nur wenig in ihren Ergebnissen voneinander ab.
Bei Verwendung von Fensterverfahren wurde in DVSIM sogar eine Da¨mpfung der Leistung beobach-
tet. Ein wesentlicher Vorteil der Fenstertechniken scheint dagegen die Kontrolle des Speicherbedarfs
zu sein, so daß Simulationen nicht aufgrund fehlender Kapazita¨ten vorzeitig abbrechen.
Aji, Palaniswamy und Wilsey [APW93a] untersuchten als Einﬂußgro¨ßen auf das Laufzeitver-
halten des Time Warp den Einsatz von relativ kleinen Zeitfenstern (nach unserer Einstufung in
der Gro¨ßenordnung 0 - 100), Cancellation-Strategien, Checkpointing-Ha¨uﬁgkeit und Optimierung
des Rollback-Mechanismus durch Kennzeichnung zustandsloser Elemente, die beim Rollback nicht
beachtet werden mu¨ssen. Die Kombination kleiner Fenster mit LC und periodischen Sicherungen im
Abstand von 3 – 5 Ereignissen lieferten die besten Ergebnisse im Vergleich zum reinen Time Warp.
Der Einﬂuß der Fenstertechnik nimmt auch in diesen Untersuchungen einen eher untergeordneten
Rang ein und bedeutet nur stellenweise marginale Verbesserungen von wenigen Prozent.
Die Speedup-Kurven, die bei optimistischen Verfahren ermittelt wurden, zeigen gelegentlich
ein sprunghaftes Verhalten. In [LIL90a] wird angefu¨hrt, daß die Hinzunahme weiterer Prozessoren
bei Time Warp nur dann sinnvoll ist, wenn genu¨gend Parallelita¨t im Modell vorhanden ist. An-
dernfalls kann die Speedupkurve starken Schwankungen unterliegen (sog. S-Pha¨nomen). Es werden
Bereiche in Abha¨ngigkeit von der statistisch erwarteten Korrektheit der optimistisch ausgefu¨hrten
Ereignisse angegeben, in denen die Erweiterung der Prozessoranzahl fu¨r STF-Scheduling (Shortest-
timestamp-ﬁrst) Sinn oder keinen Sinn macht. Anhand von Messungen mit verschiedenen Modellen
untermauerten Lin und Lazowska diese These.
Diese Beobachtungen ko¨nnten Ursache der beobachteten Schwankungen bei den Leistungskur-
ven von DVSIM sein. Die Clusterung mehrerer LPs stellt quasi ein STF-Scheduling aller lokalen
Ereignisse dar. Durch die Verwendung statischer Partitionierungsverfahren, die das exakte Verhal-
ten zur Laufzeit nicht beru¨cksichtigen, ist eine Abscha¨tzung der real entstehenden Last a priori
nicht mo¨glich. Bei den konservativen Verfahren bremst der langsamste Prozessor die anderen, da er
ggf. Deadlocks verursacht oder Garantien fehlen. Dadurch wird ein zu starkes Abweichen der Lei-
stung einzelner LPs verhindert. Die optimistischen Verfahren dagegen generieren durch ungleiche
Auslastung eventuell nicht vorhersagbaren Overhead in Form von Rollbacks und Antinachrichten,
was zu den genannten Schwankungen fu¨hrt. Eine U¨berpru¨fung mit den theoretischen Ergebnissen
von Lin wurde nicht durchgefu¨hrt, da es mit den verwendeten Schaltungen schwierig ist, eine sta-
tistische Verteilung der korrekt ausgefu¨hrten Ereignisanzahlen u¨ber den Simulationszeitraum zu
erstellen.
8.2.5 Weitere Aspekte
Neben diesen grundlegenden Betrachtungen der optimistischen Verfahren gibt es noch einige Ge-
sichtspunkte, die nicht detailiert untersucht wurden, oder bei denen keine befriedigenden Lo¨sungen
gefunden wurden.
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• Die anfa¨ngliche Entwicklung von DVSIM auf einem Intel iPSC/860-Hypercube bereitete ins-
besondere bei Time Warp aufgrund des limitierten Hauptspeichers von 8 bzw. 16 MB pro
Knoten erhebliche Probleme. Aus diesem Grund wurde eine Implementierung einer globalen
Speicherkontrolle mittels des Cancelback-Verfahren angedacht und auch prototypisch vor-
genommen. Allerdings la¨ßt sich der von Jeﬀerson [JEF90a] vorgeschlagene Algorithmus auf
verteiltem Speicher wegen fehlender global aktueller und atomar zugreifbarer Zustandsinfor-
mation sowie realer Laufzeiten von Nachrichten nicht einfach realisieren. Insbesondere traten
erhebliche Probleme mit der verteilten Berechnung der GVT auf, da auch zuru¨ckgeschickte
Nachrichten bei der GVT-Ermittlung beru¨cksichtigt werden mu¨ssen. Dies ist mit einem echt
verteilten Algorithmus ohne Einfrieren des Systems nur mit sehr viel Aufwand machbar. Mit
dem Wechsel auf den GC/PP wurden die Restriktionen aufgrund der Speicherlimitierung
ohnehin etwas gelockert. Dennoch ist nicht zu vernachla¨ssigen, daß das Problem weiterhin
besteht und auch auf dem besser ausgebauten Rechnersystem massiv wieder auftrat.
Das und Fujimoto beschreiben in [DAF93a] eine a¨hnliche Vorgehensweise und deﬁnie-
ren die GVT als Minimum aus lokalen Simulationszeiten (LVT) und Zeitstempeln aller
Nachrichten, die gerade verschickt oder aufgrund eines Cancelbacks zuru¨ckgesandt werden
(min{LV T + t(msg) + t(resent −msg)}). Allerdings stellt jedes Zuru¨ckweisen einer Nach-
richt auch bei ihnen einen starken Eingriﬀ in die parallele Ablaufstruktur der LPs dar, da
sich alle Prozessoren global bei der Berechnung der GVT synchronisieren mu¨ssen. Dies kommt
dem von uns beobachteten Einfrieren des Systems nahe, das mit hohen Kosten verbunden ist.
Aus diesem Grund wurde der Ansatz nicht weiter verfolgt.
• Das Checkpointing der VHDL-Prozesse fu¨r den Time Warp ist noch nicht vollsta¨ndig imple-
mentiert. Insbesondere wu¨rden bei einer vollsta¨ndigen Sprachunterstu¨tzung mit Funktions-
aufrufen, die unser Prototyp nicht anbietet, Aspekte der Zustandsspeicherung der Stack- und
Aufrufstruktur sowie der Variablenhistorie beno¨tigt, um im Falle eines Rollbacks auch die
VHDL-Prozesse in den korrekten Zustand vor Eintreten der fehlerhaften Berechnung zuru¨ck-
zuversetzen.
• Untersuchungen zum erwarteten Speicherbedarf des Time Warp wurden nicht durchgefu¨hrt.
Die in der Literatur oft verwendeten Verfahren beziehen sich auf statistische Annahmen, die
mit unseren realen Schaltungen schlecht zu modellieren sind. Andererseits werden die Be-
trachtungen dort auch weitgehend fu¨r zwei oder nur wenig mehr Prozessoren durchgefu¨hrt.
Meist wurde ein optimierter Speicherbedarf mit ho¨heren Laufzeiten erkauft. Da die im Basis-
verfahren beobachteten Ergebnisse bereits recht unbefriedigend sind, ist Verbesserung durch
solche Verfahren fu¨r gro¨ßere Prozessorzahlen nicht zu erwarten.
8.3 Oracle-log
Zum Oracle-log-Verfahren wurden nur einige wenige Messungen mit den synthetischen Schaltun-
gen inv10000 chain und inv10000 cycle durchgefu¨hrt, die ein lineare Kette von Invertern bzw. einen
geschlossenen Ring darstellen. Als Partitionierungsverfahren kamen die Soccer-Partitionierung und
fu¨r inv10000 chain auch die azyklische Variante zum Einsatz. Fu¨r die realen Modelle wurden Ma-
ximalwerte von 85 Prozent der Gesamtlaufzeit fu¨r Blockaden und Deadlockauﬂo¨sung beobachtet
(Abb. 8.9). Bei der Simulation der hier verwendeten ku¨nstlichen Schaltungen blockieren einzelne
LPs sogar fast vollsta¨ndig (Tabelle 8.18).
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Das Oracle-log-Verfahren erreicht bei inv10000 chain eine drastische Reduktion der Laufzeit
fu¨r die Soccer-Partitionierung, so daß mit 8 Prozessoren eine echte Beschleunigung von 2,5 erzielt
werden kann. Das Basisverfahren lief dagegen etwa 11-mal langsamer als die sequentielle Version.
Deadlocks treten nicht mehr auf und die maximalen Blockadeanteile, die durch das Warten auf
mo¨glicherweise fehlende Nachrichten verursacht werden, sinken auf 2/3 der Simulationsdauer. Die-
se Blockaden sind unvermeidlich, da hier tatsa¨chlich auf den Empfang ausstehender Nachrichten
gewartet wird.
Fu¨r die Schaltung inv10000 cycle wird immerhin auch noch eine um den Faktor 5,4 verbesserte
Laufzeit der Soccer-Variante unter Oracle-log registriert. Die prozentualen Anteile der Blockaden
haben sich hier jedoch gegenu¨ber der konservativen Basisversion erho¨ht. Da jedoch die Gesamt-
laufzeit insgesamt wesentlich sta¨rker abnimmt, erha¨lt man durch die Verwendung des zusa¨tzlichen
Wissens aus den Orakeldaten auch hier fu¨r Soccer auf 8 Prozessoren eine reale Verbesserung. Als
maximale Blockadedauer wurde somit bei inv10000 cycle mit Oracle-log 202 statt 820 Sekunden
beobachtet. Dies entspricht einer eﬀektiven Reduktion der Blockaden um mehr als 75 Prozent. Fu¨r
Modell inv10000 chain verringert sich die absolute maximale Wartezeit auf weniger als 3 Prozent
des urspru¨nglichen Wertes.
Modell Part. Anz. Laufzeit
Grundverfahren Oracle-log
inv10000 chain a 4 70,11 68,61
inv10000 chain a 8 49,69 48,58
inv10000 chain a 16 100,27 40,58
inv10000 chain s 4 70,00 68,70
inv10000 chain s 8 1213,74 51,68
inv10000 cycle s 8 1746,33 322,83
Tabelle 8.17: Gegenu¨berstellung der Laufzeiten von DD und Oracle-log
Modell Partitionierung Blockaden (in %) Deadlock-
Alg. Knoten max. avg. anteil (in %)
inv10000 chain a 8 7 4 0
inv10000 chain s 8 97 47 27
inv10000 cycle s 8 47 28 18
oracle, inv10000 chain a 4 46 32 0
oracle, inv10000 chain a 8 53 42 0
oracle, inv10000 chain a 16 72 63 0
oracle, inv10000 chain s 4 46 33 0
oracle, inv10000 chain s 8 63 48 0
oracle, inv10000 cycle s 8 63 45 0
Tabelle 8.18: Blockade- und Deadlockauﬂo¨sungsanteil, ku¨nstliche Benchmarks
Absolut betrachtet konnte jedoch auch mit dem Oracle-log-Verfahren kein relevanter Speedup
erzielt werden. Daneben ergaben sich aber weitere interessante Perspektiven durch die Beobachtun-
gen des azyklischen Partitionierungsverfahrens. Bei vielen Messungen ﬁel die Gesamtlaufzeit durch
den Einsatz von Oracle-log kaum merklich. Statt dessen stieg der Anteil der Blockadezeitra¨ume
drastisch an. Diese Tatsache belegt, daß die parallele Simulation prinzipiell auch in ku¨rzerer Zeit
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durchfu¨hrbar sein sollte als hier beobachtet, da beide Verfahren identische Berechnungsergebnisse
generieren. Durch die Existenz der Orakeldaten erhalten die LPs implizite Garantien in Form von
Lookahead, d.h. Ereignisse ko¨nnen bereits bis zum Zeitpunkt der na¨chsten erwarteten Nachricht
ausgefu¨hrt werden, wa¨hrend im konservativen Verfahren erst auf das Eintreﬀen dieser Nachricht
gewartet werden muß. Beim Basisverfahren ist also eine gesteigerte Blockadedauer zu erwarten. Die
Ergebnisse zeigen nun aber gerade ein umgekehrtes Verhalten.
Die Ursache dafu¨r liegt bei den betrachteten pipelineartigen Modellen darin, daß bei Oracle-log
bereits fru¨her mit der Ereignisabarbeitung begonnen werden kann und keine ausreichende Ereig-
nisanzahl fu¨r die einzelnen Simulationsschritte vorhanden ist (siehe auch Kap. 7.4.1). Der ent-
sprechende Simulator ist mit der Abarbeitung der Ereignisse in einer Vielzahl der beobachteten
Fa¨lle bereits fertig, ehe eine neue Ereignisnachricht eines anderen LPs eintriﬀt. Aus diesem Grund
blockiert die Simulation nahezu vor jedem Empfang der na¨chsten Nachricht. Diese These wird durch
zwei weitere Beobachtungen gestu¨tzt. Erstens treten bei allen LPs unter Oracle-log fast identische
Blockadedauern auf, da sie in etwa dieselbe Ereignisanzahl bearbeiten und dieselbe Verarbeitungs-
struktur (eine sequentielle Teilkette der Schaltung) besitzen. Zweitens sinken die Blockadezeiten
bei Reduktion der Stimulila¨nge proportional dazu.
Im Basisverfahren warten die einzelnen LPs zwar zu Beginn la¨nger auf die Erlaubnis zum Start
der ersten Ereignisabarbeitung20. Danach sind aber stets genu¨gend Ereignisse vorhanden, um die
Simulatoren nicht blockieren zu mu¨ssen. Außerdem wurde festgestellt, daß in den wenigsten Fa¨llen
auf das Eintreﬀen der na¨chsten Ereignisnachricht gewartet werden mußte.
Die angegeben ku¨rzeren Blockadedauern des Basisverfahrens sind jedoch nicht ganz fair ge-
genu¨ber den Werten der Oracle-log-Methode. Bei Oracle-log beinhaltet die Blockadedauer auch die
Zeiten zum Entgegennehmen der wa¨hrend der Blockaden aufgelaufenen neuen Nachrichten. Da die-
se Aufgabe zum Simulationszyklus geho¨rt, ist der LP wa¨hrend dieser Zeiten eigentlich nicht mehr
blockiert. Eine exakte Messung ha¨tte aber wesentlich mehr Meßpunkte zur Erfassung der Zeiten
im Simulator erfordert. Die realen Zeiten, in denen ein konservatives Verfahren auf eine Erho¨hung
der Garantien warten muß, du¨rften sich also zwischen diesen beiden Extremen bewegen. Nimmt die
Ereignisanzahl dagegen stark zu, so sollten die gemessenen Blockadezeitra¨ume relativ exakt sein.
Die dargestellten Blockadedauern beinhalten dabei auch nicht die Zeiten, in denen einzelne
LPs, die bereits ihre Simulation abgeschlossen haben, auf die Terminierung der restlichen Simula-
toren warten. Durch eine Angleichung der Terminierungszeitpunkte ließe sich ggf. weitere Laufzeit
einsparen.
8.4 Gesamtkosten der verteilten Simulation
Neben den reinen Simulationskosten werden nun wie bereits in Kapitel 7.3 die Gesamtkosten der
verteilten Simulation betrachtet. Dazu werden die diejenigen Parameterkombinationen verwendet,
die sich in den bisherigen Untersuchungen als optimal herausgestellt haben. U¨ber die Summe der
Einzelkosten werden dann die Minima der mit den parallelen Algorithmen beno¨tigten Laufzeiten
fu¨r jedes Modell gebildet. Die einzelnen Faktoren wurden in Teil I dieser Arbeit speziﬁziert. In
den Tabellen 8.19 und 8.20 werden die beobachteten Werte fu¨r die konservative und die optimisti-
sche Version angegeben. Dabei zeigten sich fu¨r beide Klassen von Synchronisationsmethoden die
balancierten Kegelpartitionierungen den anderen Aufteilungsverfahren klar u¨berlegen.
Der eﬀektiv erreichbare Speedup schmilzt somit bei Beru¨cksichtigung der zusa¨tzlichen Kosten
20Sie beginnt fru¨hestens nach dem Eintreﬀen der zweiten Ereignisnachricht, wenn keine initialen Ereignisse vor-
handen waren.
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weiter zusammen. Die Endresultate sind mehr als entta¨uschend und liegen bei den optimalen Kon-
ﬁgurationen unterhalb von ”2”. Die Vergleichswerte der sequentiellen Variante beinhalten ebenfalls
den dort zusa¨tzlich anfallenden Aufwand.
Simulationsdauer
Modell Part. Anz. tpart tinput tdistrib tsim tcollect Σ Besch.
s1196 C 4 1 2,03 0,26 1,92 0 5,21 0,39
s13207 C 4 18 15,99 4,10 69,31 0,90 108,31 0,64
s35932 C 16 74 49,72 14,81 59,40 0 197,93 1,16
inv64 chain D 8 1 4,34 0,02 5,95 0 11,31 0,10
inv10000 chain D 24 40 11,81 2,71 37,34 0 91,86 1,43
inv100000 chain D 8 3904 458,46 27,08 271,91 0 4661,46 0,17
Tabelle 8.19: Gesamtzeitbedarf der Simulation mit konservativem Verfahren
Diese Ergebnisse relativieren sich wiederum fu¨r Applikationsklassen mit erho¨hter Granularita¨t.
Dort nimmt die Bedeutung der zusa¨tzlichen Kosten mit steigender Ereigniskomplexita¨t stark ab.
Fu¨r große Modelle wie inv100000 chain ko¨nnen aber insbesondere die Partitionierungskosten nicht
vollsta¨ndig vernachla¨ssigt werden.
Simulationsdauer
Modell Part. Anz. tpart tinput tdistrib tsim tcollect Σ Besch.
s1196 C 8 1 2,56 0,29 3,75 0 7,60 0,27
s13207 C 16 17 17,40 5,26 13,90 0 53,56 1,30
s35932 C 16 74 49,72 14,81 90,69 0 229,22 1
inv64 chain D 8 1 4,34 0,02 5,17 0 10,54 0,11
inv10000 chain D 16 40 11,77 2,49 41,47 0 95,74 1,37
inv100000 chain D 8 3904 458,46 27,08 393,72 0 4783,26 0,17
Tabelle 8.20: Gesamtzeitbedarf der Simulation mit optimistischem Verfahren
Neben den oﬀensichtlichen Kosten, die in klar deﬁnierten Phasen anfallen, existiert auch eine
Klasse von im parallelen Synchronisationsalgorithmus versteckten Overheadgeneratoren. Bei den
konservativen Verfahren geho¨ren dazu die Blockadekosten aufgrund mangelnder Garantien und
der Aufwand zur Entdeckung von Deadlocks. Insbesondere eine globale Wu¨rdigung dieser Kosten
ist, wie bereits beim Oracle-log-Verfahren diskutiert, aufgrund der nicht vorhandenen konsistenten
Sicht auf das Gesamtsystem problematisch.
Bei den optimistischen Verfahren schlagen u¨berwiegend die Kosten fu¨r Rollbacks und wieder-
holte Ereignisausfu¨hrung als Overhead zu Buche. Fu¨r DVSIM wurde aufgrund der niedrigen Er-
eignisgranularita¨t weder ein Copy-state-saving, bei dem der komplette Zustand nach jeder Ereig-
nisausfu¨hrung gesichert wird, noch ein davon abgeleitetes periodisches Sicherungsverfahren (PSS)
verwendet. Statt dessen kommt eine inkrementelle Sicherung (ISS) der A¨nderungen, die von einem
einzelnen Ereignis bewirkt werden, zum Einsatz [BSK91a].
ISS hat Vorteile gegenu¨ber PSS, wenn nur kurze Rollbacks auftreten, kleine Teile des Zustands
gesichert werden (geringer Sicherungsaufwand) oder viele Rollbacks auftreten [PAW93a]. Diese
Beobachtung wird auch in den Arbeiten von Ro¨nngren u.a. sowie West und Panesar experimentell
besta¨tigt. Bei untersuchten Modellen mit weniger als 15 Prozent [RLA96a] bzw. lediglich 2 Prozent
[WEP96a] sicherungsrelevatem Anteil schneiden die ISS-Verfahren am besten ab und laufen bis zu
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neunmal schneller als die Copy-state-saving-Methoden. [UCC93a] empfehlen diese Vorgehensweise
ebenso, falls der Anteil der gea¨nderten Variablen am Gesamtzustand 20 Prozent nicht u¨berschreitet.
In DVSIM entsteht aufgrund der Speicherung des Zustands in den bereits abgearbeiteten Er-
eignissen und wegen der geringen Granularita¨t kein großer Aufwand fu¨r die Zustandssicherung.
Bei Verwendung von VHDL-Prozessen kann der Aufwand je nach deren Komplexita¨t allerdings
beliebig hoch ausfallen. Zur Speicherung des Zustands von VHDL-Prozessen schlagen Bauer und
Sporrer Phantomereignisse vor, die einfach in die Ereignisliste mit eingekettet werden und bei einer
Ereignisausfu¨hrung die Zustandsa¨nderungen protokollieren [BAS93a]. Dieser Ansatz wurde auch in
DVSIM vorgesehen aber nicht vollsta¨ndig fu¨r VHDL-Prozesse realisiert.
8.5 Optimierung der Kommunikationskosten unter PVM
Bei der vorliegenden Implementierung wurden die Standardmechanismen von PVM eingesetzt,
um die Simulation in beliebigen heterogenen Umgebungen, die diese Architektur unterstu¨tzen,
ablaufen lassen zu ko¨nnen. Insbesondere wurde dazu die Transformation aller Nachrichteninhalte
in das Netzwerkdatenformat XDR [SRI95a] vorgenommen. Dadurch entsteht zusa¨tzlicher Aufwand
fu¨r das Kopieren zwischen von Sendern bzw. Empfa¨ngern benutzten Applikationsdatenpuﬀern und
Puﬀern der Kommunikationsschicht. Der Aufwand fu¨r die eigentliche Konvertierung entsprechend
XDR ist dagegen vernachla¨ssigbar, da die Nachrichten aus elementaren Datentypen bestehen.
Fu¨r die durchgefu¨hrten Untersuchungen wurde eine Optimierung durch Deaktivieren der Kon-
vertierung nicht eingesetzt, da dadurch die Einsetzbarkeit unter allgemeinen Bedingungen auf einer
beliebigen PVM-Plattform nicht mehr mo¨glich ist. Bei der Kombination von beispielsweise SUN-
Workstations mit PCs innerhalb einer virtuellen Maschine ist bereits eine Datenkonvertierung not-
wendig.
Alternativ gestattet PVM auch eine direkte TCP/IP-Verbindung zwischen zwei Applikations-
prozessen sofern die Betriebssystemressourcen dies erlauben. Durch Verwendung der Option Pvm-
RouteDirect wird die Verteilung der Nachrichten u¨ber die rechnerzentralen Instanzen der PVM-
Daemonen umgegangen und vermutlich beschleunigt. Diese Option ist auf dem GC/PP implizit
durch Nutzung der zugrundeliegenden PARIX-Kommunikationsprimitive [PAR94a] defaultma¨ßig
aktiviert und auf Workstations aufgrund der limitierten Anzahl von Filedeskriptoren, die fu¨r
TCP/IP-Verbindungen bereitgestellt werden, abgeschaltet.
PVM wird ebenfalls von Kormicki u.a [KMC97a] fu¨r synchrone parallele Logiksimulation ein-
gesetzt. Durch Optimierungen wie das Packen von Nachrichten am Ende jedes Simulationsschritts,
funktionalen Parallelismus21 und Unterscheidung der lokalen Ereignisauswertung von der Ereignis-
bearbeitung externer Events getrennt nach ihren Sendern ko¨nnen bei hoher Aktivita¨tsrate innerhalb
eines Schaltkreises Beschleunigungen von 5,3 auf 5 Workstations erreicht werden. Diese superline-
aren Speedups werden nach Aussage der Autoren Cacheeﬀekten zugeschrieben.
8.6 Auswertungs- und Analysehilfen fu¨r parallele Algorithmen
In einer fru¨hen Entwicklungsphase der DVSIM-Umgebung wurde eine Monitoringkomponente in
die verteilten Simulatoren integriert, die fu¨r eine Protokollierung der ausgefu¨hrten Simulationsak-
tionen (Ereignisausfu¨hrung, Nachrichtenversand und -empfang, etc.) sorgt, um das Verhalten der
Algorithmen zu beobachten, die Leistungsfa¨higkeit zu beurteilen und Engpa¨sse zu erkennen.
21Pipelining der einzelnen Schritte des Algorithmus in der Berechnungsphase wie Ereignislistenoperationen und
Ereignisbearbeitung.
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Die generierten Daten wurden im Anschluß an die Simulation aus Traceﬁles geladen, aufberei-
tet und mit graphischen Oberﬂa¨chen visualisiert. Allerdings traten dabei massive Problem mit der
Handhabung der Daten auf. Die eingesetzten Visualisierungstools stellten aufgrund der heteroge-
nen Struktur der asynchronen Algorithmen nur moderate Mo¨glichkeiten zur Analyse bereit. Die
Kommunikation folgte keinem einheitlichen Muster, das fu¨r das Auge des Benutzers klar erkenn-
bar wa¨re. Lediglich oﬀensichtliche Engpa¨sse wie Phasen sequentieller Abarbeitung auf einzelnen
Prozessoren u¨ber la¨ngere Zeitra¨ume sind erkennbar. Allerdings ist es schwer, eine Korrelation zwi-
schen den gemachten Beobachtungen und der Ursachen alleine aufgrund der graphischen Anzeigen
herzustellen. Weiterhin treten Probleme bei der Skalierbarkeit fu¨r die meisten Anzeigeverfahren
auf. Ein Graph eines Algorithmus mit 16 Prozessoren beno¨tigt zur Anzeige bereits 16 Pixel fu¨r
ein und denselben Wert, sofern man nicht mit Techniken zur selektiven Anzeige oder U¨berlagerung
arbeitet. Außerdem erfordert die Oﬄine-Bearbeitung die Speicherung von immensen Datenmengen.
Die ISCAS-Benchmarks generieren bei ihren kurzen Simulationsla¨ufen bereits 7-stellige Ereignis-
zahlen. Neben den eigentlichen Simulationsereignissen sind aber auch noch andere Vorkommnisse
wie Nullnachrichten, Deadlockerkennung, Rollbacks und Checkpointing von Relevanz, so daß die
Datenmenge bei einer minimalen Anzahl von 20 Byte pro Protokolleintrag leicht Hunderte von
Megabyte fu¨r einen Simulationslauf erreicht. Die Aufbereitung solch großer Datenmengen bereitet
auch bei Einsatz intelligenter Filtermechanismen einigen Aufwand.
Hinzu kommt noch die Notwendigkeit der zeitlichen Synchronisation der Beobachtungen, da
in der Regel keine u¨berall vorhandenen, gekoppelten Hardwareuhren existieren. Es ist somit we-
nigstens zu Simulationsbeginn und -ende eine Abstimmung der Uhren fu¨r die Protokollierung zu
leisten und im Falle nichtlinearer Drift (z.B. auf Sun-Rechnern) ko¨nnen massive Verfa¨lschungen
der Beobachtungen auftreten, die die Aussagen u¨ber das Verhalten des betrachteten Systems im
besten Fall verfa¨lschen. In extren Fa¨llen fu¨hren die Fehler zum Programmabsturz von Standard-
visualisierungsprogrammen wie ParaGraph [HEF91a], da diese z.B. in der Zeit ru¨ckwa¨rts laufende
Nachrichten nicht korrekt verarbeiten ko¨nnen.
Eine Online-Visualisierung direkt zur Laufzeit des Simulationsprogramms generiert in der Re-
gel auch keine befriedigenden Ergebnisse aufgrund der nichtdeterministischen Laufzeiten der Mo-
nitoringinformationen, die ja ebenfalls u¨ber Nachrichten zum Beobachter verschickt werden. Somit
ergeben sich bei naiver Herangehensweise fu¨r jeden Programmlauf unterschiedliche Beobachtungen,
die die Problemanalyse eher erschweren als eine echte Hilfestellung zu bieten.
Ansa¨tze wie das Hardwaremonitoring und die Verwendung von zusa¨tzlichen u¨ber eine zentrale
Uhr getakteten Hardwareuhren auf allen Prozessoren lagen außerhalb unserer Untersuchungen.
8.7 Beurteilung der parallelen Verfahren
Die Entwicklung des prototypischen VHDL-Simulators DVSIM zeigt ebenso wie fru¨her durchgefu¨hr-
te Projekte [MMR93a, RIC95a], daß Basisverfahren oft erst nach sorgfa¨ltiger Optimierung einiger-
maßen gute Ergebnisse liefern. Reiher [REI92a] spricht bei einer Beurteilung des TWOS davon, daß
eine Beschleunigung von 30 auf 72 Prozessoren ein (bis 1992) außergewo¨hnlich guter Wert ist, der bei
irregula¨ren Problemen erreicht wurde, und von anderen Simulatoren bei weitem nicht erzielt werden
konnte. Diese Beobachtungen wurden auch hinsichtlich vieler anderer Untersuchungen gemacht. Ein
linearer, um 50 Prozent herabgesetzter Speedup ist außerordentlich gut. Die meisten Untersuchun-
gen werten bereits 25 Prozent Eﬃzienz als Erfolg. Allerdings konnten auch sehr widerspru¨chliche
Beobachtungen verschiedener Forscher erkla¨rt werden. Briner, Ellis und Kedems Speedup von 25
auf 32 Prozessoren [BEK91a] beruht vermutlich auf einer hohen Ereignisgranularita¨t wa¨hrend Reed,
Malony und McCredies Ergebnisse [RMM88a] unter einer schlechten Ereignismodellierung leiden.
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Tuning einer Applikation und die korrekte Wahl vieler Randbedingungen sind somit sehr wich-
tig. Leider widerspricht das den von Fujimoto gestellten Forderungen nach einfacher Benutzbarkeit
paralleler Simulationstools [FUJ93a]. Ein Entwickler erwartet, daß er sich auf die Modellierung kon-
zentrieren kann und das benutzte Tool einfach funktioniert. Eine komplexe Optimierungsaufgabe
mit Modiﬁkationen eines ihm ansonsten fremden Systems entspricht nicht seinen Vorstellungen.
Das gleiche gilt auch fu¨r sorgfa¨ltiges Design, um Determinismus und Korrektheit der Simulation
zu erreichen. [RWH92a] und [BAG96a] beschreiben typische Designfehler, die Determinismus und
Korrektheit gefa¨hrden ko¨nnen. Es stellt sich somit wiederum die Frage nach der Zumutbarkeit solch
komplexer Verfahren fu¨r einen Simulationsmodellierer ohne Erfahrungen im Entwickeln paralleler
Applikationen.
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Kapitel 9
Optimierung der partitionsabha¨ngigen
Faktoren
Nachdem bisher die Optimierungen auf Seiten der Synchronisationsalgorithmen gesucht wurden,
stellt sich in diesem Kapitel die Frage, inwieweit Verbesserungen der Leistungsfa¨higkeit paralle-
ler Simulationsverfahren auch durch Modiﬁkation der Partitionierungsverfahren erreicht werden
ko¨nnen.
Mit den betrachteten Untersuchungsmethoden wurde bei den konservativen und optimistischen
Basisverfahren leider nur recht geringe und oft gar keine Beschleunigungen beobachtet. Hinzu
kommt der insbesondere bei den konservativen Verfahren relativ hohe Aufwand zur Berechnung
gu¨nstiger Partitionierungen fu¨r die parallele Simulation. Bei gro¨ßeren Modellen steigen diese Kosten
extrem an und u¨berschreiten z.T. die eigentliche Simulationsdauer. Fu¨r langlaufende Simulationen
mag diese Vorgehensweise noch tragbar sein. Gilt es jedoch zuna¨chst eine gute Partitionierung zu
ﬁnden, so bereitet alleine die Berechnung der Aufteilungen schon einen hohen Aufwand.
Unter Verwendung verschiedener Optimierungen konnten die Speedup-Werte jedoch auch mit
den Basisverfahren gesteigert werden. Zum einen erzielten Simulationen, deren Ereignisgranularita¨t
in etwa die Ho¨he des Aufwands fu¨r den Versand einer Ereignisnachricht aufweist, nicht unerheb-
liche Zeitgewinne. Beim Time Warp konnte weiterhin durch Limitierung des Optimismus mittels
Fenstertechniken die in der Basisimplementation des Time Warp beobachteten Probleme mit der
Speicherknappheit wenigstens teilweise vermieden und Ergebnisse auf der Qualita¨tsstufe des kon-
servativen Pendants erreicht werden. Dennoch befriedigen beide Feststellungen nicht. Es stellt sich
die Frage, ob es keine besseren Lo¨sungen fu¨r feingranulare Modelle gibt und ob die Nebenkosten
der Simulation nicht reduziert werden ko¨nnen.
Das Verhalten des limitierten Time Warps legt die Vermutung nahe, daß zum Erreichen einer
guten Performance in optimistischen Verfahren die zeitlichen Diﬀerenzen der lokalen Uhren auf ein
gewisses Maß beschra¨nkt bleiben mu¨ssen. Diese Bedingung scheint erfu¨llt zu sein, wenn die Simula-
toren gleichma¨ßig ausgelastet sind. Fu¨r die konservativen Methoden wurden keine algorithmischen
Verbesserungen gefunden, die sich in a¨hnlicher Weise in verbesserter Leistung zeigten1.
Durch die Integration von Applikationswissen oder dynamisch zur Laufzeit der Simulation er-
mittelte Daten kann man versuchen, die Qualita¨t der Modellaufteilung zu verbessern. Die erste
Variante la¨ßt sich nur eingeschra¨nkt einsetzen. Ein Beispiel hierfu¨r ist die hierarchische Partitio-
nierung, die parallel operierende Komponenten verschiedenen Partitionen zuweist. Mit den verwen-
deten ISCAS-Schaltungen, u¨ber die quasi kein Wissen vorhanden ist und die sich deshalb auch
1Verfahren mit Nullnachrichten wurden aufgrund der existierenden Zyklen in den Modellen nicht betrachtet.
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nicht hierarchisch anordnen lassen, kann dieser Ansatz nicht verfolgt werden. Fu¨r die andere Op-
timierung durch Laufzeitdaten existieren zwei grundsa¨tzliche Vorgehensweisen. Zum einen ko¨nnen
diese Informationen fu¨r eine Neuberechnung einer statischen Partitionierungen verwendet werden.
Zum anderen besteht die Mo¨glichkeit der Umverteilung von Modellkomponenten zur Laufzeit der
Simulation ohne eine vorherige komplexe Berechnung der Ausgangspartitionen.
9.1 Pre-Simulation
Ansa¨tze zur Verbesserung der Leistung paralleler Simulation durch Erho¨hung der Qualita¨t sta-
tischer Partitionen wurden von Manjikian und Loucks [MAL93a], Chamberlain und Henderson
[CHH94a] sowie von Wilson und Nicol [WIN96a] vorgeschlagen. Ziel ist bei allen Verfahren stets,
durch Erfassung der realen Ereignisaufkommen die Aktivita¨tsraten der Modelle besser zu beur-
teilen. Dazu wird die Simulation fu¨r einen kurzen Simulationszeitraum gestartet und Statistiken
u¨ber die Anzahl der bearbeiteten Ereignisse bei den Objekten bzw. u¨ber die Anzahl der fu¨r andere
Objekte eingeplanten Ereignisse erstellt. Mit diesen Werten werden die Knoten und Kanten des
Modellgraphen in einem zweiten Schritt markiert und fu¨r eine weitere Iteration der statischen Par-
titionierung verwendet. Dadurch erhoﬀt man sich die a priori nicht vorhandenen Kenntnisse u¨ber
das dynamische Verhalten der Modelle besser zu beru¨cksichtigen.
Diese semidynamische Partitionierung2 greift allerdings nur, wenn das Modellverhalten sich
nicht im spa¨teren Verlauf der Simulation drastisch a¨ndert. Untersuchungen in [CHH94a] zeigen
jedoch fu¨r drei kleinere Schaltkreise, daß die Ereignisraten der Schaltungselemente fu¨r die Pre-
Simulationsphase recht gut mit den u¨ber die gesamte Simulationsdauer auftretenden Werten kor-
relieren. Das bedeutet, daß sich das Verhalten der betrachteten Schaltungen bereits anhand der
ersten Simulationsphase, die zwischen 10 und 30 Prozent der Gesamtlaufzeit betrug, sehr gut ap-
proximieren la¨ßt.
Allerdings vermeidet dieses Verfahren nicht die zusa¨tzlichen Kosten fu¨r die statische Partitio-
nierung. Zur Ermittlung der zusa¨tzlichen Informationen wird vielmehr weiterer Aufwand fu¨r die
Pre-Simulationsphase und einen erneuten Zyklus zur Partitionierung unter Verwendung der gewon-
nenen Daten beno¨tigt.
Diese Vorgehensweise wurde mit DVSIM fu¨r den Time Warp mit Modell s1196 u¨berpru¨ft. Bei
den Partitionierungsverfahren Soccer und Kernighan/Lin konnten die Leistungen der parallelen Si-
mulation zwar weiter gesteigert werden, allerdings erreichten die Werte lediglich die Ergebnisse der
besten statischen Partitionierungsverfahren ohne Einsatz von vorgeschalteten Simulationsla¨ufen.
Eine echte Alternative stellen diese Verfahren also nicht dar, da man in diesem Fall ohnehin die be-
reits gu¨nstigeren Partitionierungen verwenden wu¨rde. Bei fairer Bewertung der Gesamtkosten der
parallelen Simulation sinken durch den Mehraufwand der zweifachen (oder auch ha¨uﬁgeren) Re-
partitionierung die Beschleunigungswerte noch unter die Ergebnisse der Basisverfahren. Die beiden
anderen erwa¨hnten Forschergruppen setzen dieselben Prinzipien ein, um die initiale Partitionierung
zu optimieren.
2Die Dynamik des Verfahrens ist hier nur an bestimmten fest deﬁnierten Stellen mo¨glich, die durch den Benutzer
gesteuert werden. Es existiert keine zu jedem Zeitpunkt optimierend wirkende Automatik. Deshalb wurde hier die
Bezeichnung semidynamisch verwendet.
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9.2 Dynamische Lastbalancierung zur Laufzeit der Simulation
Ein Ausweg zur Vermeidung der statischen Partitionierungskosten bietet hier lediglich deren kom-
plette Abschaﬀung. Die Simulation startet mit einer zufa¨lligen oder einer mit sehr wenig Aufwand
berechenbaren Verteilung ohne Beru¨cksichtigung der Qualita¨t. Durch eine dynamische Lastbalan-
cierung zur Laufzeit wird im Idealfall eine optimale und stabile Verteilung automatisch erzeugt.
Diese Vorgehensweise kann insbesondere bei optimistischen Verfahren zu unterschiedlichen Ver-
besserungen fu¨hren, da einerseits die initialen Kosten entfallen und andererseits die Verschiebung
eines Objekts auf einen anderen Prozessor ggf. einen Rollback auslo¨st, der einen u¨beroptimistischen
Prozeß bremst und die Abweichungen der lokalen Uhren zwischen den logischen Prozessen (LPs)
reduziert.
Zur Steuerung des dynamischen Verfahrens sind vier Gro¨ßen zu identiﬁzieren: die Deﬁnition des
Lastbegriﬀs, die Festlegung eines Schwellwerts, bei dessen U¨berschreiten eine Rebalancierung erfor-
derlich wird, die Granularita¨t der Umverteilung und die Aktualisierungsrate der Lastinformationen
bzw. die Mindestabsta¨nde, in denen eine Balancierung vorgenommen werden darf.
Insbesondere die Deﬁnition der Last ist keine triviale Aufgabe. Es gibt verschiedene Vorschla¨ge,
die sowohl Vor- als auch Nachteile besitzen. Die wichtigsten in der parallelen Simulation verwend-
baren Gro¨ßen sollen hier kurz beschrieben werden.
• Die Prozessorlast bzw. die verbrauchte CPU-Zeit dru¨ckt den Aufwand fu¨r die Berechnung der
Simulationsergebnisse in Bezug auf die beno¨tigten Rechnerressourcen aus. Dabei ist allerdings
auch der Overhead der parallelen Verfahren implizit in den Lastwerten enthalten. Ein LP, der
unter Time Warp sta¨ndig Rollbacks ausfu¨hrt, ist demnach ebenso belastet, wie ein Prozessor,
der Ereignisse bearbeitet, die nicht zuru¨ckgesetzt werden mu¨ssen.
Carothers und Fujimoto [CAF96a] beschreiben ein System zur Ausfu¨hrung von Time-Warp-
Simulationen als Hintergrundprozesse (Background Execution), das die Berechnungen in ei-
nem nicht exklusiv genutzten Netz von Workstations auf der Basis einer Scha¨tzung der
verfu¨gbaren Rechenzeit neu verteilt. Einheit der Migration sind Cluster von LPs. Neue Prozes-
soren ko¨nnen zum Pool der verfu¨gbaren Rechner dynamisch hinzugenommen werden, wenn
sie eine entsprechend niedrige Last haben. Sie ersetzen Prozessoren, die aufgrund von Ak-
tivita¨ten anderer (z.B. interaktiver) Benutzer sta¨rker belastet sind3. Eine statische initiale
Partitionierung ist dennoch no¨tig. Die Cluster selbst a¨ndern sich nach der Festlegung nicht
mehr.
• Um ein Maß fu¨r den direkten Beitrag einer Berechnung zur Problemlo¨sung zu liefern, deﬁnie-
ren Reiher und Jeﬀerson die eﬀektive Prozessorauslastung, die fu¨r den Time Warp nur den
Berechnungsaufwand fu¨r Ereignisse beinhaltet, die nicht zuru¨ckgesetzt werden und somit zu
einem echten Fortschritt der Simulation fu¨hren [REJ90a]. Ein niedriger Lastwert bedeutet bei
dieser Deﬁnition also eine schlechte Auslastung des entsprechenden logischen Prozesses. Die
Aufteilung der Prozessorlast erfolgt hier nach dem Space-time-Prinzip (s. Kap. 2.6.1), indem
man den Simulationszeitraum, den der belastete logische Prozeß zu simulieren hat, in zwei
disjunkte Zeitra¨ume zerlegt. Dabei entsteht ein neuer LP, der auf einen anderen Prozessor
verlagert werden kann.
• Die Anzahl simulierter Ereignisse und die Simulationszeit eignet sich bei konservativen Ver-
fahren recht gut als Lastmaß. Bei optimistischen Simulationsmethoden du¨rfen bei den Ereig-
3Allgemeinere Systeme zur Nutzung brachliegender Rechnerressourcen in einem Workstationcluster stellen z.B.
CONDOR [LLM87a] und LIPS [SER92a] dar.
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nissen nur die sicheren Ereignisse geza¨hlt werden, die aufgrund der fortgeschrittenen GVT
nicht mehr zuru¨ckgesetzt werden (committed events) [AVT96a]. Die reine Simulationszeit
ist fu¨r optimistische Methoden dagegen ungeeignet, da sie durch wa¨hrend der Simulation
auftretende Rollbacks auch zuru¨ckspringen kann.
Burdorf und Marti schlagen deshalb die Bildung eines Mittelwerts der lokalen Simulations-
zeiten (LVT) fu¨r den Time Warp vor [BUM93a]. Luksch grenzt diese Deﬁnition noch weiter
ein und verwendet die Diﬀerenz zwischen mittlerer LVT und der unteren Schranke der global
approximierten Simulationszeit (GVT) [LUK93a]. Schlagenhaft u.a. [SRS95a] kalibrieren den
Fortschritt der LVT innerhalb konstanter Realzeitintervalle und deﬁnieren ihre Last daru¨ber.
Nach erfolgter Deﬁnition des Lastbegriﬀs stellt sich die Frage, wer die Lastbalancierung ansto¨ßt.
Shivaratri, Krueger und Singhal unterscheiden nach drei verschiedenen Modellen. Eine detailiertere
Beschreibung dieser Klassiﬁkation ﬁndet sich in [SKS92a]. Hier sollen die Verfahren nur kurz ge-
nannt werden. Es handelt sich dabei um die senderinitiierte Balancierung, die empfa¨ngergesteuerte
Verlagerung und die Kombination dieser beiden Verfahren. Im ersten Fall stellt der Last abgebende
Prozeß eine eigene U¨berlast fest und wa¨hlt einen weniger belasteten Partner aus, dem er einen
Teil seiner Berechnungen u¨bergibt. Die zweite Varianten erkennt, daß lokal nicht genu¨gend Arbeit
vorhanden ist und fragt bei einem oder mehreren anderen Prozessen nach, ob diese nicht einen Teil
ihrer Arbeit abgeben ko¨nnen.
Fu¨r optimistische Verfahren gibt es bislang wenige Ansa¨tze zur dynamischen Lastbalancierung,
die jedoch meist auf der Balancierung fest deﬁnierter Cluster basierten. Dazu wurde vor der eigent-
lichen Simulation zusa¨tzlich wie bei der statischen Partitionierung eine Aufteilung der Schaltung
berechnet, die jedoch aus wesentlich mehr Teilen als vorhandenen Prozessoren besteht. Ein LP simu-
liert zur Laufzeit mehrere Cluster. Bei Lastungleichgewichten werden komplette Cluster verlagert
[SRS95a, AVT96a]. Dadurch erspart man sich zwar die dynamische Berechnung zu verlagernder Ele-
mente zur Laufzeit, aber es fallen wiederum die Kosten fu¨r die initiale statische Partitionierung an.
Außerdem kann nicht ﬂexibel auf dynamische Verhaltensa¨nderungen der Schaltungen zur Laufzeit
reagiert werden4. Zum Teil verwenden diese Lo¨sungen auch einen zentralen Ansatz zur Auswahl der
an der Umverteilung beteiligten Partner, was zu einem Engpaß bei der Lastermittlung, die durch
Nachrichtenaustausch mit einer zentralen Komponente erfolgt, fu¨hren kann.
DVSIM verwendet dagegen einen vollsta¨ndig dynamischen Ansatz, der ohne zentrale Kontrolle
und ohne kostspielige initiale Partitionierung auskommt. Diese Vorgehensweise liegt nahe, da auf
jedem Prozessor nur ein einziger LP vorhanden ist, der eine Vielzahl von Gattern simuliert. Unter
diesen Annahmen soll in diesem Kapitel untersucht werden, ob zusa¨tzliches Beschleunigungspoten-
tial existiert. Es wird zuna¨chst der Grundalgorithmus zur Lastbalancierung beschrieben und seine
Vorgehensweise fu¨r die optimistischen Verfahren diskutiert. Fu¨r konservative Methoden ist bislang
nur eine Beschreibung eines Algorithmus zur dynamischen Lastbalancierung bekannt, der ebenfalls
auf der Migration kompletter Cluster basiert [BOD97a]. In einer Fortfu¨hrung unseres Verfahrens
fu¨r die optimistischen Ansa¨tze wird der Algorithmus auf die konservativen Verfahren ausgeweitet
und Argumente fu¨r die Funktionsfa¨higkeit geliefert.
9.3 Lastbalancierung mit DVSIM fu¨r optimistische Simulation
Die Lastbalancierungskomponente von DVSIM wird durch eine hohe Anzahl von Freiheitsgraden
bestimmt, die mo¨glichst viele Parameter bei der Lastumverteilung nicht vorzeitig belegen. Zum
4Die Gu¨ltigkeit der Pre-Simulationsexperimente in [CHH94a] fu¨r beliebige Modelle wird bei dieser Argumentation
nicht vorausgesetzt.
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einen existiert keine zentrale Kontrolle, die sich im Nachhinein als Engpaß erweisen ko¨nnte. Daneben
la¨ßt sich u¨ber Parametrisierung der Simulationsla¨ufe die Schwelle zur Festlegung der Lastdiﬀerenz
und die Anzahl der zu verschiebenden Gatter deﬁnieren, sowie die Ha¨uﬁgkeit der Umverteilung
steuern.
Als einzige Reglementierung wurde eine Senderinitiierung des Algorithmus verwendet (d.h. ein
LP stellt seine U¨berlast fest und reagiert darauf) und eine Limitierung der gleichzeitigen Lastaus-
tauschvorga¨nge auf maximal eine Verschiebung vorgenommen. Die Fairneß bei der Lastverteilung
wird durch ein Token gewa¨hrleistet, das sukzessive alle LPs entlang eines virtuellen Rings besucht.
Durch diese Restriktionen soll vermieden werden, daß ein unterbelasteter LP durch gleichzeitigen
Versand von Modellteilen durch mehrere andere LPs schlagartig in einen U¨berlastbereich gera¨t und
auch alle LPs eine Chance bekommen, bei Bedarf Last abzugeben.
Zur Deﬁnition des Lastmaßes im TimeWarp wurde das Modell von Luksch [LUK93a] verwendet.
Die mittlere LVT wird stets u¨ber mehrere Meßpunkte berechnet. Die Daten werden dabei unmittel-
bar bei Eintreten eines Rollbacks und vor dem Zuru¨cksetzen der LVT aufgezeichnet. Sie entsprechen
somit dem maximalen Fortschritt der Simulation zwischen zwei benachbarten Rollbacks. Die Last
wird dann als Diﬀerenz aus der aktuellen GVT und diesem Mittelwert berechnet.
9.3.1 Aufbau des Lastbalancierungsmoduls
Um spa¨ter eine weitgehend problemlose Integration und homogene Struktur des Lastbalancierungs-
verfahrens auch fu¨r die konservativen Verfahren zu gestatten, wurden bereits in der optimistischen
Variante einige Designentscheidungen getroﬀen, die fu¨r beide Algorithmenklassen relevant sind.
In den folgenden Beschreibungen wird an geeigneter Stelle bereits auf Parallelen beziehungsweise
Unterschiede hingewiesen.
Der LP, der zur Balancierung der Last berechtigt ist, fordert die Lastwerte seiner Nachbarn an.
Daraus berechnet er die Diﬀerenz zur eigenen Last und wa¨hlt bei U¨berschreiten der Toleranzschwelle
(z.B. 10 Prozent Unterschied) denjenigen LP mit dem geringsten berichteten Lastwert aus. Nachdem
ein LP den entsprechenden Partner fu¨r die Migration ermittelt hat, wird anhand des Parameters,
der die Anzahl der zu verschiebenden Gatter festlegt, eine Teilpartition bestimmt, die an den
weniger belasteten LP verschickt werden soll.
Die Auswahl erfolgt dabei so, daß stets solche Gatter am Rand der Partition ausgewa¨hlt werden,
die mindestens ein Eingangs- oder Ausgangssignal bereits in der Zielpartition besitzen. Dadurch re-
duziert sich das Risiko, daß neue Zyklen zwischen den beteiligten LPs eingefu¨hrt werden, die dann
zu einem erho¨hten Nachrichtenaufkommen fu¨hren ko¨nnten. Eine Kontrolle der globalen Zyklen-
freiheit der neu entstehenden Aufteilung wird nicht durchgefu¨hrt. Aufgrund der Clusterung aller
logischen Kana¨le (Signale zwischen zwei Objekten, die auf unterschiedlichen LPs plaziert werden)
innerhalb eines einzigen virtuellen Kanals fu¨r die beiden betroﬀenen LPs, ensteht somit in Abb.
9.1 durch die Verschiebung von Gatter b von LP1 auf LP2 ein vorher nicht vorhandener Zyklus, der
sich bei einem konservativen Verfahren zudem negativ in vermehrten Deadlocks auswirken kann.
Stehen die zu verschiebenden Objekte fest, so mu¨ssen diejenigen Simulatoren, die die betroﬀe-
nen Gatter treiben, u¨ber die Verschiebung benachrichtigt und die Routinginformation aktualisiert
werden. Danach erhalten die neuen Besitzer ebenfalls die zuku¨nftigen Ereignisse und die korrekte
Behandlung der verteilte Knoten (siehe Abb. 4.6) ist auch nach der Migration sichergestellt. Sind
alle Signale auf dem Ziel bereits vorhanden, weil sie schon von anderen Gattern beno¨tigt wer-
den, so eru¨brigt sich dieser Schritt. Die treibenden Gatter von zu verschiebenden Signalen werden
zusa¨tzlich vor der Migration als selbst nicht verschiebbar markiert, damit die Aktualisierung der
Routinginformation nicht zu aufwendig wird.
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Die zu verlagernden Gatter nehmen die Informationen u¨ber die bereits ausgefu¨hrten und noch
auszufu¨hrenden Ereignisse ihrer Eingangs- und Ausgangssignale mit auf den neuen LP. Ist ein Si-
gnal noch nicht vorhanden, so wird diese Information aus den mitgebrachten Daten rekonstruiert.
Andernfalls ko¨nnen die redundanten Daten aus der Migrationsnachricht einfach gelo¨scht werden.
Alternative Ansa¨tze wie das Anfordern der Zusta¨nde vom urspru¨nglichen LP im Falle eines Roll-
backs erfordern einen zu hohen Verwaltungsaufwand, da stets gespeichert werden muß, auf welchem
Simulator sich ein Objekt in welchem Zeitraum aufhielt. Daru¨berhinaus verwendet DVSIM inkre-
mentelle Zustandssicherung innerhalb der abgearbeiteten Ereignisse, so daß der Mehraufwand fu¨r
die U¨bertragung dieser Information bei der Verschiebung nicht sehr groß ist.
LP 2LP 2LP 1 LP1
c
b
a d
d
c
b
a
a) Vor der Migration: 1 logischer Kanal b) Nach der Migration: 3 logische Kanäle
Abbildung 9.1: Entstehung von Zyklen durch fehlerhafte Gatterauswahl
Ein besonderes Problem stellen die Nachrichten dar, die im Zeitraum zwischen dem Versand
der Gatter und ihrer Reaktivierung auf dem Ziel-LP noch zum alten Besitzer unterwegs sind.
Diese Nachrichten mu¨ssen zum neuen Ziel weitergeleitet werden, da die Existenz des zugeho¨rigen
Signals auf dem neuen Ziel nicht vorausgesetzt werden kann. Der urspru¨ngliche Besitzer der Gatter
verwaltet dazu die Informationen u¨ber das neue Ziel und reicht verspa¨tet ankommende Nachrichten
unbehandelt weiter. Um die Administration dieser Informationen auch nach mehreren Migrationen
noch wartbar zu halten, muß jeder LP, der u¨ber die Verschiebung eines von ihm getriebenen Gatters
informiert wird, fu¨r den betroﬀenen Knoten eine Flush-Nachricht auf den unter PVM verwendeten
FIFO-Kana¨len verschicken. Anschließend wird nur noch das neue Ziel bedient. Nach Eintreﬀen einer
Flush-Nachricht kann der urspru¨ngliche Besitzer den Vermerk fu¨r die Weiterleitung lo¨schen, da er
sicher sein kann, daß fu¨r das verschobene Gatter nun keine weiteren Nachrichten mehr eintreﬀen.
Der Flush-Marker selbst wird auch noch an das neue Ziel weitergereicht, damit der Ziel-LP die
Freigabe der blockierten Treiberobjekte initiieren kann.
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Abbildung 9.2: Ablauf der Migration
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Die Alternative, zuna¨chst auf das Eintreﬀen der Flush-Nachrichten zu warten und erst anschlie-
ßend die Migration vorzunehmen, fu¨hrt zu einem anderen Problem. Da der Treiber bereits u¨ber die
Migration informiert ist, sendet er nun alle Ereignisnachrichten an die neue Lokation. Diese kennt
allerdings die betroﬀenen Signale ggf. noch gar nicht, so daß die neuen Ereignisse hier gepuﬀert
werden mu¨ssen, bis das Gatter wirklich eintriﬀt5. Das Migrationsprotokoll la¨uft also insgesamt in
drei Phasen ab:
1. Blockierung der treibenden Gatter fu¨r alle von der Migration betroﬀenen Signale,
2. (a) Verschieben der Gatter zum neuen Ziel,
(b) Information der anderen LPs u¨ber die Topologiea¨nderung und
(c) Weiterleitung von Nachrichten.
3. Nach Empfang der ausstehenden Flush-Nachrichten:
(a) Beenden der Weiterleitung und
(b) Freigabe der treibenden Gatter.
Die einzelnen Aktionen in den verschiedenen Phasen laufen dabei in der Regel verschra¨nkt
zueinander und transparent fu¨r die eigentlichen Simulation ab. Prinzipiell ist auch die gleichzeitige
Migration durch mehrere LPs denkbar. Dann mu¨ssen jedoch die Treibersignale mehrfach blockierbar
sein und eine Kollisionserkennung fu¨r Signale, die von mehreren Migrationswu¨nschen betroﬀen sind,
ist no¨tig. Wegen der U¨bersichtlichkeit der Ergebnisanalyse wurde die Dynamik aber wie bereits
erwa¨hnt auf eine gleichzeitige Verschiebung beschra¨nkt.
Die durchzufu¨hrenden Aktionen auf den betroﬀenen LP-Typen ”Sender” und ”Empfa¨nger der
neuen Gatter” und ”andere LPs” sind in Abbildung 9.2 dargestellt. Die Aktualisierung der Kana¨le
wird nur fu¨r das konservative Verfahren beno¨tigt (siehe Kap. 9.5). Die Korrektur der LVT erfolgt
im Time Warp bei Bedarf u¨ber einen Rollback.
9.3.2 Ergebnisse
Mit dieser Realisierung der Lastbalancierungskomponente wurden Untersuchungen fu¨r die optimi-
stischen Verfahren durchgefu¨hrt. Insbesondere interessierte, inwieweit sich zu statischen Partitio-
nierungen vergleichbare Ergebnisse erreichen ließen. Trotz einer breiten Palette unterschiedlicher
Parametrisierungen konnten jedoch keine weiteren Verbesserungen der Laufzeiten erzielt werden.
Insbesondere erfu¨llte sich auch die Hoﬀnung, mit einer billigen Startpartitionierung zu beginnen
und daraus weitere Beschleunigungen ohne aufwendige initiale Modellverteilung zu erhalten, leider
nicht.
Bei Start der Simulation mit einer im letzten Kapitel verwendeten Modellaufteilungen wur-
den fu¨r die realen Modelle s1196, s13207 und s35932 durch die Lastbalancierungskomponente in
den meisten Fa¨llen tatsa¨chlich Lastdiﬀerenzen festgestellt und Gatter ausgetauscht. Diese Beob-
achtung fa¨llt jedoch weitgehend in die Startphase der Berechnung. Im Anschluß daran blieben die
Partitionen weitgehend stabil. Vermutlich hat die initiale Repartitionierung einen a¨hnlich da¨mp-
fenden Einﬂuß wie die eingesetzten Fenstertechniken. Die lokalen Simulationszeiten bleiben durch
5Diese Problematik kann sich allerdings aufgrund der nichtdeterministischen Nachrichtenlaufzeiten in einigen be-
sonders konstruierten Fa¨llen beim zuerst geschilderten Verfahren auch ergeben. Allerdings ist das U¨berschneidungs-
zeitfenster dort sehr klein.
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die Rollbacks in der Startphase dichter beieinander, so daß sich die LPs im weiteren Verlauf durch
nachfolgende Rollbacks sta¨rker gegenseitig kontrollieren.
Die Simulationsla¨ufe beno¨tigten in den meisten Fa¨llen aufgrund zusa¨tzlicher Migrationskosten
zwischen zwei- und dreimal so lange wie die Basisversion. Das beste Ergebnis lieferte Modell
s13207 mit azyklischer Startpartitionierung auf 4 Knoten. Allerdings werden hier auch nur zwei
Gatter wa¨hrend einer Simulationsdauer von 68 Sekunden ausgetauscht, was einem zusa¨tzlichen
Aufwand von 12 Prozent entspricht. In fast allen anderen Fa¨llen wird ein erheblichen Mehrauf-
wand in der Lastbalancierungsversion generiert. Auch bei Simulation der ku¨nstlichen Schaltung
inv10000 chain konnten keine Verbesserungen der Beschleunigungszeiten erreicht werden. Bei Start
mit einer Round-robin-Partitionierung lagen die Laufzeiten ebenfalls wesentlich u¨ber denen der
Basisversion mit derselben initialen Aufteilung.
Anhand der Experimente wird deutlich, daß eine weitere Leistungssteigerung mit dynamischer
Lastbalancierung unter Verwendung einer vollsta¨ndig dezentralen Kontrolle unwahrscheinlich ist.
Es wurde bei der Entwicklung mit erheblichem Aufwand versucht, die Realisierung dieses Moduls
eﬃzient zu gestalten, wobei weitere Optimierungen aber noch denkbar sind. Allerdings scheinen der
Aufwand dafu¨r und die nach aktuellem Kenntnisstand eventuell noch mo¨glichen Verbesserungen
in einem derart starken Mißverha¨ltnis zu stehen, daß im Rahmen dieser Arbeit keine weiteren
Modiﬁkationen des Algorithmus durchgefu¨hrt und untersucht wurden.
Nachfolgend ﬁndet sich eine Auﬂistung der verwendeten Parameter. Dabei wurden die wesentli-
chen Kombinationen in der angegebenen Reihenfolge u¨berpru¨ft, indem fu¨r die besten Ergebnisse der
aktuellen Meßreihen der na¨chste Parameter variiert wurde. Die Erho¨hung der Granularita¨t wurde
ebenfalls kurz angetestet. Es konnten aber auch hiermit keine Verbesserungen erreicht werden.
1. Synchronisationsalgorithmus: Lazy-cancellation, Aggressive-cancellation.
2. Minimaler Abstand zwischen zwei Lastneuberechnungen: 1 ms (quasi ununterbrochen), 10
ms, 100 ms, 1 Sekunde.
3. Anzahl der pro Migration verschobenen Gatter: 2, 10, 50, 100.
4. Rechnerplattform: GC/PP und Workstation-Cluster.
Die einzige merkliche Verbesserung, die festgestellt werden konnte, bestand wiederum darin,
daß einige Modelle seltener mit Speichermangel abgebrochen wurden. Um diesen Eﬀekt zu errei-
chen, ist es aber sinnvoller, die Limitierung des Optimismus u¨ber Fenstertechniken zu steuern,
da dort auch noch einigermaßen vertretbare Beschleunigungswerte bei einem weitaus geringeren
Implementierungsaufwand erzielt werden.
9.4 Arbeiten anderer Gruppen
Einige andere Forschergruppen bescha¨ftigen sich ebenfalls seit einigen Jahren mit dynamischer
Lastbalancierung fu¨r parallele Simulation. Boukerche und Das geben eine U¨bersicht in [BOD98a].
Die Projekte unterscheiden sich von DVSIM im wesentlichen in der Tatsache, daß beginnend mit
einer initial guten statischen Partitionierung die Leistung weiter verbessert werden soll. Die Wahl
der zu verschiebenden Komponenten ist dabei oft auf vordeﬁnierte Cluster beschra¨nkt. Die wenigen
bekannten und schwer vergleichbaren Ergebnisse werden hier kurz beschrieben.
Reiher und Jeﬀerson erreichen Verbesserungen des Time Warp zwischen 6 und 19 Prozent
auf ihrem Space-time-Simulator [REJ90a]. Die LB-Komponente wird dabei alle zwei Sekunden
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angestoßen. Die Dauer einer Migration betra¨gt bei einem einzigen Objekt 0,5 Sekunden und bei
einer Gruppe von 32 Objekten 0,75 Sekunden. Ho¨here Beschleunigungen wurden bei gleichzeitiger
Migration mehrerer Objekte beobachtet.
In [SRS95a] werden Beschleunigungen von 25 Prozent gegenu¨ber der Time Warp-Variante fu¨r
s13207 bei dynamischer Lastbalancierung mit zwei Prozessoren erreicht. Bei Einsatz von lediglich
zwei Prozessoren treten jedoch keine Probleme bei der Koordination mit weiteren LPs auf. Es
ist schwer abzuscha¨tzen, wie die Erwartungen bei Verwendung gro¨ßerer Rechnerkonﬁgurationen
ist. Migriert werden stets vordeﬁnierte Cluster aus 200 bis 400 Gattern, wobei mehrere Cluster
innerhalb eines LPs angesiedelt sind. Die Kontrolle der Last erfolgt durch eine zentrale Komponente.
Einen a¨hnlichen clusterbasierten Ansatz verfolgen auch Avril und Tropper [AVT96a]. Bei ihnen
wird jedoch jeder Cluster als separater logischer Prozeß modelliert. Hier werden fu¨r die ISCAS’89-
Modelle s38417 und s38584 Beschleunigungen von etwa 40 bzw. 25 Prozent mit 20 Prozessoren
gegenu¨ber der Basisversion erreicht.
Jones und Das schließlich bildeten ein Time Warp-System mit Hilfe der sequentiellen Simulati-
onsumgebung CSIM nach [JOD98a]. Es wurden idealisierte Annahmen zu Simulations- und Kom-
munikationskosten getroﬀen und ein synthetisches Warteschlangenmodell mit 512 LPs simuliert.
In Abha¨ngigkeit von den Kosten der Migration wurde eine Kombination aus Fenstertechniken mit
fester Gro¨ße der Fenster und dynamischer Lastbalancierung entwickelt, die bei hohen Migrationsko-
sten die konventionelle Limitierung des Optimismus einsetzt und andernfalls die Lastbalancierung
verwendet. Beschleunigungen von 6 auf 32 Prozessoren werden fu¨r sehr restriktive Fenstergro¨ßen
von 1/4 des mittleren Ereignisabstands berichtet. Bei billiger Migration werden Beschleunigungen
von 14 auf 32 Prozessoren erwartet. Eine Einordnung dieser teilweise theoretischen Ergebnisse fa¨llt
schwer.
Insgesamt ergibt sich aus diesen und den eigenen Ergebnissen, daß eine vollsta¨ndige dezentrale
Kontrolle eines Lastbalancierungsalgorithmus zu aufwendig erscheint. Die Gefahr eines Engpasses
durch eine zentrale Kontrolleinheit ist nicht so immanent, wie urspru¨nglich befu¨rchtet. Leider liegt
wenig Literatur u¨ber obige Projekte vor, aber die berichteten Ergebnisse stellen ein Verbesserungs-
potential relativ zu den reinen Time Warp-Implementierungen mit den vorgestellten Algorithmen
dar. Eine Einordnung im Vergleich zu einem schnellen sequentiellen Simulator wird jedoch in keiner
der vorliegenden Arbeiten vorgenommen, so daß hier keine Aussage u¨ber das absolute Beschleuni-
gungspotential getroﬀen werden kann.
9.5 Dynamische Lastbalancierung fu¨r konservative Simulation
Bei der Planung der Lastbalancierungskomponente wurde bereits u¨berlegt, inwieweit eine Integra-
tion auch in ein konservatives Verfahren Sinn macht. Auch wenn keine Implementierung in DVSIM
mehr vorgenommen wurde, da die Komplexita¨t des Algorithmus noch u¨ber dem der optimistischen
Realisierung liegt, soll hier kurz eine Skizzierung des Verfahrens vorgenommen und eine Begru¨ndung
fu¨r seine Korrektheit gegeben werden.
Prinzipiell arbeitet die konservative Variante analog zu der optimistischen Version. Allerdings
wird aufgrund der beno¨tigten Garantien im konservativen Modell die Freigabe der Ereignisse we-
sentlich restriktiver gehandhabt. Der kritische Fall besteht im konservativen Verfahren darin, daß
ein Gatter von einem LP mit hoher Last (d.h. mit niedriger Simulationszeit) zu einem Prozessor
mit niedriger Last (d.h. hoher Simulationszeit) verschoben wird. In diesem Szenario triﬀt das zu
verschiebende Gatter in der lokalen Vergangenheit des Zielsimulators ein und ko¨nnte kausale Ver-
letzungen der Ereignisreihenfolge bewirken, da es ggf. Ereignisse mitbringt, die kleinere Zeitstempel
als die lokale Simulationszeit tragen.
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Betrachtet man jedoch das praktische Verhalten einer konservativen Simulation, in der keine
zusa¨tzlichen Informationen u¨ber den fru¨hsten Zeitpunkt des na¨chsten ausfu¨hrbaren Ereignisses
vorliegen (Lookahead = 0), so kann man zwei Fa¨lle unterscheiden. In zyklenfreien Modellen besitzt
die lokale Uhr eines LPs, der von anderen LPs Ereignisse eingeplant bekommen kann, stets einen
kleineren Zeitstempel als der kleinste Wert der Uhren aller ihn treibenden LPs. Andernfalls wa¨re
das konservative Prinzip verletzt, nach dem alle Ereignisse erst dann ausgefu¨hrt werden, wenn
ho¨here Garantien an allen Eingangskana¨len anliegen.
Das heißt nun wiederum, daß eine Verlagerung, bei der ein Gatter in der lokalen Vergangenheit
beim Ziel ankommt, nur in Richtung der Eingangskana¨le erfolgen kann. Da dieses Gatter aber von
seinem neuen Ziel getrieben wird, sind alle Ereignisse, die fu¨r dieses Gatter jemals erzeugt werden,
bereits produziert. Es kann somit gar keine spa¨teren Ereignisse geben, die kausale Ru¨ckwirkungen
auf die Vergangenheit des Ziels der Migration nehmen.
Nach einem einfachen Zuru¨cksetzen der lokalen Simulationszeit beim Ziel-LP auf den Zeitstem-
pel des sendenden LPs und dem Eintreﬀen der Flush-Nachrichten, kann die Simulation einfach
fortgefu¨hrt werden. Fu¨r die Simulationszeitspanne zwischen dem neuen und dem (ho¨heren) alten
Wert werden zuna¨chst lediglich Ereignisse des neu empfangenen Gatters simuliert. Beim nachfol-
genden U¨berschreiten der urspru¨nglichen Simulationszeit sind dann alle vorproduzierten Ereignisse
des verschobenen Gatters abgearbeitet und die Simulation la¨uft wie gewohnt weiter. Damit die
konservative Kontrolle fu¨r ein verschobenes Gatter funktioniert, mu¨ssen ggf. auch noch Kana¨le fu¨r
die neuen und vor der Migration noch nicht vorhandenen Signale angelegt werden. Die Zeitstempel
der Kana¨le werden vom Initiator der Migration bei der Gatteru¨bertragung mitgeliefert.
Eine a¨hnliche Argumentation gilt, wenn man Zyklen im Modell besitzt. Dann sind die Werte der
lokalen Uhren aller LPs innerhalb eines Zyklus durch den Wert des zuletzt ausgefu¨hrten Ereignisses
bestimmt, da kein LP einem anderen eine bessere Garantie als den Wert seiner lokalen Uhr geben
kann. Die Ausfu¨hrung jedes beliebigen Ereignisses erfordert somit die Erkennung und Auﬂo¨sung
eines Deadlocks. Die Verschiebung eines Gatters innerhalb des Zyklus erfolgt deshalb zwischen LPs
mit gleichem Zeitstempel, was kein Problem darstellt. Verla¨ßt ein Gatter durch die Migration einen
Zyklus, so liegt wieder der erste Fall vor.
Existieren zusa¨tzlich Garantien (mit einem Lookahead > 0), so la¨ßt sich das Verfahren ebenfalls
durchfu¨hren. Jedoch wird die Aktualisierung der Kanalzeiten dadurch komplexer, da neben den
Kanalzeiten des Initiators auch die Garantien der betroﬀenen Eingangssignale integriert werden
mu¨ssen. Es stellt sich somit die Frage, inwieweit der dadurch generierte Zusatzaufwand sich noch
rentiert und ob damit noch eﬀektive Beschleunigungen erreicht werden ko¨nnen.
Dennoch ist die theoretische Vorstellung eines in einem konservativen Verfahren durchfu¨hrbaren
Rollbacks (das entspricht ja gerade dem Zuru¨ckgehen in der Simulationszeit) ohne jedoch eine
Restauration des Zustands vornehmen zu mu¨ssen, ein sehr interessanter Gedanke, der jedoch nicht
in die Praxis umgesetzt und genauer untersucht wurde.
184 KAPITEL 9. DYNAMISCHE LASTBALANCIERUNG
Kapitel 10
Skalierbarkeit paralleler Simulation
Eine wichtige Problemstellung zu Beginn der Untersuchungen des Beschleunigungspotentials bei der
Parallelisierung ereignisgesteuerter Simulation war auch die Frage, wie gut diese Anwendungsklasse
skaliert, d.h. ob die Ergebnisse auch bei wachsenden Problemgro¨ßen stabil bleiben. In unserem Fall
dru¨ckt sich die Problemgro¨ße in der Anzahl der in einem Modell vorhandenen Schaltungselemente
aus. Bezu¨glich der realen Modelle wurden angesichts der aktuellen Spitzenwerte der Entwurfs-
gro¨ßen von einigen Millionen Transistoren pro Prozessor eher kleine Modelle untersucht, die gerade
ein Hundertstel dieses Wertes erreichen. Allerdings wird in realen Entwurfsprozessen die Simulation
zum Teil auch hierarchisch durchgefu¨hrt, indem die logisch zusammenha¨ngenden Schaltungsteile
separate u¨berpru¨ft und anschließend auf einer ho¨heren Ebene Tests des korrekten Zusammenspiels
der Komponenten durchgefu¨hrt werden. Dennoch erreichen die Modellgro¨ßen auch hier noch Di-
mensionen von einigen hunderttausend Gattern, wenn es darum geht, Eﬀekte wie unerwu¨nschte
Hazards auszuschließen. Bei homogeneren Schaltungsentwu¨rfen, z.B. bei Speicherchips, ist es unter
Umsta¨nden nur no¨tig, einen Ausschnitt der (identischen) Speicherzellen zusammen mit der An-
steuerungslogik zu simulieren. Dadurch wird die Komplexita¨t der Simulation ebenfalls reduziert.
Ein zweiter Skalierbarkeitsaspekt bei der parallelen Simulation betriﬀt das unterliegende Kom-
munikationssystem. Insbesondere auf einem busbasierten Netzwerk ko¨nnte die Erho¨hung der Pro-
zessoranzahl und der Modellkomplexita¨t zu starken Leistungseinbußen fu¨hren.
In diesem Kapitel soll es um die Beantwortung dieser beiden Fragestellungen gehen. Zuna¨chst
wird anhand großer synthetischer Schaltungen u¨berpru¨ft, ob die mit den mittleren Modellen er-
reichten Beschleunigungen auch mit großen Schaltungen mo¨glich sind. Anschließend werden die auf
dem GC/PP durchgefu¨hrten Simulationen mit den realen Modellen auf ein lokales LAN (Ethernet
mit 10 Mbit/s) unter Verwendung von SUN SparcStations1 u¨bertragen. Die verwendeten Sparc-
Prozessoren besitzen bezu¨glich ihrer Leistungsfa¨higkeit in etwa dieselben Charakteristika wie die
PPC 601-Knoten des GC/PP2. Da nur eine beschra¨nkte Rechneranzahl zur Verfu¨gung stand, wur-
den dabei u¨berwiegend Messungen mit 4 und 8 Knoten durchgefu¨hrt.
10.1 Skalierbarkeit der Berechnungen
Kumar deﬁniert als Bewertungsmodell fu¨r die Skalierbarkeit datenparalleler Algorithmen die soge-
nannte Isoeﬃzienz [KGR94a]. Sie gibt an, in welcher Gro¨ßenordnung die Problemgro¨ße relativ zum
linearen Wachstum der Prozessoranzahl steigen muß, so daß die Eﬃzienz (Verha¨ltnis von Speedup
1Eine Doppelprozessor SparcStation20, 2 SparcStation 10 und mehrere SparcStation 4.
2Die Laufzeiten von VSIM stimmen auf beiden Plattformen nahezu u¨berein.
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zur Prozessoranzahl) der verteilten Berechnung konstant bleibt. Erreicht man also bei der Verdop-
pelung der Problemgro¨ße mit der doppelten Prozessoranzahl dieselbe Eﬃzienz der Lo¨sung, so liegt
lineare Isoeﬃzienz vor. Ist eine Vervierfachung oder Verachtfachung der Aufgabengro¨ße no¨tig, so
erha¨lt man quadratische bzw. kubische Isoeﬃzienz. Dieses Maß geht davon aus, daß der Zusatzauf-
wand der verteilten Berechnung sich in der Eﬃzienz widerspiegelt. Isoeﬃzienzen ho¨heren Grades
deuten auf ineﬃziente oder aufwendige Koordinationsmaßnahmen bei der verteilten Abarbeitung
hin.
Dieses Maß wurde eigentlich fu¨r hochgradig datenparallele Probleme deﬁniert. Bei geeigneter
balancierter Partitionierung oder bei grobgranularen Ereignissen kann dieses Maß jedoch auch auf
die bei der ereignisgesteuerten Simulation vorherrschenden heterogenen und irregula¨ren Struktur
angewandt werden.
Bereits bei Basisgranularita¨t zeigt sich, wenn auch auf sehr niedrigem Eﬃzienzniveau, fu¨r die
Modelle s13207 und s35932 ein recht gutmu¨tiges Skalierbarkeitsverhalten. Bei einem Gro¨ßenverha¨lt-
nis der beiden Modelle von 1 : 2,5 bleibt die Eﬃzienz fu¨r gro¨ßenbalancierende Partitionierungen wie
Soccer oder kegelbasierte Verfahren bereits bei Verdoppelung der Prozessoranzahl auf demselben
Wert, womit sich eine nahezu lineare Isoeﬃzienz ergibt (Abb. 10.1a). Bezieht man das nochmals
um den Faktor 2,5 gro¨ßere Modell inv100000 chain ebenfalls mit ein, so ergeben sich noch weitaus
bessere Ergebnisse, die allerdings nicht unbedingt auf reale Modelle u¨bertragbar sind3.
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Abbildung 10.1: Isoeﬃzienz der untersuchten Modelle, konservative Simulation
Bei azyklischer Partitionierung der Schaltungen machen sich die ungu¨nstigen Aufteilungen bei
s13207 zusa¨tzlich bemerkbar (Abb. 10.1b). Selbst bei einer Vervielfachung der Prozessoren ergeben
sich bei s35932 immer noch dieselben Eﬃzienzwerte. Negativ ausgedru¨ckt bedeutet dies, daß das
kleinere Modell bei Verdopplung der Prozessoren wesentlich mehr Aufwand generiert, als dies bei
s35932 der Fall ist.
Die Etablierung der allgemeinen These, daß parallele ereignisgesteuerte Simulation generell gut
skaliert, ist aufgrund der recht eingeschra¨nkten Untersuchungen nicht mo¨glich. Bailey beobachte-
te bei Untersuchungen an Schaltkreisfamilien z.T. ein a¨hnliches Verhalten bezu¨glich des in den
3Leider stand uns kein gro¨ßeres Modell im Rahmen der ISCAS-Suite zur Verfu¨gung.
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Schaltungen vorhandenen Parallelismus (Anzahl gleichzeitig ausfu¨hrbarer Ereignisse) [BAI92a]. Sie
konnte jedoch auch keine eindeutigen Schlu¨sse ziehen, da bei vier von fu¨nf Schaltungstypen keine
klaren Tendenzen beobachtet wurden. Allerdings basieren ihre Untersuchungen auf der Anzahl der
Ereignisse mit gleichem Zeitstempeln, wa¨hrend bei unseren Betrachtungen alle zeitgleich in der
realen Zeit ausgefu¨hrten Ereignisse beru¨cksichtigt werden. Der ermittelte Wert ist zwar empirisch,
gibt aber vermutlich auch exakter den vorhandenen Parallelismus wieder, weil auch Ereignisse mit
verschiedenen Simulationszeitstempeln einﬂießen.
10.2 Skalierbarkeit in Abha¨ngigkeit der Modellgro¨ße
Es stellt sich die Frage, wie sich eine Modellfamilie bei steigender Modellgro¨ße verha¨lt. Als Bei-
spielschaltung wurden Vertreter der synthetischen Benchmarks benutzt, die lediglich eine einzige
lange Kette darstellen (invn chain). Abb. 10.2 stellt die Ergebnisse fu¨r das konservative Simula-
tionsverfahren auf dem GC/PP fu¨r die Soccer- bzw. die balancierte FanOut-Kegelpartitionierung
bei verschiedenen Schaltungsgro¨ßen dar.
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Abbildung 10.2: Verhalten bei wachsender Modellgro¨ße, Chain-Modelle, GC/PP, konservativ
Auch hier besta¨tigen sich die Beobachtungen, daß Beschleunigungen erst ab einer gewissen
Gro¨ße der einzelnen Partitionen erreicht werden ko¨nnen. Die kleine Schaltung mit 64 Gattern
wurde nur der Vollsta¨ndigkeit halber dargestellt. Die Resultate liegen bei den einzelnen Partitio-
nierungsverfahren relativ nahe beieinander, wobei allerdings bei wachsender Partitionsanzahl fu¨r
die mittelgroße Schaltung inv10000 chain insbesondere bei Soccer aber auch bei der balancierten
und Cluster bildenden Kegelpartitionierung Leistungseinbru¨che zu verzeichnen sind.
Fu¨r die Schaltung inv200000 chain muß die La¨nge der Eingabevektoren erho¨ht werden, da
ansonsten nur die vordersten Teile der Pipeline gefu¨llt werden. Das letzte Drittel der Schaltelemente
wird bei eine Simulationsla¨nge von 102,4 µs nicht aktiviert. Die Beschleunigung weicht deshalb auch
von den Ergebnissen der restlichen Schaltungen ab. Deshalb wurden Messungen mit 4 und 8 Knoten
fu¨r verschiedene Eingabela¨ngen untersucht. Mit la¨ngeren Stimuli liegen die Beschleunigungswerte
wiederum im Bereich der bei inv10000 chain und inv100000 chain beobachteten Ergebnisse.
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Mit wachsender Modellgro¨ße lassen sich somit bessere Leistungen erzielen. Diese Aussage deckt
sich auch mit dem von Fujimoto beschriebenen Pha¨nomen der Nachrichtenlawine [FUJ88a], nach
dem die Prozessoren stets u¨ber genu¨gend Ereignisse verfu¨gen mu¨ssen. Erst ab einer gewissen Er-
eigniszahl beobachtete auch er bessere Speedups.
10.3 Skalierbarkeit des Kommunikationsnetzwerks
Wa¨hrend auf dem GC/PP die Kommunikation zwischen zwei Rechnerknoten fu¨r die betrachtete
Paketgro¨ße von ca. 100 Byte bei 300 µs liegt, beno¨tigt der Versand einer solchen Nachricht im lokalen
Ethernet mit 3,3 ms die 11-fache Zeit. Selbst bei abgeschalteter Konvertierung der Nachrichtendaten
in das rechnerunabha¨ngige Format XDR vergehen zwischen Versand und Empfang einer Nachricht
3 ms4. Die Kommunikation zwischen zwei LPs, die auf demselben Rechner plaziert werden, la¨uft
etwas schneller ab. Sie beno¨tigt aber dennoch 1,1 ms und ist somit knapp viermal langsamer als
auf dem GC/PP. Der Aufwand fu¨r Datenkonvertierung ist hierbei nicht mehr feststellbar.
Bei den Messungen wurde nicht explizit darauf geachtet, daß sie auf ”leeren” Maschinen durch-
gefu¨hrt wurden. Es ging hier vielmehr um die Beurteilung, welche Mindestleistung die parallelen
Verfahren auf einem Produktionsrechnernetz erbringen ko¨nnen, in dem auch andere Benutzer ar-
beiten. Erst wenn sich hier merkliche Beschleunigungen einstellen, ist die Voraussetzung fu¨r einen
sinnvollen und akzeptablen Einsatz paralleler Techniken in der Praxis gegeben.
10.3.1 Konservative Methoden
Es werden im folgenden ausgewa¨hlte Ergebnisse bei den Untersuchungen auf dem Workstation-
Cluster wiedergegeben. Die Pra¨sentation orientiert sich an der bereits in Kapitel 8 eingefu¨hrten
Struktur.
10.3.1.1 Basisgranularita¨t
Die sequentielle Simulationsdauer bewegt sich auf den Arbeitsplatzrechnern in derselben Gro¨ßen-
ordnung wie sie auch auf dem Parallelrechner anzutreﬀen ist. Allerdings ergaben sich aufgrund
der nicht exklusiven Nutzung sta¨rkere Laufzeitschwankungen, die jedoch durch das Mitteln u¨ber
mehrere Simulationsla¨ufe geda¨mpft werden. Der Referenzwert fu¨r die Laufzeit des sequentiellen
Simulators fu¨r das Modell s13207 betra¨gt 64 Sekunden.
Anzahl Simulationsdauer
Part. azykl. Fan-in Fan-out Fan-in Fan-out K/L Soccer
unb. bal.
1 134,96 126,78 164,39 179,06
2 91,77 97,05 316,34 94,60 243,83 2480,51 311,35
4 99,33 168,52 423,80 156,76 430,12 1860,17 485,32
Tabelle 10.1: Konservative Simulationsdauer, s13207
Abbildung 10.3 zeigt fu¨r die Untersuchungen auf den LAN-gekoppelten Rechnern dieselben
Charakteristika wie die Kurve der Ergebnisse fu¨r den Parallelrechner. Die Leistung der paralle-
4Da PVM auf dem GC/PP ohnehin von einer homogenen Rechnerarchitektur ausgeht, ist dort XDR implizit abge-
schaltet. Infolgedessen sind auch keine Unterschiede zwischen den Kommunikationszeiten bei ein- und ausgeschalteter
XDR-Option erkennbar.
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len Workstationvariante liegt hier allerdings um bis zu 50 Prozent niedriger als auf dem GC/PP.
Insgesamt wurde kein absoluter Speedup im Vergleich zur sequentiellen Version des Simulators
beobachtet.
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Abbildung 10.3: Speedup, s13207, Deadlock-detection
Das ku¨nstliche Modell inv10000 8 cs schnitt mit seinem zyklischen Aufbau in der Workstation-
Umgebung extrem schlecht ab und lief im besten Fall siebenmal langsamer als der sequentielle
Simulator.
10.3.1.2 Erho¨hte Granularita¨t
Die Werte fu¨r die erho¨hten Granularita¨ten der Ereignisse wurden zuna¨chst wie auf dem GC/PP
mit 300 ms und 1500 ms gewa¨hlt. Unter modiﬁzierten Kommunikationsrandbedingungen vera¨ndern
sich auch die Verha¨ltnisse von konstant gebliebener Ereignisgranularita¨t zu Nachrichtenaufwand in
den beiden betrachteten Fa¨llen auf 1:10 bzw. 1:2. Im besten Fall ist also die Ereignisdauer immer
noch geringer als die Kosten fu¨r den Versand einer Nachricht.
Anzahl Simulationsdauer
Part. azykl. Fan-in Fan-out Fan-in Fan-out Soccer
unb. bal.
2 997,97 1220,32 1141,77 1041,19 1120,58 1263,45
4 1146,57 1765,31 944,42 1695,23 921,07 1160,64
8 1617,97
Tabelle 10.2: Konservative Simulationsdauer bei Faktor 1:10, s13207
Auch hier zeigen sich wie bei den Untersuchungen mit Basisgranularita¨t Parallelen zu den in Ka-
pitel 8 gefundenen Ergebnissen. Bereits bei leicht erho¨hter Granularita¨t (die Dauer eines Nachrich-
tenversands entspricht der fu¨r die Bearbeitung von zehn Ereignissen) steigen die Beschleunigungen
u¨ber den kritischen Wert ”1”. Steigert man die Ereignisgranularita¨t weiter auf das Verha¨ltnis 1:2, so
erha¨lt man auch auf dem Workstation-Cluster qualitativ dieselben Kurven, die mit ausgeglichener
Granularita¨t auf dem GC/PP beobachtet wurden.
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Anzahl Simulationsdauer
Part. azykl. Fan-in Fan-out Fan-in Fan-out Soccer
unb. bal.
2 4979,43 6099,14 5114,34 5228,89 4915,47 4916,05
4 6275,84 9037,61 3685,95 8546,37 3677,25 3641,82
8 7777,27 8723,04 2652,22
Tabelle 10.3: Konservative Simulationsdauer bei Faktor 1:2, s13207
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Abbildung 10.4: Speedup mit variierender Granularita¨t, s13207, Deadlock-detection
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Abbildung 10.5: Speedup mit variierender Granularita¨t, s35932, Deadlock-detection
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Die LAN-Variante liegt dabei nur wenig unterhalb der Speedup-Werte des Parallelrechners,
obwohl das Verha¨ltnis von Ereignis- zu Nachrichtengranularita¨t im Workstationnetz ungu¨nstiger
ist. Diese Aussagen treﬀen auch fu¨r das gro¨ßere reale Modell s35932 zu. Die Kurven a¨hneln denen
der Parallelrechnervariante von DVSIM und weisen ebenfalls Beschleunigungen mit einer Eﬃzienz
von u¨ber 50 Prozent auf. Die Resultate fu¨r die modiﬁzierten Granularita¨ten sind in Abb. 10.5
dargestellt.
Die Erfahrungen mit zwei unterschiedlichen Rechnerplattformen sind somit fu¨r die konservativen
parallelen Simulationsmethoden weitgehend deckungsgleich. Die Simulationsgeschwindigkeit nimmt
mit wachsender Ereignisgranularita¨t zu und es ko¨nnen durchaus interessante Beschleunigungswerte
erreicht werden. Der Einﬂuß der Nachrichtengranularita¨t gibt dabei quasi eine Mindestgranularita¨t
fu¨r die Ereignisse vor, die nicht unterschritten werden darf, wenn diese Beschleunigung ausgenutzt
werden soll. Die hier durchgefu¨hrten Untersuchungen legen mindestens ein Gleichgewicht oder sogar
ein U¨berwiegen des Ereignisaufwands nahe.
10.3.2 Optimistische Methoden
Analog zu den konservativen Verfahren soll nun fu¨r den Time Warp u¨berpru¨ft werden, ob a¨hnliche
Aussagen auch fu¨r die U¨bertragbarkeit der Ergebnisse vom GC/PP auf die LAN-Version getroﬀen
werden ko¨nnen.
10.3.2.1 Basisgranularita¨t
Es stellt sich bereits bei den ersten Simulationsversuchen heraus, daß die realen Modelle sich unter
Time Warp auf unserem Workstation-Cluster nicht immer vollsta¨ndig simulieren lassen. Lediglich
Simulationsla¨ufe mit der kleineren Schaltung s1196 und einige wenige bei den gro¨ßeren Modellen
brachen nicht wegen Speichermangel ab.
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Abbildung 10.6: Time Warp mit limitiertem Optimismus
Die Ursachen dafu¨r liegen vermutlich in der verspa¨teten Auslieferung der Antinachrichten
aufgrund ho¨herer Nachrichtenlaufzeiten. Dadurch werden einerseits die zu optimistischen Simu-
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latoren nicht genu¨gend gebremst und andererseits ist ein ausreichender Fortschritt der GVT-
Approximation, der zu einer Freigabe nicht mehr beno¨tigter Daten fu¨hrt, nicht mehr gegeben.
Die einzelnen LPs belegen somit fu¨r die Aufbewahrung aller zwischen GVT und LVT liegenden
Ereignisse sowie der empfangenen und selbst verschickten Nachrichten extrem viel Speicherplatz.
Die minimal pro Prozessor vorhandenen 64 MB Hauptspeicher5, die allerdings nicht exklusiv fu¨r die
Simulation verfu¨gbar sind, reichen u¨berraschenderweise nicht dazu aus, diese Daten aufzunehmen.
Die reine Hauptspeicherkonﬁguration auf dem GC/PP war vergleichbar. Dort konnten auch ohne
Einsatz von Swapbereichen wesentlich mehr Simulationsla¨ufe erfolgreich beendet werden.
Wurde dagegen der Optimismus durch dynamische Fenstertechniken beschra¨nkt, so lieferten die
Schaltungen fu¨r die initiale Fenstergro¨ße ”1000” die in Abb. 10.6 dargestellten Ergebnisse. Absolute
Beschleunigungswerte konnten allerdings auch hiermit nicht erreicht werden.
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Abbildung 10.7: Time Warp mit Aggressive-cancellation
Verwendet man dagegen die aggressive Version des Time Warp, so werden zwar keine absolu-
ten Beschleunigungen damit erreicht, aber die meisten Simulationen laufen auch ohne Einsatz von
Fensterverfahren erfolgreich bis zum Ende durch (Abb. 10.7). Dieses Verhalten ist ein weiteres In-
diz dafu¨r, daß der u¨berma¨ßige Speicherbedarf durch den ungezu¨gelten Optimismus der LC-Version
versta¨rkt wird. Die Kombination von Fenstertechniken und Aggressive-cancellation brachte eben-
falls keine besseren Ergebnisse (Abb. 10.8).
Bei den synthetischen Schaltungen wurden Messungen mit inv10000 chain und inv10000 8 cs
durchgefu¨hrt. In der Mehrzahl der Fa¨lle brachen auch hier die Simulationen mit dem optimistischen
Time Warp aufgrund von Speichermangel ab. Bei den wenigen erfolgreichen Experimenten auf zwei
Knoten fu¨r die Schaltung inv10000 chain beno¨tigte die parallele Version etwa 50 Prozent mehr Zeit
als die sequentielle Variante. Die parallele Simulation auf einem einzigen Knoten war sogar dreimal
langsamer.
Das zyklisch organisierte Modell inv10000 8 cs zeigte jedoch bei Verwendung von 8 Prozessoren
fu¨r die balancierte Fan-in-Kegelpartitionierung sogar einen echten Speedup von 1,2. Aufgrund der
vielen Ru¨ckkopplungen wurde hier vermutlich der Optimismus des Time Warp sta¨rker gebremst als
5und die zusa¨tzlichen Auslagerungsbereiche im Swap-space, die nochmals ebenso groß sind.
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beim quasi unabha¨ngig bearbeitbaren Pipeline-Modell. Die Verwendung der zusa¨tzlich bremsenden
aggressiven Time Warp-Variante brachte wie bei den realen Modellen ebenfalls keine weiteren
Verbesserungen.
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Abbildung 10.8: Time Warp mit limitiertem Optimismus und Aggressive-cancellation
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Abbildung 10.9: Time Warp, Lazy-cancellation
10.3.2.2 Erho¨hte Granularita¨t
Auch bei den optimistischen Simulationsversuchen mit erho¨hter Granularita¨t ergaben sich fu¨r die
realen Modelle Probleme mit dem zur Verfu¨gung stehenden Speicher. Ohne Limitierung des Opti-
mismus konnten nur wenige Simulationsla¨ufe ordnungsgema¨ß zu Ende gefu¨hrt werden.
194 KAPITEL 10. SKALIERBARKEIT PARALLELER SIMULATION
Einige der wenigen Fa¨lle, bei denen die Simulation ohne Abbruch bis zum Ende lief, stellt Mo-
dell s35932 mit dem Granularita¨tsverha¨ltnis 1:2 und dem Soccer-Verfahren auf 8 Prozessoren dar.
Es zeigt sich ein interessantes Parallelisierungspotential von 6,2, obwohl die Kosten des Nachrich-
tenversands immer noch doppelt so hoch sind, wie die Dauer einer Ereignisroutine (Abb. 10.10).
Dieses Ergebnis liegt um einiges ho¨her als die Beschleunigung des konservativen Verfahrens mit
identischen Parametern.
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Abbildung 10.10: Speedup unter Time Warp mit Granularita¨t 1:2, s35932
Bei Erho¨hung der Granularita¨t auf 1:2 fu¨r das ku¨nstliche Modell inv10000 chain wurden mit
Lazy-cancellation und einer Limitierung des Optimismus mit dynamischen Anpassung der Fenster-
gro¨ße ebenfalls Speedups von 5,3 auf 8 Prozessoren erreicht.
Insgesamt ergibt sich also fu¨r die Workstationvariante des parallelen Simulators DVSIM ein
tendenziell a¨hnliches Bild wie auf dem Parallelrechner GC/PP. Unter erho¨hter Granularita¨t der
Ereignisse werden auch auf einem konventionellen Cluster von Arbeitsplatzrechnern Beschleuni-
gungen erzielt. Die konservativen Verfahren laufen dabei sehr stabil. Die optimistischen Varianten
beno¨tigen zusa¨tzliche Mechanismen wie Limitierung des Optimismus durch Fenstertechniken oder
sofortigen aggressiven Versand der Nachrichten bei einem Rollback. Andernfalls brechen die Simu-
lationen vorzeitig mit Speichermangel ab. Auch dieses Verhalten ist auf einem Workstationcluster
wesentliche ausgepra¨gter als auf dem Parallelrechner.
Kapitel 11
Zusammenfassung und Ausblick
In einer breit angelegten Reihe von Untersuchungen mit einer prototypischen Implementierung
eines parallelen ereignisgesteuerten Simulators fu¨r die Schaltkreissimulation auf Gatterebene wur-
den in dieser Arbeit alle relevanten Aspekte, die in den vergangen zwei Jahrzehnten oft nur als
einzelne Details bewertet wurden, in einen umfassenden gemeinsamen Kontext gestellt. Dadurch
war es mo¨glich, wichtige Faktoren zu identiﬁzieren und eine gesicherte Beurteilung ihres Einﬂusses
auf das Parallelisierungspotential dieser Applikationsklasse vorzunehmen. Bei der Realisierung des
parallelen Simulators wurde auf eﬃziente Implementierung geachtet und als Referenz fu¨r die Lei-
stungsbewertung ein optimierter sequentieller Simulator eingesetzt. Die Verwendung der Laufzeiten
des parallelen Simulationsalgorithmus auf lediglich einem einzigen Knoten fu¨hrte in anderen Un-
tersuchungen oft zu u¨berho¨hten Beschleunigungswerten und ist deshalb als unfair abzulehnen. An
dieser Stelle soll abschließend der Bogen u¨ber die Erkenntnisse des Evaluierungsprozesses geschlagen
werden.
11.1 Bewertung der Untersuchungen zur Logiksimulation
Zuna¨chst wurde im Rahmen dieser Arbeit versucht, anhand der Kritische-Pfad-Analyse eine Vor-
aussage u¨ber das inha¨rente Beschleunigungspotential der Schaltkreissimulation bei unbeschra¨nkten
Ressourcen zu treﬀen. Dabei wurde festgestellt, daß diese idealisierte Annahme ebenso wie die Vor-
stellung, daß Kommunikation keine Rolle spielt, zu einer extremen U¨berscha¨tzung des tatsa¨chlich
vorhandenen Potentials fu¨hrt. Durch Einfu¨hrung limitierter Prozessoranzahlen mit einer vorge-
gebenen Partitionierung sowie konstanter Kommunikationszeiten fu¨r die Kritische-Pfad-Analyse
konnten vernu¨nftige Vorhersagen, die das Verhalten der Schaltungen bei echter Parallelsimulation
treﬀender beschreiben, gemacht werden.
In diesem Zusammenhang ist auch festzustellen, daß die Partitionsgro¨ße und die Aufteilung
der Schaltung eine sehr große Bedeutung fu¨r die Leistungsfa¨higkeit der Simulation besitzt. Dabei
gilt es zwischen konservativen und optimistischen Verfahren zu unterscheiden. Bei den konserva-
tiven Synchronisationsalgorithmen sind in erster Linie Blockaden zu vermeiden, die zu aufwendi-
gen Deadlockerkennungs- und auﬂo¨sungsaktionen fu¨hren. Partitionierungen, die Zyklen vermeiden,
und dadurch unter Umsta¨nden unbalancierte Teilmodelle generieren oder auch die Topologie stark
beru¨cksichtigen (z.B. unbalancierte Kegelpartitionierung), zeigen wesentlich bessere Ergebnisse als
Heuristiken, die die Schaltung auf einen allgemeinen Graphen abbilden und versuchen, die Schnitt-
kosten zu minimieren (z.B. Soccer, K/L).
Bei den optimistischen Methoden schneiden dagegen die unbalancierten Partitionen schlecht
ab. Hier kommt es eher darauf an, ausgewogene Partitionen zu verwenden. Die balancierten Ke-
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gelpartitionierungen sind in diesem Fall den anderen Verfahren u¨berlegen. Allerdings fallen die
Unterschiede zum allgemeineren Soccer-Verfahren, das auch in vielen Fa¨llen recht gute Ergebnisse
liefert, nicht so stark aus.
Daneben kommt es auch noch auf eine einzuhaltende Mindestgro¨ße der Partitionen an. Unter-
schreiten Teilmodelle eine bestimmte Gro¨ße (in unserem Fall wenigstens 3000 Gatter), so sind die
Simulatoren oft nicht mehr ausgelastet und die Eﬃzienz der Beschleunigungswerte bricht stark ein.
Auch hinsichtlich der Leistungsfa¨higkeit der verschiedenen Synchronisationsalgorithmen konn-
ten, im Gegensatz zu vielen Berichten in der Literatur, die optimistischen Methoden nicht eindeutig
u¨berzeugen. Mo¨glicherweise liegt das an den in vielen anderen Arbeiten fa¨lschlicherweise zugrun-
degelegten Basiswerte fu¨r den Speedup, die sehr oft auf der Einprozessor-Version der parallelen
Simulatoren beruhen. Wie von uns beobachtet, generiert diese unter Time Warp relativ zur sequen-
tiellen Simulation wesentlich mehr Aufwand als eine konservative Version. Folglicherweise fallen
scheinbar auch die Beschleunigungen beim Vergleich wesentlich besser aus.
Insgesamt zeigten jedoch die untersuchten konservativen Verfahren ein stabileres Verhalten
bezu¨glich der erfolgreichen Durchfu¨hrbarkeit von Simulationsla¨ufen fu¨r die verschiedenen Schalt-
kreise. Der Time Warp wies oft die entsprechend der Theorie zu erwartenden Speicherprobleme auf,
so daß viele Simulationen mit dem Basisverfahren (Lazy-cancellation) aufgrund von Speicherman-
gel abbrachen. Die vorgeschlagenen Alternativen wie Aggressive-cancellation und Fenstertechniken
lieferten in Fa¨llen, in denen alle Varianten erfolgreich durchliefen, schlechtere Ergebnisse als Lazy-
cancellation. Speicherknappheit trat bei den beiden modiﬁzierten Verfahren jedoch weitaus seltener
auf.
Weiterhin wurde auch der zusa¨tzliche Aufwand fu¨r die initiale Partitionierung, die Verteilung
der Schaltung und die Terminierung der verteilten Algorithmen untersucht. Durch Beru¨cksichtigung
dieser Kosten sinken die ohnehin schon relativ bescheidenen Beschleunigungswerte, die die parallele
Simulation lieferte, noch weiter ab, so daß insbesondere durch die Partitionierungskosten die reine
Laufzeitbeschleunigung teilweise vollsta¨ndig zunichte gemacht wird.
Insgesamt la¨ßt sich aus den Untersuchungen folgern, daß sich die parallele Simulation einer
niedrigen Granularita¨tsstufe (Gatterebene) im allgemeinen kaum lohnt. Ursache dafu¨r ist vor allem
die geringe Granularita¨t der Ereignisse. Das Verha¨ltnis zu den Nachrichtenkosten ist bereits auf
einem Parallelrechner sehr schlecht und klaﬀt auf einem Workstation-Cluster mit einem lokalen
Netz noch wesentlich sta¨rker auseinander. Aus diesem Grund kann die ereignisgesteuerte Paral-
lelsimulation wohl nicht als ein universell einsetzbarer und einfach realisierbarer Weg zu ku¨rzeren
Simulationszeiten bei dieser Applikationsklasse betrachtet werden.
11.2 Auswirkungen auf das allgemeine Gebiet der parallelen Si-
mulation
Die Aussagen, die fu¨r die Schaltkreissimulation getroﬀen wurden, lassen sich bis auf wenige Ausnah-
men auch auf sonstige Applikationsklassen u¨bertragen. Die gilt insbesondere fu¨r die Nebenkosten
der Simulation und die Bedeutung der Partitionierung. Allerdings gibt es eine wichtige Gro¨ße, die
hier einen wesentlichen Unterschied bei der Gesamtbewertung ausmacht. Bei den Untersuchungen,
die mit einer erho¨hten Granularita¨t der Ereignisse durchgefu¨hrt wurden, ergaben sich wesentliche
Verbesserungen bei der Leistung der parallelen Verfahren im Vergleich zu den sequentiellen Simula-
tionsla¨ufen. Erreicht die Bearbeitungsdauer der Ereignisse eine gewisse kritische Grenze, so steigen
die Beschleunigungswerte bei den beobachteten Schaltungen drastisch an. Es wurden teilweise Ef-
ﬁzienzwerte von u¨ber 70 Prozent beobachtet.
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Weist also eine Applikationsklasse eine entsprechend hohe Granularita¨t der Ereignisse auf und
besitzen die Partitionen die geforderten Mindestgro¨ßen, so sind mit hoher Wahrscheinlichkeit inter-
essante Beschleunigungswerte zu erwarten. Außerdem verlieren durch die damit i.a. einhergehenden
la¨ngeren Laufzeiten auch die Nebenkosten an Gewicht.
Insbesondere auf dem Workstation-Cluster konnten bei ku¨nstlich verla¨ngerten Ereignisroutinen
Beschleunigungen beobachtet werden. Die konservativen Verfahren schnitten wesentlich besser ab
als der Time Warp, dessen Speicherbedarf sich hier noch sto¨render auswirkte als auf dem verwen-
deten Parallelrechner.
Die Frage, ob durch schnellere Kommunikationsnetze, Prozessoren oder mehr Speicher gute
Ergebnisse erreicht werden ko¨nnten, la¨ßt sich nicht deﬁnitiv beantworten. Vielmehr liegt aufgrund
der durchgefu¨hrten Untersuchungen und der Beobachtungen der letzten zwanzig Jahre, in denen
diese Faktoren stets verbessert wurden, die Vermutung nahe, daß diese Forderungen, mit denen viele
fru¨here Vero¨ﬀentlichungen endeten, nicht so maßgeblich sind, da dadurch ja auch die Vergleichsbasis
der sequentiellen Simulation beeinﬂußt wird. Auch der Einsatz neuer Algorithmen hat oft nur
marginale Verbesserungen gebracht. Die Komplexita¨t und Heterogenita¨t der Anwendungsklasse
scheint, sofern keine ausreichende Granularita¨t vorhanden ist, der Beschleunigung inha¨rent im
Wege zu stehen.
11.3 Parallele Simulation — ein universelles Tool?
Neben diesen eigentlichen technischen Aspekten stellen sich jedoch noch weitere Probleme dem
allgemeinen Einsatz universeller paralleler Simulatoren in den Weg. Zum Beispiel ist heute ein An-
wender an Simulationsumgebungen und -werkzeuge gewo¨hnt, die er auch bei Verwendung eines par-
allelen Tools erwartet. Leider gibt es nur wenige Ansa¨tze dazu, wie der Utilarian-parallel-simulator
(U.P.S.) von Heidelberger und Nicol [HEN96a] oder Vorschla¨ge zur transparenten Behandlung von
Zustandssicherungen im Time Warp [RLA96a], [WEP96a], um die sich ein Anwender versta¨ndli-
cherweise auch nicht ku¨mmern mo¨chte.
Ein universell einsetzbarer paralleler Simulator steht natu¨rlich auch in gewissem Widerspruch
zur Notwendigkeit des applikationsspeziﬁschen Tunings der parallelen Algorithmen. Diese kontro-
verse Diskussion fand in einem Themenheft des ORSA-Journals [ORS93a] bereits 1993 statt. Seit
diesem Zeitpunkt hat sich jedoch nichts wesentliches in dieser Hinsicht vera¨ndert. Die parallele
Simulation steht somit im Zwiespalt zwischen ho¨herer Geschwindigkeit und einfacher allgemeiner
Verwendbarkeit.
Fujimoto thematisierte einige der Diskrepanzen und benannte notwendige Arbeitsbereiche, in
denen Handlungsbedarf besteht [FUJ93b]: parallele Simulationssprachen, Simulationsbibliotheken
zur Unterstu¨tzung bestimmter Modelle auf parallelen Architekturen, gemeinsame globale Variablen
zur leichteren U¨bertragbarkeit der sequentiellen Modelle und automatische Parallelisierbarkeit (z.B.
Zugriﬀ auf Ereignislisten in gemeinsam genutztem Speicher). Verschiedene andere Autoren kom-
mentieren diese Punkte. Jeder von ihnen geht aber leider in seiner Stellungnahme lediglich auf ganz
bestimmte Details ein, die in Kapitel 3.6.1 aufgeza¨hlt wurden. Eine umfassende Behandlung der
Gesamtproblematik ﬁndet sich nur in Fujimotos Thesenpapier und seinem nachfolgenden Resu¨mee
der Beitra¨ge [FUJ93c].
Sein Fazit aus diesen Beitra¨gen war, daß es noch viel Aufwand bereite, um die parallele Simula-
tion zu einer allgemein akzeptierten Technologie zu machen. Allerdings ist seit etwa 1995 zu beob-
achten, daß sich viele Forscher dem Bereich der Distributed-interactive-simulation (DIS) zuwenden,
in dem vorwiegend die traditionellen Modelle der verteilten Simulation unter Vernachla¨ssigung von
kausalen Abha¨ngigkeiten eingesetzt werden [FUJ95a].
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Zusammenfassend wage ich die These, daß die parallele Simulation aufgrund der Komplexita¨t
zur Entwicklung geeigneter Tools auf absehbare Zeit kein massives Beschleunigungspotential fu¨r
sequentielle Simulationsla¨ufe bei heterogenen Problemklassen darstellen wird. Sie ist bei den aktu-
ellen Trends vielmehr eine Nischenlo¨sung fu¨r Spezialisten, die geeignete, tief in das System eingrei-
fende Optimierungen, die zudem fu¨r jede Applikationsklasse und innerhalb einer Klasse auch fu¨r
verschiedene Modelle unterschiedlich sind, erfordert. Beschleunigungsfaktoren zwischen 25 und 50
Prozent der idealen, linearen Speedup-Werte sind dann teilweise mo¨glich. Die Bereiche der homo-
genen Problemstellungen mit geringer Koppelungsrate werden hier allerdings ausgenommen. Durch
Datenparallelismus lassen sich mittels synchroner Koordination, z.B. u¨ber Phasen und Barrieren,
bessere Ergebnisse erzielen.
Als ”Nebenprodukt” der langja¨hrigen Forschungen wurden jedoch im Bereich der parallelen
und verteilten Algorithmen viele grundlegende Probleme erkannt und Lo¨sungen dafu¨r angegeben
(Scheduling, Synchronisation, Terminierungsalgorithmen, Schnappschußverfahren). Diese Ergebnis-
se sind u¨ber das Feld der parallelen Simulation hinaus vielfa¨ltig einsetzbar. Auch wenn die obige
Aussage zum Beschleunigungspotential paralleler diskreter ereignisgesteuerter Simulation nicht son-
derlich zufriedenstellt, so sind die in den vergangenen 20 Jahren durchgefu¨hrten Arbeiten fu¨r das
gesamte Feld der Informatik von großer Bedeutung.
Die Zuwendung vieler Simulationsforscher zu verteilter interaktiver Simulation (DIS) und web-
basierter Simulation deutet darauf hin, daß die Forschung im Kernbereich der parallelen Simulation
wohl langsam auslaufen wird und die Interessen in andere Richtungen schwenken. Vielleicht wird die
Entwicklung und Integration geeigneter Tools, mit denen moderate Beschleunigungen erzielt wer-
den ko¨nnen, der parallelen Simulation eine kleinere Rolle fu¨r Randprobleme zuweisen. Die Antwort
auf diese Frage ist allerdings alles andere als gewiß. Die Lockerung der Restriktionen bezu¨glich
kausaler Abha¨ngigkeiten, wie sie in der verteilten interaktiven Simulation vorhanden ist, stellt
jedenfalls fu¨r viele Applikationen keine praktikable Lo¨sung dar. Die Verwendung von Simulator-
frontends, die u¨ber das Internet fu¨r eine große Nutzergruppe angeboten wird, ko¨nnte durch eine
fu¨r den Benutzer transparente Ankopplung eines Parallelrechners oder Workstation-Clusters eine
weitere mo¨gliche Anwendung der parallelen Simulation (ebenfalls unter herabgesetzten Erwartun-
gen an die Leistungsfa¨higkeit) darstellen. Der Nutzer einer solchen Schnittstelle erfa¨hrt auf diese
Weise gar nicht, daß dahinter eine komplexe, von Spezialisten entwickelte und hoch optimierte
Software steckt. Er nutzt lediglich die nach außen angebotene Sicht als Simulationsdienst, der auf
bereitgestellte Modelle und Eingaben die entsprechenden Resultate liefert.
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