For big data applications, randomized partition trees have recently been shown to be very effective in answering high dimensional nearest neighbor search queries with provable guarantee, when distances are measured using 2 norm. Unfortunately, if distances are measured using 1 norm, the same theoretical guarantee does not hold. In this paper, we show that a simple variant of randomized partition tree, which uses a different randomization using 1-stable distribution, can be used to efficiently answer high dimensional nearest neighbors queries when distances are measured using 1 norm. Experimental evaluations on eight real datasets suggest that the proposed method achieves better i -norm nearest neighbor search accuracy with fewer retrieved data points as compared to locality sensitive hashing.
Introduction
Nearest-neighbor search is an important problem in computer science and is used in wide variety of application areas. Given a set of n objects and a separate query object q, the task of nearest neighbor search is to return an object from the set of these n objects which is closest to q, measured using appropriate distance metric. While the naive solution, obtained simply by performing a linear scan over the given set of objects, guarantees to find the exact nearest neighbor of any query object in O(n) time, difficulty lies in finding a solution in sub-linear time using a data structure of size O(n). In the big data era, both n and number of features (d) of each object can be really large and finding a sub-linear time accurate nearest solution is of extreme importance. Over the past two decades, numerous solution techniques have been developed that achieve this goal and answer either approximate or exact version of nearest neighbor search problem when data have some low intrinsic dimensionality measured in the form of either doubling dimension or doubling measure [1, 11, 3, 16, 17, 9, 21] . Among these, the work in [9] analyzes the failure probability of nearest neighbor search for a popular and empirically successful data structure, namely randomized partition (RP) trees, which combines classical k-d tree partitioning with randomization and shows that for any query point, it possible to find exact nearest neighbor in O(log n) time where the hidden constant depends only on low intrinsic data dimension d 0 , where, d 0 d. However, the data structure developed in [9] can answer nearest neighbor queries when distances are measured using 2 norm. A natural question to ask is whether a similar data structure as in [9] can be used for finding nearest neighbors in big data applications where distances are measured using 1 norm. Note that, in case of dimension reduction, while random projection based methods involving 2 norm [22] ensure nice theoretical guarantees towards pairwise distance preservation due to the celebrated JL Lemma [15, 8] , no such guarantee is known for dimension reduction using 1 norm. In fact, the recent impossibility results [4, 18, 5] tell us that one can not even hope to preserve pairwise distances after random projection in 1 without allowing large errors. In spite of these negative results, in this paper, we show that a slight variant of randomized partition tree used in [9] can efficiently find nearest neighbors in high dimensions when distances are measured using 1 norm. The theoretical analysis of the proposed data structure presented in this paper relies heavily on the same techniques developed in [9] . However, it breaks down at one important juncture due to the unpleasant property of the ratio of two Cauchy distributions. We show how to overcome this hurdle and provide theoretical guarantee for the performance of the proposed data structure in answering nearest neighbor queries using 1 norm for big data applications. The rest of the paper is organized as follows. In section 2, we present the variant of randomized partition tree data structure proposed in this paper. Analysis of its failure probability in finding true nearest neighbor is presented in section 3. In section 4, we present the experimental evaluations and finally conclude in section 5.
Random Projection trees using 1-stable distribution
We start with the definition of p-stable distributions and then describe the RP tree data structure constructed using 1-stable distributions (i.e., for p = 1) that we study in this paper.
p-Stable distribution
Stable distributions [13] are defined as limits of normalized sums of independent and identically distributed variables. For any p > 0, a p-stable distribution D p , satisfies the following. For any X 1 , X 2 , X 3 sampled i.i.d from D p and for any a, b ∈ R, the random variables aX 1 + bX 2 and (|a| p + |b| p ) 1/p X 3 have the same distribution. In particular, for 1-stable distribution, aX 1 + bX 2 and (|a|+|b|)X 3 have the same distribution. Example of an one dimensional 1-stable distribution is Cauchy distribution (with scale parameter 1 and location parameter 0) [13] whose probability density function is given by :
It is known that, random variable having probability density function as in equation 1 can be generated by first choosing a parameter θ uniformly at random from an interval [−π/2, π/2] and then computing tan(θ) ( [7] ). Now, let U ∈ R d be a vector such that each of its d coordinates are chosen independently at random from a Cauchy distribution as in equation 1. For any x ∈ R d , a random projection from R d to R using U is given by the map, x → U x. It is clear that U x has probability distribution x 1 Z, where Z is distributed according to a 1-stable distribution [13] .
Random projection trees
An RP tree (of the variant that we consider in this paper) is a space partitioning data structure in which, the root node (cell) contains all the data points. At any level of the tree construction, 
a cell is split by first choosing a direction whose coordinates are chosen uniformly at random from a Cauchy distribution (Equation 1), followed by projecting the points in this cell onto that direction, and finally splitting at the β fractile, for β chosen uniformly at random from [1/4, 3/4] , to construct left and right sub-cells which becomes the root nodes of left and right subtrees respectively. The process of splitting and growing the tree continues until the leaf nodes (cells) contain at most n 0 (any pre-specified input parameter) data points. The generic space partitioning tree procedure is shown in Algorithm 1. Careful choice of ChooseRule function in line 4 of Algorithm 1 leads to appropriate variant of such a generic space partitioning tree. For the variant of RP tree that we consider in this paper, Algorithm 2 provides the details of the ChooseRule function. In order to answer a nearest neighbor query using this data structure, the query point is routed to a particular leaf node, following the path from root to leaf using the same splitting rule, and its nearest neighbor among the points falling within that leaf node is returned.
Analysis of randomized partition trees using 1-stable distribution
The proposed variant of RP tree presented in this paper is the first to consider 1-stable distribution for choosing projection direction (lines 3, 4 of Algorithm 2). In previous versions [9, 10] each coordinate of projection direction was chosen i.i.d from standard normal distribution, where the goal was to find nearest neighbors based on 2 distance. Due to this, performance analysis of this proposed data structure follows similar technique as was developed in [9] . However, difficulty arises due to unpleasant property of the ratio of two Cauchy distributions resulting from this different randomization (see section 3.2 for details). We show how to overcome this hurdle, leading to a slightly different form of potential function (to be introduced later) and theoretical performance guarantee compared to [9] . We start the analysis in section 3.1 following the same technique as in [9] .
How does Random projection using 1-stable distribution affect the relative position of three points?
Consider any three points q, x, y ∈ R d such that q is closer to to x than to y in 1 distance, i.e., q − x 1 ≤ q − y 1 . Let U be a random vector in R d generated by selecting each of its d coordinates uniformly at random according to equation 1. Under this random choice, we want to estimate the probability of the event that U y falls in between U q and U x. Following [9] , without loss of generality, we will assume that q = 0 is the origin and x is along the positive e 1 axis, that is, x = x 1 e 1 . It will be helpful to split U into two pieces, the component U 1 along the e 1 direction and the remaining d − 1 coordinate U R , so that U 1 and U R are independent. Likewise, we will write y = (y 1 , y R ). Our event of interest is :
E ≡ U y falls between U q (that is 0) and U x ≡ y 1 U 1 + U R y R falls between 0 and x 1 U 1 Let Z and Z be two independent Cauchy random variables. Because of 1-stability of Cauchy distribution, U R y R is distributed as y R 1 Z . Note that this distribution is symmetric hence assigns same probability mass to the intervals (−y 1 |U 1 |, [9] . Using 1-stability of Cauchy distribution again, it follows that |U 1 | is distributed as Z. Therefore, following similar arguments as in [9] ,
Unlike [9] , where Z Z follows a Cauchy distribution, in our case, Z Z is ratio of two independent Cauchy distributions having the following density function ( [20] ) : The function f (u) becomes infinite as u approaches 0 and its value is indeterminate at u = ±1. But using l'Hôpital's rule it can be shown [20] that f (u) approaches 1/π 2 as u approaches ±1. The density given in Equation 2 along with Equation 1 is plotted in Figure 1 . Due to "not so nice property" of Equation 2, unlike [9] , it is not straightforward to evaluate Pr U (E). In the following, we discuss how this probability can be bounded from above.
Probability estimation
Let f (u) = log u 2 π 2 (u 2 −1) . First, consider the case when y 1 > 0. Suppose
. When y 1 < 0, in a similar manner, it is easy to see that Plot of Pr U (E) for different values of r are shown using different colors.
For each color (fixed r), the solid line represents the actual value of Pr U (E) computed numerically for that fixed r and all k, while the dashed line of same color represents a constant value of Pr U (E) for all k, which is set to be r in Figures 2, 3 One might guess that since we are merely using 1 norm in place of 2 norm and using similar analysis technique as in [9] , Pr U (E) can be bounded from above by the quantity 9] . It turns out that, that is not the case here. In fact, as can be seen from Figure 2 , for small values of r and k, the probability Pr U (E) is not bounded from above by any cr = c Geometrically, this happens when, x is very close to the query point (which is origin in this case) while y is far away from the query point and the component of y along the direction x is very very small. Since both Pr U (E) and r take values in the interval [0, 1], it is conceivable (from Figures 2 and 3 ) that Pr U (E) may be bounded from above by a polynomial of r whose degree is less than one (as we have seen, the bound doesn't work 1 for r and a potential bound could be of the form cr a for any 0 < a < 1 and 0 < c < 1 since 0 ≤ r ≤ r a ≤ 1). the density of ratio of two independent Cauchy random variables, the associated probability mass is clearly greater than 1/2, indicating that √ r/2 can not be a valid upper bound either. 4 5 q − x 1 / q − y 1 .
Potential function and its effect on nearest neighbor search
For a query q ∈ R d and data points
. . denote a re-ordering of the points by increasing 1 distance from q. Define the potential function :
and this is very similar to the potential function introduced in [9] i.e., Φ(q, {x 1 , . . . , 
. , x n }).
Proof. Let Z i be the event that x (i) falls between q and x (1) in the projection. Using Proposition 3.1, Pr U (Z i ) ≤ 4 5 q − x (1) 1 / q − x (i) 1 . The result now follows from linearity of expectation.
Since the tree data structure partitions the input data space, any cell (at any level) of this tree contains only a subset of the n data points x 1 , . . . , x n . For any cell that contains m (m ≤ n) data points, the appropriate variant of the potential function is :
Corollary 3.3.
Pick any points q, x 1 , . . . , x n ∈ R d and let S denotes any subset of the x i that includes x (1) . If q and the points in S are projected to a direction U ∈ R d whose coordinates are chosen uniformly at random from a Cauchy distribution, then for any 0 < α < 1, the probability (over U ) that at least α fraction of the projected S falls between q and x (1) is at most (4/5)Φ |S| (q, {x 1 , . . . , x n }).
Proof. Apply Lemma 3.2 to S noting that the corresponding value ofΦ is maximized when S consists of points closest to q measured using 1 distance. The result now follows by applying Markov's inequality.
We are now ready to present the main result. In many of the statements below, we will drop the arguments (q, {x 1 , . . . , x n }) ofΦ m (q, {x 1 , . . . , x n }) in the interest of readability. and l = log 1/β (n/n 0 ). Then over the randomizartion of tree construction, the probability that NN query does not return x (1) is at most 8 5 l i=0Φ β i n ln(5e/4Φ β i n ). Proof. Consider any internal node of the tree that contains q as well as m of the data points, including x (1) . What is the probability that the split at that node separates q from x (1) ? To analyze this, let F denote the fraction of the m points that fall between q and x (1) along the randomly-chosen split direction. Since the split point is chosen at random from an interval of mass 1/2, the probability that it separates q from x (1) is at most F/(1/2). Integrating out F , we get : Pr q is separated from
, where, the second inequality uses Corollary 3.3. The result now follows by taking an union bound over the path that conveys q from root to leaf, in which the number of data points per level shrinks geometrically, by a factor of 3/4 or better.
The failure probability of nearest neighbor search using randomized partition trees as given in Theorem 3.4 is related to potential functionΦ which takes vales in the range [0, 1]. The worst case happens when all points are equidistant from query point in 1 norm, in which caseΦ is 1. However, under favorable condition,Φ m can be bounded by a decreasing function of m. One such setting is when the query points are chosen arbitrarily but the data points used to construct the randomized tree data structure are drawn i.i.d. from an underlying distribution μ on R d which is a doubling measure, i.e., there exists a constant C > 0 and , r) ) for all x ∈ X and all r > 0, where,
This essentially says that probability mass of an 1 ball grows polynomially in its radius and an equivalent formulation is that, there exists a constant d 0 > 0 and a subset X ⊂ R d such that for all x ∈ X, all r > 0 and al α ≥ 1, we have , r) ). Comparing this with standard formula for the volume of a ball, the degree of polynomial d 0 = log 2 C can be thought of dimension of measure μ. We next show an upper bound forΦ m that depends on only on d 0 and becomes useful especially when d 0 d.
Lemma 3.5. Suppose μ is continuous on R d and is a doubling measure of dimension
Pick any q ∈ X and draw x 1 , . . . , x n iid from μ. Pick any δ ∈ (0, 1/2). With probability at least 1 − 3δ over the choice of
The proof is omitted due to space limitation. Using the above lemma, we conclude the following. 1/d0 where n 0 ≥ c 0 9 d0 ln(1/δ).
The above theorem can be proved using Theorem 3.4 above and Lemma 12 from [9] . Note that, failure probability of Theorem 3.6 becomes an arbitrary small constant by choosing
2d0 ln(1/δ) . Moreover, for any small δ 1 ∈ (0, 1), the failure probability can be made at most δ 1 , by constructing only O(log(1/δ 1 ) independent randomized partition trees. Note also that, the analysis presented here can be easily extended to k-nearest neighbor search for k ≥ 1 which we do not discuss here due to space limitation.
Experimental evaluation
We evaluate empirical performance of our proposed algorithm on eight different real datasets 2 of different dimensions as listed in Table 1 . For each of these eight datasets, except 2 The USPS dataset contains hand written digits. The AERIAL dataset contains texture information of large areal photographs [19] . The COREL dataset is available at the UCI repository [2] . After removing the missing data and keep only 66,615 instances. MNIST is a dataset of handwritten digits. This SIFT and GIST dataset contains SIFT and GIST image descriptors, respectively, introduced in [14] . The original dataset contains 1 million image descriptors. We used 500000 image descriptors from this dataset for our experiments. The 20 NEWSGROUPS and REUTERS are common text datasets used in machine learning and are available in Matlab format in [6] .
USPS, 20 NEWSGRUPS and REUTERS, we chose 50000 data points for our experiments. To generate a nearest neighbor search problem instance, we randomly selected 5000 data points as query points and used the remaining 45000 data points to construct data structures for performing nearest neighbor search. After preprocessing, REUTERS, 20 NEWS-GROUPS ( [6] ) and USPS dataset contain less than 50000 data points each. In all these Table 1 : Dataset description cases, we randomly selected 5000 data points as query points and used the remaining data points to construct necessary data structures. Before presenting the actual results, we provide quantitative measurements that indicate the difficulty of nearest neighbor search for the eight datasets that we consider. Recall that the potential functionΦ ∈ [0, 1], and higher the value ofΦ, more difficult the nearest neighbor search problem is, as this corresponds to the scenario where more and more data points are located in the vicinity of the true nearest neighbor of q.
To estimate distribution ofΦ from data, we generated 20 nearest neighbor search problem instances (each having 5000 random query points) as described above and computed Φ values for these 100,000 query instances. The histogram of theseΦ values are plotted in Figure 6 . Quantitatively, Figure 6 suggests that three out of eight datasets, namely, GIST, 20 NEWSGROUPS and REUTERS are harder compared to the remaining five other datasets for answering nearest neighbor queries and we will see later that experimental evaluations agree with this observation. For our comparison, we used the LSH scheme proposed in [11] for 1 norm in nonHamming space. We used the random hash function, h U,b (x) = U x+b w that a maps vector x ∈ R d to an integer, where U ∈ R d is a random vector whose entries are chosen i.i.d. from a 1-stable (Cauchy) distribution, w is the width of projection, and b is a real number chosen uniformly from the range [0, w]. We tried different values for the number of projections k, namely k = 2, 4, 8, 16, 32, 64 and 128 and report the results for k = 32 and k = 64 due to space limitations. It was observed that small values of k resulted in very large number of retrieved points as compared to RP tree, thus, essentially doing a linear search while large values of k resulted in small number of retrieved points however, yielding a poor nearest neighbor search accuracy. The results for eight different datasets are presented in Figure 7 , where each panel plots number of retrieved data points vs 1-NN accuracy. These results are based on 20 random instances of nearest neighbor search problems, where in every problem instance, 5000 data points were chosen at random as query points and the rest were used to build the data structures (RP trees / hash tables). The 1-NN accuracy of nearest neighbor search was simply calculated as fraction of the query points for which the true nearest neighbor was within the retrieved set of points returned by respective methods (RP trees or LSH). In each of the plots in Figure 7 , the markers (legends) represent number of trees / hash tables (N ) used. We used seven different values for N , namely, 2, 4, 8, 16, 32, 64 and 128. The placement of marker and the associated N values are easy to identify since accuracy increases with N .
As can be seen from Figure 7 , except for GIST, 20 NEWSGROUPS and REUTERS datasets, the proposed RP tree method clearly achieves better 1-NN accuracy with fewer retrieved data points as compared to LSH. Note that LSH as well as the proposed method do not work well for the GIST dataset. This can be attributed to the fact that majority of the query points have very high potential function values for the GIST dataset ( Figure 6 ), indicating that performing nearest neighbor search on GIST dataset is a difficult problem. Performance of the proposed method is marginally better than that of LSH for the 20 NEWSGROUPS and REUTERS datasets, without clear distinct advantage over LSH. Moreover, in order to achieve close to 100% 1-NN accuracy for these two datasets, both the methods essentially scans the whole dataset. This phenomenon can most likely be explained due to the facts that : (a) for both datasets, majority of the query points have very high potential function values, and (b) these two datasets have very high dimensions compared to the other datasets and the number of data points used to construct the data structures is much less as compared to the other datasets.
Note that fiixing the parameters of LSH scheme, namely w, k, N , doesn't give an estimate of the number of retrieved data points and can vary quite widely based on the choice of w and k. RP trees on the other hand, give an easy-to-understand upper bound on the number of retrieved points, namely n 0 N , where, N is the number of trees and n 0 is maximum number of points in any leaf node. In addition, time complexity of nearest neighbor search depends on two factors, (a) time spent in reaching leaf node/hash bucket (number dot product computation required), and (b) time spent in distance computation for all points within the retrieved set. Under restricted setting, traditional analysis of LSH ( [12, 1] ) sets number of projection k to be O(log n). By construction, depth of our randomized partition tree is also O(log n). Assuming that tree/hash table data structures are constructed off-line, time required for a query point to reach the appropriate leaf node/hash bucket takes time of the same order. Because of smaller number of retrieved points, RP based method works faster with better accuracy. It was observed that changing different w, k, N combination can reduce the number of retrieved points in LSH and hence query time, at the expense of worse 1-NN accuracy.
Conclusion
In this paper, we have presented a new variant of randomized partition tree that can efficiently answer nearest neighbors queries in high dimensions when distances are measured using using 1 norm. We have presented analysis of its failure probability in finding true nearest neighbor and have shown that failure probability can be arbitrarily small constant when data are drawn i.i.d from a doubling measure and the query point is arbitrary. Our experimental evaluations suggest that the proposed method achieves better accuracy with fewer retrieved data points as compared to LSH using 1-stable distribution for 1 norm nearest neighbor search.
