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процесiв кiнетики адсорбцiї
Фiзико-хiмiчнi або хiмiчнi методи очищення стiчних вод поряд iз забезпеченням не-
обхiдної якостi води вiдповiдно до вимог водопiдготовки дозволяють також отримати
з стiчних вод цiннi продукти i знизити втрати виробництва. Незважаючи на актуаль-
нiсть проблеми, до теперiшнього часу не розглянуто методику математичного моде-
лювання таких процесiв для обгрунтування рацiональних технологiчних схем. У роботi
запропоновано i обгрунтовано алгоритм чисельного моделювання неперервних адсорбцiй-
них процесiв в багатоступеневих апаратах. Розглянуто чисельнi методи дослiдження
математичної моделi процесiв кiнетики адсорбцiї, пов’язаних з актуальною проблемою
доочищення промислових стокiв. Побудовано актуальнi скiнченно-рiзницевi алгоритми,
доведено їх стiйкiсть вiдносно збурення коефiцiентiв рiвнянь, що одержанi при прове-
деннi обчислювального експерименту.
Ключовi слова: очищення стiчних вод, методика математичного моделювання, скiнчен-
но-рiзницевий алгоритм моделювання.
Постановка задачi. При розрахунку реакторiв неперервної дiї важливою характеристи-
кою є розподiл частинок за часом перебування в апаратi. Для реактора iдеального змiшу-
вання щiльнiсть розподiлу ймовiрностей випадкової величини має вигляд:
Φ(t) =
1
θn
e−1/θn ,
де θn — середнє значення (математичне сподiвання) часу перебування частинок, що є вiд-
ношенням об’єму робочої зони апарата V до витрат рiдкої фази Q.
При побудовi теоретичної моделi безперервної адсорбцiї в багатоступеневих протиточних
адсорбцiйних установках необхiдно враховувати основнi закономiрностi кiнетики адсорбцiї
розчинених речовин. За умови сталостi концентрацiй речовин, що адсорбуються, на кожно-
му ступенi (динамiчна рiвновага) справедливi такi рiвняння [1, 2]:
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2∂a1
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r=0
= 0,
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∗
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R3
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a1(r, t1)Φ1(t1) dt1dr,
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∂a2
∂r
∣∣∣∣
r=0
= 0, a2|r=R = f(c2), a = f(c),
(1)
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∂2a3
∂r2
+
2
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∂a3
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,
a3(r, 0) = a
∗
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3
R3
R∫
0
r2
∞∫
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r2
∂a3
∂r
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r=0
= 0, a3|r=R = f(c3), a = f(c),
де ai(r, t) — концентрацiя речовин у зернi в адсорбованому станi; Da — коефiцiєнт дифузiї
адсорбованих молекул; a = f(c) — рiвняння iзотерми адсорбцiї; R — еквiвалентний радiус
зерна сорбента; a∗i — середня за часом та об’ємом гранули величина адсорбцiї на i-му ступе-
нi; ci — концентрацiя речовин на ступенi i в розчинi, що досяжна у реакторi при динамiчнiй
рiвновазi; Φi(ti) — щiльнiсть розподiлу випадкової величини ti на ступенi i.
Початковi умови ai(r, 0) у вищенаведених рiвняннях вiдображають той факт, що у роз-
чинник на ступенi i надходить адсорбент при ti = 0, вже насичений до величини a∗i−1.
Значення a∗i−1 обчислюють у вiдповiдностi з часом перебування адсорбенту на ступенi i−1.
Оскiльки перед входом у розчинник ступеня i активоване вугiлля досить довго знаходиться
у вiдстiйнику, концентрацiя адсорбованої речовини в усьому об’ємi гранули встигає значною
мiрою зрiвнятися. Це дозволяє вважати величину a∗i−1 середньою за об’ємом гранули вели-
чиною адсорбцiї на ступенi i − 1.
Концентрацiї речовин на усiх ступенях ci пов’язанi з вiдповiдними величинами адсорбцiї
рiвняннями балансу маси, якi для триступеневої схеми можна записати у виглядi:
c2 − c1 = q
Q
∗ 3
R3
R∫
0
r2a1(r) dr,
c3 − c2 = q
Q
∗ 3
R3
R∫
0
r2[a2(r)− a1(r)] dr,
cn − c3 = q
Q
∗ 3
R3
R∫
0
r2[a3(r)− a2(r)] dr,
де q — витрата твердої фази; cn — початкова концентрацiя.
ISSN 1025-6415 Доповiдi НАН України, 2015, №7 33
Система (1) має три характернi особливостi:
1) диференцiальний оператор є сингулярним в точцi r = 0 з iнтегровною особли-
вiстю;
2) граничнi умови на зовнiшнiй границi кулi R є iнтегральними балансними умовами,
якi включають в себе значення розв’язкiв в усiх точках всерединi кулi;
3) коефiцiєнти кожної наступної задачi визначаються через розв’язки попередньої i мо-
жуть бути збуреними похибками цих розв’язкiв.
Роботу присвячено побудовi чисельного алгоритму, який нечутливий до вказаної сингу-
лярностi, просто враховує другу особливiсть i є стiйким до збурень в коефiцiєнтах рiзни-
цевих рiвнянь (ко-стiйким) [5].
Скiнченно-рiзницева схема. Скористаємося позначеннями [3, 4]. Не обмежуючи за-
гальностi, в даному випадку покладемо: a1 = h1c1 + b1; a2 = h2c2 + h˜1c1 + b2; a3 = h3c3 +
+ h˜2c2 + h˜1c1 + b3; а y = c1, z = c2, g = c3. Скiнченно-рiзницеву схему для рiвняння
дифузiї побудуємо з застосуванням iнтегро-iнтерполяцiйного методу (h1 + 1)x
2
i y
t,n+1
i =
= Dj(xixi−1y
n+1
x )x,i.
Для апроксимацiї умови скористаємося диференцiальним рiвнянням, самою умовою
в точцi r = 0, розвиненням розв’язку в ряд та еквiвалентними перетвореннями. Це при-
зводить до нестацiонарної умови, яка не має сингулярностi. Отже, задачу (1) з похибкою
O(τ + h2) при j = 1 апроксимуємо рiзницевою схемою:

(h1 + 1)y
t,n+1
i = D1
1
x2i
(xixi−1y
n+1
x )x,i,
−6
h
yn+1x,0 = (h1 + 1)y
t,n+1
0 ,
y0i = 0,
yn+1N = A−
Bh(h1 + 1)
2
N−1∑
i=0
(x2i y
n+1
i + x
2
i+1y
n+1
i+1 ).
(2)
Система (2) незбурена. Для її розв’язування використовуємо неявну рiзницеву схему,
яка є безумовно стiйкою i апроксимує диференцiальну з порядком O(τ + h2), але сис-
теми, якi апроксимують другий та третiй етапи (j = 2, 3) вiд розв’язку попереднiх за-
дач:
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(4)
Це означає, що для встановлення збiжностi розв’язкiв (3) i (4) до розв’язкiв диферен-
цiальної задачi потрiбно дослiдити їх коефiцiєнтну стiйкiсть [1].
Коефiцiентна стiйкiсть рiзницевої схеми та її збiжнiсть. Детально дослiдимо
коефiцiєнтну стiйкiсть рiзницевої схеми для задачi (1), наприклад, у випадку j = 2:
∂a2
∂t
+
∂c2
∂t
= D2
1
r2
∂
∂r
(
r2
∂c2
∂r
)
,
a2 = h2c2 + h˜1c1 + b2,
c2(r, 0) = a2(r, 0) = 0,
∂c2
∂r
∣∣∣∣
r=0
= 0,
c2(R, t) = A−B
R∫
0
r2(a2 + c2) dr.
(5)
Покладемо
q(x, t) = 0; f(x, t) = 0; v(x) = 0,
де r → x; c1(r, t) → u(x, t); ρ(x, t) = h2(x, t) + 1; K(x, t) = D2x2, U = A − B
R∫
0
r2(a2 + c2) dr,
тодi рiзницева задача для (5) матиме вигляд:
(ly)t = (ayx)x − py + φ,
y(j)o = 0;
y
(j)
N = U, (j = 1, 2, . . .),
y
(0)
i = v(ih) (i = 1, 2, . . . , N − 1).
(6)
Нехай u — розв’язок задачi (5), а u˜ — розв’язок збуреної задачi:
∂
∂t
(ρ˜u˜) =
∂
∂x
(
K˜(x, t)
∂u˜
∂x
)
− q˜(x, t)u˜+ f˜(x, t),
u˜′(0, t) = 0,
u˜(R, t) = U˜ (t > 0),
u˜(x, 0) = v˜(x) (0 < x < R).
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Розвязок y˜ рiзницевого аналогу збуреної задачi знаходимо з системи:

(l˜y˜)t = (a˜y˜x)x − p˜y˜ + φ˜,
y˜(j)o = 0,
y˜
(j)
N = U (j = 1, 2, . . .),
y˜
(0)
i = v˜(ih) (i = 1, 2, . . . , N − 1).
(7)
Говоритимемо, що схема (6) коефiцiєнтно-стiйка, якщо [5]:
1) при h→ 0 i τ → 0 для будь-яким чином збуреної схеми (7) її коефiцiєнти збiгаються
до коефiцiєнтiв схеми (6);
2) розв’язок задачi (7) рiвномiрно збiгається до розв’язку задачi (6);
3) коефiцiєнти ρ, K, q, f диференцiальної задачi (5) належать до деякого функцiональ-
ного класу.
Отже, схема (6) ко-стiйка, якщо з умов ‖v˜− v‖C = γ1(h+ τ); max
16k6j
‖l˜t− lt‖C = γ2(h+ τ);
max
16k6j
‖p˜ − p‖C = γ3(h + τ); max
16k6j
‖a˜ − a‖C = γ4(h + τ); max
16k6j
‖φ˜ − φ‖C = γ5(h + τ) випливає
нерiвнiсть
‖s‖2 = ‖y˜ − u‖2 6 γ(h+ τ),
де γ = max{γ1, γ2, γ3, γ4, γ5}, а γ(h + τ) → 0 при τ , h → 0.
Легко переконатися, що для нашої задачi справедливi такi леми, сформульованi в [5].
Лема 1. Якщо задовольняється умова max
16k6j
‖l˜t − lt‖C = γ(h + τ), то max
16k6j
‖l˜ − l‖C =
= Mγ(h + τ), де M > 0 — константа.
Лема 2. Якщо коефiцiєнти (6) задовольняють умови a > c1 > 0, 0 < c2 6 l 6 c3, p > 0,
а рiзницева похiдна lt — умову c4 6 lt, то виконується нерiвнiсть:
‖y˜ − y‖2 6M ′1‖v˜ − v‖C +M ′2 max
16k6j
‖a˜− a‖C +M ′3 max
16k6j
‖p˜− p‖C +
+ max
16k6j
‖φ˜− φ‖C +M ′4 max
16k6j
‖(l˜ − l)t‖C +M ′5 max16k6j ‖l˜ − l‖C , (8)
де M ′i > 0 — константи, y та y˜ — розв’язки задач (6) i (7) вiдповiдно.
Теорема. Рiзницева схема (6) — ко-стiйка.
Нехай u — розв’язок задачi (5), а y — розв’язок рiзницевої задачi (6), тодi виконується
‖y−u‖2 6M(h2+ τ), а ‖y˜− y‖2 6 γ(h+ τ) за лемою 2, означенням ко-стiйкостi та лемою 1.
Доведення теореми базується на виконаннi нерiвностi ‖y˜−u‖2 6 ‖y˜−y‖2+‖y−u‖2, де u
розглядається як значення в точцi сiтки, звiдки отримаємо ‖y˜−u‖2 6M(h2+ τ)+ γ(h+ τ),
де M — константа, що не залежить вiд h i τ .
Збiжнiсть розв’язку скiнченно-рiзницевої задачi до розв’язку диференцiальної при пря-
муваннi крокiв сiтки до нуля випливає безпосередньо з теореми Фiлiппова–Лакса.
Алгоритм розв’язання системи рiзницевих рiвнянь. Систему рiзницевих рiвнянь
(2) запишемо у виглядi системи лiнiйних алгебраїчних рiвнянь:
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(i+ 1)
i
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h2
τ
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yn+1i +
+
D1
(h1 + 1)
τ
h2
(i− 1)
i
yn+1i−1 = −yni , i = 1, N − 1,
− 6
h2
yn+11 +
(
6
h2
− (h1 + 1)
τ
)
yn+10 = −yn0
(h1 + 1)
τ
,
yn+1N
(
1 +N2
Bh3(h1 + 1)
2
)
= A− Bh
3(h1 + 1)
2
N−2∑
i=0
(i2yn+1i + (i+ 1)
2yn+1i+1 )−
− Bh
3(h1 + 1)
2
yn+1N−1(N − 1)2,
y0i = 0, i = 0, N − 1.
(9)
Аналогiчним чином можна розписати системи (3) та (4), де коефiцiенти та правi частини
рiзницевих рiвнянь будуть збуренi можливими похибками розв’язкiв на попередньому кроцi.
Отже, поставлену задачу ми привели до системи алгебраїчних рiвнянь, матриця якої
складається з трьох матричних блокiв M1,M2,M3, що стоять на дiагоналi, кожен з них має
тридiагональну структуру за винятком останьої стрiчки, яка повнiстю заповнена. Розв’язок
такої системи знаходиться для кожного блоку окремо, наприклад дещо модифiкованим
методом Гаусса [6].
Проведений обчислювальний експеримент на модельних задачах показав, що макси-
мальна вiдносна похибка лежить в межах 2%. Аналiзу наведеного чисельного моделювання
реальних процесiв кiнетики адсорбцiї доцiльно присвятити окрему статтю.
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Об одном конечно-разностном алгоритме моделирования процессов
кинетики адсорбции
Киевский национальный университет им. Тараса Шевченко
Физико-химические или химические методы очистки сточных вод наряду с обеспечением
необходимого качества воды в соответствии с требованиями водоподготовки позволяют
также получить из сточных вод ценные продукты и снизить потери производства. Не-
смотря на актуальность проблемы, до настоящего времени не рассмотрена методика ма-
тематического моделирования таких процессов для обоснования рациональных технологи-
ческих схем. В работе предложен и обоснован алгоритм численного моделирования непре-
рывных адсорбционных процессов в многоступенчатых аппаратах. Рассмотрены численные
методы исследования математической модели процессов кинетики адсорбции, связанных
с актуальной проблемой доочистки промышленных стоков. Построены актуальные конеч-
но-разностные алгоритмы, доказана их устойчивость по отношению к возмущению коэф-
фициентов уравнений, полученные при проведении вычислительного эксперимента.
Ключевые слова: очищение сточных вод, методика математического моделирования, один
конечно-разностный алгоритм моделирования.
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About a ﬁnite-diﬀerence algorithm of modeling the adsorption kinetic
processes
Taras Shevchenko National University of Kiev
Physico-chemical or chemical methods of wastewater treatment, while ensuring the quality of water
according to the requirements, allow one to obtain valuable products from wastes and to reduce
the production losses. Despite the urgency of the problem, no method of mathematical modeling of
such processes for the substantiation of rational technological schemes is considered till now. We
propose an algorithm and a reasonable numerical simulation of continuous adsorption processes
in multidevices. We consider the numerical methods for a mathematical model of the kinetics of
adsorption for the urgent problem of post-treatment of industrial eﬄuents. We built actual ﬁnite-
diﬀerence algorithms and proved their stability under a perturbation of the coeﬃcients of equations,
which were obtained during the numerical experiment.
Keywords: wastewater treatment, methods of mathematical modeling, ﬁnite-diﬀerence algorithm
of modeling.
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