Abstract. We prove that the Poisson version of the Dixmier-Moeglin equivalence holds for cocommutative affine Poisson-Hopf algebras. This is a first step towards understanding the symplectic foliation and the representation theory of (cocommutative) affine Poisson-Hopf algebras. Our proof makes substantial use of the model theory of fields equipped with finitely many possibly noncommuting derivations. As an application, we show that the symmetric algebra of a finite dimensional Lie algebra, equipped with its natural Poisson structure, satisfies the Poisson Dixmier-Moeglin equivalence.
Introduction
We fix a field k of characteristic zero, and recall that by an affine k-algebra one means a finitely generated one that is a domain. The aim of this note is to study the representation theory and the geometry of affine Poisson-Hopf k-algebras via methods from model theory of differential fields. For the reader unfamiliar with Poisson-Hopf algebras, let us mention at this point that these include symmetric algebras of finite-dimensional Lie algebras (endowed with their natural Poisson bracket, see Section 2.1). For further examples, we refer the reader to [10] and [14] .
As it is often the case, classifying simple representations or symplectic leaves of Poisson(-Hopf) algebras is too wide a problem, and so we are approaching it by studying the so-called Poisson-primitive ideals. There are several equivalent ways to define these (prime Poisson) ideals. Given our representation theoretic and geometric motivation, we just give two equivalent definitions at this stage. Let A = O(V ) be an affine Poisson k-algebra (so that V is a Poisson variety over k). The Poisson-primitive ideals of A are the defining ideals of the Zariski closure of the symplectic leaves of V . Equivalently, they are precisely the annihilators of the simple Poisson A-modules. Thus, classifying Poisson-primitive ideals of a Poisson(-Hopf) algebra is a first step towards understanding both its symplectic foliation and its representation theory.
The goal of this paper is to provide a topological criterion to characterise Poissonprimitive ideals among prime Poisson ideals of a Poisson-Hopf algebra. More precisely, we prove that Poisson-primitive ideals of a cocommutative affine PoissonHopf algebra are exactly those prime ideals that are Poisson-locally closed. In [1] , the authors together with Bell and Moosa proved that Poisson-primitive ideals coincide with the so-called Poisson-rational ideals. So, combining this with our results here, we obtain that for affine cocommutative Poisson-Hopf algebras, the notions of Poisson-rational, Poisson-primitive and Poisson-locally closed coincide. The coincidence of these three notions is often referred to as the Poisson Dixmier-Moeglin equivalence (see Section 2.2), so that we can state our main result as follows. We note that the Poisson Dixmier-Moeglin equivalence does not always hold for a Poisson algebra. By [17, 1.7(i), 1.10] , in an affine Poisson k-algebra A, we have that Poisson-locally closed implies Poisson-primitive, and Poisson-primitive implies Poisson-rational (this also follows from Proposition 3.4 below). It was shown in [1] , that when A has Krull-dimension at most three, then Poisson-rational implies Poisson-locally closed, and so the Poisson-DME holds in this case. However, in that same paper, counterexamples of Krull-dimension d were build, for any d ≥ 4. Hence, the main point of this note is to show that those (counter-)examples cannot admit a cocommutative Poisson-Hopf algebra structure; and that in fact in this case Poisson-rational does imply Poisson-locally closed.
While in general one cannot remove the Hopf algebra assumption in Theorem 1, one natural question to ask at this point is: can we remove the cocommutative assumption? That is, does the Poisson Dixmier-Moeglin equivalence hold in any affine Poisson-Hopf algebra? While we currently do not have an answer, in Remark 5.6(2) below we suggest how one could address this question. We note that in the differential-Hopf algebra context in a single derivation the cocommutative assumption can indeed be removed, see [2, Theorem 2.19] , and also that Bell and Leung have asked a similar question in the noncommutative setting, see [3, Conjecture 1.3].
As symmetric algebras of finite dimensional Lie algebras are examples of cocommutative affine Poisson-Hopf algebras, Theorem 1 applies to this family of Poisson k-algebras. Thus, we obtain (with very different methods) a Poisson analogue of the foundational result of Dixmier and Moeglin, later generalized by Irving and Small, that asserts that primitive ideals in the enveloping algebra U (g) of a finitedimensional Lie k-algebra g are precisely the locally closed prime ideals of U (g) [8] .
Theorem 2. If A is the symmetric algebra of a finite dimensional Lie k-algebra g, equipped with its natural Poisson bracket, then A satisfies the Poisson DixmierMoeglin equivalence.
We expect that our results on the representation theory of Poisson-Hopf algebras will help us better understand representations of Hopf algebras in general. This is justified by the fact that connected Hopf algebras arise (in a rough sense) as deformations of Poisson-Hopf algebras [19] .
It is important to note that a significant part of the proof of Theorem 1 makes substantial use of the model theory of differential fields, via the theory of algebraic D-varieties and D-groups (see Sections 3 and 4). The novelty of this paper, compared to [1] or [2] where the model theory of ordinary differential fields was used, is that we work in the context of several possibly noncommuting derivations. While the model theory of differential fields with commuting derivations has fruitfully been applied in other areas of mathematics (for instance, in differential Galois theory, see [13] ), to the authors knowledge this paper contains the first application of the model-theoretic properties of the theory of differential fields where no commutativity assumption is made among the derivations. We expect (and hope) that the ideas presented here will motivate the further use of these tools in new areas of algebra, and perhaps initiate the study of the model theory of Poisson rings.
Some preliminaries
Recall that for us k denotes a field of characteristic zero, and that by an affine algebra we mean a finitely generated one that is a domain.
Poisson-Hopf algebras.
Recall that a Poisson k-algebra is a commutative k-algebra A equipped with a Lie bracket {−, −} such that {a, bc} = {a, b}c + b{a, c}, for all a, b, c ∈ A.
In other words, for each a ∈ A, the map {a, −} : A → A is a derivation.
Given a Poisson k-algebra (A, {−, −}) the tensor algebra A ⊗ A can be naturally equipped with a Poisson k-algebra structure as follows; define
′ ∈ A and extend to all of A ⊗ A by k-linearity.
Definition 2.1. A Poisson-Hopf k-algebra A is a Poisson k-algebra with the additional structure of a Hopf algebra such that the Poisson bracket {−, −} commutes with coproduct ∆; that is,
Remark 2.2. Let (A, {−, −}) be a Poisson algebra with a Hopf algebra structure. In order to prove that the Poisson bracket commutes with coproduct it suffices to check that if G is a set of generators of A (as a k-algebra) then
for all a ∈ G and b ∈ G. Indeed, suppose a ∈ G and b ∈ A, then b = f (g 1 , . . . , g s ) for some polynomial f over k and g i ∈ G. Since {a, −} and {∆(a), −} are k-linear derivations, we get
The general case, when a, b ∈ A, follows from this in similar fashion; now writing a as h(g 1 , . . . , g s ) and using the fact that {−, b} and {−, ∆(b)} are k-linear derivations.
We now describe a general example of cocommutative Poisson-Hopf algebra. Namely, let A be the symmetric algebra of a finite dimensional Lie k-algebra g. Such a (symmetric) algebra A is of the form k[x 1 , . . . , x s ] where the x i 's form a k-basis for the Lie algebra g. It is well known that A becomes a Poisson algebra with Poisson bracket defined by:
Moreover, we can equip A with a Hopf algebra structure where the x i 's are all primitive (so that A is cocommutative). One can check that then the Poisson bracket commutes with the coproduct. Indeed, it follows from Remark 2.2 that we only need to prove that
for all i, j. Using the fact that every element of g is primitive and that ∆ is an algebra homomorphism, we get
Thus A is indeed a cocommutative affine Poisson-Hopf k-algebra.
Further examples of (affine) Poisson-Hopf algebras are given by the coordinate ring of Poisson affine algebraic groups [10] . These examples are not, however, generally cocommutative, unless of course the algebraic group is abelian. Recall that when A is a domain, there is a natural Poisson structure on Frac A (induced by the quotient rule of derivations).
We denote by Spec P A the subspace of SpecA consisting of Poisson ideals. The Poisson core of an ideal I of A is defined as the largest Poisson ideal contained in I. A prime Poisson ideal P of A is said to be
• Poisson-locally closed if
• Poisson-primitive if P is the Poisson core of a maximal ideal of A.
• Poisson-rational if Z P (Frac A/P ) is an algebraic extension of k. We say that a A satisfies the Poisson Dixmier-Moeglin equivalence (or Poisson-DME) if a prime Poisson ideal of A is Poisson-locally closed iff it is Poisson-primitve iff it is Poisson-rational. Let us remark that, by [5, Lemma 3.5] , the above definition of Poisson-primitive does correspond to the equivalent definitions given in the introduction.
2.3. Differential algebras. We now briefly recall some facts about differential kalgebras that will be useful in subsequent sections. For any k-algebra A, we denote by Der k (A) the A-vector space of k-linear derivations on A. Due to the above remark, to check that an ideal in a Poisson algebra is a Poisson ideal one only needs to check that it is invariant under the Hamiltonians of a set of generators. More generally, we have
(1) an ideal I of A is Poisson iff it is a D-ideal (i.e., invariant under D), and (2) the Poisson-center Z P (A) equals the D-constants of A (i.e., ∩ δ∈D ker δ). Furthermore, if A is a domain,
Proof. This is an easy exercise. We leave the details to the reader.
Suppose A is a commutative k-algebra equipped with a family of k-linear derivations D. We denote by Spec D A the subspace of SpecA consisting of D-ideals. The D-core of an ideal I of A is defined as the largest D-ideal contained in I. A prime D-ideal P of A is said to be
• D-locally closed if
• D-rational if the D-constants of Frac A/P is an algebraic extension of k.
We say that a A satisfies the
The following is an easy consequence of Lemma 2.4.
Poisson-primitive iff it is D-primitive, and (3) Poisson -rational iff it is D-rational. Consequently, (A, {−, −}) satisfies the Poisson-DME iff it satisfies the D-DME.
Given a commutative Hopf k-algebra A equipped with a family of k-linear derivations D, we say that A is a differential-Hopf algebra if each derivation commutes with coproduct; that is, δ(∆(a)) = ∆(δa) for all a ∈ A and δ ∈ D. Here recall that the derivations D naturally lift to A ⊗ A as follows; 
and such that (A, D) is a differential-Hopf algebra. Nonetheless, in Proposition 5.5, we prove that it is possible to find such D in the case when k is algebraically closed and A is cocommutative.
On affine D-varieties and isotriviality
In this section we present the basics of the theory of affine algebraic D-varieties in the context of finitely many (possibly noncommuting) derivations, together with the notions of isotriviality and compound isotriviality. It is worth noting that the theory of D-varieties in the context of commuting derivations appears in [6] .
We make, somewhat freely (specially compared to [1, 2] ), use of basic modeltheoretic terminology, for which [15] should suffice. The appropriate model-theoretic context here is that of fields equipped with finitely many (possibly noncommuting) derivations. Fix a positive integer m. We work in the first-order language of differential rings equipped with m derivations
One can easily axiomatize the class of differential fields (K, δ 1 , . . . , δ m ) of characteristic zero (where no commutativity assumption is made among the derivations).
Such a differential field is called existentially closed if any quantifier-free L dif fformula with a realisation in a differential field extension of K already has a realisation in K. Note that such differential fields exist (by a standard Zorn's lemma and chain construction argument).
It turns out that there is a first-order axiomatization of the class of existentially closed differential fields of characteristic zero. This is a consequence of the general results in [16] , and following their notation we denote this theory by D -CF 0 . In that same paper, the authors established that this is a complete stable theory with quantifier elimination and elimination of imaginaries. Moreover, they showed that
This means that given a small (i.e., |K| < |U|) differential subfield K of U, and a (possibly infinite) collection Σ of L dif f -formulas with parameters from K, if every finite subcollection of Σ is satisfiable in U then so is all of Σ. One of the most important definable subsets of U is its subfield of constants, which is defined as
A subset of U n that is an arbitrary (possibly infinite) intersection of definable sets will be called a type-definable set.
Remark 3.1. The field C U is algebraically closed and it is purely stably embedded. This means that any subset of C n U that is definable in the L dif f -structure U, over some differential subfield K, is actually definable in the L rings -structure C U over C K . In particular, by ω-stability of the theory of algebraically closed fields, if G ⊆ C n U is a type-definable group over K in the differential structure (U, δ 1 , . . . , δ m ), then G is definable over C K in the pure-field structure C U .
We now discuss affine algebraic D-varieties. Fix a (small) differential subfield K < U. We say that a Zariski closed set V ⊆ U n defined over K is a D-variety if its coordinate ring K[V ] is equipped with a family of m derivations∂ = {∂ 1 , . . . , ∂ m } such that ∂ i extends δ i | K .
We now wish to give a more algebro-geometric characterization of affine Dvarieties. Given a Zariski closed V ⊆ U n over K and δ ∈ D, the δ-prolongation of V is the Zariski-closed set τ δ ⊆ U 2n defined by the equations
is obtained by applying δ to the coefficient of f . It is easy to check that it suffices to vary f in a family of generators of the ideal I(V /K). Consequently, if V is defined over a field k of constants (i.e., k < C U ), then τ δ V is nothing more that the tangent bundle T V of V .
More generally, the D-prolongation of V , denoted by τ D V ⊂ U n(m+1) , is defined as the fibred-product
Note that τ D V comes equipped with a canonical projection map τ D V → V . The D-prolongation has the characteristic property that for any a ∈ V we have that
in other words, the mapx → (x, δ 1x , . . . , δ mx ) defines a differential regular section of
If V is defined over a field k of constants, then τ D V equals the m-fold fibredproduct of T V and hence it comes with a canonical (algebraic) section, the zero section s 0 : V → τ D V . On the other hand, for arbitrary V defined over K, the existence of an algebraic regular section s : V → τ D V over K turns out to be equivalent to a D-variety structure on V . Indeed, if∂ = {∂ 1 , . . . , ∂ m } are derivations on the coordinate ring K[V ] extending those on K, and we letz = (z 1 , . . . , z n ) be its coordinate functions and set
where
, then it is not hard to check (using the fact that the ∂ i 's are derivations) that this s yields a section of τ D V → V which is regular and over K. On the other hand, any such section
From now on, we will usually refer to a D-variety as a pair (V, s) where V is an affine algebraic variety (viewed as a Zariski closed subset of U n ) and s is a section
We will denote the set of D-points of V by (V, s)
# . Note that this is an example of a definable set in the structure (U, δ 1 , . . . , δ m ) and in fact this will be the main source of such examples for us. Also, note that if V is defined over a field of constants and s = s 0 (the zero section), then (V, s)
of course, in this case (W, s| W ) will be a D-variety. Also, a regular map f : V → W between D-varieties (V, s) and (W, t) is said to be a D-morphism if f maps D-points to D-points.
Remark 3.2. It is easy to check that
Lemma 3.3. Let (V, s) and (W, t) be affine algebraic D-varieties over K and f a D-morphism between them. Then, 
, namely the image of (a, b), such that a ′ ∈ V \ W and
That is, a ′ is a D-point of V not in W . Thus, the set of D-points is dense in V . (3) To prove that f −1 (X) is a D-subvariety of V it suffices to show that
is a D-ideal. Recall that this ideal is given as the radical ideal generated by f * (I(X/K)). As radical ideals of D-ideals are again D-ideals (see [9, Lemma 1.8]), it suffices to show that the ideal generated by f
where we have used that f is a D-morphism (so f * commute with δ). Since X is a D-subvariety of W , δh i ∈ I(X/K), and so the above term is in the ideal generated by f * (I(X/K)), as desired. From the above lemma we see that if (V, s) is K-irreducible (meaning that V is K-irreducible), then it contains a Zariski K-generic D-point. Indeed, if this were not the case, by saturation of U there would be a finite collection of proper Zariski closed subsets of V defined over K that contain all D-points of V . But as V is K-irreducible this finite collection does not cover all of V and hence we contradict part (2) of the lemma.
Note that if a is a Zariski K-generic D-point of V (assuming V is K-irreducible), then the function field K(V ) ∼ = K(a) equipped with the derivations∂ is a differential subfield of (U, D). Thus, from now on, we will assume that
and, moreover, we identify∂ with D. On the other hand, assume (0) is D-primitive. That is, there is a maximal ideal m with D-core (0). Let a ∈ V (k alg ) be such that m = I(a/k). Now let f be a D-constant of k(V ). We must show that f algebraic over k. We first show that a is not in the singular locus of f . Towards a contradiction suppose it is. Then, for every representation f = p q we have q(a) = 0; that is, q ∈ m. Since f is a D-constant, we have that for each δ ∈ D
and so, either δq = 0, or δp δq = p q = f in which case δq(a) = 0. In any case, δq ∈ m. Repeating this process we obtain that δ ′ δq ∈ m for any δ ′ ∈ D, and so on, hence we get that the D-ideal generated by q is contained in m. This contradicts the fact that the D-core of m is (0), and so f is defined at a. Write f = p q where q(a) = 0. Now let h ∈ k[t] be the minimal polynomial of f (a) ∈ k alg . There is a sufficiently large integer s such that if we set
and so δr(a) = 0, implying that δr ∈ m. Repeating this process we obtain that δ ′ δr ∈ m for any δ ′ ∈ D, and so on, hence we get that the D-ideal generated by r is contained in m. By the choice of m, r must be zero. This implies that h(f ) = 0 and so f ∈ k alg . This shows D-rationality of (0).
For the 'furthermore' clause, suppose V is geometrically irreducible and that a prime D-ideal of k alg [V ] is D-rational only if it is D-locally closed. Let P be a prime D-rational ideal of k[V ]. We must show that P is D-locally closed. Let W be the k-irreducible D-subvariety of V that corresponds to P . Also, let Y be one of the k alg -irreducible components of W . By Lemma 3. We will need one more piece of model-theoretic terminology. We denote by Aut D (U/K) the differential automorphisms of U fixing K. Given a tuple a ∈ U n , we define the (complete) type of a over K as the orbit of a under the action of Aut D (U/K) on U n ; in other words,
In model-theoretic parlance, we are identifying a type with its set of realizations in U. A type tp(a/K) is always given as an (infinite) intersection of L dif f -definable sets in U; namely, the intersections of all definable sets over K containing a. We will call the set defined by tp(a/K), in U n , the set of its realisations. We say that tp(a/K) is isolated if its set of realizations is a definable set (it will necessarily be definable over K). 3.3(3) ).
We now prove one of the key results of the paper.
Proof. We let a be a Zariski K-generic D-point of V . We must show that tp(a/K) is isolated. Suppose V is compound isotrivial in ℓ-steps. We proceed by induction on ℓ.
For the base case, ℓ = 1, V must be isotrivial. By definition, there is a definable (with possibly additional parameters) injective map from the D-points of V to C U . In model theoretic terms this means that the type tp(a/K) is internal to C U . This in turn implies that tp(a/K alg ) is internal to C U as well. On the other hand, the condition that C K(a) = C K(V ) ⊂ C alg K translates in model-theoretic terms to the type tp(a/K alg ) being weakly orthogonal to C U . Indeed, to see this, one must show that
Taking d in the intersection we get d = h(c) for some polynomial h over K alg and tuple c from C U . If X is the set of tuples
It is a well known model-theoretic fact on binding groups of automorphisms (for a proof see [7, Appendix B]) that the above two conditions (internality and weak orthogonality) imply the existence of a type-definable group G ⊆ C n U over K alg that acts definably (over K alg ) and transitively on tp(a/K alg ). By Remark 3.1, G must be definable (over C K alg ), and so the realisations of tp(a/K alg ) form a definable set; in other words, tp(a/K alg ) is isolated. Since the type of any tuple of K alg over K isolated, we must have that tp(a/K) is isolated as well, as desired. Now assume ℓ > 1, and suppose we have
is algebraic over C K ; and so, by induction,
. By definition of compound isotriviality, W is isotrivial, and so by the base case (ℓ = 1) the type of a over K(b) is isolated. The result now follows from the fact that both types, tp(b/K) and tp(a/K(b)), are isolated (this is an easy exercise but a proof appears in [15, Lemma 4 
.2.21]).
Corollary 3.9. Let k be a subfield of C U and let (V, s) be a k-irreducible affine compound isotrivial D-variety.
Proof. The fact that (0) is D-rational translates to C k(V ) being algebraic over k = C k (this equality holds since k < C U ). Now, by Theorem 3.8, the type of a Zariski kgeneric D-point of V is isolated; which, by Proposition 3.6, implies that (0) is a D-locally closed ideal of k[V ], as desired.
The D-DME for commutative affine D-groups over constants
In this section we discuss affine algebraic D-groups, and show that the connected commutative ones defined over the constants are compound isotrivial in 2-steps. We carry on the notation from the previous section; in particular, (U, D = {δ 1 , . . . , δ m }) is a sufficiently large saturated model of D -CF 0 and all base differential fields, k or K, of parameters are assumed to be small (i.e., of cardinality less than that of U).
Given an affine algebraic group G over K, just as the tangent bundle T G of G has the structure of an algebraic group, the D-prolongation of G also has a canonical structure of an algebraic group (over K). 
for i = 1, . . . , m, is a group homomorphism. But each such section is a group homomorphism iff δ i commutes with ∆ (this is well known but a proof appears in [2, Lemma 2.18] ).
If G is defined over a field of constants k, then the zero section s 0 : G → τ D G is a group homomorphism. Thus, in this case (G, s 0 ) is a D-group. Our main focus here is on the (compound) isotriviality of connected commutative D-groups over a field of constants. It turns out that to establish compound isotriviality of such D-groups one essentially only needs to understand the commutative unipotent case. Proof. As G is over a field of constants, namely k, it comes equipped with the zero section s 0 as well. Set f (x) = s(x) · s 0 (x) −1 where the product and inverse occur in τ D G. Then f is a regular (algebraic) map from G to the m-th power of the Lie algebra L(G) of G (here we use again that k < C U ). Moreover, as G is commutative, f is group homomorphism.
Let H be the image of f ; then H = G n a for some n. The section s induces, via f , a D-group structure t on H. Thus, f becomes a surjective group D-morphism between (G, s) and (H, t). We claim that 
/ / 0 witnesses the compound isotriviality of V . Indeed, (W, t| W ) is isotrivial because it is a D-subvariety of the isotrivial (H, t). Also, the argument in the above paragraph 
Main results on Poisson-Hopf algebras
Recall that k denotes a field of characteristic zero. In this section we prove the main result of the paper; namely, A commutative and cocommutative affine Hopf k-algebra is nothing more than the coordinate ring k[G] of a connected commutative affine algebraic group G over k. The following well known theorem characterizes such groups over k alg (see [4] for instance).
Theorem 5.4. Let G be a connected commutative affine algebraic group over k. Then G is isomorphic over k alg to G s a × G t m for some s and t.
A consequence of this result is that for any affine Hopf k-algebra A, that is commutative and cocommutative, we have that
where the x i 's are primitive and the y i 's are group-like. We use this fact to prove: Recall that ∆x = x ⊗ 1 + 1 ⊗ x. Now let a ∈ A, using sumless Sweedler notation we write ∆a = a (1) ⊗ a (2) . We then have δ x (∆(a)) = δ x (a (1) ⊗ a (2) ) = δ x a (1) ⊗ a (2) + a (1) ⊗ δ x a (2) = {x, a (1) } ⊗ a (2) + a (1) ⊗ {x, a (2) } = {x ⊗ 1, a (1) ⊗ a (2) } + {1 ⊗ x, a (1) ⊗ a (2) } = {x ⊗ 1 + 1 ⊗ x, a (1) ⊗ a (2) } = {∆x, ∆a} = ∆({x, a}) (since A is a Poisson-Hopf algebra) = ∆(δ x a)
Now let 1 ≤ j ≤ t and set y = y j . Recall that ∆y = y ⊗ y. Now let a ∈ A. We then have δ y (∆(a)) = δ y (a (1) ⊗ a (2) ) = δ y a (1) ⊗ a (2) + a (1) ⊗ δ y a (2) = y −1 {y, a (1) } ⊗ a (2) + a ( We conclude with the following application: Theorem 5.7. If A is the symmetric algebra of a finite dimensional Lie algebra g over k, equipped with its natural Poisson bracket, then A satisfies the Poisson Dixmier-Moeglin equivalence.
Proof. We know from Section 2.1 that A is a cocommutative affine Poisson-Hopf k-algebra, and so the result follows from Theorem 5.1.
