In this article, I present a method for the non-parametric (model-free) estimation of intensity pro les underlying gamma-ray bursts. The method, TIPSH, is based on applying specially calibrated thresholds to the Haar wavelet coe cients of binned counts gathered from such bursts. As functions well-localized with respect to both time and scale, wavelets are an ideal tool for working with the often sharp, abrupt nature of gamma-ray burst signals. When applied to an idealized signal in a small simulation study and a selection of actual gamma-ray bursts, the TIPSH algorithm is found to be well capable of simultaneously estimating the smooth, uniform background and the pulse-like structure of gamma-ray burst signals.
INTRODUCTION.
In this paper I introduce a non-parametric method for estimating the intensity pro les of gamma-ray bursts (GRBs). The term`non-parametric' is used in the statistical sense, to refer to a lack of any formally speci ed structure or model for the intensity pro le. The only assumption made is that the noise within a typical GRB signal is adequately described as being Poisson in nature. A method based on minimal modeling assumptions seems appropriate for data such as the GRBs, since little is known regarding their origin, and even their distance scale is a topic of great debate (e.g., see Briggs 1995 for an overview and additional references). In addition, in cases where one would like to t hypothesized models of a parametric form to the data (e.g., Norris et al. 1996) , a nonparametric approach typically may be used rst to obtain reasonable starting values for iterative tting algorithms.
The methodology described in this paper was developed originally for de-noising burst-like Poisson signals, with GRBs being the primary motivation (Kolaczyk 1996) . Formally, the classi cation`burst-like' was used to denote a signal with a relatively homogeneous, non-zero background intensity, above which some sort of inhomogeneous structure is apparent. The method is based on the thresholding of the coe cients of a discrete, orthogonal wavelet transform of binned counts. The temporal inhomogeneities of typical GRB data make the use of wavelets, functions local in both time and scale, particularly appealing. The Haar wavelet transform is used here, resulting in wavelet coe cients which are simply proportional to the di erences of counts in adjacent bins of dyadic length. The form of the thresholds applied to these coe cients is induced by consideration of the assumed Poisson noise in the data. These thresholds may be used either directly or in conjunction with some simple form of shrinkage estimation, as advocated by many works within the statistical literature (e.g., Donoho et al. 1995) for data with Gaussian noise.
Applying the discrete, inverse Haar wavelet transform to the thresholded coe cients would result in an estimate of the intensity pro le underlying a particular GRB. However, in this work the process of transformation, thresholding, and inversion is incorporated into the more sophisticated context of Donoho & Coifman's (1995) translation-invariant de-noising ideas. This approach serves to avoid the`staircase'-like artifacts that usually accompany the former approach when using Haar wavelets. The end result is an algorithm for Translation-Invariant Poisson Smoothing using Haar wavelets, or TIPSH. Figure 1 shows data from a GRB detected by the Burst and Transient Source Experiment (BATSE), on board the Compton Observatory. The burst shown, BATSE trigger 551, was recorded over approximately 0:94 seconds. The counts were separated over BATSE's four Large Area Detector (LAD) channels (i.e., at 25 -58 keV, 58 -115 keV, 115 -320 keV, and > 320 keV), and collected into 1024 roughly millisecond bins (the exact width is 0:92 milliseconds), within each channel. As the pulses in this data are found only in the rst half, the second half has not been plotted, so as to enlarge the detail in the rst half (see Figure 4 for a plot of the full data). Note, however, that the full set of data was used for all computations. Estimates of the intensity pro les underlying trigger 551, produced using the TIPSH methodology described herein, are shown in Figure 2 (a). TIPSH has e ectively de-noised the data, while maintaining the integrity of the perceived underlying signal. For example, the background has been estimated at relatively uniform levels in all four channels, while the sharp structure of the pulses has been retained. Fishman et al. (1994) and Norris et al. (1996) have hypothesized that something like a fast rise and exponential decay (i.e., FRED) structure may underly many GRB pulses. Most of the estimated pulses in Figure 2 (a) indeed seem to possess a noticeably faster rise than decay, although only a few of the pulses seem to be potentially`exponential' in shape. This latter feature should not be surprising, since TIPSH, as a non-parametric 4 technique, is not constrained to yield estimates of a particular parametric form. Although the TIPSH algorithm was designed speci cally for de-noising burst-like Poisson signals, the standard method for wavelet-based de-noising of general Poissontype signals may be applied as well through an analogous algorithm. Essentially, the counts data are pre-processed using a square-root transformation, resulting in data with a roughly Gaussian statistical distribution, hence allowing for the usage of standard thresholds designed for Gaussian data. As with the TIPSH algorithm, this process may be combined with translation-invariant de-noising algorithms to produce smooth estimates of burst intensities using Haar wavelets. Such estimates for trigger 551 are shown in Figure 2 (b) . This analogous implementation of the standard approach has yielded an estimate with visibly less smoothing of the background than TIPSH and some possible over-smoothing of the actual pulses, particularly in the three highest channels.
A more subtle, though important di erence to note between the two sets of estimates in Figures 2 is in the evidence each provides for a possible fourth pulse, lying between the second and third large pulses. The potential for such a pulse is visible especially in the third channel (115 -320 keV) of the original data. The TIPSH estimates yield evidence of structure in this area in all but the rst channel (i.e. > 58 keV). However, the estimates using the analogous version of the standard approach show only a slight indication of a fourth pulse in the third channel, having smoothed away any such evidence in the second and fourth channels.
Although wavelet-based de-noising methods have been shown in the case of Gaussian noise to be quite successful at eliminating the noise while degrading little of the underlying structure, the square-root based adaptation of these methods to Poisson data has been criticized for often smoothing away more structure than is tolerable. The TIPSH algorithm was developed with the aim of providing an alternative that was more nely attuned to the characteristics of a certain class of Poisson signals, exempli ed by the 5
GRBs. The results in Figure 2 , although limited in scope, suggest some success in this direction. The rest of this paper is organized as follows. In Section 2, I provide some brief background on wavelets and wavelet-based de-noising. The TIPSH algorithm is presented explicitly in Section 3. The results of a small simulation study are given in Section 4, and serve to support the assertion that the TIPSH estimates in Figure 2 (a) are superior to those produced by the standard approach in 2(b). Finally, in Section 5, I conclude with the analysis of a few additional GRBs of various morphologies and signal-to-noise ratios, and some discussion.
2 BACKGROUND.
Wavelets.
A wavelet decomposition of a continuous signal breaks down the signal into a coarse approximation at a given scale, and successive levels of residual detail at ner and ner scales. The decomposition may be expressed in terms of a scale function and a wavelet function . The scale function looks much like a kernel function, and a linear combination of dyadic shifts of this function provides the coarse approximation. The wavelet function, on the other hand, may be described as a`localized wiggle' i.e., it is local in time, oscillating, and typically possessed of an arbitrary degree of smoothness. Linear combinations of dyadic shifts of a wavelet function supply the residual detail in the signal missed by the coarse approximation. By considering versions of the wavelet at a number of consecutive dyadic dilations, the detail at each of the corresponding successive scales is recovered. Mathematically, the weights in all of these linear combinations are simply the inner product of the signal with the appropriate scale/wavelet function, dilated and translated as necessary. See Meyer (1992) and Daubechies (1992) for a more detailed description.
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Given a discrete signal fy 0 ; y 1 ; : : : ; y n?1 g of dyadic length n = 2 J , J > 0, the discrete wavelet transform of the signal is an orthogonal transformation resulting in an n-length vector of wavelet coe cients (analogous to the weights described above). The signal is said to have been sampled at resolution level J . Given some coarser resolution level (i.e. scale) L << J , the wavelet coe cient vector contains 2 L scale coe cients fc L;0 ; c L;1 ; : : : ; c L;2 L ?1 g, and then 2 j detail coe cients fd j;0 ; d j;1 ; : : : ; d j;2 j ?1 g at each of the levels j = L; : : : ; J ? 1. The index (j; k) refers to the scale and location, respectively, of the signal information contained within a particular coe cient, much like in a time-frequency decomposition. In practice, although the wavelet transform may be represented as a matrix multiplication, calculations instead are done using a series of low-pass and high-pass lters in an O(n) algorithm (Mallat 1989) .
Wavelets and wavelet-based methods have been found to be especially useful for tasks such as compression and estimation when the underlying signal is characterized by temporal inhomogeneities. Hence, wavelets would seem to be a particularly appropriate tool for analyzing GRBs such as that in Figure 1 . The Haar wavelet (Haar 1910 ) is a natural wavelet to use in this context, as its coe cients are simply proportional to the di erence of counts in adjacent bins of dyadic length. Similarly, the scale coe cients are proportional to the actual number of counts in bins of dyadic length. Figure 3 shows the Haar wavelet and scale functions. Of course, one could envision using wavelets much smoother than the Haar wavelet (e.g., Daubechies 1988) , but interpretation of the corresponding coe cients, and therefore derivation of appropriate thresholds for denoising, is less straightforward (see Kolaczyk 1997 for some initial work in this direction). When a temporally inhomogeneous signal fy 0 ; y 1 ; : : : ; y n?1 g contains both structure and noise, the ability of wavelets to compress the information in this signal e ciently leads to simple, but highly e ective, de-noising algorithms. Speci cally, after applying a discrete wavelet transform to the signal, the structure therein is represented by a relatively few`large' wavelet coe cients, while the noise is spread out evenly among the remaining small' coe cients. Figure 4 (a) shows trigger 551 with counts aggregated across all four channels (i.e. > 25 keV). The plot in Figure 4 (b) shows the Haar wavelet coe cients of this signal, where it is easy to match the large coe cients along the rst third of the time axis with the three large pulses in the rst third of the original signal, especially at resolution levels 4 through 7.
For signals of this type, the wavelet transform is able to create a reasonable separation of structure from noise in the form of two subsets of wavelet coe cients i.e.,`large' and small'. With an appropriately calibrated threshold, it is possible to de-noise the signal by setting all coe cients beneath this threshold to zero and applying the inverse of the original wavelet transform to the result. This is commonly referred to as`hard' thresholding in the statistical literature. In the context of Gaussian noise, Donoho et al. (1995) have recommended using what they term`soft' thresholding by applying the nonlinear function t (x) = sgn(x)(jxj?t) + to each wavelet coe cient. This function sets all coe cients smaller than t in magnitude to zero, just as with hard thresholding, but also shrinks coe cients larger than t towards zero by the amount t. Such use of shrinkage estimators is known to reduce the combined variability inherent in the estimates of all the coe cients, in exchange for introducing a larger degree of bias in each individual estimate. When used with wavelet-based de-noising, the end result is often an estimate that is visually smoother than that produced by hard thresholding, which has a greater tendency to introduce spurious artifacts. Although the estimates in Figure 2 were created using hard thresholding, I present results using both hard and soft thresholding in the simulations of Section 4.
Choice of an appropriate threshold is crucial in either hard or soft wavelet thresholding methods. The issues related to such a choice have been studied most thoroughly in the case where the data are observations of an unknown function with additive, Gaussian noise. Donoho et al. (1995) suggest using the value t = p 2 log n , where n is the sample size and a known or estimated noise level. The value t acts as a probabilistic upper bound on the noise. Similar thresholds were proposed by DeVore and Lucier (1992) in the engineering literature. In the case where the data possess a Poisson noise, it is common to rst pre-process the data using some version of a square-root transformation. For example, Anscombe's (1948) transformation i.e., x i = 2 q y i + 3=8, yields data which are more nearly Gaussian than the original and possess a relatively constant noise level of 1. Following this pre-processing, one typically proceeds as if the data really did possess a Gaussian noise, and the threshold t = p 2 log n is used (e.g., see Donoho 1993) . However, the e ectiveness with which the pre-processing creates Gaussian noise of constant level decreases with decreasing intensity levels in the data. Therefore, the success with which this approach is able to remove the Poisson noise, while maintaining the integrity of the underlying structure, varies with intensity as well. In particular, whatever degree of success it may achieve at higher intensity levels, it will become increasingly less successful as the intensity decreases.
The TIPSH algorithm was designed to yield an improvement over this general approach, for burst-like Poisson data. At the heart of this algorithm is a set of thresholds derived speci cally for the Haar wavelet coe cients of such data. No initial pre-processing is necessary. In addition, as described in Kolaczyk (1996) , use of these thresholds may be expected to o er particular improvement in settings involving low intensities on the 9 order of 1 or 2 expected counts per bin. The TIPSH algorithm is described next.
3 THE TIPSH ALGORITHM.
As described in Section 2, ordinary wavelet-based de-noising of an n-length signal fy 0 ; y 1 ; : : : ; y n?1 g usually takes the form (Wavelet Xform) ! (Threshold (hard or soft) ) ! (Inverse Wavelet Xform) : (1)
The TIPSH algorithm di ers from this process in two respects. First, instead of a single threshold, an entire set of specially calibrated thresholds are used. Second, these thresholds are applied to the coe cients of a translation-invariant (TI) Haar wavelet transformation. Applying the corresponding inverse transformation to the thresholded coe cients yields the desired estimate. The algorithm is stated formally below.
The TIPSH Algorithm
% L is the lowest resolution level of coe cients thresholded. 
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Essentially, translation-invariant de-noising (called`fully TI' in Donoho & Coifman 1995) works by averaging estimates produced from the original signal itself and from all circularly shifted versions of the signal. In other words, for a circular shift of the signal by an amount i, for i = 1; : : : ; n ?1, the ordinary wavelet-based estimate (as described in equation (1)) is produced. The estimate, still indexed by the shifted coordinates, is then shifted back to the original coordinates by the amount ?i. Upon having calculated an estimate for each of the n possible shifts, the values at each index of the original signal are averaged. The result of this process is to suppress many of the artifacts frequently found in ordinary, wavelet-based estimates that are the result of pseudo-Gibbs phenomena. When using Haar wavelets, such as is done in this paper, these artifacts are apparent in the`staircase'-like structure produced by the block-like shape of these wavelets (i.e., see Figure 3 ). The averaging inherent in TI de-noising removes this arti cial structure. Of course for very large signals, the TI procedure, as described, can become rather time consuming. In fact, the procedure is implemented using an e cient O(n log(n)) algorithm which exploits a redundancy in the coe cients, at each resolution level, between various shifts. The reader is referred to Donoho & Coifman (1995) for more details.
The thresholds applied to the coe cients in Step 3 are of the form
where n l = 2 J ?l and l is the background rate per bin, in n l bins. For GRBs such as trigger 551, shown in Figure 4 , the values l may be estimated in a straightforward fashion.
These thresholds are derived as follows. Suppose that no pulses are actually present in the data i.e., only a relatively homogeneous background of gamma-ray photon arrival times are measured. Then the n l wavelet coe cients (in the ordinary Haar wavelet transform) at resolution level j = J ?l have independent and identical (but not Gaussian) statistical distributions, with zero mean and constant standard deviation. However, due to random uctuations, even in this scenario it is possible to observe exceptionally`large' values in a few wavelet coe cients, as compared to the rest. Therefore, it is necessary to have some idea of how large (in absolute value) coe cients may be before it seems unlikely that a constant background could have produced them. Since the chance of observing a`large' value increases with the number of coe cients considered, any sort of upper bound on the size of the coe cients must take this into account. The values t l are chosen so that the chance of the largest of the n l coe cients at resolution j = J ? l exceeding t l (in absolute value) is close to zero. Hence, if there really are pulses inherent in the data, wavelet coe cients containing information on (i.e., whose corresponding wavelets are located at) these pulses should exceed the thresholds t l and be kept as containing actual structure, and not noise. The argument involved in the calculation of these thresholds takes the Poisson nature of the data into account explicitly, from which results the reliance on l in the de nition of t l . The reader is referred to Kolaczyk (1996) for more details.
Step 4 of the TIPSH algorithm simply reverses the set of ltering operations used to produce the TI wavelet coe cient matrix in Step 2, yielding a single n-length estimate of the intensity underlying the original signal. It is also of interest to note that the TIPSH algorithm may be modi ed in a trivial fashion to produce an analogous method using the standard approach to general Poisson data. Speci cally, the data are rst pre-processed, using Anscombe's square-root transformation, as described in Section 2.2. Steps 1 and 2 are then identical to those of the TIPSH algorithm, but with the substitution of the pre-processed data in Step 2. Following the usual procedure for Gaussian (or nearly Gaussian) data, the thresholds in Step 3 are replaced by the value t = p 2 log n at all resolution levels. In Step 4, the inverse TI Haar wavelet transform of the thresholded coe cients is calculated, and the resulting estimate is divided by two and squared, whichreturns the estimate to the scale of the original data. Due to the nonlinear nature of the thresholding procedures used, the constant value 3=8 in Anscombe's transformation was not subtracted o in this work, as this tended to introduce a noticeably greater bias into the estimate. The value`3=8' is necessary, however, for optimally stabilizing the variance of the original data to an approximately constant level of 1, and is especially important in situations involving low numbers of counts.
The calculations for this article, for both the TIPSH algorithm and the analogous version of the standard approach, were done using an implementation in MATLAB (The MathWorks, Inc.). Using a handful of simple functions in the WaveLab toolbox (http://playfair.stanford.edu/ wavelab), the implementation is straightforward.
A SIMULATION STUDY.
Because little is known about the origin of GRBs and their underlying structure, it is impossible to say with absolute certainty how well TIPSH and the analogous version of the standard algorithm are performing, either individually or as compared to each other. In addition to deciding whether hard or soft thresholding should be used, a particularly important issue relating to performance is the choice of the parameter L in
Step 1 of the algorithms. Choice of L determines how many resolution levels of wavelet coe cients will be thresholded, and is similar to the choice of a cut-o value when ltering out high frequencies in Fourier methods. In order to gain some additional insight into the performance of the two algorithms, and to obtain some guidelines on choice of the parameter L, a small simulation study was conducted. Figure 5 shows an arti cial intensity pro le constructed to mimic the general structure found in BATSE trigger 551. Only the three large pulses were imitated, using FRED functions. The magnitude of the background intensity was chosen to represent what I will call the`low' count setting encountered in the channel data of Figure 1 . The same intensity pro le, increased by a factor of 10, was used to simulate a`high' count setting similar to that encountered in Figure 4 , where counts were aggregated over all four LAD energy channels. In both the`low' and`high' count settings, a total of 200 trials were run, according to the following procedure. Poisson counts were simulated in each of n = 1024 adjacent intervals, using the corresponding values of the arti cial intensity pro le as the true mean (i.e., expected) number of counts. For a xed value of L, estimates of the underlying intensity pro le were calculated using both the TIPSH algorithm and the analogous variant of the standard algorithm, with both hard and soft thresholding. The parameter L was allowed to range from 4 to 8. Results for L < 4 have not been included here because an initial, smaller simulation indicated that thresholding lower than L = 4 tended to either smooth away far too much actual structure in the case of soft thresholding, or o er no additional improvement in the case of hard thresholding. Similarly, thresholding at least the rst two resolution levels (i.e., using L 8) was found to be necessary to obtain a reasonable amount of de-noising.
The accuracy of each estimate was evaluated using an estimate of the integrated mean squared error (IMSE) i.e.,
where (x) is the true underlying intensity pro le,^ (x) is an estimate, and E ] represents the expectation of the random quantity within the square brackets. I also considered the separate variance and bias components of the IMSE, stemming from the identity IMSE = The variance is a useful indicator of the size of the overall random error, while the bias gives some measure of the overall systematic error.
Figure 6(a) shows the estimated IMSE values in the`low' count setting. The TIPSH algorithm performs uniformly better (i.e., has smaller IMSE) than the standard method for all values of L, in either the case of hard thresholding or that of soft thresholding. Note that for both methods of thresholding, the IMSE values decrease as L decreases until L = 6. This decrease continues with decreasing L in the case of hard thresholding with TIPSH, where a value of L = 4 appears to be the optimal setting. For the standard method, L = 6 is optimal technically, but L = 4 or 5 yielded only slightly larger IMSE values. In the example with trigger 551 shown in Figure 2 , hard thresholding was used, with L = 4 for the TIPSH algorithm and L = 6 for the standard method. In this case, using L = 4 or 5 with the standard method was found to remove a noticeably greater amount of perceived structure from the underlying pulses than was the case when using
Returning to the performance of soft thresholding, note that the IMSE values increase noticeably in Figure 6 (a) with decreasing L, for L < 6. This increase is due to the fact that soft thresholding not only sets coe cients beneath a given threshold to zero, but it also (unlike hard thresholding) shrinks coe cients above the threshold towards zero by the amount of the threshold. As may be seen in Figure 6 (b), the result of this shrinkage is a noticeable increase in bias, compared to the hard thresholding, for both TIPSH and the standard method alike. This increase is seen primarily at lower resolution levels because typically a larger proportion of coe cients at lower resolutions contain real structure than at higher resolutions, where most coe cients contain purely noise. Applying soft thresholds at some of the lower resolution levels sacri ces more structure. In Section 2.2 it was explained that soft thresholding has been advocated as a way of reducing the level of variability found in estimates produced by hard thresholding. Figure 6(c) shows that the variance indeed is lowered by using soft thresholding in this context, for both TIPSH and the standard method. It may also be noted that the TIPSH algorithm has slightly 15 larger variance than that of the standard method, over all values of L, for either hard or soft thresholding. However, in both cases this disadvantage is quite small in comparison to its advantage in bias, as indicated by its overall lower IMSE values. In the`high' count setting, much of the results are similar to those described above, with the exception of one notable di erence. Figure 7(a) shows that the TIPSH algorithm uniformly outperforms the standard method with respect to IMSE, across all values of L, when using soft thresholding; however, the opposite is true when using hard thresholding, making the standard method the better performer here. Comparison of the relative position of the curves in Figures 6(b) and (c) to those in Figures 7(b) and (c) helps to shed some light on why the IMSE advantage between the two methods changes in the case of hard thresholding, when moving from the`low' to the`high' count setting. In both settings, TIPSH enjoys the advantage in terms of bias, but is at a disadvantage in terms of variance. The IMSE, being the sum of these two quantities, acts as an overall measure of their combined e ects. In the`low' count setting, the disadvantage in variance su ered by TIPSH is outweighed in the IMSE by its advantage in bias; such is not the case in the`high' count setting.
Nevertheless, a simple argument suggests that choosing between TIPSH and the standard method using primarily the IMSE may be slightly misleading in this case. Specifically, one can argue that when using hard thresholding the percentage of the IMSE determined by the variance alone tends to 100% as the underlying intensity pro le is scaled to be larger and larger. (See Bruce and Gao 1997 for a mathematical treatment of this phenomenon in the context of Gaussian noise.) In other words, we expect the IMSE values to become more and more a re ection simply of the relative disadvantage in variance su ered by TIPSH, with less and less weight given to its advantage in bias. However, from a practical point of view, where exactly a TIPSH estimate has lower bias (i.e., systematic error) may be more important than the fact that it has a larger over-16 all variance (i.e., random error). Experience with actual GRB signals (see Section 5) suggests that TIPSH achieves a lower systematic error by preserving much of the very sharp, brief structure that typically is smoothed away by automatic techniques of estimation (including the standard method used herein). While di erences in the degree to which the two methods preserve potential structure are clear visually in the examples of Section 5, di erences in variance are not readily apparent. On a nal note, I mention that the above issues do not arise with soft thresholding, as it can be shown that the bias and variance must play a more balanced role in determining the IMSE, regardless of the underlying intensity levels, due to the consistent level of bias introduced by the inherent shrinkage of the wavelet coe cients. The reader should note that the above simulation is limited to the extent that one could conceive of numerous other GRB morphologies to use in creating arti cial intensity pro les like the one in Figure 5 . Although speci c behavior of the two estimation algorithms under such morphologies may di er somewhat, the simulation results suggest a number of characteristics that likely hold in general (an assertion that seems born out by experience with the other GRB examples discussed in the next section). First, the TIPSH algorithm seems to enjoy a reduced bias over the standard method, at the cost of a slightly larger variance, in both the`low' and`high' count settings studied. Second, regardless of whether hard or soft thresholding is used, TIPSH appears to be superior iǹ low' count settings. Finally, for both TIPSH and the standard method,`small' values of L seem advisable when using hard thresholding, while`middle' values of L seem advisable when using soft thresholding. The speci c values implied by`small' and`middle' may possibly vary with changing n (i.e., the number of bins used), which changes the number of resolution levels at which there are coe cients to be thresholded.
17
5 DISCUSSION.
The TIPSH algorithm presented in this paper was designed to produce model-free estimates of the intensity pro les underlying GRBs. Wavelets were used in the context of GRBs previously by Norris et al. (1994 Norris et al. ( , 1995 , where diagnostic tools based on the Haar wavelet were designed to examine evidence for cosmological time dilation at di erent timescales. Implicit in one stage of their approach was a type of thresholding of the Haar wavelet coe cients, using a threshold calibrated like one standard deviation of the background noise. However, de-noising of the GRB signals was not their primary goal. In the present paper, the thresholds employed by TIPSH were derived especially for the purpose of producing intensity pro le estimates that even in the`low' count setting would su er less from the problems of bias encountered when using standard wavelet-based approaches. The other approaches suggested usually have been a simple adaptation of methods designed for Gaussian noise to the present context of Poisson noise, such as the standard method shown here throughout for the purpose of comparison. The incorporation of the Donoho-Coifman idea of translation-invariant wavelet de-noising is the other key component of the TIPSH algorithm.
The intensity estimates in Figure 2 (a) for BATSE trigger 551 show that TIPSH is able to simultaneously estimate well the relatively uniform background and the sharp, brief structure of the pulses underlying the burst. This ability may be attributed partly to the use of wavelets, functions well localized in both time and scale, and partly to the use of appropriately calibrated thresholds. Of particular note is the fact that the TIPSH estimates suggest evidence in three of BATSE's four LAD energy channels for a potential small fourth pulse in trigger 551, located between the second and third larger pulses. The fact that TIPSH is able to de-noise the data without smoothing away such ne structure makes it a particularly exciting tool. For example, one might envision using it in conjunction with or complementary to parametric methods such as those of Norris et al. (1996) , who nd that it typically is di cult, and often impossible, for them to t brief, sharp, sandwiched pulses of this type, and consequently are forced to exclude bursts containing such pulses from their study. Figure 8 (a) shows BATSE trigger 551 with ve other GRBs. The additional bursts were chosen so as to provide some variation in both burst morphology and signal-tonoise ratio. The plots of all six bursts are based on a choice of n = 256 bins, although all but that of trigger 845 show only the rst 128 bins so as to highlight the pulses within each burst. This choice of a lower number of bins (as compared to the 1024 used in the earlier analyses of trigger 551) was found to help reduce the number of artifacts in the estimates for some bursts and to better focus the structure of the pulses in the bursts with lower signal-to-noise ratios. Figures 8(b) and (c) show estimates of the pro le intensity functions underlying these bursts, obtained from TIPSH and the standard method, respectively. The estimates were obtained using hard thresholding and setting L = 4. Lower levels of L yielded no visible di erence in the estimates, while larger values like L = 5 or 6 had the e ect of introducing more structure into the background, although with little or no visible change to the pulses. When soft thresholding was tried, the results using either method were estimates with noticeable attenuation of the pulses, especially in the bursts with tall, sharp pulses (i.e., triggers 207 and 551), although the standard method su ered somewhat more. This is consistent with the results of the simulation, which indicated that TIPSH estimates possessed a reduced level of systematic error (i.e., bias).
Looking at the estimated pro les over all six GRBs as a group, it appears that while both methods of estimation yield similar results globally, TIPSH is inclined to emphasize smaller details more than the standard approach, which sometimes shrinks them noticeably. The most striking example of this phenomenon may be found in the case of trigger 19 474. Here TIPSH has preserved the jagged appearance along the plateau of this broad pulse, but the standard approach has smoothed it away entirely. Judging by the width of the`jags' in this area, it is unlikely that they are uctuations due purely to Poisson noise, which ideally are the only type of uctuations that it is hoped either estimation method is removing. It is also of interest to note that TIPSH seems to perform similarly with the lower signal-to-noise ratio bursts (i.e., triggers 138, 185, and 845) as it does with those bursts with higher signal-to-noise ratios. Altogether, the experience with these six bursts seems to indicate that the use of TIPSH with hard thresholding, a low value of L, and a relatively small number of bins leads to estimates with a largely suppressed background and preservation of most of the potential structure in the pulses, even very sharp, brief structure. On a nal note, I point out that an extension of the TIPSH methodology to twodimensional images is straightforward. The usefulness of such a methodology for, say, constructing galaxy maps from Poisson count data, is currently being studied.
Captions for Figures. Figure 1 . { BATSE trigger 551, recorded over 0.94 seconds. The labels 1 -4 on the vertical axis correspond to the four LAD energy channels (from low to high energy, respectively). Counts have been collected into 1024 adjacent bins. Only the rst half of the data (0.47 seconds), containing the pulses, is shown here, so as to enlarge this area. See Figure 4 for a plot of the full data. (c)
