Finding chordless cycles is an important theoretical problem in the Graph Theory area. It also can be applied to practical problems such as discover which predators compete for the same food in ecological networks. Motivated by the problem of theoretical interest and also by its significant practical importance, we present in this paper a parallel algorithm for enumerating all the chordless cycles in undirected graphs, which was implemented in OpenCL.
Introduction
Many problems in the Graph Theory area are very difficult to be solved. We know that there are fast implementations of sequential algorithms for fundamental problems in graphs, with time complexity of the order of number of vertices and edges. Such algorithms becomes impractical on very large graphs. Thus, in this graphs we can use parallel algorithms.
We know that graph representations are common in many problem domains including scientific and engineering applications. Thus, parallel algorithms can achieve good practical processing times on basic graph operations but at a high hardware cost. There are GPU implementations of various graph algorithms. One of the interesting problems in Graph Theory area that can have its solution methods parallelized is the enumeration of chordless cycles.
A chordless cycle is an induced subgraph which is a cycle of length greater than 3. To find, efficiently, chordless cycles of a graph is an important theoretical graph problem that also have practical applications. One application is a better understanding of the structure of ecological networks, such as food web, which goal is to discover the predators that compete for the same prey [ Copyright notice will appear here once 'preprint' option is removed.] (see Sokhn et al. [5] ). For reaching this aim, the directed graph of food web is transformed into a niche overlap graph to represent the competition between species. The lack of chordless cycles in the latter graph means that the species can be rearranged along a single hierarchy.
We developed, in a previous work [1] , an efficient sequential algorithm to enumerate all chordless cycles in undirected graphs, which is recursive and based on a depth-first search strategy.
An efficient parallel algorithm for obtaining a chordless cycle of length greater than or equal to k in a graph, whenever such a cycle exists, is provided by Chandrasekharan et al. [2] .
However, up to our knowledge, there is no parallel algorithm for the problem of enumerating all chordless cycles in an undirected graph. In this article, we fill in this gap by presenting an efficient parallel algorithm to such problem. The algorithm is an evolution of our sequential algorithm, see [1] .
The remaining of this text is organized as follows: some preliminary definitions and comments are presented in Section 2; our parallel algorithm is introduced in Section 3; data structures are presented in Section 4; Section 5 describes the experimental tests and results produced by the new algorithm compared to other methods; finally, in Section 6 we draw our conclusions.
Preliminaries
Let G = (V, E) be a finite undirected simple graph with vertex set V (G) and edge set E(G). Let n = |V (G)| and m = |E(G)|. We denote by Adj(x), x ∈ V (G), the set of neighbors of x, that is Adj(x) = {y ∈ V | (x, y) ∈ E}. A path is a finite sequence of vertices v1, v2, . . . , v k such that (vi, vi+1) ∈ E, for all i = 1, . . . , k −1. A cycle is a path v1, v2, . . . , v k such that (v k , v1) ∈ E. A path (respectively, a cycle) is said to be simple if there is no repetition of vertices. A chordless path is an induced subgraph that is a simple path v1, v2, . . . , v k , that is, which there is no edges between those vertices outside of the ones of the path. A chordless cycle is an induced subgraph that is a simple cycle v1, v2, . . . , v k with k > 3, that is, there is no edges between those vertices outside the ones of the cycle. Remark that if v1, v2, . . . , v k is a cycle, so also are vi, vi+1 . . . , v k , v1, v2, . . . , vi−1 and vi, vi−1, . . . , v2, v1, v k , . . . , vi+1 , for all i = 1, . . . , k. The minimum degree of G is denoted by δ(G), the maximum degree is denoted by ∆(G) and degreeG(v) represents the degree of vertex v in G. We will denote by G − u the subgraph induced by G minus vertex u. We recall some definitions and facts showed previously in [1] . For the algorithm, we will construct a degree labeling function : V (G) → {1, . . . , n}. For this purpose, we also construct a sequence of subgraph and of vertices. Let G1 = G. We choose inductively ui ∈ V (Gi) such that degreeG i (ui) = δ(Gi) and define Gi+1 = Gi − ui. We define (ui) = i, for all i. Note that the subgraph Gi is obtained of G after the elimination of vertices {u1, . . . , ui−1}.
Denote by ni = |V (Gi)| and mi = |E(Gi)|. Therefore,
If G contains a simple cycle v1, v2, . . . , v k , we can suppose that (v2) = min{ (vi) | i = 1, . . . , k} and (v1) < (v3). According to this ordering, we have the previous unique way of describing a cycle.
We introduce a set of triplets which can begin a possible chordless cycle. Denote by T (G) the triplets of G defined as
The above labeling allows us to find every chordless cycle only once and to begin with a smaller initial set of chordless paths which reduce considerably the search space.
Observe that if we have a chordless path p = v1, v2, . . . , v k and a vertice v ∈ Adj(v k ) such that v = v k−1 , then we know that v = vi, for all i = 1, . . . , k and exactly one of the following occurs:
is a chordless cycle.
We must observe that, if we have a graph G with a degree labeling, then |T (G)| ≤ (∆(G)−1)·m 2 . This limit give us an upper bound of the initial size of search space. For more details, see [1] .
Problem parallelization
In our previous, sequential algorithm [1] , we initially calculate a degree labeling for the graph G. Then, we compute the set of triplets T (G), as described in Section 2. Next, for each triple t = (x, u, y), we run a depth-first search strategy for finding a chordless cycle starting at its third vertex (y) and respecting some restrictions on the labeling order. Because of the initial conditions of the triplets and the way we perform the search, we can find all chordless cycles and still avoid rotations of the same solution (two or more cycles with the same structure but that starts at different vertices). This provides a faster execution of the algorithm.
Nevertheless, due to its recursive nature, the sequential algorithm has the disadvantage of being hardly parallelizable. Therefore, we need a new approach to divide the problem of detecting chordless cycles into subproblems that can be simultaneously assigned to a set of processing threads for parallel computation.
Parallel computing has emerged in order to solve computationally hard problems due to their complexity and/or input size. It is a technique that explores the idea that a large and difficult problem can be partitioned into smaller and less difficult subproblems. These smaller subproblems, in turn, can be distributed and resolved concurrently, and then combined in order to obtain a solution to the original problem. The process of distributing, i.e., communication, and processing may have to be repeated until the final solution is found. As several studies have shown, the main bottleneck of parallel computing is communication. Therefore, an efficient algorithm must consider a balance between communication rounds and processing rounds.
The core idea of the parallel algorithm is to take one chordless path and to analyze all neighbors of the last vertex v. For that, the quantity of threads that are created is ∆(G) to each chordless candidate. Every thread is associated to a neighbor of v. If the vertex v has less neighbors than ∆(G), then the exceed threads do nothing. To each w ∈ Adj(v), the associated thread verifies: (i) if the current neighbor already is in the solution; (ii) if it is a chordless cycle; (iii) if it is a chord; or (iv) if it has no more neighbors. The Section 4.3 describes this method in details.
GPU implementation
General-Purpose programming on Graphics Processing Units (GP-GPU) technique consists in the utilization of GPUs 1 to run algorithms traditionally managed by CPU. GPGPU tries to solve a problem by posing it as a graphic rendering problem. A GPGPU solution is designed to follow the general flow of graphics pipeline (consisting of vertex, geometry and pixel processors), with each iteration of the solution being one rendering pass. The layout of a GPU memory is optimized for graphics rendering. However, memory size on a GPU is a restricting factor since the data structure cannot be larger than the maximum texture size supported by it. Such hardware architecture restricts the range of problems and solutions that can be ported to the GPUs, and treating efficient data structures using the GPU memory model is a challenging task by itself [4] .
In this paper, the presented model follows a very common GPU architecture that consists of p processors and a large, but slow, global memory. These processors, in turn, are grouped into blocks called Symmetric Multiprocessors (SM). Each SM, therefore, has a subset of size p |SM | processors, where |SM | is the SM cardinality. All processors within the SM can communicate through a small, but fast, shared memory. Processors in distinct SMs can only communicate through the global memory. There is also a memory, called private, unique to each running thread.
In order to benefit from higher parallel processing power, we developed a version of the approach described in Section sec:parallel for GPUs. The first aspect to note is that we could not use the same data structures of the sequencial algorithm, because the GPU has distinct characteristics of a CPU. Thus, we employed other data structures and a more advanced data flow that take advantages of the global, local and private memories.
We present the data structures and a high level algorithm and discuss the choice for them.
Data structures
Usually, graphs are represented by adjacency matrices or lists. Although the matrix form allows verifying connectivity between two vertices in constant time, it has three primary issues:
• for sparse graphs, there is a significant waste of memory space;
• due to the large space occupied, it is not possible to allocate the entire matrix in the fast, but small, GPU shared memory. Even in the most advanced models, this kind of memory does not exceed 64KB. A simple graph containing 256 vertices would be enough to fulfill all this memory (256 · 256 · 1 byte = 65536 bytes); • its storage in the global memory of the GPU leads to a severe degradation of the algorithm performance, as the order of magnitude of the access time to this memory is larger than that of the local memory of each set of SMs (Symmetric Multiprocessors).
Since the adjacency list is a more compact representation, its use would be justified. However, its variable size for each vertex list does not allow an efficient implementation on GPUs. To overcome such problems, we used the compact representation proposed by Harish and Narayanan [3] . This representation is composed of two vectors, Va and Ea, where Va stores vertices of the graph G = (V, E), in a way that the vector index is the number of the vertex and its content indicates the position of its first neighbor in the adjacency vector Ea. Figure 1 illustrates the compact representation, taking as an example the graph in Figure 2 , which represents the downtown area of a city, composed of 43 vertices and 75 edges. In the example, vertex 0 is neighbor of vertices 1 and 3, vertex 1 is neighbor of 0, 2 and 4 and so on. As can be seen, this representation takes only 43 vertices · 2 bytes + 75 edges · 2 · 2 bytes = 386 bytes, small enough to be stored in the local memory of each SM. We choose this data structure because it is more efficient than the adjacency matrix and the search time for neighbors of a vertex u is O(degreeG(u)), Even for dense graphs, this data structure is better than the adjacency matrix.
Solution space
In our previous paper [1] , we used a list of lists of integers to store the chordless cycles while they were being identified. When we transporting the algorithm to the GPU, this approach presented some problems, as follows:
• GPUs do not allow dynamic memory allocation. Every memory that becomes necessary must be previously allocated. Therefore, structures that increase or decrease in size during running time are not viable and should be replaced by static structures, larger enough for the purpose they were intended to; Figure 2 . Simple representation of the downtown area of a city.
• in the previous sequential algorithm, each vertex was represented by a integer data type, which needs at least 32 bits (or 4 bytes) to be stored.
For more efficient storage of solutions, a map of bits was employed. Since, to each solution of the problem, the ordering of the vertices is not important, a single bit indicating whether or not the vertex is part of the solution is sufficient. Figure 3 displays at position 0 a possible combination of bits describing a solution to the graph in Figure 2 . Note that, regardless of the number of vertices in the solution, it occupies only 6 bytes in the worst case.
We must observe that once the degree labeling of the vertices was done, the algorithm generates all the triplets that comply with the restrictions (u) < (x) < (y) and (x, y) / ∈ E(G). Despite the fact that the vertices's storage in a bitmap does not provide an order of visiting, it defines an unique chordless cycle in the graph G.
In addition to the small occupied space, adding a vertex in the solution is done using a simple logical operation or in the desired position. Because the bit-level operations are amongst the least computationally expensive, this method of storage contributes to improve the algorithm running time.
Even and Odd Draft
At each step of the execution, all threads are responsible for examining the neighbors of the last vertex of the current solution. For storage of the result of this analysis, two buffers are used to keep the current candidates for expansion. Its structure is identical to the buffer "Solutions Space" and they are used in a interleaved way. In step even of the algorithm running, elements are read from "Even Draft" and written in the "Solutions Space" or in the "Odd Draft". In step odd, the elements are read from "Odd Draft" and written in the"Solutions Space" or in the "Even Draft". More detailedly, in each step of the execution there are four possibilities:
1. the vertex in question is already in the solution. Then, the thread ends without any action;
2. the vertex to be added forms a chord; then, the thread discards the entire solution;
Figures 4 and 5 illustrate this process. 
Auxiliary vectors
Despite occupying little space in memory and being extremely fast of handling, the candidates storage in map of bits presents a problem: it is not possible to know what was the last vertex added to the solution candidate, nor what its initial vertex. This information is essential to the algorithm, as it is from the last vertex that the candidate is expanded, while the initial vertex adjacency says whether or not the candidate forms a chordless cycle.
To circumvent such problem, two auxiliary vectors, V1 and VL, are used to store this information. V1 stores the first vertex of the solution and its value never changes. VL stores the last vertex added to the chordless path and its content is updated whenever the current candidate is expanded.
In addition, a third vector, Flags, indicates if the actual candidate should be analyzed or not in the next step. The vector Flags contains just 1 and 0, that represents the need or not of expansion. Note that the algorithm stops when all entries of this vector are equal to 0.
As these three vectors can potentially occupy a large space in memory (the number of elements, in both, equals the number of candidate solutions), they are kept in the global memory of the GPU. During the execution of kernel ccVisit, each thread copies to your private memory values V1[currentSolution], VL[currentSolution] and F lags [currentSolution] . With these three values (and of the other stored in the data structures described above), the algorithm can perform the necessary checks. 
High level algorithm
In this section, we present a high level algorithm (a detailed version of the algorithm is presented in Appendix A).
Algorithm 1: P arallelChordlessCycleSummary(G)
Input: Undirected simple graph G. Output: Set of all chordless cycles of G.
1 Do the degree labeling in the graph G; 2 Find all initial triplets of the graph G. 3 foreach chordless path do 4 Create ∆(G) threads for this chordless path. 5 if the neighbor already is in the solution then 6 Do nothing. Initially, in the line 1 is just applied the degree labeling method, explained in the Section 2. All the initial triplets are generated in the line 2 following the approach described in the Section 2 (the detailed algorithm, Algorithm 3, is provided in Appendix A).
The tests of lines 5, 7, 9 and 11 ensures that each vertex is placed on the list at most once. Operations to insert and remove from the list take time O(1), and so the total time devoted to list operations is O(V ). Since we used p processors, the running time of the algorithm is O |V | p . The total number of iterations of the parallel algorithm is equal to the length of the longest chordless path of graph. Therefore, the number of iterations of the parallel algorithm is Θ(|V |), since the longest chordless path can eventually contain all vertices of the graph.
Experimental results
In the computational implementation of our algorithm we used, in addition to the compact graph representation described previously, an adjacency matrix to do the verification of adjacency between two vertices in constant time.
The parallel implementation was done using OpenCL. The C++/OpenCL implementation was compiled with g++ compiler on Linux Ubuntu 64 bits operating system. All tests were performed in a computer with processor Core i7 1.6GHz, with 8GB of RAM memory and a GPU 5870M with 1GB of memory. This GPU has 10 SMs and each one is able to run 256 threads without switching (a total of 2560 parallel threads).
The running time T (in seconds) for the graphs presented in [5] representing some ecological networks, named food web, and known graphs are shown in Tables 1 and 2, respectively. Column labeled "Name" is the dataset name, n is the number of vertices, m is the number of edges and #clc refers to the number of chordless cycles in the graph. The time T1 refers to that found in our previous sequential algorithm [1] , T2 refers to the processing time of our algorithm and T3 refers to processing and communication time of our algorithm. The running time presented in the first line of Table  2 refers to graph showed in Figure 2 . Three of the 9311 chordless cycles present on this graph are highlighted in the figure. Some of the graphs we used were chosen from known databases of ecological studies, in which the directed graph food web is transformed into undirected graph niche overlap according to the definitions of Wilson and Watkins [6] .
We can observe in Table 2 that parallel version in the graph Grid 90 is at most 68,87 times faster than sequential version. In the graph Grid 80, the speed up is 31 times.
It is important to recall that the parallel algorithm is efficient in large enough graphs. Therefore, in small graphs the times of parallel version was not better than sequential version, how we see in Table 1 .
Conclusions
This paper presented an algorithm that finds all chordless cycles of a given undirected graph.
The size of the device memory limits the size of the graphs handled on a single GPU. Therefore, the parallel algorithm provides that large graphs can be examined.
As can be observed by experiments, for problems of small size is not worth it to use a parallel algorithm. As the problem size and complexity grow, its use becomes justified, as shown in Table 2 .
We also performed some experiments using real applications graphs in ecological studies, namely food web graphs to know weather some species can be rearranged along a single hierarchy.
For future work, we are planning the transportation to CPU RAM of chordless cycles that exceed the available memory on GPU, opening space for enumeration of larger datasets and measure the impact of that change on algorithm's performance.
Algorithm 2: ParallelCCVisit(G)
Input: Graph G in packed form, a result buffer, a vector containing the latest visited node and the 1st and 2nd node in solution, the execution step, an even scratch, an odd scratch, a bit indicating the even or odd execution and a vector of flags, indicating if the candidate is usable or not. Output: The chordless cycles and chordless candidates found in current execution step. 
