The objective of this project was to perform an inverse parameter identification study to determine parameter values in a system of ten ordinary differential equations modeling the prediction of the evolutionary spread of syphilis. The goal was to predict infant mortality rates due to syphilis by using this model and match them to actual field data collected in the United States from 1900 to 1970. The syphilis model was developed by the UCLA Disease Modeling Group. The model involves 23 unknown user-specified parameters, each with specified maximum and minimum possible values. An accurate ordinary differential equation system integration algorithm was used to numerically integrate these equations.
A hybrid evolutionary optimization algorithm was then used to iteratively find the proper values of the 23 unknown parameters by minimizing the difference between the predicted and the actual values of annual infant mortality rates due to syphilis. The parameters were originally treated as constants, meaning that they did not vary in time. During this study, they were also considered as time-dependent by modeling them as second degree polynomials. The sexually active population in the original model was assumed linearly increasing with time. To improve on the results, an eight term Fourier series fit was performed on the actual evolution of the sexually active population data during period . It was found that treating the 23 parameters as constants yielded an average fit of the infant mortality rates. By treating the parameters as time-dependent the fit still appeared average, but the variations of mortality during certain periods were captured more accurately. NOMENCLATURE α = proportion of sexually active population (N) that are reproductive age women β 1 = primary transmission probability β 2 = secondary transmission probability γ = birth rate δ = rate at which protective immunity wanes µ = entry and exit rate from sexually active population φ = proportion entering remission ρ = rate of relapse from remission to secondary disease ν = adult mortality due to syphilis C 1 = C 2 rate of change of sexual partners σ 1 = rate of progression from incubating to primary disease σ 2 = rate of progression from primary to secondary disease σ 3 = rate of progression from secondary disease to (remission + latent) σ 4 = rate of progression from latent to tertiary disease τ 1 = treatment rate of primary disease τ 2 = treatment rate of secondary disease τ 3 = treatment rate of remission τ 4 = treatment rate of latent τ 5 = treatment rate of tertiary τ 6 = treatment rate of infants κ 1 = probability of transmission from mother with primary or secondary or remission disease to infant κ 2 = probability of transmission from mother with latent or tertiary disease to infant π = death rate of infants due to syphilis ө = natural death rate of infants = general time-dependent parameter Obj = objective function R = infant mortality rate t = time t total = total study time (69 years)
INTRODUCTION
The mathematical model [Blower, 2007] is based on the general disease progression of syphilis (Fig. 1 ). When infected, susceptible individuals enter an incubation period during which they are asymptomatic and cannot infect others. When the first lesion appears, they are classified as having primary syphilis and are infectious. The individuals enter secondary syphilis when the initial lesion(s) heals and a variety of other symptoms manifest. From secondary syphilis, it is possible to enter a state of remission during which the individuals are not infectious but will relapse to secondary syphilis. Alternatively, the individuals enter the asymptomatic and non-infectious latent period which can last for a number of years. Eventually, the individuals reach tertiary syphilis and may suffer from neurosyphilis, cardiosyphilis, or other health problems that may lead to death. Any disease stage other than "incubating" may be treated once infection is detected and we assume they enter a temporarily immune class. Whether or not treatment grants temporary immunity is debated in the literature, but we have chosen to include it, although we may make the period of immunity very short. Congenital syphilis is acquired by an infant from the mother before or during birth. In such cases syphilis can lead to stillbirth or death within the first year of life. However, infants can also survive to the latent stage in which case the disease will remain undetectable until onset of tertiary syphilis, usually during puberty. Figure 2 depicts actual mortality rates from 1900 to 1970 in the United States per 100,000 sexually active inhabitants. The age group of deceased individuals of interest in this project was under one year old (< 1).
Fig. 2.
Syphilis mortality rates in USA per 100,000 sexually active inhabitants during the first 70 years of the 20 th century. Fig. (3) shows the actual syphilis mortality in the United States from 1900 to 1970. Fig. (4) depicts the actual sexually active population size in the USA collected between the years 1900 and 1965. 
ANALYTICAL MODEL
The model consists of ten coupled ordinary differential equations (ODEs) where each equation represents a different stage of syphilis progression [Blower, 2007] .
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The infant mortality rate due to syphilis is then found by using Equation (11).
(11) Treatment for syphilis was introduced in the early 1940's. To account for this, an IF-statement was added such that prior to 1940 all tau's (τ) are equal to zero, meaning no treatment.
Each parameter in these first order ordinary differential equations has an initially estimated range bounded by its minimum and maximum values specified by the user of such a mathematical model. Table 1 shows the parameters with their respective suggested ranges [Blower, 2007; Holmes, 2002] .
Since significantly different results could be obtained with the analytical model Eqs. (1)-(10) for different choices of values for the 23 parameters in this ODE system, it is of utmost importance to develop a method for determining correct values of each of these parameters so that the ODE system Eqs. (1)- (10) can provide a good match of the existing actual data for mortality evolution and serve as a tool for reliable prediction of future evolution of mortality.
Identification of the proper values of each of the parameters in the ODE system (1)-(10) was thus performed by integrating the ODE system numerically in time for a variety of choices of these 23 parameters. An optimization algorithm was then used to iteratively suggest new values of these parameters with the objective of minimizing a sum of least squares differences between the predicted and the actual infant mortality rates as given by Eq. (12).
(12)
NUMERICAL INTEGRATION OF ODE SYSTEM
The system of ODEs (1) through (10) was integrated numerically using the ODE45 command in MATLAB software. The problem was that the optimization code was written in FORTRAN and did not recognize MATLAB executable files. For this reason, various ODE solvers were tested for accuracy and computational time, including a single step first degree Runge-Kutta ODE solver that we wrote, with an adaptive step-size routine for error control.
To solve the set of ten ODEs, the FORTRAN code DVODE from the CHEMKIN library was chosen because of its proven robustness and accuracy when solving stiff systems of ODEs used in simulation of combustion processes. DVODE is a variable-coefficient ODE system solver, with fixedleading coefficient implementation. This code solves the initial value problems for stiff and non-stiff systems of first order ODEs. The user needs to provide a simple calling code, where one specifies the following values:
• Time step: the one chosen was every week (7.0/365.0), but data was stored every 52 weeks (every year).
• The relative and absolute error tolerances: these were set to 0. 1.
• Start and ending time: The study period was from 1900 to 1968, in the code they were specified as 0.0 and 68.0.
• The initial conditions for the ten equations.
The Runge-Kutta solver that we wrote was also used for exceptional handling purposes and debugging of different tested cases. Table 2 shows a validation case to compare all these ODE solvers, where the set of equations solved are given by Eqs. (13) below. 
PARAMETER IDENTIFICATION VIA OPTIMIZATION
The optimization software used in this project is called HyOpt [Colaço et al., 2005; 2006] . This is a hybrid singleobjective optimizer which uses several evolutionary and deterministic optimization algorithms with automatic switching logic among them in order to perform the fastest possible global optimization of complex problems that might have multiple local minima. It also uses a very efficient hybrid response surface methodology which significantly reduces computing time while maintaining good accuracy. A least squares single objective optimizing function (12) was minimized in the solution process.
The user must provide an input file where one specifies the number of variable to be optimized, the variables minimum, maximum and initial guess values, number of iterations, and population size (optimizer population pool). For this project a second data file was provided with the actual mortality rates. The code would read this file to extract the R known values. After every call to DVODE, the HyOpt would evaluate the objective function and perturb the parameters to minimize their values. This process was executed until a user specified maximum number of iterations is reached. The user can also stop the process at any time.
To ensure that the predicted initial mortality rate of infants at year 1900 was matched with the actual data and to provide a numerical anchor when running the optimizer, the initial value of variable π was calculated using equation 11 and the known values of C(t) and N(t) at year 1900 as can be seen in Eq. (14).
NUMERICAL RESULTS
Three different cases were tested to analyze the accuracy of matching the predicted infant mortality rates and the field data. Case 1 and Case 2 assumed the parameters to be constants. Case 1 used a constant value of λ. Case 2 fitted an eight-term Fourier series through the field values for the sexually active population growth N ( fig. 4) and then used the first derivative of this Fourier series fit to represent λ. Case 3 was the same as Case 2 while treating a number of parameters as second degree polynomials in time.
Before optimizing the 23 parameters, the infant mortality rate due to syphilis was calculated from Eq. 11 after integrating Eqs. 1-10 by using the mean value of the parameters specified in table 1. The result is plotted in Fig.(5) and differs by more than two orders of magnitude when compared with field data in Fig. (2) . This computed result was the initial guess used for all subsequent models in this report. The process was stopped after 272 iterations that required 145624 function evaluations (numerical integrations of the system given by Eqs. (1)-(10). Table 4 shows the resulting optimized values of the 23 parameters. After the optimized parameters were obtained, the DVODE code was run to solve the model (Eqs. 1-10) using these new values. Fig. (6) shows the plot of the predicted mortality rates versus the actual field mortality rates. The computed mortality rates in Fig.(6) appear to be an average of the field data. Considering that sexually active population growth was assumed to be linear, this is a good first estimation of syphilis progression. Comparing these to the mortality rates of Fig.(5) , the optimization process greatly improved the results that were obtained using average values of the 23 parameters.
Case 2: Parameters constant with respect to time, while using λ = dN/dt from the actual sexually active population N
The previous cases assumed that sexually active population increases linearly as is indicated in Eq. (9). This is not the best approximation for the sexual population size, since by observing Fig.(4) one notices that population from 1900 to 1970 does not increase linearly. By adequately modeling this population growth, the predicted infant mortality rates should yield a much closer fit. For this reason, an eight-term Fourier series fit was performed to better match the sexually active population size. The "cftool" command in MATLAB was used to obtain Eq. 
The values of the Fourier coefficients in this equation are given as follows: a 0 = 6.251e+007 a 1 = -2.133e+007 a 2 = -1.102e+007 b 2 = -1.161e+007 b 3 = -2.297e+006 a 4 = -5.395e+006 a 5 = -2.528e+006 b 5 = 1.981e+006 b 6 = 7.476e+005 a 7 = 2.227e+005 a 8 = 9.554e+005 b 8 = 3.205e+005 b 1 = -2.442e+007 a 3 = -8.83e+006 b 4 = 3.378e+005 a 6 = -3.62e+005 b 7 = 5.879e+005 w = 0.08031 Fig. (7) shows the Fourier series fit of the sexually active population growth compared to the initial assumption that this population increased linearly (that λ = dN/dt = constant). To find λ from the sexually active population growth fit ( fig. 7 ) the first derivative with respect to time is taken from Eq. (15) resulting in λ(t) = -a 1 wsin(tw) + b 1 wcos(tw) -2a 2 wsin(2tw) + 2b 2 wcos(2tw) -3a 3 wsin(3tw) + 3b 3 wcos(3tw) -4a 4 wsin(4tw) + 4b 4 wcos(4tw) -5a 5 wsin(5tw) + 5b 5 wcos(5tw) -6a 6 wsin(6tw) + 6b 6 wcos(6tw) -7a 7 wsin(7tw) + 7b 7 wcos(7tw) -8a 8 wsin(8tw) + 8b 8 wcos(8tw) (16) Originally, λ was always considered positive and increasing, but by using Eq. (16) λ can become negative. This can be seen in Fig. (7) where the slope of the Fourier series fit is not always positive. This presented a problem; because upon numerically integrating the model system (Eqs. 1-10) it was noticed that some of the state values became negative which is not physically possible. To correct this, a condition was implemented such that whenever λ became negative, λ was set explicitly set to zero. Fig.(8) shows the sexually active population growth obtained by integrating Eqs. 1-10 with the optimized values of the 23 parameters from Case 1 while using non-negative values of λ = dN/dt from Eq. (16). The computed values of N fit the actual data remarkably well.
Consequently, these variable values of λ = dN/dt were used to solve the Eqs. 1-10 while varying the 23 parameters in order to minimize the objective function (Eq. 12).
Convergence history of applying the hybrid optimization algorithm is shown in table 5 depicting the automatic switching among individual optimization algorithms and the rapidly diminishing convergence rate of this process because of the constraints on the extreme values of 23 parameters. After 193 iterations requiring 160346 function evaluations (integrations of Eqs. 1-10 with various values of the 23 parameters and the variable value of λ), the objective function (Eq. 12) value was reduced to approximately 63.8, which is very close to its final value in Case 1. Table 6 shows the optimized values of the 23 parameters in this case. 
1.99999 σ 4 = 0.02000 δ = 1.87290 τ 1 = 4.75338 ν = 0.03292 τ 2 = 1.95256 α = 0.40000 τ 3 = 0.70589 γ = 0.07500 τ 4 = 0.06000 C 1 = 15.00000 τ 5 = 0.02990 β 1 = 1.00000 τ 6 = 0.50000 β 2 = 0.00000 κ 1 = 0.00000 σ 1 = 9.28373 κ 2 = 1.00000 ө = 0.05000
As can be observed from table 6, most of the optimized parameter values are at their respective constrained minimum or maximum. This is an indicator that specified ranges in table 1 are restricting the optimizing software to further reduce the objective function given by Eq. (12).
DVODE code was run to solve the model using these new optimized 23 parameter values. Fig. (7) shows the plot of the predicted mortality rates versus the actual field mortality rates. The infant mortality rates due to syphilis for this case still appear to be an average fit of the actual data, but now better modeling the curvature from the year 1902 -1920 (Fig. 4) . This improvement was due to using values of λ = dN/dt that were not a constant, but varied as a first derivative of the Fourier series fit of the actual field data for N.
Case 3: Seven parameters are time-dependent and modeled by second degree polynomials, while using non-negative values of λ =dN/dt from the fit of actual sexually active population N
As could be observed by the previous two cases, the assumption of constant parameters in time does not give the most accurate results. To improve on the results, the parameters that the UCLA team suggested to be considered as functions of time were now considered to be time-dependent. For this reason, 7 parameters were modeled using the following second degree polynomial, where the coefficients A, B, C need to be optimized (equation 17).
The minimum and maximum values for the constants A, B, and C were found using our code written in FORTRAN 90 named Poly_Constant. The user inputs each parameter range, and then specifies the ranges for the constants A, B, C. Through random numbers, the code finds suitable ranges in such a way that the parameters' own ranges are always enforced. A range checking routine was also added to the main calling code to check the new perturbed values. If at any instant in time any of the 7 parameters' values was below or above its respective minima or maxima, the current iteration would be canceled and new perturbations were performed. This process was executed until all parameters were within their ranges throughout the entire study period. To reduce this iterative process, the parameters chosen to be time-dependent had relatively low ranges. This would limit the scope of possible values picked by the optimizer, thus reducing the probability of out of range values. As an extra precaution, the ranges specified in Poly_Constant for A, B, and C were picked in such a way that the maximum value of would be close to the maximum range value of each parameter.
A scaled time was used for the second degree polynomials as shown in Eq. (18). This new time varies from 0.0 to 1.0 and made finding the ranges A, B and C simpler.
Since before 1940, the τ's in the models are set to zero and also since after 1940 the previous cases matched the actual data within a small margin of error, these parameters were left as constant in time. Thus, there were a total of 44 coefficients to be optimized which is twice as many as in the previous cases. By adding more coefficients, the runs took considerably longer times to complete. It was also noticed that local minima's were reached with much more frequency. This means that various runs had to be performed to achieve the lowest possible objective function value Table 7 shows the parameters chosen to be timedependent and their respective coefficient values for A, show the time-dependent parameters' values throughout the scaled study period. The time dependent parameters vary mostly linearly and by a small margin, with the exception of the variable γ. This is an indicator that the infant mortality rates from this case will probably not change much from those obtained in Fig. (7) After running the optimizing algorithm, the convergence history in table 8 was obtained showing a selection of values. In Case 3, after 1001 iterations, the objective function value was reduced to 59.8 which is slightly lower than 63.8 obtained in Case 2. Figure 11 shows the predicted infant mortality rate due to syphilis versus the actual field mortality rate for the Case 3. This plot is very similar to that of case 2. The main improvement is at the beginning of year 1901. In Case 3, the infant mortality rate increased while; in the Case 2 it decreased. As could be seen from table 8, the objective function value from the 337 th iteration to the 1000 th iteration decreased by a negligible amount, considering that 1783314 function evaluations were performed. Even if this case yields somewhat better results, taking computational time into consideration, Case 2 generates similar and faster results
CONCLUSIONS
Three different cases were tested to accurately match field infant morality rates due to syphilis. It was observed that in case 1, which used non time-dependent parameters and a constant population growth rate assumption, we were able to produce a mortality fit that was an average of the actual field data. To improve on these results the growth rate was obtained by using Fig. (8) which used an 8 term Fourier fit of the actual sexually active population, as was described in case 2. The model still gave an average fit of the data, but started to capture the curvature from the year 1902 -1920 because the values of λ = dN/dt were not a constant, but varied as a first derivative of the Fourier series fit of the actual field data for N (Fig. 7) . It was noticed that most of the optimized parameter values were at their respective minimums or maximums. This is an indication that the ranges need to be increased in order to produce a better fit; or that the model itself needs some modifications. Case 3 yielded infant mortality rates almost identical to those of Case 2. In Case 3, the 23 parameters were treated as time-dependent which did not make a significant contribution to the fit accuracy while increasing the computing time significantly.
The syphilis progression model used in this paper is a simplified one that does not take into consideration sexual heterogeneity of the population and age structure. It is also important to note that the actual field data itself might be inaccurate, since prior to the 1950's surveillance data are likely to be imperfect. Looking at Fig. (4) , the infant mortality rates from the years 1907 to 1912 have a pronounced drop followed by a steep increase in infant motility. This data is probably inaccurate, since there is no biological reason why syphilis mortality would decrease at 1907 when prior to this year it was increasing. The UCLA Disease Modeling Group believes that syphilis mortality rates actually increased from 1907 to 1912, in a similar fashion as predicted by our Fig. (6) . Taking all the above factors into consideration, this model with optimized parameters, gives a good first estimation of the historical epidemiology of syphilis.
The results obtained are promising. It is believed that with further improvements of the mathematical model and more accurate field data, the predicted infant mortality rates would better match the actual data.
