Mining algorithm which is applied as an anomaly detection system has been considered as one of the essential techniques in malicious behaviour detection. Unfortunately, such detection system is known for its inclination in detecting a cyber-malicious activity more accurately (i.e. maximizing malicious and non-malicious behaviours detection) and has become a persistent limitation in the deployment of intrusion detection systems. Consequently, these constraints will affect a number of important performance factors such as the accuracy, detection rate and false alarms. In this research, KMDT proposed as an anomaly detection model that utilized kmeans clustering and decision tree classifier to maximize the detection of malicious behaviours by scrutinizing packet headers. The k-means clustering employed for labelling and plots the whole behaviours into identical cluster, which characterized the behaviours into suspicious or non-suspicious composition. Subsequently, these dissimilar clustered behaviours are reordered within two classes of types such as malicious and nonmalicious via decision tree classifier. KMDT is a profitable finding which improved the anomaly detection performance in identifying suspicious and non-suspicious behaviours as well as characterizes it into malicious and non-malicious behaviours more accurately. These criteria have been validated by the result from the experiments throughout banking system environment dataset 2016. KMDT have detected more malicious behaviours accurately as contrast to discrete and diversely combined methods.
INTRODUCTION
Safekeeping confidential information and computing assets from cyber threats, has turned into a foremost dispute as a consequence from sudden increases on network based malicious activities. As such, various Intrusion Detection Systems (IDSs) used to recognize, gather and analyse security infractions from diverse systems or networks [1] . In addition, the research societies have been classified these IDSs into misuse and anomaly based detection systems [2] - [6] .
Misuse based detection recognizing acknowledge malicious traffic throughout the signatures which are defined and gathered earlier in the database. This facilitates the security personnel to easily create those signatures based on the seen behaviours of a malicious behaviours and determine which specific behaviours they want to detect [7] . Despite, the incapability to identifying the novel malicious behaviours remain as challenging task as these detection systems required frequent signature updates for each time novel behaviours are discovered [5] .
Conversely, the research communities have claimed that the finest solution to observe unforeseen malicious behaviours without concerning signatures are with anomaly based detection systems [8] . This detection system is dependent on forming of ordinary behavioural models and conclude any attempt that is not covered within this model as malicious behaviours [9] . Nonetheless, higher false alarm or false positives are the main imperfection of this detection systems [10] .
Seeing facts, for last two decades, an anomaly detection system that utilizes data mining approaches has attracted researcher interest, particularly within the concept of intrusion detection [10] - [12] . Nevertheless, maximizing the true positive (malicious behaviours which detected as malicious) and true negative (non-malicious behaviours which detected as non-malicious) as well as minimizing the false positive (non-malicious behaviours which detected as malicious) and false negative (malicious behaviours which detected as nonmalicious) are not much enhanced as a whole. Consequently, this situation drags into poor performance in term of detection rate, accuracy and false alarm [13] , [14] and as a result, research in data mining as anomaly detection system particularly for malicious behaviours is still in a process of improvement [15] , [16] .
In this research, k-means and Decision Tree, namely KMDT proposed in order to prevail over the aforementioned inadequacy. Even if so, much more focuses has been given to identify malicious activity than the non-malicious activities because failure in detecting malicious behaviours could lead to the losses of confidential information and computing assets. KMDT uniquely designed with clustering and classification scheme in scrutinizing malicious and non-malicious behaviours more accurately.
Figuratively, the foremost contributions of this paper include: (i) k-means clustering as an initial stage able to accumulate the similar and dissimilar malicious behaviours into unalike clusters. (ii) The dissimilar clustered behaviours are reorganized with decision tree classifier to increase the malicious prediction rate. By utilizing this two detection approach, the performance of the detection metric such as accuracy, detection rate and false alarm has improved. www.ijacsa.thesai.org
The rest of the paper is organized as follows: In Section 2, the former similar fundamental works are briefly represented. The proposed detection model methodology has detailed out in Section 2. The experimental analysis discussed in Section 4 while conclusion and future work are covered in Section 5.
II.
RELATED WORK Data mining approach extensively discovered and applied as detection methods in these few years in a field of an anomaly detection system. The major concentration of these whole detection methods is direct to observe, differentiate and identify i.e malicious or non-malicious behaviours [6] . Procedure of discovering fundamental patterns and concealed relationships systematically from valuable information within the data to visualize and model interrelationship of the data itself are known as data mining process [17] . Clustering and classification are common data mining algorithms and widely discovered and employed within the field of intrusion detection [6] , [18] , [19] .
Clustering is ordinarily applied in anomaly detection to explore assemblage without prior knowledge on relationship within the data. Thus, clustering groups objects based on characterization of data points, where every single data point in a cluster is alike to those within its cluster, but different from those in different or other clusters [20] , [21] . Clustering has capabilities to group similar malicious data points collectively into one or more cluster including previously unseen malicious data points [22] . In addition, k-means clustering is much more efficient as a contrast to other existing clustering methods as the fact that this algorithm able to process huge volumes of instances quickly and have nonlinear complexity. In contrary, the challenges of such method are to define the k centroids for every single cluster, in which different location of an centroids possible to produce different outcome that is not much favourable [23] - [25] has tested and proven that the k-means algorithm is capable to detect malicious behaviours with high detection rates. They applied the algorithm to categorize normal and abnormal data points into different clusters to detect malicious behaviours more correctly, identifying unknown malicious behaviours without having prior knowledge. However, this algorithm also usually contributes in increasing false positive rates [26] even though it shows a high success rate in identifying suspicious behaviours. Such a high rate of false positives could downgrade the detection performance of IDSs as too many alerts are generated for non-suspicious behaviours wrongly detected as malicious data. Therefore, classification is introduced to reclassify the entire behaviours processed through k-means during the pre-processing stage [27] .
Classification is a supervised learning method intended to build a detection model which could explain a data class, sort out data points or elements into classes that correspond to their features based on a sequence of pre-determined class label [13] , [22] . Consequently, the structured label elements will be further used to predict the class label of new elements. For example, using training data with a pre-determined label to predict each class label in testing data [28] . Among various classification techniques, Decision Tree is faster and able to construct rules that are easy to interpret and understand [29] .
However, a single classifier's impact or contributions is improved when it is integrated with other data mining algorithms even though each of these methods individually has been proven to achieve well in intrusion detection [6] .
Integrated forms basically are made up of multiple clustering and classification algorithms, where clustering is executed at the beginning as a pre-processing method to reduce the noise within the dataset or to label the data for the subsequent classification stage [30] , [31] . In another word, clustering is used in earlier phases to separate or label data into different clusters with a reasonable clustered data rate, so that the classifier can perform better to classify those data more correctly in the next phase. K-means clustering and Naive Bayes classifier has proposed as a an anomaly detection method. As an initial stage, the clustering method has applied to isolate a group of malicious and non-malicious activities which act analogously and un-analogously while Naive Bayes applied in the further stage to re-organize the clustered data more precisely into rightful class categories. The aim of above mentioned clustering algorithm is to minimize squared errorfunction, so that the optimal distance between two different data points and cluster centroids could be calculated more effectively. On the other hand, the naive bayes algorithm used to scrutinize the relationship between dependent and independent variables in deriving a conditional probability of every single relationship. This method has been evaluated and its slightly enhanced the detection performance in term of accuracy, the detection rate and false alarm [32] . A variety of combinations have been efficiently applied as intrusion detection recently. For instance, [31] integrated both k-means and k-nearest neighbour (KNN) algorithms to identify a specific form of attacks in an anomaly detection method named Triangle Area based Nearest Neighbour (TANN). Kmeans clustering is employed to categorize data into specific sets and type of attacks, and further reassembled through the K-NN classifier based on a feature of the triangle area. TANN is capable to identify certain types of attacks, but performs moderately in reducing the false alarm rate. Furthermore, kmeans clustering has been combined with a decision tree algorithm as a network anomaly detection method [33] . In the initial phase, k-means clustering has applied to split the training data into k disjoint clusters, in which every single cluster correspond to a boundary of comparable data. Next, the above data is input into a decision tree algorithm to be classified either as normal or anomaly. The method contributes notable true positive and false positive rates with a reasonable accuracy rate which can be further improved. In contrast to these methods, an innovative anomaly detection method that distinctively combined k-means clustering, Naïve Bayes as feature selection and the Kruskal-Wallis statistical test is used to discover important features prior to classification. Then, this subset is classified with the Decision Tree algorithm to identify intrusion with the maximum amount of accuracy [6] . Furthermore, in [34] performance analysis on Decision Tree and Naïve Bayes for data classification has been conducted. The aim of this comparison is to find the most accurate classifier with high true positive and lower false positive rates. The author has concluded that the efficiency and accuracy of Decision Tree classifier are much better than Naïve Bayes. In addition, in [35] conducted a www.ijacsa.thesai.org similar analysis for intrusion detection using well-known data mining classifiers such as Decision Tree, Bayesnet, OneR and Naïve Bayes. In their study, they discovered that the best classification algorithm which could be applied for intrusion detection particularly novel intrusions is Decision Tree. Most researchers have claimed that the Decision Tree classifier is much more effective than others in maximizing novel malicious behaviour detection Such as from [29] , [34] - [37] . Therefore Decision Tree classifier considered in this work.
In summary, even though the data mining approach, particularly clustering and classification mechanism has been applied widely in detecting malicious and non-malicious behaviours, the shortcomings such as maintaining the highest detection, accuracy and false alarm rates prohibit in assembling a proficient detection method [38] , [39] . Moreover, these constraints still exist as a result of that, the whole focuses is not being given to maximizing the unseen and seen malicious as well as non-malicious behaviours identification rate.
Therefore, there is also a critical requirement in designing efficient anomaly detection to identify malicious and non-malicious behaviours more accurately.
III. K-MEANS AND DECISION TREE ANOMALY DETECTION METHOD
The proposed detection method k-means clustering and Decision Tree classifier called (KMDT) uses packet header information for anomaly detection which relies on a series of methods, i.e. employing k-means clustering in labelling data based on a clustered arrangement as a pre-processing stage and decision tree for classifying data which is affected with suspected outliers or miss-classified data during the preprocessing stage. The KMDT aim to identify the malicious behaviours more accurately and overcome the drawbacks currently faced in research in anomaly detection method. The process involves in each stage is as follows:
A. K-means Clustering
An unsupervised algorithm such as clustering method directly to discover separate data boundaries into an amount of sections called clusters without concerning labelled information for the learning process, in which every single data point can be apportioned or allocated a degree of relationship to each of the clusters [40] , [41] . In another expression, given a sort of data that does not have any label associated with it { ¹, ², ³... n }, whereas unsupervised algorithm (i.e. k-means) applied to find the structure or pattern of these data and gather it into coherent subset. Moreover, the procedure of casting clusters includes merging numerous alterable (variable) into a dissimilar or a distance dimension whose measure are thenceforth expended to construct clusters. An iterative clustering method such as k-means is an admired algorithm worthy for its easiness, immediate convergence and short period intricacy (complexity). These methods intended to the clusters sort of input data points it { ¹, ², ³... n }into K coherent (disjoint) subsets of to minimize mean-square-error, JMSE as in Equation (3): where x ᵢ is a vector representing the i-th input data point and is the geometric centroid of the data points in , and is selected as matrix of distances to be minimized between input data points and cluster centroid [40] . In addition, Euclidean Distance (Dist) function applied to calculate the distance in a basis of similarity or dissimilarity between and K-means has been chosen and utilized in the proposed model among various conceivable clustering algorithms on the grounds that it have the capabilities to collectively cluster the suspicious and non-suspicious data points without prior knowledge. Secondly, the clustered collection can then be beneficial to label the data points into malicious and nonmalicious for the classification stage as presented in the later sections. Based on preliminary studies, MacQueen et al. [42] , is the researcher whom developed and introduce k-means algorithm in 1967. K-means algorithm can be described as in Algorithm 1.
K-means is one of the many clustering algorithms extensively used for the reason of its in complexity, proficiency and easy to implement. Once the clustered set has been identified and data points have been labelled, it is feasible to carry on the classification procedure as in the next section.
B. Decision Tree Classifier
The Decision Tree (DT) classifier is the well-known data mining method enforced these days and was firstly introduced by Quinlan (1986) [43] . Using similar methodology in [44] , a tree classifier known as decision tree has been created. This developed classifier consisting three major elements i.e. decision node which signifies the conditions on an instances, a split that matches close to one of the possibility attribute values and a leaf that chooses the class whereabouts the instances fits in. In order to classify the instances, the initial . It is usually applied to calculate the distance between data points and cluster centroids. 4 Assigning data points to the nearest centroid, such that every single cluster will be occupied by possible similar data points. 5 Re-compute the mean of each cluster centroid. The location of the cluster centroids changes hereon. 6 Repeat steps (3)-(5) until the convergence conditions are fulfilled and the data point is label appropriately according to its clusters. www.ijacsa.thesai.org point defined from top of the leaf which referred as the root and subsequently the branches is established based on the outcome of every single test down along a leaf node is reached. The last part of the leaf node is considered as the classification criteria. The information gain methodology has been applied to select the optimum attribute splitting for each subset on each stage, in which the attributes that has maximum information value choose to form a decision. The formulated algorithm of above-mentioned decision tree illustrated in Algorithm 2.
In the proposed detection approach, the k-means clustering helps in labelling and arranging the suspicious and nonsuspicious data in some form that could be usable for a classification method such as early notification on possible malicious and non-malicious data to obtain better accuracies and detection outcomes on the subsequent phase using the decision tree classifier. The next section presents the assessment to validate that the proposed method is considerably better in anomaly detection.
IV. EVALUATION AND DISCUSSION
In this section, the proposed KMDT evaluated with latest datasets. In the following section, the dataset used as well as measurement of detection applied for evaluation purpose have been described and then the assessment result presented.
A. Banking System Dataset 2016
Recently, there are huge recommendations among the research community to evaluate the detection method using an appropriate and latest dataset. As such, an analysed and validated packet header which has captured and correlated from the real-time banking system environment applied to perform intrusion detection using proposed KMDT. The detection procedure is supervised on an offline mode and the original class label i.e. malicious or non-malicious ignored for use during the prediction phase. However, those labels have been used to calculate and validate the value of false positive, false negative, true positive and true negative. Table I illustrate the distribution of training and testing behaviours. A variant of experiments were run separately to validate KMDT using aforesaid dataset.
B. Detection Measurement
The detection performance was evaluated using benchmark measurement as recommended by research communities [22] , [45] , in which the measurement or indicator includes detection rate, accuracy and false alarms. The formulas used to calculate those values are as follows:
(2) (3) (4) Non-malicious behaviours which is incorrectly identified as malicious is called false positive (fp), while false negative (fn) refers to the incorrect identification of malicious behaviours as non-malicious. Conversely, malicious behaviours which is correctly identified as malicious is called true positive (tp), while true negative (tn) is the correct identification of non-malicious behaviours as non-malicious. For better understanding, the entire above-mentioned performance metric described in percentage form in this article.
Under the circumstances of failure to achieve the best degrees in previous metrics, the current detection methods cannot contribute in high accurate detection for accuracy, detection rate and false alarm indicators. Moreover, the major significant task that necessary to be met is to come with applicable scheme that can increase the detection percentage of non-malicious behaviours (NMB) and detection percentage of malicious behaviours (MB) with the development of anomaly based detection. In addition, once the detection percentage of non-malicious and malicious behaviours is maximized, the conventional limitation in having high accuracy and detection rate as well as lowest false alarm is now achievable. The formulas used to calculate those values are as follows:
( )
The proposed model is promising to maximize the abovementioned indicators rate as justified in the next section.
C. Detection Result
In order to appraise the proposed method more meticulously, various experiments have been performed using banking system dataset 2016. The banking system dataset is used to validate the effectiveness of the proposed method in terms of prediction of the malicious and non-malicious behaviours. Different stages of analysis have been conducted using clustering to choose the best optimized cluster sets while decision tree for classification purpose that can contribute to higher accuracy, detection rate and lowest false alarm as well as with the maximum non-malicious and malicious behaviours percentage. In other words, the entire behaviours have been clustered into different variants of (k-th) clusters and the most accurate cluster (i.e. highest true positive and true negative) arrangement is chosen for the clustering stage. Once the clustered arrangement has been identified and behaviours have labelled (i.e. suspicious or non-suspicious), the value of the behaviours was entered into the Decision Tree (DT) classification task. The DT classifier classified these Algorithm 2: Decision Tree Steps 1 While every single leaf node comprises more than one instances category, remaining attributes and noteworthy information gain do the below steps, 2 Let choose the root node and single attributes, 3 Let Segregate the node population and compute an information gain values, 4 Let discover the split which have highest information gain values for an attribute, 5 Let re-compute these process for entire attributes, 6 Let discover the finest splitting attribute and split rule, 7 Utilize these attributes to split the node, 8 Repeat step 2 to 7 until no child node is remains. www.ijacsa.thesai.org behaviours into non-malicious or malicious classes more accurately.
High detection accuracy and lowest false alarm rate represent the best model of anomaly detection. However, high NMB and MB detection percentage also need to be considered in selecting such detection model. The experimental result confirmed that the proposed KMDT (k-means and decision tree) is substantially effective and improve the anomaly-based detection capabilities based on the above-mentioned performance factors as compared to other combinational and individual method. The result of a variant of K-Means (k-th), Decision Tree (DT) as an individual method and a variant of K-Means and Decision Tree (k-th-DT) as a combinational method from each experiment conducted have been presented from Table 2 through Table 5 . In Table II , in a series of k-th cluster trials, from 2<k<10, the entire clusters able to clusters the malicious behaviours accurately with 100% detection (MB). In contrast, for the NMB, clustering outcome are not much satisfactory. For example, k-10 and k-4 recorded approximately less than 82% as NMB while the remaining k-th is below than 80%. Failure in achieving high NMB and NB has caused the computed false alarm, accuracy and detection rate for overall k-th clusters recorded the poorest result as in Table III . Based on the analysis, the entire clusters are less effective in grouping the behaviours which are similar to each other.
In Table IV , the result of the KMDT that only has performed better during the assessment period is presented. It is noticeable that the KM-DT which employs k-8 clusters and Decision Tree (i.e. k-8+DT) perform better with higher accuracy, higher detection rate and much lower false alarm rate compared to k-8 and Decision Tree (DT). Taking k-8, DT and k-8-DT as an example, the accuracy and detection rate have increased from 42.3%, 79.83% to 99.97%, and 4.6%, 79.84 to 99.53, respectively, and false alarm has decreased from 59.3%, 90.61% to 0.01%. This table also demonstrates the percentages of detection for the NMB and MB which vary between 75.4%, 9.38% to 99.98% and 100%, 99.31% to 99.44%, respectively. Unlike DT and k-8-DT which has only 2 final classes for grouping, k-8 has a set of clusters which facilitates to group malicious data effectively. Thus, the result of k-8 in MB is much better as compare to others. However, single detection method is not capable to improve the entire performance metrics using banking dataset.
In contrast to the above experiments that only use training data in assessing the proposed method, a different experiment have been further conducted using testing data. The reason is to identify the optimized clusters during the training phase (i.e. k-8) and apply these clusters during the testing phase evaluation. In addition, it could be helpful in practical solution and real deployment in selecting the number of cluster set (k) by only assessing the available data. Table V represents the dimensions in terms of accuracy, the detection rate and false alarm of the KMDT method of k-8-DT that exercised on testing data. Combinational methods k-8+DT have outperformed with higher accuracy and detection rate and lowest false alarm at 99.86%, 99.90% and 0.18%, while k-8 at 83.25%, 79.73% and 49.01% as well as the DT classifier at 79.84%, 79.77% and 11.60%, respectively. In addition, these combinations are more accurate as compared to k-8 clusters set and decision tree classifier for grouping and classifying malicious and non-malicious behaviours. For example, the detection percentages of both NMB and MB for the k-8+DT combination have achieved 99.81% and 99.88% which are much better than others, i.e. k-8 and DT with 50.98, 99.98% and 88.39%, 67.27%, respectively. The MB of k-8 is slightly higher than k-8+DT because the clustering (k-8) has the advantage to manipulate continuous data as compared to a Decision Tree. Thus, the value of true positive of k-8 at 37153 is much higher than k-8 +DT at 37117. The entire result signifies that a better performance can be attained using the kth value of 8 combined with DT (k-8+DT). www.ijacsa.thesai.org
D. Discussion and Further Analysis
This finding proves that the combination of k-means and Decision Tree (KMDT) classifier with appropriate clusters set i.e. k-8+DT observed earlier during the training phase could give a much better result during the testing phase or in real environment. In addition, k-8+DT also contribute in increasing both non-malicious and malicious behaviours detection percentage. The main reason is because the clustering is utilized as the initial element for grouping and labelling of similar data into analogous sorts (i.e. suspicious and nonsuspicious), and the capability in handling continuous-value contributes in maximizing detection percentage particularly for malicious classes. For example, as in Table V , the MB of k-8 at 99.98% is higher than DT at 67.27% and k-8+DT at 99.88%. Based on the investigation, k-8 detected 37153 malicious behaviours (true positive), thus yields in higher MB while DT and k-8+DT merely achieves 15368 and 37117. However, referring to Table V, the most significant performance is shown through k-8+DT, found to greatly improve the detection rate and accuracy above 99% and false alarm below 1% as compared to others. The entire results signify that a better performance could be attained using k-8+DT. To support this fact, practically, various experiments conducted and each experiment has shown a remarkable performance for k-8+DT. In contrast, the individual k-8 clustering and DT classifier which are incapable to identify non-malicious and malicious data more precisely also shown.
The detection of malicious behaviours is most concern in developing a detection system. Failures in identifying more malicious behaviours can cause data and confidential assets compromised by another party. These facts include the identification of known and unknown malicious behaviours. Taking these facts into account, four different performance variants have been considered such as missing known malicious behaviours (M-KMB), missed unknown malicious behaviours (M-UMB), detected known malicious behaviours (D-KMB) and detected unknown malicious behaviours (D-UMB). The M-KMB refers to the percentage where the known malicious behaviours during the training phase are failed to be identified during the testing phase while M-UMB are the percentage where the unknown malicious behaviours which not been covered during the training phase also failed to be detectable during the testing phase. On the other hand, D-KMB refers to refers to the percentage where the known malicious behaviours during the training phase are correctly identified during the testing phase while D-UMP is the percentage where the unknown malicious behaviours which not been covered during the training phase also correctly detectable during the testing phase.
Further experiments and analysis has been conducted to evaluate the proposed k-8+DT using aforesaid variants against banking dataset. Total number of unique malicious behaviours used is 32,038 in which 28,175 are known malicious behaviours while remaining 3836 are unknown malicious behaviours. Table VI exhibits the distribution of known and unknown malicious behaviours, and the outcome of k-8+DT. Surprisingly, based on the result, the rate of D-UMB and D-KMB for k-8+DT is 99.9% and 99.85%, which means k-8+DT able to detect more unforeseen malicious behaviours as a contrast to seen behaviours accurately. Moreover, k-8+DT also recorded the lowest rate of M-UMB and M-KMB at 0.01% and 0.15%. Therefore, k-8+DT are more suitable to be utilized as anomaly detection systems particularly for detecting unknown malicious behaviours.
V. CONCLUSION AND FUTURE WORKS
Packet header for intrusion detection has attracted researchers' attention in the field of data mining based anomaly detection. Although a number of anomaly detection methods have been proposed, the common drawback is to achieve a high rate of accuracy, detection rate as well as a lower false alarm with high non-malicious and malicious behaviours detection remain as an unsolved problem, and directly affects the integrity of the said detection method to be widely adopted. In this work, a combined anomaly detection model named KMDT based on data mining methods that focuses on examining the entire features of a packet header to detect malicious behaviours is proposed. The k-means clustering is utilized to label the entire behaviour based on the behaviour characteristic such as suspicious or non-suspicious. In subsequent stages, the clustered behaviours input into Decision Tree classifier for classification purpose. The evaluation phase using banking dataset 2016 validates that the combinational method between k-means and Decision Tree shows an effective performance, such as higher accuracy and detection rate with lower false alarm as contrast to others. Thus, the KMDT approach could be a better anomaly detection method in identifying abnormal behaviour and determining it to be malicious or non-malicious behaviour more correctly. Besides, the ability of the KMDT focuses on identifying cyber-attack without emphasis on processing time or prompt detection can be considered for future research. For example, efforts to reduce the number of features that need to be examined are necessary and could be performing through feature reduction approach. This directly improves the processing time and the malicious data can be observed quickly.
