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あらまし この 4，5年で，CPUに比べた電力効率等の長所から FPGA，GPU等を利用したシステムが増えている．
しかし，FPGA，GPU等のシステムでの利用には，HDLや CUDA等のハードウェアを意識した技術仕様の理解が
必要であり，ハードルは高い．これらの背景から，私は，プログラマーが CPU向けに開発したソースコードを，適
用される環境に応じて，自動で変換し，リソース量等を設定して，高い性能で運用可能とする環境適応ソフトウェア
のコンセプトを提案している．そのコンセプトの要素として，CPU向けアプリケーションソースコードのループ文
を，FPGA，GPUに自動オフロードする方式を提案評価している．本稿では，GPU，FPGAへの自動オフロードで
より高速化を実現するため，アプリケーションの中で個々のループ文でなくより大きな単位である機能ブロックをオ
フロードする手法について，提案，評価を行う．提案手法を既存アプリケーションで評価する．
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Abstract In the recent years, systems using FPGAs, GPUs have increased due to their advantages such as power
efficiency compared to CPUs. However, use in systems such as FPGAs and GPUs requires understanding hard-
ware-specific technical specifications such as HDL and CUDA, which is a high hurdle. Based on this background,
I previously proposed environment adaptive software that enables automatic conversion, configuration, and high-
-performance operation of once written code according to the hardware to be placed. As an element of the concept,
I proposed a method to automatically offload loop statements of application source code for CPU to FPGA and
GPU. In this paper, I propose and evaluate a method for offloading a function block, which is a larger unit, instead
of individual loop statements in an application, to achieve higher speed by automatic offloading to GPU and FPGA.
I implement the proposed method and evaluate with existing applications offloading to GPU.
Key words Environment Adaptive Software, Automatic Offloading, Performance, Evolutionary Computation,
Function Block
1. は じ め に
近年，CPUの半導体集積度が 1.5年で 2倍になるというムー
アの法則が減速するのではないかと言われている．そのような
状況から，メニーコアの CPUだけでなく，FPGA（Field Pro-
grammable Gate Array）やGPU（Graphics Processing Unit）
等のハードウェアの活用が増えている．例えば，Microsoft社
は FPGAを使って Bingの検索効率を高めるといった取り組み
をしており [1]，Amazon社は，FPGA, GPU等をクラウドの
インスタンス（例えば，[2]- [14]）として提供している [15]．
しかし，CPU以外のハードウェアをシステムで適切に活用
するためには，ハードウェアを意識した設定やプログラム作成
が必要であり，OpenCL（Open Computing Language）[16]，
CUDA（Compute Unified Device Architecture）[17]といった
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知識が必要になってくるため，大半のプログラマーにとっては，
スキルの壁が高い．
一方，IoT（Internet of Things）技術（例えば，[18]- [22]）は
普及してきており，ネットワークにつながるデバイスも，既に
数百億と増えており，2030年には兆台がつながると予測されて
いる．IoTを用いた応用は，医療，流通，製造，農業，エンタメ
等に広がっており，サービス合成技術等 [23]- [30]を活用して，
製品が届くまでの過程を可視化するなどの応用がされている．
IoTを用いたシステムで，IoTデバイスを詳細まで制御する
ためには，組み込みソフトウェア等のスキルが必要になるこ
とがある．Raspberry Pi等の小型端末をゲートウェイ（GW）
に，多数のセンサデバイスを集約管理することも頻繁にされる
が，小型端末の計算リソースは限定されるため，利用環境に応
じて管理の設計が必要となる．
背景を整理すると，CPU以外の GPUや FPGA等のハード
ウェア，多数の IoTデバイスを活用するシステムは今後ますま
す増えていくと予想されるが，それらを最大限活用するには，
壁が高い．そこで，そのような壁を取り払い，CPU以外のハー
ドウェアや多数の IoTデバイスを十分利用できるようにするた
め，プログラマーが処理ロジックを記述したソフトウェアを，
配置先の環境（FPGA，GPUや IoT GW等）にあわせて，適
応的に変換，設定し，環境に適合した動作をさせるような，プ
ラットフォームが求められている．
Java [31]は 1995年に登場し，一度記述したコードを，別メー
カーのCPUを備える機器でも動作可能にし，環境適応に関する
パラダイムシフトをソフト開発現場に起こした．しかし，移行
先での性能については，適切であるとは限らなかった．そこで，
私は，一度記述したコードを，配置先の環境に存在する GPU
や FPGA，IoT GW 等を利用できるように，変換，リソース
設定等を自動で行い，アプリケーションを高性能に動作させる
ことを目的とした，環境適応ソフトウェアを提案した．合わせ
て，環境適応の要素として，アプリケーションソースコードの
ループ文を，FPGA，GPUに自動オフロードする方式を提案
評価している [32] [33]．本稿では，GPU，FPGAへの自動オフ
ロードでより高速化を実現するため，アプリケーションの中で
個々のループ文でなくより大きな単位である機能ブロックをオ
フロードする手法について，提案，評価を行う．提案手法を既
存アプリケーションで有効性を評価する．
2. 既 存 技 術
環境適応ソフトウェアとしては，Javaがある．Javaは，仮
想実行環境である Java Virtual Machineにより，一度記述し
た Javaコードを再度のコンパイル不要で，異なるメーカー，異
なるOSの CPUマシンで動作させている（Write Once． Run
Anywhere）．しかしながら，移行先で，どの程度性能が出るかは
わからず，移行先でのデバッグや性能に関するチューニングの稼
働が大きい課題があった（Write Once, Debug Everywhere）．
GPU の並列計算パワーを画像処理でないものにも使う
GPGPU（General Purpose GPU）（例えば [34]）を行うため
の環境として CUDA が普及している．CUDA は GPGPU 向
けの NVIDIA社の環境だが，FPGA，メニーコア CPU，GPU
等のヘテロなハードウェアを同じように扱うための仕様として
OpenCLが出ており，その開発環境 [35] [36]も出てきている．
CUDA，OpenCLは，C言語の拡張を行いプログラムを行う形
だが，プログラムの難度は高い（FPGA等のカーネルと CPU
のホストとの間のメモリデータのコピーや解放の記述を明示的
に行う等）
CUDAやOpenCLに比べて，より簡易にヘテロなハードウェ
アを利用するため，指示行ベースで，並列処理等を行う箇所を
指定して，指示行に従ってコンパイラが，GPU等に向けて実行
ファイルを作成する技術がある．仕様としては，OpenACC [37]
や OpenMP等，コンパイラとして PGIコンパイラ [38]や gcc
等がある．OpenACCは，Fortran/C/C++向けの仕様である
が，Java向けには，IBMの Java JDK [39]が，Javaのラムダ
記述に従った GPUオフロード処理を行える．
CUDA，OpenCL，OpenACC等の技術仕様を用いることで，
FPGAや GPUへオフロードすることは可能になっている．し
かしハードウェア処理自体は行えるようになっても，高速化す
ることには課題がある．例えば，マルチコア，メニーコア CPU
向けに自動並列化機能を持つコンパイラとして，Intel コンパ
イラ [40]等がある．これらは，自動並列化時に，コードの中の
for文，while文等の中で並列処理可能な部分を抽出して，並列
化している．しかし，FPGAや GPUを用いる際は，CPUと
FPGA，GPUの間のメモリデータ転送のオーバヘッドのため，
並列化しても性能がでないことも多い．FPGAや GPUにより
高速化する際には，OpenCLや CUDAの技術者がチューニン
グを繰り返したり，PGIコンパイラ等を用いて適切な並列処理
範囲を探索し試行することがされている．
このため，OpenCLや CUDA等の技術スキルが乏しいプロ
グラマーが，FPGAや GPUを活用してソフトウェアを高速化
することは難しいし，自動並列化技術等を使う場合も並列処理
箇所の試行錯誤等の稼働が必要だった．
並列処理箇所の試行錯誤を自動化する取り組みとして，著者
の以前の研究がある [32] [33]．これら研究は，GPU オフロー
ドに適したループ文を，進化的計算手法を用いて，検証環境で
の性能測定を繰り返すことで，適切に抽出し，自動で高速化
を行っていた．FPGAでは，コンパイルに長時間かかるため，
ループ文のオフロード候補を絞ってから，複数のパターンにつ
いて検証環境で性能測定する手法を提案している．しかし，特
に FPGAの場合，アプリケーションに応じたハードウェア向
けアルゴリズムにより高速化していることが多く，ループ文の
単純なオフロードだけでは性能が不十分なことが多かった．
3. 機能ブロックのGPU，FPGA自動オフロー
ド手法の提案
3. 1 環境適応処理のフロー
ソフトウェアの環境適応を実現するため，図 1の処理フロー
を提案している．環境適応ソフトウェアは，環境適応機能を中
心に，検証環境，商用環境，テストケース DB，コードパターン
DB，設備リソース DBの機能群が連携することで動作する．
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図 1 環境適応ソフトウェアのフロー
Step1コード分析：
Step2オフロード可能部抽出：
Step3適切なオフロード部探索：
Step4リソース量調整：
Step5配置場所調整：
Step6実行ファイル配置と動作検証：
Step7運用中再構成：
ここで，Step 1-7で，環境適応するために必要となる，コード
の変換，リソース量の調整，配置場所の決定，Jenkins等 [41] [42]
用いた検証，運用中の再構成を行うことができるが，実施した
い処理だけ切り出すこともできる．例えば，本稿で対象とする
GPU，FPGA向けのコード変換だけ実施する場合は，Step 1-3
だけ処理すればよく，利用する機能も環境適応機能や検証環境
等だけ利用する形でよい．
3. 2 機能ブロックのオフロードの必要性
まず，著者の以前のループ文 GPU自動オフロード手法を説
明する．
GPUに適したループ文の抽出を遺伝的アルゴリズム（GA) [43]
を用いて行う点を [32]は提案している．基本的な課題として，
コンパイラがこのループ文は GPUで並列処理できないという
制限を見つけることは可能だが，このループ文は GPUの並列
処理に適しているという適合性を見つけることは難しいのが現
状である．一般的にループ回数が多い等の算術強度が高いルー
プの方が適していると言われるが，実際に GPUに出すことで
どの程度の性能になるかは，実測してみないと予測は困難であ
る．そのため，このループを GPUにオフロードするという指
示を手動で行い，性能測定を試行錯誤することが行われている．
[32]はそれを踏まえ，GPUにオフロードする適切なループ
文の発見を，GAで自動的に行うことを提案している．並列化
を想定していない汎用プログラムから，最初に並列可能ループ
文のチェックを行い，次に並列可能ループ文群に対して，GPU
実行の際を 1，CPU実行の際を 0と値を置いて遺伝子化し，検
証環境で性能検証試行を反復し適切な領域を探索している．並
列可能ループ文に絞った上で，遺伝子の部分の形で，高速化可
能な並列処理パターンを保持し組み換えていくことで，取り得
る膨大な並列処理パターンから，効率的に高速化可能なパター
ンを探索している．
また，著者の以前のループ文 FPGA自動オフロード手法を
説明する．
FPGAでも，処理時間が長くかかる特定のループ文を FPGA
にオフロードして高速化することを考えた際に，どのループを
オフロードすれば高速になるかの予測は難しいため，GPU同
様検証環境で試行錯誤を自動で行うことを提案している．し
かし，FPGA は GPU と異なり，コンパイルに数時間以上か
かるため，オフロード候補のループ文を絞ってから，実測試行
を行う．発見されたループ文に対して，算術強度分析ツールを
用いて算術強度が高いループ文を抽出し，更に，高算術強度の
ループ文に対して，展開処理等の FPGAオフロード化を行う
OpenCLをプレコンパイルして，リソース効率が高いループ文
を見つけ，対象を更に絞り込む．絞り込まれたループ文に対し
て，個々のループ文をオフロードした OpenCL やそれらルー
プ文を組み合わせた OpenCLを生成し，FPGA実機へコンパ
イルして，性能測定を行い，高速の OpenCL を解として選択
する．
しかし，特に FPGAの場合，FPGAで高速化する際は，CPU
向けのアルゴリズムからハードウェア処理に適したアルゴリズ
ムに変更し，高速化していることが多いため，ループ文の単純
なオフロードだけでは，手動でアルゴリズムから変えて高速化
している場合に比べ，性能が不十分なことが多かった．例えば，
行列積算の場合だと，行列のすべてのデータを FPGAのロー
カルメモリで持つことは難しいため，データ A を行方向に読
みデータ B を列方向に読んで，容量制限があるローカルメモ
リを上手く活用する等のアルゴリズムで高速化している例があ
る．GPU の場合も，フーリエ変換を GPU 向けに高速化した
CUDAライブラリの cuFFT等は，GPU向けのアルゴリズム
で実装されている．
このようなアプリケーションに応じた処理ハードウェア向け
のアルゴリズム変更は，機械に自動で抽出させるのは現状無理
であるため，個々のループ文でなく，行列積算やフーリエ変換
等のより大きな単位で，FPGAや GPU等ハードウェア向けの
アルゴリズム含めて実装された機能ブロックに置換することで
の高速化（人の既存ノウハウの活用）を目指す．
3. 3 機能ブロックのオフロードの処理概要と考慮点
FPGAに関しては，ハードウェア回路設計に多大な時間がか
かることもあり，一度設計した機能を，IPコアという形で回路
情報を利活用できるようにすることが多い．IP コアは，暗号
化/復号化処理，FFT等の算術演算，音声処理，画像処理（ [44]
等）等が代表的な機能例である．IPコアはライセンス料を支払
うものが多いが，一部はフリーで提供されているものもある．
IPコアは開発者の既存ノウハウの塊とも言えるため，FPGAで
は IPコアを自動オフロードに利用することを検討する．GPU
に関しては，IPコアという言い方ではないが，FFT，線形代数
演算等が代表的な機能例であり，CUDA を用いて実装された
cuFFTや cuBLAS等が GPU向けライブラリとしてフリーで
提供されており，これらライブラリの活用を検討する．
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図 2 機能ブロックのオフロード処理概要
本稿では，CPU向けに作られた既存プログラムコードの中
で，FFT処理等，GPU，FPGAにオフロードすることで高速
化できるような機能ブロックが含まれる場合に，GPU向けラ
イブラリや FPGA向け IPコア等に置き換えることでの高速化
をする．
機能ブロックオフロードの処理概要を説明する（図 2）．Step1
にて，ソースコードの分析が行われるが，Clang等の構文解析
ツールを用いて，ループ文構造等とともに，コードに含まれる
ライブラリ呼び出しや，機能処理を分析する．Step1で把握し
たライブラリ呼び出しや機能処理について，Step2で，コード
パターン DBと照合することで，GPU，FPGAにオフロード
できる処理を発見する．Step3で，オフロードできる処理につ
いて，GPU向けのライブラリや FPGA向けの IPコア等に置
換して，CPUプログラムとのインタフェースを作成すること
でオフロードする．この際に，オフロードできる処理が即高速
化につながるかやコスト効果が十分かは分からないので，検証
環境での性能測定を通じて，オフロードするしないを試行する
ことで，より高速となるオフロードパターンを抽出する．
ここで，以前の研究で行っていたループ文のオフロードにつ
いては，個々のループ文検知を構文解析ツールで行い，そのルー
プ文を GPUや FPGAにオフロードすることは OpenACCの
#pragmaを使った指定や OpenCLで定義された指示句を用い
ることでできた．しかし，機能ブロックのオフロードについて
は，機能ブロックの発見，その機能ブロックがオフロード用の
既存ライブラリ/IPコア等があるかを発見，機能ブロックをラ
イブラリ/IPコア等と置換した際にホスト側とのインタフェー
スを整合，の 3つを考慮する必要がある．
3. 4 機能ブロックのオフロードの処理方式
前サブ節の 3つの考慮点に従い，機能ブロックオフロードの
処理について詳細検討する．
A. 機能ブロックの発見
処理 A-1：構文解析にて，ソースコードから外部のライブラ
リの関数呼び出しを行っていることを検知する．FFT等算術計
算等のライブラリの呼び出しを検知することを想定しており，
事前にコードパターン DBに外部ライブラリリストを保持して
おり，それとの照合で検知する．
処理 A-2：登録されていないライブラリ呼び出し以外の機能
処理を検出するため，構文解析にてソースコードの定義記述か
らクラス，構造体等を検出する．
B. オフロード可能機能の発見
処理 B-1：特定のライブラリ，機能ブロックを高速化する
GPU用ライブラリや FPGA用 IPコアとそれに関連する情報
を，コードパターン DB に保持しておく．置換元のライブラ
リ，機能ブロックについては，機能名とともにコードや実行
ファイルを登録する．A-1で検出したライブラリ呼び出しに対
して，ライブラリ名をキーに，高速化できる GPU用ライブラ
リや FPGA用 IPコアがあるかを検索する．
処理 B-2：処理 B-1で，コードパターン DBに登録されてい
る情報を利用する．処理 A-2 で検出した，クラス，構造体等
の機能処理に対して，高速化するライブラリや IPコアがある
かを，類似性検出ツールで検出する．類似性検出ツールとは，
Deckard等，コピーコードやコピー後変更したコードの検出を
対象とするツールであり，行列計算のコード等，CPUで計算
する場合は記述が同様になる処理や，他者のコードをコピーし
て変更した処理等を一部検出できると考える．類似性検出ツー
ルは，新規に独立に作成したようなクラス等については検出が
困難となるため対象外である．コードパターン DBに登録され
た，特定の処理を高速化するライブラリや IPコアがある機能
について，類似性が高いことをツールの閾値等で判定する．類
似性検出でカバーできる範囲は 100%でないことは明らかなた
め，人工知能処理のパターン認識等の適用も将来的な応用とし
て考えられる．教師有学習でパターン認識で頻繁に活用される
SVMや，教師無学習で応用が広がっている Deep Learningの
適用が想定される．ただし，人工知能処理の場合も，機械にコー
ドの意図を理解させることは困難なため，新規独立に作成した
ようなクラス，構造体等については，対象外となると考える．
C. ホスト側プログラムとのインタフェース整合
処理 C-1：A-1で検出したライブラリ呼び出しに対して，B-1
で該当するライブラリや IPコアを検索しているため，その置
換するライブラリや IPコアを GPUや FPGAに実装し，ホス
ト側（CPU）プログラムと繋ぐ．ここで，GPU用ライブラリ
の場合は，CUDA等のライブラリを想定しており，C言語コー
ドから CUDAライブラリを利用する手法がライブラリととも
に公開されているため，コードパターン DB にもライブラリ
利用手法も含めて登録しておき，その手法に従って利用する．
FPGA用 IPコアの場合は HDL等が想定されるが，IPコア関
連の情報として OpenCLコードもコードパターン DBに保持
する．OpenCLコードから，OpenCLインタフェースを用いた
CPUと FPGAの接続及び，FPGAへの IPコア実装が，Xilinx
や Intel等の FPGAベンダの高位合成ツール（Xilinx Vivado,
Intel HLS Compiler等）を介して行うことができる．
処理 C-2：A-2で検出したクラス，構造体等に対して，B-2で
高速化できるライブラリや IPコアを検索しているため，その
該当するライブラリや IPコアを GPUや FPGAに実装する．
ここで，C-1では，特定のライブラリ呼び出しに対して高速化
するライブラリや IPコアであるため，インタフェース部分の
生成等は必要になるが，GPU，FPGAとホスト側プログラム
の想定する引数や戻り値の数や型は合っていた．しかし，B-2
は類似性等で判断しているため，引数や戻り値の数や型等の基
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本的な部分があっている保証はない．
合っていない場合は，ライブラリや IPコアは既存ノウハウ
であり変更が頻繁にできるものでないため，オフロードを依頼
するユーザに対して，元のコードの引数や戻り値の数や型につ
いて，ライブラリや IPコアに合わせて変更するか確認し，確認
了承後にオフロード性能試験を試行する．型の違いについて，
floatと double等キャストすればよいだけであれば，特にユー
ザ確認せずに試行に入ってもよい．また，引数や戻り値で，元
のプログラムとライブラリや IPコアで数が異なる場合に，例
えば，CPUプログラムで引数 1, 2が必須で 3がオプションで
あり，ライブラリや IPコアで引数 1, 2が必須の場合等，省略
しても問題ないような場合は，ユーザに確認せず，オプション
引数は自動で無しとして扱うなどしてもよい．なお，引数や戻
り値の数や型が完全に合っている場合は，C-1と同様でよい．
4. 実 装
4. 1 利用ツール
3節提案技術の有効性を確認するための実装を説明する．機
能ブロックの GPU，FPGA自動オフロードの有効性確認のた
め，対象アプリケーションは C/C++言語のアプリケーショ
ンとし，GPUは NVIDIA Quadro P4000(CUDA core: 1792,
Memory: GDDR5 8GB)，FPGAは Intel PAC with Intel Ar-
ria10 GX FPGA を用いる．なお，FPGA にコンパイルする
マシンは，DELL EMC PowerEdge R740（CPU：Intel Xeon
Bronze 3104 / 1.70GHz，RAM：32GB RDIMM DDR4-2666
× 2）である．
GPU処理は市中の PGIコンパイラ 19.4を用いる．PGIコ
ンパイラは OpenACCを解釈する C/C++/Fortran向けコン
パイラであり，for文等のループ文を，OpenACCのディレク
ティブ #pragma acc kernels, #pragma acc parallel loop で
指定することにより，GPU向けバイトコードを生成し，実行
により GPUオフロードを可能としている．合わせて，cuFFT
や cuBLAS等の CUDAライブラリの呼び出しも処理が可能で
ある．
FPGA 処理は，Intel Acceleration Stack Version 1.2（In-
tel FPGA SDK for OpenCL 17.1.1，Quartus Prime Version
17.1.1）を用いる．Intel FPGA SDK for OpenCL は，標準
OpenCL に加え Intel 向けの#pragma 等を解釈する高位合成
ツール（HLS）であり，FPGAで処理するカーネルと CPUで
処理するホストプログラムを記述したOpenCLコードを，解釈
しリソース量等の情報を出力し，FPGAの配線作業等を行い，
FPGAで動作できるようにする．FPGA実機で動作できるよ
うにするには，100行程度の小プログラムでも 3時間程の長時
間がかかるが，リソース量オーバーの際は早めにエラーとなる．
FPGAの既存OpenCLコードをカーネルコードに組み込めば，
OpenCLプログラム処理の中でオフロードが可能である．
コードパターン DBは，MySQL8.0を用いる．呼び出してい
るライブラリ名をキーに，高速化できる GPU用ライブラリや
FPGA用 IPコアを検索するためのレコードを保持する．ライ
ブラリや IPコアには，それに紐づく名前やコードや実行ファ
イルが保持される．実行ファイルはその利用手法等も登録され
ている．合わせて，ライブラリや IPコアを類似性検出技術で
検出するための，比較用コードとの対応関係も保持される．
類似性検出ツールには，Deckard v2.0 [45]を用いる．Deckard
は機能ブロックのオフロードの適用領域拡大のため，ライブラ
リ呼び出し以外にも，コードコピーし変更した機能等のオフ
ロードを実現するため，照合対象となる部分コードと，DBに
登録されたコードの類似性を判定する．
実装は C言語で行い，次サブ節の処理を行う．
4. 2 実 装 動 作
実装の動作概要を説明する．実装は，C/C++アプリケーショ
ンの利用依頼があると，まず，C/C++アプリケーションのコー
ドを解析して，以前の研究であるループ文オフロードに使うた
めループ文やその回数を検出するとともに，A-1呼び出されて
いるライブラリや A-2定義されているクラス，構造体等のプロ
グラム構造を把握する．構文解析には，LLVM/Clang [46]の構
文解析ライブラリ (libClangの python binding)を使う．呼び
出されている外部ライブラリがあるかどうかは，コードパター
ン DBの外部ライブラリリストと照合することで確認する．
実装は，次に，B-1呼び出されているライブラリを高速化で
きる GPU用ライブラリ，FPGA用 IPコアの検出を行う．呼
び出されているライブラリをキーに，コードパターン DB に
登録されているレコードから，高速化可能な実行ファイルや
OpenCL等を取得する．高速化できる置換用機能が見つかった
ら，実装は次に，C-1 その実行用ファイルを作成する．GPU
用ライブラリの場合は，置換用 CUDAライブラリを呼び出す
よう，C/C++コードに，元の部分は削除して置換記述する．
FPGA用 IPコアの場合は，取得した OpenCLコードを，元の
部分をホストコードから削除してから，カーネルコードに置換
記述する．それぞれ，置換記述が終わったら，GPU向けには
PGIコンパイラ，FPGA向けには Intel Acceleration Stackで
コンパイルする．FPGA に関しては，OpenCL コードに基づ
き，CPUと FPGAの接続が Intelの高位合成ツールを介して
行われる．
ライブラリ呼び出しの場合について記載したが，類似性検知
を用いる場合も並行して処理がされる．実装は，B-2 Deckard
を用いて，検出されたクラス，構造体等の部分コードと DBに
登録された比較用コードの類似性検知を行い，閾値越えの機能
ブロックと該当する GPU用ライブラリや FPGA用 IPコアを
発見する．B-1 の場合と同様に実行ファイルや OpenCL を取
得する．実装は次に C-1の場合と同様に実行用ファイルを作成
するが，特に置換元のコードと置換するライブラリや IPコア
の引数や戻り値，型等のインタフェースが異なる場合は，オフ
ロードを依頼したユーザに対して，置換先ライブラリや IPコ
アに合わせて，インタフェースを変更してよいか確認し，確認
後に実行用ファイルを作成する．
この時点で，検証環境の GPU や FPGA で性能測定できる
実行用ファイルが作成される．機能ブロックオフロードについ
ては，置換する機能ブロックが一つの場合は，その一つをオフ
ロードするかしないかだけだが，複数ある場合は，一つづつオ
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フロードするしないを検証パターンとして作成し，性能を測定
し高速な解を発見する．これは，既存ノウハウとして高速化可
能とされていても実測してみないとその条件で高速になるか
わからないためである．例えば，5つオフロード可能な機能ブ
ロックがあり，実測の結果，2番と 4番のオフロードが高速化
できた場合は，2番と 4番両方をオフロードするパターンで再
度測定を行い，2番と 4番単独でオフロードする場合より高速
となっている場合は，解として選択する．
このように，A, B，Cの処理を中心に，全体としては，ソー
スコードを解析して，機能ブロックを発見し，置換可能な機能
を発見し，ホスト側とのインタフェースを作成し，1以上のオ
フロードパターンを検証環境で性能測定を行い，高速なパター
ンを見つける．
ここで，機能ブロックをオフロードすることによる性能向上
がどの程度かは重要であり 5 節で検証する．また，A-1, B-1,
C-1の処理が基本となるが，より対象を増やすため，A-2, B-2,
C-2でどの程度，機能ブロックをオフロードできるかも 5節で
検証する．なお，実装について，FPGA の機能ブロックオフ
ロードは未実装の部分があるため，5節の評価では GPUだけ
行う．
5. 評 価
5. 1 評 価 条 件
5. 1. 1 評 価 対 象
評価対象は，IoT等で多くのユーザが利用すると想定される
フーリエ変換と行列計算処理とする．
フーリエ変換処理は，振動周波数の分析等，IoTでのモニタ
リングの様々な場面で利用されている．IoTで，デバイスから
データをネットワーク転送するアプリケーションを考えた際に，
ネットワークコストを下げるため，デバイス側で FFT処理等
の一次分析をして送ることは想定される．評価で用いる FFT
は 2048 × 2048のデータの 2次元 FFT処理を行い，FFT処
理高速化のため，CUDAの既存ライブラリ cuFFT [47]に自動
置換する事で高速化する．
行列計算処理は，機械学習分析の様々な場面で利用されてい
る．IoT，AI の普及により，クラウドだけでなくデバイス等
様々な場面で行列計算が用いられることは多いため，既存アプ
リケーション含めて自動高速化のニーズはある．行列計算処理
では，2048 × 2048の直行行列データの LU分解処理を行い，
高速化のため，CUDAの既存ライブラリ cuSOLVER [48]に自
動置換することで高速化する．
フーリエ変換，行列計算処理とも，CPU向けのオリジナル
コードは，Numerical Recipes in C [49] に記載のコードを用
いる．
5. 1. 2 評 価 手 法
機能ブロックのGPU，FPGAオフロードについては，実利用
の際はループ文オフロードと組み合わせて行う．しかし，ルー
プ文については以前研究 [33]等で評価しているため，本節では
機能ブロックの GPUオフロードだけ評価する．対象のアプリ
ケーションに対して，オフロード可能な機能ブロックを事前に
図 3 性能測定環境
DBに準備しておき，それに自動置換した際の性能を測定する．
実験の条件は以下で行う．
オフロード元：フーリエ変換アプリケーション，行列計算処
理アプリケーション
オフロード先：cuFFT，cuSOLVER
オフロード元発見手法：オフロード元アプリケーションの
コードは，コード側で外部ライブラリを呼んでおり DBの名前
照合で発見する場合と，コード側でライブラリ処理をコピーし
てコメントを入れており類似性検出ツールで発見する場合の 2
パターン準備．
比較対象：提案手法，全て CPU処理，ループ文自動オフロー
ド手法．ループ文自動オフロード手法は，[33]で，ループ文を
検知して GPUオフロードに適したループ文のパターンを，遺
伝的アルゴリズムを用いて検証環境で繰返し測定することで，
段々と高速のパターンを探索する手法である．
性能測定：フーリエ変換ではグリッドサイズ 2048 × 2048で
サンプルテスト処理，行列計算処理では 2048 × 2048の直行行
列の LU分解処理の処理時間を測定し，比較対象と比較．
5. 1. 3 評 価 環 境
利用する GPU として NVIDIA Quadro P4000 を備えた物
理マシンを検証に用いる．NVIDIA Quadro P4000の CUDA
コア数は 1792 である．PGI コンパイラはコミュニティ版の
19.4，CUDA Toolkit は 10.1 を用いる．評価環境とスペック
を図 3に示す．ここで，Clientノート PCから，ユーザが利用
する C/C++言語アプリケーションコードを指定し，Verifica-
tion Machine を用いてチューニング後，実際のユーザが使う
Running environmentにデプロイする形である．
5. 2 性 能 結 果
IoT 等で多くのユーザが利用すると想定されるアプリケー
ションとして，フーリエ変換と行列計算処理の高速化を確認
した．
図 4は以前研究 [33]でフーリエ変換の GPUでの自動高速化
を行った際の例である．各世代個体の最高性能と GAの世代数
をグラフにとり，性能は CPUのみで処理の場合との比で示し
ている．全て CPU処理と比べて GPUにオフロードして 5倍
以上の性能が実現出来ていることが分かる．
以前の結果を踏まえ，今回提案手法の実装により，どの程度
性能が改善されたかの測定結果を示す．まず，オフロード元発
見手法は，ライブラリ呼び出ししている場合でも，コードをコ
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図 4 参考：以前研究での GA 世代数に伴うフーリエ変換の性能変
化 [33]
図 5 以前研究と今回提案手法での性能改善度の比較
ピーしている場合でも，提案の DB照合及び類似性検出ツール
により，置換できている．図 5は，機能ブロックオフロードし
た際の性能が，全 CPU処理に比べて何倍になっているかを示
した表であり，比較対象である [33]のループ文自動オフロード
での性能改善も合わせて示している．図 5より，フーリエ変換
については，以前のループ文オフロードでは 5.4倍に留まって
いたのが，今回提案手法により 730倍の性能が実現できている
ことがわかる．行列計算処理については，以前研究では 38倍
に留まっていたのが，今回提案手法により 130,000倍の性能が
実現できていることがわかる．また，以前研究では，ループ文
探索に GA を用いるため数時間以上探索にかかったが，今回
の機能ブロックのオフロードについては数分で処理が完了して
いる．
6. ま と め
本稿では，私が提案している，ソフトウェアを配置先環境に
合わせて自動適応させ FPGA，GPU等を適切に利用して，ア
プリケーションを高性能に運用するための環境適応ソフトウェ
アの要素として，機能ブロックの GPU，FPGAへのオフロー
ド自動化手法を提案し，評価した．
提案した機能ブロックオフロード手法は，ソースコードの分
析から始まる．ソースコードを分析し，オフロード可能ライブ
ラリ呼び出しを DB照合で検知し，DBに登録された置換可能
な GPU用ライブラリや FPGA用 IPコアの利用に置換する．
置換された GPU，FPGA用機能を含めた形で，検証環境で性
能測定を行い，最高性能のパターンを解とする．ソースコード
分析では，より多くの置換可能機能ブロックを検索するため，
類似性検知技術を用いた，オフロード可能機能ブロックの検索
も行い，同様手法での置換，性能測定を行う．ただし，置換可
能と判定しても，引数や戻り値のインタフェースが異なる場合
は，置換可能機能の方のインタフェースと合わせて良いかを利
用者に確認する．
既存アプリケーションに対して提案手法での GPU自動オフ
ロードを行い，方式の有効性を確認した．今後は，FPGA へ
のオフロードやより多くのアプリケーションでの評価を行う．
オフロード可能な機能ブロック，ループ文を含む一般的アプリ
ケーションを，FPGA，GPU両方使える環境で適切にオフロー
ドする手法も検討する．
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