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Resumen
Las principales dificultades al momento de realizar
una bu´squeda multimedia son, por un lado, la dificultad
de los usuarios de especificar sus intereses en forma cla-
ra y como una consulta bien definida, y por otro lado, el
problema de la extraccio´n de las caracterı´sticas relevan-
tes de los objetos multimedia. Adema´s las respuestas se
ven afectadas, entre otras cosas, por la forma de repre-
sentacio´n y almacenamiento de los datos y por el costo
de la transferencia de los mismos ya sea entre distintos
dispositivos de almacenamiento en la jerarqu ı´a de me-
morias, o sobre una red. Dada una consulta al sistema,
el objetivo clave de un sistema de recuperacio´n de infor-
macio´n es recuperar la informacio´n que podrı´a ser u´til o
relevante para el usuario.
Por lo tanto, nuestra propuesta se enfoca en tratar de
mejorar las herramientas de recuperacio´n de informa-
cio´n multimedia desarrollando nuevas te´cnicas capaces
de soportar la interaccio´n con el usuario, disen˜ando nue-
vas estructuras de datos (ı´ndices) capaces de manipular
eficientemente datos multimedia y buscando representa-
ciones que reflejen ma´s adecuadamente las caracter ı´sti-
cas de intere´s de los objetos multimedia.
Palabras Claves: Recuperacio´n de Informacio´n, Bases
de Datos Multimedia, Bu´squeda por Similitud
Contexto
Esta lı´nea de investigacio´n se encuentra enmar-
cada dentro de un nuevo proyecto presentado en la
Universidad Nacional de San Luis y en el Progra-
ma de Incentivos: “Nuevas Tecnologı´as para el Tra-
tamiento Integral de Datos Multimedia”. El mismo
sera´ financiado por la Universidad Nacional de San
Luis.
Adema´s nuestras investigaciones se encuadran en
el marco de un proyecto dentro del Programa de Pro-
mocio´n de la Universidad Argentina para el Fortale-
cimiento de Redes Interuniversitarias III en los que
participa nuestra universidad junto con la Universi-
dad de Zaragoza (Espan˜a) y la Universidad Michoa-
cana de San Nicola´s de Hidalgo (Me´xico).
En este proyecto se propone avanzar en la integra-
cio´n de las investigaciones sobre adquisicio´n, pre-
procesamiento y ana´lisis de datos no estructurados y
su aplicacio´n en dominios no convencionales, con-
centra´ndose principalmente en los siguientes tipos
de datos no estructurados: texto, sonido, ima´genes y
video. Se espera que el principal aporte de esta pro-
puesta sea la incorporacio´n de informacio´n no es-
tructurada en los procesos de toma de decisiones y
resolucio´n de problemas que, normalmente, queda
fuera de consideracio´n en los enfoques cla´sicos.
Dentro de este contexto nuestra lı´nea se dedica
principalmente al disen˜o y desarrollo de ı´ndices que
sirvan de apoyo a sistemas de recuperacio´n dedica-
dos a datos no estructurados tales como: datos multi-
media, texto, etc. Se espera ası´ contribuir a estos sis-
temas disen˜ando estructuras de datos ma´s eficientes
para memorias jera´rquicas, gracias por ejemplo a la
compacticidad (el trabajar con estructuras de datos
compactas) y/o con I/O eficiente. Se pretende princi-
palmente analizar las estructuras de datos existentes,
y eventualmente proponer nuevas, para manipular y
recuperar algunos de los siguientes tipos de datos:
secuencias, textos, video, ima´genes, entre otros, es-
tudiando los problemas desde ambos puntos de vista
teo´rico y empı´rico.
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1. Introduccio´n y Motivacio´n
Es comu´n en nuestros dı´as que los sistemas de
computacio´n hagan uso intensivo de informacio´n es-
tructurada, es decir datos elementales o estructuras,
generadas con un formato especı´fico por un progra-
ma determinado. Una caracterı´stica principal en es-
tos casos, es que la estructura o formato de esta in-
formacio´n puede ser fa´cilmente interpretada y direc-
tamente utilizada por un programa de computadora,
una vez que la informacio´n es accedida desde estruc-
turas cla´sicas de almacenamiento como matrices, re-
gistros de bases de datos, etc.
Si bien la informacio´n estructurada ha sido la
principal materia prima utilizada en los sistemas
computacionales hasta la fecha el hecho de restrin-
girse al uso de este tipo de informacio´n conduce,
muchas veces, a representar una visio´n parcial del
problema y dejar fuera de consideracio´n informa-
cio´n que podrı´a ser de gran importancia para la reso-
lucio´n efectiva del mismo. En este contexto, comien-
za a reconocerse hoy en dı´a, que gran parte de la
informacio´n que se requiere para la toma de decisio-
nes y la resolucio´n de problemas de ı´ndole general
proviene de informacio´n no estructurada, principal-
mente aque´lla almacenada en forma de texto, audio,
imagen y video.
Una manera de responder eficientemente consul-
tas sobre una base de datos multimedia es usando
me´todos de acceso (ı´ndices) [11, 1, 9]. En general,
en el a´mbito de la recuperacio´n de informacio´n, se
usan ı´ndices debido al volumen de datos con el que
se trabaja.
Una forma de implementar la bu´squeda por simi-
litud en bases de datos multimedia es usando infor-
macio´n de anotaciones que describan el contenido
de los objetos multimedia. Sin embargo, este mo-
do de hacerlo no es pra´ctico en grandes reposito-
rios multimedia porque la mayorı´a de las descrip-
ciones textuales deben generarse a mano dado que
son difı´ciles de obtener automa´ticamente. Adema´s,
en general, son subjetivas y en la mayorı´a de los ca-
sos no pueden caracterizar toda la informacio´n dis-
ponible del objeto multimedia. Ma´s au´n, otra res-
triccio´n de este enfoque es que el procesamiento del
ı´ndice debe “adivinar”, dejando fijado de antemano,
cua´les clases de consultas se podra´n hacer sobre los
datos.
Un enfoque ma´s prometedor para implementar
sistemas de recuperacio´n usando bu´squeda por simi-
litud es una bu´squeda basada en contenidos, la cual
usa el dato multimedia mismo. Para calcular la simi-
litud entre dos objetos multimedia, se debe definir
una funcio´n de distancia. Dicha funcio´n mide la si-
militud, o ma´s bien la disimilitud, entre dos objetos.
El concepto de bu´squeda por similitud se pue-
de definir a partir del concepto de espacios me´tri-
cos, lo cual da un marco formal que es independien-
te del dominio de aplicacio´n. Un espacio me´trico
esta´ compuesto por un universo U de objetos y una
funcio´n de distancia d : U × U −→ R+, que satis-
face las propiedades que hacen de ella una me´trica.
Las consultas por similitud, sobre una base de da-
tos S ⊆ U , son usualmente de dos tipos:
Bu´squeda por rango: recuperar todos los elemen-
tos de S a distancia r de un elemento q dado.
Bu´squeda de los k vecinos ma´s cercanos: dado q,
recuperar los k elementos ma´s cercanos a q.
Si la base de datos S posee n objetos, las con-
sultas pueden ser trivialmente respondidas llevando
a cabo n evaluaciones de distancia. Sin embargo,
la mayorı´a de las aplicaciones requieren distancias
costosas de computar, por ejemplo, la comparacio´n
de huellas digitales, bu´squedas por contenido en ba-
ses de datos multimedia, etc. Por lo tanto, la bu´sque-
da secuencial no escala para problemas de taman˜o
medio o grande, que son los taman˜os ma´s habitua-
les de las bases de datos multimedia. Ası´ el objeti-
vo es preprocesar la base de datos, construyendo un
ı´ndice, de manera tal que las consultas puedan ser
respondidas con la menor cantidad de ca´lculos de
distancia.
Un caso particular de dato multimedia son las
ima´genes. Una imagen es un arreglo de pı´xeles que
resultan de la convolucio´n de una funcio´n sen˜al y de
una funcio´n de “rendering”. Dos ima´genes son con-
sideradas copia una de otra si tienen la misma sen˜al,
aunque tengan diferente funcio´n de “rendering”. La
recuperacio´n de ima´genes basadas en su contenido
es un aspecto fundamental de muchos problemas en
visio´n por computadora, incluyendo reconocimiento
de objetos o de escenas. Para ello se consideran ca-
racterı´sticas visuales de la imagen tal como el color,
forma, textura y capa espacial para representar e in-
dexar la imagen [3, 4, 5]. Adema´s una imagen pue-
de sufrir distorsiones geome´tricas como RST (rota-
cio´n, escalado y traslacio´n), “cropping”, perspecti-
va; distorsiones de iluminacio´n (“light distortion”,
“sunburnt distortion”), ası´ como tambie´n distorsio-
nes de calidad (“blurring” o “halftone scan-line”).
En sistemas tı´picos los contenidos visuales de las
ima´genes son extraı´dos y descriptos mediante vec-
tores caracterı´sticos multi-dimensionales.
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Por lo tanto, nuestra propuesta se enfoca en tratar
de mejorar las herramientas de recuperacio´n desa-
rrollando nuevas te´cnicas que soporten la interac-
cio´n con el usuario, disen˜ando nuevas estructuras de
datos (ı´ndices) capaces de manipular eficientemente
datos multimedia y buscando representaciones que
reflejen ma´s adecuadamente las caracterı´sticas de in-
tere´s de los objetos multimedia.
2. Lı´neas de Investigacio´n y
Desarrollo
Como se ha mencionado previamente se planea
investigar respecto de dos aspectos importantes para
los sistemas de recuperacio´n de informacio´n multi-
media: disen˜ar nuevos ı´ndices capaces de manipular
eficientemente datos multimedia y buscar represen-
taciones que reflejen las caracterı´sticas de intere´s de
los objetos multimedia.
Disen˜o de I´ndices
Un cata´logo importante de ı´ndices para espacios
me´tricos aparece en [9, 1, 11]. La mayorı´a de los
ı´ndices usan la desigualdad triangular para evitar el
ana´lisis secuencial de la base de datos. La distancia
entre la consulta y los objetos de la base de datos
puede ser estimada calculando algunas distancias de
antemano hacia unos objetos distinguidos llamados
pivotes y sin calcular las distancias reales desde el
objeto de consulta a los objetos de la base de datos
durante una bu´squeda. Otra te´cnica comu´n es inde-
xar una particio´n del espacio en regiones denomina-
das particiones compactas.
Entre todas las te´cnicas para indexacio´n en espa-
cios me´tricos son de especial intere´s las estructuras
de datos dina´micas, donde la base de datos no se co-
noce de antemano y adema´s tanto los objetos como
las consultas arriban al azar. En cambio, las estruc-
turas esta´ticas se benefician desde el conocimiento
de la base de datos, y de esta manera seleccionan los
mejores puntos de referencia para una estructura de
datos determinada.
En particular es de intere´s mejorar el desempen˜o
de ı´ndices dina´micos jera´rquicos (a´rboles), que es el
caso de algunos de los ı´ndices para espacios me´tri-
cos. Estos ı´ndices dina´micos, en general, se constru-
yen incrementalmente vı´a inserciones. De tal mane-
ra, la raı´z del a´rbol es el primer objeto que llega, y
esto se repite recursivamente en cada nivel del a´rbol.
En esta lı´nea se ha propuesto una te´cnica donde el
“buffering” logra un buen compromiso entre una es-
tructura esta´tica construı´da con toda la informacio´n
necesaria y una dina´mica con conocimiento local de
los datos. Entonces, en lugar de elegir al primer ele-
mento como la raı´z, se demora la seleccio´n hasta
que hayan arribado suficientes elementos para estar
en condiciones de realizar dicha seleccio´n, y de esta
manera se toma una decisio´n en base a ma´s infor-
macio´n. Dado que las consultas arriban a un ritmo
desconocido, para mantener el dinamismo es nece-
sario contar con un ı´ndice que responda a las con-
sultas con mejor desempen˜o que la te´cnica de fuerza
bruta. La idea ha sido, entonces, dar una estructura
propia al “buffer” de manera que fuera capaz de res-
ponder consultas. Es por ello que el ı´ndice del “buf-
fer” deberı´a ser ra´pido y eficiente. En este sentido,
se han analizado dos elecciones posibles: la primera
fue usar un ı´ndice del mismo tipo como estructura
del “buffer”, reconstruyendo una vez que el “buffer”
estuviera completo. La segunda alternativa fue usar
otra estructura de datos, como AESA [10], donde se
asume el conocimiento completo de las distancias
entre los elementos del “buffer”. Para este propo´sito
se han analizado diferentes estrategias de seleccio´n
de la raı´z.
Esta te´cnica provee un marco adecuado para di-
sen˜ar estructuras de datos dina´micas estables. Por lo
tanto, tener un “buffer” en todos los niveles de una
estructura jera´rquica deberı´a ser u´til cuando se di-
sen˜an estrategias de ruteo para guiar las bu´squedas,
lo cual aparece como un a´rea promisoria de investi-
gacio´n.
Representacio´n de Objetos Multimedia
Un enfoque ma´s prometedor para implementar
sistemas de recuperacio´n usando bu´squeda por simi-
litud es realizar una bu´squeda basada en contenidos,
la cual usa el dato multimedia mismo. En este caso
para calcular la similitud entre dos objetos multime-
dia, es necesario definir una funcio´n de distancia.
En muchos casos para modelar la similitud de ob-
jetos multimedia se transforman los objetos en pun-
tos de un espacio vectorial, el cual es un tipo par-
ticular de espacio me´trico. Luego de definir ciertas
caracterı´sticas de intere´s para los objetos, se extraen
valores nume´ricos para ellas desde los objetos mul-
timedia y se construye un vector de caracterı´sticas
o descriptor, generalmente de alta dimensionalidad.
Sobre espacios vectoriales se han definido numero-
sas funciones de distancia; por ejemplo: la distancia
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Euclidiana.
Ambos enfoques de la bu´squeda por similitud tie-
nen sus ventajas y desventajas. En el caso de los es-
pacios me´tricos, la funcio´n de similitud (la distan-
cia) normalmente mide el mı´nimo esfuerzo (costo)
necesario para transformar un objeto en otro (como
en el caso de la distancia de edicio´n entre cadenas
de sı´mbolos, que mide el nu´mero mı´nimo de inser-
ciones, eliminaciones o reemplazo de caracteres ne-
cesario para transformar una cadena en otra). Por lo
tanto, es necesario resolver un problema de optimi-
zacio´n. Aunque e´sta es una manera formal de definir
la similitud entre objetos, dependiendo de los tipos
de datos multimedia reales la funcio´n de similitud
puede ser muy compleja y puede no siempre satisfa-
cer las propiedades de una me´trica (lo cual es impor-
tante con vistas a la posterior recuperacio´n a trave´s
de la indexacio´n).
En el caso de espacios vectoriales existen mu-
chas funciones me´tricas disponibles que son fa´ciles
de calcular, y los vectores de caracterı´sticas poseen
propiedades geome´tricas que se pueden usar para
mejorar la indexacio´n del espacio. Sin embargo, no
siempre esta´ claro cua´les caracterı´sticas deben ex-
traerse para obtener una buena representacio´n de los
datos multimedia originales. Una solucio´n pra´ctica,
que proviene del a´rea de procesamiento de sen˜ales,
recurre a la utilizacio´n de transformaciones nume´ri-
cas, tal como las transformadas de Fourier o de Wa-
velet. Si los datos se pueden representar por medio
de una sen˜al, la transformacio´n da los coeficientes
de una funcio´n base (es decir, funciones de base si-
nusoidal en el caso de la transformada de Fourier)
cuya combinacio´n lineal produce la sen˜al original.
Algunos de los coeficientes obtenidos se usan para
formar los vectores de caracterı´sticas.
Dependera´ realmente de la aplicacio´n final cua´l
de ambos modelos deberı´an usarse. El enfoque ma´s
pra´ctico, como ya se menciono´, es modelar los datos
multimedia como un espacio vectorial. Sin embargo,
el enfoque de espacios me´tricos puede ser tambie´n
u´til si la similitud satisface las propiedades de una
me´trica, debido a que una funcio´n de distancia defi-
nida por expertos para un tipo de datos multimedia
especı´fico puede modelar la similitud mejor que el
enfoque de vectores de caracterı´sticas.
Cuando los datos multimedia se han modelado co-
mo un espacio me´trico o como un espacio vectorial,
la bu´squeda por similitud se reduce a una bu´squeda
de objetos o puntos cercanos en el espacio.
3. Resultados Obtenidos y
Esperados
Se ha podido comprobar experimentalmente que
las estrategias de “buffering” mejoran la performan-
ce de una estructura de datos dina´mica [2]. Se selec-
ciono´ como caso de estudio el A´rbol de Aproxima-
cio´n Espacial Dina´mico [7] y se obtuvo una mejora
sistema´tica en los costos de las consultas usando un
“buffer” en el primer nivel del a´rbol.
En particular, se ha podido verificar que esta es-
tructura es mejor que su versio´n esta´tica [6], porque
deja como “vecinos” de un nodo algunos objetos ale-
jados. Es decir, que en algunos casos parece permitir
avanzar en la exploracio´n espacial con “pasos ma´s
grandes” al pasar a los vecinos de un nodo. Es por
esto que ahora se pretende analizar el efecto de ele-
gir como vecinos de un nodo una muestra de objetos
cercanos y lejanos. Si se clasificaran los objetos por
distancia a la raı´z, usando la informacio´n del histo-
grama de distancias a ella, se podrı´a elegir con esa
misma densidad a los vecinos: muchos donde el his-
tograma sea denso y pocos donde el histograma sea
ralo. Se espera que mediante esta estrategia se mejo-
re, au´n ma´s, el desempen˜o de este ı´ndice y que esto
pueda extenderse a otros ı´ndices jera´rquicos.
En este mismo sentido, se espera conseguir ver-
siones de estos ı´ndices que permitan trabajar con
grandes volu´menes de datos y por lo tanto sean di-
sen˜adas especı´ficamente para trabajar en memoria
secundaria.
Respecto a la representacio´n de datos multimedia,
en particular sobre ima´genes, un problema abierto
corresponde a la construccio´n de una distancia que
permita identificar ima´genes completas [8]. Es de-
cir, el estado del arte ([3, 4, 5]) permite identificar
puntos de intere´s que son semejantes; pero esto es
so´lo un paso para poder identificar ima´genes com-
pletas que contienen muchos puntos de intere´s. Por
lo tanto, para una imagen se desea llegar a deter-
minar los puntos de intere´s de la misma, que sean
invariantes a distorsiones. Entonces, el conjunto de
estos puntos de intere´s para una imagen formarı´an
su representacio´n, donde los diferentes puntos de in-
tere´s serı´an a su vez vectores. Luego, la recuperacio´n
basada en contenido considerara´, como ima´genes si-
milares, a aquellas ima´genes donde haya semejanza
entre los grafos que se forman con los respectivos
conjuntos de puntos de intere´s. Para ello uno de los
objetivos consistira´ en poder determinar una funcio´n
de distancia entre los respectivos grafos de puntos de
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intere´s.
4. Formacio´n de Recursos
Humanos
Considerando la importancia de formar profesio-
nales que puedan contribuir al desarrollo de sistemas
de recuperacio´n de informacio´n multimedia, dentro
de esta lı´nea de investigacio´n se esta´n formando los
siguientes docentes:
Trabajo Final de Licenciatura en Ciencias de
la Computacio´n: un alumno esta´ desarrollando
su trabajo final sobre el disen˜o e implantacio´n
de un ı´ndice dina´mico para bu´squedas por si-
militud en espacios me´tricos especialmente di-
sen˜ado para memoria secundaria. Este trabajo
se esta´ realizando gracias a una Beca Estı´mulo
de la Facultad de Ciencias Fı´sico Matema´ticas
y Naturales de la Universidad Nacional de San
Luis.
Tesis de Maestrı´a en Ciencias de la Compu-
tacio´n: uno de los integrantes esta´ desarrollan-
do su tesis de Maestrı´a sobre el tema de recu-
peracio´n de ima´genes.
Tesis de Doctorado en Ciencias de la Compu-
tacio´n: uno de los integrantes se encuentra de-
finiendo su plan de doctorado sobre temas de
disen˜o y optimizacio´n de ı´ndices para realizar
bu´squedas por similitud en espacios me´tricos.
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