We present a hybrid approach to the problem of Arabic text summarization. Our approach focuses on segment extraction and ranking using heuristic methods that assign weighted scores to segments of text. Also, we use a text categorization system and the Arabic WordNet to identify the thematic structure of the input text in order to select the most relevant sentences obtained from the statistical analysis process. We use a tokenizer, a stemmer and other statistical tools borrowed from traditional information retrieval to identify relevant segments in the text. The source document is segmented into its major units (title, paragraphs and lines) and then, text-lines are interpreted to extract relevant segments for inclusion in the summary. The summarization system was tested by 1200 human evaluators, who were each given a copy of a newspaper article and a system-generated summary and asked to classify them as "rejected," "not-related," "satisfactory," "good," or "accepted." 76.92% of the summaries were judged to be "good" or "accepted" and 92.34% were judged to be "satisfactory," or "good," or "accepted." These results confirm the viability of using this hybrid approach to tackle the problem of Arabic text summarization.
Introduction
Automatic Text Summarization (TS) aims to reduce the size of a text document to a few paragraphs that include the main theme of the source text.
One major approach that has been successfully tried to solve the TS problem for English is to identify significant sentences of the source text while eliminating the least significant ones [1] . To do this properly, the TS system needs to do morphological, syntactical, and semantic analysis, discourse processing and grouping of the text content using world knowledge. For this reason, TS is considered one of the most difficult problems in Natural Language Processing (NLP).
Related work
Many types of text summaries have been discussed in the literature. Depending on the required application and the user's needs, the target summary can be one of the following types: indicative, informative, topic-oriented, generic, an extract, an abstract, a single-document summary or a multiple-document summary [2] [3] [4] [5] . Approaches to TS have been around for more than 50 years [6] . Advances in NLP tools encouraged researchers to tackle the TS problem using many approaches such as: sentence selection and reduction [7] , machine learning techniques [8, 9] , using an ontology and lexical chains [10, 11] .
However, TS overlaps with many NLP fields. Lately, it has been used with conventional Information Retrieval (IR) search engines to help users navigate quickly through retrieved documents without the need (sometimes) to open the retrieved text [12] . Other NLP applications could also benefit from automatic TS, such as: Information Extraction (IE) [13] , Text Classification (TS) [14] , Question Answering (QA) [15] , Natural Language Generation (NLG) [16] and Engineering Information Management (EIM) [17] .
Motivation
The Arabic language is highly inflected with a complex morphology compared with English. NLP applications for Arabic such as information retrieval, information extraction, question-answering, and text summarization require complex language processing, which include: tokenization, stop-word removal, stemming and part of speech tagging (POST). Research in Arabic NLP is very limited due to the lack of open-source tools and resources (e.g. corpora, morphological analyzers, part of speech taggers, thesaurus, online dictionaries, etc.) as compared to other languages, especially those using the Roman alphabet.
Attempts to solve the Arabic TS problem have been very limited and can be summarized as follows: Sobh, Darwish, and Fayek [18] described an Arabic extractive text summarization system that integrates Bayesian and Genetic Programming (GP) classification methods in an optimized way to extract the summary sentences. Schlesinger et al. [19] described a system named CLASSY, which can be used for Arabic/English multi-document summarization. Douzidia and Lapalme [20] implemented an Arabic TS system named "Lakhas" (to summarize) based on sentence extraction and machine learning algorithms.
In previous work, we attempted to solve the Arabic TS problem based on queries submitted by users [21] . The summarizer, guided by the query vector, applied a cosine similarity measure to extract the sentences that were relevant to the query. Sentences were ordered based on their appearance in the original document and then fused together to output the summary [21] .
In this paper, we investigate a hybrid approach to solving the Arabic TS problem. It is based on text extraction techniques coupled with a topic identification technique. Similar approaches have been successfully applied to the English single-document summarization (SDS) task [22] [23] [24] . Here, we attempt to generate text summaries in Arabic text of high quality and to better understand how to improve the process of Arabic TS. To produce Arabic text summaries from HTML documents, we used a tokenizer, a stemmer and other statistical tools borrowed from traditional IR to identify relevant segments of the source text. Also, we used an Arabic text classifier implemented by Mesleh [25] and the Arabic WordNet [26, 27] to identify the thematic structure of the input text in order to select the most relevant sentences of the input text for inclusion in the summary. We provide an example and we present the results of an experiment in which we gave human evaluators the input articles and the summaries output by the system and asked them to judge whether those summaries were acceptable or not.
All our findings in this paper are backed by the analysis of experiments that we performed with the help of 1200 human evaluators. The participants were students at the University of Jordan majoring in Arabic literature, humanities and information technology. In addition, we had a group of K-12 school teachers, who had returned to the university for a year of training in using information and communication technology in education (ICTE). In organizing this test of our system, in addition to discovering its overall acceptability, we set up the following two hypotheses: (H1) There will be a significant difference between participants majoring in information technology and participants majoring in Arabic literature and humanities pertaining to their perception of an automatic Arabic text summarization system. (H2) The K-12 teachers have a favorable attitude towards using ICT in education and they will have a more positive response than other students to computer applications that can be used in the classroom.
The rest of the paper is structured as follows: in Section 2, we briefly introduce the structure of the Arabic TS system. In Section 3, we explain our methodology. Section 4 reports an experimental evaluation of our approach and, finally, Section 5 presents our conclusions and future research avenues. Figure 1 presents a functional view of the architecture of our Arabic TS system. The main task of the system can be summarized as follows: given an Arabic document as an input, produce a short summary from relevant sentences that thematically represent the main theme of the original text. The task can be accomplished under the following four assumptions: (A1) Very low frequency terms and very high frequency terms (stop words) are not significant. (A2) The most frequent terms in a document are defined as thematic terms repeated throughout the text. (A3) When thematically related terms are found within a sentence then this sentence is a potential candidate for inclusion in the summary. (A4) Some sentences repeat some of the information presented in other sentences and hence, they can be omitted. The basic summarization process our system follows can be broken down into seven steps:
System Overview

Methodology
In this section we describe our methodology for Arabic text summarization.
Segmenting the input articles into paragraphs, Text-lines and words
In previous work we designed and implemented a tokenizer capable of extracting tokens with an accuracy close to 96% [28, 29] . In this early step, we used the tokenizer to segment the source input into title and paragraph chunks (as indicated by the HTML <title> and <p> tags respectively). although this is not always the case, we assumed that the input text is structured using <p> tags. Paragraphs are then extracted and segmented into text-lines and terms.
Identifying sentences in Arabic is not an easy task. This is mainly due to the morphological complexity of the language, missing punctuation marks (i.e. ".", "،"), and the fact that sentences do not start with capital letters (as in English, for example). Information about paragraph numbers and line numbers within the paragraphs is stored and used in the final phase to preserve the order of the relevant text fragments to be included in the summary. The rationale behind this step is to extract the structure of the document and to eliminate all the extra information added to the text for formatting purposes such as tags and special marks.
Assigning scores to text segments
Our system uses four types of heuristic functions to extract the relevant text segments. These functions have been tested on the English language [1, [22] [23] [24] 30] . They include: sentence position, sentence length, term frequency, inverse document frequency (tf.idf) and similarity to the title. By using these heuristics, we attempt to capture the way humans tend to write articles.
Again, although this is not always true for all types of articles (e.g. scientific articles), it is a common practice for writers to enhance their text articles with rich opening paragraphs and to wrap up the discussion with strong closing ones. To capture the semantics, we use another scoring function based on identifying the thematic structure of the text using a text classifier [25] and AWN [26] . By doing this, we can select the thematic sentences that best preserve the original theme of the text to include in the summary.
Line position
The first heuristic function uses the line position to determine the significance of sentences within lines. This function is based on the hypothesis that text-lines at either the beginning or at the end of the source document are more important than those in the middle. The initial score (S) for each text-line (L) is 0 then the score of the i th line (L i ) is modified by Eq. (1):
where i is the line position, and n is the number of lines in the article. In this case the first line and the last line of the input document will be assigned a score = 1.
Line length
The second scoring function uses two methods to determine the significance of text-lines in terms of length. The first returns the length of each line (L i ) relative to the maximum length of the line (L max ). In our experiments, we fix the maximum length threshold (L max ) of a line to 10 words (of course, after removing the stop words). The decision on (L max ) was made based on experiments and analysis of Arabic documents taken from news articles available on the Web. The score of each line can be written as in Eq. (2):
The second method sets the minimum length threshold (L min ) of a line to 5 words (excluding stop words). The negative value indicates a penalty score for textlines shorter than the fixed threshold. The new scores can be modified by Eq. (3):
Term weighting
The third scoring function is based on term frequency (tf ) and inverse document frequency (idf ). The intuition behind using the weight tf.idf is to indicate the contribution of that term to the meaning of the whole document [31] . The hypothesis here is that lines containing terms with high scores are more significant to the article and more likely to be relevant. On the other hand, words with insignificant meaning (i.e., stop-words) are removed.
To extract text terms, we applied a tokenizer specified in [29] to capture the words of the text. The tokenizer failed in some cases, such as compound nouns, for example: the proper name token ( ) ‫ا‬ will be tokenized into two tokens: ( ) and ( ‫.)ا‬ It also fails in some cases where a white space is missing. This can happen when the first word ends with a character that does not change shape when followed by a second word. For example, the two tokens " " (new bridge) will be identified as one token. This is because the word " " ends with the letter ‫,"ر"‬ which does not change shape when followed by the letter ‫"ج"‬ of the word " ".
After eliminating the stop-words, a method is applied to calculate the (tf.idf ) score for each term (t). The method counts the term frequency (tf ) and the paragraph frequency (pf ). Here we assume that each paragraph is modeled as a vector in the space of all document terms [32] . Then the weight of a term t for a paragraph p is written as in Eq. (4):
where PN is the number of the paragraphs in the source document and Pf is the number of paragraphs containing the term t. Once the weights have been computed for each term, our system calculates the Euclidean normalization for (tf.idf ) weights for all words in the extracted paragraphs. The Euclidean value for each paragraph is given by Eq. (5):
While the normalized weight (w norm ) can be written as in Eq. (6):
Finally, the score for the i th line (L i ) in each paragraph is calculated as in Eq. (7):
Relatedness to the title keywords
The fourth scoring method uses the title keywords. Usually the title of the document contains words that indicate some of the main theme of the document. Correct use of keywords in the title of a web page is extremely important and can make a significant difference in terms of the ranking of results by the search engine. Current search engines use the title's keywords, among other factors, as a proximity measure to assign a relevancy score for web pages [33] .
The basic idea behind the title keyword method is that the greater the number of words in a line segment that match those in the title, the more significant is that segment. The method estimates the similarity between the title keywords (t i |T) and the line keywords (t j |L i ) using the normalized (tf.idf ) weights (w norm ) (excluding the stop-words). This score is given by Eq. (8):
At this point, lines with top scores can be assigned positive S title scores while the remaining ones are penalized with negative scores.
Total line scoring
At this point in the analysis, our system calculates a score for each line-sentence and ranks them all in descending order of scores. The final statistical score is an integration of the values of the scoring functions using the formula in Eq. (9):
In this experiment, we set all α i to 1. In future research, we plan to experiment with different values of α (∑ α i =1) to examine the impact of each individual score on the final score.
Example-1
The following example (given in Table 1 ) illustrates how we applied the previous statistical measures to summarize an Arabic article about sports. English translations of the article and the summary produced are given in Appendix (A).
First, we implemented a segmentation tool to break the input text into small chunks (title, paragraphs, lines and words). This tool identifies boundaries of paragraphs, text-lines and words. Table 2 shows the text as paragraphs and textlines. This tool has been used in a QA system [29] to break the text into equivalent pieces to extract answers for Arabic questions. Table 3 shows the statistical scores assigned to each line using the first approach. Here, the negative scores are penalty scores while the shaded rows are the potential text-lines with the highest scores that are likely to be included in the summary. 
Other filtering techniques
The statistical scoring methods that we have applied to sentences so far are solely based on word distributions in the document. Here, we present another technique that we used to filter the potential text-lines (i.e., lines with the highest scores obtained from applying previous methods) that will be included in the final summary. This technique is based on using an Arabic classifier and AWN. The following sections explain these approaches.
Identifying the main topic of the document
To identify the main topic of the input document, we used an Arabic Text Classifier implemented by Mesleh [25] . This classifier uses the well known χ 2 statistic (Chi Square method) [34, 35] as a feature selection method in the preprocessing step and implements the Support Vector Machine (SVM) [36] text classification technique for Arabic language articles. Compared with other classifying techniques applied to Arabic text, this classifier [25] achieved classification effectiveness close to (89%). Mesleh [25] used 9 categories and 1445 documents to test his classifier. Each category is represented by a vector calculated by using the χ 2 statistic's Chi feature selection method. The idea of the feature selection is to take just the most discriminating features into account. Our approach to identifying the main theme of the document is based on the following three steps:
(1) Identifying the category of the document and hence, identifying the corresponding vector (set of features) used to classify the document in the SVM system. (2) Analogous to the previous step we use this vector and the classifier to assign scores to the text-lines. (3) If the line is classified using this category; it gains a (+1) score else it is penalized with a score of (-1).
Finally, the score of the text-line is modified by Eq. 10:
Identifying conceptual relations between words
For better summarization results, we have to consider the synonymy and hypernymy-hyponymy relations between terms [37, 38] . This kind of semantic relation can help us to extract more generalized information from documents. Without understanding this kind of relation, there is no way to generalize similar terms like ‫رج‬ (modaraj) stadium, ‫ر‬ (jomhour) audience, ‫م‬ ‫ةا‬ ‫آ‬ (korat alkadam) football to their common hypernym ‫ر‬ (reyadah) sport. Our next step is to use a conceptual thesaurus to identify these types of relations within the line-sentence. Here we attempted to use the (AWN) thesaurus, which is a free lexical resource for Modern Standard Arabic [26] , to treat synonyms like "automobile" and "car" as the same feature.
Again if the line contains concepts from AWN then the line gains a (+n) score, where n is the number of concepts identified.
Elimination of redundant text-lines
The last step before generating the summary is based on using a method to eliminate redundant lines (i.e., lines that repeat some of the information presented in other lines). For this purpose, we used a word count function, a light stemmer and AWN to check for word synonymy. This method compared the content of the candidate lines (i.e., lines with the highest scores) based on their position in the original text and omits the redundant ones as demonstrated in the following example: 
The meeting included the ratification of the designation of the Holy City as the capital of Arab culture and emphasized the Arab and Islamic identity of Jerusalem
The previous example clearly shows that L y includes the crucial information about L x and L y presents additional content to the reader and hence L x can be omitted from the final summary as indicated by Eq. 11:
Choosing sentences to include in the summary
At this point in our work, we are ready to fuse the text-lines with the highest scores to be included in the final summary. The remaining question is how much we should include in the summary. The answer to this question depends on the size of the summary to be reduced. Typically, a compression ratio (CR) for extractive summaries is either specified in advance or computed. Based on the criteria used in SUMMAC [2] , the size of the summary produced can be very short (a headline) or relatively short (20% of the original document size) or long (40% of the document size). Previous studies on text summarization also determined that reducing the number of text-lines in the generated summary by increasing the compression ratio comes at a cost [1, 2, 3, 19, 20] . Although a short summary saves the reader's time, this will be at the cost of losing some important lines in the compression process.
In this experiment we fixed the compression ratio at 40% of the original document. The rationale behind this CR value is that we wanted to generate a summary that includes the most important information and preserves the coherence of the original document. Finally, our system selected the lines with the highest scores until the 40% ratio is reached. The selected lines were then ordered according to their position in the original text. The last step was essential to preserve text coherence so that the user can quickly understand the summary. In the future, we plan to retest our system by using compression ratios of 10% and 20% of the original document.
The final scores applied to text-lines based on our hybrid approach are given in Table 4 while Table 5 shows the summary extracted by our system from the Arabic article about sports given in example-1. 
Experiments and Results
In this section we will present our research on the evaluation of the summaries produced by our hybrid approach.
Setting the testing environment
The test set that we used to test our system was composed of 40 Arabic HTML newspaper articles spanning different topics in: sports, religion, economics, education, and politics. The articles were downloaded from local newspapers published in Jordan. The average length of an article varied from a few paragraphs to one full letter-sized page. After our system produced a summary for each article, the <article, summary> pair was printed 30 times on a copy machine. Finally, we had a total of 1200 <article, summary> pairs. This gave us one test set article along with its summary for each participant to score.
Evaluation methodology
The final global evaluation of text summaries may use intrinsic or extrinsic tests [39] . An intrinsic evaluation test looks at the quality of summary in itself (is it clear and understandable? does it mention the main topics of the original article? does it report them correctly?), while an extrinsic evaluation test looks at the usefulness of the summary in some other task. For the time being, we focus on the intrinsic method to assess the readability and the informativeness of the Arabic summaries produced by our system based on human evaluators using the evaluation criteria that we will explain in the next section.
Human evaluators
To determine the effectiveness of our hybrid method, we determined to evaluate the summarization results using human subjects. We contacted the deans of three colleges at the University of Jordan and informed them about our system and the experiments that we needed to run. We asked them to motivate their students to participate. All our findings are backed by the analysis of these four experiments that we performed with the help of human evaluators. Table 6 shows the four groups of 300 participants who agreed to evaluate our system. The evaluators were students at the University of Jordan. They had good reading and comprehension skills in Arabic and they varied in their educational levels. Their majors included: Arabic literature, humanities and information technology. In addition, we had a group of K-12 school teachers, who had returned to the university for a year of training in using information and communication technology in education (ICTE). The variation among the evaluators in terms of their majors of study, educational levels and interests was very important to our goal of obtaining a valid experimental verification of our system. This is because a good summary needs to make sense to people with different backgrounds and interests. The variation among the evaluators helped us to understand the differences in their linguistic skills and to interpret and measure what they expected from an Arabic summarization system.
Running the experiments
The evaluation process was performed during the first 15 minutes of the lecture where each typical lecture has a 30-40 students in average. For each group of participants (300 students) we attended from 8-10 sessions to collect the results. Each evaluator received one of the 40 original articles along with the summary extracted by our system. We asked the evaluators to read carefully through the article and the summary and then to provide a score between 0-4 for the summary based on the following scale: 0=rejected, 1=not-related, 2=satisfactory, 3=good and 4=accepted. Descriptive statistics (percentages) were computed for the analysis of data and interpretation of results. Table 7 shows the detailed results obtained from the participants for their judgments of the 40 summaries produced by our systems. 
Results and discussion
The results obtained from the four groups of evaluators are depicted in Table 8 . Table 9 shows the overall performance of our hybrid system. Here, before we discuss our analysis and interpretation of the results, we can draw the following three conclusions: (C1) The system works sometimes at least. (C2) If we count a summary as successful, if the human evaluators evaluate it as good or as accepted, then the overall performance of the system is 76.92%. (C3) If we count a summary as successful, if the human evaluators evaluate it as satisfactory, good or accepted, then the overall performance of the system is 92.34%. Table 8 . Overall performance of each group as obtained from the human evaluators. Table 8 summarizes the evaluation results obtained from the 1200 evaluators (divided into 4 groups) who agreed to test our system. The details were also given in Table 7 . In the next sections we explain our findings in more detail. Now let's take a look at the first row of Table 8 and try to explain the results obtained from the Arabic majors (total of 300 testers). Seven testers of this group (2.33%) marked some of the forty summaries as rejected. Table 7 shows the summaries rejected by this group as follows: 2 testers rejected summary #4, 4 testers rejected #11 and 1 tester rejected #15. In addition, 19 testers (6.33%) marked some <article, summary> sheets as not-related, 35 testers (11.67%) assigned a satisfactory score, 129 testers (43%) assigned a good score and 110 testers (36.67%) assigned an accepted score. The overall judgments by the Arabic majors are (79.67%) as calculated in Eq. 12:
Overall judgments by the Arabic major ൌ ‫݀݃%‬ ‫݀݁ݐ݁ܿܿܽ%‬ (12) Now if we count a summary as successful, if the human evaluators from the Arabic major evaluate it as satisfactory, good or as accepted, then the overall judgments by the Arabic majors are (91.34%) as calculated in Eq. 13:
Overall judgments by the Arabic major ൌ ‫ݕݎݐ݂ܿܽݏ݅ݐܽݏ%‬ ‫݀݃%‬ ‫݀݁ݐ݁ܿܿܽ%‬ (13) The results from the other groups can be obtained in a similar way from Tables 7  and 8 .
Results obtained from groups majoring in Arabic literature and humanities
During the past five years, the University of Jordan started to offer a new obligatory computer skills course (CIS 1902102) for humanities students. The aim of teaching this course was to engage students majoring in Arabic and English literature, social sciences and humanities in the new technology and to change their attitudes towards using computers in their lives and their careers.
When we picked the Arabic literature group and the humanities group as well, we picked them for two main reasons. First, courses in the two majors are delivered and taught in Arabic language and therefore the students have good reading and comprehension skills in Arabic. Second, they must do a lot of reading every day and therefore we expected that they will develop a positive attitude towards a system that can produce short summaries for them. The overall performance of the Arabic group evaluators (79.67%) was relatively close to the results obtained from the humanities group evaluators (77.34%).
After taking a close look at the data of Table 7 , we found that both groups have rejected 17 <article, summary> sheets out of the 24 that have been marked as rejected by at least one evaluator. Also, they marked 35 <article, summary> sheets as not-related. By taking another look at the summaries that were among the most rejected/not-related ones, which were (#4, #11 & #20), we found that their original articles were poor in terms of text organization and subjects and therefore their summaries were bad. Table 10 shows the most frequently rejected summaries. One weakness of the text extraction approach is that the quality of the summary is very dependent on the organization of the original article. However, the results obtained from the Arabic and the humanities groups were satisfactory and promising.
Results obtained from the information technology group
The information technology group, on the contrary, developed a negative perception towards the text summarization system. First, their major courses are conducted in English and they may not appreciate a system that can generate Arabic text summaries. Second, they have shown a negative attitude towards the TS system as they were expecting to see the generation of new text rather than just text extraction. The overall judgments performance obtained from this group were 65.33% and it was the lowest among the groups. Table 8 shows that the overall judgments obtained from the Arabic literature group (79.67%) and the humanities group (77.34%) were much more favorable than the results obtained from the information technology group (65.33%). A recent study by Focquaert et al. [40] argued that individuals majoring in sciences possess a cognitive style that is more systemizing-driven than empathizingdriven, whereas individuals majoring in humanities possess a cognitive style that is much more empathizing-driven than systemizing-driven.
If we compare the IT majors with the Arabic literature and humanities majors, and restrict our definition of success just to the categories good and accepted, classifying satisfactory summaries with those labeled as rejected and not-related then we see that IT majors find the summaries to be successful 196 times and unsuccessful 104 times. (There were 196+104=300 summaries classified by the IT majors). The Arabic literature and humanities majors, on the other hand, classified summaries as successful 471 times and unsuccessful 129 times. (A total of 471+129=600 summaries were classified by the Arabic and humanities majors.) For this distribution, χ 2 = 17.39 and so this difference is significant at the 0.001 level.
Suppose we ask the same question about significance when the satisfactory category is included in the group of successful summaries. In this case, the difference is not significant. We could have expected this result, if we had looked carefully at the numbers in Table 8 . The number of summaries classified as rejected or not-related by the Arabic and humanities majors was 26 in both cases, whereas the IT majors between them placed 27 summaries in the rejected and not-related categories. That is, the IT students behaved a lot like the others when it came to classifying summaries as rejected or not-related, but they behaved quite differently when it came to the satisfactory designation, classifying many summaries as satisfactory that the Arabic and humanities majors classified as good or even accepted.
So it can safely be concluded that students majoring in Arabic literature and humanities demonstrate favorable attitudes towards a computer system that can generate short Arabic summaries compared to information technology majors and hence our first hypothesis of the study is accepted.
Results obtained from the K-12 teachers group
Our last group is the K-12 school teachers, who had returned to the University of Jordan for a year of training in using information and communication technology in education (ICTE). During the training program, the participants were exposed to computers and software solutions to change their attitudes about integrating technology in the curricula. The overall judgments given by this group (85.33%) were the highest among the four groups.
Findings:
If we compare the school teachers with the other three groups, and restrict our definition of success again just to the categories good and accepted, classifying satisfactory summaries with those labeled as rejected and not-related then we find that the school teachers rate the summaries as successful 256 times and unsuccessful 44 times. (There were 256 + 44 = 300 summaries classified by the school teachers.) Combining the results from the other three groups, on the other hand, we see that the undergraduate students classified summaries as successful 667 times and unsuccessful 233 times. (A total of 667 + 233 = 900 summaries were classified by the undergraduates.) For this distribution, χ 2 = 15.348, and the probability p < 0.001 that these values could happen by chance. In other words, there is a significant difference between the behavior of the school teachers and the others.
Suppose we ask the same question about significance when the satisfactory category is included in the group of successful summaries. In this case, we find that the school teachers rate the summaries as successful 287 times and unsuccessful 13 times. (There were 287 + 13 = 300 summaries classified by the school teachers.) Combining the results from the other three groups, on the other hand, we see that the undergraduate students classified summaries as successful 827 times and unsuccessful 79 times. (A total of 827 + 79 = 900 summaries were classified by the other students.) For this distribution, χ 2 = 5.666, and the probability p < 0.05 that these values could happen by chance.
It can safely be concluded that the K-12 teachers demonstrated the most favorable attitudes towards a computer system that can generate short Arabic summaries and hence our second hypothesis of the study is accepted.
Conclusion and Future Work
We have presented a hybrid approach to the automatic summarization of Arabic text. Our system uses methods combining extraction of relevant segments from the source document by analyzing the thematic structure of the document using a classifier and conceptual thesaurus. We have described the techniques we used to implement our method and we carried some experiments to show the viability of our approach. In this research, we have accomplished several goals. First, we built a text summarization system that processes Arabic documents and provides a short summary.
Secondly, because of the lack of public-domain tools for Arabic compared to what is available for English, we have developed a set of handy tools to carry out our experiments and to conduct future research in Arabic NLP. The tools include a passage extractor, a tokenizer and a light stemmer, which are useful for many applications. We plan to make these tools available for downloading from our website.
Finally, we obtained comprehensive evaluations from human assessors and the results validate our approach. The feedback we obtained during the evaluation process helped us to draw some ideas for improving the performance of our system and opened some research avenues in the future. We still believe that the interpretations of the results obtained under our assumptions need more investigation and supporting theories. Another way of doing intrinsic evaluations for English summaries, is by using ROUGE [41] , which is a free-of-charge package used for automatic evaluation of summaries by determining the quality of a summary compared to ideal summaries created by human subjects. In future research, we plan to use ROUGE after we translate the Arabic summaries of our system and the summaries we get from human assessors into English. For the extrinsic evaluation test, we also plan to re-assess the performance of the QARAB system, which is a question answering system for Arabic designed and implemented [29] , to answer questions from the Arabic summaries produced by our hybrid system. We hypothesize that the summarization approach we presented in this paper might be able to produce more accurate answers since the irrelevant information in the source documents is eliminated. Table A2 . Summary of example-1 produced using our hybrid approach.
Spain is the best team for 2009
The International Federation of Association Football "FIFA" granted the best team award to Spain after winning 15 games out of 16 in 2009, Brazil and Algeria achieved the best results compared with the previous year as each team gained an extra 322 points. The only loss Spain had was when it played against the United States during the Confederation Cup Semifinals. Algeria, which has qualified for the World Cup finals, achieved its best place since the beginning of the classification in 1993. Algeria was qualified for the third time in its history after 1982 and 1986, Spain ended this year with 1627 points and was at the top ranking according to the International Federation on Wednesday. Spain was one step ahead of Brazil (1568) points, while the Netherlands was in the third position with 1288 points.
