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Necessary and sufficient conditions on the coefficients of the general linear, 
homogeneous, n-th order, ordinary differential equation are obtained, so that 
it can be carried, by a transformation of the independent variable, into an 
equation with constant coefficients. The transformation is determined and the 
solutions are given explicitly, in terms of the coefficients. Further application 
is made in the form of oscillation theorems. 
1. INTRODUCTION 
The simple differential equation y” +f(x) y = 0 cannot, in general, be 
integrated in closed form. This irksome fact has led many researchers to look 
for various transformations which might cast this equation into a different 
form, and enable one to solve it explicitly under certain conditions. The 
situation is obviously far worse in the case of the general linear homogeneous 
differential equation of the n-th order, where general methods of solution are 
virtually nonexistent. 
One obvious approach to the problem is to try to find a transformation of 
the independent variable which will carry the given equation into a new one, 
having constant coefficients. The unique transformation which could achieve 
that is well-known, but to the present authors’ knowledge, no necessary and 
sufficient conditions on the coefficients of the original equation, guaranteeing 
its success, have been derived as yet. 
Another approach which has been attempted, especially by Berkovic in a 
recent series of papers [l], [2], [3], is to factor the original equation into a 
product of n linear operators and try to convert this product, by means of 
introducing several unknown quantities, into a product of n linear operators 
with constant coefficients. But the method leads to no definite formulas and 
its success depends upon good guessing even for small n. 
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In this paper we were able to obtain explicit results. In Section 2, a linear, 
homogeneous differential equation of order n is defined to possess property A 
if it can be carried, by means of transformation of the independent variable, 
into a differential equation with constant coefficients. Property B is said to 
be possessed by the equation, if it has a basis of solutions all of which are 
powers of some function. We derive, in Section 3, necessary and sufficient 
conditions for the n-th order equation to possess properties A and B, in the 
form of relations among the coefficients. The method automatically supplies 
the transformation which can achieve the goal if the conditions are met. 
Moreover, the explicit solutions are displayed, in terms of the coefficients, 
and certain special cases are pointed out. 
In Sections 4 and 6 we devote special attention to the self-adjoint equations 
of second and fourth order, respectively, on account of their frequent occur- 
rence in the applications, and with a view towards various applications to be 
made in a subsequent paper. Section 5 contains two applications of the results 
to oscillation properties of second order equations. 
2. BASIC PROPERTIES OF THE EQUATIONS 
The equation with which we shall be concerned in the sequel is of the 
form 
i Pk(X)y(yX) = 0. 
k=O 
(1) 
We shall assume the existence of an interval [xi , ~a] on the real axis through- 
out which the coefficients Pk(x) are real and continuous. Without loss of 
generality we may then further assume that PO(x) # 0 and P,(x) > 0, 
throughout that interval. In addition we require the function [Po(x)/Pn(x)]l/n 
to be n - 1 times continuously differentiable in [x1 , xa], Any determination 
of this n-th root will differ from any other one by at most a power of the n-th 
root of unity, throughout [xi, xa]. 
By a solution of (1) we shall mean a function y = y(x) which is n times 
continuously differentiable and satisfies (1). 
We now make the following definitions: 
DEFINITION 2.1. An equation of the type (1) will be said to possess 
property A, if it can be transformed, inside a subinterval J C [xi , x,], into a 
differential equation with constant coefficients, by means of a transformation 
of the independent variable x of the form 
5 = 1 a(x) dx, (2) 
where a(x) is n - 1 times continuously differentiable in J. 
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DEFINITION 2.2. An equation of the type (1) will be said to possess 
property B, if it possesses, in [x r , xs], n linearly independent solutions of the 
form 
Y,(X) = NW, i = 1, 2 )..., n, (3) 
wheref(x) is some (sufficiently smooth) function, and oli are distinct constants, 
not necessarily real. 
Next we show the connection between the properties A and B. 
THEOREM 2.1. Let Eq. (1) p assess property B. Then it possesses property A. 
Proof. By Definition 2.2, there are n linearly independent solutions of (1) 
of the form (3). By continuity, we may assume without loss of generality 
that f (x) > 0 in some J C [x r , x2]. We may then write (3) in the form 
yi(x) = exp 01~ 
[ s 
f’(X) dx] . 
f(x) 
Next we define 
u(x) = #, 
X 
(5) 
and apply the transformation (2), using u(x) as defined in (5). This trans- 
formation carries (1) into an equation whose solutions, in view of (4), are 
given by Yi(.$) = emit, i = 1, 2,. . ., n, which are obviously linearly independent. 
Such an equation, however, is proportional to an equation with constant 
coefficients, which completes the proof. 
It is clear that the converse of Theorem 2.1 is, in general, not true. The 
transformation f = S (dx/x) = log x carries the equation 
into the equation 
$y" _ v'+y=o (6) 
YV) - 2Y’(() + Y = 0, (7) 
in any interval of the form, say, (E, L), E > 0. (7) has constant coefficients, but 
(6) has the linearly independent solutions y,(x) = x, ys(x) = x log x, no 
combination of which can be expressed in the form (3). Further remarks in 
this connection will be made following Theorem 4.2 in Section 4. 
That the function f(x) defined in (3) is essentially unique, will be seen 
later on. (Corollary 3.1 following Theorem 3.2). 
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3. THE EQUATION OF ORDER 11 
Our first task in this Section is to derive necessary and sufficient conditions 
on the coefficients Pk(x) of (1) so that (1) possesses property A or B. To this 
end, we recall the result which is known by the name of Faa de Bruno’s 
Formula ([5], p. 34). 
LEMMA 3.1. Let 
where a(x) is k - 1 times continuously dzgerentiable in some interval. Then for 
k > 1 we have 
where 
with ni nonnegative integers, satisfying 
jjlni =i 
(9) 
(11) 
and 
(12) 
(13) 
(14) 
gl ini = k. 
The next result follows trivially from Lemma 3.1. 
LEMMA 3.2. Let @k,j be defined a-s in (10). Then 
@k.kb) = [a(x)lk9 
@k,k-l(~) = + $ [a(x)]“-‘. 
1 Equation (9) in [5j p. 34 is obviously in error. The outer summation should run 
up to It. 
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Proof. Put j = k in (11) and subtract the result from (12), to obtain 
k 
Since n, > 0 we must have na = na = ... = nk = 0 and hence, from (12), 
n, = k. Putting this result into (lo), we reach (13). 
To prove (14), put j = k - 1 in (11) and subtract the result from (12) to 
yield 
$$(i- l)n,== 1. (16) 
As before, we conclude that ns = 1, ns = *** = nk = 0, and hence from (12) 
that n, = k - 2. Putting these values of ni into (10) we obtain (14). 
We are now in the position to give conditions for properties A and B. 
First we discuss property A. 
THEOREM 3.1. Necessary and suficient conditions that (1) possess property 
A are that the coe#icients Pk(x) satisfy the following n equations: 
ij @k,j(x) Pk(X) = BPOM j = l7 21-**p np 
where ,tTj are constants, /3* = 1, and G&x) are given by (IO), wherein 
a(x) = [*ll”. 
(17) 
(18) 
Proof. Let (1) possess property A. Then there is a transformation (2) 
carrying (1) into an equation with constant coefficients. Define Y(t) = y(x) 
and put (2) into (1) using Lemma 3.1. The result is 
n 11 k 
0 = c P&)y’“‘(x) = c pk(x) c @,,,j(x) yci’(f) + ‘O(‘) ‘(f) 
k=O k=l i=l 
(19) 
= gl [‘$ P&(X) @k,j(x)] Y”‘(5) f PO(X) Y(t) = O. 
The extreme equation on the right of (19) must be proportional to an 
equation with constant coefficients, and hence (17) follows with & constants. 
Furthermore, it is clear that we may put p,, = I without loss of generality. 
Then, for j = n, (17) yields 
%nP&) = pow (20) 
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and so, with the aid of Lemma 3.2, we obtain (18). This completes the proof 
of the necessity. 
To prove the sufficiency, we apply to (1) the transformation (2), a(x) being 
given by (18). That is, we apply the transformation 
to (1). This will carry (1) into 
Q&x) being given by (10). But by (17), and since P&,x) # 0, we see that (22) 
reduces to 
n-1 
Y(Y5) + 1 PjY'j'(5) + Y(f) = 0, (23) 
j=l 
with & constants. This completes the proof of Theorem 3.1. 
It is clear that Pa(,) and P,(X) may be chosen at will subject to smoothness 
and sign requirements only. Then (18) f urnishes CZ(X). Substituting the 
functions PO(x), P,(X) and U(X) into (17)-using (10) and (13), and noting the 
triangular nature of (17)-and evaluating (17) for j = n - 1, 71 - 2,..., 2, 1, 
we obtain P,+r(x), P,&x),..., J’s(x), Pi(x), in succession. 
We turn next to property B. 
THEOREM 3.2. Necessary and sufficient conditions that (1)possessproperty B 
are 
(i) The coe@knts P%(x) satisfy (IO), (17), and (18), and 
(ii) The algebraic equation 
mn -I- C &mj + 1 = 0, 
j=l 
(24) 
has n distinct roots m, , where pj are given by (17). 
Proof. By Theorem 2.1, property B implies property A. In view of 
Theorem 3.1, we see that (i) represents the conditions necessary for property 
A, and hence for property B. Moreover, if condition (ii) failed to hold, (24) 
would have a double root m = I, say, and (23) would have a solution 
F(f) = fefic. But then (1) could not possess property B. This completes 
the proof of the necessity. 
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To prove the sufficiency, we note that if (17) holds, the transformation (21) 
carries (1) into (23), whose solutions are given by Y,(f) = emJ, mi being the 
distinct roots of (24) in accordance with (ii) of Theorem 3.2. We may now 
express the solutions of (1) through (21), in the form 
yi(x) = exp [mi J [$J--]l’n dx] , i = 1, 2 ,..., n. (25) 
Obviously, ri(zc) in (25) are linearly independent and are of the form (3), as 
required. This completes the proof of Theorem 3.2. 
COROLLARY 3.1. If (1) possesses property B, its unique basis of solutions, 
hawing the form (3), is given by (25). 
This follows from the fact that property B implies property A, by Theo- 
rem 2.1, and the fact that the transformation (21) is unique (up to a constant). 
COROLLARY 3.2. If (1) possesses property A, but does not possess property B 
[i.e., (24) has multiple roots], then corresponding to each root mi of (24), of 
multiplicity hi , (1) has a solution 
y,(x) = exp [mi 1 [$#-1”” dx] Ig Aj 11 [s]“” dxii, (26) 
where Aj are arbitrary constants. This follows because corresponding to such an 
mi (23) has a solution 
k,-1 
Yi(f) = emi’ 1 A$, 
j=o 
and (21) carries (27) into (26). 
We have seen that if (1) possesses property A or B, we may write down the 
solutions in the explicit forms (26) or (25). The coefficients Pk(x), 
h = 1, 2,..., n - 1, do not enter explicitly into the solutions, although they 
are of course related to PO(x) and P,(X) by (17). We shall now show that in a 
special case we can simplify (25) and (26) even more, i.e., we may perform 
the indicated integrations without actually knowing the form of P,(X) and 
pnw 
COROLLARY 3.3. Let (1) possess property A, and let 13,+ # 0, where pi 
are defined in (17). Moreover, let the coeficients P,(x) and P,+(x) satisfy 
P,&) = 3 Pn’(x). (28) 
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Then if (1) possesses also property B, (25) reduces to 
y,(x) = {P,(x) P;-1(x)}mi’2s,-1, i = 1) 2 ,..., n, 
while if (1) does not possess property B, (26) gives way to 
ki-1 
y&) = {P,(x) P;-1(x)}m*'2fl,-l E B&s I PnW e-lwl>i, (30) 
where Bj are arbitrary constants. 
Proof. It is evidently sufficient to show that under the stated conditions 
we have 
1 [+&“” dx = & log j P&v) PO”-‘(,)I . (31) 
To this end, we evaluate (17)-which is necessary and sufficient for property 
A to hold-for j = n - 1. We obtain 
%,n-1(x) p&d + @n-1,n-l(X) ~n-dx> = L.1~&)~ 
But by (13) with k = 71 - 1, and (14) with k = n, (32) reduces to 
(32) 
3 P,(x) [an-l(x)]’ + P,-&) a”-‘(x) = L1~&). (33) 
Using (28), (33) reduces to 
+ [P,(x) an-l(x)]’ = &P&x). 
Substituting a(x) from (18) into (34) yields 
2 [P,(x) P;-yx)y” = + p,-,P,(x). 
(34) 
(35) 
Consequently, 
j [$y dx = j rpn(x)~;~!(x)]l’” At 
=& s + A-$‘&> dx [P,(x) PO”-l(x)]+ (36) 
= j+ 1% I Pn(x) maw”, 
721 
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the last equality following from (35). But (36) . 1s e q uivalent to (31), completing 
the proof. 
It is worthwhile noting that the condition (28) is not artificial. Indeed, when 
(1) is self adjoin&-whether n is even or odd-the coefficients PL(x) must 
satisfy a set of relations of which (28) is merely one ([4], p. 123ff.). The 
surprising result is that (28) I u one enables us to get the explicit solutions 
(29) and (30). 
COROLLARY 3.4. Assume the conditions of Corollary 3.3, except that 
Bnel = 0, and let D be a constant to be defined subsequently. Then if (1) possesses 
property B, (25) reduces to 
yi(x) = exp [Dm, 1 PO(x) dx] , i = 1,2 ,..., n, (37) 
while if (1) does not possess property B, (26) gives way to 
y,(x) = exp [Dm, j PO(x) dx] lgl Aj ]D 1 P,,(x) dxl’. (38) 
Proof. It is obviously sufficient to show that the conditions of Corollary 
3.4 imply 
PO(X) 1in [ 1 P*(x) = Dpdx), (39) 
where D is a constant to be determined presently. Obviously, it is true that 
PO(X) un [ 1 p&4 = PO(X) [Pn(x) P;-l(x)]-l’n. (40) 
However, substituting /3,-i = 0 into (35) yields 
P,(x) PO”-‘(x) = D-” (41) 
which defines the constant D. Substituting (41) into (40) leads to (39), 
completing the proof. Obviously, the constant D inside the summation (38) 
can be absorbed in the A, , but has been left there for symmetry reasons. 
4. THE EQUATION OF ORDER 2 
In view of their importance in the applications, the self-adjoint equations of 
second and fourth order merit special attention. It seems worthwhile, there- 
fore, to specialize the results of the previous Section to these two cases, with a 
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view, in particular, towards various physical applications to be given in a 
subsequent paper, as well as to the theoretical applications of Section 5. 
As is well-known, every second order linear differential equation can be 
cast in the self adjoint form 
b(4r’l i I !@)I Y = a (42) 
where, in line with the assumptions made in Section 2, p(x) and Q(X) are 
assumed to be continuously differentiable, p(x) > 0, and q(x) # 0, throughout 
[x1 , x2]. It is then easily verified, on the basis of (lo), (17), and (18), that 
Theorem 3.1 reduces to the following: 
THEOREM 4.1. A necessary and sujlicient condition that (42) possess pro- 
perty A is that 
& [P(X) I dw’2 = c I 4WI 9 (43) 
where c is an arbitrary real constant. 
THEOREM 4.2. A necessary and suficient condition that (42) possess pro- 
perty B is that (43) be satisJed, provided q(x) < 0. If q(x) > 0, then necessary 
and suficient conditions are that (43) be met and that c2 # 4, c being dejned in 
(43). 
The proof can be carried out along the lines of Theorem 3.2. In particular, 
Eq. (24) in this instance has the roots 
m=- c f dc” - 4 
2 ’ 
if q(x) > 0, and 
m=- c f dc” + 4 
2 ’ 
(4) 
if n(x) < 0. Since c is real, (45) determines two distinct values for m, but (44) 
will do the same if and only if c2 # 4. 
We may rephrase Theorem 4.2 as follows: Properties A and B are equiva- 
lent, with respect to Eq. (42), if &c) < 0. If Q(X) > 0, they are equivalent 
provided c2 # 4. 
The next Corollary sums up the results contained in Corollaries 3.3 and 
3.4, appropriate to Eq. (42). 
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COROLLARY 4.1. Let (43) hold, and let y(x) be the general solution of (42). 
(i) If 0 # c2 # 4, or else c # 0 and q(x) < 0, then 
Y(x) = &P(x) I q(x)llnal’2c + A2[P(x) i dXNm2’2c, (46) 
where m, and m2 are the roots of (44) or (45) ifq(x) > 0 OY q(x) < 0, respectively. 
(ii) I f  c2 = 4 and q(x) > 0, then 
Y(X) = b(x) 4(w’4 PI + 4 WP(4 4cm 
(iii) If c = 0, (43) or (41) may be written in the form 
P(X) q(x) = & 9 
where D2 is a (not necessarily positive) constant. Then 
y(x) = Al exp [ ~‘3 j q(x) dx] + A, exp [ - ~‘7 1 q(x) dx] 
(47) 
(48) 
(49) 
A, and A, being arbitrary constants in all cases. 
5. OSCILLATION THEOREMS 
In this Section we apply the results of the previous Section to derive two 
oscillation theorems. 
THEOREM 5.1. Given the equation 
[PWY’I’ - &)Y = 03 x E 10, hl, (50) 
where p(x) > 0, q(x) is continuous, and p(x) is continuously d@rentiable, 
throughout [0, h] for any h > 0. Suppose all we know about q is that 
throughout [0, h], where k is a positive constant. Then y(x) vanishes at least once 
between any two consecutive zeros of z(x), where 
z(x) = sin [k s:&] . (52) 
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Proof, We may associate with (50) the equation 
[p(4 z’l’ - [$I 2: = 0, 
which meets the condition (iii) of Corollary 4.1. Accordingly, one solution 
is given by (52). In view of (51) and Sturm’s fundamental oscillation theorem 
([4], p. 224), there follows the required result. 
The classical Sturmian result, as applied to (50) by itself, ([4], p. 227), is 
as follows: If 
0 < p(4 e K and q(x) < G -=c 0, (54) 
K and G being constant, then y(x) vanishes at least once between any two 
consecutive zeros of sin(d(- G/K) x). We wish to show that Theorem 5.1 
yields a sharper result, i.e., that z(x) in (52) oscillates more rapidly than 
sin(l/(- G/K) x). To this end we note from (51) and (54) that: 
- A2 - k2 
- - dx) < p@) G K ) 
and therefore we may choose 
Hence 
It remains to show, therefore, that 
k s a dt k op(t)%P 
(57) 
which will prove that X(X) oscillates more rapidly than sin ((k/K) x). How- 
ever, (58) follows easily from the fact that both members are equal for x = 0, 
while the derivative of the left member exceeds the derivative of the right 
member, by (54). This completes the argument. Moreover, there is no loss in 
generality due to the special form of the interval [0, h], which can always be 
carried into [X 1 , x2] by a linear transformation. 
As an example we take 
( ) ;Yr ’ - (- x2)y = 0, x E [l, 41. (59) 
74 BRHJER AND GOTTLIEB 
The classical Sturm result ([4], p. 227), in view of the fact that 
- x2 <-l<O, L<l in 
x [l, 41, (60) 
is that y(x) vanishes at least once between two consecutive zeros of sin x, 
which unfortunately, vanishes only once in the interval [l, 41. However, 
- x2 < - x in that interval, and therefore we may associate with (59) the 
equation 
1 ’ 
f 1 
- x’ 
X 
-(-x)z=O, (61) 
one of whose solutions, by (iii) of Corollary 4.1 is given by 
X2 
z(x) = sin - . 
c i 2 (62) 
z(x) vanishes more than once in [l, 41, and we may conclude that y(x) has at 
least one zero in the same interval. 
THEOREM 5.2. Given the equation and initial conditions 
(P(X) Y’Y - d-4 Y = 09 
Y(O) = 0, Y'(0) = y1 # 0, 
where p(x) > 0, p’(x) and q(x) continuous. If 
k2 
4(x) > m in CO, 4, 
(63) 
then (y(x)/z(x)) is monotonically increasing for x > 0, where z(x) satisfies 
k2 
b(x) z’l’ - p(x) z = 09 
z(0) = 0, z’(O) = y1 # 0, 
for all h such that (64) holds. 
Proof. By (65) and (iii) of Corollary 4.1, we have 
(65) 
X(X) = ‘+ sinh [k /is] . (66) 
Evidently z(x) vanishes onIy once, so that according to Sturm ([4], p. 225), 
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applied to (63), (64), and (65), y( x cannot vanish more than once. From (63) ) 
and (65) we draw 
(67) 
The left hand side of (67) vanishes at the lower limit, because of the initial 
conditions. Since y(x) and z(x) vanish only at x = 0 and have the same initial 
slope, their product is always positive for x > 0. This fact, together with (64), 
guarantees that the right member of (67) is positive for x > 0. Consequently, 
and since p(x) > 0, we obtain 
i.e., 
Y’(X) 44 - 44Y(X) > 0, x > 0, (68) 
d Y(X) -- [ 1 dx Z(X) > 0 ’ x > 0, (69) 
which is the desired result. 
6. THE EQUATION OF ORDER 4 
In this Section we spell out the results of Section 3 for the fourth-order self 
adjoint equation, which we write in the form 
[WY”~” + [Q(x) ~‘1’ + WY = 0, (70) 
where P(x) > 0, R(x) # 0, P”(x), Q’(x) and R”(x) are continuous, and 
[R(x)/P(x)]~/~ is three times continuously differentiable, throughout [x1 , xz]. 
Appealing to (lo), (17) and (18), we obtain, after various manipulations, 
the following counterpart of Theorem 3.1: 
THEOREM 6.1. Necessary and suficient conditions that (70) possess pro- 
perty A are 
and 
$ [W a”(41 = 6 JW), (71) 
$ VW 491 + Qb> 44 = c2 $f, (72) 
where a(x), in accordance with (18), is given by 
a(x) = [$$-]l, (73) 
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Any determination of the fourth root may be taken-and used consistently. The 
constants cl and cz are arbitrary, and 25 plays the role of ,6,+1 in line with (35). 
It was pointed out after the proof of Theorem 3.1, that in general we are 
free to choose P,,(x) and P,(x). In this case, since the equation is self adjoint 
and requires certain relations to hold among its coefficients, we do not have 
two degrees of freedom. We may choose R(x), say, and thereafter (71)-(73) 
determine P(x), Q(x), and a(x), up to a constant of integration. 
Theorem 3.2 goes over into the following: 
THEOREM 6.2. Necessary and suficient conditions that (70) possess property 
B are 
(i) P(x), Q(x), and R(x) satisfy (71), (72), and (73), and 
(ii) The algebraic equation 
m* + 2c,m3 + (cl2 + c2) m2 + clc2m + 1 = 0, (74) 
has four distinct roots, where cl and c2 are defined in (71) and (72), respectively. 
Finally, Corollaries 3.3 and 3.4 carry over verbatim to the present case. 
The solutions in the various instances are given by (29), (30), (37), and (38), 
after P,(x) and PO(x) have been changed into P(x) and R(x), respectively, n has 
been given the value 4, and /In-i has been replaced by 2c, . 
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