e.g., Mielke & Berry, 1994) .
Despite its advantages over traditional methods, MRPP is not widely used in psychology. I suspect that part of the reason is the lack of implementation of this method in commercial statistical software packages. Although FORTRAN programs were available from the inventors of this method (e.g. Mielke & Berry, 2001 ), none of the popular statistical packages, such as SPSS and SAS, offers an option to perform the MRPP tests 1 . Perhaps this explains why MRPP is relatively unknown to many psychologists. A citation index search shows that practicing psychological researchers are not citing the seminal papers on the MRPP technique, an indication that they are not using this method. In this paper I amend the situation by providing a set of SPSS macros that can be invoked just as easily as any other SPSS routines such as the familiar GLM or ONEWAY procedures when analyzing multivariate data arising from experimental studies.
The remainder of this paper is organized in the following manner. First, I
shall briefly introduce the MRPP framework and the many analyses opportunities using MRPP. Next, I shall describe the SPSS macros in some detail. Finally, I shall analyze real data sets using the macro to demonstrate its user-friendliness.
Overview of MRPP
I shall start by presenting the basic formulations of MRPP for a simple one-way layout. Only the minimum amount of details are included. A fuller MRPP IN SPSS 5 description of MRPP can be found in Mielke (1984) .
A Basic Formulation
It is assumed that there are k groups (or treatments) in a fixed-effects one-way design 2 . The outcome measures are possibly multivariate. The total sample size is N , and each group is of size n i , where i = 1, . . . , k, such that If the multivariate responses are not commensurate, i.e., not measured in the same unit, they must be standardized to the same metric before any MRPP analyses can proceed. If r is one, the experimental design is simply a univariate one-way layout, then commensuration is not needed, but if r is greater than one, commensuration becomes a must. I will elaborate on the issue of commensuration later. For the moment, it is assumed that the outcome measures are indeed commensurate.
Let S i denote a set that contains all the y I 's belonging to the ith group, where i = 1, . . . , k. The basic building block of an MRPP statistic is a distance function between two commensurate multivariate response vectors, y I and y J ,
Equation (1) is a special case of the Minkowski family of distance functions often used in multidimensional scaling (see e.g., MacCallum, 1988) . The two most commonly used distance functions are: 1) the non-metric squared Euclidean distance
obtained by setting v = 2 in Equation (1), and 2) the metric Euclidean distance
obtained by setting v = 1 in Equation (1). Clearly, both Euclidean and squared
Euclidean distance functions can be written compactly in matrix notation as
When v = 1, MRPP tests based on the metric Euclidean distance has the nice property of being more robust and less influenced by outliers (Mielke & Berry, 1994 The MRPP statistic is a weighted average of within-group distances, where the weights are determined by the group sizes 3 . Geometrically, a smaller value of the MRPP statistic indicates higher within group concentration and larger between group differences (Mielke, 1984) . Therefore, in terms of detecting treatment effect or between group differences, a smaller value of the MRPP statistic is necessarily "better."
The MRPP statistic is given by
where C i is the group weight for i = 1, . . . , k, such that k i=1 C i = 1, and
is the average within-group distance for the ith group. The summation is taken over all integer values of I and J such that 1 ≤ I < J ≤ N , and Ψ S i (y I ) is an indicator function given by Mielke (1984) gives an extensive discussion on the choice of group weights. For Euclidean distance, C i = n i /N should be used in general, and for squared Euclidean
The test of significance of δ obs is carried out by assuming the null hypothesis that the
possible ways of allocating the N responses into the k groups are equally probable.
In other words, the null hypothesis states that the outcome observations are independent of group membership. Since each permutation yields a realized value of δ, the significance level of δ obs is determined by the number of times the realized δ's are smaller than or equal to δ obs . Hence, the p-value associated with δ obs is
Because M is usually a very large number even for relatively small sample sizes, the exact null distribution of the MRPP statistic is difficult to obtain. Therefore, Mielke et al. (1976) proposed the method of using a Pearson Type III curve to approximate the discrete MRPP null distribution. This method only needs the first three moments of the MRPP null distribution. The exact mean, variance,
Efficient computational formulae for finding these moments can be found in Mielke et al. (1976) . A standardized statistic T can then be calculated as
and because T is a one-to-one function of δ obs , the p-value associated with δ obs is approximated easily by numerically integrating the Pearson Type III density function from negative infinity to T
where f (x) is the Pearson Type III density function, completely characterized by a skewness parameter (see Johnson, Kotz, & Balakrishnan, 1994 , for details of the Type III curve).
Percentage points of the Pearson Type III distribution have been extensively tabulated (Harter, 1967) , but these tables are rarely known to psychologists. and x = µ + T σ. In MRPP applications, the skewness is often negative. Therefore, the p-value in Equation (8) 
Commensuration
When the number of dimensions r in the outcome observations is greater than one, the dependent variables may be expressed in completely different units, so a multivariate standardization problem arises. Mielke and Berry (1994) proposed two methods of dealing with the commensuration problem. Both methods involve a slight change of the distance function defined in Equation (4).
The first method is termed Euclidean commensuration, and is intended for v = 1. Returning to the notations used in Equation (1) Combining the above results with Equation (4), the Euclidean commensuration essentially changes the definition of the Euclidean distance function to
The second method is called Hotelling commensuration, to be used with the squared Euclidean distance (v = 2). It changes the definition of the distance function to
where
is the r × r sample variance-covariance matrix.
Relation to Existing Statistics
When r = 1, v = 2, and group weights are C i = (n i − 1)/(N − k), the MRPP statistic δ obs has the following relation to the mean square treatment used in ANOVA (Mielke & Berry, 1994 ):
and y i is the mean of the ith group, and y is the grand mean for the combined sample. Because µ δ is fixed for a given dataset, and M S trt depends only on the means, the statistical inference based on MRPP is not influenced by variance heterogeneity (Mielke & Berry, 1994) .
When r ≥ 2, v = 2, group weights are C i = (n i − 1)/(N − k), and Hotelling commensuration is used, the MRPP statistic is related to the Bartlett-Nanda-Pillai trace criterion V in MANOVA by the following identity
In addition, V is also directly related to Hotelling's T 2 statistic and Mahalanobis D 2 statistic when the number of groups is 2. It is well known that T 2 is a generalization of the Student's t test. Therefore these parametric tests are all special cases of the MRPP test, yet MRPP does not make use of normal distribution theory to make inferences. Considering the fact that psychological data are rarely normal (Micceri, 1989) , MRPP-based analyses offers a vast improvement over traditional methods.
MRPP Regression Analyses of Linear Models
The MRPP test, as described in the previous section, is only applicable to one-way designs. To analyze data arising from more complex experimental designs, the MRPP is combined with regression models with appropriately reparameterized design matrices. This procedure is called MRPP regression analyses of linear models (Mielke & Berry, 2001) .
It is well known that the F test of an effect in factorial analysis of variance models can be approached within the ordinary least squares (OLS) regression framework by comparing a reduced model (without the effect being analyzed) to a full model (with the effect). For example, a fixed-effects one-way layout posits a full model of the form
where y ij denotes the response observation from the jth subject (j = 1, . . . , n i ) in the ith group (i = 1, . . . , k), µ is the grand mean, α i is the ith treatment effect, and e ij is the error term. To analyze the treatment effect, a reduced model is given by
In the regression analysis, the treatment effect can be coded into the design matrix as k − 1 columns, and the grand mean is simply represented as a column of ones. To obtain the ANOVA F statistic for the effect α, one would first fit the model in Equation ( MRPP regression analyses is a three-step procedure. In step one, one would fit a reduced regression model with all the effects in the regression equation but the one being analyzed. In step two, residuals are computed from the reduced model. This is followed by step three, an MRPP analysis of the residuals. For example, consider a two-way factorial design, and the experimenter is interested in analyzing the interaction effect between the two factors. The full model is
where the α's and β's are the main effects, and (αβ) ij represents the interaction.
The reduced model without the interaction is given by
The MRPP analysis of residuals from fitting the reduced model in Equation (15) Together, the two macros can perform all the tests described in the preceding sections. The macros can be downloaded in electronic form from the following website: http://www.unc.edu/∼lcai/programs.html.
As is true for all SPSS macro programs, one only need to run the them once in each SPSS session. As soon as the macros are run, they become part of the SPSS system, and can be invoked just as any other SPSS procedures. The macros will stay active until the user quits SPSS. The macros read analysis data set from the working data file. Only limited error checking is provided, so if the macro prints error messages, discard the output and do not interpret the results. The missing data is deleted list-wise.
Macro MRPP
The syntax of the MRPP macro is as follows
MRPP dist=[1|2] comm=[0|1|2] weight=[1|2] iv=grp dvs=dep vars.
The option "dist" determines the type of distance function to be used in the MRPP analysis, where 1 indicates Euclidean distance (v = 1), and 2 for squared Euclidean distance (v = 2). The default value is 1.
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The option "comm" determines the type of multivariate commensuration to be applied on the outcome observations, where 0 means no commensuration, 1 means Euclidean commensuration, and 2 means Hotelling commensuration. The default value is 1. However, this option has no effect when the outcome observations are univariate, because commensuration is not necessary for the case of r = 1.
The option "weight" determines the type of group weights used in computing the MRPP test statistic. When it is set to 1, weights of the form C i = n i /N will be used, and when it is set to 2, weights of the form C i = (n i − 1)/(N − k) will be used. The default value is 1.
The user must specify the name of the grouping (independent) variable in the required argument "iv." The dependent variables should be listed in the last argument "dvs." The names of the dependent variables must be separated by blank spaces.
For example, suppose the SPSS working data file contains data from a one-way design, and the dependent variables are called "y1," "y2," and "y3," and the grouping variable is called "grp." The following syntax MRPP iv=grp dvs=y1 y2 y3.
conducts an MRPP analysis using Euclidean distance, Euclidean commensuration, and the first type of group weights. Note that by omitting the options, their values defaults to 1's. The following syntax MRPP dist=2 comm=2 weight=2 iv=grp dvs=y1 y2 y3.
conducts an MRPP analysis using squared Euclidean distance, Hotelling commensuration, and the second type of group weights. This combination of options essentially gives a permutation version of the multivariate analysis of variance. The option "ftol" sets the convergence criterion for the iterative algorithm. The default value is 1E-6, in scientific notation.
The option "maxit" sets the maximum number of iterations allowed in the iterative line fitting algorithm before it quits without reaching the minimum. The default is 200.
The option "const" determines whether the intercept is estimated or not.
When it is set to 1, a column of ones is included in the design matrix. When it is set to 0, the intercept is not estimated. The default value is 1.
The required argument "dv" takes the name of the dependent variable. The dependent variable must be in the SPSS working data file.
The names of the predictors are entered through the argument "predictors."
The names must be separated by blank spaces.
For instance, if the dependent variable is called "y" in the open data set, and the the predictors are called "x1" and "x2," the following code LADREG dv=y ivs=x1 x2.
conducts an LAD regression analysis with the intercept.
Examples
In this section, I will analyze two example data sets using the SPSS macros provided in the last section. The output will be provided and the relation of the MRPP analyses to their parametric counterparts will be explored. The reader can download the SPSS syntax file generating the output from the same web address as the macro download page.
MRPP Analyses of Multivariate Outcomes
The data set comes from Mielke et al. (1976) . In the original manuscript, it is listed in Table I The output from the macro is in Figure 1 . The first few lines print some information about the options. It is seen that no commensuration is invoked, and the Euclidean distance is used. The Group Summary table prints the group size (n i ), average within group distance (ξ i ), and the group weights (C i ). The MRPP statistic there is indication of large between group difference. These results match exactly with the output obtained from the BLOSSOM package (Cade & Richards, 2001) .
A slightly different command mrpp dist=1 comm=1 weight=1 iv=grp dvs=v1 v2 v3.
conducts the same analysis but with Euclidean commensuration turned on. The output is in Figure 2 . With a standardized statistic of -8.18 and a p-value of 3.34E-6, the macro produced exactly the same results as BLOSSOM (Cade & Richards, 2001 ).
The following command mrpp dist=2 comm=2 weight=2 iv=grp dvs=v1 v2 v3.
uses the squared Euclidean distance with Hotelling commensuration and the second type of group weights for the same one-way design. The output is in Figure 3 .
Again, the results match exactly with the BLOSSOM package (Cade & Richards, 2001 ). As noted afore, this command essentially produces a permutation version of the multivariate analysis of variance. In this case, the Bartlett-Nanda-Pillai trace criterion V for the test of group difference is equal to 1.161. The direct correspondence between the MRPP test statistic and V is evident because according to Equation (11), δ obs should be equal to
which is indeed the case. For this data set, the parametric test V translates into an approximate F statistic, F (9, 51) = 3.577, p = .002. Judging from the rather small p-values obtained from both parametric test and permutation test, it seems that the groups do differ significantly.
textbook by Keppel (1991) . This data set characterizes a 2 × 3 balanced factorial design. Factor A has two levels, and factor B has three levels. The cell size is 4, so the total N is 24, and the number of treatment combinations is 6. In this example , I am going to analyze the interaction effect using both the LADREG macro and the MRPP macro.
First, the full and reduced models are already given by Equations (14) and (15). For a 2 × 3 design, 3 columns of effects code are needed to fully represent the two main effects. In the data set, the outcome variable is called "y," the effects coded variable for factor A is called "x1," and the two coded variables to represent factor B are called "x2" and "x3." In addition, I also created a six-level grouping variable (called "tc") to indicate to which treatment combination the outcome observation belongs. In the next step, "x1," "x2," and "x3" are entered into the LAD regression. This is the reduced model, and LAD residuals are computed from the reduced model coefficients. In the final step, I run the MRPP macro with the residuals as the outcome variable, and "tc" as the grouping variable.
The following command LADREG dv=y ivs=x1 x2 x3. fits the reduced model to the data. The output is in Figure 4 . It is seen that the OLS solution is also the LAD solution, because the first row of the Starting Simplex is the same the first row in the Final Simplex. It took the macro 5 iterations to determine that it has reached a minima, and at this minimum, the sum of absolute
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values of the residuals is 94 4 . To compute the residuals using the LAD regression coefficient estimates, the following SPSS commands can be used compute res = y-(10.00000-x1-3*x2+x3).
execute.
For the MRPP analysis of residuals, the following command is used mrpp iv=tc dvs=res.
and the output is in Figure 5 . The MRPP p-value for the A × B interaction is .46.
In contrast, the conventional ANOVA analysis of this interaction effect gives F (2, 18) = 3.92, p = .038, which is significant at the .05 level.
Discussion
The MRPP a robust alternative to the traditional normal theory based parametric tests, such as the t test and the analysis of variance. However, MRPP is not widely known to psychological researchers, and part of the reason is that it has not been incorporated into major statistical packages. To overcome this limitation, SPSS macros that implement the MRPP test are provided in this paper, in the hope that they will make MRPP more accessible to psychologists analyzing experimental data. It is shown by analyzing real data sets that the macros are as easy to use as the standard SPSS procedures such as GLM or ONEWAY. 
