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ON THE (NON)REMOVABILITY OF SPECTRAL PARAMETERS
IN Z2-GRADED ZERO-CURVATURE REPRESENTATIONS
AND ITS APPLICATIONS
ARTHEMY V. KISELEV∗ AND ANDREY O. KRUTOV†
Abstract. We generalise to the Z2-graded set-up a practical method for inspecting
the (non)removability of parameters in zero-curvature representations for partial differ-
ential equations (PDEs) under the action of smooth families of gauge transformations.
We illustrate the generation and elimination of parameters in the flat structures over
Z2-graded PDEs by analysing the link between deformation of zero-curvature repre-
sentations via infinitesimal gauge transformations and, on the other hand, propagation
of linear coverings over PDEs using the Fro¨licher–Nijenhuis bracket.
Introduction. The aim of the present paper is to provide a tool for inspection of
(non)removability of parameters in matrix Lie super-algebra valued zero-curvature rep-
resentation for Z2-graded partial differential equations, e.g., for supersymmetric equa-
tions of Korteweg–de Vries (KdV) type. This work concludes the cycle of papers [1, 2, 3]
in which the Gardner deformation problem [4, 5] for the triplet a ∈ {−2, 1, 4} of P. Math-
ieu’s N = 2 supersymmetric KdV equations [1, 6] was addressed by using the various
geometric, analytic, and computational techniques. In the paper [2] (joint with Hussin
and Wolf) we presented our first solution of the Open Problem 2 from [7], constructing
the hierarchy of Hamiltonian super-functionals for the N = 2 super-KdV with a = 4
on the basis of a classical Gardner’s deformation for the Kaup–Boussinesq hierarchy
of bosonic limit of that super-system. Equally well applicable to many other super-
symmetric or just Z2-graded completely integrable systems, this line of reasoning was
furthered in [8]. The alternative solution of Gardner’s deformation problem, which
we proposed in [3], see also [9, § 5.3], allows to address that problem from a different
perspective, namely, by putting it in the context of finding Lie super-algebra valued
zero-curvature representations for PDEs or, in broader terms, finding the parametric
families of non-local structures over such systems (see [10, 11], also [12, 13, 14]). The
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key idea is that the deformation parameter, the presence of which yields an explicit
recurrence relations between the hierarchy of integrals of motion for the PDE under
study, is an avatar of the spectral parameter in the inverse scattering problem [15, 16].
This correspondence, itself referring to the task of switching between the different re-
alisations of Lie algebras [17, 18, 19, 20, 21], necessitates the inspection of relevance vs
removability of the parameters in families of non-local structures.
We resolve this issue of (non)removability by approaching the problem from two
different directions. First, we formulate a ready-to-use procedure for inspecting the
(non)removability of parameters in Lie super-algebra valued zero-curvature represen-
tations for PDEs under the action of smooth families of gauge transformations.1 This
practical algorithm is the Z2-graded generalisation of Marvan’s technique [22, 23], which
was designed initially for purely bosonic systems; a technique for solution of the same
problem was developed independently by Sakovich in [24, 25]. Extending Marvan’s
approach in section 2 to, e.g., the geometry of Mathieu’s N = 2 supersymmetric Kor-
teweg–de Vries equations [1], we now prove for example that one cannot remove in
that way the parameter which is contained in the structure found by Das et al. in [26]
and which was used later in [3] within our alternative solution to Mathieu’s problem of
deforming his N = 2, a = 4 super-KdV equation.
Another powerful technique for generating the parametric families of non-local struc-
tures over PDEs is based on the use of Fro¨licher–Nijenhuis bracket. This approach was
elaborated by Krasil’shchik et al. in [27, 28, 29], cf. [30]; basic facts and ideas from
this formalism are recalled in section 3 (see also sec. 1). In this geometric context,
we explore the nature and properties of the parameters found by Gardner [4] for the
classical Korteweg–de Vries equation (see Example 5 on p. 20) and by Das et al. [26] for
the N=2 supersymmetric a=4 Korteweg–de Vries equation (see p. 21). Furthermore,
using the results described in section 3 and techniques from [31], we prove the integra-
bility of new fifth order N=1 supersymmetric evolution equation (9) found by Tian and
Liu (see [32, 33]): in Example 7 on p. 26 we construct its sl(9|8)-valued zero-curvature
representation with nonremovable parameter.
The main instrument of our study is the notion of prolongation structures over partial
differential equations; this concept goes back to Wahlquist and Estabrook [10, 11, 34,
35, 36]. Let x1, . . ., xn be the independent variables in a given PDE E and D¯xi be the
restrictions of the respective total derivatives to (the infinite prolongation E∞ of) the
equation E . The prolongation structure over E∞ is described by the Maurer–Cartan
equation that holds restricted to E∞ (which is denoted by
.
=),
[D¯xi + Ai, D¯xj + Aj ]
.
= 0, 1 6 i < j 6 n.
In the case of zero-curvature representations, the objects Ai and Aj are Lie (super-)
algebra valued functions on (the infinite prolongation E∞ of) the equation E . In the case
of linear coverings, the objects Ai and Aj are vertical vector fields along the fibres W in
a (vector) bundle over E∞. This establishes the correspondence between zero-curvature
representations and linear coverings. Indeed, each zero-curvature representation with
1Zero-curvature representations for partial differential equations are the input data for realisation
of the inverse scattering method. For PDEs with unknown functions in two independent variables,
the most interesting zero-curvature representations are those which contain a non-removable spectral
parameter; in that case the system of PDEs can be kinematically integrable [15, 16].
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coefficients belonging to a Lie (super-)algebra determines a linear covering, whereas each
covering with fibreW can be regarded as a zero-curvature representation the coefficients
of which take values in the Lie algebra of vector fields on W . This correspondence very
often allows one to transfer the results from one geometry to the other. Lemma 4 and
Proposition 5 in section 3 confirm this general principle; similar results were considered
in [27].
Finally, we analyse the link between the two deformation methods in the case of Z2-
graded PDEs. In particular, in section 4 we illustrate that link by switching between
the realisations of Lie super-algebras in zero-curvature representations for Mathieu’s
N = 2, a = 4 super-KdV and other integrable systems of Korteweg–de Vries type.
This paper is structured as follows. First, in section 1 we recall basic facts from the local
and non-local geometry of Z2-graded partial differential equations and we fix some nota-
tion. In section 2 we generalise – to the case of Z2-graded partial differential equations –
Marvan’s approach to proving the (non)removability of parameters in zero-curvature
representations. In section 3 we analyse the construction of families of coverings by us-
ing the Fro¨licher–Nijenhuis bracket. In section 4 we explore a relation between the two
ways to obtain parametric families of those geometric structures, namely, zero-curvature
representations and coverings. In conclusion on p. 29 we summarise the result and list
open problems. Two appendices supersede the main text; in particular, a technical
proof is contained in Appendix A. In Appendix B, which is found at the end of this
paper, we discuss the “unconventional” strategies for elimination of parameters — e.g.,
those which cannot be removed by using smooth families of gauge transformations. For
example, we then re-consider Sasaki’s result [37] in the context of [27, 28, 29].
We refer to the books [38, 39] for definitions and basic concepts from supergeometry.
Let us emphasise that in parallel with supergeometry, many objects in the geometry
of PDEs can be approached by viewing them as the spectra of given rings of functions
(that is, as the ringed spaces), see [40, 41]. Not only is the definition of supermanifold
natural in this context (indeed, it is a topological space equipped with a sheaf of smooth
functions taking values in some Grassmann algebra) but also the construction of infinite
prolongations E∞ for partial differential equations E becomes handy; for unlike the kth
order prolongations E (k) the dimension of which stays finite, the loci E∞ are usually
infinite-dimensional (see [40, 41, 42, 43, 44]). Therefore, it is this algebraic formalism
(cf. [45]) which now ensures an almost automatic extension of practical techniques
within the formal geometry of PDEs to the Z2-graded, supergeometric set-up.
1. Preliminaries: Z2-graded infinite jet bundles
In this section we recall necessary definitions from supergeometry (we refer to [38, 39, 46]
and [44, 47, 48, 49] for further details); this material is standard.
1.1. Jet spaces. Let Mn be an n-dimensional oriented smooth real manifold. Let us
consider two vector bundles over the same base Mn, namely, π0 : Em0+n → Mn and
π1 : Σm1+n →Mn with fibre dimensions m0 and m1, respectively. (In particular, we let
n = 2 so that the independent variables are x1 = x and x2 = t; we have that m0 = 1,
m1 = 0 for the Korteweg–de Vries equation, m0 = 2, m1 = 0 for the hierarchy of the
4 A. V. KISELEV AND A. O. KRUTOV
Kaup–Boussinesq equation, and m0 = 2, m1 = 2 for the N=2 supersymmetric KdV
equation, see [1, 7, 38, 39].)
Let π1¯ = Ππ1 be the odd neighbour of the vector bundle π1 (Π denotes the reversion
of parity). By definition, this neighbour is the vector bundle π1¯ : ΠΣn+m1 → Mn over
the same base and with the same vector space Rm1 take as prototype for the fibres.
The coordinates ξ1, . . . , ξm1 along the fibres (π1¯)−1(x) ≃ Rm1 over x ∈ Mn are pro-
claimed Z2-parity odd and coordinates u
1, . . . , um0 along the fibre (π0¯)−1(x) ≃ Rm0 are
proclaimed Z2-parity even, i.e. we introduce the Z2-grading p : x
i 7→ 0¯, ξk 7→ 1¯, uj 7→ 0¯
for the generators of the ring of smooth R-valued functions on the total space ΠΣm1+n
of the superbundle. We have that C∞(ΠΣm1+n) ≃ Γ(
∧•(Σm1+n)∗), where (Σm1+n)∗
denotes the space of fibrewise-linear functions on Σm1+n. Finally, let us construct the
Whitney sum π = π0¯ ×Mn π
1¯ of the bundles π0¯ = π0 and π1¯ over the base Mn. We
put Γ(π) = Γ0¯(π) ⊕ Γ1¯(π), where Γ0¯(π) = Γ(π0¯) and Γ1¯(π) = Π(Γ(Ππ1¯)); this con-
struction of Γ1¯(π) in Γ(π) will be referred to in the definition of Cartan’s distribution C
(see below).
Consider the jet space J∞(π) of sections of the superbundle π. Namely, for the
superbundle π the infinite jet superbundle π∞ : J
∞(π) → Mn is defined as follows: we
let (π∞)
0¯ = (π0¯)∞, (π∞)
1¯ = Π((π1)∞) (see [40] and [50] for details). The set of variables
describing J∞(π) is composed by
• even coordinates xi on Mn,
• even coordinates uj and parity-odd coordinates ξk along the fibres of π; these
objects themselves are elements of the set of
• even variables ujσ and parity-odd variables ξ
k
σ for the fibres of the infinite jet
bundle π∞ : J
∞(π)→ Mn.
In the above notation we let σ be the multi-index that labels partial derivatives of the
unknowns uj and ξk w.r.t. the even variables xi; by convention, uj∅ ≡ u
j and ξk∅ ≡ ξ
k.
The parity function p acts only on homogeneous elements of C∞(J∞(π)) by extending
its value from the generators,
p(xi) = 0¯, p(uj) = 0¯, p(ξk) = 1¯,
p(ujσ) = 0¯, p(ξ
k
σ) = 1¯, |σ| > 0.
By construction, the parity satisfies the rules
p(a · b) = p(a) + p(b),
p(a + b) = p(a) = p(b) iff p(a) = p(b),
where a, b ∈ C∞(J∞(π)).
Every fibrewise linear function f ∈ C∞lin(J
∞) can be identified naturally with a linear
differential operator ∆f : Γ(π)→ C
∞(M) by using the formula ∆f(s)(x) = f(j∞(s)(x)),
where j∞(s)(x) is the infinite jet of a section s ∈ Γ(π) at x ∈ M . The infinite jet
bundle π∞ admits a natural flat connection such that the lift Xˆ of a vector field X
on M is uniquely defined by the condition ∆Xˆ(f) = X ◦∆f for f ∈ C
∞
lin(J
∞(π)). The
lifts Dxi = ∂̂/∂xi of ∂/∂x
i are called the total derivatives on J∞(π); at every i, they
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are expressed by the formula
Dxi =
∂
∂xi
+
m0∑
j=1
∑
σ0¯
ujσ0¯+1i
∂
∂ujσ0¯
+
m1∑
k=1
∑
σ1¯
ξkσ1¯+1i
~∂
∂ξkσ1¯
,
where ~∂/∂ξk denotes the left derivative. These vector fields commute (in a usual sense,
even though the operators Dxi contain directed derivations). By definition, we put
Dτ = D
τ1
x1 ◦· · ·◦D
τn
xn. Vector fields of the form Xˆ generate an n-dimensional distribution
on J∞(π); it is called the Cartan distribution and it is denoted by C.
1.2. Differential equations. In this Z2-graded set-up, let a system E of partial differ-
ential equations be given. By definition, the geometric object E is described by (many
equivalent) systems of relations between the unknowns’ derivatives with respect to the
n independent directions along the base Mn. In local coordinates we have that
E =
{
F ℓ(xi, uj, . . . , ujσ0¯ , ξ
k, . . . , ξkσ1¯) = 0, ℓ = 1, . . . , r
}
.
In fact, not every object E determined this way would be interesting from either geo-
metric or physical points of view. To get rid of irrelevant cases, from now on we consider
only (Z2-graded) partial differential (super-)equations which are formally integrable in
the sense of Goldschmidt [51, 52]. Still let us emphasise that at the moment when this
paper is written, the expert community has not yet reached a consensus on the proper
Z2-graded extension of Goldschmidt’s classical result on integrability. It is quite para-
doxical that even if such extension is almost as straightforward as the generalisation
of Marvan’s approach to kinematically integrable systems, that work has not yet been
done.
In view of what has been said above, we accept that each partial differential equa-
tion to study must possess the non-empty infinite prolongation E∞ formed by all the
differential consequences2 Dτ (F
ℓ) = 0 with |τ | > 0; the locus3 E∞ ⊆ J∞(π) is required
to project back onto E and onto all the lower-order jet (super-)spaces — so that the
Cauchy problem for E is (formally) solvable in the class of formal power series for all
Cauchy data.
Strange though it may seem, the social request for a Z2-graded generalisation of
Marvan’s removability inspection method offers us the most restrictive requirement for
2An obvious logical and geometric distinction between the locus E∞ and its algebraic description by
using the C∞-smooth left-hand sides in the system Dτ (F
ℓ) = 0 is that the latter are always defined yet
they can describe the empty set. For instance, consider the overdetermined partial differential equation
E = {uxx = 1, uy = x
2} for which (uxx)y = 0 6= 2 = (uy)xx. Likewise, the equation E = {vx = u,
vy = u} can be solved only if the compatibility condition vxy = vyx is satisfied, thus ux = uy is the
constraint due to which the projection of E∞ down to E is not surjective.
3Neither the set E ⊆ Jk(π) nor its prolongation E∞ ⊆ J∞(π) may be expected to be submanifolds in
the respective jet spaces. For example, consider the differential equation E = {u2x = u
2} ⊂ J1(π) which
cuts the diagonal cross (i.e. already not a submanifold) in the coordinate planeOuux within J
1(π). (It is
clear also that the set of solutions to the differential equation
(
d
dx
∣∣
x0−0
u
)2
=
(
u(x0)
)2
onM1 = R ∋ x0
is immense, compared with the solution sets for the equations ux = u and ux = −u.) Moreover, should
there be two independent variables, x and t, so that E = {u2x = u
2} is a partial differential equation,
then it is readily seen that, parameterised by using infinitely many variables x, t, u, ut, utt, . . ., ut···t,
. . ., the locus E∞ is not a submanifold in J∞(π) as well.
6 A. V. KISELEV AND A. O. KRUTOV
the class of PDEs to be studied: they must possess Lie (super-)algebra valued zero-
curvature representations — and even parametric families αλ of such structures.
1.3. Differential forms. Let us denote by D¯xi the restrictions of total derivatives Dxi
to E∞ ⊆ J∞(π). At every point θ∞ ∈ E∞ the tangent space Tθ∞E
∞ splits in a
direct sum of two subspaces. The one which is spanned by the Cartan distribu-
tion E∞ is horizontal and the other is vertical : Tθ∞E
∞ = Cθ∞ ⊕ Vθ∞E
∞. We de-
note by Λ1,0(E∞) = Ann C and Λ0,1(E∞) = Ann V E∞ the C∞(E∞)-modules of con-
tact and horizontal one-forms which vanish on C and V E∞, respectively. Denote fur-
ther by Λr(E∞) the C∞(E∞)-module of r-forms on E∞. There is a natural decom-
position Λr(E∞) =
⊕
q+p=r Λ
p,q(E∞), where Λp,q(E∞) =
∧p Λ1,0(E∞) ∧ ∧q Λ0,1(E∞).
This implies that the de Rham differential d¯ on E∞ is subjected to the decomposi-
tion d¯ = d¯h + d¯C, where d¯h : Λ
p,q(E∞) → Λp,q+1(E∞) is the horizontal differential and
d¯C : Λ
p,q(E∞)→ Λp+1,q(E∞) is the vertical differential.
The differential d¯h can be expressed in coordinates by inspection of its action on
elements of C∞(E∞) = Λ0,0(E∞): for any function φ we have that
d¯hφ =
n∑
i=1
dxi ∧ D¯xi(φ), d¯Cφ =
m0∑
j=1
∑
σ0¯
ωjσ0¯ ∧
∂φ
∂ujσ0¯
+
m1∑
k=1
∑
σ1¯
ζkσ1¯ ∧
~∂φ
∂ξjσ1¯
,
where we put
ωjσ0¯ = du
j
σ0¯
−
n∑
j=1
ujσ0¯+1i dx
i, ζjσ1¯ = dξ
j
σ1¯
−
n∑
i=1
ξjσ1¯+1i dx
i.
The horizontal differential d¯h acts on the spaces Λ
p,q(E∞) of differential forms via the
graded Leibniz rule; its application to Cartan’s forms d¯C(u
j
σ) is deduced from the
identity d¯2 = 0 for the de Rham differential d¯ = d¯h + d¯C on E
∞. Specifically, from
d¯2h = d¯h ◦ d¯C+d¯C ◦ d¯h = d¯
2
C = 0 one infers that d¯h ◦ d¯C = −d¯C ◦ d¯h, thus reducing the ac-
tion of d¯h to the case where it has already been defined. The formula d¯h =
∑
i dx
i∧D¯xi
now means that the vector fields D¯xi proceed by the Leibniz rule over the argument’s
wedge factors, acting on each factor – pushed leftmost – via the Lie derivative.
We note further that dxi, dujσ0¯ , and dξ
k
σ1¯
satisfy the following commutation relations:
dxi ∧ dxj = −dxj ∧ dxi, dxi ∧ dujσ0¯ = −du
j
σ0¯
∧ dxi, dxi ∧ dξkσ1¯ = −dξ
k
σ1¯
∧ dxi,
dujσ0¯ ∧ du
k
τ0¯
= −dukτ0¯ ∧ du
j
σ0¯
, dξkσ1¯ ∧ du
j
τ0¯
= −dujτ0¯ ∧ dξ
k
σ1¯
, dξkσ1¯ ∧ dξ
j
τ1¯
= +dξjτ1¯ ∧ dξ
k
σ1¯
;
we refer to [53, 54] for the geometric theory of variations in the frames of which one
discovers why differential one-forms should anticommute in the Z-graded sense.
The substitution of a Z2-graded vector field X into a Z2-graded differential form ω
is defined by the formula iX(ω) = (−1)
p(X)·p(ω)ω(X), provided that X and ω are both
homogeneous with respect to the Z2-grading. We have that
iD¯
xi
(ωjσ0¯) = iD¯xi (ζ
k
σ1¯
) = 0 for all i, j, k and |σ| > 0.
These equalities mean that the Cartan distribution can be described equivalently in
terms of the Cartan forms ωjσ0¯ and ζ
k
σ1¯
.
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1.4. Coverings over differentail equations. The restriction of Cartan’s distribution
from J∞(π) onto E∞ is horizontal with respect to the projection π∞
∣∣
E∞
: E∞ → Mn.
This determines the connection CE∞ : Γ(TM
n)→ Γ(TE∞), where Γ(TMn) and Γ(TE∞)
are the C∞(Mn)- and C∞(E∞)-modules of vector fields on Mn and E∞, respectively.
We denote by ΓT (Λ1(E∞)) the C∞(E∞)-module of derivations C∞(E∞) → Λ1(E∞)
taking values in the C∞(E∞)-module of one-forms on E∞. The connection form UE∞ ∈
ΓT (Λ1(E∞)) of CE∞ is called the structural element of the equation E
∞, see (11) on
p. 17.
Definition 1 ([44, 55]). A covering (or differential covering) over a given partial dif-
ferential (super-)equation E is another (usually, larger) system of partial differential
equations E˜ endowed with the n-dimensional Cartan distribution C˜ and such that there
is a mapping τ : E˜ → E∞ for which at each point θ ∈ E˜ , the tangent map τ∗,θ is an
isomorphism of the plane C˜θ to the Cartan plane Cτ(θ) at the point τ(θ) in E
∞.
The construction of a covering over E means the introduction of new variables such
that their compatibility conditions lie inside the initial system E∞. In practice (see [48]
and references therein), it is the rules to differentiate the new variable(s) which are
specified in a consistent way; this implies that those new variables acquire the nature
of nonlocalities if their derivatives are local but the variables themselves are not (e.g.,
consider the potential v =
∫
u dx satisfying vx = u and vt = −uxx − 3u
2 for the KdV
equation ut + uxxx + 6uux = 0). Whenever the covering τ : E˜ → E is realised as a fibre
bundle, the forgetful map τ discards the nonlocalities.
2. (Non)removability of parameters in Z2-graded zero-curvature
representations
In this section we describe an algorithm for inspection of (non)removability of param-
eters in zero-curvature representations under the action of smooth families of gauge
transformations. This technique (and its domain of applicability), which we formu-
late here for the Z2-graded set-up of super-equations and Lie super-algebras, patterns
upon M. Marvan’s approach for the purely bosonic case [22, 23]. We recall that the
latter works under the assumption of local analyticity for all the objects and struc-
tures involved. We now formulate the most essential half of Marvan’s criterion of
(non)removability; to this end, we explicitly postulate that the admissible families of
gauge transformations depend on the parameter in a smooth way. This covers the situ-
ations one typically encounters in mathematical physics; the case of smooth families of
zero-curvature representations such that the parameter contained in them is removed
by using the families of gauge transformations that are not smooth is henceforth put
aside.
Remark 1. Some agreement on the smoothness class of gauge transformations is always
built into the concept of principal fibre bundles and gauge connection one-forms (e.g.,
those forms which satisfy the Maurer–Cartan flatness equation). Even though the
transformations of the wave function Ψ by elements S of the structure Lie (super-)
group G are defined pointwise over the base manifold Mn ∋ x and therefore, they can
be performed discontinuously with respect to the points x, this extent of generality
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is usually not the case — indeed, the gauge set-up is studied only under much more
restrictive postulates. In particular, the introduction of gauge connection one-forms
requires that both the wave function Ψ and gauge transformations S be (piecewise-)
continuously differentiable.
Whenever the principal fibre bundles are towered over partial differential equations –
in the context of Lie (super-)algebra g-valued zero-curvature representations α and the
inverse scattering – the smoothness classes of such structures and their gauge transfor-
mations are determined from the smoothness classes of equations’ solutions ui = si(x)
in the course of restriction of all the objects at hand to the jets j∞(s
i)(x) of solutions;
the object d¯hS in (2) below would be undefined otherwise.
In conclusion, the choice of families S(x) ∈ G of gauge transformations for the
fields α ∈ g ⊗k Λ
1(Mn) at x ∈ Mn always refers, either explicitly or tacitly, to some
ad hoc assumptions on these families’ and fields’ smoothness. Our technical agree-
ment that the families Sλ and αλ of such structures both depend smoothly on a given
parameter λ ∈ I ⊆ C fits into the general picture.
Let E be a partial differential (super-)equation whose infinite prolongation E∞ is
contained in the infinite jet (super-)bundle J∞(π); we refer to section 1 for a recollection
of concepts and structures that arise in the geometry of jet (super-)spaces (e.g., we refer
to that preliminaries chapter for the notions of the space Λ¯(E∞) of horizontal differential
forms on E∞ and the horizontal differential d¯h : Λ¯(E
∞)→ Λ¯(E∞)).
Let G be a finite-dimensional matrix Lie supergroup (i.e., G is a Lie supersubgroup
of GL(k0|k1) for certain non-negative integers k0 and k1). Let g be its (matrix) Lie
superalgebra. Consider its tensor product g⊗RΛ¯(E
∞) with the exterior algebra Λ¯(E∞) =⊕
i Λ
0,i(E∞); by definition, elements of g⊗ C∞(E∞) are called g-(super)matrices [22].
The product is endowed with the bracket (see p. 4 for definition of the parity func-
tion p)
[A⊗ µ,B ⊗ ν] = (−1)p(B)p(µ)[A,B]⊗ µ ∧ ν
for µ, ν ∈ Λ¯(E∞) and A,B ∈ g. Define the operator d¯h that acts on elements of
g⊗ Λ¯(E∞) by the rule
d¯h(A⊗ µ) = A⊗ d¯hµ,
where d¯h in the right-hand side is the horizontal differential. The tensor product
g⊗ Λ¯(E∞) is a differential graded associative algebra with respect to the multiplica-
tion (A ⊗ µ) · (B ⊗ ν) = (−1)p(B)p(µ)(A · B) ⊗ µ ∧ ν induced by the ordinary matrix
multiplication so that
[ρ, σ] = ρ · σ − (−1)rs(−1)p(ρ)p(σ)σ · ρ,
d¯h(ρ · σ) = d¯hρ · σ + (−1)
rρ · d¯hσ
for ρ ∈ g⊗ Λ¯r(E∞) and σ ∈ g⊗ Λ¯s(E∞).
Definition 2 ([22, 23, 56]). A horizontal 1-form α ∈ g ⊗ Λ¯1(E∞) is called a g-valued
zero-curvature representation for the equation E if the Maurer–Cartan condition,
d¯hα
.
= 1
2
[α, α], (1)
holds whenever both sides are restricted to E and its differential consequences (such
restriction is denoted by
.
=).
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Recall that g is the Lie superalgebra of a given Lie supergroup G. Elements of
the (pre-)sheaf C∞(E∞, G) of G-valued functions on the equation E∞ are called G-
matrices. One can represent elements of C∞(E∞, G) as block matrices ( A BC D ), where
A is a (k0×k0)-size matrix whose entries are even elements of C
∞(E∞), B is a (k0×k1)-
size matrix whose entries are odd elements of C∞(E∞), C is a (k1×k0)-size matrix whose
entries are odd elements of C∞(E∞), and D is a (k1× k1)-size matrix whose entries are
even elements of C∞(E∞).
Definition 3. Let α and α′ be g-valued zero-curvature representations. Then α and
α′ are called gauge-equivalent if there exists S ∈ C∞(E∞, G) such that
α′ = d¯hS · S
−1 + S · α · S−1 =: αS. (2)
Let αλ be a family of zero-curvature representations smoothly depending on a parame-
ter λ ∈ I ⊆ R (or ⊆ C), where I is a connected subset. The parameter λ is removable
under the action of a smooth family of gauge transformations if there exists λ0 ∈ I
and there is a family of gauge transformation Sλ smoothly depending on λ such that
αλ = α
Sλ
λ0
for all λ ∈ I.
Remark 2. There are other approaches to the idea of parameters’ (non)removability,
e.g., under transformations which are not necessarily gauge (this is in contrast to the
above definition). It turns out that a given parameter in a family of zero-curvature
representations can be nonremovable with respect to the class of smooth gauge trans-
formations but, at the same time, it can be eliminated by using transformations from
a wider group. For example, Sasaki showed in [37] that the parameter in the standard
Lax pair for the Korteweg–de Vries equation cannot be gauged out but it can be elimi-
nated by using the scaling symmetry of KdV (see Appendix B in this paper). We stress
that Sasaki’s transformation is not gauge and therefore it acts across the gauge group
orbits; that parameter is non-removable in the sense of Definition 3 because there is no
smooth family of gauge transformation which would remove it. We refer to [23] for a
discussion about parameters that can be removed by gauge transformation depending
on the parameter λ not (only) in a smooth way. We note that in the most interesting
examples the nonremovable parameter could be eliminated, see Appendix B and [28]
for examples.
Proposition 1 (cf. [22]). Let g be a complex matrix Lie (super-)algebra. For a con-
nected subset I ⊆ C, consider a family αλ, depending smoothly on a parameter λ ∈ I,
of g-valued zero-curvature representations for an equation E . If for each λ ∈ I there is
a g-matrix Qλ such that its parity is p(Qλ) = 0¯ and
∂
∂λ
αλ = d¯hQλ − [αλ, Qλ], (3)
then the parameter λ is removable under the action of a smooth family of gauge trans-
formations.
Proof. Suppose that α˙λ = d¯hQλ − [αλ, Qλ] for some Qλ ∈ g⊗C
∞(E∞). To begin with,
fix a constant λ0 ∈ I. Let Sλ ∈ C
∞(E∞, G) be a solution of the matrix equation4
4We recall that g is the matrix Lie (super-)algebra of a given matrix Lie (super-)group G, whence
the multiplication Qλ · Sλ is induced by the ordinary multiplication of (super-)matrices.
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∂Sλ/∂λ = Qλ · Sλ with the initial datum Sλ0 = E, where E is the identity matrix
( 1 00 1 ) ∈ Mat(k0|k1). Consider the expression Zλ = d¯hSλ+Sλαλ0−αλSλ = (α
Sλ
λ0
−αλ)Sλ.
We have that
∂
∂λ
Zλ =
∂
∂λ
(d¯hSλ + Sλαλ0 − αλSλ)
= d¯h(S˙λ) + S˙λαλ0 − α˙λSλ − αλS˙λ
= d¯h(QλSλ) +QλSλαλ0 − α˙λSλ − αλQλSλ =
= d¯hQλSλ +Qλd¯hSλ +QλSλαλ0 − α˙λSλ − αλQλSλ + (QλαλSλ −QλαλSλ)
= (d¯hQλ − αλQλ + Qλαλ︸ ︷︷ ︸
α˙λ
−α˙λ)Sλ +Qλ(d¯hSλ + Sλαλ0 − αλSλ)
= QλZλ.
It is obvious that Zλ0 = 0, whence α
Sλ
λ0
− αλ = 0. Therefore, the parameter λ is
removable by using the explicitly given family Sλ of gauge transformations. 
The above proposition and its proof for parity-even g-matrices Qλ are a straight-
forward Z2-graded generalisation of Marvan’s original idea for non-graded PDE sys-
tems [22, 23]; the commutator [·, ·] in a Lie algebra is now replaced by the graded
commutator [·, ·] in the Lie superalgebra. Note that whenever p(Qλ) = 0¯, the parity
p(Qλ) + p(Sλ) of S˙λ in the right-hand side of the equation S˙λ = QλSλ is the same as
that of Sλ, which agrees with p(λ) = 0¯.
Remark 3. It is readily seen now what could obstruct the converse to be true, which
would otherwise convert Proposition 1 into the criterion of (non)removability. Unfortu-
nately, the family Sλ of gauge transformations may not necessarily be (piecewise-)smooth
in λ even if the family αλ is.
Suppose still that the parameter λ in αλ is removable by a smooth family of G-
matrices Sλ (so that the derivatives S˙λ with respect to λ are well defined). This means
that for any fixed λ0 there exists a G-matrix Sλ such that α
Sλ
λ0
= αλ with Sλ0 = E ∈ G,
which is viewed here as the set of constant G-valued functions on E∞. The matrix
S˙λ0 = ∂/∂λ|λ=λ0Sλ belongs to the tangent space at the unit of G, i.e. to the matrix Lie
(super-)algebra g. We have that
0 =
∂
∂λ
∣∣∣∣
λ=λ0
αλ0 =
∂
∂λ
∣∣∣∣
λ=λ0
α
S−1
λ
λ =
∂
∂λ
∣∣∣∣
λ=λ0
(
d¯h(S
−1
λ )Sλ + S
−1
λ αλSλ
)
=
=
∂
∂λ
∣∣∣∣
λ=λ0
(
−S−1λ d¯hSλ + S
−1
λ αλSλ
)
=
= −
∂
∂λ
(
S−1λ0
)
d¯h(Sλ0)− S
−1
λ0
dS˙λ0 − S
−1
λ0
S˙λ0S
−1
λ0
αλ0Sλ0
+ S−1λ0 α˙λ0Sλ0 + S
−1
λ0
αλ0S˙λ0 = −d¯hS˙λ0 − S˙λ0αλ0 + αλ0S˙λ0 + α˙λ0 .
This implies that α˙λ0 = d¯hS˙λ0 − [αλ0 , S˙λ0] for all λ0 in I, where S˙ ∈ g⊗ Λ¯
0(E∞).
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Let us illustrate the technique now offered by Proposition 1 by proving that the
parameter in the Das zero-curvature representation for the Mathieu N = 2, a = 4
super-KdV equation is essential.
Consider P. Mathieu’s (2|2)-dimensional generalisation of the Korteweg–de Vries
equation [1], namely, the N=2 supersymmetric KdV equation (SKdV),
ut = −uxxx+3
(
uD1D2u
)
x
+
a− 1
2
(
D1D2u
2
)
x
+3au2ux, Di =
~∂
∂θi
+ θi · D¯x, (4)
where
u(x, t; θ1, θ2) = u0(x, t) + θ1 · u1(x, t) + θ2 · u2(x, t) + θ1θ2 · u12(x, t) (5)
is the complex bosonic super-field, θ1, θ2 are Grassmann variables such that θ
2
1 = θ
2
2 =
θ1θ2 + θ2θ1 = 0, the two fields u0 and u12 are bosonic (p(u0) = p(u12) = 0¯), and the
fields u1 and u2 are fermionic (p(u1) = p(u2) = 1¯). Expansion (5) converts (4) to the
four-component system
u0;t = −u0;xxx +
(
au30 − (a + 2)u0u12 + (a− 1)u1u2
)
x
, (6a)
u1;t = −u1;xxx +
(
(a + 2)u0u2;x + (a− 1)u0;xu2 − 3u1u12 + 3au
2
0u1
)
x
, (6b)
u2;t = −u2;xxx +
(
−(a+ 2)u0u1;x − (a− 1)u0;xu1 − 3u2u12 + 3au
2
0u2
)
x
, (6c)
u12;t = −u12;xxx − 6u12u12;x + 3au0;xu0;xx + (a+ 2)u0u0;xxx
+ 3u1u1;xx + 3u2u2;xx + 3a
(
u20u12 − 2u0u1u2
)
x
. (6d)
The Korteweg–de Vries equation upon u12, see (14) below, is underlined in (6d). The
SKdV equation is the most interesting (in particular, bi-Hamiltonian, whence com-
pletely integrable) if a ∈ {−2, 1, 4}, see [1, 2, 57]. Let us consider also the bosonic limit
u1 = u2 = 0 of system (6): by setting a= − 2 we obtain the triangular system which
consists of the modified KdV equation for u0 and an equation of KdV-type for u12;
in the case a=1 we obtain the Krasil’shchik–Kersten system [8]; for a=4, we obtain
the third equation in the Kaup–Boussinesq hierarchy. In what follows we consider the
case a=4.
Example 1. The N=2 supersymmetric a=4-KdV equation (6) admits the sl(2|1)-
valued zero-curvature representation αN=2(ε) = A(ε) dx+B(ε) dt, where
A =

−iu0 ε−1(u20 + u12)− iε−2u0 −ε−1(u2 + iu1)−ε −iu0 − ε−1 0
0 iu1 − u2 −2iu0 − ε
−1

 , ε > 0. (7)
The elements of the sl(2|1)-matrix B,
B =

b11 b12 b13b21 b22 b23
b31 b32 b33

 ,
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are as follows (see Remark 4 below),
b11 = 4iu
3
0 − 6iu0u12 + 4u0u0;x − iu0;xx − u12;x − 4iu2u1 + ε
−1(2u20 − u12 − iu0;x)− iε
−2u0,
b12 = ε
−1(4u40 + 2u
2
0u12 + 4u0u0;xx − 2u
2
12 + 4u
2
0;x − u12;xx + u2u2;x + 8u2u1u0 + u1u1;x) +
+ ε−2(2iu30 − 4iu0u12 + 4u0u0;x − iu0;xx − u12;x − 2iu2u1) + ε
−3(u20 − u12 − iu0;x)−
− iε−4u0,
b13 = ε
−1(−5iu0u2;x − 5u0u1;x − u2;xx + iu1;xx + 8u2u
2
0 − 2u2u12 − 4iu2u0;x − 8iu1u
2
0 +
+ 2iu1u12 − 4u1u0;x) + ε
−2(−u2;x + iu1;x − 3iu2u0 − 3u1u0) + ε
−3(−u2 + iu1),
b21 = 2ε(−2u
2
0 + u12) + 2iu0 + ε
−1,
b22 = 4iu
3
0 − 6iu0u12 − 4u0u0;x − iu0;xx + u12;x − 4iu2u1 + ε
−1(−2u20 + u12 + iu0;x) +
+ iε−1u0 + ε
−3,
b23 = u2;x − iu1;x + 4iu2u0 + 4u1u0 + ε
−1(u2 − iu1),
b31 = ε(−u2;x − iu1;x + 4iu2u0 − 4u1u0) + u2 + iu1,
b32 = 5iu0u2;x − 5u0u1;x − u2;xx − iu1;xx + 8u2u
2
0 − 2u2u12 + 4iu2u0;x + 8iu1u
2
0 − 2iu1u12 −
− 4u1u0;x + ε
−1u0(iu2 − u1),
b33 = 2(4iu
3
0 − 6iu0u12 − iu0;xx − 4iu2u1) + ε
−3.
Proposition 2. There is no sl(2|1)-matrix
Q =

q11 q12 q13q21 q22 q23
q31 q32 q11 + q22


which would depend on ε and satisfy the equalities
D¯x(Q) =
∂
∂ε
A + [A,Q], (8a)
D¯t(Q) =
∂
∂ε
B + [B,Q]. (8b)
In other words, the parameter ε in αN=2(ε) cannot be removed by using a smooth family
of gauge transformations.
An analytic proof of Proposition 2 is contained in Appendix A, see p. 30.
Remark 4. This zero-curvature representation αN=2(ε) is not equal identically but it
is gauge-equivalent to the respective formula in Das et al. [26]. The transformation
between these objects contains the imaginary unit i. Our choice of normalisation,
which is the same as in [3], is due to the following argument: all the structures under
study contain the Gardner deformation (15) of the Korteweg–de Vries equation (14) (so
that the structures retract to Gardner’s deformation [4, 5] under suitable reductions).
We note further that the zero-curvature representation αN=2 can be used for con-
struction of a solution, which is an alternative to the first solution reported in [2], of
Gardner’s deformation problem [1, 7] for the N=2, a=4 SKdV equation (we refer to [3]
for details). The parameter ε which we use here is the parameter in the classical Gard-
ner deformation of the KdV equation [4]. This is why we denote this parameter by ε
instead of λ.
ON THE (NON)REMOVABILITY OF SPECTRAL PARAMETERS IN Z2-GRADED ZCR 13
Example 2. Consider now another sl(2|1)-valued zero-curvature representation β =
A dx+B dt for the N=2, a=4-SKdV equation: we let
A =

λ− iu0 −λ2 − (u20 + u12) −iu1 − u21 −λ− iu0 0
0 u2 − iu1 −2iu0

 .
The elements of the sl(2|1)-matrix B,
B =

b11 b12 b13b21 b22 b23
b31 b32 b33

 ,
are given by the formulas
b11 = 2λ(2u
2
0 − u12)− 4iu
3
0 + 6iu0u12 + 4u0u0;x + iu0;xx − u12;x + 4iu2u1,
b12 = 2λ
2(−2u20 + u12) + 2λ(−4u0u0;x + u12;x)− 4u
4
0 − 2u
2
0u12 − 4u0u0;xx + 2u
2
12
− 4u20;x + u12;xx − u2u2;x − 8u2u1u0 − u1u1;x,
b13 = λ(u2;x + iu1;x − 4iu2u0 + 4u1u0)− 5iu0u2;x + 5u0u1;x + u2;xx + iu1;xx
− 8u2u
2
0 + 2u2u12 − 4iu2u0;x − 8iu1u
2
0 + 2iu1u12 + 4u1u0;x,
b21 = 2(2u
2
0 − u12),
b22 = 2λ(−2u
2
0 + u12)− 4iu
3
0 + 6iu0u12 − 4u0u0;x + iu0;xx + u12;x + 4iu2u1,
b23 = u2;x + iu1;x − 4iu2u0 + 4u1u0,
b31 = u2;x − iu1;x + 4iu2u0 + 4u1u0,
b32 = λ(−u2;x + iu1;x − 4iu2u0 − 4u1u0)− 5iu0u2;x − 5u0u1;x − u2;xx + iu1;xx + 8u2u
2
0
− 2u2u12 − 4iu2u0;x − 8iu1u
2
0 + 2iu1u12 − 4u1u0;x,
b33 = 2i(−4u
3
0 + 6u0u12 + u0;xx + 4u2u1).
The sl(2|1)-matrix
Q =

0 1 00 0 0
0 0 0


satisfies the equations
∂
∂λ
A = D¯x(Q)− [A,Q],
∂
∂λ
B = D¯t(Q)− [B,Q].
Solving the Cauchy problem
∂
∂λ
S = QS, S|λ=0 = 1,
we obtain the SL(2|1)-matrix
S =

1 λ 00 1 0
0 0 1

 .
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This matrix S defines the – obviously, smooth with respect to λ – family of gauge trans-
formations that remove the parameter λ from the zero-curvature representation β, i.e.
(β)S
−1
= β|λ=0. Consequently, the parameter λ in β is removable.
Remark 5. Marvan’s computational and moreover, cohomological techniques from [22,
23] seem to be working really fine in the Z2-graded set-up.
5 However, let us say a word
of caution.
Lemma 3. Let α = α0¯ + α1¯ be a g-valued zero-curvature representation of a given
Z2-graded equation E such that p(α
0¯) = 0¯ and p(α1¯) = 1¯. Then Marvan’s operator
∂¯α = d¯h − [α, ·] is not necessarily a differential.
We refer to equation (19) below and to the papers [22, 50] for more details on the
nature and use of the mapping ∂¯α.
Proof. Let β ∈ g ⊗ Λ¯0(E∞) so that β = β 0¯ + β 1¯ and consider α = α0¯ + α1¯, where
p(α0¯) = p(β 0¯) = 0¯ and p(α1¯) = p(β 1¯) = 1¯. Then we have that
∂¯α ◦ ∂¯α(β) = ∂¯α(d¯hβ − [α, β]) = d¯h ◦ d¯hβ − d¯h([α, β])− [α, d¯hβ − [α, β] ]
= −[d¯hα, β]+ [α, d¯hβ]− [α, d¯hβ]+ [α, [α, β] ] = [α, [α, β] ]−
1
2
[[α, α], β]
= [α, α0¯β 0¯ − β 0¯α0¯ + α0¯β 1¯ − β 1¯α0¯ + α1¯β 0¯ − β 0¯α1¯ + α1¯β 1¯ + β 1¯α1¯]− [α0¯α0¯ + α0¯α1¯ + α1¯α0¯, β]
= α0¯α0¯β 0¯ + α0¯β 0¯α0¯ − α0¯β 0¯α0¯ − β 0¯α0¯α0¯ + α0¯α0¯β 1¯ + α0¯β 1¯α0¯ − α0¯β 1¯α0¯ − β 1¯α0¯α0¯
+ α0¯α1¯β 0¯ + α1¯β 0¯α0¯ − α0¯β 0¯α1¯ − β 0¯α1¯α0¯ + α0¯α1¯β 1¯ + α1¯β 1¯α0¯ + α1¯α0¯β 0¯ + α0¯β 0¯α1¯
− α1¯β 0¯α0¯ − β 0¯α0¯α1¯ + α1¯α0¯β 1¯ − α0¯β 1¯α1¯ − α1¯β 1¯α0¯ − β 1¯α0¯α1¯ + α1¯α1¯β 0¯ − α1¯β 0¯α1¯
− α1¯β 0¯α1¯ + β 0¯α1¯α1¯ + α1¯α1¯β 1¯ + α1¯β 1¯α1¯ − α0¯α0¯β 0¯ + β 0¯α0¯α0¯ − α0¯α0¯β 1¯ + β 1¯α0¯α0¯
− α1¯α0¯β 0¯ + β 0¯α1¯α0¯ − α1¯α0¯β 1¯ − β 1¯α1¯α0¯ − α0¯α1¯β 0¯ + β 0¯α0¯α1¯ − α0¯α1¯β 1¯ − β 1¯α0¯α1¯
= −α0¯β 1¯α1¯ − 2β 1¯α0¯α1¯ + α1¯α1¯β 0¯ − 2α1¯β 0¯α1¯ + β 0¯α1¯α1¯ + α1¯α1¯β 1¯ + α1¯β 1¯α1¯ − β 1¯α1¯α0¯ 6= 0.
This argument shows that only for parity-even zero-curvature representations (which
are constrained by α1¯ = 0) is the operator ∂¯α always a differential and does Marvan’s
horizontal cohomology interpretation [22] work in the Z2-graded set-up. 
Remark 6. We have not seen any nontrivial example of zero-curvature representations
with nonzero odd part (i.e. such that α1¯ 6= 0). It would be interesting to either find
such example or prove that it cannot exist.
Let us remember that Proposition 1 and Lemma 3 can be used to construct para-
metric families αλ of zero-curvature representations for an equation E . In [23], the
5The horizontal cohomology groups introduced by Marvan in [22, 23] are informative for the alge-
braic approach to kinematic integrability, yet they may be hard to compute (in fact, this has not been
attempted industrially). It is the removability of “fake” parameters in the zero-curvature representa-
tions which must be focused on first; whenever it is established that a parameter cannot be removed
in a smooth way from a smooth family, the integration of PDE under study by using the inverse scat-
tering [15, 16] should be attempted as the proper next step (or a nontrivial Gardner deformation of
that system be derived from the family of zero-curvature representations, and the integrals of motion
be constructed).
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horizontal gauge cohomology complex H¯qαλ(E , g) was associated with every such family.
It is standard that the first horizontal gauge cohomology group H¯1αλ(E , g) contains the
obstructions to removability of a parameter λ (cf. section 3 above and [27, 28]).
Example 3. Using the technique described in [23], let us examine an sl(2|1)-valued
zero-curvature representation for the equation which found by Tian and Liu (Case F
in [32], see also [33]):
ut = u5x + 2auuxxx + 4auxuxx +
6a2
5
u2ux − aξxxxξx +
3a2
5
uξxxξ +
3a2
5
uxξxξ, (9a)
ξt = ξ5x + 2auξxxx + 3auxξxx + auxxξx +
3a2
5
u2ξx +
3a2
5
uuxξ, (a = 5); (9b)
the parities are p(u) = 0¯ and p(ξ) = 1¯.
We start from the non–parametric zero–curvature representation α5ord0 = A0 dx +
B0 dt for system (9):
A0 =

0 −u ξ1 0 0
0 −ξ 0

 ,
B0 =

6uux + uxxx + 3ξξxxx b12 b136u2 + 2uxx + 6ξξx −6uux − uxxx − 3ξξxx b23
9uξx + ξxxx − 3ξux −9uξxx − ξ4x − 6ξxux − 6ξu
2 + ξuxx 0

 ,
where
b12 = − 6u
3 − 8uuxx − u4x − 6u
2
x + 3ξxxξx + 3ξuξx − 2ξξxxx,
b13 = 9uξxx + ξ4x + 6ξxux + 6ξu
2 − ξuxx,
b23 = 9uξx + ξxxx − 3ξux.
This sl(2|1)-valued zero-curvature representation can easily be obtained by using two
ideas: (i) it should reduce to the standard sl(2)-valued zero-curvature representation
of the Korteweg–de Vries equation under a reduction of (9a) to its higher symmetry;
(ii) the sought-for structure is expected to be homogeneous with respect to the tuple
of scaling weights (see [2, 58] in this context).
Let us recall from [23] that for a given g-valued zero-curvature representation α5ord0 =
A0 dx+B0 dt, the g-valued 1-form A1 dx+B1 dt is a ∂¯α-cocycle if and only if the block
matrices
A[1] =
(
A0 0
A1 A0
)
, B[1] =
(
B0 0
B1 B0
)
constitute a zero-curvature representation, i.e.
D¯tA
[1] − D¯xB
[1] + [A[1], B[1]] = 0.
Moreover, two cocyles differ by a coboundary if and only if the respective zero-curvature
representations are gauge equivalent with respect to a gauge matrix of the form
S [1] =
(
E 0
S E
)
,
with the unit matrix E at the diagonal and some matrix S.
16 A. V. KISELEV AND A. O. KRUTOV
Using this condition and the analytic software SsTools [58], we found the cocy-
cle A1 dx+B1 dt, where
A1 =

1 0 00 −1 0
0 0 0

 , (10a)
B1 =

6u2 + 2uxx + 6ξξx −12uux − 2uxxx − 6ξξxx 9uξx + ξxxx − 3ξux0 −6u2 − 2uxx − 6ξξx 0
0 −9uξx − ξxxx + 3ξux 0

 , (10b)
for the non-parametric sl(2|1)-valued zero–curvature representation α5ord0 of system (9).
Thus we extend the zero-curvature representation α5ord0 to the sl(2|1)-valued zero-
curvature representation α5ord = A dx+B dt with a parameter λ, here
A =

λ −u− λ2 ξ1 −λ 0
0 −ξ 0

 , B =

b11 b12 b13b21 −b11 b23
b31 b32 0

 ,
where
b11 = 2λ(3u
2 + uxx + 3ξξx) + 6uux + uxxx + 3ξξxx,
b12 = 2λ
2(−3u2 − uxx − 3ξξx) + 2λ(−6uux − uxxx − 3ξξxx)− 6u
3 − 8uuxx − u4x − 6u
2
x
+ 3ξxxξx + 3ξuξx − 2ξξxxx,
b13 = λ(9uξx + ξxxx − 3ξux) + 9uξxx + ξ4x + 6ξxux + 6ξu
2 − ξuxx,
b21 = 2(3u
2 + uxx + 3ξξx),
b23 = 9uξx + ξxxx − 3ξux,
b31 = 9uξx + ξxxx − 3ξux,
b32 = λ(−9uξx − ξxxx + 3ξux)− 9uξxx − ξ4x − 6ξxux − 6ξu
2 + ξuxx.
But is this parameter λ (non)removable ?
It is easy to see that the gauge transformation S [1] given by
S [1] =
(
E 0
S E
)
, where S =

0 1 00 0 0
0 0 0

 .
trivialises cocycle (10) ! Namely, we have that(
A[1]
)S[1]
=
(
A0 0
0 A0
)
,
(
B[1]
)S[1]
=
(
B0 0
0 B0
)
.
Therefore, cocycle (10) cannot be used to insert a nonremovable parameter in the zero-
curvature representation α5ord0 .
We deduce that the above family of zero-curvature representations α5ord does not
manifest that equation (9) indeed is integrable.6 This is why in Example 7 on p. 26 below
we shall consider much larger, sl(9|8)-valued zero-curvature representations for (9).
6At the same time, we do not claim that no non-removable parameter can be inserted into the sl(2|1)-
valued zero-curvature representation α5ord0 . Indeed, to establish that one must prove the vanishing of
the respective gauge cohomology group.
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We argue on p. 28 that the parameter λ in that family is not removable using gauge
transformations.
3. Families of coverings and the Fro¨licher–Nijenhuis bracket
In this section we recall another mechanism for deforming nonlocal structures over
partial differential (super-)equations E . Referring to the notion of Fro¨licher–Nijenhuis
bracket, this concept is better known in the context of Ba¨cklund (auto)transformations
between PDEs, see [28, 30, 59]. The two deformation strategies from the preceding and
present sections will be brought together in what follows.
3.1. The structure element of a covering. Consider a (k0|k1)-dimensional covering
τ : E˜ = W × E∞ → E∞ with even nonlocal coordinates w1, . . . , wk0 and odd nonlocal
coordinates f 1, . . . , fk1 on the (k0|k1)-dimensional fibre superspace W (see Definition 1
on p. 7). The prolongations D˜xi of the total derivatives D¯xi to the covering equation E˜
are given by the formulas [44, 47]
D˜xi = D¯xi + w
p
xi
∂
∂wp
+ f q
xi
~∂
∂f q
, 1 6 i 6 n.
These total derivatives D˜xi determine the Cartan distribution C(E˜) on the covering equa-
tion E˜ . In turn, the Cartan distribution C(E˜) yields the Cartan connection CE˜ : Γ(TM)→
Γ(T E˜) such that CE˜ : ∂/∂x
i 7→ D˜xi . Using those differential one-forms from Λ
1(E˜) which
annihilate the horizontal n-dimensional planes of the Cartan distribution C(E˜), we ob-
tain the linear Γ(T E˜)-valued connection form UE˜ ∈ ΓT (Λ
1(E˜)), also called the structure
element of the covering τ in this setting.
Specifically, forA := C∞(M), for the properly understood inductive limitB := C∞(E˜)
of algebras filtered by the jet orders, and embedding homomorphism ϕ = (π◦τ)∗ : A →֒
B, it is readily seen that the composition ddR ◦ ϕ : A → Λ
1(B) is a derivation. Conse-
quently, we can consider the derivation CE˜
(
ddR◦ϕ
)
∈ ΓT
(
Λ1(E˜)
)
. The structure element
UE˜ ∈ ΓT (Λ
1(E˜)) of the covering τ is defined by the formula UE˜ = −CE˜
(
ddR ◦ ϕ
)
+ ddR
(see [27, 28, 29] and references therein). In coordinates, we have that7
UE˜ = d¯C(u
k
σ0¯
)
∂
∂ukσ0¯
+ d¯C(ξ
a
σ1¯
)
~∂
∂ξaσ1¯
+ (dwp − wp
xi
dxi)
∂
∂wp
+ (df q − f q
xi
dxi)
~∂
∂f q
. (11)
The Cartan connection on E˜ is flat:
[UE˜ , UE˜ ]
FN = 2× curvature = 0;
we recall that the Fro¨licher–Nijenhuis bracket [·, ·]FN on the space ΓT (Λ∗(E˜)) of vector-
valued differential forms is defined by the formula [47]
[Ω,Θ]FN(g) = LΩ(Θ(g))− (−1)
rs+p(Ω)p(Θ) LΘ(Ω(g))
for Ω ∈ ΓT (Λr(E˜)), Θ ∈ ΓT (Λs(E˜)), and g ∈ C∞(E˜). Here LΩ = iΩ ◦ d + d ◦ iΩ is the
Lie derivative.
7The notion of Cartan differential dC and its restriction to equations E
∞ is recalled on p. 6.
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Let τλ : E˜λ = Wλ×E
∞ → E∞ be a smooth family of coverings over E∞ depending on
a parameter λ ∈ C and Uλ be the corresponding structure element of τλ. In agreement
with [28], we assume that the distributions C(E˜λ) are diffeomorphic to each other at
different values of λ under a smooth family of diffeomorphims of the manifolds E˜λ. The
evolution of Uλ with respect to λ is described by the equation [27, 28]
d
dλ
Uλ = [X,Uλ]
FN, (12)
where X ∈ Γ(T E˜) is some vector field on E˜λ.
3.2. Two realisations of Lie superalgebras. In the covering τ which has been con-
sidered so far, the superdimension of the fibre W is (k0|k1); the covering is realised in
terms of vector fields on the fibres. To narrow the class of vector field subalgebras at
hand – in particular, to force such vector fields belong to a given Lie algebra g that ap-
peared in section 2 in the construction of g-valued zero-curvature representations – let
us recall two techniques of matrix vs (non)linear vector field realisations of Lie algebras.
We have that elements ρ(g) of matrix representation for g ∈ g act by endomorphisms
on a vector superspace of superdimension (k0 + 1|k1). The excess of parity-even di-
mension allows us to view the respective graded Cartesian coordinates as homogeneous
coordinates on projective superspacesW such that vector fields ̺(g) ∈ Γ(TW ) on them
belong to the other representation, ̺ : g→ Vect(W ; poly), of the Lie algebra g.
Specifically, let g ⊆ gl(k0+1|k1) be a finite-dimensional Lie superalgebra with basis ei,
here k0, k1 > 0 and the index i runs from 1 to the dimension of g. We consider two
representation of g:
(1) ρ : g→ Mat(k0 + 1, k1), that is, a matrix representation;
(2) ̺ : g → Vect(W ; poly), which is the representation in the space of vector fields
with polynomial coefficients on the (k0|k1)-dimensional supermanifold W with
local parity-even coordinates w1, . . . , wk0 and f 1, . . . , fk1 of odd parity.
Let us recall an explicit construction of such representations ̺; it will be essential in
what follows.
Example 4 (Nonlinear realisations of Lie algebras in the spaces of vector fields via
the projective substitution [20]). Let N be a (k0+1|k1)-dimensional manifold. Because
the reasoning is local, consider a chart U ⊆ N equipped with a (k0 + k1 + 1)-tuple of
rectifying coordinates v = (v0, . . . , vk0+k1), where v0, . . . , vk0 are even coordinates and
vk0+1, . . . , vk0+k1 are odd coordinates. By definition, put
∂v = (~∂v0 , . . . , ~∂vk0+k1 )
t.
For the matrix Lie superalgebra g ⊆ gl(k0 + 1|k1) at hand, take any matrix g ∈ g and
represent it in the space of linear vector fields on the domain in Rk0+1|k1 by using the
formula
g 7−→ Vg = vg∂v.
By construction, the linear vector field representation g 7→ Vg of the matrix Lie algebra g
preserves all the commutation relations in it,
[Vg, Vh] = [vg∂v, vh∂v] = v[g, h]∂v = V[g,h], ∀ h, g ∈ g.
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The problem we are solving is the realisation of matrix Lie superalgebra g by using
vector fields with (non)linear coefficients. Consider a point x ∈ Rk0+1|k1 – originally,
from the chart U ⊆ N – with nonzero coordinate v0(x) =: µ 6= 0. By construction,
v = (v0, . . . , vk0+k1) is the tuple of Cartesian coordinates on the image of U under the
coordinate mapping. Consider the locally defined mapping p : v(U) ⊆ Rk0+1|k1 → Rk0|k1
that takes every point v = (v0, . . ., vk0+k1) from the domain at hand to the point
(w1, . . . , wk0+k1) ∈ Rk0|k1, where
wi =
µvi
v0
, 1 6 i 6 k0 + k1.
The differential dpv : TvR
k0+1|k1 → Tp(v)R
k0|k1 at the point v ∈ Rk0+1|k1 acts on the
basic vectors from the (k0 + k1 + 1)-tuple ∂v as follows,
dpv
(
∂
∂v0
)
=
k0+k1∑
j=1
∂wj
∂v0
∂
∂wj
=
k0+k1∑
j=1
−
µvj
(v0)2
∂
∂wj
,
dpv
(
∂
∂vi
)
=
k0+k1∑
j=1
∂wj
∂vi
∂
∂wj
=
µ
v0
∂
∂wi
, 1 6 i 6 k0 + k1.
By definition, put
w = (µ, w1, . . . , wk0+k1), ∂w =
(
−
1
µ
k0+k1∑
j=1
wj
~∂
∂wj
,
~∂
∂w1
, . . . ,
~∂
∂wk0+k1
)t
.
Now it is readily seen that the vector field Xg = dp (Vg) is expressed by the formula
Xg = wg∂w. (13)
Generally speaking, the vector field Xg on the respective subset of the target space
Rk0|k1 is nonlinear with respect to the variables w0, . . ., wk0+k1. Nevertheless, the
commutation relations between vector fields of such type are inherited from the relations
in Lie algebra g ∋ g, h:
[Xg, Xh] = [dp (Vg), dp (Vh)] = dp ([Vg, Vh]) = dp (V[g,h]) = X[g,h].
Take Xg for the representation ̺(g) of elements g of Lie superalgebra g.
Notation. Whenever g ⊆ gl(n0¯|n1¯) is a finite-dimensional Lie superalgebra, it admits
the tautological matrix representation ρ : g → gl(n0¯|n1¯) and realisation ̺ in spaces
of vector fields from Example 4. We denote by ∇ : ρ ⇄ ̺ the switch between these
representations.
We refer to [18, 19] for other examples of realisations of Lie algebras by using vector
fields.
3.3. Examples of the structure element deformation. Example 4 yields a regu-
lar procedure that takes Lie super-algebra g-valued zero-curvature representations to
certain (k0|k1)-dimensional coverings over the Z2-graded PDE at hand; the coefficients
of Maurer–Cartan’s horizontal one-form α determine the rules to differentiate the non-
local variables with respect to the independent coordinates such as x and t. Let us see
what the deformation mechanism of Fro¨licher–Nijenhuis bracket can then do for such
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coverings — and let us inspect what the vector fields X in (12) mean in terms of the
PDE under study.
Example 5. Consider the N=2, a=4 SKdV equation (6) and the family of coverings
over it derived from the zero-curvature representation which we addressed in Example 1.
Let us find the vector field X corresponding to that family. We are interested in finding
those solutions of (12) which do not degenerate under the reduction of (6) to its bosonic
limit. In turn, for that system of KdV-type we are interested in finding only those
solutions of (12) which stem from the deformation generators X for the Korteweg–de
Vries equation for u12; we recall that the KdV equation is contained in the bosonic limit
of (6) by Mathieu’s construction.
This allows us to analyse the structural element’s deformation problem “inside-out”
in three steps: first, we do it for the Korteweg–de Vries equation; we proceed with the
Kaup–Boussinesq hierarchy and finally, we recover the full (2|2)-dimensional superge-
ometry of the N = 2 supersymmetric a = 4-equation (6).
We begin with the Korteweg–de Vries equation
u12;t = −u12;xxx − 6u12u12;x. (14)
Over it, we consider the covering derived from the Gardner deformation [4],
wx =
1
ε
(w − u12)− εw
2, (15a)
wt =
1
ε
(u12;xx + 2u
2
12) +
1
ε2
u12;x +
1
ε3
u12 +
(
−2u12;x −
2
ε
u12 −
1
ε3
)
w +
(
2εu12 +
1
ε
)
w2.
(15b)
The Cartan structure element for the covering (15) is as follows,
UE˜ = d¯C(u12;σ)
∂
∂u12;σ
+ (dw − wx dx− wt dt)
∂
∂w
,
where wx and wt are given by (15). The solutions of equation (12) for this case are
X1 = ε
−2(−x ∂/∂x − 3t ∂/∂t + 2u12 ∂/∂u12 + . . .+ 2w ∂/∂w),
X2 = −2ε(6t ∂/∂x+ ∂/∂u12 + . . . )− ∂/∂w.
Let us show that the vector field X1 can be lifted to the corresponding covering over
the higher symmetry,
u0;t = −u0;xxx +
(
4u30 − 6u0u12
)
x
, (16a)
u12;t = −u12;xxx − 6u12u12;x + 12u0;xu0;xx + 6u0u0;xxx + 12
(
u20u12
)
x
, (16b)
of the Kaup–Boussinesq equation [60]
u0;s = (−u12 + 2u
2
0)x, u12;s = (u0;xx + 4u0u12)x.
We recall that system (16) is the bosonic limit of (6) with a=4 under setting u1 = u2 =
0.
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A family of coverings over equation (16) is determined by the formulas8
wx = −εw
2 + ε−1(w − u12 − u
2
0) + iε
−2u0, (17a)
wt = 2εw
2(−2u20 + u12) + 2w(−iwu0 + 4u0u0;x−u12;x) + ε
−1(w2 − 2wu12 + 2u
2
12
+u12;xx + 2iwu0;x − 4u
4
0 − 2u
2
0u12 − 4u0u0;xx + 4wu
2
0 − 4u
2
0;x) + ε
−2(2iwu0
+ 2iu30 − 4iu0u12 − 4u0u0;x − iu0;xx + u12;x) + ε
−3(u12 − w − u
2
0 − iu0;x)− iε
−4u0.
(17b)
The Cartan structure element for the covering (17) is as follows,
UE˜ = d¯C(u0;σ)
∂
∂u0;σ
+ d¯C(u12;σ)
∂
∂u12;σ
+ (dw − wx dx− wt dt)
∂
∂w
,
where the derivatives wx and wt are given by formulas (17) and σ is a summation index.
At every ε 6= 0 such coverings are constructed by the change of Lie algebra realisation ∇
in the zero-curvature representation for (16). In turn, that representation9 is obtained
by using the reduction u1 = u2 = 0 in the zero-curvature representation α
N=2 for the
N=2, a=4 SKdV equation (6) (see [26, 3] and Example 1).
For this family of coverings over system (16), the solution of equation (12) is given
by the vector field
X = ε−1(−x ∂/∂x − 3t ∂/∂t + u0 ∂/∂u0 + 2u12 ∂/∂u12 + . . .+ 2w ∂/∂w).
We note that, the same as it is in the case of KdV equation (14), we obtain the vector
field corresponding to the scaling symmetry (see Appendix B; we refer to diagram (29)
on p. 34 in particular).
Finally, let us consider the full N=2, a=4 SKdV equation (6) and over it, let us
construct a (1|1)-dimensional covering by switching to a different realisation of the Lie
superalgebra in the sl(2|1)-valued zero-curvature representation α, which was considered
8Here and in what follows we underline the covering that encodes Gardner’s deformation (15) for
the classical KdV equation (14).
9Remarkably, that zero-curvature representation for (16) was re-discovered in [61] not in the context
of super-system (6).
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in Example 1 on p. 11. Using the realisation ̺ from Example 4, we obtain the (1|1)-
dimensional covering over N=2, a=4 SKdV equation (6):
wx = −εw
2 + (f2u2 − if2u1) + ε
−1(w − u12 − u
2
0) + ε
−2iu0,
fx = − εwf2 + iu0f2 + ε
−1(f2 + u2 + iu1),
wt = ε(−4w
2u20 + 2w
2u12 + f2wu2;x − if2wu1;x + 4if2u2wu0 + 4f2u1wu0)− 2iw
2u0
+ 8wu0u0;x−2wu12;x − 5if2u0u2;x − 5f2u0u1;x − f2u2;xx + if2u1;xx − f2u2w
+ 8f2u2u
2
0 − 2f2u2u12 − 4if2u2u0;x + if2u1w − 8if2u1u
2
0 + 2if2u1u12 − 4f2u1u0;x
+ ε−1(w2 + 2u212 − 2wu12 + u12;xx + 4wu
2
0 + 2iwu0;x − 4u
4
0 − 2u
2
0u12 − 4u0u0;xx
− 4u20;x − if2u2u0 − f2u1u0 − u2u2;x − 8u2u1u0 − u1u1;x) + ε
−2(2iwu0 + 2iu
3
0
− 4iu0u12 − 4u0u0;x − iu0;xx + u12;x − 2iu2u1) + ε
−3(u12 − w − u
2
0 − iu0;x)− ε
−4iu0,
ft = 2εw(−2f2u
2
0 + f2u12) + wu2;x + iwu1;x − 2if2wu0 + 4if2u
3
0 − 6if2u0u12 + 4f2u0u0;x
− if2u0;xx − f2u12;x − 4if2u2u1 − 4iu2wu0 + 4u1wu0 + ε
−1(5iu0u2;x − 5u0u1;x
− u2;xx − iu1;xx + f2w + 2f2u
2
0 − f2u12 + if2u0;x + u2w + 8u2u
2
0 − 2u2u12
+ 4iu2u0;x + iu1w + 8iu1u
2
0 − 2iu1u12 − 4u1u0;x) + ε
−2(−u2;x − iu1;x + if2u0
+ 3iu2u0 − 3u1u0)− ε
−3(f2 + u2 + iu1).
The Cartan structure element is, therefore,
UE˜ = d¯C(u0;σ)
∂
∂u0;σ
+ d¯C(u1;σ)
∂
∂u1;σ
+ d¯C(u2;σ)
∂
∂u2;σ
+ d¯C(u12;σ)
∂
∂u12;σ
+ (df − fx dx− ft dt)
∂
∂f
+ (dw − wx dx− wt dt)
∂
∂w
.
The reduction u1 = u2 = 0 maps this covering over N=2, a=4 SKdV equation to the
covering over higher symmetry (16) of the Kaup–Boussinesq equation, see above. We
lift the solution of equation (12) for the covering over higher symmetry (16) of the
Kaup–Boussinesq equation to the covering over the N=2, a=4 SKdV equation. That
solution of equation (12) is the vector field
X = ε−1(−x ∂/∂x − 3t ∂/∂t + u0 ∂/∂u0 +
3
2
u1 ∂/∂u1 +
3
2
u2 ∂/∂u2
+ 2u12 ∂/∂u12 + · · ·+ 2w ∂/∂w +
3
2
f ∂/∂f ).
It has been computed by solving equation (12) explicitly with the help of analytic
software [58].
We note again that – as we had it in the above two reductions of the N=2, a=4-
SKdV– we obtain the vector field corresponding to the scaling symmetry of the under-
lying equation.
Remark 7. For scaling-invariant families of coverings depending on a parameter the
homogeneity weight of which is not equal to zero, one could always try to find a solution
of equation (12) by properly extending the scaling symmetry of the underlying PDE,
cf. [28, 30].
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4. Zero-curvature representations and coverings
In this section we bring together the gauge geometry of zero-curvature representations
from section 2 and the deformation of coverings as described in section 3. In particular,
we study the relation between the construction of parametric families of zero-curvature
representations and deformation of the corresponding nonlocalities by using the Fro¨li-
cher–Nijenhuis bracket. We let the geometry stay in the context of (super-)KdV type
systems; therefore, we let x1 = x and x2 = t be the two independent variables.
Let α = aiρ(ei) dx + b
jρ(ej) dt be a g-valued zero-curvature representation for the
system E . Over its infinite prolongation E∞, construct a (k0|k1)-dimensional covering
with the k0 parity-even and k1 parity-odd nonlocal fibre variables w
ℓ such that p(wℓ) = 0¯
if 1 6 ℓ 6 k0 and p(w
ℓ) = 1¯ if ℓ > k0 and such that
wℓx = −a
i̺(ei) dw
ℓ, (18a)
wℓt = −b
j̺(ej) dw
ℓ, ℓ = 1 . . . (k0 + k1). (18b)
Consider two mappings:
∂α = d¯h − [α, ·] : g⊗ Λ
0(E∞)→ g⊗ Λ1(E∞), (19)
see [22] and [50], and
∂U = [·, Uλ]
FN : ΓT (Λ0(E˜))→ ΓT (Λ1(E˜)),
see [28, 29]. We recall that the mappings ∂α and ∂U yield the horizontal [22] and
Cartan [28] cohomologies, respectively. However, we claim that in the geometry at
hand one of these two differentials is a particular instance of the other by virtue of the
switch ρ⇄ ̺ between the Lie superalgebra representations.
Lemma 4. The following diagram is commutative:
g⊗ Λ0(E∞)
ρ
−−−→ Mat(k0 + 1|k1)⊗ Λ
0(E∞)
∂α−−−→ Mat(k0 + 1|k1)⊗ Λ
1(E∞)∥∥∥ y∇ y∇
g⊗ Λ0(E∞)
̺
−−−→ ΓT (Λ0(E˜))
∂U−−−→ ΓT (Λ1(E˜)),
where ∇ = ̺ ◦ ρ−1 is a switch from the representation ρ to the representation ̺ for the
Lie superalgebra g.
Proof. Consider any γ = qk · ek ∈ g ⊗ Λ
0(E∞) and put ̺(γ) = X ∈ ΓT (Λ0(E˜)) and
ρ(γ) = Q ∈ Mat(k0 + 1|k1)⊗ Λ
0(E∞). A direct calculation shows that
(∇ ◦ ∂α ◦ ρ)(γ) = (∇ ◦ ∂α)(Q) = ∇(d¯hQ− [α,Q])
= ∇
(
dx (D¯x(q
k)ρ(ek)− [a
iρ(ei), q
kρ(ek)]) + dt (D¯t(q
k)ρ(ek)− [b
jρ(ej), q
kρ(ek)]
)
= dx
(
D¯x(q
k)̺(ek) + [−a
i̺(ei), q
k̺(ek)]
)
+ dt (D¯t(q
k)̺(ek) + [−b
i̺(ei), q
k̺(ek)]).
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On the other hand, we have that
(∂U ◦ ̺)(γ) = ∂UX = [X,Uλ]
FN
=
[
dx
(
D˜x(X dw
ℓ)− (X dws)
∂wℓx
∂ws
)
+ dt
(
D˜t(X dw
ℓ)− (X dws)
∂wℓt
∂ws
)]
⊗
∂
∂wℓ
.
By using the formula D˜x(X dw
ℓ) = D¯x(X dw
ℓ) + wsx
∂
∂ws
(X dwℓ), we continue
the equality and obtain that
=
[
dx
(
D¯x(X dw
ℓ) + wsx
∂
∂ws
(X dwℓ)− (X dws)
∂wℓx
∂ws
)
+ dt
(
D¯t(X dw
ℓ) + wst
∂
∂ws
(X dwℓ)− (X dws)
∂wℓt
∂ws
)]
⊗
∂
∂wℓ
=
[
dx
(
D¯x(X) dw
ℓ + [wsx
∂
∂ws
, X] dwℓ
)
+ dt
(
D¯t(X) dw
ℓ + [wst
∂
∂ws
, X] dwℓ
)]
⊗
∂
∂wℓ
.
Recall that the covering at hand is obtained by switching between Lie algebra’s repre-
sentations. From formulas (18) we infer that the equality continues,
=
[
dx(D¯x(q
k)̺(ek) + [−a
i̺(ei), q
k̺(ek)]) dw
ℓ
+ dt(D¯t(q
k)̺(ek) + [−b
i̺(ei), q
k̺(ek)]) dw
ℓ)
]
⊗
∂
∂wℓ
= dx
(
D¯x(q
k)̺(ek) + [−a
i̺(ei), q
k̺(ek)]
)
+ dt(D¯t(q
k)̺(ek) + [−b
i̺(ei), q
k̺(ek)]).
We finally obtain that (∇◦∂α◦ρ)(γ) = (∂U ◦̺)(γ) for all γ, which proves our claim. 
Now let us study in more detail the case of removable parameters. Let α(λ) =
aiρ(ei) dx+ b
jρ(ej) dt be a smooth family of g-valued zero-curvature representations for
the system E but let the parameter λ ∈ I ⊆ C be removable by using a smooth family
of gauge transformations Sλ. By Remark 3, there are g-matrices Q = q
kρ(ek) such that
d
dλ
α = d¯hQ− [α,Q].
In components, we have that
d
dλ
(ai)ρ(ei) = D¯x(q
k)ρ(ek)− a
iqkρ([ei, ek]), (20a)
d
dλ
(bj)ρ(ei) = D¯t(q
k)ρ(ek)− b
jqkρ([ej , ek]). (20b)
By virtue of the representation ̺, at every λ the g-matrix Q = qkρ(ek) determines the
vector field X = qk̺(ek) on E˜ .
The following proposition is a regular generator of solutions for equation (12) in the
case of coverings derived from zero-curvature representations with removable parame-
ters. It was remarked in [27] that the formalism of zero-curvature representations and
their parametric families can be viewed as a special case of the Fro¨licher–Nijenhuis
bracket formalism for deformations of coverings of generic nature; we thus substantiate
that claim from loc. cit. by giving an explicit proof.
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Proposition 5. The vector field X = qk̺(ek) satisfies structure equation (12).
Proof. From Lemma 4 we infer that
[X,Uλ]
FN =
[
dx
(
D¯x(q
k)̺(ek) + [−a
i̺(ei), q
k̺(ek)]
)
dwℓ
+ dt(D¯t
(
qk)̺(ek) + [−b
i̺(ei), q
k̺(ek)]
)
dwℓ
]
⊗
∂
∂wℓ
.
Using (20), we obtain that[
dx
d
dλ
(ai)(̺(ei) dw
ℓ) + dt
d
dλ
(bi)(̺(ei) dw
ℓ)
]
⊗
∂
∂wℓ
=
[
−
d
dλ
(wℓx) dx−
d
dλ
(wℓt) dt
]
⊗
∂
∂wℓ
=
d
dλ
Uλ.
This proves that the vector field X is a solution of equation (12). 
Remark 8. This proof can easily be extended to the case of any finite n.
We refer to [62] for discussion of the set-up when a symmetry X ∈ Γ(TE∞) of an
equation E can be used to extend a given zero-curvature representation for E to a
“nontrivial” family of zero-curvature representations. We expect that this result must
have a straightforward generalisation to the Z2-graded case.
Corollary 6. Let τ : E˜λ → E be a family of coverings for the family of g-valued zero-
curvature representations αλ (smoothly depending on the parameter λ). If equation (12)
has no τ -vertical solutions, then the parameter λ in αλ is not removable by gauge trans-
formations.
Example 6. Let us illustrate the claim of Proposition 5. Namely, let us construct a
(1|1)-dimensional covering over the N=2, a=4 SKdV equation (6) by taking the sl(2|1)-
valued zero-curvature representation β from Example 2 on p. 13. Using representation ̺
from Example 4, we obtain
wx = λ
2 + 2λw + w2 + u20 + u12 − f2u2 + if2u1,
fx = λf2 + f2w + if2u0 + u2 + iu1,
wt = 2λ
2(2u20 − u12) + λ(8wu
2
0 − 4wu12 + 8u0u0;x − 2u12;x + fu2;x − ifu1;x
+ 4ifu2u0 + 4fu1u0) + 4w
2u20 − 2w
2u12 + 8wu0u0;x − 2wu12;x + 4u
4
0 + 2u
2
0u12
+ 4u0u0;xx − 2u
2
12 + 4u
2
0;x − u12;xx + fwu2;x − ifwu1;x + 5ifu0u2;x + 5fu0u1;x
+ fu2;xx − ifu1;xx + 4ifu2wu0 − 8fu2u
2
0 + 2fu2u12 + 4ifu2u0;x + 4fu1wu0
+ 8ifu1u
2
0 − 2ifu1u12 + 4fu1u0;x + u2u2;x + 8u2u1u0 + u1u1;x,
ft = λ(−u2;x − iu1;x + 4fu
2
0 − 2fu12 + 4iu2u0 − 4u1u0)− wu2;x − iwu1;x + 5iu0u2;x
− 5u0u1;x − u2;xx − iu1;xx + 4fwu
2
0 − 2fwu12 + 4ifu
3
0 − 6ifu0u12 + 4fu0u0;x
− fu0;xxi− fu12;x − 4fu2u1i+ 4u2wu0i+ 8u2u
2
0 − 2u2u12 + 4iu2u0;x − 4u1wu0
+ 8iu1u
2
0 − 2iu1u12 − 4u1u0;x.
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In agreement with Proposition 5, we find the solution X = ∂/∂w of equation (12): in-
deed, this field is obtained from the sl(2|1)-matrix Q which we introduced in Example 2.
Let us finally note that this example of vector field X is not the infinitesimal generator
of a scaling.
Example 7. An inverse recursion operator has been obtained for fifth-order evolution
superequation (9) in components in [63].10 A known relation between the inverse re-
cursion operators and zero-curvature representations (see [31] for details) yields a new
family of sl(9|8)-valued zero-curvature representations for (9). Denote by λ the pa-
rameter under study. We now realise this family of zero-curvature representations as a
family of (9|8)-dimensional linear coverings over (9). Seventeen new nonlocalities are
introduced; the variables S, W1, W2, W3, V1, . . ., V5 are parity-even and the variables
Q1, Q2, Q3, O1, . . ., O5 are parity-odd. At every λ, the derivatives of the new variables
are given by the formulas
W3;x = −O3ξ − 3O1ξu− 9Q2ξu+ 3Quξx + 2V2u+ S(6u
2 + 3ξξx),
W2;x = 2O1ξ + 2Su,
W1;x = S, Sx = V1, V1;x = V2, V2;x = V3, V3;x = V4, V4;x = V5,
V5;x = 6O4ξx +O3(3ξxx − 18ξu) +O2(6uξx − 4ξxxx − 29ξux) +O1(6uξxx − 4ξ4x
+ 11ξxux − 36ξu
2 − 15ξuxx) + (−3Q3ξx)/2 +Q2(21uξxx + 3ξ4x + 21ξxux + 9ξu
2)
+Q(51u2ξx + 12uξxxx − 2ξ5x + 26ξxxux + 22ξxuxx − 18ξuux + 2ξuxxx)/2− 12V4u
− 30V3ux + V2(−48u
2 − 40uxx + 15ξξx) + V1(−140uux − 30uxxx + 27ξξxx)− 2W3ux
+W2(−12uux − 2uxxx − 3ξξxx) +W1(−60u
2ux − 20uuxxx − 2u5x − 40uxxux
+ 10ξxxxξx + 30ξuξxx + 30ξξxux) + S(−64u
3 − 96uuxx − 12u4x − 72u
2
x + 8ξxxξx
+ 90ξuξx + 15ξξxxx − λ),
Q3;x = 2O3u+ 7O1u
2 +Q2(6u
2 − 6ξξx)− 2V3ξ − 6W2ξu+ 14Suξx,
Q2;x = Qu+ Sξ,
Qx = O1, O1;x = O2, O2;x = O3, O3;x = O4, O4;x = O5,
O5;x = − 12O4u− 24O3ux +O2(−27u
2 − 19uxx − 2ξξx) +O1(−63uux − 7uxxx)
− 3/2Q3u+Q2(−21uux − 3uxxx) +Q(−35u
3 − 48uuxx − 2u4x − 40u
2
x + 6ξxxξx
− 4ξξxxx − 2λ)/2− 6V3ξx + V2(−21ξxx − 21ξu) + V1(−50uξx − 23ξxxx − 27ξux)
− 2W3ξx +W2(6uξx + ξxxx + 3ξux) +W1(−30u
2ξx − 20uξxxx − 2ξ5x − 30ξxxux
− 10ξxuxx − 30ξuux) + S(−57uξxx − 11ξ4x − 52ξxux − 36ξu
2 − 15ξuxx),
10A recursion operator, formulated for (9) in terms of superfields and superderivatives, was conjec-
tured in [32].
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St = − 5O3ξx + 15O2ξu+O1(5ξxxx + 15ξux) +Q(−15uξxx − 15ξxux) + V5 + 10V3u
+ 20V2ux + V1(30u
2 + 20uxx − 15ξξx) + S(60uux + 10uxxx − 15ξξxx),
Qt = O5 + 10O3u+ 15O2ux +O1(15u
2 + 5uxx) + 15Quux + 5V2ξx + V1(15ξxx + 15ξu)
+ S(30uξx + 10ξxxx + 15ξux),
V1;t = (St)x, V2;t = (V1;t)x, V3;t = (V2;t)x, V4;t = (V3;t)x, V5;t = (V4;t)x,
O1;t = (Qt)x, O2;t = (O1;t)x, O3;t = (O2;t)x, O4;t = (O3;t)x, O5;t = (O4;t)x,
W1;t = − 5O2ξx +O1(5ξxx + 15ξu)− 15Quξx + V4 + 10V2u+ 10V1ux
+ S(30u2 + 10uxx − 15ξξx),
W2;t = 2O5ξ − 2O4ξx +O3(2ξxx + 20ξu) +O2(−30uξx − 2ξxxx + 30ξux) +O1(30uξxx
+ 2ξ4x + 60ξu
2 + 10ξuxx) +Q(−30u
2ξx + 30ξuux) + 2V4u− 2V3ux + V2(20u
2
+ 2uxx − 10ξξx) + V1(−2uxxx − 30ξξxx) + S(60u
3 + 40uuxx + 2u4x − 30ξxxξx
− 120ξuξx − 20ξξxxx),
Q2;t = O4u−O3ux +O2(10u
2 + uxx + 5ξξx) +O1(−5uux − uxxx − 5ξξxx) +Q(15u
3
+ 10uuxx + u4x + 5u
2
x − 5ξxxξx) + V4ξ − V3ξx + V2(ξxx + 10ξu) + V1(−5uξx
− ξxxx + 10ξux) + S(20uξxx + ξ4x − 5ξxux + 45ξu
2 + 10ξuxx),
W3;t = O5(−ξxx − ξu) +O4(6uξx + ξxxx + 4ξux) +O3(−20uξxx − ξ4x + 2ξxux − 30ξu
2
− 5ξuxx) +O2(54u
2ξx + 8uξxxx − 15ξxxux − 2ξxuxx + 11ξuux + 4ξuxxx)
+O1(−57u
2ξxx − 4uξ4x + 4uξxux − ξxxxux − 2ξxxuxx − 2ξxuxxx − 89ξu
3
− 9ξuuxx − 4ξu
2
x − 3ξξxxξx + ξλ) +Q3(−9uξx + 3ξux)/2 +Q2(−48u
2ξxx
− 3uξ4x + 66uξxux + 9ξxxxux − 9ξxxuxx + 6ξxuxxx − 108ξu
3 − 69ξuuxx − 6ξu4x
− 24ξu2x + 45ξξxxξx) +Q(157u
3ξx + 42u
2ξxxx + 2uξ5x − 32uξxxux + 38uξxuxx
− 6ξ4xux + 6ξxxxuxx − 6ξxxuxxx + 4ξxu4x + 44ξxu
2
x − 2ξxλ+ 111ξu
2ux + 28ξuuxxx
+ 2ξu5x + 38ξuxxux − 14ξξxxxξx)/2− 2V5ux + V4(2u
2 + 2uxx + 2ξξx)
+ V3(−32uux − 2uxxx − 5ξξxx) + V2(24u
3 + 32uuxx + 2u4x − 28u
2
x + ξxxξx
+ 15ξuξx + 4ξξxxx) + V1(−100u
2ux − 12uuxxx − 16uxxux − 7ξxxxξx − 50ξuξxx
− 2ξξ4x + 18ξξxux) +W3(−4uux − 2ξξxx) +W2(−24u
2ux − 4uuxxx + ξxxxξx
+ ξξ4x + 12ξξxux) +W1(−120u
3ux − 40u
2uxxx − 4uu5x − 80uuxxux − 2ξ5xξx
− 30ξxxξxux + 30ξu
2ξxx − 20ξuξ4x − 60ξuξxux − 2ξξ6x − 50ξξxxxux − 40ξξxxuxx
− 10ξξxuxxx) + S(52u
4 + 108u2uxx + 8uu4x − 144uu
2
x + 97uξxxξx − 2uλ
− 32uxxxux + 16u
2
xx + 5ξ4xξx − 16ξxxxξxx + 192ξu
2ξx + 33ξuξxxx − 46ξξxxux
+ 19ξξxuxx),
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Q3;t = O5(3u
2 + 2uxx + 2ξξx) +O4(−12uux − 2uxxx − 2ξξxx) +O3(46u
3 + 38uuxx
+ 2u4x + 12u
2
x − 14ξxxξx + 6ξuξx − 2ξξxxx) +O2(−59u
2ux − 16uuxxx + 26uxxux
+ 2ξxxxξx − 10ξuξxx + 4ξξ4x + 66ξξxux) +O1(109u
4 + 121u2uxx + 8uu4x − 12uu
2
x
− 12uξxxξx − 2uλ− 10uxxxux + 12u
2
xx + 2ξ4xξx − 10ξxxxξxx − 78ξu
2ξx
− 18ξuξxxx − 54ξξxxux + 14ξξxuxx)− 3Q3ξξxx +Q2(72u
4 + 78u2uxx + 6uu4x
− 138uξxxξx − 6uxxxux + 6u
2
xx − 6ξ4xξx + 12ξxxxξxx − 198ξu
2ξx − 18ξuξxxx
− 6ξξxxux + 12ξξxuxx) +Q(−67u
3ux − 30u
2uxxx − 2uu5x + 4uuxxux + 10uξxxxξx
+ 2u4xux + 12u
3
x + 2uxλ− 2ξ5xξx − 64ξxxξxux + 153ξu
2ξxx − 10ξuξ4x + 66ξuξxux
− 2ξξ6x − 54ξξxxxux − 36ξξxxuxx − 10ξξxuxxx) + V5(−2ξxx + 4ξu) + V4(8uξx
+ 2ξxxx + 4ξux) + V3(−38uξxx − 2ξ4x − 12ξxux + 24ξu
2) + V2(79u
2ξx + 16uξxxx
− 40ξxxux + 14ξxuxx + 120ξuux) + V1(−123u
2ξxx − 12uξ4x − 52uξxux + 24ξxxxux
− 12ξxxuxx − 14ξxuxxx + 101ξu
3 + 142ξuuxx + 4ξu4x + 64ξu
2
x − 82ξξxxξx + 2ξλ)
+W3(−4uξxx + 4ξuxx) +W2(−48u
2ξxx − 4uξ4x + 12uξxux + 4ξxxxux − 6ξxxuxx
+ 2ξxuxxx − 72ξu
3 − 30ξuuxx − 2ξu4x − 12ξu
2
x + 18ξξxxξx) +W1(−60u
3ξxx
− 40u2ξ4x − 240u
2ξxux − 4uξ6x − 60uξxxxux − 80uξxxuxx − 60uξxuxxx + 4ξ5xux
+ 60ξxxu
2
x − 4ξxu5x − 60ξxuxxux + 60ξu
2uxx + 40ξuu4x + 240ξuu
2
x + 120ξuξxxξx
+ 4ξu6x + 120ξuxxxux + 80ξu
2
xx − 20ξξ4xξx − 20ξξxxxξxx) + S(358u
3ξx
+ 138u2ξxxx + 8uξ5x − 192uξxxux + 244uξxuxx − 12ξ4xux + 34ξxxxuxx − 34ξxxuxxx
+ 10ξxu4x − 12ξxu
2
x − 2ξxλ+ 549ξu
2ux + 102ξuuxxx + 8ξu5x
+ 224ξuxxux − 48ξξxxxξx),
For this family of coverings over (9), the solution of equation (12) is given by the vector
field
X = λ−1
(
x
∂
∂x
+5t
∂
∂t
−2u
∂
∂u
− 3
2
ξ
∂
∂ξ
+ . . .− 9
2
S
∂
∂S
+5Q
∂
∂Q
+ 11
2
W1
∂
∂W1
+ 7
2
W2
∂
∂W2
+ 3
2
W3
∂
∂W3
+ 4Q2
∂
∂Q2
+Q3
∂
∂Q3
+ 7
2
V1
∂
∂V1
+ 5
2
V2
∂
∂V2
+ 3
2
V3
∂
∂V3
+ 1
2
V4
∂
∂V4
− 1
2
V5
∂
∂V5
+ 4O1
∂
∂O1
+ 3O2
∂
∂O2
+ 2O3
∂
∂O3
+O4
∂
∂O4
)
. (21)
It is clear that vector field (21) is not τ -verticalisable.
Claim 7. In the covering τ constructed in Example 7 for super-equation (9), deforma-
tion equation (12) does not admit any τ -vertical solutions.
Sketch of the proof. Equation (12), viewed for this covering as a differential equation
with respect to components of the vector field X , is a system of linear inhomoge-
neous equations in total derivatives. The corresponding homogeneous system describes
symmetries of this covering. Therefore, the general solution Xgen of (12) has the form
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Xgen = X+Xsym, where X is given by (21) and a solution Xsym of the homogeneous sys-
tem is a symmetry of the covering. The τ -horizontal part of (21) is the scaling symmetry
of (9). By a straightforward calculation we have established that the scaling symmetry
of (9) cannot be lifted to a symmetry of the covering τ . Consequently, all solutions
of (12) have a nonzero τ -horizontal part, hence none of them is τ -verticalisable. 
The above claim and Corollary 6 combined yield that the parameter λ in the covering
in Example 7 is not removable by gauge transformations, and therefore, equation (9) is
integrable.
Conclusion
We extended – to the Z2-graded case – Marvan’s method for inspecting the (non)remo-
vability of a parameter under the action of a smooth family of gauge transformations
on a given family of zero-curvature representations. This generalisation of the standard
technique can be used further for solution of Gardner’s deformation problems for the
N=2-supersymmetric KdV equations and other Z2-graded completely integrable sys-
tems. At the same time, we confirmed that a switch between the representations of
Lie (super-)algebras establishes a link between the two classes of nonlocal geometries
and also between the arising differentials. In particular, by analysing this relation in
the case of zero-curvature representations with removable parameters λ, we explicitly
described the equivalence classes of τλ-shadows that determine, by virtue of structure
equation (12), the evolution of Cartan’s structural elements in families of coverings τλ.
We remember that the technique for calculation of the horizontal gauge cohomol-
ogy groups (see Lemma 3) constitutes another result of the original papers [22, 23].
Namely, suppose that αλ is a family, depending on a parameter λ, of g-valued zero-
curvature representation for an equation E . In [22], the horizontal gauge cohomology
complex H¯qαλ(E , g) was associated
11 with such family αλ. It is standard that the first
horizontal gauge cohomology group H¯1αλ(E , g) contains the obstructions to removability
of the parameter λ (cf. section 4 above and [27, 28]). However, calculating the cohomol-
ogy group H¯1αλ(E
∞, g) is, in general, harder than solving equation (3) from Proposition 1
whenever the (non)removability of a given parameter λ is examined.
Marvan’s technique for calculation of the first horizontal gauge cohomology group
H¯1αλ(E , g) is based on finding g ⋉ g-valued zero-curvature representations for the sys-
tem E . Let us keep in mind that an efficient approach to finding zero-curvature repre-
sentations α for purely bosonic PDEs E was known from [64, 65]: it involves the use of
such auxiliary structures as the characteristic elements χ(α) and then, consideration of
the Jordan normal forms for the g-matrices contained therein. Consequently, a proper
Z2-graded generalisation of the concept of Jordan normal forms was indispensable, to
make that method work in the larger set-up. Such generalisation has become available
from the extended edition [66, §D7.2] of [38], see also [67].
11This cohomology theory is helpful for solution of a different problem, namely, construction of para-
metric families of zero-curvature representations with nonremovable parameters (see [23] for details).
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Appendix A. Proof of Proposition 2
To verify the claim, let us first introduce some helpful notation. The number k is
called the differential order of a differential function f(x, t, [uj, ξl]) with respect to the
variable uj if following conditions hold:
(1) the function f essentially depends on the kth order derivative of uj with respect
to x:
∂f
∂ujσ
6= 0, σ = (x . . . x), |σ| = k;
(2) the function f does not depend on derivatives of uj of order higher than k with
respect to x:
∀p > k,
∂f
∂ujσ
= 0, σ = (x . . . x), |σ| = p.
We denote by dordu
j
x (f) the differential order of a given function f with respect to u
j.
In the same manner we define the differential order dordξ
l
x (f) of differential function
f(x, t, [uj, ξl]) with respect to the odd variables ξl.
For N=2, a=4-SKdV equation (6) we have that u1 = u0, u
2 = u12, ξ
1 = u1, ξ
2 = u2.
The maximum of four numbers dordu0x (f), dord
u1
x (f), dord
u2
x (f), and dord
u12
x (f) is called
the differential order of the function f(x, t, [u0, u1, u2, u12]), denoted by dordx(f). The
maximum of dordx(aij), where aij’s are the entries of a given matrix A with differential-
functional coefficients, is the differential order of the matrixA; it is denoted by dordx(A).
Obviously, the following formulas hold:
0 6 dordx(f + g) 6 max{dord(f), dord(g)},
0 6 dordx(f · g) 6 max{dord(f), dord(g)},
dordx(D¯xf) =
{
dordx(f) + 1 if f = f(x, t, [u0, u1, u2, u12]),
0 if f = f(x, t).
Now, for the matrix (7) we have that
dordxA = 0, dordx
∂
∂ε
A = 0.
Let us calculate the maximal differential order of left-hand side of equation (8a),
dordx
(
∂
∂ε
A+ [A,Q]
)
6 dordx(Q).
The differential orders of the right-hand side and the left-hand side of equation (8a)
must coincide. Therefore, we have that
dordx(D¯xQ) = dordx(Q).
This equality holds only in the case when all entries of the matrix Q do not depend on
u0, u1, u2, and u12. This implies that the total derivative D¯x in equation (8a) amounts
to the partial derivative ∂/∂x. We finally obtain the following system of equations for
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the entries qij of the matrix Q:
∂
∂x
q11 = − u2q31ε
−1 − iu1q31ε
−1 + u20q21ε
−1 − iu0q21ε
−2 + u12q21ε
−1 + q12ε, (22a)
∂
∂x
q12 = − u2(q32 + q13ε)ε
−1 + iu1(−q32 + q13ε)ε
−1 + u20(−εq11 + εq22 − 1)ε
−2
+ iu0(εq11 − εq22 + 2)ε
−3 + u12(−εq11 + εq22 − 1)ε
−2 + q12ε
−1, (22b)
∂
∂x
q13 = u2(−εq22 + 1)ε
−2 + iu1(−εq22 + 1)ε
−2 + u20q23ε
−1 + iu0(−q23 + q13ε
2)ε−2
+ u12q23ε
−1 + q13ε
−1, (22c)
∂
∂x
q21 = − q11ε+ q22ε− 1− q21ε
−1, (22d)
∂
∂x
q22 = − u2q23 + iu1q23 − u
2
0q21ε
−1 + iu0q21ε
−2 − u12q21ε
−1 − εq12 + ε
−2, (22e)
∂
∂x
q23 = q21u2ε
−1 + iq21u1ε
−1 + iu0q23 − εq13, (22f)
∂
∂x
q31 = − q21u2 + iq21u1 − iu0q31 + q32ε− q31ε
−1, (22g)
∂
∂x
q32 = q11u2 − iq11u1 − u
2
0q31ε
−1 + iu0(−q32ε
2 + q31)ε
−2 − u12q31ε
−1. (22h)
Since every qij does not depend on u0, u1, u2, and u12, it follows that the coefficients of
nonzero powers of u0, u1, u2, and u12 in (22) are equal to zero. We obtain the system
q31 = 0, q32 + q13ε = 0, −q32 + q13ε = 0,
q23 = 0, −q11ε+ q22ε− 1 = 0, −q32ε
2 + q31 = 0.
q11ε− q22ε+ 2 = 0, −q22ε+ 1 = 0, q11 = 0, (23)
By adding the last equation in the first column, q11ε−q22ε+2 = 0, to the second equation
in the other column, −q11ε+ q22ε− 1 = 0, we obtain the contradition 1 = 0. Therefore,
system (23) is not compatible. This proves Proposition 2: there is no sl(2|1)-matrix Q
satisfying equations (8) at ε > 0.
Appendix B. Two descriptions of one elimination procedure: an
example
We analyse the following tautological construction: by re-addressing Sasaki,12 see [37],
we first track how the scaling symmetry of KdV equation (14) acts on its standard
matrix Lax pair; on the other hand, we reveal how these objects are phrased in the
language of coverings.
B.1. The Sasaki construction: elimination of a nonremovable parameter. Re-
call that the Korteweg–de Vries equation is
E = {ut = −uxxx − 6uux} . (14)
Consider the family of coverings τη : E˜η → E over it,
vx = 2vη − (v
2 + u), (24a)
vt = −8η
3v + 4η2(v2 + u) + 2η(−2vu+ ux) + 2v
2u− 2vux + 2u
2 + uxx; (24b)
12A parameter-dependent zero-curvature representation for Burgers’ equation was considered in [68]
in the same context of pseudospherical surfaces as in Sasaki’s paper [37]. We refer to [22] for the analysis
of removability of the parameter in that zero-curvature representation for Burgers’ equation [68].
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these formulas are obtained from the sl2-valued zero-curvature representation (see [37]),
αη =
(
η u
−1 −η
)
dx+
(
−(4η3 + 2ηu+ ux) −(uxx + 2ηux + 4η
2u+ 2u2)
4η2 + 2u 4η3 + 2ηu+ ux
)
dt.
Let us recall that the parameter η cannot be removed from the zero-curvature represen-
tations αη by using gauge transformations. However, it can be eliminated by using a
wider class of transformations. Namely, consider the scaling symmetry of equation (14),
x 7→ ηx, t 7→ η3t, u 7→ η−2u, η ∈ R.
Using it, one transforms the zero-curvature representation αη into
α′η =
(
1 ηu
−η−1 −1
)
dx+
(
−(4 + 2u+ ux) −η(uxx + 2ux + 4u+ 2u
2)
η−1(4 + 2u) 4 + 2u+ ux
)
dt.
The parameter η in α′η is removable under the gauge transformation
g =
(
η−1/2 0
0 η1/2
)
∈ C∞(E∞, GL2(C)),
that is, we have that (α′η)
g = α′η
∣∣
η=1
= αη
∣∣
η=1
.
B.2. How the elimination works in terms of the structure element. Let us now
address the removability of parameter η in coverings (24) in terms of the formalism of
Cartan’s structural element.
For a vector field
X = a⊗
∂
∂x
+ b⊗
∂
∂t
+ ωσ ⊗
∂
∂uσ
+ ϕ⊗
∂
∂v
,
the equation for evolution of Cartan’s structural element,
d
dη
Uη = [X,Uη]
FN, (12)
splits into the system
−
d
dη
vx = D˜xϕ− ϕ
∂vx
∂v
− ωσ
∂vx
∂uσ
+ b
(
∂vx
∂uσ
uσt +
∂vx
∂v
vt − D˜xvt
)
− vt
∂b
x
+ a
(
−D˜xvx +
∂vx
∂uσ
uσx +
∂vx
∂v
vx
)
− vx
∂a
∂x
, (25a)
−
d
dη
vt = D˜tϕ− ϕ
∂vt
∂v
− ωσ
∂vt
∂uσ
+ b
(
∂vt
∂uσ
uσt +
∂vt
∂v
vt − D˜tvt
)
− vt
∂b
∂t
+ a
(
−D˜tvx +
∂vt
∂uσ
uσx +
∂vt
∂v
vx
)
− vx
∂a
∂t
, (25b)
ωσx = D˜xωσ − uσt
∂b
∂x
− uσx
∂a
∂x
, (25c)
ωσt = D˜tωσ − uσt
∂b
∂t
− uσx
∂a
∂t
. (25d)
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Suppose now that the vector field is vertical: Xv = ωvσ ⊗ ∂/∂uσ + ϕ
v ⊗ ∂/∂v. This
simplifies system (25); it then becomes
−
d
dη
vx = D˜xϕ
v − ϕv
∂vx
∂v
− ωvσ
∂vx
∂uσ
, (26a)
−
d
dη
vt = D˜tϕ
v − ϕv
∂vt
∂v
− ωvσ
∂vt
∂uσ
, (26b)
ωvσx = D˜xω
v
σ, (26c)
ωvσt = D˜tω
v
σ. (26d)
Let us use the Ansatz
ωv = ω − aux − but, ϕ
v = ϕ− avx − but,
assuming that a = a(x, t, η), b = b(x, t, η), ϕ = ϕ(η, u, v), and ω = ω(η, u, v, ux, uxx). By
construction, the unknowns ωv and ϕv satisfy system (26). Using the analytic software
Jets [69] and Crack [58], we find the solution
a = 24c4tη
3 + 2c4xη +
1
η
(c6 + x),
b = 6c4tη +
1
η
(−c7 + 3t),
ω = 4c4η
3 − 4c4uη + uxc4 +
1
η
(−1
2
uxc3 − 2u) +
1
2η2
ux,
ϕ = 2c4η
2 − c4v
2 − c3v − c4u+
c3
2η
(v2 + u)− 1
2η2
(v2 + u),
which contains four arbitrary constants c3, c4, c6, and c7.
Let us set c3 = 0, c4 = −1/(2η
2) at η 6= 0, c6 = 0, and c7 = 0. This determines the
solution which corresponds to the lift of Galilean symmetry of (14):
X2 = −2η(6t ∂/∂x + ∂/∂u + . . . )− ∂/∂v.
On the other hand, set c3 = 1/η if η 6= 0 and let c4 = 0, c6 = 0, and c7 = 0. This yields
the solution which corresponds to the lift of scaling symmetry of (14); namely, we have
that
X1 = η
−2(−x ∂/∂x − 3t ∂/∂t + 2u ∂/∂u + . . .+ v ∂/∂v). (27)
The integral curves of vector field (27) encode the transformation
x 7→ ηx, t 7→ η3t, u 7→ η−2u, v 7→ η−1v. (28)
Its action on the covering τη in (24) results in the covering τ
′ = τη
∣∣
η=1
, which is described
by the formulas
vx = 2v − (v
2 + u),
vt = −8v + 4v
2 + 4u− 4vu+ 2ux + 2v
2u− 2vux + 2u
2 + uxx.
It is readily seen that the covering τ ′ is the image of zero-curvature representation (α′η)
g
under a swapping of representations for the Lie algebra at hand. This is shown in the
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following diagram:
αη
scaling
−−−−→ α′η
g
−−−→ α′η
∣∣
η=1∥∥∥ y∇
αη
∇
−−−→ τ
(28)
−−−→ τ ′.
(29)
We conclude that the problem of finding transformations (which are possibly not gauge)
that eliminate the parameter in a given family of zero-curvature representations can be
approached via a solution of equation (12) in the family of coverings which are the
(ρ⇄ ̺)-avatars of those zero-curvature representations.
B.3. Overview: taxonomy of the parameters. Depending on their elimination
scenario, “removable” parameters in zero-curvature representations are classified as
follows:
(1) There are parameters which are truly removable under the action of smooth fam-
ilies of gauge transformations (see [22, 23] by Marvan and [24, 25] by Sakovich).
(2) There could be zero-curvature representations αλ which are (piecewise-)smooth
in the parameter λ ∈ I ⊆ C but such that the families Sλ of gauge transforma-
tions removing the parameter are not smooth at all points λ ∈ J ⊆ I, where
the set J is
(a) finite,
(b) countable,
(c) everywhere dense in I but not amounting to it, or
(d) equal to the entire set I of admissible values of the parameter λ.
This analytic curiosity would be the threshold limit of the preceding case.
(3) Next, there are parameters which cannot be removed by using gauge transfor-
mations but which indicate the presence of conserved currents in zero-curvature
representations and the reducibility of such representations,13 (see [70] and [48,
§ 12]).
(4) There are parameters which vanish under the action of those symmetries of the
underlying differential equation which cannot be lifted to the covering Maurer–
Cartan equation (see [37, 71]).
(5) Finally, there are parameters which can be eliminated by the same procedure
as in the preceding case but by using shadows of nonlocal symmetries in some
auxiliary covering over the equation at hand (namely, not in the covering which
grasps the ZCR geometry but in an extension of the equation’s geometry by a
set of “nonlocalities”), see [72, 73, 74].
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)
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ON THE (NON)REMOVABILITY OF SPECTRAL PARAMETERS IN Z2-GRADED ZCR 35
correspondence and constructive criticisms. The authors thank P. Mathieu for his at-
tention to this work; the authors are grateful to the anonymous referees for remarks
and advice.
This research was done in part while the first author was visiting at the MPIM (Bonn)
and the second author was visiting at Utrecht University and New York University Abu
Dhabi; the hospitality and support of these institutions are gratefully acknowledged.
The research of the first author was partially supported by JBI RUG project 106552
(Groningen); the second author was supported by ISPU scholarship for young scientists
and WCMCS post-doctoral fellowship.
References
[1] P. Labelle and P. Mathieu (1991) A new N = 2 supersymmetric Korteweg-de Vries equation. J.
Math. Phys., 32(4), pp. 923–927. doi:10.1063/1.529351.
[2] V. Hussin, A. V. Kiselev, A. O. Krutov, and T. Wolf (2010) N=2 supersymmetric a=4-Korteweg–
de Vries hierarchy derived via Gardner’s deformation of Kaup–Boussinesq equation. J. Math.
Phys., 51(8), 083507. doi:10.1063/1.3447731. arXiv:0911.2681 [nlin.SI].
[3] A. V. Kiselev and A. O. Krutov (2012) Gardner’s deformations of the graded Korteweg–
de Vries equations revisited. J. Math. Phys., 53(10), 103511. doi:10.1063/1.4754288.
arXiv:1108.2211 [nlin.SI].
[4] R. M. Miura (1968) Korteweg–de Vries equation and generalizations. I. A remarkable explicit
nonlinear transformation. J. Math. Phys., 9, pp. 1202–1204. doi:10.1063/1.1664700.
[5] R. M. Miura, C. S. Gardner, and M. D. Kruskal (1968) Korteweg–de Vries equation and gen-
eralizations. II. Existence of conservation laws and constants of motion. J. Math. Phys., 9, pp.
1204–1209. doi:10.1063/1.1664701.
[6] C. A. Laberge and P. Mathieu (1988) N = 2 superconformal algebra and integrable O(2)
fermionic extensions of the Korteweg-de Vries equation. Phys. Lett. B, 215(4), pp. 718–722.
doi:10.1016/0370-2693(88)90048-2.
[7] P. Mathieu (2001) Open problems for the super KdV equations. In Ba¨cklund and Darboux trans-
formations. The geometry of solitons (Halifax, NS, 1999), CRM Proc. Lecture Notes , volume 29.
Amer. Math. Soc., Providence, RI, pp. 325–334. arXiv:math-ph/0005007.
[8] A. V. Kiselev and A. O. Krutov (2015) Gardner’s deformation of the Krasil’shchik–Kersten sys-
tem. J. Phys.: Conf. Ser., 621(1), 012007. doi:10.1088/1742-6596/621/1/012007. Group Analy-
sis of Differential Equations and Integrable Systems (GADEISVII) (June 15–19, 2014; Larnaca,
Cyprus), arXiv:1409.6688 [nlin.SI].
[9] A. O. Krutov (2014) Deformations of equations and structures in nonlinear problems of mathe-
matical physics . Ph.D. thesis, University of Groningen, JBI, The Netherlands.
[10] H. D. Wahlquist and F. B. Estabrook (1975) Prolongation structures of nonlinear evolution equa-
tions. J. Math. Phys., 16, pp. 1–7. doi:10.1063/1.522396.
[11] F. B. Estabrook and H. D. Wahlquist (1976) Prolongation structures of nonlinear evolution equa-
tions. II. J. Math. Phys., 17(7), pp. 1293–1297. doi:10.1063/1.523056.
[12] B. A. Kupershmidt (1983) Deformations of integrable systems. Proc. Roy. Irish Acad. Sect. A,
83(1), pp. 45–74.
[13] A. P. Fordy (1983) Projective representations and deformations of integrable systems. Proc. Roy.
Irish Acad. Sect. A, 83(1), pp. 75–93.
[14] A. V. Kiselev (2007) Algebraic properties of Gardner’s deformations for integrable
systems. Theor. Math. Phys., 152(1), pp. 963–976. doi:10.1007/s11232-007-0081-5.
arXiv:nlin/0610072 [nlin.SI].
[15] L. D. Faddeev and L. A. Takhtajan (1987) Hamiltonian methods in the theory of solitons . Springer
Series in Soviet Mathematics, Springer-Verlag, Berlin, x+592 pp.
36 A. V. KISELEV AND A. O. KRUTOV
[16] V. Zakharov and A. Shabat (1979) Integration of nonlinear equations of mathematical physics by
the method of inverse scattering. II. Functional Analysis and Its Applications, 13(3), pp. 166–174.
doi:10.1007/BF01077483.
[17] A. Gonza´lez-Lo´pez, N. Kamran, and P. J. Olver (1992) Lie algebras of vector fields in the real
plane. Proc. London Math. Soc. (3), 64(2), pp. 339–368.
[18] R. O. Popovych, V. M. Boyko, M. O. Nesterenko, and M. W. Lutfullin (2003) Realiza-
tions of real low-dimensional Lie algebras. J. Phys. A: Math. Gen., 36(26), pp. 7337–7360.
doi:10.1088/0305-4470/36/26/309. arXiv:math-ph/0301029.
[19] I. M. Shchepochkina (2006) How to realize a Lie algebra by vector fields. Theor. Math. Phys.,
147(3), pp. 821–838. doi:10.1007/s11232-006-0078-5. arXiv:math/0509472 [math.RT].
[20] M. Roelofs (1993) Prolongation structures of supersymmetric systems . Ph.D. thesis, University of
Twente, Enschede, The Netherlands.
[21] M. Nesterenko (2014) Realizations of Lie algebras. Physics of Particles and Nuclei Letters, 11(7),
pp. 987–989. doi:10.1134/S1547477114070346.
[22] M. Marvan (2002) On the horizontal gauge cohomology and nonremovability of the spectral pa-
rameter. Acta Appl. Math., 72(1-2), pp. 51–65. doi:10.1023/A:1015218422059.
[23] M. Marvan (2010) On the spectral parameter problem. Acta Appl. Math., 109(1), pp. 239–255.
doi:10.1007/s10440-009-9450-4. arXiv:0804.2031 [nlin.SI].
[24] S. Y. Sakovich (1995) On zero-curvature representations of evolution equations. J. Phys. A: Math.
Gen., 28(10), pp. 2861–2869. doi:10.1088/0305-4470/28/10/016.
[25] S. Y. Sakovich (2004) Cyclic bases of zero-curvature representations: five illustrations to
one concept. Acta Appl. Math., 83(1-2), pp. 69–83. doi:10.1023/B:ACAP.0000035589.61486.a7.
arXiv:nlin/0212019 [nlin.SI].
[26] A. Das, W.-J. Huang, and S. Roy (1992) Zero curvature condition of OSp(2/2) and
the associated supergravity theory. Internat. J. Modern Phys. A, 7(18), pp. 4293–4311.
doi:10.1142/S0217751X92001915.
[27] S. Igonin, P. H. M. Kersten, and I. Krasil’shchik (2003) On symmetries and cohomological in-
variants of equations possessing flat representations. Diff. Geom. Appl., 19(3), pp. 319–342.
doi:10.1016/S0926-2245(03)00049-4. arXiv:math/0301344 [math.DG].
[28] S. Igonin and J. Krasil’shchik (2002) On one-parametric families of Ba¨cklund transformations. In
Lie groups, geometric structures and differential equations—one hundred years after Sophus Lie
(Kyoto/Nara, 1999), Adv. Stud. Pure Math., volume 37. Math. Soc. Japan, Tokyo, pp. 99–114.
arXiv:nlin/0010040 [nlin.SI].
[29] I. S. Krasil’shchik (1998) Algebras with flat connections and symmetries of differential equations.
In Lie groups and Lie algebras , Math. Appl., volume 433. Kluwer Acad. Publ., Dordrecht, pp.
407–424.
[30] A. V. Kiselev (2002) On the Ba¨cklund autotransformation for the Liouville equation. Vestnik
Moskov. Univ. Ser. III Fiz. Astronom., (6), pp. 22–26.
[31] K. Baran and M. Marvan (2006) A conjecture on nonlocal terms of recursion operators. Fundam.
Prikl. Mat., 12(7), pp. 23–33. doi:10.1007/s10958-008-9030-6.
[32] K. Tian and Q. P. Liu (2010) Supersymmetric fifth order evolution equations. AIP Conf. Proc.,
1212, pp. 81–88. doi:10.1063/1.3367084. Nonlinear and modern mathematical physics. (July 15–
21, 2009; Beijing, China).
[33] K. Tian and J. P. Wang (2017) Symbolic representation and classification of N = 1 supersym-
metric evolutionary equations. Stud. Appl. Math., 138(4), pp. 467–498. doi:10.1111/sapm.12163.
arXiv:1607.03947 [nlin.SI].
[34] R. Dodd and A. Fordy (1983) The prolongation structures of quasipolynomial flows. Proc. Roy.
Soc. London Ser. A, 385(1789), pp. 389–429.
[35] R. K. Dodd and A. P. Fordy (1984) Prolongation structures of complex quasipolynomial evolution
equations. J. Phys. A, 17(16), pp. 3249–3266.
[36] D. J. Kaup (1980) The Estabrook–Wahlquist method with examples of application. Phys. D, 1(4),
pp. 391–411. doi:10.1016/0167-2789(80)90020-2.
ON THE (NON)REMOVABILITY OF SPECTRAL PARAMETERS IN Z2-GRADED ZCR 37
[37] R. Sasaki (1979) Soliton equations and pseudospherical surfaces. Nuclear Phys. B, 154(2), pp.
343–357. doi:10.1016/0550-3213(79)90517-0.
[38] F. A. Berezin (1987) Introduction to superanalysis . Mathematical Physics and Applied Mathe-
matics, D. Reidel Publishing Co., Dordrecht–Boston, MA.
[39] P. Deligne, P. Etingof, D. S. Freed, L. C. Jeffrey, D. Kazhdan, J. W. Morgan, D. R. Morrison,
and E. Witten, eds. (1999) Quantum fields and strings: a course for mathematicians , volume 1-2.
AMS, Providence, RI; Institute for Advanced Study (IAS), Princeton, NJ, Vol. 1: xxii+723 pp.;
Vol. 2: pp. i–xxiv and 727–1501 pp.
[40] P. Kersten, I. Krasil’shchik, and A. Verbovetsky (2004) Hamiltonian operators and
ℓ∗-coverings. J. Geom. Phys., 50(1-4), pp. 273–302. doi:10.1016/j.geomphys.2003.09.010.
arXiv:math/0304245 [math.DG].
[41] J. Krasil’shchik and A. Verbovetsky (2011) Geometry of jet spaces and integrable
systems. J. Geom. Phys., 61(9), pp. 1633–1674. doi:10.1016/j.geomphys.2010.10.012.
arXiv:1002.0077 [math.DG].
[42] A. M. Vinogradov (1984) The C-spectral sequence, Lagrangian formalism, and conservation laws.
I. The linear theory. J. Math. Anal. Appl., 100(1), pp. 1–40. doi:10.1016/0022-247X(84)90071-4.
[43] A. M. Vinogradov (1984) The C-spectral sequence, Lagrangian formalism, and con-
servation laws. II. The nonlinear theory. J. Math. Anal. Appl., 100(1), pp. 41–129.
doi:10.1016/0022-247X(84)90072-6.
[44] A. V. Bocharov, V. N. Chetverikov, S. V. Duzhin, N. G. Khor’kova, I. S. Krasil’shchik, A. V.
Samokhin, Y. N. Torkhov, A. M. Verbovetsky, and A. M. Vinogradov (1999) Symmetries and
conservation laws for differential equations of mathematical physics , Translations of Mathematical
Monographs , volume 182. American Mathematical Society, Providence, RI, xiv+333 pp.
[45] J. Nestruev (2003) Smooth manifolds and observables , Graduate Texts in Mathematics , volume
220. Springer-Verlag, New York, xiv+222 pp.
[46] D. A. Leites (1980) Introduction to the theory of supermanifolds. Russ. Math. Surv., 35(1), pp.
1–64. doi:10.1070/RM1980v035n01ABEH001545.
[47] I. S. Krasil’shchik and P. H. M. Kersten (2000) Symmetries and recursion operators for classical
and supersymmetric differential equations , Mathematics and its Applications , volume 507. Kluwer
Academic Publishers, Dordrecht, xvi+384 pp.
[48] A. V. Kiselev (2012) The twelve lectures in the (non)commutative geome-
try of differential equations. Preprint IHE´S/M/12/13 (Bures-sur-Yvette, France),
http://preprints.ihes.fr/2012/M/M-12-13.pdf.
[49] P. J. Olver (1993) Applications of Lie groups to differential equations , Graduate Texts
in Mathematics , volume 107. Springer-Verlag, New York, second edition, xxviii+513 pp.
doi:10.1007/978-1-4612-4350-2.
[50] A. V. Kiselev and A. O. Krutov (2014) Non-Abelian Lie algebroids over jet spaces. J. Nonlin. Math.
Phys., 21(2), pp. 188–213. doi:10.1080/14029251.2014.900992. arXiv:1305.4598 [math.DG].
[51] H. Goldschmidt (1967) Existence theorems for analytic linear partial differential equations. Ann.
Math. (2), 86, pp. 246–270.
[52] H. Goldschmidt (1967) Integrability criteria for systems of nonlinear partial differential equations.
J. Differential Geometry, 1, pp. 269–307.
[53] A. V. Kiselev (2013) The geometry of variations in Batalin–Vilkovisky formalism. J. Phys.: Conf.
Ser., 474(1), 012024. arXiv:1312.1262 [math-ph].
[54] A. V. Kiselev (2018) The calculus of multivectors on noncommutative jet spaces. J. Geom. Phys.,
130, pp. 130–167. doi:10.1016/j.geomphys.2018.03.022. arXiv:1210.0726 [math.DG].
[55] I. S. Krasil’shchik and A. M. Vinogradov (1989) Nonlocal trends in the geometry of differential
equations: symmetries, conservation laws, and Ba¨cklund transformations. Acta Appl. Math., 15(1-
2), pp. 161–209. doi:10.1007/BF00131935.
[56] Y. Manin (1985) Holomorphic supergeometry and Yang-Mills superfields. Journal of Soviet Math-
ematics, 30(2), pp. 1927–1975. doi:10.1007/BF02105859.
38 A. V. KISELEV AND A. O. KRUTOV
[57] A. V. Kiselev and V. Hussin (2009) Hirota’s virtual multisoliton solutions of N=2 su-
persymmetric Korteweg-de Vries equations. Theor. Math. Phys., 159(3), pp. 490–501.
doi:10.1007/s11232-009-0071-x. arXiv:0810.0930 [nlin.SI].
[58] A. V. Kiselev and T. Wolf (2007) Classification of integrable super-systems using the
SsTools environment. Comput. Phys. Comm., 177(3), pp. 315–328. doi:10.1016/j.cpc.2007.02.113.
arXiv:nlin/0609065 [nlin.SI].
[59] A. V. Kiselev and V. A. Golovko (2004) On non-abelian coverings over the Liouville equation.
Acta Appl. Math., 83(1-2), pp. 25–37. doi:10.1023/B:ACAP.0000035587.01597.e0.
[60] D. J. Kaup (1975) A higher-order water-wave equation and the method for solving it. Progr.
Theoret. Phys., 54(2), pp. 396–408.
[61] A. B. Borisov, M. P. Pavlov, and S. A. Zykov (2001) Proliferation scheme for Kaup–Boussinesq
system. Phys. D, 152/153, pp. 104–109. doi:10.1016/S0167-2789(01)00163-4.
[62] D. Catalano Ferraioli and L. A. de Oliveira Silva (2015) Nontrivial 1-parameter families of zero-
curvature representations obtained via symmetry actions. J. Geom. Phys., 94, pp. 185–198.
doi:10.1016/j.geomphys.2015.04.001.
[63] A. V. Kiselev, A. Krutov, and T. Wolf (2018) Computing symmetries and recursion opera-
tors of evolutionary super-systems using the SsTools environment. In N. Euler, ed., Nonlinear
Systems and Their Remarkable Mathematical Structures . CRC Press, Boca Raton, FL, 18 pp.
arXiv:1805.12397 [nlin.SI]. (Accepted)
[64] M. Marvan (1993) On zero-curvature representations of partial differential equations. In Differ-
ential geometry and its applications (Opava, 1992), Math. Publ., volume 1. Silesian Univ. Opava,
Opava, pp. 103–122.
[65] M. Marvan (1997) A direct procedure to compute zero-curvature representations. The case sl2. In
The International Conference on Secondary Calculus and Cohomological Physics (Moscow, 1997).
Diffiety Inst. Russ. Acad. Nat. Sci., Pereslavl’ Zalesskiy, p. 9.
[66] F. A. Berezin (2013) Introduction to superanalysis . MCCME, Moscow. Revised and edited by D.
Leites and with appendix ”Seminar on Supersymmetry. Vol. 1 1/2”.
[67] V. Shander (1998) Invariant functions on supermatrices. Preprint,
arXiv:math/9810112 [math.RT].
[68] S. S. Chern and K. Tenenblat (1986) Pseudo-spherical surfaces and evolution equations. Stud.
Appl. Math., 74(1), pp. 55–83.
[69] M. Marvan (2009) Sufficient set of integrability conditions of an orthonomic system. Found. Com-
put. Math., 9(6), pp. 651–674. doi:10.1007/s10208-008-9039-8. arXiv:nlin/0605009 [nlin.SI].
[70] M. Marvan (2004) Reducibility of zero curvature representations with application to recur-
sion operators. Acta Appl. Math., 83(1-2), pp. 39–68. doi:10.1023/B:ACAP.0000035588.67805.0b.
arXiv:nlin/0306006 [nlin.SI].
[71] D. Levi, A. Sym, and G. Z. Tu (1990) A working algorithm to isolate integrable surfaces in E3.
Preprint DF INFN 761, Roma, Oct. 10,.
[72] J. Cies´lin´ski (1993) Nonlocal symmetries and a working algorithm to isolate integrable geometries.
J. Phys. A.: Math. Gen., 26(5), pp. L267–L271. doi:10.1088/0305-4470/26/5/017.
[73] J. Cies´lin´ski (1993) Group interpretation of the spectral parameter in the case of nonhomogeneous,
nonlinear Schro¨dinger system. J. Math. Phys., 34(6), pp. 2372–2384. doi:10.1063/1.530122.
[74] J. Cies´lin´ski, P. Goldstein, and A. Sym (1994) On integrability of the inhomogeneous Heisen-
berg ferromagnet model: Examination of a new test. J. Phys. A.: Math. Gen., 27(5), p. 1645.
doi:10.1088/0305-4470/27/5/028.
