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Abstract—Due to the advances in dramatically increased com-
puting power, machine learning technologies have been widely
exploited to provide promising solutions in different applica-
tion fields. However, the high performance of many of these
machine learning technologies highly relies on the availabil-
ity of sufficient annotated data. Considering the fact that
data annotation is an extremely time-consuming process, this
condition is not always practical. To address this challenge,
in this paper we propose a novel computing method, called
hybrid semi-supervision machine learning, that exploits the
domain knowledge to enable the accurate results even in the
presence of limited labeled data. Simulations results illustrate
the effectiveness of our method.
1. Introduction
In the past ten years, machine learning, especially deep
learning, achieves an extensive success in many tasks of
supervised learning. Achieving an efficient predictive model
of supervised learning always requires adequate annotated
training data, which is not always feasible considering the
fact that data annotation is an extremely time-consuming
process. Therefore, it is desirable to develop a machine
learning method that enables satisfactory accuracy in the
presence of limited labeled data, which is called weakly-
supervised learning.
Weakly-supervised machine learning can be classified
into three main types, incomplete supervision, inexact su-
pervision, and inaccurate supervision [1], of which incom-
plete supervision is the most widely used one. Generally
speaking, incomplete supervision assumes that training data
are mostly unlabeled and only a small subset of them is
annotated. To analyze the unlabeled data, there are two main
types of approaches: (1) active learning, which utilizes the
knowledge of domain experts to selectively label a small
amount of training data valuable for training model [2], and
(2) semi-supervision learning that integrates the supervised
learning and unsupervised learning. There are various semi-
supervision learning algorithms have been developed by
exploiting generative model, low-density separation, graph-
based model, or heuristic model to analyze the unlabeled
data [3]–[7]. These methods are effective in the considered
scenarios. However, their performances still rely on the
number of labeled data. On the other hand, the domain
knowledge has been proved useful to regularize the posterior
[8] [9] [9] [10] [11]. However, these existing works mainly
focus on regularizing the posterior of the model output,
and thus require dedicated constraint design before model
training, which is not always practical in the tasks with high
uncertainty. To address these challenges, in this task we
propose a novel hybrid semi-supervision learning method
whose essential idea is to explore the domain knowledge
effectively and to integrate the features characterized by the
domain knowledge and the features presented by the labeled
and unlabelled data. The authors would like to claim that
the framework presented in this paper has been included in
a provisional patent [12].
In the next section, we discuss the related works about
heuristic learning and constraint learning for semi supervi-
sion learning. Section 3 illustrates the details of our pro-
posed domain knowledge-enabled hybrid semi-supervision
learning method. The simulation results and conclusions are
presented in Sections 4 and 5, respectively.
2. Related Work
2.1. Heuristic Models for Semi-Supervision Learn-
ing
In many established semi-supervision learning tech-
niques, heuristic models have been used with a prerequisite
that the labeled and unlabeled data have similar distribu-
tions. The authors in [4] proposed a bootstrapping method
by utilizing a neural network inference of the unlabeled
data to generate pseudo labels that are used to regularize
the neural network in turn. In this work, the cost function
of the neural network is defined based on cross entropy as
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follows:
Lp =
1
n
n∑
m=1
C∑
i=1
E(ymi , f
m
i )
+ α(t)
1
n′
n′∑
m=1
C∑
i=1
E(y′mi , f
′m
i )
(1)
where n is the number of labeled training data per mini-
batch if stochastic gradient descent (SGD) is applied, n′
is the number of unlabeled data per mini-batch, C is the
number of classes, E(ymi , f
m
i ) is the cross-entropy between
the true label and inference result for the mth labeled data,
and E(y′mi , f
′m
i ) is the cross-entropy between the pseudo
label and inference result for the mth unlabeled data for
Class i. Since both the pseudo and true labels are one-hot
vectors, ymi and y
′m
i are both binary. α(t) is a ramp-up
function to determine the contribution of the unlabeled data
for the overall learning result. Since the inference result for
the unlabeled data has high uncertainty in the initial stage of
training, α(t) is initialized as 0 and gradually increases as
the neural network learns more knowledge from the labeled
data.
The first part of the loss function formulated in Eq. (1) is
the loss for the supervised learning based on the labeled data
and the second part in Eq. (1) is the loss for the unsupervised
learning based on the unlabeled data. There is one essential
challenge for using this method. The pseudo labels, whose
quality is determined by the effectiveness of the neural net-
work, eventually impact the efficiency of the neural network.
In other words, if wrong pseudo labels are incorporated
with the labeled data during the training process, the model
error of the neural network will be exacerbated as the ramp-
up index α(t) increases. To enhance the robustness of the
prediction of pseudo labels, the semi-supervision techniques
in [5]–[7] apply self-ensembling training to develop multiple
child models with diverse variants from a parent model.
Generally speaking, data augmentation and diverse config-
urations of neural networks are two main approaches to
generate various child models. Although child models have
diverse variants, their outputs are expected to be consistent
with each other. To smooth the prediction of pseudo labels
of the unlabeled data, ensemble learning proposed in [13]
is widely adopted for fusing the child models.
2.2. Domain Constraints for Semi-Supervision
Learning
To address the challenge of limited annotated data, some
semi-supervision learning techniques exploit domain knowl-
edge to generate structured functions such as structural
constraints [8] or logic rules [9]. These structured functions
provide a complement way to regularize the distribution
of model posterior. In these developed methods, the set of
distribution of domain constraints with respect to the model
posterior is formulated as:
Q = {q(y) : Eq [G] ≤ c} (2)
where G = {Gi(x,y)} is a set of constraint functions and
its expectation is bounded by c. The constraint set implies
extra information on posterior distribution and narrows down
the searching space of posterior. To enforce the posterior
distribution to the desired implicit distributions according to
the domain knowledge constraints, a penalty term is defined
to measure the distances between these two distributions by
using Kullback-Leibler (KL) divergence as follows:
DKL (Q||p(x,y)) = min
q∈Q
DKL (q(y)||p(x,y)) (3)
These domain knowledge-based methods highly rely on the
precise information of domain knowledge, which requires
the explicitly stated feature set G prior to the neural network
training and thus limits the applications of semi-supervision
learning techniques. Additionally, G is only determined by
the input x and output y of the targeted task model, which
is not always the situation since many task models, such
as physical systems, normally also relate to the system
parameters besides x and y.
3. Our Proposed Hybrid Semi-Supervision
Learning Method
The overview of our proposed knowledge
domain—enabled hybrid semi-supervision learning
method is shown in Fig. 1. As shown in Fig. 1, our
proposed method mainly comprises primary, secondary, and
latent-feature neural network (NN)-based learning models.
In the following content, we use a data-driven C-class
classification problem to explain the details of our proposed
learning method.
The primary learning model fθp (·), where θp represents
the parameters of the primary learning model, is designed to
extract the features from the annotated data and to interact
with the other two learning models. To achieve this goal,
the Loss Function L1 (θp) is formulated to minimize the
total distance between the true labels ymi ∈ y and the
corresponding inference results f iθp (xm) for labeled data
xm ∈ x achieved by the primary learning model as follows:
L1 (θp) =
1
N
N∑
m=1
C∑
i=1
Eθp
(
ymi , f
i
θp (xm)
)
(4)
where N is the number of annotated data and C is the
number of classes. Eθp (·, ·) is the cross-entropy between
the true labels and the corresponding inference results. Addi-
tionally, stochastic data augmentation is applied to increase
the effective size of existing labeled data.
The secondary learning model fθs (·), where θs denotes
the parameters of the secondary learning model, is designed
to interact with the primary learning model to extract the
features from the raw data by obtaining the pseudo labels
of these unlabelled data. To achieve this goal, firstly, the
secondary learning model is constructed based on the struc-
ture of the primary learning model. In our work, the model
parameters θs of the secondary learning model are achieved
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Figure 1: Overview of our proposed knowledge domain—enabled hybrid semi-supervision learning method.
by calculating the exponential moving average of the histor-
ical values of θp [7], θs,t ← βθs,t−1+(1− β) θp,t−1 where
β is a smoothing hyperparameter and t is the index of the
current epoch or step. Secondly, the interaction between the
primary and secondary learning models via Loss Function
L2 (θp, θs) that is formulated to fuse the features extracted
by using the primary and secondary learning models and
to maximize the consistency between the prediction of the
primary and secondary learning models as follows:
L2 (θp, θs) = α(t)
 1
N +N ′
N+N ′∑
m=1
C∑
i=1
DKL
(
f iθs (xm) ||f iθp (xm)
)
(5)
where α(t) is a ramp-up function to determine the contribu-
tion of the secondary learning model, which is initialized as
0 and increases gradually, and N ′ is the number of raw data.
Furthermore, to enhance the generalization of the interaction
between the primary and secondary learning models and
to mitigate the uncertainty introduced by the scarcity of
the labeled data, we realize dynamic model reconfiguration
of the secondary learning model by applying the multi-
plicative noise techniques [14], Dropout and DropConnect
algorithms [15], [16].
The latent-feature learning model fθl (·), where θl de-
notes the parameters of the latent-feature learning model,
is designed to exploit the domain knowledge for the task
model to regularize the latent features ` extracted by the
primary learning model fθp (·). The latent features ` can
be the soft prediction vector fθp(x) or the output of the
last hidden layer of the primary model fθ′p(x) where θ
′
p
denote the weights of the primary learning model except
those of the output layer. Considering that fθ′p(x) exhibits
more feature information than fθp(x), in our work we select
` = fθ′p(x). However, the latent features ` are abstract and
not directly related to the domain knowledge. To address this
challenge, the latent-feature learning model is developed to
transfer the latent features ` to the approximate unknown
critical-parameter vector z of the targeted task, such as the
unknown critical parameters of a physical system for the
task. In other words, fθl(`) ≈ z. The latent-feature learning
model is trained to gradually optimize the approximated
critical parameters z within a parameter space restricted
by the domain knowledge, which results in regularizing
the latent features `, the conditional probability pθ′p(`|x),
and eventually the primary learning model fθp (·). Let
G˜ =
{
G˜i (x, fθl(`), z
′)
}
be a domain knowledge constraint
set, where z′ denotes the available parameter vector. The
domain knowledge constraints we consider in our current
semi-supervision learning model is modeled as follows:
G˜i(x, fθl(`), z
′) ≤ ci, (6)
where ci ∈ c is a boundary parameter for the domain
knowledge constraint G˜i(·). The Loss Function L3
(
θ′p, θl
)
is formulated as follows:
L3
(
θ′p, θl
)
= DKL
(
qθl (`) ‖pθ′p (`|x)
)
+
γ
∥∥Eθl [G˜ (x, fθl(`), z′)]− c∥∥β (7)
where qθl(`) is an auxiliary variational probability, which
is learned via posterior regularization according to the do-
main knowledge constraints G (·), and is optimized by
imitating the conditional probability pθ′p (`|x). The first KL-
divergence term in Eq. (7) is formulated to enforce the
model posterior pθ′p (`|x) to approach the desired distri-
bution space qθl (`) based on the domain knowledge. The
second term (a norm || · ||β) denotes the penalty cost of
bounded domain knowledge constraints. γ is set to adjust
the weight of the second term. By using Eqs.(4) to (7),
the accumulative loss function in Fig. 1 can be calculated
as L = L1 + L2 + L3, which is used to train our semi-
supervision learning model.
The training procedure of our proposed hybrid semi-
supervision learning algorithm is implemented based on Ex-
pectation Maximization (EM) algorithm [8], [9]. In addition,
we utilize a self-ensembling approach to generate pseudo
labels for unlabeled data to reinforce the generalization
of the primary learning model. The details of the training
procedure are illustrated in Algorithm 1. Step 3 in Algo-
rithm 1 is similar to the E-step of posterior regularization.
However, in our method, it is designed to regularize the
critical parameters for the task model, such as the critical
parameters of a physical system for the task, which are not
limited to the target output y. Step 4 is similar to the M-
step of posterior regularization, which refers to the updated
desired distribution of posteriors and optimizes the weights
of primary network θp. Steps 5 and 6 are the steps to
ensemble the primary and secondary learning models.
Algorithm 1: Domain Knowledge—Enabled Hybrid
Semi-Supervision Learning Method
1 Initialize the parameters of the primary, secondary,
and feature-latent neural networks, θp, θ′p θs and θl
where θ′p ( θp;
2 while not converging do
3 θt+1l ← argmin
θl
L3
(
θ′tp, θ
t
l
)
;
4 θt+1p ← argmin
θp
L3(θ
′t
p, θ
t+1
l );
5 θt+1p ← argmin
θp
(L1
(
θt+1p
)
+ L2
(
θt+1p , θ
t+1
s
)
);
6 θt+1s ← βθt+1p + (1− β)θtp
7 Done;
4. Simulation Results
In this section, we evaluate the performance of our pro-
posed knowledge domain—enabled hybrid semi-supervision
learning method by applying it to detect the location of
the power outage attack in a WSCC 9-Bus Power System.
The details of the power system can be found in [17].
In this scenario, the frequencies of the three power gen-
erators are recorded and used as the training data for the
attack detection. The specific structure of our hybrid semi-
supervision method deployed in this scenario is shown in
Fig. 2. Comparing the specific implementation shown in
Fig 2 and the general structure illustrated in Fig. 1, it can be
seen that the primary learning model is realized via a four-
layer dense neural network, the secondary learning model
has a similar structure as that of the primary model, and the
latent-feature learning model is executed as a three-layer
dense neural network. The latent features, which are the
output of the last hidden layer of the primary learning model,
are used as the input of the latent-feature learning model.
In this scenario, we apply the transient stability con-
straints to formulate the domain knowledge constraint set
G˜ in our hybrid semi-supervision learning method, which
includes the swing equation that is a second-order differ-
ential equation modeling the physical coupling between the
synchronous generators in the power system and defined as
follows [18]:
Mi
·
ωi(t) = −Diωt(t) + Pmi(t)− |Ei|2Gii(t)
−
N∑
j=1,j 6=i
Pij(t) sin
[
θi(t)− θj(t) + ϕij(t)
]
, (8)
where {
θi(t) = θc(t) +
∫ t
0
ωt(τ)dτ,
ϕij(t) = arctan
[
Gij(t)
Bij(t)
]
.
where E(t), P (t), G(t), and B(t) denote the internal
voltage, mechanical power input, Kron-reduced equivalent
conductance, and Kron-reduced equivalent susceptance, re-
spectively. These critical system parameters are determined
by the topology of the power system. Due to the lack of in-
formation on the power outages, such as locations, the values
of these parameters are unknown. The latent-feature learning
model in our semi-supervision learning method transfers the
latent features, which are the output of the last hidden layer
of the primary learning model, to approximate the values
of these parameters and to optimize the values gradually
within a parameter space restricted by Eq. (8), which results
in regularizing the primary learning model. Besides the
swing equation in Eq. (8), the frequency synchronization
and phase angle cohesiveness of synchronous generators
for transient stability [18] are also included in the domain
knowledge constraint set via logic AND and OR functions.
By implementing our semi-supervision learning method via
the Algorithm 1, we obtain the simulation results in Table 1,
which shows the accuracy in detecting the locations of
power outage attacks in the presence of different sparsity
levels of annotated data. As shown in Table 1, we also com-
pare the performance of our proposed method with that of an
established bootstrapping-based semi-supervision learning
method proposed in [7]. From Table 1, we can observe that
when there are at or above 5 % of the data are labeled,
our proposed method achieves comparable performance with
the established method. When the percentage of the labeled
data is ≤ 2.5 %, our hybrid semi-supervision learning
method outperforms the established method. To illustrate
the performance of our proposed method in more detail, in
Fig. 3 we show the evaluation error-rates of our method (in
blue) and the established semi-supervision method (in red)
versus training epochs when there are 1.25 % data annotated.
From Fig. 3, we can observe that after 50 training epochs,
our method converges to lower error rate faster than the
established method.
5. Conclusions
In this paper, we propose a novel computing method,
called hybrid semi-supervision machine learning, that can
achieve high performance even in the presence of limited
annotated data. The essential idea of our proposed method is
to explore the domain knowledge efficiently and to integrate
the features characterized by the domain knowledge and the
features presented by the labeled and unlabelled data. The
simulation results illustrate the effectiveness of our method
by comparing the performance of our method with an
established bootstrapping-based semi-supervision method.
In our ongoing work, we are working on evaluating the
performance of our proposed method in different scenarios
and improving our proposed method from the perspective of
characterizing more complex domain knowledge constraints.
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Figure 2: The specific structure of our hybrid semi-supervision learning method.
TABLE 1: Performance comparison between our method and a established semi-supervision learning method.
# of Labels 90(1.25%) 180(2.5%) 360(5%) 720(10%)
Established Semi-Supervision Method 90.47± 1.89 96.64± 3.28 99.90± 0.10 99.95± 0.05
Our Domain Knowledge—Enabled Semi-Supervision Method 99.74± 0.29 99.89± 0.09 99.96± 0.04 99.98± 0.03
Figure 3: Validation accuracy during training process
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