We consider analytic coupled map lattices over Z d with exponentially decaying interaction. We introduce Banach spaces for the infinite-dimensional system that include measures with analytic, exponentially bounded finite-dimensional marginals. Using residue calculus and 'cluster expansion'-like techniques we define transfer operators on these Banach spaces. For these we get a unique probability measure that exhibits exponential decay of correlations.
Introduction
Coupled map lattices were introduced by K. Kaneko (cf. [12] for a review) as systems that are weak mixing wrt. spatio-temporal shifts. L.A. Bunimovich and Ya.G. Sinai proved in [6] (cf. also the remarks on that in [3] ) the existence of an invariant measure and its exponential decay of correlations for a one-dimensional lattice of weakly coupled maps by constructing a Markov partition and relating the system to a two-dimensional spin system. J. Bricmont and A. Kupiainen extend this result in [2] and [3, 4] to coupled circle maps over the Z d -lattice with analytic and Hölder-continuous weak interaction, respectively. They use a 'polymer' or 'cluster'-expansion for the Perron-Frobenius operator for the finite-dimensional subsystems over Λ ⊂ Z d and write the nth iterate of this operator applied to the constant function 1 in terms of potentials for a d + 1-dimensional spin system. Taking the limit as n → ∞ and Λ → Z d they get existence and uniqueness (among measures with certain properties) of the invariant probability measure and exponential decay of correlations. V. Baladi, M. Degli Esposti, S. Isola, E. Järvenpää and A. Kupiainen define in [1] , for infinite-dimensional systems over the Z d lattice, transfer operators on a Frechet space, and, for d = 1, on a Banach space; they study the spectral properties of these operators, viewing the coupled operator as a perturbation of the uncoupled one in the Banach case. In [13] G. Keller and M. Künzle consider periodic or infinite one-dimensional lattices of weakly coupled maps of the unit interval. In particular they define transfer operators on the space BV of measures whose finite-dimensional marginals are of bounded variation and prove the existence of an invariant probability measure. For the infinite-dimensional system they further show that for a small perturbation of the uncoupled map any invariant measure in BV is close (in a specified sense) to the one they found. Coupled map lattices with multi-dimensional local systems of hyperbolic type have been studied by Ya.B. Pesin and Ya.G. Sinai [16] , M. Jiang [8, 9] , M. Jiang and A. Mazel [10] , M. Jiang and Ya.B. Pesin [11] and D.L. Volevich [17, 18] . More detailed surveys on coupled map lattices can be found in [5] , [11] and [3] .
In the above papers (except [1] , [13] ) the analysis has been done only for Banach spaces defined for finite subsets Λ of the lattice, and the (weak) limit of the invariant measure for Λ → Z d was taken afterwards. Here we present a new point of view in which a natural Banach space and transfer operators are defined for the infinite lattice of weakly coupled analytic maps (Section 1). The space contains consistent families of analytic marginals over finite subsets of Z d . We take a weighted sup-norm so that the sup-norms of the marginals for the sub-systems over finitely many (say N) lattice points is bounded exponentially in N (Section 2). We identify an ample subset of this space with a set of rca measures (Section 4) that contains the unique invariant probability density (Section 2). We derive exponential decay of correlations for this measure from (the proof of) the spectral properties of our transfer operators. (Sections 2, 7).
Our approach provides a natural setting for an analysis of the full Z d PerronFrobenius operator in terms of cluster expansions over finite subsets of the lattice. Using residue calculus we introduce an integral representation for the Perron-Frobenius operator for finite-dimensional sub-systems (Section 3) which yields a uniform control over the perturbation and also gives rise to an easy approach to stochastic perturbation (cf. [15] ) which however we do not consider here. Our 'cluster expansion' combinatorics (Section 5) uses ideas from [15] (cf. also [2] ). Apart from the analysis of the one-dimensional operator, which is fairly standard and for which we refer to e.g. [2] , the paper should be self-contained.
General Setting
We consider coupled map lattices in the following setting: The state space is M = (S 1 ) Z d where S 1 = {z ∈ C | |z| = 1} is the unit circle in the complex plane and d ∈ N. The map S : M → M is the composition S = F • T ǫ of a coupling map T ǫ depending on a (small) non-negative parameter ǫ and another parameter for the decay of interaction (cf. (1) ) with an (uncoupled) map F that acts on each component of M separately. We make the following assumptions:
I F (z) = (f p (z p )) p∈Z d where f p : S 1 → S 1 are real analytic and expanding (i.e. f ′ p ≥ λ 0 > 1) maps that extend for some δ 1 holomorphically to the interior of an annulus A δ 1 def = {z ∈ C | −δ 1 ≤ ln |z| ≤ δ 1 } and the family of Perron-Frobenius operators L fp for the indiviual systems satisfies uniformly a condition specified in Section (5.1).
We write T ǫ : M → M as T ǫ (z) = (T We write B k (p) = {q ∈ Z d | p −q ≤ k} and also denote by g p,k the function from the finite-dimensional torus (S 1 ) B k (p) to R. We assume the following for the functions g p,k :
II For all p ∈ Z d and k ≥ 1 the maps g p,k extend to a holomorphic map
with c 1 > 0 and c 2 bigger than a certain constant specified in (92).
The parameter c 1 is actually redundant as it is multiplied by ǫ in the definition of T ǫ p . We also have exp(−c 2 k
e. for any ǫ we can make the interaction small only by taking c 2 large. But once we have chosen c 2 large enough to guarantee the convergence of the infinite sums in our analysis we can consider perturbations of the uncoupled map depending on the parameter ǫ only. With the metric
for 0 < γ < 1 (M, d γ ) is a compact metric space. Its topology is the product topology on (S 1 )
. The Borel σ-algebra B on M is the same as the product σ-algebra. F and T ǫ are continuous and measurable. Let C(M) denote the space of real-valued continuous functions on (M, d γ ) with the sup-norm and µ the Lebesgue (product) measure on M. For Λ 1 ⊆ Λ 2 ⊆ Z d , with Λ 1 finite and an integrable function g on M depending only on the Λ 2 -coordinates, we define the projection
2 Main Results
be the space of continuous functions on the closed polyannulus A Λ δ that are holomorphic on its interior and write · Λ for the sup-norm on H(A Λ δ ). Let F be the set of all finite subsets (including
We want to define a norm on a (sufficiently large) subspace of H that should at least contain 'product densities' like h = (h Λ ) Λ∈F with h Λ (z) = p∈Λ h p (z p ), where h p ∈ H(A {p} δ ) is the invariant probability density for the single system over {p} (cf. Section 5.1). As h p {p} ≤ c h uniformly in p, the sup-norm h Λ 1 Λ 1 does not grow faster than exponentially in |Λ 1 |. Therefore we take a weighted sup-norm. For 0 < ϑ < 1 we define
and set H ϑ def = {φ ∈ H | φ ϑ < ∞}. Then (H ϑ , · ϑ ) is a Banach space. Analogously we define for Λ ∈ F the weighted norm on spaces H Λ,ϑ of consistent sub-families (φ Λ 1 ) Λ 1 ⊆Λ :
We get the same (topological) vector space as H(A Λ δ ), · Λ , but the constants for the estimates of the norms are unbounded as |Λ| increases. For given Λ 1 ⊆ Λ 2 ∈ F and N ∈ N we have a map
where
,ǫ is the Perron-Frobenius operator for the finite-dimensional system over Λ 2 (cf. Section 3) with fixed boundary conditions (not included in the notation). The following definition of transfer operators for the infinite system does not depend on the choice of the boundary conditions. Theorem 1 For ϑ, ǫ sufficiently small, c 2 , N sufficiently big and any Λ 1 ∈ F :
exists and the family of these operators is uniformly (in
In the case of finite-range interaction we can define a linear map L F •T ǫ on H in the same way .
There is a unique invariant probability measure
converges exponentially fast:
for some c 3 > 0 and 0 <η < 1.
For the invariant measure ν we have exponential decay of correlations for spatio-temporal shifts on the system: Let (e 1 , . . . , e d ) be a linearly-independent system of unit vectors in Z d . We
In the following theorem we denote by τ (acting on M from the right) com-
We denote by n(σ) the number of factors S and by m(σ) the number of spatial translations in this product. For a translation-invariant system, i.e. f p = f and
, the time-shift S commutes with the translations.
Theorem 2 For ϑ,ǫ and c 2 as in Theorem 1 there is a κ ∈ (0, 1) such that for all nonempty Λ 1 , Λ 2 ∈ F with Λ 1 ∩ Λ 2 = ∅ the following holds:
We first consider 'finite-dimensional versions' of the maps F, T ǫ etc. For a finite subset Λ ∈ Z d and some fixed configuration
, where z Λ ∨ z Λ C ∈ M agrees with z Λ on its Λ-sites and with z Λ C on its Λ C -sites. We do not specify z Λ C in the notation of T Λ,ǫ . The restriction of F to A Λ δ is denoted by F Λ . With the following two propositions we ensure that for sufficiently small δ and ǫ (depending on δ but not on Λ or z Λ C ), F Λ • T Λ,ǫ maps A Λ δ to a bigger polyannulus (cf. [2] ). 
Combining Propositions 1 and 2 we have for fixed c 7 and (small) δ
and
In particular, if we choose
there is a disc of radius (
We will need this for Cauchy estimates. From now on we keep δ fixed. In the next proposition we establish a special representation of the PerronFrobenius operator for our finite system with (
) and φ continuous on the closed polyannulus A Λ δ 1 and analytic in its interior. First we give the definition of the Perron-Frobenius operator (cf. for example [14] ).
Definition Let µ be a measure on a metric space M (with the Borel σ-algebra). The Perron-Frobenius operator L S for a nonsingular measurable map S : M → M is defined via the equation
The existence and uniqueness of L S φ ∈ L 1 (M) is equivalent by the Radon-Nikodym Theorem to the absolute continuity (wrt. µ) of the measure associated to the func- on [0, 2π)) and the product measure µ N on (S 1 ) N is given by
Proposition 3 In the above setting the Perron-Frobenius-Operator can be written in the following way:
where Γ = Γ + ∪ Γ − is the positively-oriented boundary of A δ .
Further Remarks on the Infinite-Dimen/-sional System
The subspace of functions that depend only on finitely many variables is dense in (C(M), · ∞ ), and each such function (say depending on z Λ only) can be uniformly approximated by (the restriction of) functions in H(A Λ δ ). The dual space of C(M) is rca(M) (see e.g. [7] ), the space of bounded, regular, countably additive, real-valued set functions on (M, B) where B is the Borel σ-algebra. The norm on rca(M) is the total variation. For given ϑ, Λ we consider rca measures with marginals
We remark that not every φ ∈ H ϑ with real-valued marginals φ Λ|(S 1 ) Λ corresponds to an element in rca(M) because its variation might not be bounded as Λ dµ Λ |φ Λ | might be unbounded in Λ. So we define for φ ∈ H φ var def = lim
We set H bv def = {φ ∈ H : φ var < ∞} and H
In particular all real-analytic and non-negative φ ∈ H, i.e. φ Λ |(S 1 ) Λ ≥ 0 for all Λ ∈ F , belong to this space. We can view every φ ∈ H bv as an element of rca(M): For g ∈ C(M) the net
The limit exists because for
gets arbitrarily small as Λ 1 → Z d , i.e. the net has the Cauchy property. We further see
so φ var is in fact the total variation (the operator-norm, cf. [7] ) of the corresponding linear functional on C(M).
, the subspace of functions depending on only finitely many variables. We define the product
, g ∈ C(M) and φ ∈ H ϑ the following holds
The product in (23) is well-defined and
3. g 2 is also an element of H ϑ and the product g 1 g 2 as defined in (23) is the same as the usual product between functions on M.
where (g 1 φ) and φ act as functionals.
H
bv ϑ is also a module over the ring H(F ).
Expansion of the Perron-Frobenius Operator
We split the integral kernel of the Perron-Frobenius operator for a finitedimensional system. Recall
If we consider only finite range interaction, say up to distance l, we have
For a finite-dimensional system (say on (S 1 ) Λ 2 ) with fixed boundary conditions we have a special representation of L F Λ 2 •T Λ 2 ,ǫ in terms of the integral kernel (Proposition 3). (18) we have the following splitting :
Proposition 4 For the factors in the integral kernel in
The sum in the right hand side converges uniformly in z ∈ Γ N and w p ∈ A δ .
Unperturbed Operator
The first summand in (25) is just the one which appears in the uncoupled system (i.e. T ǫ=0 = id) and in this case each lattice site can be considered separately. We denote by L fp the restriction of the Perron-Frobenius operator to the Banach space of functions on S 1 that extend continuously on the closed annulus A δ and holomorphically on the interior A δ . · A δ denotes the supremum over A δ . The operator
has 1 as simple eigenvalue and the rest of its spectrum is contained in a disc around 0 of radius strictly smaller than 1. It splits into
with
with c r > 0 , 0 < η < 1. For proofs of these statements see e.g. [2] . Q p is the projection onto the one-dimensional eigenspace spanned by h p ∈ H(A δ ), whose restriction to S 1 is positive and has integral S 1 dµ h p = 1. We assume in condition I regarding the family (f p ) p∈Z d that h p A δ ≤ c h and that the exponential bound in (28) holds uniformly in p. This is the case for example if the f p are uniformly close to each other as is shown using analytic perturbation theory. L fp preserves the integral and so does Q p because of (27) and (28). Γ + is homologous to S 1 . So we can write Q p as
= h p (w)
where we have used that g is holomorphic in A δ and defined:
According to Proposition 3 the operator R p can be written
Then equation (27) reads in the integral representation
Perturbed Operator
In view of (25) we set
This corresponds to the difference between the operators for systems with interaction of finite-range of order k and k − 1, respectively. We have the estimate
Time N Step
Now we want to estimate the norm of (6) or equivalently that of
Distributing the product we get infinitely many summands. In each factor there is for each −N ≤ m ≤ −1, p ∈ Λ 2 a choice between h p , r p and β p,k (1 ≤ k < ∞) and we can interpret such a choice graphically as a configuration as follows (cf. [2, 15] ): On Λ 2 × {−N, . . . , 0} we represent
by an h-line from (p, t) to (p, t + 1)
Figure 1: h-line and r-line
by a k-triangle (actually rather a cone or pyramid but in our pictures for d = 1 it is a triangle) with apex (p, t + 1) and base points (q, t) with p − q ≤ k. (So some of the base points might not lie in Λ 2 × {−N, . . . , −1} but all the apices lie in Λ 2 × {−N + 1, . . . , 0}.) 
Some of these summands are zero namely if
e. an h-line follows or is followed by an r-line and at their common endpoint no triangle is attached with any of its basepoints). This follows since, by Fubini's Theorem, one can first perform the dz 
with p − q ≤ l (i.e. a triangle is followed by an h-line and at their common endpoint (the apex of the triangle) no other triangle is attached with any of its basepoints).
Figure 3: Consecutive r-line and h-line
By the Residue Theorem:
because the poles at
N , in particular z p ∈ Γ + or Γ − ) both lie either outside Γ + or inside Γ − as f p is expanding and T This identity is a consequence of the fact that β p,k is the kernel of a difference between two transfer operators (for the systems with interaction of range k and k − 1) both preserving the integral. So the range of this operator consists of functions with integral zero and these are annihilated by the operator corresponding to h p .
Furthermore we note that in we get π Λ 1 • L C = 0 unless C ends with h-lines in all points of (Λ 2 \ Λ 1 ) × {0} because of (37), (44) and the fact that π Λ 1 means integration over (S 1 ) Λ 2 \Λ 1 . So we just have to sum over non-zero configurations that end (at time 0) with r-lines or triangles at most in Λ 1 × {0}. Let C be a configuration with exactly n r r-lines and n β,k k-triangles for 0 ≤ k < ∞ (so the set of triangles is given by n β
We have to find an upper bound for the norm of each L C . We do so by collecting r-and h-lines into chains and estimating the contributions of integrating the factors corresponding to these parts of the configuration.
Definition A sequence of lines from (p, t) to (p, t + 1), . . ., (p, t + k − 1) to (p, t + k) with p ∈ Λ 2 and −N ≤ t ≤ t + k ≤ 0 such that to the points (p, t+1) . . . (p, t+k−1) no triangles are attached is called an h-chain of length k. If such an h-chain is not contained in a longer one it is called a maximal h-chain. Then (p, t) and (p, t + k) are denoted its endpoints. The definitions of r-chain etc. are analogous. Furthermore letΛ C be the set of points p ∈ Λ 2 that appear as the Z d -coordinate of a base point (p, t) of a triangle in C and Λ C the set of those points p ∈ Z d that appear as the Z d -coordinate of an apex (p, t) that does not lie above any other triangle. Λ r is the set of r ∈ Z d \Λ C that appear as the Z d coordinate of an r-line (this implies that there is an r-chain from time −N to time 0). Λ(C) def =Λ C ∪ Λ r . In Figure 5 there are for example maximal r-chains from (1, −3) to (1, 0) or from (2, −3) to (2, −2). Λ 2 = {1, . . . , 8},Λ C = {2, . . . , 7}, Λ C = {4} and Λ r = {1}.
(1,-3) Figure 5 : Example for a configuration
As each k-triangle has v(k) ≤ (3k) d base points we havẽ
To get the estimate for (40) we proceed in the following order:
over all dz t p for which a factor r p (z t+1 p , z t p ) appears. For each maximal r-chain of length l we get according to (28) a factor not greater than c r η l .
2. For each maximal h-chain starting at (p, t) and ending at (p, t + l) we perform the integration
3. We perform the integration corresponding to π Λ 1
4. In the remaining integral we estimate uniformly |β p,k (z t+1 Remark For all points q ∈Λ C ∪ Λ r we must have h-chains in C from (q, −N) to (q, 0). Therefore we have
where on the righthandside we use the same notation 'L C ' for the operator on H
So ifñ r denotes the number of maximal r-chains andñ h the number of maximal h-chains having spatial coordinates inΛ C ∪ Λ 1 (for otherwise they are 'integrated away' giving a factor of 1) we get
for all Λ 2 ∈ F .
Operators for the Infinite-Dimensional System
Estimates (50) and (51) bound the particular summands in an expansion like (41). We see that triangles and maximal r-chains in a configuration C lead to small factors on the right hand side of (50). (A maximal r-chain consisting of n r-lines contributes a factor c r η n . The factor c r is greater than 1 in general. But either it will be compensated for by a small factor due to a triangle e.g. as in (91) or n will be large, cf. e.g. (95)). This motivates the following definition of the length of a configuration. The length gives rise to a lower bound for the number of triangles or r-lines, i.e. a long configuration will lead to a small contribution in the total sum in (41)
For Λ 1 ∈ F we define E(Λ 1 ) as the set of all non-zero configurations C in some Λ 2 × {−t 0 , . . . , 0} with Λ 1 ⊂ Λ 2 ∈ F , t 0 ∈ N and t 0 > length(C), and that end at time 0 with triangles or r-lines at most in Λ 1 × {0}. Further we define E N (Λ 1 ) as the set of non-zero configurations C in Λ 2 × {−N, . . . , 0} with Λ 1 ⊂ Λ 2 ∈ F and Λ C ⊆ Λ 2 .
We define
The convergence of this infinite sum and other properties of ν are proved in the following proposition additional to Theorem 1.
Proposition 5 Let ϑ, ǫ, c 2 , N and Λ 1 as in Theorem 1. 
For
and in particular 
For finite-range interaction all this also holds for
φ ∈ H bv . 7. L F •T ǫ is non-negative, i.e. φ ≥ 0 implies L F •T ǫ φ ≥ 0.
For φ ∈ H

Decay of Correlations
We have found the unique ν ∈ H ϑ with µ(ν) = 1. This corresponds to a non-negative measure on (M, B) whose marginal on (S 1 ) Λ wrt. µ Λ is given by (the restriction of) ν Λ . We need the following proposition about exponential decay of correlations for ν for the proof of Theorem 2.
Theorem 3 For sufficiently small ϑ and ǫ, big c 2 , finite disjoint Λ 1 , Λ 2 and f ∈ H(A Λ 2 δ ) there are a κ ∈ (0, 1) and aθ ∈ (0, 1) such that
for every N ≥ 0.
Remark As in Theorem 2 we can choose the rate of decay κ first and then the other parameters.
Proofs
Proof of Proposition 1 We have a Cauchy estimate for the partial derivatives of the functions g p,k : A
Also note that
Now we consider everything in the lift given by pr :
, where
Then we have T Λ,ǫ (z)
satisfies the same estimate (1) with a different constantc 1 for δ < δ 1 sufficiently small since pr and its partial derivatives are uniformly bounded on C Λ δ . Then we have
In particular the row sum norm (the operator-norm induced by the l ∞ -norm on C Λ ) of D T Λ,ǫ − id is smaller than 1 for ǫ < ǫ 0 small enough. According to Lemma 2 (cf. below and noting that C δ is convex), T Λ,ǫ is a biholomorphic map onto its image and so is T Λ,ǫ . Now fix δ < δ 0 according to the first part of the proof. If z ∈ ∂A Λ δ we have z p ∈ ∂A δ for at least one p ∈ Λ. From the formula z (2πıǫg p (z) ) and the assumption that g p is uniformly bounded on A δ 1 we see ln |z 
is biholomorphic onto its image (in this lemma the chosen norm on C n and the corresponding operator norm are both denoted by · ).
Proof T is locally biholomorphic by the Inverse Function Theorem. So we only have to show injectivity. Let z 0 , z 1 ∈ U with T (z 0 ) = T (z 1 ) and
which implies z 1 = z 0 . 2
Proof of Proposition 2 As F acts on each coordinate separately by an f p we have (in view on the chosen metric (13)) to show the statement just for the map f (we drop the index p), i.e. the case Λ containing just one element.
Consider the lift
. This defines (modulo (0, 2π) ) a (0, 2π)-periodic mapf = f r ,f φ via f re ıφ =f r (r, φ)e ıf φ (r,φ) . On {1} × R one has ∂ ∂rf r ≥ λ 0 and so because of periodicity and a compactness argument, ∂ ∂rf r ≥ λ on a thin (0 < δ < δ 0 small) strip R δ × R. It follows similarly, as in the proof of Proposition 1, thatf (R δ × R) ⊃ R λδ × R,f is diffeomorphic onto its image and each point in R δ × R has the same number of preimages (which is equal to f (1, 2π) −f (1, 0) /2π). ¿From this the claim about f follows. 2
Proof of Proposition 3
We substitute the expression (18) into the righthand side of equation (16) and get
As (16) is linear in ψ we can assume (by using a continuous partition of unity) that ψ vanishes outside a small set K ⊂ T N having distinct preimages under
These are mutually disjoint and S t α def = S t |Kα is biholomorphic onto K (for all 0 ≤ t ≤ ǫ). (To make this more precise we note that for t = 0 the map S 0 is the product of maps f i (1 ≤ i ≤ N) and each f i gives rise to an M i -fold covering map of A δ . So locally we can index the disjoint preimages of K under S 0 by α = (α 1 , . . . , α N ) where 1 ≤ α i ≤ M i . If we take the set K small enough this is still true under small (0 ≤ t ≤ ǫ) perturbations.) For given w ∈ K, index α as above, k ∈ {1, . . . , N} and fixed
−1 has exactly one simple pole in D α k and is holomorphic in A Λ δ away from this pole. Therefore we get the same if we just integrate around these poles.
(64) For each α we can write each of the inner integrals as an integral of a differential form over the distinguished boundary
We want to split the singular factor into a product of single poles in each variable. So we apply the transformation u = S ǫ (z)
′ is the complex derivative and so is holomorphic in u. To apply Cauchy's formula we have to integrate over a product of cycles (each lying in C). The map t → S t def = S t α is a homotopy between S ǫ and the product map S 0 and avoids singularities of the integrand in (66) since for ǫ small enough the set {S t (b 0 D α ) | 0 ≤ t ≤ ǫ} has positive distance (uniformly in Λ) from the set of singularities
is a product of cycles and hence a cycle. The differential n-form in (66) is a cocycle because its coefficient is holomorphic. So we get by Stokes' theorem
and by Cauchy's formula
So (64) is equal to
As ψ • F = 0 outside α K α and the K α are mutually disjoint this equals
as was to be shown. 2
Proof of Lemma 1 Consistency follows from
As g 1 depends only on the Λ 1 -coordinates we have
and so
For Λ 1 fixed the product is continuous in both factors. (2.) follows from
To see (3.) we note that the projection of the product of g 1 and g 2 is
and the product in the sense of (23) has Λ-marginal
and so (4.) follows from
We call a maximal r-chain going from a base point (p, t) of a triangle to (p, −N) (such that (p, −N) is not a base point of another triangle) a u-rchain (upwards going r-chain), a maximal r-chain going downwards from a basepoint a d-r-chain (d-h-chains are defined analogously), and a maximal rchain going from a bottom point (p, 0) to (p, −N) an l-r-chain (long r-chain). The configuration in Figure 5 has length 3, a-r-length 6, only one a-r-chain of positive length from (6, −2) to (6, −1), only one u-r-chain of positive length from (3, −3) to (3, −2), and only one l-r-chain from (1, −3) to (1, 0).
We prepare the proofs of Theorem 1 and Proposition 5 in the following technical proposition that provides the basic analysis and combinatorics for all other proofs.
Proposition 6
For sufficiently small ϑ, ǫ and big c 2 and N we have for all Λ 1 ⊆ Λ 2 ∈ F the following bound for the terms in the expansion of (45) for
with constants c 19 , c 20 :
possible choices for Λ 3 ) and want to estimate the number of configurations C such that Λ C = Λ 3 . So let us consider such a configuration. We call the triangles whose apex lies at, or whose a-r-chain ends in, Λ 3 × {0}, root triangles. We can assign to C a graph as follows: We start with a star graph with a star point labelled (0) and K leaves, labelled (0, 1), . . . , (0, K). These leaves are in bijection with Λ 3 × {0}. Now we add successively for each l-triangle in C a small l-tree (a star graph with one star point and v(l) leaves) to the graph and label the new vertices: If an l-triangle lies with its apex or ends with its ar-chain on a basepoint of another triangle (for that we have already assigned a small tree) or on a point in Λ 3 × {0} (this point is labelled say s = (s 1 , . . . , s n )) we add a small l-tree to the graph by identifying its star point with s and label the v(l) new leaves in the graph (s 1 , . . . , s n , 1),. . . ,(s 1 , . . . , s n , v(l)). Since, for example, an apex could coincide with more than one other triangle's basepoint we introduce a linear order on the set of tuples (and so on the set of vertices of the labelled graph):
In our successive assignment of triangles to small trees we always choose the next triangle such that the corresponding small tree is attached to the smallest (wrt. ≺) labelled leaf in the graph. This also defines a unique choice of the triangle and the leaf where we attach the small tree. So every C is completely determined by its corresponding labelled graph and the length of its a-r-chains. Note that it is not the case that for every graph together with a choice of lengths for the particular ar-chains there was a corresponding configuration, but at least we have found an injection between these two data.
For the configuration in Figure 5 , for example, we get the following labelled graph:
If n β,k is the total number of k-triangles, the number of such corresponding sets of graphs is not greater than 4
(by Lemma 3, see below). As mentioned above we have for each of the |n β | a-rchains a length 0 ≤ l i < ∞. The a-r-length is 
(0,1) Figure 6 : The labelled graph for the configuration in Figure 5 2. There are choices between d-r-chains and d-h-chains in the configuration.
There are not more than ∞ k=1 (3k) d n β,k base points for which we can choose between a d-h-chain (giving factor c h in our estimates) and a d-r-chain (giving factor at most c r η). So the total sum over these combinations is bounded from above by
3. There are choices between u-r-chains and u-h-chains in the configuration.
There are not more than
To each of them we can attach either a u-h-chain, giving a factor c h , or a u-r-chain, giving a factor c r η max{0,N −L} , because if N − L > 0, such a u-r-chain cannot have length smaller than N − L, for otherwise it would not end in Λ 2 × {−N}. If N − L > 0 there must be at least one u-r-chain, so we get in total a factor not greater than
4. There are only choices left between l-h-chains and l-r-chains in (Λ 1 \ Λ C ) × {−N, . . . , 0}, giving factor c h or c r η N respectively. Let l (0 ≤ l ≤ |Λ 1 \Λ C | ≤ |Λ 1 | − K) denote the number of l-r-chains in such a choice. For given l there are
Λ r of Λ 1 \Λ C of cardinality l (that corresponds to a particular choice of exactly l l-r-chains.) The configuration C is determined by all the choices mentioned up to now.
In the configuration C there are h-chains at points with
The operator L C acts on φ Λ 2 by integration over these coordinates. So for the uniform estimate of L C φΛ we will use (51). Therefore we have the estimate
We set ǫ 1 def = 4ǫc 1 c r and ǫ 2 def = √ ǫ 1 . Then we have ǫ
(We assume this condition on the decay of the coupling.) Further we split η max{N,L} ≤η LηN withη = √ η. Then (91) can be bounded as follows:
and the last infinite product converges (to c 24 say) since for k sufficiently large exp(−c 2 k
for ϑ and ǫ sufficiently small and N sufficiently large. This also holds for Λ ⊂ Λ 1 . So (1.) is proved. If C is a non-zero configuration of length 0 ≤ m < N in the expansion of
it has no l-r-chains. So this time we have l(C) = 0. Using the splitting η L ≤η Lηm we get in a similar way
Again this also holds for Λ ⊂ Λ 1 and so with c 21 = 4
Proof 1.) For every labelled tree graph in question we can define a path starting and ending at the root point (0) and running through each edge exactly twice in the following way. ¿From a (labelled) vertex t = (t 1 , . . . , t n ) we go to the to the next greater (wrt. ≺) vertex where we haven't yet been (going up), or if this is not possible (i.e. t is a leaf or we have already been at all vertices (t 1 , . . . , t n+1 )) back to (t 1 , . . . , t n−1 ) (going down). So we return to (0) after 2n steps. We encode the path in a word (a 1 , . . . , a 2n ) with a i = 1 if we go up in the ith step and a i = 0 otherwise. Obviously the labelled graph is uniquely determined by its word. (Note that not every word of length 2n with symbols "0" and "1" corresponds to such a labelled graph. But the map between these two data is injective.) As there are 2 n words of length 2n with at most two different symbols this is also an upper bound for the number of graphs in question. To see (2.) we note that the number of edges in such a tree graph is not
is due to the summands involving configurations that do not lie completely (with all its triangles) in Λ 2 ×{0, −1, . . .}. For those we have the lower bound for the spatial extension of the set of triangles:
As the analysis in the proof of Proposition 6 shows we have in the estimate for each such configuration a factor
If we take ξ > 0 small enough we can take out a factor exp −ξdist(Λ 1 , Λ C 2 ) and do the analysis with the remaining factor as before sincec 2 − ξ > 0. So we get
with some constant c 27 and the limit in (7) exists. The second statement in (1.) follows from (89) and (97) with ϑ replaced by a sufficiently smallθ. For example, (89) becomes
and the term in brackets is smaller than 1 ifθ andθ ϑ are small enough. The statement for systems with finite-range interaction follows from the fact that in that case all limits are already attained for some sufficiently large Λ 2 ∈ F and that all considered sums are finite. 
with c 30 independent of Λ 1 . This proves (2.) Recall that by Theorem 1 the operators L N F •T ǫ ∈ L (H ϑ , · ϑ ) are well defined for N ≥ N 0 and, by part (2.), give rise to a Cauchy sequence. With the same argument we see that the infinite sum in the definition of ν Λ (cf. (52)) converges and ν ∈ H ϑ . ν ≥ 0 and so ν ∈ H bv will follow from (7.). The difference in (8) is only due to configurations of length ≥ N and can therefore be estimated (as before in (105)) by cη N , which proves (8).
Note that we sum over infinitely many C 1 , C 2 . A priori, the distribution is only valid for finite partial sums. In terms of configurations we 'put C 1 on C 2 ' to get C 3 = C 2 • C 1 (which might be a zero configuration) and in fact such a splitting exists and is unique for every non-zero C 3 . So the net of finite partial sums over C 3 we get converges to the infinite expansion (53) of the right-hand side of (55) and (4.) is proved. We have by (3.) lim N →∞ L N F •T ǫ h = µ(h) = ν and so by (4.) L F •T ǫ ν = ν and also µ(ν) = 1, by (6.) which we will show below. For any φ ∈ H ϑ with L F •T ǫ φ = φ and µ(φ) = 1 we have
so (5.) is proved. To prove (6.), we consider first the special case g ∈ C((S 1 ) Λ ).
= lim
(by part (8.) for whose proof we just use the above special case of (6.)), i.e. they correspond to continuous linear functionals. For any g ∈ C(M) the net (g Λ ) Λ∈F converges uniformly to g as Λ → Z d , as does (g Λ • S) Λ∈F to g • S. So by continuity of the integral operators the equality also holds for g. The special case (6.) follows from taking g ≡ 1. For finite-range interaction the limits in (108) are already attained for sufficiently large Λ 1 ∈ F and all the computations work with φ ∈ H bv . We have, by definition, (
If that was negative somewhere there would be a Λ 1 ∈ F with π Λ • L F Λ 1 •T Λ 1 ,ǫ φ Λ 1 having negative values and we could find a non-negative g ∈ C((S 1 ) Λ ) such that
But by (6.) the integral equals 
In estimating the second summand we note that if we sum in formula (89) and (97) just over C with b(C) ≥ )dist(Λ 1 , Λ 2 ) (like in the proof of Proposition 5). The rest of the analysis is as in the proof of Proposition 6. We can take ξ such that exp(−ξ We write for the first summand in (112)
and estimate in a similar way 
and using π Λ 1 ∞ = 1 we get
and so by (1.)
This holds for all Λ ′ 1 ⊂ Λ 1 , so (2.) is proved.
We estimate the · Λ 1 ,θ -norm of the last term as in the proof of Proposition 6, but this time using the finer estimates from (2.) + c hθ )
For sufficiently small ǫ 2 andθ the term in brackets is smaller than one. Note that there is no condition on N. So we get the same estimates for all n ≥ 0 and these also hold for Λ ⊂ Λ 1 . So in analogy with (54) we get
and as µ(φ) = 0 we conclude (3.) 2
and this gets arbitrarily small as we first choose γ, then Λ 1 , Λ 2 and f Λ 2 and finally max{m(σ), n(σ)}.
(5.) follows from (4.) and the commutation of the τ e i with S. 2
