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THE MAXIMAL DEGREE IN RANDOM RECURSIVE GRAPHS WITH
RANDOM WEIGHTS
BAS LODEWIJKS AND MARCEL ORTGIESE
Abstract. We study a generalisation of the random recursive tree (RRT) model and its multi-
graph counterpart, the uniform directed acyclic graph (DAG). Here, vertices are equipped with
a random vertex-weight representing initial inhomogeneities in the network, so that a new vertex
connects to one of the old vertices with a probability that is proportional to their vertex-weight.
We first identify the asymptotic degree distribution of a uniformly chosen vertex for a general
vertex-weight distribution. For the maximal degree, we distinguish several classes that lead
to different behaviour: For bounded vertex-weights we obtain results for the maximal degree
that are similar to those observed for RRTs and DAGs. If the vertex-weights have unbounded
support, then the maximal degree has to satisfy the right balance between having a high vertex-
weight and being born early. For vertex-weights in the Gumbel maximum domain of attraction
the first order behaviour of the maximal degree is deterministic, while for those in the Fre´chet
maximum domain of attraction are random to leading order.
1. Introduction
A random recursive tree (RRT) is a growing random tree model in which one starts with a single
vertex, denoted as the root, and for n ≥ 2, adds a vertex n which is then connected to a vertex
chosen uniformly at random among the vertices {1, . . . , n − 1}. Since the selection is uniform,
this model is also known as the uniform attachment tree or uniform random recursive tree. Its
multigraph counterpart known as uniform directed acyclic graphs (DAGs or uniform DAGs) was
introduced by Devroye and Lu in [8] and allows for an incoming vertex to connect to k predecessors.
The RRT was first introduced by Na and Rapoport in 1970 [19] and has since attracted a wealth of
interest, uncovering the behaviour of many of its properties, including, among others: the number
of leaves, profile of the tree, height of the tree, vertex degrees and the size of sub-trees. [22] and
the more recent [9] provide good surveys on the topic.
In this paper we study a more general model, the weighted recursive graph (WRG), which can
be interpreted as a random recursive tree (or uniform DAG) in a random environment. Here, to
every vertex we assign a random non-negative vertex-weight and incoming vertices are connected
to predecessors not uniformly at random but with a probability proportional to the vertex-weights.
This generalisation has received far less attention overall, though it allows for much more diverse
behaviour. It is also a generalisation of the weighted recursive tree (WRT), which was originally
introduced by Borovkov and Vatutin in [5, 6], where the vertex-weights have a specific product-
form, and in a general form in [12].
Recent work on weighted recursive trees includes [17] and [21] where the profile of the tree is
analysed as well as vertex degrees, together with [13], in which degree distributions of many
weighted growing tree models are studied and the weighted recursive tree is a particular example.
In what follows we first analyse the degree distribution of a uniformly chosen vertex and the
behaviour of the maximum degree in WRGs, which recovers and extends results on the degree
distribution of RRTs and WRTs as well as the maximum degree in RRTs. Degree distributions
in RRTs have been studied in [10, 16, 18] and [19] and as mentioned above [13] studies the degree
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distributions of a very general class of weighted growing trees. However, the results discussed so far
only consider trees, so that unlike in our work DAGs (in both the weighted and the non-weighted
case) are not included.
Szyman´ski [23] was the first to obtain results on the growth rate of the maximum degree in RRTs,
which were later extended in [8], after which finer properties of high degrees were analysed in
[11] and [1]. Recently, [3] studies the occurrence of persistence in growing random networks.
Here persistence means that there exists a vertex in the network whose degree is maximal for
all but finitely many steps. Also, [3] present results describing the growth rate of the location
of the maximum degree in RRTs. In WRTs, the behaviour of degrees and the maximum degree
has received attention from Se´nizergues in [21], where the vertex-weights satisfy a more general
product-form compared to [5, 6] and it is shown that these graph that are equivalent to preferential
attachment models with additive fitness (PAF), also studied in [15].
Here, we extend and generalise the results of Devroye and Lu in [8] to WRGs and analyse the
growth of the maximal degree for a broad range of vertex-weights distributions. Moreover, we
identify the location of the maximal site, a result which was shown (among others) for constant
weight models in [3].
Our methods are related to our analysis of the preferential attachment with additive fitness car-
ried out in [15]. For these preferential attachment models, the attachment probabilities are pro-
portional to the degree plus a random weight (fitness). In these models, we distinguish three
different regimes: first of all a weak disorder regime, where the preferential attachment mecha-
nism dominates (and there is persistence). This is closely related to the work of [21], which in
turn corresponds to a WRT where the partial sums of the weights is at most of order nγ for
γ ∈ (0, 1). Moreover, in [15] we identify a strong and extreme disorder regime where the influence
of the random weights takes over, which appears when the distribution of the weights is sufficiently
heavy-tailed.
Here, for WRGs there is no preferential attachment component to compete with so that the
influence of the fitness is more immediate and already appears for less-heavy tailed weights. More
precisely, for the maximal degree we distinguish three regimes: for bounded weights the system
behaves similarly to a RRT, whereas for weights that are in the domain of attraction of a Gumbel
distribution, the maximal degree grows faster and we can identify the time when the maximizing
vertex comes into the system. Finally, in the case when the weights are in the domain of attraction
of a Fre´chet distribution, the behaviour is similar to the preferential attachment with additive
fitness in the strong disorder case and the leading asymptotics of the maximal degree is random
and we identify the limit as a functional of a Poisson point process.
Our results for the degree distribution follow by adjusting the proofs in [15], as the WRG model
is essentially a simpler model compared to the PAF models. The results for the maximum degree
in the case of bounded weights follow with similar techniques as in [8], which can be extended
to WRGs. For unbounded weights, the system is driven by the competition between the benefit
of being an old vertex and so having time to accumulate a high degree and the benefit of being
a young vertex with a large weight. To control the local maxima of the random weights we use
extreme value theory (similarly as in [15]) and moreover, we use that the conditional moments of
the degree are relatively easy to control together with an concentration argument.
Notation. Throughout the paper we use the following notation: we let N := {1, 2, . . .} be the
natural numbers, set N0 := {0, 1, . . .} to include zero and let [t] := {i ∈ N : i ≤ t} for any
t ≥ 1. For x ∈ R, we let ⌈x⌉ := inf{n ∈ Z : n ≥ x} and ⌊x⌋ := sup{n ∈ Z : n ≤ x}, for
x ∈ R, k ∈ N, (x)k := x(x− 1)(x− 2) · · · (x− (k− 1)). Moreover, for sequences (an, bn)n∈N we say
that an = o(bn), an ∼ bn, an = O(bn) if limn→∞ an/bn = 0, limn→∞ an/bn = 1 and if there exist
constants C > 0, n0 ∈ N such that an ≤ Cbn for all n ≥ n0, respectively. For random variables
(X,Xn)n∈N we denote Xn
d−→ X,Xn P−→ X and Xn a.s.−→ X for convergence in distribution,
probability and almost sure convergence of Xn to X , respectively. Also, we write Xn = oP(1)
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if Xn
P−→ 0. Finally, we use the conditional probability measure PW (·) := P( · |(Wi)i∈N) and
conditional expectation EW [·] := E [ · |(Wi)i∈N].
2. Definitions and main results
The Weighted Recursive Graph (WRG) model is a growing random graph model that is a general-
isation of the random recursive tree (RRT) and the uniform directed acyclic graph (DAG) models
in which vertices are assigned (random) weights and new vertices connect with existing vertices
with a probability proportional to the vertex-weights.
We then define the WRG model as follows:
Definition 2.1 (Weighted Recursive Graph). Let (Wi)i≥1 be a sequence of i.i.d. copies of a
non-negative random variable W such that P(W > 0) > 0, let m ∈ N and set
Sn :=
n∑
i=1
Wi.
We construct the Weighted Recursive Graph as follows:
1) Initialise the graph with a single vertex 1, denoted as the root, and assign to the root a
vertex-weight W1. Denote this graph by G1.
2) Given the graph of size n ≥ 1, introduce a new vertex n + 1 and assign to it the vertex-
weightWn+1 andm half-edges. Conditionally on Gn, independently connect each half-edge
to some i ∈ [n] with probability Wi/Sn. Denote the resulting graph by Gn+1.
We will treat Gn as a directed graph, where edges are directed from new vertices towards old
vertices.
Remark 2.2. Note that the edge connection probabilities remain the same if we multiply each
weight by the same constant. In particular, if convenient, we may without loss of generality assume
for vertex-weight distributions with bounded support, i.e. x0 := sup{x ∈ R |P(W ≤ x)} <∞, that
x0 = 1. Alternatively, and we will do this in particular for distributions with unbounded support
and finite mean, i.e. x0 =∞ and E [W ] <∞, we can assume that E [W ] = 1.
Furthermore, it is also possible to extend the definition of the WRG such that the out-degree is
random and the results presented in this paper still hold. Namely, if we can allow that vertex
n+ 1 can connect to every vertex i ∈ [n] independently with probability Wi/Sn.
In order to formulate our results, in particular regarding the maximal degree, we need to assume
that the distribution of the weights is sufficiently regular allowing us to control their extreme value
behaviour.
Assumption 2.3 (Vertex-weight distributions). The vertex-weights satisfy one of the following
conditions:
(Bounded ) The vertex-weights are almost surely bounded, i.e. x0 := sup{x ∈ R |P(W ≤ x) <
1} <∞. Without loss of generality, we can assume that x0 = 1.
(Gumbel ) The vertex-weights follow a distribution that belongs to the Gumbel maximum
domain of attraction (MDA) such that x0 =∞. Without loss of generality, E [W ] =
1. This implies that there exist sequences (an, bn)n∈N, such that
maxi∈[n]Wi − bn
an
d−→ Λ,
where Λ is a Gumbel random variable.
Within this class, we further distinguish the following three sub-classes:
(SV ) bn ∼ ℓ(logn) where ℓ is an increasing function that is slowly-varying at
infinity, i.e. limx→∞ ℓ(cx)/ℓ(x) = 1 for all c > 0.
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(RV ) There exist a, c1, τ > 0, and b ∈ R such that
P(W > x) ∼ axbe−(x/c1)τ as x→∞.
(RaV ) There exist a, c1 > 0, b ∈ R, and τ > 1 such that
P(W > x) ∼ a(log x)be−(log(x)/c1)τ as x→∞.
(Fre´chet ) The vertex-weights follow a distribution that belongs to the Fre´chet MDA. Without
loss of generality, E [W ] = 1. This implies that there exists a non-negative function
ℓ(x) that is slowly-varying at infinity and some α > 1, such that
P(W ≥ x) = ℓ(x)x−(α−1).
Moreover, if we let un := inf{t ∈ R : P(W ≥ t) ≥ 1/n},
max
i∈[n]
Wi/un
d−→ Φα−1,
where Φα−1 is a Fre´chet random variable with exponent α− 1.
Remark 2.4. Note that [24] shows that if the weight distribution satisfies the assumption (RV ),
then we can choose
an = c2(log n)
1/τ−1, bn = c1(logn)
1/τ + an((b/τ) log logn+ b log c1 + log τ),
for the same constants as above and c2 := c1/τ . Moreover, in the case (RaV ), we can choose
bn = exp{c1(log n)1/τ + (c1/τ)(log n)1/τ−1((b/τ) log logn+ b log c1 + log τ)}.
In particular, the three sub-cases in the (Gumbel ) case, (SV ), (RV ) and (RaV ), can be
distinguished as bn = g(logn), with g a slowly-varying, regularly-varying and rapidly-varying
function at infinity, respectively. Note that in all cases, bn itself is slowly varying at infinity. In the
(RV ) sub-case, we can very often use the asymptotic equivalence of bn, that is, bn ∼ c1(logn)1/τ .
Moreover, in the (RaV ) sub-case, we can think of bn as exp{(logn)1/τ ℓ(logn)}.
We now present the results for the degree distribution and the maximum degree in the WRG
model. In comparison to the preferential attachment with additive fitness (PAF) models as studied
in [15], the influence of vertex-weights with a distribution with a ‘thin’ tail, i.e. distributions
with exponentially decaying tails or bounded support, now can also exert their influence on the
behaviour of the system.
Throughout, we will write
Zn(i) = in-degree of vertex i in Gn.
We prefer to work with the in-degree as it then easier to (in principle) generalize our methods to
graphs with random out-degree. Obviously, if the out-degree is fixed, we can recover the results
for the degree from our results for Zn(i).
The first result deals with the degree distribution of the WRG model. Let us first introduce the
following measures and quantities:
Γn :=
1
n
n∑
i=1
Zn(i)δWi , Γ(k)n :=
1
n
n∑
i=1
1{Zn(i)=k}δWi , pk(n) := Γ
(k)
n ([0,∞)),
which correspond to the empirical weight distribution of a vertex sampled, weighted by its in-
degree, then the joint empirical vertex-weight and in-degree distribution and finally the empirical
degree distribution. We can then formulate the following theorem:
Theorem 2.5 (Degree distribution in WRGs). Consider the WRG model in Definition 2.1 and
suppose that the vertex-weights have finite mean and denote their distribution by µ. Without loss
of generality, we assume that E [W ] = 1. Then, almost surely, for any k ∈ N0, as n→∞,
Γn → Γ, Γ(k)n → Γ(k), and pn(k)→ p(k), (2.1)
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where the first two statements hold with respect to the weak⋆ topology and the limits are given as
Γ := xmµ(dx), Γ(k)(dx) =
1/m
1/m+ x
(
x
1/m+ x
)k
µ(dx), (2.2)
and
p(k) =
∫ ∞
0
1/m
1/m+ x
(
x
1/m+ x
)k
µ(dx). (2.3)
Finally, let the vertex-weight distribution be a power law as in the (Fre´chet ) case of Assumption
2.3 with α ∈ (1, 2), such that there exists an xl > 0 with µ(xl,∞) = 1. Let Un be a uniformly at
random selected vertex in Gn, let ε > 0 and let En =: {Zn(Un) = 0}. Then, for all n sufficiently
large,
P(En) ≥ 1− Cn−((2−α)∧(α−1))/α+ε, (2.4)
for some constant C > 0.
We now present the results regarding the behaviour of the maximum degree in the WRG model
for three different classes of vertex-weight distributions.
Theorem 2.6 (Maximum degree in WRGs). Consider the WRG model as in Definition 2.1 and
let In := inf{i ∈ [n] : Zn(i) ≥ Zn(j) for all j ∈ [n]}. We consider the different cases with respect
to the vertex-weights as in Assumption 2.3.
(Bounded ) Let θm := 1 + E [W ] /m. Then,
maxi∈[n] Zn(i)
logn
a.s.−→ 1
log θm
.
(Gumbel ) For sub-case (SV ),(
max
i∈[n]
Zn(i)
mbn logn
,
log In
logn
)
P−→ (1, 0). (2.5)
For sub-case (RV ), let γ := 1/(τ + 1). Then,(
max
i∈[n]
Zn(i)
m(1− γ)bnγ logn,
log In
logn
)
P−→ (1, γ). (2.6)
Finally, for sub-case (RaV ),(Zn(i) log(bn)
mbn logn
,
log In
logn
)
P−→
(τ
e
, 1
)
. (2.7)
(Fre´chet ) Let Π be a Poisson point process (PPP) on (0, 1) × (0,∞) with intensity measure
ν(dt, dx) := dt× (α − 1)x−αdx. Then, when α > 2,
(max
i∈[n]
Zn(i)/un, In/n) d−→ (m max
(t,f)∈Π
f log(1/t), Iα), (2.8)
where mmax(t,f)∈Π f log(1/t) and Iα are independent, with Iα
d
= e−Wα and Wα a
Γ(α, 1) random variable, and where mmax(t,f)∈Π f log(1/t) has a Fre´chet distribu-
tion with shape parameter α− 1 and scale parameter mΓ(α)−1/(α−1). Finally, when
α ∈ (1, 2),
(max
i∈[n]
Zn(i)/n, In/n) d−→ (Z, I), (2.9)
for some random variable I with values in (0, 1) and where
Z = m max
(t,f)∈Π
f
∫ 1
t
(∫∫
(0,1)×(0,∞)
g1{u≤s}dΠ(u, g)
)−1
ds.
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Note that especially in the two last cases, the asymptotics of the maximal degrees are the result
of a non-trivial competition, where older vertices can achieve a higher because they have been in
the system for longer, while younger vertices have the chance to have a big weight corresponding
to a local maximum.
In the special case, when the vertex-weights satisfy the assumption in (RV ) within the (Gumbel )
class, we can make a more precise statement about the distribution of the degrees in the near
maximal window, as well as about the second order correction term to the leading asymptotics.
Theorem 2.7 (Second order asymptotics in the Gumbel case). In the same setting as in Theo-
rem 2.6, we further assume that the vertex-weights fall into the class (RV ). Let γ := 1/(τ+1), let
ℓ be a strictly positive function such that limn→∞ log(ℓ(n))
2/ logn = c for some c ≥ 0 and let Π be
a Poisson point process (PPP) on (0,∞)×R with intensity measure ν(dt, dx) := dt× e−xdx. For
0 < s < t <∞, β ∈ (0, 1) and a strictly positive function f , define In(β, s, t, f) := inf{sf(n)nβ ≤
i ≤ tf(n)nβ : Zn(i) ≥ Zn(j) for all sf(n)nβ ≤ j ≤ tf(n)nβ}. Then, when τ ∈ (0, 1/2),(
max
snβ≤i≤tnβ
Zn(i)−m(1− β)bnβ logn
m(1− β)anβ logn
,
In(β, s, t, 1)
nβ
)
d−→
(
max
(v,w)∈Π
v∈(s,t)
w − βτ
1− β log v, Iβ
)
,
(
max
sℓ(n)nγ≤i≤tℓ(n)nγ
Zn(i)−m(1− γ)bnγ logn
m(1− γ)anγ logn ,
In(γ, s, t, ℓ)
ℓ(n)nγ
)
d−→
(
max
(v,w)∈Π
v∈(s,t)
w − log v − c(τ + 1)
2
2τ
, Iγ
)
,
(2.10)
where
Iβ
d
=
{
U
(1−β)/(1−β(τ+1))
β if β ∈ (0, γ) ∪ (γ, 1),
eU if β = γ,
with Uβ a uniform random variable with values in (s
(1−β(τ+1))/(1−β), t(1−β(τ+1))/(1−β)) if β ∈ (0, γ)
and values in (t(1−β(τ+1))/(1−β), s(1−β(τ+1))/(1−β)) if β ∈ (γ, 1), and U a uniform random variable
with values in (log s, log t). Furthermore, max(v,w)∈Π:v∈(s,t)w− log v− c(τ +1)2/(2τ) is a Gumbel
random variable with location parameter log log(t/s)− c(τ + 1)2/(2τ) and, for β ∈ (0, γ) ∪ (γ, 1),
max(v,w)∈Π:v∈(s,t)w − (βτ/(1 − β)) log v is a Gumbel random variable with location parameter
log
( 1− β
1− β(τ + 1)
(
t(1−β(τ+1))/(1−β) − s(1−β(τ+1))/(1−β)
))
.
Moreover, for any kn = o(log n), when τ ∈ (0, 1) ∪ (1,∞),
max
i∈[n]
Zn(i)−m(1− γ)bnγ logn
m(1− γ)anγkn logn
P−→∞, (2.11)
whilst for τ = 1,
lim
n→∞
P
(
max
i∈[n]
Zn(i)−m(1− γ)bnγ logn
m(1− γ)anγkn logn ≥ 0
)
= 1. (2.12)
Remark 2.8 (The vertex with largest degree for (Gumbel ) weights). By Theorem 2.6 in the
case (RV ), the vertex with the largest degree has index of order nγ(1+o(1)). Theorem 2.7 shows
first of all that when we zoom into the region of order nγ , then we can achieve the same first order
growth as stated in (2.6). Moreover, we can identify the second order correction term, which is
random, as long as we stay in a compact window of order nγ . However, at least for τ 6= 1, (2.11)
shows these second order corrections are not optimal and by moving away from this compact
window around nγ we can achieve higher degrees.
Similarly, we can zoom into a window of order nβ for β 6= γ and obtain a scaling limit for the
degrees in a compact window. Here, one can check that the leading order is not optimal in the
sense of (2.6). Note also that the condition that τ ∈ (0, 1/2) is merely of a technical nature.
Remark 2.9. As in [15], it is possible to prove some of the results for a more general class of
models. More specifically, the results in Theorem 2.5 and the (Fre´chet ) case in Theorem 2.6 hold
for a growing network that satisfies the following conditions as well: let ∆Zn(i) := Zn+1(i)−Zn(i).
For all n ∈ N:
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(AF1) EW [∆Zn(i)] =Wi/Sn1{i∈[n]}.
(AF2) For all k ∈ N, there exists a Ck > 0 such that EW [(∆Zn(i))k] ≤ CkEW [∆Zn(i)].
(AF3) supi=1,...,n n
∣∣PW (∆Zn(i) = 1)− EW [∆Zn(i)]∣∣ a.s.−→ 0.
(AF4) Conditionally on (Wi)i∈N, {∆Zn(i)}i∈[n] is negatively quadrant dependent in the sense
that for any i 6= j and k, l ∈ Z+,
PW (∆Zn(i) ≤ k,∆Zn(j) ≤ l) ≤ P(∆Zn(i) ≤ k)P(∆Zn(j) ≤ l) .
Furthermore, in the (Bounded ) case, we unfortunately were not able to extend Banerjee and
Bhamidi’s result in [3], which describes the location of the maximum degree vertex in a preferential
attachment model, where the attachment probabilities are a function of the degree (so in particular
applies when that function is constant). The approach in that paper is to embed the random
recursive tree in continuous time and use precise large deviation results on Poisson processes to
obtain sharp asymptotics for the maximum degree. However, with random vertex-weights such
results are required for mixed Poisson processes, which is much harder to obtain in general. Instead,
we adapt the approach by Devroye and Lu [8], which is more robust but only gives information
about the asymptotics of the maximal degree and not the location of the maximizing vertex.
We first prove Theorem 2.5 in Section 3. Then, in Section 4, we state and prove several propositions
regarding the maximum conditional mean degree: how it behaves and under what scaling the
maximum degree concentrates around it. Finally, we use these results in Section 5 to prove the
main theorems, Theorem 2.6 and Theorem 2.7. For clarity, we split the proof of Theorem 2.6 into
three separate parts that deal with each of the cases outlined in the theorem separately.
3. The limiting degree sequence of weighted recursive graphs
In this section we prove Theorem 2.5. The proof follows the same steps as the proof of [15,
Theorem 2.4] and we simply give an overview of the steps that need to be adjusted.
Proof of Theorem 2.5. First, F¯n = Sn/n in this model, which by the strong law of large numbers
converges to 1 almost surely. As the vertex-weight are strictly positive, we let 0 ≤ f < f ′ < ∞
and F = [0,∞). Set Xn := (1/n)
∑
i∈In
Zn(i) and In := {i ∈ [n]|Wi ∈ (f, f ′]}. Now, following the
same steps, we arrive at the upper bound and lower bound
Xn+1 −Xn ≥ 1
n+ 1
(
−Xn + In
n
mf
Sn/n
)
+∆Rn,
Xn+1 −Xn ≤ 1
n+ 1
(
−Xn + In
n
mf ′
Sn/n
)
+∆Rn.
Using the law of large numbers and [7, Lemma 3.1], this results in upper and lower bound,
lim inf
n→∞
Xn ≥ mfµ((f, f ′]), lim sup
n→∞
Xn ≤ mf ′µ((f, f ′]),
almost surely. The almost sure convergence of Rn follows from [15, Lemma 4.2], which proves
the almost sure convergence of Γn in the weak
⋆ topology to Γ with a similar argument as in
[15]. In the remainder of the proof, we let Xn := Γ
(k)
n ((f, f ′]) = (1/n)
∑
i∈In
1{Zn(i)=k}. Again,
following the same steps as in [15], replacing the terms (k +Wi)/(nF¯n/m), (k + f
′)/(F¯n/m) and
(f ′−Wi)/(nF¯n/m) in (4.12) by mWi/Sn,mf ′/(Sn/n),m(f ′−Wi)/Sn, respectively, it follows that
we obtain the lower bound
Xn+1 −Xn ≥ 1
n+ 1
(An −B′nXn) +Rn+1 −Rn,
where An, B
′
n almost surely converge to
A := m
∫
(f,f ′]
x Γ(k−1)(dx), B′ :=
1/m+ f ′
1/m
,
8 LODEWIJKS AND ORTGIESE
respectively, and where the almost sure convergence of Rn again follows from [15, Lemma 4.2].
For the proof of the convergence to these limits, the arguments in the proof of Theorem 2.4 in [15],
(4.14) through (4.18), change from (k−1+x) to x and from (k+Wi)/(nF¯n/m) to mWi/Sn. With
a similar approach, an upper bound on the recursion Xn+1 −Xn can be obtained with sequences
An, Bn that converge to A and B, respectively, with B = 1 +mf . Now, applying [7, Lemma 3.1]
yields
lim inf
n→∞
Xn ≥ A
B′
=
1
1/m+ f ′
∫
(f,f ′]
x Γ(k−1)(dx),
lim sup
n→∞
Xn ≤ A
B
=
1
1/m+ f
∫
(f,f ′]
x Γ(k−1)(dx).
Analogous to the proof in [15], we then obtain
Γ(k)(dx) =
( x
x+ 1/m
)k
Γ(0)(dx).
With similar adjustments, it follows that
Γ(0)(dx) =
1/m
x+ 1/m
µ(dx),
from which (2.1), (2.2) and (2.3) follow. Now, we prove (2.4) for m = 1 (the proof for m > 1
follows analogously). For the first steps, we can directly follow the proof of Theorem 2.6(iii) in
[15]. Let β ∈ (0, (2− α)/(α− 1) ∧ 1). We obtain
P
(
Ecn ∩ {FUn ≤ nβ}
) ≤ 1
n
n−1∑
j=1
j∑
k=1
nβE
[
(1/Sj)1{Wk≤nβ}
] ≤ Cnβ−1 n−1∑
j=1
jE [1/Mj] , (3.1)
where we bound Sj from below by the maximum vertex-weight Mj := maxi∈[j]Wi. We can then
bound the expected value of 1/Mj by
E [1/Mj] ≤ P
(
Mj ≤ j1/(α−1)−ε
)
/xl + j
−1/(α−1)+ε
P
(
Mj ≥ j1/(α−1)−ε
)
.
The second probability can be bounded by 1, and for j large, say j > j0 ∈ N, we can bound the
first probability from above by
P
(
Mj ≤ j1/(α−1)−ε
)
≤ exp{−j(α−1)ε/2},
which leads to the bound
E [1/Mj] ≤ 1{j≤j0}/xl + 1{j>j0}(1 + 1/xl)j−1/(α−1)+ε.
We then use this in (3.1) to obtain
P
(
Ecn ∩ {FUn ≤ nβ}
) ≤ C˜nβ−((2−α)/(α−1)∧1)+ε,
for some constant C˜ > 0. Combining this with P
(
WUn ≥ nβ
)
= ℓ(nβ)n−β/(α−1) ≤ n−β/(α−1)+ε
for n sufficiently large, by [4, Proposition 1.3.6 (v)], yields
P(En) ≥ 1− n−β(α−1)+ε − C˜nβ−((2−α)/(α−1)∧1)+ε.
Taking C = 1+ C˜ and choosing the optimal value of β, namely β = ((2− α)/(α(α− 1))) ∧ (1/α),
yields the desired result and concludes the proof. 
4. The maximum conditional mean degrees in WRGs
As in [15], it turns out that the analysis of the maximum degree of weighted recursive graphs can
be carried out via the maximum of the conditional mean degrees when the vertex-weights have
unbounded support. To this end, we formulate the following propositions; four for the behaviour
of the maximum conditional mean degree when the vertex-weights satisfy the different conditions
in Assumption 2.3 and one for the concentration of the maximum degree around the maximum
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conditional mean degree. Let us first introduce an important quantity, namely the location of the
maximum conditional mean degree,
I˜n := inf{i ∈ [n] : EW [Zn(i)] ≥ EW [Zn(j)] for all j ∈ [n]}.
Furthermore, it is important to note that, as Zn(i) is a sum of indicator random variables for any
i ∈ [n], its conditional mean equals
EW [Zn(i)] = mWi
n−1∑
j=i
1
Sj
.
Another important result that we use throughout the proofs of the propositions that follow, by [2,
Theorem III.9.4], says that there exists an almost surely finite random variable Y such that
n−1∑
j=1
1
Sj
− logn a.s.−→ Y. (4.1)
Finally, we note that it suffices to state the proofs of the results below for m = 1 only, as the
expected degrees scale linearly with m.
Proposition 4.1. Consider the WRG model as in Definition 2.1 and suppose the vertex-weights
satisfy the (Gumbel )-(SV ) sub-case in Assumption 2.3. Then,(
max
i∈[n]
EW [Zn(i)]
mbn logn
,
log I˜n
logn
)
P−→ (1, 0). (4.2)
Proof. Let β ∈ (0, 1). It follows that
max
i∈[n]
Wi
∑n−1
j=i 1/Sj
bn logn
≥ max
i∈[n1−β ]
Wi
∑n−1
j=n1−β 1/Sj
bn logn
= max
i∈[n1−β ]
Wi
bn1−β
∑n−1
j=n1−β 1/Sj
logn
bn1−β
bn
.
We then note that, by the asymptotics of bn, bn1−β/bn ∼ ℓ((1 − β) log n)/ℓ(logn)→ 1 as n tends
to infinity, since ℓ is slowly varying at infinity. Furthermore, the maximum on the right-hand-side
tends to 1 in probability and the fraction in the middle converges to β almost surely by (4.1).
Thus, with high probability,
lim inf
n→∞
max
i∈[n]
Wi
∑n−1
j=i 1/Sj
bn logn
≥ β, (4.3)
where we note that we can choose β arbitrarily close to 1. Furthermore, we can immediately
obtain an upper bound of the form
max
i∈[n]
Wi
∑n−1
j=i 1/Sj
bn logn
≤ max
i∈[n]
Wi
bn
∑n−1
j=1 1/Sj
logn
.
Here, both the maximum and the second fraction tend to one, the former in probability and the
latter almost surely. Hence, with high probability,
lim sup
n→∞
max
i∈[n]
Wi
∑n−1
j=i 1/Sj
bn logn
≤ 1,
which, together with (4.3) yields the first part of (4.2). Now, for the second part, let ε > 0, and
let us write, for η < ε/2,
En :=
{
max
i∈[n]
Wi
∑n−1
j=i 1/Sj
bn logn
≥ 1− η
}
,
which holds with high probability by the above. Then,
P
(
log I˜n
logn
> ε
)
= P
({ log I˜n
logn
> ε
}
∩ En
)
+P(Ecn) ≤ P
(
max
i>nε
Wi
∑n−1
j=i 1/Sj
bn logn
≥ 1− η
)
+P(Ecn) .
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Clearly, the second probability on the right-hand-side tends to zero with n. What remains to show
is that the same holds for the first probability. Via a simple upper bound, where we substitute
j = nε for j = i in the summation, we immediately obtain
P
(
max
i>nε
Wi
∑n−1
j=nε 1/Sj
bn logn
≥ 1− η
)
→ 0,
as the maximum over the fitness values scaled by bn tends to one in probability, and the sum scaled
by logn converges to 1− ε almost surely, so that the product of the two converges to 1− ε < 1− η
in probability, and so the result follows. 
Proposition 4.2. Consider the WRG model as in Definition 2.1 and suppose the vertex-weights
satisfy the (Gumbel )-(RV ) sub-case in Assumption 2.3. Let γ := 1/(τ + 1) and let Π be a PPP
on (0,∞)× R with intensity measure ν(dt, dx) := dt× e−xdx. Then, for any 0 < s < t <∞ and
β ∈ (0, 1), (
max
i∈[n]
EW [Zn(i)]
m(1− γ)bnγ logn,
log I˜n
logn
)
P−→ (1, γ),
max
snβ≤i≤tnβ
EW [Zn(i)]−m(1− β)bnβ logn
m(1− β)anβ logn
d−→ max
(v,w)∈Π
v∈(s,t)
w − βτ
1− β log v.
(4.4)
Moreover, let ℓ be a strictly positive function such that limn→∞ log(ℓ(n))
2/ logn = c for some
c ≥ 0. Then,
max
sℓ(n)nγ≤i≤tℓ(n)nγ
EW [Zn(i)]−m(1− γ)bnγ logn
m(1− γ)anγ logn
d−→ max
(v,w)∈Π
v∈(s,t)
w − log v − c(τ + 1)
2
2τ
. (4.5)
Furthermore, for any kn = o(logn), when τ ∈ (0, 1) ∪ (1,∞),
max
i∈[n]
EW [Zn(i)]−m(1 − γ)bnγ logn
m(1− γ)anγkn logn
P−→∞, (4.6)
whilst for τ = 1,
lim
n→∞
P
(
max
i∈[n]
EW [Zn(i)]−m(1− γ)bnγ logn
m(1− γ)anγkn logn ≥ 0
)
= 1. (4.7)
Proof. We start by proving the first order growth rate of the maximum, as in the first line of (4.4).
We can immediately construct the lower bound
maxi∈[n]Wi
∑n−1
j=i 1/Sj
(1− γ)bnγ logn ≥
maxi∈[nγ ]Wi
∑n−1
j=nγ 1/Sj
(1− γ)bnγ logn , (4.8)
and the right-hand-side converges to 1 in probability by (4.1). For an upper bound, we first define
the sequence (ε˜k)k∈Z+ as
ε˜k =
γ
2
(
1−
( 1− γ
1− (γ − ε˜k−1)
)τ)
+
1
2
ε˜k−1, k ≥ 1, ε˜0 = γ.
This sequence is defined in such a way that it is decreasing and tends to zero with k, and that the
maximum over indices i such that nγ−ε˜k−1 ≤ i ≤ nγ−ε˜k converges to a constant that is strictly
less then 1. Then, for any k ≥ 1, we obtain the upper bound
max
i∈[nγ−ε˜k ]
Wi
∑n−1
j=i 1/Sj
(1− γ)bnγ log n = max1≤j≤k maxnγ−ε˜j−1≤i≤nγ−ε˜j
Wi
∑n−1
j=i 1/Sj
(1− γ)bnγ logn
≤ max
1≤j≤k
max
i∈[nγ−ε˜j ]
Wi
bnγ−ε˜j
∑n−1
j=nγ−ε˜j−1
1/Sj
(1− γ) logn
bnγ−ε˜j
bnγ
,
(4.9)
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which, using the asymptotics of bn and (4.1), converges in probability to
max
1≤j≤k
1− (γ − ε˜j−1)
1− γ
(γ − ε˜j
γ
)1/τ
,
which is strictly smaller than one by the choice of the sequence (ε˜k)k≥0. Now, by writing, for some
η > 0 to be specified later,
En :=
{
max
i∈[n]
Wi
∑n−1
j=i 1/Sj
(1− γ)bnγ logn ≥ 1− η
}
,
which holds with high probability by (4.8), we obtain, for any ε > 0,
P
(
log I˜n
logn
< γ − ε
)
≤ P
({ log I˜n
logn
< γ − ε
}
∩ En
)
+ P(Ecn)
≤ P
(
max
i<nγ−ε
Wi
∑n−1
j=i 1/Sj
(1− γ)bnγ logn ≥ 1− η
)
+ P(Ecn) .
The second probability on the right-hand-side tends to zero with n. For the first probability, we
use (4.9) for a fixed k large enough such that ε˜k < ε to obtain an upper bound. If we then choose
η small enough such that
max
1≤j≤k
1− (γ − ε˜j−1)
1− γ
(γ − ε˜j
γ
)1/τ
= max
1≤j≤k
2−1/τ
( (1− (γ − ε˜j−1))τ (γ − ε˜j−1)
(1− γ)τγ + 1
)1/τ
= 2−1/τ
( (1− (γ − ε˜k−1))τ (γ − ε˜k−1)
(1 − γ)τγ + 1
)1/τ
< 1− η,
which is possible due to the fact that the expression on the left of the second line is increasing to
1 in k, we find
P
(
log I˜n
logn
< γ − ε
)
→ 0,
as n tends to infinity for any ε > 0. With a similar argument, and using a sequence (εk)k∈Z+ ,
defined as
εk =
1− γ
2
(
1−
(γ + εk−1
γ
)−1/τ)
+
1
2
εk−1, k ≥ 1, ε0 = 1− γ,
we find that the maximum is not obtained at nγ+ε ≤ i ≤ n for any ε > 0 with high probability
as well, which proves the second part of the first line of (4.4). This also allows for a tighter upper
bound of the maximum. On the event that the maximum is obtained at an index i such that
nγ−ε ≤ i ≤ nγ+ε,
maxi∈[n]Wi
∑n−1
j=i 1/Sj
(1− γ)bnγ logn = maxnγ−ε≤i≤nγ+ε
Wi
∑n−1
j=i 1/Sj
(1− γ)bnγ log n ≤ maxi∈[nγ+ε]
Wi
bnγ+ε
∑n−1
j=nγ−ε 1/Sj
(1− γ) logn
bnγ+ε
bnγ
,
which, again using the asymptotics of bn and (4.1), converges in probability to (1+ ε/(1− γ))(1+
ε/γ)1/τ . This upper bound decreases to 1 as ε tends to zero, so that the upper bound can be
chosen arbitrarily close to 1 by choosing ε sufficiently small. As the event on which this upper
bound is constructed holds with high probability for any ε > 0 fixed, the first part of the first line
of (4.4) follows.
We now turn to the second line of (4.4) and (4.5), which deal with the second order growth rate
of the maximum conditional mean with indices in a specific range. In order to analyse both at the
same time, we look at indices sℓ˜(n)nβ ≤ i ≤ tℓ˜(n)nβ and rescale the maximum conditional mean
by bℓ˜(n)nβ log(n
1−β/ℓ˜(n)) and aℓ˜(n)nβ log(n
1−β/ℓ˜(n)) for some non-negative function ℓ˜, such that
log(ℓ˜(n))/ logn tends to zero, first, and later set ℓ˜ ≡ 1 for β ∈ (0, γ) ∪ (γ, 1) and ℓ˜ ≡ ℓ for β = γ.
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For β ∈ (0, 1), we can write
Wi
∑n−1
j=i 1/Sj − bℓ˜(n)nβ log(n1−β/ℓ˜(n))
aℓ˜(n)nβ log(n
1−β/ℓ˜(n))
=
Wi − bℓ˜(n)nβ
aℓ˜(n)nβ
∑n−1
j=i 1/Sj
log(n1−β/ℓ˜(n))
− βτ
1− β log
( i
ℓ˜(n)nβ
)
+
bℓ˜(n)nβ
aℓ˜(n)nβ log(n
1−β/ℓ˜(n))
( n−1∑
j=i
1/Sj − log(n/i)
)
−
( bℓ˜(n)nβ
aℓ˜(n)nβ log(n
1−β/ℓ˜(n))
− βτ
1− β
)
log(i/ℓ˜(n)nβ).
We then let, for 0 < s < t <∞,−∞ < f < f ′ <∞,
Cn := {i ∈ [n] | i/(ℓ˜(n)nβ) ∈ [s, t]},
C˜n(f, f
′) := {i ∈ [n] | i/(ℓ˜(n)nβ) ∈ [s, t], (Wi − bℓ˜(n)nβ )/aℓ˜(n)nβ ∈ [f, f ′]}.
We abuse notation to denote by C˜n(−∞, f ′), C˜n(f,∞) the i ∈ [n] such that the first constraint in
C˜n(f, f
′) is satisfied and the rescaled vertex-weights are in (−∞, f ′), (f,∞), respectively. Then,
for Cn (as well as C˜n),∣∣∣∣maxi∈CnWi
∑n−1
j=i 1/Sj − bℓ˜(n)nβ log(n1−β/ℓ˜(n))
aℓ˜(n)nβ log(n
1−β/ℓ˜(n))
−max
i∈Cn
(Wi − bℓ˜(n)nβ )
∑n−1
j=i 1/Sj
aℓ˜(n)nβ log(n
1−β/ℓ˜(n))
− βτ
1− β log
( i
ℓ˜(n)nβ
)∣∣∣∣
≤
bℓ˜(n)nβ
aℓ˜(n)nβ log(n
1−β/ℓ˜(n))
max
i∈Cn
∣∣∣ n−1∑
j=i
1/Sj − log(n/i)
∣∣∣
+
∣∣∣ bℓ˜(n)nβ
aℓ˜(n)nβ log(n
1−β/ℓ˜(n))
− βτ
1− β
∣∣∣max
i∈Cn
| log(i/ℓ˜(n)nβ)|.
Since limn→∞ log(ℓ˜(n))/ logn = 0, it immediately follows that bℓ˜(n)nβ ∼ bnβ , aℓ˜(n)nβ ∼ anβ ,
log(n1−β/ℓ˜(n)) ∼ (1 − β) log n, so that the first fraction on the second line and the first term on
the third line tend to one and zero, respectively. It also follows from (4.1) that
∑n−1
j=i 1/Sj−log(n/i)
converges almost surely for any fixed i ∈ N, so the maximum on the second line tends to zero almost
surely, as the sequence in the absolute value is a Cauchy sequence almost surely (and all i tend to
infinity with n). Finally, we can bound the maximum on the last line by max{| log t|, | log s|}, so
that the left-hand-side converges to zero almost surely.
By [20, Proposition 3.13], it follows for a compact set such as used in C˜n (all points that lie in a
closed, bounded rectangle), that(
i/(ℓ˜(n)nβ),
Wi − bℓ˜(n)nβ
aℓ˜(n)nβ
)
i∈C˜n
d−→ (vi, wi)vi∈[s,t],wi∈[f,f ′],
in the vague topology. It is also evident that( ∑n−1
j=i 1/Sj
log(n1−β/ℓ˜(n))
)
i∈C˜n
a.s.−→ (1, . . . , 1)
in the vague topology. The continuous mapping theorem then yields(Wi − bℓ˜(n)nβ
aℓ˜(n)nβ
− βτ
1− β log(i/(ℓ˜(n)n
β)
)
i∈C˜n
d−→
(
wi − βτ
1− β log vi
)
vi∈[s,t],wi∈[f,f ′]
.
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Thus, using Slutsky’s theorem, it follows that
max
i∈C˜n
Wi − bℓ˜(n)nβ
aℓ˜(n)nβ
∑n−1
j=i 1/Sj
log(n1−β/ℓ˜(n))
− βτ
1− β log
( i
ℓ˜(n)nβ
)
d−→ max
(v,w)∈Π
v∈[s,t],w∈[f,f ′]
(
w − βτ
1− β log v
)
,
(4.10)
as element-wise multiplication and taking the maximum of a finite number of elements are con-
tinuous operations. Now, we intend to show that the same result holds when considering i ∈ Cn.
Let η > 0 be fixed, let D ⊂ R+×R be a closed set and let Dη := {x ∈ R+×R | infy∈D |x−y| ≤ η}
be its η-enlargement. Then, if we define the random variables and events
Xn,i :=
Wi − bℓ˜(n)nβ
aℓ˜(n)nβ
∑n−1
j=i 1/Sj
log(n1−β/ℓ˜(n))
− βτ
1− β log(i/(ℓ˜(n)n
β)), i ∈ [n],
En(η) := {|max
i∈Cn
Xn,i −max
i∈C˜n
Xn,i| < η}, An(η) := {max
i∈Cn
Xn,i ∈ Dη},
and note that D0 = D by the definition of Dη, then we have
P(An(0)) ≤ P(An(0) ∩ En(η)) + P(En(η)c) . (4.11)
On the event that the two maxima are close, which we show below holds with high probability
(i.e. the second probability tends to zero as n → ∞, f ′ → ∞, f → −∞), we can bound the first
probability from above by
P
(
max
i∈C˜n
Xn,i ∈ Dη
)
→ P
(
max
(v,w)∈Π
v∈[s,t],w∈[f,f ′]
w − βτ
1− β log v ∈ Dη
)
,
as n tends to infinity, where the convergence follows from (4.10). We then let f ′ → ∞, f →
−∞, η ↓ 0 to obtain the required limit
P
(
max
(v,w)∈Π
v∈(s,t)
w − βτ
1− β log v ∈ D
)
, (4.12)
where we note that the constraint v ∈ (s, t) is equivalent to v ∈ [s, t] as used before, since
Π({x} × R) = 0 almost surely for any x > 0.
We now show how we can indeed obtain this limit. For ease of writing, set cβ := (1 − β(τ +
1))/(1− β). Let us define a sequence (hk)k≥2 as
hk :=
{
log(c−1β (t
cβ − scβ )) + log(log((1− k−(1+δ))−1)−1) if β ∈ (0, γ) ∪ (γ, 1),
log log(t/s) + log(log((1 − k−(1+δ))−1)−1) if β = γ.
Note that regardless the value of β, hk is increasing in k. Then,
P(Π([s, t]× (hk,∞)) = 0) = exp
{
−
∫ t
s
∫ ∞
hk+βτ/(1−β) log y
e−xdxdy
}
= 1− k−(1+δ), (4.13)
so that the probabilities of the complements of the events are summable. It thus follows from the
Borel-Cantelli lemma that Π restricted to [s, t]× R has no points above hK for some random K,
almost surely. Then,∣∣∣ max
(v,w)∈Π
v∈[s,t],w∈[f,f ′]
(
w− βτ
1− β log v
)
− max
(v,w)∈Π
v∈[s,t],w≥f
(
w− βτ
1− β log v
)∣∣∣ ≤ max{0, max
(v,w)∈Π
v∈[s,t],w≥f ′
w− βτ
1− β log v
}
,
and the right-hand-side equals zero almost surely on the event {f ′ > hK}, which holds with high
probability as f ′ →∞. So, the left-hand-side tends to zero almost surely as f ′ →∞. Similarly,∣∣∣ max
(v,w)∈Π
v∈[s,t]
(
w − βτ
1− β log v
)
− max
(v,w)∈Π
v∈[s,t],w≥f
(
w − βτ
1− β log v
)∣∣∣ ≤ max{0, max
(v,w)∈Π
v∈[s,t],w≤f
w − βτ
1− β log v
}
≤ max
{
0, f − βτ
1− β log s
}
,
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which tends to zero almost surely when f → −∞. Hence, using the above we arrive at
lim
η↓0
lim
f→−∞
lim
f ′→∞
lim
n→∞
P
(
max
i∈C˜n
Xn,i ∈ Dη
)
= P
(
max
(v,w)∈Π
v∈(s,t)
w − βτ
1− β log v ∈ D
)
.
What remains is to show that the second probability on the right-hand-side of (4.11) tends to
zero. We write∣∣∣max
i∈Cn
Xn,i − max
i∈C˜n(f,f ′)
Xn,i
∣∣∣ ≤ ∣∣∣max
i∈Cn
Xn,i − max
i∈C˜n(f,∞)
Xn,i
∣∣∣+ ∣∣∣ max
i∈C˜n(f,∞)
Xn,i − max
i∈C˜n(f,f ′)
Xn,i
∣∣∣.
(4.14)
We bound the first term by
max
{
0, max
i∈C˜n(−∞,f)
Xn,i
}
.
As we intend to let f go to −∞, we can assume f < 0. Then, as all the terms (Wi−bℓ˜(n)nβ )/aℓ˜(n)nβ
are negative, we obtain the upper bound
max
{
0, f
∑n−1
j=tℓ˜(n)nβ
1/Sj
log(n1−β/ℓ˜(n))
− βτ
1− β log s
}
a.s.−→ max
{
0, f − βτ
1− β log s
}
,
as n tends to infinity. Then, as f tends to −∞, the right-hand-side tends to zero. So, the first
term tends to zero almost surely as n → ∞ and then f → −∞. For the second term, we obtain
the upper bound
max
i∈C˜n(f ′,∞)
Xn,i.
Similar to the argument before, we can assume f ′ > 0 as we shall let f ′ tend to ∞. Then, all the
terms (Wi − bℓ˜(n)nβ )/aℓ˜(n)nβ are positive, which yields the upper bound
max
i∈Cn
Wi − bℓ˜(n)nβ
aℓ˜(n)nβ
max
{∣∣∣∣
∑n−1
j=sℓ˜(n)nβ
1/Sj
log(n1−β/ℓ˜(n))
− 1
∣∣∣∣, ∣∣∣∣
∑n−1
j=tℓ˜(n)nβ
1/Sj
log(n1−β/ℓ˜(n))
− 1
∣∣∣∣}
+ max
i∈C˜n(f ′,∞)
(
Wi − bℓ˜(n)nβ
aℓ˜(n)nβ
− βτ
1− β log(i/(ℓ˜(n)n
β))
)
.
The first maximum converges in distribution, but since the second term converges to zero al-
most surely, the product converges to zero in probability. Then, the second term converges in
distribution to
max
(v,w)∈Π
v∈[s,t],w>f ′
w − βτ
1− β log v,
which, following the argument above, tends to zero almost surely as f ′ →∞. This concludes that
the left-hand-side of (4.14) converges to zero in probability, and therefore the second probability
on the right-hand-side of (4.11) converges to zero as n→∞, then f → −∞ and finally f ′ →∞, for
any η > 0. Hence, (4.12) is indeed an upper bound of lim supP(An(0)), so that the Portmanteau
lemma yields
max
sℓ˜(n)nβ≤i≤tℓ˜(n)nβ
Wi − bℓ˜(n)nβ
aℓ˜(n)nβ
∑n−1
j=i 1/Sj
log(n1−β/ℓ˜(n))
− βτ
1− β log(i/(ℓ˜(n)n
β))
d−→ max
(v,w)∈Π
v∈(s,t)
w− βτ
1− β log v.
Hence, it follows that
max
sℓ˜(n)nβ≤i≤tℓ˜(n)nβ
Wi
∑n−1
j=i 1/Sj − bℓ˜(n)nβ log(n1−β/ℓ˜(n))
aℓ˜(n)nβ log(n
1−β/ℓ˜(n))
d−→ max
(v,w)∈Π
v∈(s,t)
w − βτ
1− β log v,
so that the same results hold for the re-scaled maximum conditional mean degree. Setting ℓ˜ ≡ 1
then proves the second line of (4.4). Setting ℓ˜ ≡ ℓ does not yet yield (4.5). In order to obtain this,
THE MAXIMAL DEGREE IN RANDOM RECURSIVE GRAPHS WITH RANDOM WEIGHTS 15
we show that
lim
n→∞
(1− γ)anγ logn
aℓ(n)nγ log(n1−γ/ℓ(n))
= 1,
lim
n→∞
bℓ(n)nγ log(n
1−γ/ℓ(n))− (1− γ)bnγ log n
(1− γ)anγ logn = −
c(τ + 1)2
2τ
,
(4.15)
after which the convergence to types theorem yields the required result [20, Proposition 0.2].
First, it immediately follows that
aℓ(n)nγ log(n
1−γ/ℓ(n))
(1− γ)anγ logn =
(
1 +
log(ℓ(n))
γ logn
)1/τ−1(
1− log(ℓ(n))
(1 − γ) logn
)
→ 1,
since we assume that log(ℓ(n))2/ logn→ c, so that the first condition in (4.15) is satisfied. Then,
bℓ(n)nγ − bnγ = c1(γ logn)1/τ
[(
1 +
log(ℓ(n))
γ logn
)1/τ
− 1
]
+
c1
τ
(γ log n)1/τ−1
[(
1 +
log(ℓ(n))
γ logn
)1/τ−1
− 1
]( b
τ
log(γ logn) + b log c1 + log τ
)
+
bc1
τ2
(γ logn)1/τ−1
(
1 +
log(ℓ(n))
γ logn
)1/τ−1
log
(
1 +
log(ℓ(n))
γ logn
)
.
Also,
bℓ(n)nγ log(ℓ(n)) = c1(γ logn)
1/τ log(ℓ(n))
(
1 +
log(ℓ(n))
γ logn
)1/τ
+
c1
τ
(γ logn)1/τ−1 log(ℓ(n))
(
1 +
log(ℓ(n))
γ logn
)1/τ−1[ b
τ
log(γ logn) + b log c1
+
b
τ
log
(
1 +
log(ℓ(n))
γ logn
)
+ log τ
]
.
Using Taylor expansions for the terms containing 1+ log(ℓ(n))/(γ logn) in both these expressions
and combining them, yields
bℓ(n)nγ log(n
1−γ/ℓ(n))− bnγ (1− γ) logn
= (bℓ(n)nγ − bnγ )(1 − γ) logn− bℓ(n)nγ log(ℓ(n))
= − c1(τ + 1)
τ
(γ logn)1/τ−1(log(ℓ(n)))2 +
c1b
τ
(γ logn)1/τ−1 log(ℓ(n))
− c1
( b
τ
log(γ logn) + b log c1 + log τ
)
(γ logn)1/τ−1 log(ℓ(n)) + xn,
where xn consists of lower order terms such that xn = o((log n)
1/τ−1 log(ℓ(n))). Thus, we obtain
bℓ(n)nγ log(n
1−γ/ℓ(n))− (1− γ)bnγ logn
(1− γ)anγ logn ∼ −
((τ + 1) log(ℓ(n)))2
2τ logn
+
b(τ + 1)
τ
log(ℓ(n))
logn
− (τ + 1)
[ b
τ
log(γ logn) + b log c1 + log τ
] log(ℓ(n))
logn
.
(4.16)
Since (log ℓ(n))2/ logn converges to c ∈ [0,∞), it follows that the second condition in (4.15) is
indeed satisfied.
For the proof of (4.6), we construct a lower bound that tends to infinity with n. We set ℓ(n) :=
exp{√kn lognsn} for some sn such that sn tends to infinity and sn = o(
√
logn/kn). Note
that this is possible, since kn = o(log n). For such an ℓ, it follows that log(ℓ(n))/ logn →
0, (log(ℓ(n)))2/ logn → ∞ and (log(ℓ(n)))2/(kn logn) → ∞ with n. We can then write, for
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any r > 0,
max
i∈[n]
Wi
∑n−1
j=i 1/Sj − (1− γ)bnγ logn
(1 − γ)anγkn logn ≥ maxi∈[ℓ(n)rnγ ]
Wi
∑n−1
j=ℓ(n)rnγ 1/Sj − (1− γ)bnγ logn
(1− γ)anγkn log n
=
bnγ
anγkn
(
max
i∈[ℓ(n)rnγ ]
Wi
bnγ
∑n−1
j=ℓ(n)rnγ 1/Sj
(1− γ) logn − 1
)
.
(4.17)
The term in between the brackets can be rewritten as[bℓ(n)rnγ
bnγ
log(n1−γ/ℓ(n)r)
(1 − γ) logn − 1
]maxi∈[ℓ(n)rnγ ]Wi∑n−1j=ℓ(n)rnγ 1/Sj − bnγ (1− γ) logn
bℓ(n)rnγ log(n1−γ/ℓ(n)r)− bnγ (1 − γ) logn
,
and this second term equals
1 +
[bℓ(n)rnγ log(n1−γ/ℓ(n)r)− bnγ (1− γ) logn
(1 − γ)anγ logn
]−1[maxi∈[ℓ(n)rnγ ]Wi − bℓ(n)rnγ
anγ
∑n−1
j=ℓ(n)rnγ 1/Sj
(1− γ) logn
+
bℓ(n)rnγ
(1− γ)anγ logn
( n−1∑
j=ℓ(n)rnγ
1/Sj − log(n1−γ/ℓ(n)r)
)]
.
The whole of the second square brackets converges in distribution to a Gumbel random variable
Λ for any fixed r ∈ R if ℓ(n) is such that log(ℓ(n)) = o(logn), which is the case. Namely, the first
fraction converges in distribution to Λ since aℓ(n)rnγ ∼ anγ , the second fraction to 1 almost surely
by (4.1), the first part of the third term converges to 1 as well, and the second part of the third
term converges to 0 almost surely. Using Slutsky’s theorem pulls everything together. By (4.16),
it follows that for ℓ(n) such that log(ℓ(n))/ logn converges to 0 but (log(ℓ(n)))2/ logn diverges,
the term in the first brackets diverges, so that the entire expression converges to 1 in probability.
Hence,
bnγ
anγkn
(
max
i∈[ℓ(n)rnγ ]
Wi
bnγ
∑n−1
j=ℓ(n)rnγ 1/Sj
(1 − γ) logn −1
)
=
bnγ
anγkn
(bℓ(n)rnγ
bnγ
log(n1−γ/ℓ(n)r)
(1− γ) logn −1
)
(1+oP(1)),
where we recall that oP(1) denotes a term that converges to zero in probability. Using the asymp-
totic expressions of an and bn, we then arrive at
c1γ
c2kn
logn
[(
1 + r
log(ℓ(n))
γ logn
)1/τ(
1− r log(ℓ(n))
(1 − γ) logn
)
− 1
]
∼ c1γ
c2kn
logn
[
− r2
( log(ℓ(n))
(1 − γ) logn
)2
+
r
2
1
τ
(1/τ − 1)
( log(ℓ(n))
γ logn
)2]
= r
(1− τ
2
− r
) (log(ℓ(n)))2
(1− γ)kn logn.
If τ ∈ (0, 1), we can choose an r ∈ (0, (1− τ)/2) such that this lower bound tends to infinity with
n. Similarly, when τ > 1 we can choose an r ∈ ((1 − τ)/2, 0) to obtain the same result, which
proves (4.6).
For (4.7), with τ = 1, we claim that the left-hand-side of (4.17) without the kn in the denominator
tends to infinity in probability, and thus we can assume that kn diverges with n. We can then set
ℓ(n) := exp{√kn logn}, for which it holds that log(ℓ(n))/ logn → 0, (log(ℓ(n)))2/ logn → ∞ and
(log(ℓ(n)))2/(kn logn) = 1, so that we can obtain a lower bound of 0 by following the same steps
and choosing r arbitrarily close to 0.
What remains, is to prove the claim made above. By the third line of (4.4), we know that for any
fixed t > 1,
Xn(t) := max
nγ≤i≤tnγ
Wi
∑n−1
j=i 1/Sj − (1− γ)bnγ log n
(1 − γ)anγ logn
d−→ X,
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where X follows a Gumbel distribution with location parameter log log t. The distribution of X
can be verified using similar computations as in (4.13). Hence, for any x ∈ R,
lim sup
n→∞
P
(
max
i∈[n]
Wi
∑n−1
j=i 1/Sj − (1 − γ)bnγ logn
(1 − γ)anγ log n ≤ x
)
≤ lim sup
n→∞
P(Xn(t) ≥ x)
= exp{−e−(x−log log t)}.
Now, we can let t tend to infinity, so that the right-hand-side tends to 0. As the left-hand-side
does not depend on t, it follows that for any x ∈ R,
lim
n→∞
P
(
max
i∈[n]
Wi
∑n−1
j=i 1/Sj − (1− γ)bnγ logn
(1 − γ)anγ logn ≤ x
)
= 0,
from which the claim follows and which concludes the proof. 
Proposition 4.3. Consider the WRG model as in Definition 2.1 and suppose the vertex-weights
satisfy the (Gumbel )-(RaV ) sub-case in Assumption 2.3. Then,(
max
i∈[n]
EW [Zn(i)] log(bn)
mbn logn
,
log I˜n
log n
)
P−→
(τ
e
, 1
)
. (4.18)
Proof of Proposition 4.3. First, we show that∣∣∣max
i∈[n]
Wi
∑n−1
j=i 1/Sj
bn
−max
i∈[n]
Wi
bn
log(n/i)
∣∣∣ P−→ 0, (4.19)
so that in what follows we can work with the rightmost expression in the absolute value rather
than the leftmost. This directly follows from writing the absolute value as∣∣∣max
i∈[n]
Wi
∑n−1
j=i 1/Sj
bn
−max
i∈[n]
Wi
bn
log(n/i)
∣∣∣ ≤ max
i∈[n]
Wi
bn
∣∣∣ n−1∑
j=i
1/Sj − log(n/i)
∣∣∣ = max
i∈[n]
Wi
bn
|Yn − Yi|,
where Yn :=
∑n−1
j=1 1/Sj − logn, which converges almost surely by (4.1). We then split the
maximum into two parts, to obtain the upper bound, for any γ ∈ (0, 1),
max
i∈[nγ ]
Wi
bnγ
(|Yn|+ sup
j≥1
|Yj |)bn
γ
bn
+ max
nγ≤i≤n
Wi
bn
max
nγ≤i≤n
|Yn − Yi|.
The first maximum converges to 1 in probability, the term in the brackets converges almost surely
and the second fraction tends to zero, as we recall from Remark 2.4 that bn = g(logn) with g a
rapidly-varying function at infinity. This implies, for any γ ∈ (0, 1), by the definition of a rapidly-
varying function, that bnγ/bn = g(γ logn)/g(logn) converges to zero with n. Similarly, the second
maximum converges to 1 in probability and the third maximum tends to zero almost surely, as Yn
is a Cauchy sequence almost surely. In total, the entire expression tends to zero in probability.
For the next part, we will use
tn := exp{−τ log n/ log(bn)}.
We also note that log(1/tn) = τ logn/ log(bn), so that by (4.19) it suffices to show that
max
i∈[n]
Wi log(n/i)
bn log(1/tn)
P−→ 1/e, (4.20)
in order to prove (4.18).
Define
ℓ(x) = c1 + c2x
−1
( b
τ
log x+ b log c1 + log τ
)
.
Then, as we are working in the (Gumbel )-(RaV ) case in Assumption 2.3, we can write bn =
exp{(logn)1/τ ℓ(logn)}.
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Using tn we can show that for any fixed r ∈ R or r = r(n) that does not grow ‘too quickly’ with
n, btrnn/bn ∼ e−r. Namely, uniformly in r = r(n) ≤ C log log(bn) (for any constant C > 0),
btrnn
bn
= exp
{
(logn)1/τ
((
1 + r
log tn
log n
)1/τ
ℓ
(
logn
(
1 + r
log tn
logn
))
− logn
)}
∼ exp
{
(logn)1/τ
(
ℓ
(
logn
(
1 + r
log tn
logn
))
− ℓ(logn)
)
+ (1/τ)r log tn(log n)
1/τ−1ℓ
(
logn
(
1 + r
log tn
logn
))}
,
(4.21)
where we applied a Taylor approximation to (1 + r log tn/ logn)
1/τ , which holds uniformly in r as
long as r = o(logn/ log tn) = o(log bn). It is elementary to show that for such r, the first term in
the exponent on the last line of (4.21) tends to zero. Thus, uniformly in r ≤ C log log(bn),
btrnn
bn
∼ exp
{
− r ℓ(log n(1 + r log tn/ logn))
ℓ(logn)
}
∼ e−r, (4.22)
where the last step follows a similar argument to the one used to show that the first term on the
right-hand-side of (4.21) tends to zero.
We start by providing a lower bound to the left-hand-side of (4.20). For some fixed r > 0, we
write
max
i∈[n]
Wi log(n/i)
bn log(1/tn)
≥ max
i∈[trnn]
Wi
btrnn
log(n/(trnn))
log(1/tn)
btrnn
bn
= max
i∈[trnn]
Wi
btrnn
r
btrnn
bn
.
By (4.22), it follows that this lower bound converges in probability to re−r. To maximise this
expression, we choose r = 1 giving the value value 1/e as claimed.
For an upper bound, we split the maximum into multiple parts which cover different ranges of the
indices i. First, for ease of writing, let us denote
Xn,i :=
Wi log(n/i)
bn log(1/tn)
.
Fix ε > 0, then set N = ⌈2 log log(bn)/ε⌉, and define
r0 = e
−1, and ri = r0 + εi for i = 1, . . . , N.
Then,
max
i∈[n]
Xn,i ≤ max
{
max
i∈[t
rN
n n]
Xn,i, max
k=1,...,N
max
t
rk
n n<i≤t
rk−1
n n
Xn,i, max
t
r0
n n<i≤n
Xn,i
}
. (4.23)
We now bound each of these three parts separately. We start with the middle term and note that
for k ∈ {1, . . . , N},
max
t
rk
n n<i≤t
rk−1
n n
Xn,i = max
t
rk
n n<i≤t
rk−1
n n
Wi log(n/i)
bn log(1/tn)
≤ rk
b
t
rk−1
n n
bn
max
t
rk
n n<i≤t
rk−1
n n
Wi
b
t
rk−1
n n
.
If we now define for k = 0, . . . , N ,
An(k) := max
t
rk
n n<i≤t
rk−1
n n
Wi
btrkn n
,
then, by (4.22), we have that
max
k=1,...,N
max
t
rk
n n<i≤t
rk−1
n n
Xn,i ≤ (1 + ε) max
k=1,...,N
rke
−rk−1An(k − 1)
≤ (1 + ε) sup
x≥1/e
xe−x+ε max
k=0,...,N−1
An(k)
≤ (1 + ε)e−1+ε max
k=0,...,N−1
An(k),
. (4.24)
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using as before that x 7→ xe−x is maximised at x = 1. Similarly, we can bound the the last term
in (4.23) as
max
t
r0
n n<i≤n
Xn,i ≤ r0 max
t
r0
n n<i≤n
Wi
bn
= e−1An,
where we recall that r0 = 1/e and we set An := maxtr0n n<i≤nWi/bn. Finally, for the first term
in (4.23), we get that
max
i∈[t
rN
n n]
Xn,i ≤
btrNn n
bn
An(N)
log n
log(1/tn)
≤ (1 + ε)e−rNAn(N) log(bn)/τ = oP(1), (4.25)
where we use that rN ≥ 2 log log(bn) by definition.
Combining (4.23) with the estimates in (4.24)-(4.25), we obtain
max
i∈[n]
Xn,i ≤ (1 + ε)e−1+εmax
{
max
k=0...,N−1
An(k), An
}
. (4.26)
Since ε > 0 is arbitrary, it suffices to show that the maximum on the right-hand-side is bounded
by 1 + ε with high probability. Using that the random variables follow a distribution as in the
(Gumbel )-(RaV ) case in Assumption 2.3, we can write for some large constant C > 0,
P
(
max
i∈[n]
Wi/bn ≥ 1 + ε
)
= 1− (1− P(W1 ≥ (1 + ε)bn))n
≤ Cn log((1 + ε)bn)b exp{−(log((1 + ε)bn)/c1)τ}
= Cn log(bn)
b
(
1 +
log(1 + ε)
log(bn)
)b
exp
{
− (log(bn)/c1)τ
(
1 +
1 + ε
log(bn)
)τ}
.
We now use the expression of bn as in the (Gumbel )-(RaV ) case in Assumption 2.3 to obtain
the upper bound
C˜ log(bn)
b exp
{
log n
(
1−
(
1 +
(b/τ) log logn+ b log c1 + log τ
τ logn
)τ(
1 +
log(1 + ε)
log(bn)
)τ)}
,
where C˜ > 0 is a suitable constant. Using a Taylor approximation on the terms in the exponent
and using the asymptotics of log(bn), we find an upper bound
K1(log n)
b/τ exp{−K2(logn)1−1/τ}, (4.27)
for some constants K1,K2 > 0 and n sufficiently large. Note that this expression tends to zero as
τ > 1. Now, we aim to apply this bound to the maximum in (4.26). First, we use a union bound
to arrive at
P
(
max
{
max
k=0,...,N−1
An(k), An
}
≥ 1 + ε
)
≤
N−1∑
k=0
P
(
max
i∈[t
rk
n n]
Wi/btrkn n ≥ 1 + ε
)
+ P
(
max
i∈[n]
Wi/bn ≥ 1 + ε
)
.
The last term tends to zero with n. For the sum we use (4.27) and note that this upper bound
tends to zero slowest for k = N − 1, so that we obtain the upper bound
N−1∑
k=0
P
(
max
i∈[t
rk
n n]
Wi/btrkn n ≥ 1 + ε
)
≤ NK1 log(trN−1n n)b/τ exp{−K2 log(trN−1n n)1−1/τ}
≤ K3 log log(bn)(logn)b/τ exp{−K4(logn)1−1/τ},
for some constantsK3,K4, since rN−1 = O(log log(bn)), which again tends to zero with n as τ > 1.
Finally, we prove the convergence of log(I˜n)/ logn. Let η ∈ (0, τ/e). Then, the event
En :=
{
max
i∈[n]
EW [Zn(i)] log(bn)
bn logn
≥ η
}
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holds with high probability by the above. Using this yields, for ε > 0,
P
(
log I˜n
logn
< 1− ε
)
≤ P
({ log I˜n
logn
< 1− ε
}
∩ En
)
+ P(Ecn)
≤ P
(
max
i<n1−ε
Wi log(n/i) log(bn)
bn logn
≥ η
)
+ P(Ecn) .
The second probability tends to zero with n, and the first can be bounded from above by
P
(
max
i≤n1−ε
Wi
bn1−ε
bn1−ε log(bn)
bn
≥ η
)
. (4.28)
Now,
bn1−ε log(bn)
bn
∼ exp
{
(logn)1/τ ℓ(logn)
(
(1 − ε)1/τ ℓ((1− ε) logn)
ℓ(logn)
− 1
)
+ log log(bn)
}
,
which, since ℓ is a slowly-varying function at infinity and (1− ε)1/τ < 1, tends to zero with n. As
the maximum in (4.28) tends to 1 in probability, we obtain that the probability in (4.28) tends to
zero with n, which concludes the proof. 
Proposition 4.4. Consider the WRG model as in Definition 2.1 and suppose the vertex-weights
satisfy the (Fre´chet ) case in Assumption 2.3. Let Π be a PPP on (0, 1) × (0,∞) with intensity
measure ν(dt, dx) := dt× (α− 1)x−αdx, x > 0. When α > 2,
max
i∈[n]
EW [Zn(i)/un] d−→ m max
(t,f)∈Π
f log(1/t),
and when α ∈ (1, 2),
max
i∈[n]
EW [Zn(i)/n] d−→ m max
(t,f)∈Π
f
∫ 1
t
(∫∫
(0,1)×(0,∞)
g1{u≤s}dΠ(u, g)
)−1
ds.
Proof. First, let α > 2. We first claim that∣∣∣∣maxi∈[n] EW [Zn(i)/un]−mmaxi∈[n] Wi log(n/i)un
∣∣∣∣ P−→ 0, (4.29)
and its proof follows a similar structure as that of (4.19). Let us define the point process
Πn :=
n∑
i=1
δ(i/n,Wi/un).
By [20], when the Wi are i.i.d. random variables in the Fre´chet maximum domain of attraction
with parameter α − 1, then Π is the weak limit of Πn. Since Wi log(n/i)/un is a continuous
mapping of (i/n,Wi/un) and since taking the maximum is a continuous mapping too, it follows
that
max
i∈[n]
Wi log(n/i)
un
d−→ max
(t,f)∈Π
f log(1/t),
which, together with (4.29), yields the desired result. We now consider α ∈ (1, 2). Note that
max
i∈[n]
EW [Zn(i)/n] = mmax
i∈[n]
Wi
n
n−1∑
j=i
1
Sj
.
The distributional convergence of the maximum on the right-hand-side to the desired limit is
proved in [15, Proposition 5.1], which concludes the proof. 
Proposition 4.5. Consider the WRG model as in Definition 2.1 and recall the vertex-weight con-
ditions as in Assumption 2.3. When the vertex-weights satisfy the (Gumbel )-(SV ) or (Gumbel )-
(RV ) sub-case, for any η > 0,
lim
n→∞
P
(∣∣∣max
i∈[n]
Zn(i)−max
i∈[n]
EW [Zn(i)]
∣∣∣ ≥ ηbn logn) = 0. (4.30)
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Moreover, when the vertex-weights satisfy the (Gumbel )-(RV ) sub-case and τ ∈ (0, 1/2), then
for any η > 0,
lim
n→∞
P
(∣∣∣max
i∈[n]
Zn(i)−max
i∈[n]
EW [Zn(i)]
∣∣∣ ≥ ηan logn) = 0. (4.31)
Furthermore, when the vertex-weights satisfy the (Gumbel )-(RaV ) sub-case, for any η > 0,
lim
n→∞
P
(∣∣∣max
i∈[n]
Zn(i)−max
i∈[n]
EW [Zn(i)]
∣∣∣ ≥ ηbn logn/ log(bn)) = 0. (4.32)
Now suppose the vertex-weights satisfy the (Fre´chet ) case. When α > 2, for any η > 0,
lim
n→∞
P
(∣∣∣max
i∈[n]
Zn(i)−max
i∈[n]
EW [Zn(i)]
∣∣∣ > ηun) = 0. (4.33)
Similarly, when α ∈ (1, 2), for any η > 0,
lim
n→∞
P
(∣∣∣max
i∈[n]
Zn(i)−max
i∈[n]
EW [Zn(i)]
∣∣∣ > ηn) = 0. (4.34)
Proof of Proposition 4.5. We provide a proof for m = 1, as the proof for m > 1 follows the
same way. We start by proving that concentration holds when the degrees with the first order
growth-rate, as in (4.30), (4.32) and (4.33). We start with (4.30). From [14, Theorem 3], we obtain
PW (|Zn(i)− EW [Zn(i)]| ≥ a) ≤ 2 exp
{
− σ2i
((
1 +
a
σ2i
)
log
(
1 +
a
σ2i
)
− a
σ2i
)}
,
where σ2i = VarW (Zn(i)) ≤ EW [Zn(i)]. We may rewrite the exponent as
−σ2i
((
1 +
a
σ2i
)
log
(
1 +
a
σ2i
)
− a
σ2i
)
= −a
((
1 +
σ2i
a
)
log
(
1 +
a
σ2i
)
− 1
)
,
so that using the reverse triangle inequality yields
PW
(
|max
i∈[n]
Zn(i)−max
i∈[n]
EW [Zn(i)]| ≥ a
)
≤ PW
(
max
i∈[n]
|Zn(i)− EW [Zn(i)]| ≥ a
)
≤ 2
n∑
i=1
exp
{
− a
((
1 +
σ2i
a
)
log
(
1 +
a
σ2i
)
− 1
)}
.
We now let a = ηbn logn. We note that the expression in the exponent is increasing in σ
2
i , so that
we can bound every σ2i by maxi∈[n] EW [Zn(i)] ≤ maxi∈[n]Wi
∑n−1
j=1 1/Sj. This yields the upper
bound
2 exp
{
logn
[
1−ηbn
((
1+
1
η
maxi∈[n]Wi
bn
∑n−1
j=1 1/Sj
logn
)
log
(
1+η
bn
maxi∈[n]Wi
logn∑n−1
j=1 1/Sj
)
−1
)]}
.
Since, maxi∈[n]Wi/bn
P−→ 1 and (∑n−1j=1 1/Sj)/ logn a.s.−→ 1, it follows that the expression in the
brackets converges in probability to (1 + 1/η) log(1 + η) − 1 =: xη, which is strictly positive for
any η > 0. So, heuristically, for large n, the exponent should grow as logn[1−ηxηbn], which tends
to −∞ since the term in the square brackets is negative for n sufficiently large. In order to make
this precise, we define
Xn :=
(
1 +
1
η
maxi∈[n]Wi
bn
∑n−1
j=1 1/Sj
log n
)
log
(
1 + η
bn
maxi∈[n]Wi
logn∑n−1
j=1 1/Sj
)
− 1,
Yn := 2 exp{logn(1 − ηbnXn)}.
As stated above, Xn
P−→ xη. So, we define the event En := {Xn ≥ xη/2}. Then,
P(Yn ≥ ε) ≤ P({Yn ≥ ε} ∩ En) + P(Ecn) ≤ 1{2 exp{log n(1−ηxηbn/2)}≥ε} + P(Ecn) ,
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which tends to zero as n tends to infinity for any η > 0 fixed, as bn tends to infinity with n. Hence,
Yn tends to zero in probability, which shows that
PW
(
max
i∈[n]
|Zn(i)− EW [Zn(i)]| ≥ ηbn logn
)
P−→ 0,
for any η > 0 fixed. Now, extending this to the non-conditional probability measure P(·) by the
dominated convergence theorem proves (4.30). In order to prove (4.32) we set a = ηbn logn/ log(bn)
and apply the same steps as above to obtain the upper bound
2 exp
{
logn
[
1− η bn
log(bn)
((
1 +
log(bn)
η
Zn
)
log
(
1 +
η
log(bn)
1
Zn
)
− 1
)]}
,
with Zn := (maxi∈[n]Wi
∑n−1
j=1 1/Sj)/(bn logn). Again, we find that Zn
P−→ 1, but now we have
the additional term log bn in the expression, which tends to infinity with n. Via a Laurent series,
we find that (1 + x) log(1 + 1/x)− 1 ≥ (3x)−1 for x sufficiently large. This yields, for n large, the
upper bound
2 exp
{
logn
[
1− η2 bn
3 log(bn)2Zn
]}
,
which tends to zero in probability by a similar argument as above, and the conclusion follows the
same steps as well. For (4.33), the same argument applies but now with a = ηun.
We now prove (4.31). The same steps as above can be used to directly arrive at the same bounds,
though now with
Xn :=
(
1 +
1
η
maxi∈[n]Wi
an
∑n−1
j=1 1/Sj
log n
)
log
(
1 + η
an
maxi∈[n]Wi
logn∑n−1
j=1 1/Sj
)
− 1,
Yn := 2 exp{logn(1 − ηanXn)}.
Since an ∼ τ−1bn/ logn, Xn no longer converges in probability to xη, but to 0. However, it
follows from the Laurent series of (1 + x) log(1 + 1/x) that anXn converges in probability to ∞
when τ ∈ (0, 1/2) and to ηc2 when τ = 1/2. Thus, as we take τ ∈ (0, 1/2), Yn tends to zero in
probability, from which the result follows with a similar argument as above.
Finally, we prove (4.34), so let α ∈ (1, 2). First, define
Mn(i) := Zn(i)−
n−1∑
j=i
1
Sj
.
It is elementary to check that Mn(i) is a zero mean martingale. Then,
PW
(∣∣∣max
i∈[n]
Zn(i)−max
i∈[n]
EW [Zn(i)]
∣∣∣ > ηn) ≤ n∑
i=1
PW (|Mn(i)− EW [Mn(i)]| > ηn) .
Now, applying Chebychev’s inequality yields the upper bound
(ηn)−2
n∑
i=1
VarW (Mn(i)) = (ηn)
−2
n∑
i=1
n−1∑
k=i
VarW (∆Mk(i)),
where we use the martingale property and where ∆Mk(i) := Mk+1(i) −Mk(i). By the definition
of Mk(i), we obtain VarW (∆Mk(i)) = VarW (∆Zk(i)), with ∆Zk(i) := Zk+1(i) − Zk(i). Since
∆Zk(i) is a sum of independent Bernoulli random variables, VarW (∆Zk(i)) ≤ EW [∆Zk(i)], which
yields the upper bound
(ηn)−2
n∑
i=1
n−1∑
k=i
Wi/Sk =
n− 1
(ηn)2
,
where we interchange the summations to obtain the result on the right-hand-side. This upper
bound tends to zero so that applying the dominated convergence theorem to the conditional
probability measure yields the desired result, which concludes the proof. 
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5. Proof of the main theorems
We now prove the main theorem, Theorem 2.6. For clarity, we split the proof into three parts,
dealing with the (Bounded ), (Gumbel ) and (Fre´chet ) cases separately, which all use somewhat
different approaches.
Before we prove the (Bounded ) case of Theorem 2.6, we state an elementary lemma regarding
the rate of decay of polynomial moments of bounded random variables.
Lemma 5.1. Let W be a non-negative random variable with law µ such that ess supµ = 1. Then,
for all ε > 0,
lim
k→∞
E
[
W k
]
eεk =∞.
Proof. Since ess supµ = 1, for every ε > 0 we can find a ξ ∈ (e−ε, 1) such that µ(ξ,∞) > 0. Then,
it immediately follows that
E
[
W k
]
eεk ≥ E [(W eε)k1{W≥ξ}] ≥ (ξeε)kµ(ξ,∞),
which tends to infinity with k by the choice of ξ. 
Proof of Theorem 2.6, (Bounded ) case. The proof heavily relies on the proof of [8, Theorem 2],
which we adapt in order to work for WRGs. Before proving almost sure convergence, we prove
convergence in probability. We do this by providing an upper and lower bound and show that
these coincide. Then, using these bounds we prove almost sure convergence. Let us start with
the upper bound. We set an := c logn, with c > 1/ log θm and let ε ∈ (0,min{m/E [W ] − c +
c log(cE [W ] /m), cE [W ] /(me2), 1/2}). Then, we aim to show that
n∑
i=1
PW (Zn(i) ≥ an) a.s.−→ 0, (5.1)
which implies via a union bound and the dominated convergence theorem that
P
(
max
i∈[n]
Zn(i) ≥ an
)
→ 0. (5.2)
Using a Chernoff bound and the fact that Zn(i) is a sum of independent indicator random variables,
PW (Zn(i) ≥ an) ≤ EW [etZn(i)−tan ] = e−tan
n−1∏
j=i
(Wi
Sj
et+
(
1−Wi
Sj
))m
≤ e−tan+(et−1)mWi(Hn−Hi),
where Hn :=
∑n−1
j=1 1/Sj. This expression is minimised for t = log(an) − log(mWi(Hn − Hi)),
which yields the upper bound
PW (Zn(i) ≥ an) ≤ ean(1−u+log u),
with u = mWi(Hn − Hi)/an. We note that the mapping u 7→ 1 − u + log u is increasing for
u ∈ (0, 1). Note that, by (4.1), mHn/an < 1 holds almost surely for all sufficiently large n by the
choice of c. Then, as u is decreasing in i and Wi ∈ [0, 1] for all i ∈ N, we find for n large and
uniformly in i,
PW (Zn(i) ≥ an) ≤ exp{an(1−mHn/an + log(mHn/an)}
= exp{c logn(1−m/(cE [W ]) + log(m/(cE [W ])))(1 + o(1))}
= exp{− logn(m/E [W ]− c+ c log(cE [W ] /m))(1 + o(1))}.
Thus,∑
i<nε
PW (Zn(i) ≥ an) ≤ exp{− logn(m/E [W ]− c+ c log(cE [W ] /m)− ε)(1 + o(1))}, (5.3)
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which tends to zero almost surely as ε < m/E [W ] − c + c log(cE [W ] /m). Similarly, again using
that mHn/an < 1 almost surely for n large,∑
i>n1−ε
PW (Zn(i) ≥ an) ≤
∑
i>n1−ε
exp
{
an
(
1− m(Hn −H⌈n1−ε⌉)
an
+ log
(m(Hn −H⌈n1−ε⌉)
an
)}
≤ n exp{c logn(1− εm/(cE [W ]) + log(εm/(cE [W ])))(1 + o(1))}
= exp{− logn(−c+ εm/E [W ]− c log(εm/(cE [W ]))− 1)(1 + o(1))},
(5.4)
which also tends to zero almost surely since ε < cE [W ] /(me2). Using the same reasoning as in
[8] to switch from summation to integration, we finally obtain∑
nε≤i≤n1−ε
PW (Zn(i) ≥ an)
≤ o(1) + (1 + o(1))
∫ n1−ε
nε
exp
{
an
(
1− m
cE [W ]
(
1− log x
logn
)
+ log
( m
cE [W ]
(
1− log x
logn
)))}
dx.
(5.5)
Recall that θm = 1 + E [W ] /m. Using the variable transformation w = θm(logn− log x) yields
o(1) + (1 + o(1))
n1+c−c log(cE[W ]/m) logn
(θm logn)1+c logn
∫ (1−ε)θm logn
εθm logn
wc logne−wdw
≤ o(1) + (1 + o(1))n
1+c−c log(cE[W ]/m) logn
(θm logn)1+c logn
Γ(1 + c logn)
∼ n
1−c log(cE[W ]/m)
θ1+c log nm
√
2πc logncc logn
= θ−1m n
1−c log θm
√
2πc logn,
which tends to zero by the choice of c. Hence, combining the above with (5.3) and (5.4) yields
(5.1) and hence (5.2).
Now, let an := ⌈c logn⌉, bn := ⌈δ logn⌉ with c ∈ (0, 1/ log θm) and δ ∈ (0, 1/ log θm− c). For i ∈ N
fixed, we couple Zn(i) to certain random variables. Let (Pj)j≥2 be independent Poisson random
variables with mean mWi/Sj−1, j ≥ 2. Then, we can couple Zn(i) to the Pj ’s to obtain
Zn(i) ≥
n∑
j=i+1
Pj1{Pj≤1} =
n∑
j=i+1
Pj −
n∑
j=i+1
Pj1{Pj≥1} =:Wn(i)− Yn(i).
Using [8, Lemma 1], it follows that we are required to prove that∑
nε≤i≤n1−ε
P(Wn(i) ≥ an + bn)→∞,
∑
nε≤i≤n1−ε
P(Yn(i) ≥ bn)→ 0, (5.6)
as n tends to infinity, to obtain
P
(
max
i∈[n]
Zn(i) ≥ an
)
= 1.
We first prove the first claim of (5.6). Note thatWn(i) is a Poisson random variable with parameter
mWi
∑n−1
j=i 1/Sj. We note that by the strong law of large number, for some η ∈ (0, e1/(c+δ)− θm),
mWi
n−1∑
j=i
1/Sj ≥ mWi
n−1∑
j=i
1/(j(E [W ] + η)) ≥ (mWi/(E [W ] + η)) log(n/i) (5.7)
for all nε ≤ i ≤ n almost surely when n is sufficiently large. Thus, it follows that for i ≥ nε,
PW (Wn(i) ≥ an + bn) ≥
( i
n
)m/(E[W ]+η) (mWi/(E [W ] + η) log(n/i))an+bn
(an + bn)!
,
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Taking the expectation of both sides with respect to the fitness values (Wi)i∈N yields
P(Wn(i) ≥ an + bn) ≥
( i
n
)m/(E[W ]+η) E [W an+bn] (log(n/i))an+bn
((E [W ] + η)/m)an+bn(an + bn)!
.
We then find, in a similar way as in (5.5),∑
nε≤i≤n1−ε
P(Wn(i) ≥ an + bn)
≥ (1− o(1))E
[
W an+bn
]
(an + bn)!
( m logn
E [W ] + η
)an+bn ∫ n1−ε
nε
(x
n
)m/(E[W ]+η)(
1− log x
logn
)an+bn
dx.
With the variable transformation t = (1 +m/(E [W ] + η))(log n− log x), we obtain
(1− o(1))E [W an+bn]
(an + bn)!
n(E [W ] + η)
m(θm + η/m)an+bn+1
∫ (1−ε)(1+m/(E[W ]+η)) logn
ε(1+m/(E[W ]+η)) logn
e−ttan+bndt. (5.8)
Then, using that a Gamma random variable with parameters 1 and an+bn+1 concentrates around
an+ bn+1 = (1+ o(1))(c+ δ) logn by the strong law of large numbers, it follows that the integral
is asymptotically (an + bn)!, since c+ δ ∈ (ε(1 +m/(E [W ] + η)), (1 − ε)(1 +m/(E [W ] + η))) for
ε sufficiently small. Thus, asymptotically, (5.8) equals
E [W ] + η
mθm + η
E
[
W an+bn
]
n1−(c+δ) log(θm+η/m),
which tends to infinity by Lemma 5.1 and the choice of c, δ and η.
We now prove the second line of (5.6). First, with an upper bound inspired by (5.7), for n
sufficiently large,
EW [Yn(i)] ≤ mWi
n−1∑
j=i
1
j(E [W ]− η)
(
1− e−mWi/(j(E[W ]−η))
)
≤ m
2
(E [W ]− η)2
n−1∑
j=i
1/j2 ≤ m
2
(E [W ]− η)2(i − 1) .
Then, for i ≥ nε and n large enough such that bn(i − 1) ≥ 4(m/(E [W ]− η))2, we can write
PW (Yn(i) ≥ bn) ≤ PW (Yn(i)− EW [Yn(i)] ≥ bn/2)
≤ e−tbn/2EW [et(Yn(i)−EW [Yn(i)])]
≤ exp{−tbn/2 + e2tm2/((E [W ]− η)2(i− 1))}.
This upper bound is smallest for t = log(bn(i− 1)(E [W ]− η)2/(4m2))/2, which yields
PW (Yn(i) ≥ bn) ≤ exp
{ bn
4
(1− log(bn(i− 1)(E [W ]− η)2/(4m2)))
}
=
( 4em2
bn(E [W ]− η)2(i− 1)
)bn/4 ≤ n−εbn/4,
when n is large enough such that bn ≥ 8em2/(E [W ]− η)2 and nε ≤ 2(nε− 1). It then follows that∑
nε≤i≤n1−ε
P(Yn(i) ≥ bn) ≤ n1−εδ logn/4, (5.9)
which tends to zero with n. This finishes the proof of
max
i∈[n]
Zn(i)/ logn P−→ 1/ log θm.
We now turn to the almost sure convergence proof. Let kn := ⌈θnm⌉ and set Zn := maxi∈[n]Zn(i).
Similar to [8], we use the bounds
inf
N≤n
Zkn
(n+ 1) log θm
≤ inf
2N≤n
Zn
logn
≤ sup
2N≤n
Zn
logn
≤ sup
N≤n
Zkn+1
n log θm
.
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To prove the almost sure convergence of Zn/ logn to 1/ log θm, it thus suffices to prove
lim inf
n→∞
Zkn
(n+ 1) log θm
≥ 1
log θm
, lim sup
n→∞
Zkn+1
n log θm
≤ 1
log θm
, (5.10)
which can be done with the bounds used to prove the convergence in probability. Namely, for
the upper bound, using (5.3), (5.4) and (5.5), we obtain for any c > 1/ log θm, a sufficiently small
ξ > 0 and some large constant C > 0,
kn+1∑
i=1
PW
(Zkn+1(i)/(n log θm) ≥ c) ≤ 2e−ξn(1+o(1)) + (1 + o(1))C√ne−ξn,
which is summable, so it follows from the Borel-Cantelli lemma that the upper bound in (5.10)
holds PW -almost surely. Then, since the upper bound is deterministic, it also holds P-almost
surely. Similarly, for the lower bound in (5.10), using (5.8) and (5.9), we obtain for c < 1/ log θm
and some sufficiently small ξ > 0,
P(Zkn/((n+ 1) log θm) < c) ≤ 1−
∑kn
i=1 P(Zn(i) ≥ c(n+ 1) log θm)
1 +
∑kn
i=1 P(Zn(i) ≥ c(n+ 1) log θm)
≤
(
E
[
W (c+δ) log θm(n+1)
]
elog θm(1−(c+δ) log(θm+η/m))(n+1)
)−1
,
which decays exponentially by Lemma 5.1 and the choice of c, δ and η and hence is summable as
well. We again find from the Borel-Cantelli lemma that the lower bound in (5.10) holds almost
surely, which concludes the proof. 
Proof of Theorem 2.6, (Gumbel ) case. We only discuss the case m = 1, as the proof for m > 1
follows analogously. Most of the proof directly follows by combining Propositions 4.1, 4.2 and 4.3
with Proposition 4.5, (4.30) and (4.32). The one thing that remains is to prove that In, the oldest
vertex that attains the maximum degree, concentrates around I˜n, the oldest vertex that attains
the maximum conditional mean degree. This proves the convergence in probability of log In/ logn
as in (2.5), (2.6) and (2.7), when using the aforementioned propositions.
Let η > 0. We then write
P
(∣∣∣ log(I˜n)
logn
− log(In)
logn
∣∣∣ ≥ η) = P(max{I˜n/In, In/I˜n} ≥ nη) ≤ P(I˜n/In ≥ nη)+P(In/I˜n ≥ nη) .
Let us first deal with (2.6), when the vertex-weights satisfy the (Gumbel )-(RV ). We define the
events
E1n := {I˜n ≤ nγ+η/2}, E2n := {I˜n ≥ nγ−η/2}
which both hold with high probability by Proposition 4.2, (4.4). Then, we obtain the upper bound
P
(
{In ≤ I˜nn−η} ∩ E1n
)
+ P
(
{In ≥ I˜nnη} ∩E2n
)
+ P
(
(E1n)
c
)
+ P
(
(E2n)
c
)
. (5.11)
Clearly, the last two probabilities tend to zero, and on the event E1n we can rewrite the event in
the first probability to obtain the upper bound
P
(
In ≤ nγ−η/2
)
= P
(
max
i∈[nγ−η/2]
Zn(i)
(1 − γ)bnγ logn ≥ maxnγ−η/2<i≤n
Zn(i)
(1− γ)bnγ logn
)
.
Now, we define the event, for ε > 0 small,
Cn := {|max
i∈[n]
|Zn(i)− EW [Zn(i)]| ≤ ε(1− γ)bnγ logn/2},
which holds with high probability by the proof of Proposition 4.5, (4.30) and the asymptotics of
bn which follow from Assumption 2.3, sub-case (Gumbel )-(RV ). Then, we arrive at the upper
bound
P
(
max
i∈[nγ−η/2]
EW [Zn(i)]
(1 − γ)bnγ logn ≥ maxnγ−η/2<i≤n
EW [Zn(i)]
(1− γ)bnγ logn − ε
)
+ P(Ccn) .
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Now, following the same steps as in the proof of Proposition 4.2, (4.4), we can bound the maximum
on the left-hand-side from above and the maximum on the right-hand-side from below to find that,
since ε can be chosen arbitrarily small depending on the value of η, the first probability tends to
zero with n. Clearly the second probability tends to zero as well. The same approach proves that
the second probability on the right-hand-side of (5.11) also tends to zero.
A similar approach works when the vertex-weights satisfy (SV ) and (RaV ), where we replace
the scaling (1− γ)bnγ logn by bn logn and bn logn/ log(bn) and γ by 0 and 1, respectively, which
concludes the proof. 
Proof of Theorem 2.6, (Fre´chet ) case. The proof of the convergence of maxi∈[n] Zn(i)/un and
maxi∈[n]Zn(i)/n as in (2.8) and (2.9), respectively, follows directly from Proposition 4.4 combined
with (4.33) and (4.34) in Proposition 4.5. Then, the distributional convergence of In/n to Iα and I
as in (2.8) and (2.9), respectively, follows from the same argument as in the proof of [15, Theorem
2.7], where now, when α > 2,
g(a, b) :=
∫ b
a
log(1/x)α−1dx.
Finally, we note that when using the variable transformation w = log(1/x),
g(a, b) =
∫ log(1/a)
log(1/b)
wα−1e−wdw = Γ(α)P(Wα ∈ (log(1/b), log(1/a))) = Γ(α)P
(
e−Wα ∈ (a, b)) ,
where Wα is a Γ(α, 1) random variable. Thus, as we recall from the proof of [15, Theorem 2.7],
when α > 2,
P(Iα ≤ t) = g(0, t)
g(0, 1)
= P
(
e−Wα ≤ t) ,
and mmax(t,f)∈Π f log(t
−1/E[W ]) follows a Fre´chet distribution with shape parameter α − 1 and
scale parameter mg(0, 1)−1/(α−1) = mΓ(α)−1/(α−1), which concludes the proof. 
We finally prove Theorem 2.7:
Proof of Theorem 2.7. We only discuss the casem = 1, as the proof for m > 1 follows analogously.
The distributional convergence of the rescaled maximum degree to the correct limit, as in (2.10)
directly follows by combining Propositions 4.1, 4.2 and 4.3 with Proposition 4.5, (4.31). The two
things that remain are:
(1) In(γ, s, t, ℓ)/(ℓ(n)n
γ) converges in distribution, jointly with the maximum degree of vertices i
such that sℓ(n)nγ ≤ i ≤ tℓ(n)nγ . Similarly, In(β, s, t, 1)/nβ converges in distribution, jointly with
the maximum degree of vertices i such that snβ ≤ i ≤ tnβ , as in both lines of (2.10).
(2) the proof of (2.11) and (2.12), which uses Proposition 4.2, (4.6) and (4.7).
We first prove (1). The distributional convergence of In(γ, s, t, ℓ)/(ℓ(n)n
γ) to Iγ and
In(β, s, t, 1)/n
β to Iβ for β ∈ (0, 1) as in follows from the same argument as in the proof of [15,
Theorem 2.7], where now
g(a, b) :=
{
c−1β (b
cβ − acβ) if β ∈ (0, γ) ∪ (γ, 1),
log(b/a) if β = γ,
(5.12)
with cβ := (1− β(τ +1))/(1− β). Thus, in a similar way as in the proof of [15, Theorem 2.7], for
x ∈ (s, t),
P(I ∈ (s, x)) = g(s, x)
g(s, t)
=
{
(scβ − xcβ )/(tcβ − scβ ) = P
(
U
1/cβ
β ∈ (s, x)
)
if β ∈ (0, γ) ∪ (γ, 1),
log(x/s)/ log(t/s) = P
(
eU ∈ (s, x)) if β = γ,
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where Uβ and U are as described in the theorem. The joint convergence follows from [15, Theorem
2.7] as well. Finally, for any x ∈ R and β ∈ (0, 1),
P
(
max
(v,w)∈Π
v∈(s,t)
w − βτ
1− β log v ≤ x
)
= exp
{
−
∫ t
s
∫ ∞
x+(βτ/(1−β)) log v
e−wdwdv
}
= exp{− exp{−(x− log(g(s, t)))}},
with g as in (5.12), which proves that the distributional limits as described in (2.10) have the
desired distributions.
Finally, we prove (2.11) and (2.12), as described in point (2). Two crucial observations are the
following: if there exists some sequence (kn)n∈N such that
max
i∈[n]
Zn(i)− (1 − γ)bnγ logn
(1− γ)anγkn log n
P−→∞, (5.13)
then the same result holds when substituting kn by any mn such that mn = o(kn). At the same
time, if we can prove that{
|Zn(I˜n)−max
i∈[n]
EW [Zn(i)]| < (1− γ)ηanγkn logn
}
(5.14)
holds with high probability, where we recall that I˜n := inf{i ∈ [n] : EW [Zn(i)] ≥ EW [Zn(j)] for all
j ∈ [n]}, then it follows that this event also holds with high probability when substituting kn by
any tn such that tn/kn →∞. By Proposition 4.2, the statement in (5.13) holds for the maximum
conditional mean for any sequence kn = o(logn), so we can use (5.14) for all sequences kn that
grow sufficiently fast, and by the first observation conclude that (5.13) holds for all sequences kn.
Thus, we are only required to prove the result some particular kn that grows sufficiently fast.
More precisely, let us, for any τ ∈ (0, 1) ∪ (1,∞), set a := ((2/3)(1− 1/τ) ∨ 0), kn = (log n)a and
define the event
Cn :=
{
|Zn(I˜n)−max
i∈[n]
EW [Zn(i)]| < (1− γ)ηanγ (log n)1+a
}
,
analogous to (5.14). Then, we can write for any fixed x ∈ R,
P
(
max
i∈[n]
Zn(i)− (1− γ)bnγ logn
(1 − γ)anγ (logn)1+a ≤ x
)
≤ P
(Zn(I˜n)− (1 − γ)bnγ logn
(1 − γ)anγ (logn)1+a ≤ x
)
≤ P
({Zn(I˜n)− (1− γ)bnγ logn
(1− γ)anγ (logn)1+a ≤ x
}
∩ Cn
)
+ P(Ccn) .
(5.15)
We assume for now that the second probability on the right-hand-side is o(1) and deal with the
other term first. On Cn, we obtain the upper bound
P
(
max
i∈[n]
EW [Zn(i)]− (1− γ)bnγ logn
(1− γ)anγ (logn)1+a ≤ x+ η
)
,
which tends to 0 by (4.6) in Proposition 4.2 since a < 1. What remains is to prove that P(Ccn) =
o(1). We obtain this by proving that PW (C
c
n) = oP(1) and using the dominated convergence
theorem. First, we remark that EW [Zn(I˜n)] = maxi∈[n] EW [Zn(i)] by the definition of I˜n and the
fact that I˜n is a function of W1, . . . ,Wn. Hence, we use a Chebyshev bound to obtain
PW (C
c
n) ≤ VarW (Zn(I˜n))((1−γ)η)−2a−2nγ (log n)−2(1+a) ≤ Cmax
i∈[n]
EW [Zn(i)]
(1− γ)bnγ logna
−1
n (logn)
−2a,
which tends to zero in probability by the first line of (4.4) and the choice of a for any τ ∈
(0, 1) ∪ (1,∞). Now, if we redefine the event Cn as
Cn :=
{
|Zn(I˜n)−max
i∈[n]
EW [Zn(i)]| < (1− γ)ηanγkn logn
}
,
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for any sequence kn such that kn/(logn)
a diverges and kn = o(log n), we see that the first proba-
bility on the right-hand-side of (5.15), when substituting kn for (logn)
a, still tends to zero with n,
and since kn grows faster than (log n)
a, Cn still holds with high probability as well, so that (5.13)
holds for all such kn. But then, by the observation at the start, (5.13) holds for all kn = o(log n).
For τ = 1 we can prove, for some ε ∈ (0, 1),
lim
n→∞
P
(
max
i∈[n]
Zn(i)− (1− γ)bnγ logn
(1 − γ)anγ (logn)1+ε ≥ 0
)
= 1,
in a similar way, from which
lim
n→∞
P
(
max
i∈[n]
Zn(i)− (1− γ)bnγ logn
(1− γ)anγkn logn ≥ 0
)
= 1,
for any kn = o(log n) follows, which concludes the proof. 
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