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Abstract
We show that galaxy ellipticity estimation for weak gravitational lensing with unweighted image moments reduces to the problem
of measuring a combination of the means of three independent normal random variables. Under very general assumptions, the intrinsic
image moments of sources can be recovered from observations including effects such as the point-spread function and pixellation.
Gaussian pixel noise turns these into three jointly normal random variables, the means of which are algebraically related to the ellipticity.
We show that the random variables are approximately independent with known variances, and provide an algorithm for making them
exactly independent. Once the framework is developed, we derive general properties of the ellipticity estimation problem, such as
the signal-to-noise ratio, a generic form of an ellipticity estimator, and Cramér-Rao lower bounds for an unbiased estimator. We then
derive the unbiased ellipticity estimator using unweighted image moments. We find that this unbiased estimator has a poorly behaved
distribution and does not converge in practical applications, but demonstrates how to derive and understand the behaviour of new
moment-based ellipticity estimators.
1 Introduction
Weak gravitational lensing is the method with the most potential
to constrain the nature of dark energy (e.g. Albrecht et al., 2006;
Peacock et al., 2006). However, it relies on extremely accurate
measurement of the shapes of millions to billions of galaxies.
Numerous methods and challenges have been developed to try
to meet this potential. The first methods used quadrupole mo-
ments to estimate ellipticities (Tyson et al., 1990; Kaiser et al.,
1995; Bonnet & Mellier, 1995), with later methods using basis
functions or model fitting (Kuijken, 1999; Bridle et al., 2002;
Miller et al., 2007; Zuntz et al., 2013). These shear estimates are
then usually calibrated due to the biases found in shear meas-
urement challenges (Heymans et al., 2006; Massey et al., 2007;
Bridle et al., 2009, 2010; Kitching et al., 2010; Mandelbaum
et al., 2014).
Although model fitting can be made statistically rigorous, not
propagating the resulting distributions through to cosmology
can still lead to biased results (Kacprzak et al., 2014). Further-
more, if the models used are not representative of real galaxies,
then an additional “model bias” must be corrected (Voigt &
Bridle, 2010; Melchior & Viola, 2012). Finally, model fitting
is usually very slow, and takes up a significant fraction of the
computing time required to obtain cosmology fromcurrentweak
lensing surveys. Quadrupole moments, on the other hand, tend
to be very noisy, unless a weighting function is used, which
then might require a complicated scheme to try and correct
the biases due to weighting (Kaiser et al., 1995; Kaiser, 2000).
Even so, these weighted quadrupole moment techniques have
to be calibrated in practice, as they are not unbiased in a strict
statistical sense. A range of different shear calibration methods
∗Email: nicolas.tessore@manchester.ac.uk
have been developed, and currently the most promising seems
to be the metacalibration technique of resimulation using the
SHERA algorithm (Huff & Mandelbaum, 2017; Mandelbaum
et al., 2012).
The fundamental principle of shearmeasurement is to observe
the ellipticity of distant sources, which has been slightly altered
by light deflection due to the large-scale structure of the universe.
For a source having elliptical isophotes of axis ratio q and
orientation ϕ, the most important ellipticity descriptor for weak
lensing (hereafter simply the ellipticity),
 =
1 − q
1 + q
e2 iϕ , (1)
was introduced by Seitz & Schneider (1997) because it provides
an unbiased estimator for the shear ofweak gravitational lensing:
The (reduced) shear g acts on the observed ellipticity  ,
 =
s + g
1 + g∗s
, (2)
where s is the source ellipticity before lensing. For an isotropic
source distribution with uniformly distributed direction arg s ,
the observed ellipticity recovers the shear,
E[] = g . (3)
Hence, by observing the ellipticities of many astronomical
sources, we can infer the properties of the shear field. This
is the basic idea behind cosmology with cosmic shear surveys
(for a recent review, see Kilbinger, 2015).
If the morphology is more complicated than a simple ellipse,
the shape of a source must be defined in terms of its intrinsic
central image moments µpq ,
µpq =
∫
I(x, y) (x − x¯)p (y − y¯)q dx dy , (4)
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where I(x, y) is the surface brightness distribution of the source,
and (x¯, y¯) is its centroid. The ellipticity  can then be expressed
as a particular combination of the image moments,
 =
µ20 − µ02 + 2 i µ11
µ20 + µ02 + 2
√
µ20µ02 − µ211
. (5)
It is convenient to introduce the Stokes parameters u, v, s for the
individual terms in this relation (Viola, Kitching & Joachimi,
2014),
u = µ20 − µ02 , v = 2µ11 , s = µ20 + µ02 , (6)
so that the ellipticity can be expressed equivalently and more
easily in terms of the Stokes parameters,
 =
u + i v
s +
√
s2 − u2 − v2
, (7)
where u2 + v2 < s2 is guaranteed by the Cauchy-Schwarz in-
equality for the second-order moments.
Most shear measurement methods thus ultimately fall into
one of two categories: either fit an analytical elliptical galaxy
profile to the observed image to obtain the ellipticity (1) from
the model, or measure the moments of the image to calculate
the ellipticity (5) directly.
In the following, we present a new moment-based approach
to shape measurement. However, instead of treating it as a
problem of computer science or image analysis, we will try to
reduce ellipticity estimation to its most basic statistical form.
In Section 2, we use unweighted image moments to recover the
Stokes parameters u, v, s from noisy observations as the means
of three independent normal random variables with known vari-
ance. Measuring the ellipticity (7) then becomes a problem
of statistical parameter estimation, and in Section 3 we derive
some of the general results this approach allows us to make. As
a practical application, Section 4 contains the derivation of an
unbiased ellipticity estimator. Finally, we discuss the results in
Section 5 and present our conclusions in Section 6.
2 Distribution of the Moments
To measure the shapes of sources, we expand on earlier results
(Tessore, 2017) to determine the second-order image moments
of the source, in the form of the Stokes parameters u, v, s, so
that we may compute the ellipticity (7). The main problem is
the pixel noise that overlays the observations, which turns the
measurement process into an exercise in statistics, so that we can
only infer the true value of the parameters from the distribution
of the moments we observe. However, even before we deal
with the statistical properties of the noise, we must consider the
effects of the observational process on the observed signal itself.
2.1 Signal
An observed source has undergone a number of effects that
influence its signal. The influence of imperfect optics and seeing
is modelled by convolution with a point-spread function (PSF).
The observed signal with PSF P is
IP(x, y) =
∫
P(x − x ′, y − y′) I(x ′, y′) dx ′ dy′ , (8)
or, in short, IP = P ∗ I. The signal is subsequently collected
in pixels of a finite resolution, and the observed signal IPD
k
in
pixel k is discretised,
IPDk =
∫
Ak
IP(x, y) dx dy , (9)
where Ak is the area of the pixel. If all pixels have the same
area A, we can define the discretisation kernel D as the normal-
ised window function of the pixels,
D(x, y) ≡ 1|A|
{
1 if (x, y) ∈ A,
0 if (x, y) < A, (10)
so that the discretisation can be carried out as another convolu-
tion,
IPD(x, y) =
∫
D(x − x ′, y − y) IP(x ′, y′) dx ′ dy′ , (11)
or IPD = D ∗ IP = D ∗ P ∗ I. This last convolution (11) then
recovers the discretised signal (9),
IPDk = Ak I
PD(xk, yk) , (12)
when evaluated at the location (xk, yk) of pixel k.
We can now compute central moments µPDpq for the observed
signal IPD with PSF and discretisation,
µPDpq =
∫
IPD(x, y) (x − x˜)p (y − y˜)q dx dy , (13)
where (x˜, y˜) is the centroid after convolution. Since the observed
signal is discretely sampled by the pixel grid, the integral (13)
must be approximated by a sum,
µPDpq ≈
∑
k
wk IPD(xk, yk) (xk − x˜)p (yk − y˜)q Ak
=
∑
k
wk IPDk (xk − x˜)p (yk − y˜)q , (14)
where the relation (12) between the continuous and discrete
versions of signal IPD has been used. Here, we have introduced
a mask wk that selects which pixels contribute to the integral,
and it is assumed that wk ≡ 1 wherever the signal of the source
does not vanish.1
Finally, we wish to relate the moments of the observed signal
to the intrinsic moments of the source. For this, we can use
the relation between the moments of a convolution IPD = D ∗
P ∗ I and its constituent functions (see Appendix A for a short
derivation). Denoting the central moments of the functions P
and D with pipq and δpq , respectively, the second-order central
moments of the convolution are
µPDpq = µpq + µ00 (pipq + δpq) , p + q = 2 , (15)
where both the PSF and discretisation kernels are normalised
with moments pi00 = δ00 = 1. Convolution with a normalised
kernel does not change the total signal, µPD00 = µ00, so that
we can rearrange the relation (15) for the intrinsic second-order
central moments,
µpq = µ
PD
pq − µPD00 (pipq + δpq) , p + q = 2 , (16)
1The mask is not used to give individual weights to pixels, but merely as a
tool to describe the aperture in which pixels are considered.
2
in terms of the central moments of the observed signal, PSF,
and discretisation kernel, respectively. Inserting the discrete
form (14) of the moments µPD into relation (16) then yields
an expression for the intrinsic second-order central moments
directly in terms of the observed signal available in the pixels,
µpq ≈
∑
k
wk IPDk
[(xk − x˜)p (yk − y˜)q − νpq] , (17)
where p + q = 2 as before, and νpq = pipq + δpq is the sum of
the moments of the convolution kernels.
Once the moments (17) are obtained, the definition (6) yields
the intrinsic Stokes parameters u, v, s of the source from the
observed signal,
u ≈
∑
k
wk IPDk
[(xk − x˜)2 − (yk − y˜)2 − ν20 + ν02] , (18)
v ≈
∑
k
wk IPDk
[
2 (xk − x˜) (yk − y˜)2 − 2 ν11
]
, (19)
s ≈
∑
k
wk IPDk
[(xk − x˜)2 + (yk − y˜)2 − ν20 − ν02] . (20)
The approximation is due to the discretisation (14), and how
well it works in practice depends on the relative size of the
source and resolution. In the following, we will assume that
equality holds for the Stokes parameters (18)–(20), and that the
total moments νpq of PSF and pixellation are known.
2.2 Noise
In any real observation, the signal is effectively overlaid with
noise. For the purpose of this derivation, we assume that the
noise in the observed pixels is normally distributed with zero
mean, but not necessarily uncorrelated. Especially for ground-
based observations, normality of the noise is usually a very good
assumption, since the main contributor is Poisson noise from
atmospheric emission at a high background count level.
The pixel data is thus assumed to be a multivariate normal
random vector D with the mean in pixel k given by the sig-
nal IPD
k
defined above,
E[Dk] = IPDk , (21)
and a covariance matrix Σ describing the covariance between
any two pixels i and j,
Cov[Di,Dj] = Σi j . (22)
Here and in the following, the covariance matrix for the pixel
noise is assumed known.
The quantities of interest for shape description are the Stokes
parameters u, v, s. Above, it was shown how these can be ex-
pressed as the linear combinations (18)–(20) of the signal in
each pixel. We therefore define the random variables X,Y, Z in
the same way using the random pixel data vector D,
X =
∑
k
wk Dk
[(xk − x˜)2 − (yk − y˜)2 − ν20 + ν02] , (23)
Y =
∑
k
wk Dk
[
2 (xk − x˜) (yk − y˜)2 − 2 ν11
]
, (24)
Z =
∑
k
wk Dk
[(xk − x˜)2 + (yk − y˜)2 − ν20 − ν02] . (25)
The expectation of X,Y, Z then recovers, within the approxim-
ations made above, the Stokes parameters,
E[X] = u , E[Y ] = v , E[Z] = s . (26)
The linear relations (23)–(25) between the random vectors D
and (X,Y, Z) can be written more concisely in terms of a mat-
rix M with three rows and columns for each pixel k,
M1k = wk
[(xk − x˜)2 − (yk − y˜)2 − ν20 + ν02] , (27)
M2k = wk
[
2 (xk − x˜) (yk − y˜)2 − 2 ν11
]
, (28)
M3k = wk
[(xk − x˜)2 + (yk − y˜)2 − ν20 − ν02] , (29)
so that (X,Y, Z) = MD. Since D is a multivariate normal
random vector, this implies that (X,Y, Z) is multivariate normal
as well, with its mean given by the expectation (26),
E[(X,Y, Z)] = (u, v, s) , (30)
and the covariance matrix C = Cov[(X,Y, Z)] as usual for linear
transformations,
C = M Σ MT , (31)
with entries Ci j =
∑
kl MikMjl Σkl . Both matrices M and Σ are
known, so that we can compute the covariance matrix C of the
random variables X,Y, Z without problem.
2.3 Multiple Exposures
Multiple exposures of the same intrinsic signal can be combined
directly at the level of the random variables X,Y, Z without the
need for co-addition of the individual observations.
Let Xi,Yi, Zi be the jointly normal random variables (23)–(25)
obtained for the i’th exposure individually, with the means (26)
replaced by ui, vi, si and the covariance matrix (31) replaced
byCi . Fixing an reference frame inwhich the Stokes parameters
are u, v, s, the parameters ui, vi, si of the i’th exposure are related
by the rotation angle αi between the coordinate systems,
©­«
u
v
s
ª®¬ = ©­«
cos 2αi − sin 2αi 0
sin 2αi cos 2αi 0
0 0 1
ª®¬ ©­«
ui
vi
si
ª®¬ ≡ Ri ©­«
ui
vi
si
ª®¬ , (32)
where Ri is the rotation matrix for exposure i. Due to linearity,
the transformed vectors Ri (Xi,Yi, Zi) remain multivariate nor-
mal, now with the same means E[Ri (Xi,Yi, Zi)] = (u, v, s) but
potentially different covariance matrices Cov[Ri (Xi,Yi, Zi)] =
Ri Ci RTi .
These rotated random vectors are hence multiple independent
observations of the Stokes parameters u, v, s and can be com-
bined as a vector-valued weighted mean, where the individual
weight matrix Wi for exposure i is the inverse of the covariance
matrix,
Wi =
(
Ri Ci RTi
)−1
. (33)
The combined random vector (X,Y, Z) is a linear combination
of independent normal random vectors,
(X,Y, Z) =
(∑
i
Wi
)−1 ∑
i
Wi Ri (Xi,Yi, Zi) , (34)
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C =

62.406 0.011 −0.017
0.011 61.203 −0.256
−0.017 −0.256 123.609

noise in observed image
−4 −2 0 2 4
added noise for covariance fixing
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
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Figure 1. Covariance fixing for an observed image with the indicated centroid and mask (white). Left: Uncorrelated noise in the observed image.
The covariance matrix C is close to diagonal with approximate ratios 1 : 1 : 2. Centre: Correlated noise added to the image, generated from three
independent normal variates as described in Appendix B. Right: Total noise after covariance fixing. Since the magnitude of the added noise is
about 100 times lower, the overall noise level has not changed. The fixed covariance matrix C is now exactly diagonal with ratios 1 : 1 : 2.
and remains multivariate normal with mean E[(X,Y, Z)] =
(u, v, s) and covariance matrix C = Cov[(X,Y, Z)] given by
the inverse sum of the weight matrices,
C =
(∑
i
Wi
)−1
. (35)
In the special case of identical covariance matrices Ci = C1 and
no rotation, the combined covariance matrix C for N individual
exposures is then C = C1/N as expected.
2.4 Covariance Matrix
We now show that the covariance matrix C for the combina-
tions of moments X,Y, Z is often approximately diagonal. Sub-
sequently, we also show how this can generally and exactly be
achieved by a simple manipulation of the data.
Under a rotation of 45◦, the coordinates in the first two
rows (27) and (28) of matrix M transform as x2− y2 7→ 2xy and
2xy 7→ −x2 + y2, whereas the coordinates in the third row (29)
remain unchanged, x2+y2 7→ x2+y2. Neglecting the νpq-terms
for the moment, the matrix M′ after a rotation of 45◦ about the
centroid (x˜, y˜) is thus approximately
M ′1k ≈ M2k , M ′2k ≈ −M1k , M ′3k = M3k . (36)
This transformation of the matrix M is also reflected in the
entries of the covariance matrix (31),
C′ ≈ ©­«
C22 −C12 C23
−C12 C11 −C13
C23 −C13 C33
ª®¬ , (37)
where Ci j are the entries of the original covariance matrix C.
Under a further rotation of 45◦ the transformation is similar,
C′′ ≈ ©­«
C ′22 −C ′12 C ′23−C ′12 C ′11 −C ′13
C ′23 −C ′13 C ′33
ª®¬ ≈ ©­«
C11 C12 −C13
C12 C22 −C23
−C13 −C23 C33
ª®¬ . (38)
If the mask wk and pixel covariance matrix Σ are approximately
invariant under 45◦ rotations, then C ≈ C′ ≈ C′′, which implies
that the off-diagonals approximately vanish, Ci j ≈ 0 for i , j.
Furthermore, we also see that in this case, the first two diagonal
entries are approximately equal, C11 ≈ C22.
Additional progress can be made for uncorrelated pixel noise,
in which case the covariance matrix Σ is diagonal, Σi j = σ2i δi j ,
where δi j is the Kronecker delta. The diagonal of the covariance
matrix C then simplifies,
Cii =
∑
kl
MikMjl σ2k δkl =
∑
k
M2ik σ
2
k , (39)
and since (x2 − y2)2 + (2xy)2 = (x2 + y2)2, we have the further
approximations M21k + M
2
2k ≈ M23k and C11 + C22 ≈ C33.
Combining all of these relations, we find that the covariance
matrix C of (X,Y, Z) is approximately diagonal,
C ≈ ©­«
σ2X 0 0
0 σ2Y 0
0 0 σ2Z
ª®¬ , (40)
with σ2X ≈ σ2Y ≈ 12σ2Z the variances of X,Y, Z , respectively.
This holds, provided that the mask, pixel noise covariance mat-
rix, and pixel grid are all invariant under rotations of 45◦, that
the pixel noise is uncorrelated, and that the correction terms
νpq due to PSF and pixellation are negligible. When multiple
exposures are combined, each individual covariance matrix in
the sum (35) remains of the form (40) even after rotation, and
the combined covariance matrix is approximately diagonal also
in this case.
It is of course impossible to fulfil these assumptions exactly.
However, given uncorrelated and homoscedastic pixel noise, and
choosing a 45◦-symmetric (e.g. octagonal or circular) mask, the
covariance matrix is typically very close to the approximate
form. Furthermore, in Appendix B we present a simple and
efficient recipe to fix the covariance matrix C to any desired
shape exactly, by adding a small amount of noise to the image
(Fig. 1). Therefore, we can generally assume that the covariance
matrix C is diagonal with entries σ2X = σ2Y = σ2, σ2Z = 2σ2,
for some variance σ2.
4
3 Ellipticity Estimation
We have seen that it is possible to reduce the observed data into
the jointly normal and independent random variables X,Y, Z
of fixed variance σ2, σ2, 2σ2 that recover the Stokes paramet-
ers u, v, s through their means. Since, the ellipticity (7) is dir-
ectly related to these means, we can make a number of general
observations about how the parameter  can be estimated. We
first find the relevant signal-to-noise ratio for ellipticity estim-
ation with this method. We then set out a generic form for an
estimator. Finally, we calculate the lower bound on the variance
of an unbiased ellipticity estimator.
3.1 Signal-to-Noise Ratio
How much we can trust an estimate of the ellipticity must nat-
urally depend on the amount of signal and noise in the data.
To understand this dependency, we can rewrite the Stokes para-
meters u and v in terms of s and  using the definition (7) of
ellipticity,
u + i v =
2 s 
1 + | |2 , (41)
and use this relation to express the random variables X,Y, Z
through independent standard normal random variables X˜, Y˜, Z˜ ,
X = s
(
2 Re 
1 + | |2 +
σ
s
X˜
)
, (42)
Y = s
(
2 Im 
1 + | |2 +
σ
s
Y˜
)
, (43)
Z = s
(
1 +
√
2
σ
s
Z˜
)
. (44)
Apart from an overall scaling, we find that the distributions
depend only on the ellipticity  and the quotientσ/s. Its inverse,
SNR =
s
σ
, (45)
is the relevant signal-to-noise ratio for ellipticity estimation with
unweighted image moments.
In observations, the true value of s, and consequently SNR,
is of course unknown. However, it can be straightforwardly
estimated for an individual object using the random variable Z ,
SˆNR =
Z
σ
, (46)
with expectation E[SˆNR] = SNR and variance Var[SˆNR] =
2. For a survey of a population of objects, the distribution of
estimated signal-to-noise ratios SˆNRi has the mean E[SˆNRi] =
µSNR and variance Var[SˆNRi] = σ2SNR + 2, where µSNR and
σ2SNR are the mean and variance of the population, respectively.
In this way, we can recover the signal-to-noise properties of the
survey from the distribution of the estimates.
3.2 Generic Form of the Ellipticity Estimator
It turns out that there is a useful generic form for an ellipticity
estimator ˆ using the combinations of moments X,Y, Z ,
ˆ = (X + iY ) h (√X2 + Y2, Z ) , (47)
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ˆ ⊥
Figure 2. Marginal distributions for the two components of the el-
lipticity estimates (crosses). The components ˆ ‖ and ˆ⊥ are defined
parallel and perpendicular to the direction (black arrow) of the true
ellipticity (open circle). The marginal distribution of ˆ⊥ is symmetric
about the origin for any estimator of the form (47).
where h is a free real-valued function of
√
X2 + Y2 and Z only.
We can write the expectation of such an estimator,
E[ˆ] =
∫
r eiϕ h(r, z)
4pi3/2σ3
e−
r2+t2−2r t cos(ϕ−ϑ)
2σ2
− (z−s)2
4σ2 r dr dϕ dz , (48)
where the polar coordinates x + i y = r eiϕ and u + i v = t eiϑ
have been introduced. Using an integral representation of the
modified Bessel function (Gradshteyn et al., 2007, 8.431.5),
I1(x) = 1
pi
∫ pi
0
ex cosϕ cos ϕ dϕ =
1
2pi
∫ pi
−pi
eiϕ+x cosϕ dϕ , (49)
the angular integration can be carried out after a translation
by ϑ. The resulting expectation,
E[ˆ] = eiϑ
∫
r h(r, z)
2
√
piσ3
e−
2r2+2t2+(z−s)2
4σ2 I1
( rt
σ2
)
r dr dz , (50)
shows that an estimator of the form (47) produces an estimate
that is unbiased in the ellipticity angle ϑ, independent of the
choice of function h(r, z).
In the framework presented here, the performance of a given
ellipticity estimator can be analysed directly by evaluating the
estimates for sets of independent normal randomvariates X,Y, Z
with respective means u, v, s and variances σ2, σ2, 2σ2, which
are easily generated. For an estimator of the generic form (47),
it is useful to further decompose the estimates into a parallel
component ˆ ‖ and a perpendicular component ˆ⊥ relative to
the direction of the true ellipticity  (Fig. 2). The distribution
of the perpendicular component ˆ⊥ is always symmetric about
the origin, and the estimator is unbiased in the ellipticity angle.
The overall performance of the estimator is therefore mostly
dependent on the distribution of the parallel component ˆ ‖ .
3.3 Cramér-Rao Lower Bounds
As the random variables X,Y, Z are jointly normal, and their
means u, v, s are related to the ellipticity  through definition (7),
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Figure 3. The Cramér-Rao lower bounds for the variance of an un-
biased estimator for the complex ellipticity (solid) and its individual
components parallel (dashed) and perpendicular (dotted) to the true
ellipticity. The curves are drawn as functions of true ellipticity modu-
lus | | and normalised by the square of the signal-to-noise ratio SNR.
it is possible to compute the Cramér-Rao lower bound (CRLB)
for the variance of an ellipticity estimator. For an unbiased
estimator of the complex parameter  (van den Bos, 1994),
Var[ˆ] ≥ (1 + | |
2)2 (1 + 4| |2 + | |4)
2 (1 − | |2)2
σ2
s2
, (51)
whereVar[ˆ] = E[|ˆ− |2] is the absolute variance of a complex-
valued estimator. The CRLB is inversely proportional to the
square of the signal-to-noise ratio (45), and diverges as the
ellipticity modulus | | approaches unity (Fig. 3).
Using the parallel and perpendicular ellipticity components
introduced in the previous section, the CRLB can be computed
for unbiased estimators of the individual components  ‖ and ⊥,
Var[ˆ ‖] ≥ (1 + | |
2)2 (1 + 10| |2 + | |4)
4 (1 − | |2)2
σ2
s2
, (52)
Var[ˆ⊥] ≥ (1 + | |
2)2
4
σ2
s2
, (53)
where the individual bounds for the components sum to the
bound (51) for the total variance. This is particularly interesting
since every estimator of the generic form (47) is unbiased in
the perpendicular component ˆ , for which the CRLB does not
diverge as the ellipticity approaches unity.
4 The Unbiased Ellipticity Estimator
To demonstrate the power of a full statistical description of
the ellipticity estimation problem, in the form of the independ-
ent normal random variables X,Y, Z with the Stokes paramet-
ers u, v, s as their means, we now derive an unbiased estimator
for the ellipticity (7).
4.1 Derivation of the Unbiased Estimator
We have seen above that there is a class of estimators that are
unbiased in the ellipticity angle. We now go one step further
SN
R
=
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| | = 0.1 | | = 0.5 | | = 0.9
SN
R
=
5
−1 0 1
ˆ ‖
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R
=
1
−1 0 1
ˆ ‖
−1 0 1
ˆ ‖
Figure 4. The distribution of the parallel component ˆ ‖ of the un-
biased ellipticity estimator, with mode (cross), median (plus), and
mean (circle). For high ellipticity magnitudes | |, the distribution in-
creasingly skews to the right. For low signal-to-noise ratios SNR, the
mode of the distribution goes towards zero ellipticity.
and require the estimator to produce an unbiased estimate of the
full ellipticity  ,
E[ˆ] !=  = t e
iϑ
s +
√
s2 − t2
, (54)
where the second equality is the ellipticity definition (7) in
polar coordinates u+ i v = t eiϑ . For an estimator of the generic
form (47), we have already found that the expectation (50) on
the left-hand side contains the requisite factor of eiϑ , so that the
remaining terms can be rearranged into an integral equation for
the free function h,∫
r h(r, z)
2
√
piσ3
e−
2r2+z2
4σ2 e
zs
2σ2 I1
( rt
σ2
)
r dr dz =
t e
2t2+s2
4σ2
s +
√
s2 − t2
. (55)
The algebraic factor on the right-hand side can be written as a
Laplace transform (Gradshteyn et al., 2007, 12.13.112),
t
s +
√
s2 − t2
=
∫ ∞
0
I1(tk)
k
e−sk dk , (56)
which factorises the expressions in s and t. It remains to trans-
form each factor into the corresponding integral on the left-hand
side of the integral equation (55). One is a simple Gaussian in-
tegral,
e−sk e
s2
4σ2 =
1√
pi 2σ
∫ ∞
−∞
e−
(z+2σ2k)2
4σ2 e
zs
2σ2 dz , (57)
the other is Weber’s second exponential integral (Gradshteyn
et al., 2007, 6.633.4),
I1(tk) e
t2
2σ2 =
1
σ2
e−
σ2k2
2
∫ ∞
0
e−
r2
2σ2 I1(rk) I1
( rt
σ2
)
r dr . (58)
Inserting the identities (56)–(58) into the right-hand side of the
integral equation (55) and changing the order of integration, we
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Figure 5. Marginal integrand of expectation (60) for ellipticity | | =
0.5 at fixed signal-to-noise ratios SNR. For high | | or low SNR,
the integrand decays very slowly, and events many standard deviations
from the mean still contribute significantly to the expectation.
can simply read off the formal solution,2
h(r, z) =
∫ ∞
0
e−
3σ2k2
2
I1(rk)
rk
e−zk dk . (59)
Since the integrand is well-defined everywhere, the solution
exists and can, at least in principle, be calculated for every
combination of values r and z. This is the unbiased ellipticity
estimator from unweighted image moments.
Unfortunately, the integral (59) appears to be missing from
the usual tables, and we do not know whether an expression
in closed form exists. We therefore evaluate the function h
numerically for given values of r and z, which is detailed in
Appendix C.
4.2 Performance of the Unbiased Estimator
Having found a way to accurately compute the unbiased ellipti-
city estimator, we can now analyse its performance as a function
of true ellipticity  and signal-to-noise ratio SNR. Fig. 4 shows
the distribution of the estimates for the parallel ellipticity com-
ponent introduced in Section 3.2. We find that with decreasing
SNR and/or increasing | |, the distribution becomes heavily
skewed to the right, with a long tail of ellipticity over-estimates
along the true ellipticity direction. This counteracts the move-
ment of the bulk of probability mass towards the origin, with the
distribution’s mode and median increasingly far from the mean,
which by construction remains at the correct (i.e. unbiased)
value.
The reason for the skewness and long tails of the distribution
at low SNR or high  is the dependency of the ellipticity es-
timator on increasingly rare events to become unbiased. This
is demonstrated by inserting the unbiased solution (59) into the
expectation (50) of the generic estimator, carrying out the integ-
ration over r using identity (58), and writing the result in terms
2The same derivation holds, mutatis mutandis, for any variance σ2Z , 2σ
2,
which then yields a factor of σ2 + σ2Z instead of 3σ
2 in the exponential.
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Figure 6. Confidence bounds cp with Pr
(|ˆ −  | ≤ cp ) = p of the
unbiased ellipticity estimator at the p = 68% (black) and p = 95%
(grey) confidence levels as function of true ellipticity  for fixed signal-
to-noise ratios SNR.
of the function h, which we can calculate,
E[ˆ] = e
iϑ
√
pi 2σ
∫ ∞
−∞
√
3/2 t h (√3/2 t,√3/2 z) e− (z−s)24σ2 dz . (60)
When SNR ∼ 1 or | | ∼ 1 (i.e. t ∼ s), the integrand in mar-
ginal integral (60) decays only slowly in the negative direction,
where the rapid growth of the function h is no longer strongly
suppressed by the Gaussian likelihood (Fig. 5). This means that
increasingly unlikely events still contribute significantly to the
expectation.
It is then no surprise that the unbiased ellipticity estimator
has infinite variance due to the divergence of the function h
near infinity, similar to Voinov’s estimator for the inverse mean
(Voinov, 1985).3 However, the estimator has a well-defined
confidence bound cp at each confidence level p,
Pr
( |ˆ −  | ≤ cp ) = p , (61)
and we use the confidence bounds at the 68 and 95 per cent level
to tentatively quantify the accuracy of the estimator (Fig. 6).
The values were obtained by randomly drawing 106 samples of
X,Y, Z for given values of  and SNR, and computing the p’th
percentile of the absolute difference |ˆ −  |.
Unfortunately, the infinite variance has practical con-
sequences, as the Central Limit Theorem no longer holds, and
the unbiased ellipticity estimator retains the skewness in the
parallel component also in the distribution of the sample mean
(Fig. 7). In applications where many individual ellipticity es-
timates are added together to obtain an estimate of the shear,
the result will not tend towards a normal distribution, which
severely limits use of the unbiased ellipticity estimator for weak
lensing.
3A further similarity is that the sample variance remains finite when r and z
cannot become arbitrarily large, in contrast to e.g. an estimator of the form 1/z,
which diverges even for finite values as z goes to zero.
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Figure 7. Distribution of the sample mean 〈ˆ ‖〉 of 100 samples for
the parallel component of the unbiased ellipticity estimator, together
with the mean (circle). Due to the infinite variance of the estimator,
the Central Limit Theorem does not hold, and the distributions remain
skewed.
5 Discussion
The data reduction step from the observed image to the intrinsic
Stokes parameters (18)–(20) relies on five assumptions,
(i) that the intrinsic centroid of the source is known,
(ii) that the moments of the PSF are known,
(iii) that there is no contamination from neighbouring objects,
(iv) that discretisation effects can be ignored, and
(v) that the mask does not affect the signal.
To then take noise into account and derive the distribution of the
observed random variables (23)–(25), it was further assumed
(vi) that the pixel noise is (possibly correlated) Gaussian.
For real data, these assumptions are only approximately true,
which can lead to additional biases beyond the scope of this
work. Some of these effects on moment-based ellipticity estim-
ation have been investigated by Melchior & Viola (2012).
If one accepts that the data reduction process indeed works,
the results we obtain all follow from basic properties of sums
of normal random variables. In particular, that the Stokes para-
meters are the means of the random variables (23)–(25) follows
directly from the fact that the noise has zero mean, and their co-
variance matrix (31) is that of any linear combination of normal
random variables. Multiple observations can be combined on
the level of the random variables X,Y, Z simply because they
probe the same parameters u, v, s, modulo a possible rotation of
the images.
Perhaps the only real surprise is that the covariance mat-
rix (40) of the relevant combinations of moments is close to
diagonal, with a fixed ratio of 1 : 1 : 2 for the individual
variances. However, this follows mostly from the symmetry
of the moments itself, together with a suitable choice of mask
for the pixels. While it would certainly be necessary (and eas-
ily possible) to check this approximation in applications, we
also describe a method to always achieve an exactly diagonal
covariance matrix in Appendix B.
After these preparatory considerations are in place, the ac-
tual process of ellipticity estimation with unweighted image
moments is then relatively straightforward: three independent
random normal variables X,Y, Z with known variances are ob-
served; their means are the Stokes parameters u, v, s; and the
combination (7) is the ellipticity  , which is the parameter we
ultimately wish to estimate. We can deduce a number of gen-
eral properties of this estimation problem, such as the signal-
to-noise ratio (45) and the Cramér-Rao lower bounds (51)–(53).
Furthermore, we find that for the generic form (47) of ellipti-
city estimators, the estimate is always unbiased in the ellipticity
angle, a fact which has been noted in the literature (Viola et al.,
2014; Wardle & Kronberg, 1974).
To showcase the power of tackling the ellipticity estimation
problem with a full statistical description, we were able to de-
rive an unbiased ellipticity estimator in a few steps, and provide
a thorough analysis of its performance. This was done by simu-
lating draws of the three random variables X,Y, Z for given true
ellipticity  and signal-to-noise level SNR, without the need for
more complicated image simulations. In the end, we found that
this particular estimator ismost likely unsuitable for use in actual
cosmic shear surveys, due to the skewness of the distribution of
the estimates, and its infinite variance.
Nevertheless, these results demonstrate the effectiveness of
taking a statistical approach to deriving new results and estim-
ators. The fact that one only has to consider three independent
normal random variables with known variance simplifies the
process, to the point where one can work analytically, as demon-
strated here. Once a promising method has been developed, the
restriction to using unweighted moments could even be dropped
in applications. The result is a biased ellipticity estimator,
which can be calibrated as usual in cosmic shear surveys (e.g.
Hildebrandt et al., 2017; Zuntz et al., 2017). Such a calibration
would naturally also remove the additional biases mentioned at
the beginning of this section.
6 Conclusion
Under very general assumptions, we have shown how the in-
trinsic Stokes parameters of a source can be recovered from
observations that include effects such as a PSF and pixellation.
For Gaussian pixel noise, we then defined three jointly normal
random variables with known covariance matrix, which is often
close to diagonal (and can be made exactly diagonal by our pro-
posed algorithm). Since the Stokes parameters are the means of
our set of random variables, measuring the ellipticity becomes
a classical parameter estimation problem. This provides a very
useful framework with many readily available tools, such as
the Cramér-Rao lower bound for the variance of an unbiased
ellipticity estimator.
As an application of our method, we also derived the un-
biased ellipticity estimator for shape measurement with image
moments, which turned out to be impractical for weak lensing
applications. However, our results highlighted the importance
of examining the full distribution of estimates, which can have
undesirable properties even though some statistics (such as un-
biasedness) would indicate perfect suitability for application to
data. Within our framework, this is easy and cheap to study
because only uncorrelated Gaussian samples need to be drawn
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to test the estimator, instead of costly image simulations.
These results have therefore shown that unbiasedness may
in practice not be the most desirable property of an ellipticity
estimator. Our statistical approach enables the straightforward
construction and evaluation of new moment-based ellipticity
estimators, which can be evaluated as demonstrated here (Wie-
gand et al., in prep). In the future, it might then be possible to
pick and choose an ellipticity estimator that is precisely tailored
to the problem at hand.
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A Moments of a Convolution
To compute the required central moments of a convolution f ∗g
of functions f and g, we begin by finding the raw moments,
mpq[ f ∗ g] =
∫
( f ∗ g)(x, y) xpyq dx dy
=
∫
f (x − x ′, y − y′) g(x ′, y′) xpyq dx ′ dy′ dx dy . (62)
Writing xpyq = (x − x ′ + x ′)p(y − y′ + y′)q and using the
binomial theorem, the integrals can be factorised by a change
of variables, and recover the individual raw moments of the
functions f and g,
mpq[ f ∗ g] =
p∑
k=0
q∑
l=0
(
p
k
) (
q
l
)
mkl[ f ]mp−k,q−l[g] . (63)
In particular, by direct application of the above to m10/m00, the
centroid (x¯ f ∗g, y¯ f ∗g) of a convolution is
(x¯ f ∗g, y¯ f ∗g) = (x¯ f + x¯g, y¯ f + y¯g) , (64)
i.e. the vectorial sum of the centroids (x¯ f , y¯ f ) and (x¯g, y¯g) of the
functions f and g.
Furthermore, for any function φ, we can relate the central
moments µpq about the centroid to the rawmoments by applying
the binomial theorem to (x − x¯φ)p (y − y¯φ)q in the integral,
µpq[φ] =
∫
φ(x, y) (x − x¯φ)p (y − y¯φ)q dx dy
=
p∑
k=0
q∑
l=0
(
p
k
) (
q
l
)
(−x¯φ)p−k (−y¯φ)q−l mkl[φ] . (65)
Using this relation for the convolution f ∗ g, together with the
raw moments (63) and centroids (64) found above, and finally
using the inverse of (65) to reassemble the raw moments of f
and g into centralmoments, we arrive at the second-order central
moments of a convolution,
µ20[ f ∗ g] = µ20[ f ] µ00[g] + µ00[ f ] µ20[g] ,
µ11[ f ∗ g] = µ11[ f ] µ00[g] + µ00[ f ] µ11[g] ,
µ02[ f ∗ g] = µ02[ f ] µ00[g] + µ00[ f ] µ02[g] ,
(66)
or, more concisely, µpq[ f ∗g] = µpq[ f ] µ00[g]+ µ00[ f ] µpq[g]
for p + q = 2. This is the relation used in Section 2.1.
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B Covariance Fixing
The covariance matrix (31) of the random variables X,Y, Z can
be brought into any desired shape by a simple transformation:
Adding zero-mean Gaussian noise with covariance matrix Θ to
the observed pixel data, the covariance matrix C+ with added
noise is
C+ = M (Σ + Θ)MT = C + M Θ MT , (67)
where C is the original covariance matrix of the unmodified
random vector (X,Y, Z). We can therefore fix the covariance
matrix C+ by solving the matrix equation
M Θ MT = C+ − C . (68)
Since Θ is the covariance matrix of the additional noise, it must
be positive semi-definite (but not necessarily positive definite,
since we might elect not to add any noise to some of the pixels).
Hence we can use the Cholesky decomposition to write Θ =
LLT for some lower-triangular matrix L, and Eq. (68) becomes
M LLT MT = C+ − C . (69)
The right-hand side is therefore C+ − C = AAT for some mat-
rix A, and the difference C+−C must be a positive semi-definite
matrix (i.e. we cannot reduce the total variance by adding noise).
If the difference C+ − C is not positive (semi-)definite, the
candidate matrix C+ can be amended, e.g. by a small increase
in the diagonal elements, and tried again. Practical tests for
positive (semi-)definiteness are Sylvester’s criterion (Prussing,
1986) or the success of a Cholesky decomposition of C+ − C.
The latter method has the particular advantage that it produces
the matrix A directly.
Instead of solving Eq. (68) for Θ, it then suffices to solve a
smaller matrix equation for a reduced factor L,
M L = A , (70)
where L now only has three columns (since A is 3 × 3).
A solution is easily obtained using the pseudoinverse M+ =
MT(MMT)−1,
L = M+A , (71)
since M L = M MT(MMT)−1 A = A indeed solves Eq. (70).
The pseudoinverse has the property that it produces the
minimum-norm solution (for matrices: in the Frobenius norm),
hence only the (in some sense) least amount of noise is added
to the pixels.
With the matrix L constructed, it suffices to draw a random
vectorN of three standard normal variates and add the noiseL N
to the pixels: The covariance matrix Θ = Cov[L N ] = LLT
then indeed fulfils M Θ MT = M LLT MT = AAT = C+ − C as
required by Eq. (68), and the covariance matrix C+ of the pixels
with added noise is fixed to the desired form.
C Numerical Computation
To compute the unbiased ellipticity estimator of Section 4, it
is necessary to numerically evaluate the integral form (59) of
the function h(r, z). Inserting an integral representation for the
modified Bessel function (Gradshteyn et al., 2007, 8.431.1),
I1(rk) = rk
pi
∫ 1
−1
√
1 − ξ2 e−rkξ dξ , (72)
the integration over k in the solution (59) can be carried out.
The function h(r, z) is hence equivalently expressed as a finite
integral,
h(r, z) = 1√
6piσ
∫ 1
−1
√
1 − ξ2 e
(r ξ+z)2
6σ2 erfc
( rξ + z√
6σ
)
dξ , (73)
where erfc( · ) is the complementary error function.4 In this
form, the integral can be computed using Chebyshev-Gauss
quadrature (Abramowitz & Stegun, 1972, 25.4.40), or a more
general scheme for numerical integration. However, depending
on the combination of values for r and z, a large number of
function evaluations may be required before accurate results are
obtained.
Instead, the modified Bessel function can be substituted by a
series representation (Gradshteyn et al., 2007, 8.447.2),
I1(rk) =
∞∑
n=0
1
n! (n + 1)!
( rk
2
)2n+1
. (74)
The integration over k in the solution (59) can then similarly be
carried out (Gradshteyn et al., 2007, 3.462.1),
h(r, z) = e
z2
12σ2√
12σ
∞∑
n=0
(2n)!
n! (n + 1)!
( r√
12σ
)2n
D−2n−1
( z√
3σ
)
,
(75)
where Dν( · ) is the parabolic cylinder function. This relates
the function h to Voinov’s estimator, or equivalently to the
generalised Hermite functions Hν( · ) of negative order,5
h(r, z) = 1√
6σ
∞∑
n=0
(2n)!
n! (n + 1)!
( r√
6σ
)2n
H−2n−1
( z√
6σ
)
. (76)
The usual recurrence relation for Hermite polynomials contin-
ues to hold for negative orders and can be rearranged,
H−n−1(x) = − xn H−n(x) +
1
2n
H−n+1(x) , (77)
which requires the first negative-order Hermite function H−1(x)
to take the recursion past order zero,
H−1(x) =
√
pi
2
ex
2
erfc(x) , H0(x) = 1 . (78)
This follows directly from the results of Voinov (1985). Re-
peatedly applying the relation (77) to the series (76) then yields
a recurrence relation for the n’th term Sn,
Sn =
z2/σ2 + 12n − 9
36 n (n + 1)
r2
σ2
Sn−1 − 2n − 372 n2 (n + 1)
r4
σ4
Sn−2 , (79)
with initial conditions given by the first negative-order Hermite
function,
S0 =
1√
6σ
H−1
( z√
6σ
)
=
√
pi√
24σ
e
z2
6σ2 erfc
( z√
6σ
)
, (80)
4The product exp(x2) erfc(x) is sometimes available directly as the scaled
complementary error function erfcx(x) to prevent under-/overflow.
5For a normal random variable X with mean µ and unit variance, the prob-
abilists’ Hermite polynomials Hen(X) are the well-known unbiased estimators
for non-negative integer powers µn of the mean. The negative-order functions
He−n(X) are precisely Voinov’s estimator for µ−n .
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and an additional term S−1 = −z/r2 that does not appear in
the series. The function h can thus be evaluated efficiently to
arbitrary precision by truncating the series
h(r, z) = S0 + S1 + S2 + . . . (81)
once the remaining terms have fallen below a given threshold.
In practice, the forward recurrence (79) is numerically un-
stable for positive values of z. In this case, Miller’s algorithm
can be used to compute the series via backward recursion (Gil
et al., 2007).
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