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Abstract: In this paper, a Brain-Machine Interface (BMI) system is proposed to automatically control
the navigation of wheelchairs by detecting the shadows on their route. In this context, a new
algorithm to detect shadows in a single image is proposed. Specifically, a novel adaptive direction
tracking filter (ADT) is developed to extract feature information along the direction of shadow
boundaries. The proposed algorithm avoids extraction of features around all directions of pixels,
which significantly improves the efficiency and accuracy of shadow features extraction. Higher-order
statistics (HOS) features such as skewness and kurtosis in addition to other optical features are used
as input to different Machine Learning (ML) based classifiers, specifically, a Multilayer Perceptron
(MLP), Autoencoder (AE), 1D-Convolutional Neural Network (1D-CNN) and Support Vector Machine
(SVM), to perform the shadow boundaries detection task. Comparative results demonstrate that
the proposed MLP-based system outperforms all the other state-of-the-art approaches, reporting
accuracy rates up to 84.63%.
Keywords: adaptive direction tracking filter; feature extraction; machine learning; shadow detection
1. Introduction
Brain-Machine Interface (BMI) is a digital communication interface capable of connecting cortical
activity and an external device, avoiding the participation of peripheral nerves or the muscolar
system [1,2]. Hence, in neural rehabilitation research field, BMI technology can be of great help
especially for people with neuromuscular disorders, e.g., Amotrophy Lateral Sclerosis (ALS), that are
not able to move on their own and require assistance to move with wheelchair. However, it is to
be noted that, in real environments, during the navigation with wheelchair, subjects can encounter
obstacles that can jeoparde their safety. In this context, motivated by the growing demand to develop
even more intelligent assistive navigation systems, we propose a BMI prototype able to aid people
with neuromotor disabilities and control a wheelchair using motor imaginary and recent advances
in boundary objects detection. Specifically, brain signals are recorded via Electroencephalography
(EEG) [2] while the subject is asked to execute specific metal tasks, subsequently decoded to move
the wheels. Furthermore, the overall system includes a novel shadow boundary detection algorithm
intended to identify possible obstacles and prevent the user from dangerous situations. The mental
control signal and the shadow detection algorithm work contextually, according to a shared control
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logic. When a potential obstacle is detected by the shadow detection algorithm, the system bypasses
metal control and actives the safety procedure by stopping or changing the direction of wheels,
avoiding the navigation of wheelchair through the shadow of the obstacle identified. Such shared
strategy is possible due to the delay existing between the execution of the metal task (e.g., moving the
left hand) and its decoding into the specific directional command (e.g., turn left). Indeed, the shared
control module works in this time frame. However, it is to be noted that the present paper focuses on
the development of the shadow boudary detection module. Shadows in scenes are the most common
cause of problems in many computer vision tasks [3–5]. Specifically, the existence of shadow can
reduce the information of the target or even lead to failure of object recognition, object tracking, image
segmentation and so on, on account of the shadow changing light intensity, color and even texture of
the objects. Hence, detecting and removing shadows can improve the effectiveness of recognizing and
tracking objects significantly. It is also worth investigating potential benefits of shadow: for example,
it allows to know shape, size or even movement of objects in an image [6,7] or improve the reality of
virtual environments [8]. Features such as intensity, color, texture have been widely used to develop
systems able to detect different kinds of shadows [9–11]. In the last few decades, Machine Learning
(ML) has gained a great deal of attention in several research fields [12–15], including object detection,
object tracking or object recognition [16–19]. In this context, we propose a ML-based framework to
automatically detect shaded areas. The proposed approach is based on a novel filter able to adapt itself
with changes in direction of object boundaries and on the extraction of optical and statistical features
of the shadow under analysis. The extracted features are used as input to Multilayer Perceptron (MLP),
Autoencoder (AE), 1D-Convolutional Neural Network (1D-CNN) and Support Vector Machine (SVM)
classifiers to perform a binary pixel-based classification task: shadow vs. non-shadow.
The main contributions of this paper can be summarized as following:
• Development of a BMI prototype-based on a novel shadow detection system for controlling
wheelchairs
• Development of an adaptive direction tracking filter to extract more effective feature information
with less redundancy and time
• Development of a machine learning based system able to automatically detect shadows in
an image
The remainder of this paper is organized as follows: Section 2 discusses related works. Section 3
presents the proposed BMI system, including methodology, dataset, image pre-processing, design of
the adaptive tracking filter, feature extraction and classification models. Section 4 reports comparative
experimental results. Section 5 outlines conclusions and future works.
2. Related Works
There is a great deal of interest of BMI for wheelchair applications. For example, in [20] the
proposed BMI for wheelchair is equipped with a mapping system in order to provide the user’s
current location and next possible destinations. The system allowed users to control the interface
using motor imaginary by processing brain signals via an algorithm that combines Regularized
Common Spatial Patterns (rCSP) and Neural Networks (NN). Xin et al. [21] employed the eye-tracking
and EEG to control the movement of the wheelchair. Deng et al. [22] used a Bayesian shared
control strategy based on steady-state visual evoked potential (SSVEP) and BMI for wheelchair
navigation; whereas, Ruhunage et al. [23] proposed a BMI based on SSVEP of EEG signals to
recognize user’s intention for controlling the wheelchair and home appliances by using a bluetooth
localization system. In [24] the BMI system based on fuzzy neural networks for brain-actuated
control of wheelchair. In contrast, here, we propose a BMI based on a novel shadow boundary
detection algorithm. To our best knowledge this is the first study that include a shadow boundary
detection module in a BMI for wheelchair. In this regard, the most used shadow detection approaches
(i.e., invariant-based detection, color model-based detection, interactive shadow-based detection and
feature-based detection) are reported.
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Invariant-based detection aims at finding an independent or unrelated representation of shadows.
By comparing the original image with the shadow-free image, the shaded areas can be determined.
For example, Finlayson et al. [25] developed a method to compare 1D illumination invariant
shadow-free image with the original image to locate shadow. Experimental results showed that
even though the proposed method was able to locate and remove shadows quite effectively, the main
limitation of this method is the necessity of a calibrated camera to obtain 1D illumination invariant
shadow-free image. Qiang and Chu [26] proposed a Fisher linear discriminant to generate invariant
images. However, high quality input images (noiseless and uncompressed) and the information about
the direction of light were needed to derive an illumination invariant image. Wang et al. [27] took
into account the reflection property of object surface and used the bidirectional reflectance distribution
function as illumination invariant feature. Although experimental results showed effectiveness and
robustness of the proposed method in both indoor and outdoor environments, the limitation was the
use of the background image and foreground mask as reference to detect shadows.
Color model-based detection relies on the assumption that some significant properties of shadow
can be reached by turning colors of an image into different color spaces. In this context, Murali and
Govindan [28] detected shadows in CIELAB color space by using the luminance value. They observed
that the B-channel showed low values in shadow areas. In [29], Khan et. al compared the performance
(ROC curve and Z statistic) from 11 major color spaces and summarized the best color space model
under different conditions. Experimental results showed that when an image is represented in a
specific color space, one channel encodes the difference across reflectance edge only and another
channel encodes the difference both in shadow and reflectance edges. Hence, the suitable channel
can lead to the most accurate classification. However, the drawback of this approach was that dark
areas were misclassified as shadow areas. In order to reduce the shadow misclassification phenomena,
Xu et al. [30] used normalized RGB (L2 norm) and a 1D-invariant image to generate shadow masks,
while, Shao et al. [31] proposed a color space-YCbCr and topological cutting for shadow detection.
Fully automatic shadow detection (without the interference from human) from a single image is
still a challenging open issue. To this end, the cooperation between users and system is introduced.
In other words, the interaction from users is needed in the system to achieve its goal. Generally, users
provide a preliminary prompt of shadow area to the computer. Hence, the use of human knowledge
can significantly help the computer conduct shadow detection. In [32], users marked a shadow surface
and its sunlit counterpart. The shadow area is modeled as a function of sunlit region. Shor et al. [33]
proposed a very simple interactive approach to detect shadow. Specifically, in this approach, users left
a mark in shadow area, then employed region growing from this mark to detect the whole shadow
region. The main limitation of these methods is the effort required from the user, especially in the
analysis of big images datasets.
However, most of the state-of-the-art algorithms refers to feature-based detection models, since it
has been proven that features can efficiently aid in discriminating shadow and non-shadow zones.
For example, Golchin et al. [34] combines color and edge features to develop a more sophisticated
shadow detection system. However, experimental results showed that this approach was not suitable
for complex images. Guo et al. [35] trained a single region classifier using SVM with linear kernel
and a pairwise classifier using SVM with RBF kernel to detect shadow, where the posterior performs
better. Experimental results showed that the proposed non-adjacent region based approach achieved
good performance and was robust to the interferences from adjacent pixels. Yuan et al. [36] used a
physical model to find pairwise shadow region by employing logistic regression of Adaboost with
16-node decision trees. This method performed poorly when the surface was uneven. In [37] Shen et al.
proposed a method to learn some key features of the shadow boundaries by using a convolutional
neural network (CNN) based framework. The local information of the shadow edge was captured
by the developed CNN. The author modelled the interactions between shadow and bright areas
by formulating a global optimization technique. Furthermore, the shadow areas were detected by
least-square optimization. In [38] Nguyen et al. proposed similarity constraint generative adversarial
Appl. Sci. 2020, 10, 6761 4 of 21
network (scGAN) to detect shadow in a single image, extracting higher level relationships and global
characteristics. In particular, the authors employed a shadow detector to enhance detection accuracy
by combining the typical GAN loss with a data loss term. Experimental results showed that the
classification error reduced significantly. Chen et al. [39] based on the characteristic of human visual
system designed a feature fusion and multiple dictionary learning for shadow detection of single image.
In the present paper, we propose a novel adaptive direction-tracking filter which moves along
the object boundaries and extracts relevant features, subsequently used for shadow detection in the
BMI system.
3. Proposed BMI System
The overall block diagram of the proposed BMI prototype for controlling wheelchairs is illustrated
in Figure 1a. EEG signal recording and pre-processing. EEG signals are recorded by means of a set of
19 electrodes (Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, and Pz) placed
according to the 10–20 International System. Each signal is band-pass filtered at 0.5–40 Hz, in order to
process the main EEG sub-bands: δ (0.5–4 Hz), θ (4–8 Hz), α (8–12 Hz), β (12–32 Hz) and γ (32–40 Hz).
The subject sits comfortably on a chair and is instructed to perform mental tasks according to the
paradigm proposed in [40]. Notably, four tasks are planned: Task 1 (baseline measurement), the subject
is relaxed without performing/imaging any task; Task 2 (forward) the subject is asked to look at an
upward arrow shown on a monitor and imagine (for 10 s) to move both hands towards the same arrow
direction (i.e., forward); Task 3 (left), the subject is asked to look at a left arrow shown on a monitor
and imagine (for 10 s) to move the left hand towards the same arrow direction (i.e., left); finally, Task 4
(right), the subject is asked to look at a right arrow shown on a monitor and imagine (for 10 s) to move
the right hand towards the same arrow direction (i.e., right). ML-based control signal. BMI is based on
the capability to discriminate different brain activity patterns, each being related to a specific mental
task. Hence, the control signal plays a key role in the proposed BMI system. Specifically, subjects need
to modulate their own cerebral waveforms in order to produce accurate and appropriate brain patterns.
To this end, ML algorithms are employed to extract significant EEG-features and automatically classify
the mental tasks (i.e, relax, foward, right, left) performed by the user.
Wheelchair controller. The decoded EEG recordings (i.e., EEG-features) are mapped into directional
control commands to drive the wheelchair [41]. Specifically, turn left, turn right, go forward and rest.
Contextually, a shadow detection system is proposed to identify boundary areas along to the direction
of the wheelchair and alert the user from potential obstacles. Shadow detection system. A camera is
installed on the wheelchair to capture the surrounding scene and the proposed boundary detection
algorithm is performed (Figure 1b). Shared control. The output of the proposed shadow-boundary
detection algorithm is fused together with the control signal (produced by the metal task), resulting in
a multi-modal BMI strategy. Such shared control logic is able to self-adapt to the situation. Note that
there is a time delay between the motor imagery and decoding of a specific movement into the
corresponding directional command able to move the wheelchairs. The shared control operates in
this time frame. For example, when the shadow detection system recognizes a potential obstacle,
overwrites the mental control and activates a security procedure by stopping or changing the direction
of wheels. Note that, in study, the development of the shadow detection module is addressed and
widely detailed in the subsequent sections.
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Figure 1. (a) BMI block diagram for wheelchair control. (b) Proposed shadow boundary
detection methodology.
3.1. Dataset Description
In this study, images gathered from LabelMe [42] are used. LabelMe dataset created by MIT
Computer Science and Artificial Intelligence Laboratory (CSAIL) includes (to date) 187,240 images,
62197 annotated images and 658992 labeled objects. Furthermore, several casual street scenes from
MIT CSAIL Database [43] captured by customers are also included in LabelMe. Here, due to the
limited computational power available (laptop with a 3.1 GHz Intel Core i5 processor, 8 GB memory),
100 images are selected randomly.
3.2. Image Pre-Processing
The original RGB image is sharpened to overcome blurring effect (introduced by cameras) and
emphasize edge contrast to increase legibility. Using guided-filter [44], users can strengthen the edges
and reduce the noise from image. The boundaries of objects are then selected with the canny edge
detection method [45]. The threshold parameter and standard deviation in canny edge detection are
also calibrated to find an optimal result able to further reduce the feature extraction. As an example,
canny detection is applied after guided-filter to the original image shown in Figure 2a. It is worth
mentioning that, using the default values of parameters results in 202 boundaries (Figure 2b), while
setting the two threshold parameters to 0.08, 0.2 and standard deviation σ = 3 leads to a reduced
number of shadow boundaries (Figure 2c). Hence, in this study, we use this optimized set of parameters.
Appl. Sci. 2020, 10, 6761 6 of 21
Finally, the RGB image is converted into three color spaces: Gray, LAB and ILL for further investigating
the features of shadow [46].
3.3. Design of Adaptive Direction Tracking (ADT) Filter
The aim of the proposed adaptive direction tracking (ADT) filter is to extract features along the
boundary direction. Shadow boundaries can be extended to almost every possible direction as shown
in Figure 3a. However, four directions can be set in the modelling method: 0◦ in horizontal direction,
90◦ in vertical direction, 45◦ and −45◦ in diagonal directions as shown in Figure 3b. The direction
of boundaries can be calculated through coordinates of adjacent pixels using canny edge detection
algorithm. The shape of ADT filter depends on its function and can be customized by users. In this
work, the shape of the filter is designed as shown in Figure 4.
The ADT filter is developed into a rectangle or a square shape, in accordance with the following
rules. The rectangle ADT filters applied on images are sized τ × 3 or 3 × τ, where τ represents the
length of the filter, while square filters are sized τ × τ. Furthermore, the ADT filter is designed as
shown in Figure 5. Features are evaluated on both sides of each boundary. It is to be noted that each
layer of ADT filter shares the same weight coefficients. When the ADT filter moves along the boundary,
the information of the extracted feature will be automatically collected from one side of the boundary
through the positive parts with values of 1, such as the upper part of filter in Figure 5a. The same
operation is performed to collect information on the other side of the boundary by rotating the filter
by 180◦.
(a)
(b)
(c)
Figure 2. (a) Original image. (b,c) Canny edge detection with parameters computed by the default
approach (b) and with threshold values of 0.08, 0.2 and standard deviation of the Gaussian filter
σ = 3 (c).
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(a) (b)
Figure 3. (a) Boundaries detected with threshold values of 0.08, 0.2 and standard deviation of the
Gaussian filter σ = 3. As an example, the red rectangle indicates an area of interest which shows four
directions of boundaries. (b) Shadow boundaries with four possible directions for the local region
of interest.
(a) (b) (c)
Figure 4. Shapes of ADT filter: (a) 0◦ filter in horizontal direction (b) 90◦ filter in vertical direction
(c) 45◦ or −45◦ filter in diagonal directions. The blue squares indicate the input images and the arrows
in blue square indicate the boundaries found by canny method. The pink quadrilaterals indicate
the shape of filters. Rectangle filter refers to horizontal and vertical direction, square filter refers to
sloped direction.
(a) (b)
(c) (d)
Figure 5. ADT filter coefficients for a three layer-image. Note that the number of layer for ADT filter is
the same as those for image to be processed. (a) 0◦ in horizontal direction, (b) 90◦ in vertical direction,
(c) −45◦ and (d) 45◦ in diagonal direction.
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3.4. Feature Extraction
In this study, given a pixel under analysis, the ADT filter is employed to extract the following
features: color gradient direction, color component percentage, intensity, high order statistic, B channel
and Illumination Invariant (ILL) feature.
Color gradient direction feature. According with Huang et al. [9], the reflectance of a shadow
boundary for each pixel is locally constant, hence, the color gradient direction is identical in
each channel, since the RGB illumination gradients are all perpendicular to shadow boundary.
After calculating three gradient directions by Sobel filter, the gradient direction difference is measured
for each color as follows:
ρrg = min(|ρr − ρg|, 2pi − |ρr − ρg|) (1)
ρgb = min(|ρg − ρb|, 2pi − |ρg − ρb|) (2)
ρbr = min(|ρb − ρr|, 2pi − |ρb − ρr|) (3)
where ρr is the gradient direction of red channel, ρg and ρb represent the gradient direction of green
channel and blue channel, respectively, while 2pi is used to achieve the translation of the absolute
value of the gradient direction difference under analysis. Hence, a color gradient direction feature
vector sized 1 × 3 is extracted.
Color component percentage feature. The component percentage feature, especially the blue
component ratio in RGB color space is very important in detecting shadow boundaries [9]. Shadow has
a blue mask under the sun, consequently, the proportion of blue chromatic content takes more
percentage in RGB color space. However, it is worth mentioning that it is impossible to distinguish
shadow boundaries from other object boundaries by only such feature, because some object boundaries
may share the similar properties. Hence, ratio of blue component to other color components is used to
avoid error from detecting boundaries and consequently improve the accuracy significantly. Since the
pixel values in shadow are always lower than those in sunlit areas, high values represent bright areas
while low values represent shadow areas. Let define the following ratios:
Tr = (Lr + 1)/(Hr + 1) (4)
Tg = (Lg + 1)/(Hg + 1) (5)
Tb = (Lb + 1)/(Hb + 1 (6)
where Hr, Hg, Hb are pixel values of bright, sunlit edge for red green and blue channels, respectively;
while, Lr, Lg, Lb are those for the dark edge. In order to enhance accuracy performance in determining
shade, we defined Tall , Tbr and Tbg to represent the ratio of blue component at each pixel in RGB color
space, where:
Tall = Tb/(Tr + Tg + Tb)) (7)
Tbr = Tb/Tr (8)
Tbg = Tb/Tg (9)
Hence, a color component percentage feature vector sized 1 × 3 is extracted.
Intensity feature. Such feature is typically used in several shadow detection algorithms for its
discriminative properties [11,47,48]. The original image is transformed into a gray scale image to
obtain the intensity of illumination on object boundaries. Such feature is evaluated on both side of
the boundary by applying 3 ADT filters sized 5 × 3, 7 × 3 and 11 × 3, respectively. The result is an
intensity features vector of 1 × 6 (as 3 values per side are estimated). It is to be noted that if the light
intensity feature on both sides of a pixel are the same, the pixel under analysis does not belong to the
shadow edge.
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High Order Statistic (HOS) features. Here, HOS analysis includes the extraction of two features:
skewness γ and kurtosis κ. Skewness is a measure of the asymmetry of the probability distribution for
a real-valued random variable defined as:
γ = E
[(
(X− µ)
σ
)3]
(10)
where µ is the mean value, σ is the standard deviation, E is the expectation operator. The skewness of
data is calculated on the direction of object boundaries. Kurtosis κ defined as follow:
κ = E
[(
(X− µ)
σ
)4]
(11)
where µ is the mean value, σ is the standard deviation, E is the expectation operator. Figure 6 shows
the filter structure for collecting HOS features in different directions. Similarly to the intensity feature,
3 filters are applied to each side of the boundary. The only difference from ADT filter is that now all
the coefficients are 1. Hence, a HOS feature vector sized 1 × 6 is extracted.
B channel feature. B channel represents the blue–yellow component, extracted from the LAB color
space. It has been proved to be a suitable information to distinguish the shadow from image [29].
Instead, it is to be noted that A channel is invariant to shadows [49]. Direct sunlit area appears yellow,
while the rest area reflected by the sky appears blue [50,51]. This means that the content of shadow
boundary will transit from blue to yellow in LAB’s B channel. We applied ADT filters as for the
intensity feature, extracting a B channel feature vector sized 1 × 6.
Illumination Invariant (ILL) feature. The last feature illumination invariant (ILL) is estimated from
all three channels using the perception-based color space [46]. For each channel two different ADT
filters (sized 5 × 3, 7 × 3, respectively) are applied to both sides of the boundaries, producing 4 values.
As results 4 × 3 (number of channels) = 12 features are evaluated.
Overall, a 36-dimensional feature vector is estimated and used input the proposed machine
learning classifiers.
(a) (b) (c)
Figure 6. Filter coefficients for collecting HOS features: (a) 0◦ in horizontal direction, (b) 90◦ in vertical
direction, (c) −45◦ and 45◦ in diagonal directions.
3.5. Machine Learning Models
The extracted features are used as input to four machine learning based classifiers: Multilayer
Perceptron (MLP), Auto-encoder (AE), 1D-Convolutional Neural Network (1D-CNN), Support Vector
Machine (SVM).
MLP classifier: MLP is the most common feed-forward neural network, that uses standard
gradient backpropagation method [52] to minimize the difference between the estimated and target
values. It typically consists of one input layer, one output layer and one or more hidden layers [53].
Here, three MLP models are developed: MLP1 composed of 1 hidden layer with 20 hidden neurons;
MLP2 composed of 1 hidden layer with 10 units; MLP3 composed of 2 hidden layers with 20 and 10
neurons, respectively. All the developed networks are trained for about 103 epochs on a laptop with a
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3.1 GHz Intel Core i5 processor with 8GB memory installed. Note that the saturating linear transfer
function is used as activation (since it provided good classification results) and that all MLP models
end with a softmax output layer for performing the binary classification task (shadow vs. non-shadow).
As an example, Figure 7 shows the MLP1 architecture.
AE classifier: AE model is trained through unsupervised learning algorithm and aims at generating
the original data from the compressed representation of the input by an encoder-decoder operation [54].
Notably, the encoder compresses the input pattern (x) into a lower dimensional space (h):
h = f (xW + b) (12)
where W is the weight matrix, b the bias vector and f the activation transfer function for the encoder.
The decoder attempts to reproduce the original data from the compressed representation:
x¯ = f¯ (hW¯T + b¯) (13)
where f¯ , W¯, b¯ are the corresponding activation function, weight matrix, bias in the decoder module.
In this study, for fair comparison, three AE, denoted as AE1, AE2, AE3 with similar topology of MLP1,
MLP2, MLP3, respectively are developed. For example, AE1 (whose architecture is 36:20:36, Figure 8a)
extracts 20 features (from the 36-dimensional input vector) used as input to softmax layer (trained in
supervised modality) to perform the 2-way classification. Next, fine-tuning technique is applied by
training again the whole network depicted in Figure 8b and sized 36:20:2. Similarly, AE2 and AE3 were
developed. Note that all AE classifiers used saturating linear transfer activation function and were
trained for about 103 epochs.
1D-CNN classifier: CNN is a deep learning architecture typically used in 2D-image classification
or pattern recognition [55–60]. However, 1D-CNN is also employed to process 1D-patterns for
discrimination purposes [61]. A common CNN includes different processing layers of convolution,
activation, pooling, followed by a feed-forward MLP with softmax output layer. Notably, the first layer
is composed of a set of S filters that computes the dot product with a local input region selected by
the filter. Every filter moves with a step size s, performing the convolution operation. S features
maps are produced. The second layer is typically a rectified linear unit (ReLU) f(x) = max (x,0),
employed for its effectiveness, simplicity and also because it provides non upper-bounded output
values. The third layer performs the pooling operation. In particular, a filter moves along the
input features maps (extracted by the previous layer) and estimates the maximum or average value.
The output is a downsampled representation od the input data. It is to be noted that, here, the max
pooling operation is used for its good translational-invariant properties [62]. Finally, a fully connected
MLP performs the discrimination task. Further details are reported in [63]. In this study, the proposed
1D-CNN is composed of 1 convolutional layer (followed by a ReLU activation function), 1 max pooling
layer and MLP for classification purposes (Figure 9). Specifically, the proposed CNN is modelled
to receive as input the extracted features vector sized 1 × 36. The convolutional layer is composed
of 4 1-dimensional filters sized 1 × 3, stride s = 1 and padding p = 0, resulting in 4 features vectors
sized 1 × 34. After applying the ReLU transfer function, the max-pooling, composed of a filter sized
1 × 2 and step size 2, reduces the input spatial resolution from 1 × 34 to 1 × 17. Next, the 4 features
vectors are reshaped into a single 1-dimensional vector of dimension 1 × 68 and fed into a 2-hidden
layers neural network (with 50 and 10 hidden units, respectively) followed by a softmax output layer
for the 2-way pixel-based classification task: shadow vs. non-shadow. The proposed 1D-CNN was
trained with stochastic gradient descent optimizer with learning rate of 0.1 for about 103 iterations
until the cross-entropy function converged. It is to be noted that the topology of the proposed 1D-CNN
was set-up by using a trial-and-error approach. Here, we reported the configuration that showed the
best results.
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SVM classifier: SVM is a statistical technique that finds the best hyperplane able to provide the
maximum separation among classes. Here, the radial basis function (RBF) kernel is used to develop
the SVM classifier and perform the shadow detection task. Further details of SVM are reported in [64].
Softmax
Layer
[2x1]
MLP1Classifier
𝑥
[36x1]
h
[20x1]
Shadow
Non-Shadow
Figure 7. Architecture of the proposed autoencoder MLP1 classifier.
(a)
(b)
Figure 8. (a) Architecture of the autoencoder sized 36:20:36. (b) architecture of the AE1 classifier.
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4@1x17
Extracted
features vector
1 x 36
4@1x34
1D 
Max-Pooling
layer
1 X 68
2-hidden layer NN
Softmax
layer
1 X 2
Shadow
1 X 50
1 X 10
Figure 9. Architecture of 1D-CNN composed of 1D-convolutional layer (+RelU), 1D-max pooling layer
and 2-hidden layer NN with softmax output layer for classification purpose.
4. Results and Discussion
4.1. Performance of the Proposed System
The dataset used in the present study included 100 images with shaded areas gathered from
LabelMe [42]. Given an image under analysis, boundary pixels were selected through Canny
method [45] and for each pixel 36 features were evaluated through the proposed ADT filter (Section 3).
An overall of 389856 36-dimensional feature vectors were taken into account (194928 belonging to
the shadow pixel class and 194928 to the non-shadow pixel class) and used as input to the developed
MLP, AE, 1D-CNN, SVM classifiers to perform the 2-way pixel-based classification task: shadow vs.
non-shadow. Standard metrics (i.e., Accuracy (A), Recall (R), Precision (P), F-measure (FM)) were
employed to assess the effectiveness of the proposed classifiers:
A =
TP + TN
(TP + FP + TN + FN)
(14)
R =
TP
(TP + FN)
(15)
P =
TP
(TP + FP)
(16)
FM = 2× P× R
(P + R)
(17)
where TP, FP, TN, FN represent the true positive, false positive, true negative and false negative,
respectively. Furthermore, the k-fold cross validation (with k = 7) procedure was also applied for
quantifying the discrimination performance. In particular, for each class, train set consisted of
70% of instances and test set of remaining 30%. Hence, all evaluation performance are reported
as average value ± standard deviation. It is worth noting that the proposed MLP/SVM/CNN
are supervised learning approaches and use the class label information in the training procedure.
In contrast, AE is trained with unsupervised learning, hence the label was not used during the training
phase. The extracted features from unlabeled data were the input to a softmax layer for classification
purposes. The whole network is then fine-tuned to enhance performance.
Table 1 reports the pixel detection performance (evaluated on test sets) in terms of averaged
precision, recall, F-measure, accuracy for the MLP, AE, 1D-CNN and SVM classifier. In relation to
MLP classifiers, MLP1 outperformed MLP2 and MLP3, achieving F-measure and accuracy values
of 85.05 ± 0.57% and 84.63 ± 0.63% respectively. However, it is to be noted that high performance
were observed also with MLP2 (F-measure of 82.39 ± 0.69%, accuracy of 81.71 ± 0.77%) and MLP3
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(F-measure of 84.55 ± 0.53%, accuracy of 84.19 ± 0.56%). In relation to AE classifiers, the model with
two hidden layer denoted as AE3, produced F-measure and accuracy rates up to 78.84 ± 0.66% and
77.91 ± 0.72%, respectively. Very good results were achieved also by AE1 and AE2. In particular,
the average accuracies were of 76.51 ± 1.04% and 77.51 ± 1.89%, respectively. As regards the proposed
1D-CNN (Figure 9) the following average perfomance were achieved: accuracy of 75.8 ± 1.2%,
precision of 73.5 ± 1.91%, recall of 81.0 ± 2.3% and F-measure of 76.9 ± 1%. Finally, as regards
SVM classifier, lower average performance were achieved: precision of 62.5 ± 3.88%, recall of 58.6 ±
9.64%, F-measure 59.93 ± 3.85%, accuracy of 61.27 ± 2.18%. Hence, comparative simulation results
showed that the proposed MLP1 classifier achieved the highest pixel-based detection performance
(accuracy of 84.63 ± 0.63%) as compared to MLP2, MLP3, AE1, AE2, AE3, SVM classifiers. In support
of this result, the Area Under the Curve (AUC) of the Receiver Operating Characteristic (ROC)
was estimated. Specifically, Figure 10 shows the average values of AUC and related ROC curves,
evaluated for the developed MLP, AE, 1D-CNN, SVM classifiers. As can be seen, MLP1 outperformed
all the other approaches reporting an AUC = 92 ± 0.53%. It is worth noting that, overtraining and
overfitting issues were also studied to assess the effectiveness of the developed models. Specifically,
in order to control the aforementioned phenomenon, the k-fold cross validation (k = 7) technique was
adopted and train accuracies were also compared with those achieved in the test phase. Note that
the following data separation was employed: 70% for train and 30% for test. As can be seen from
Figure 11, all the proposed models were not deficient of overtraining or overfitting and provided
good generalization abilities, reporting a small standard deviation and a maximum gap between train
and test average accuracy of only 1%. Furthermore, networks were trained until the converge of the
cross-entropy function was observed. As an example, Figure 12, reports the training phase of the best
classifier proposed in this study, i.e., MLP1. However, it is also worth mentioning that the topology of
the classifiers, learning and training parameters were set-up performing several experimental tests
according to a trial and error approach.
Table 1. Comparative results of the proposed MLP, AE, 1D-CNN, SVM classifiers evaluated on the test
sets. All the outcomes are reported as mean value ± standard deviation.
Model Precision Recall F-Measure Accuracy
MLP1 82.72 ± 0.77% 87.52 ± 0.4% 85.05 ± 0.57% 84.63 ± 0.63%
MLP2 79.47 ± 0.97% 85.55 ± 0.66% 82.39 ± 0.69% 81.71 ± 0.77%
MLP3 82.6 ± 0.66% 86.6 ± 0.45% 84.55 ± 0.53% 84.19 ± 0.56%
AE1 74.27 ± 0.99% 81.14 ± 1.47% 77.55 ± 1.03% 76.51 ± 1.04%
AE2 75.5 ± 1.99% 81.44 ± 1.42% 78.36 ± 1.71% 77.51 ± 1.89%
AE3 75.67 ± 0.77% 82.29 ± 0.75% 78.84 ± 0.66% 77.91 ± 0.72%
1D-CNN 73.5 ± 1.91% 81.0 ± 2.3% 76.90 ± 1% 75.80 ± 1.2%
SVM 62.5 ± 3.88% 58.6 ± 9.64% 59.93 ± 3.85% 61.27 ± 2.18%
Hence, experimental results showed that the proposed MLP1 classifier achieved the best
detection performance when compared with other machine learning techniques (i.e., MLP2, MLP3,
AE1, AE2, AE3, 1D-CNN, SVM) as well as other previous shadow detection approaches [9,11],
reporting accuracy and AUC rates up to 84.63 ± 0.63% and 89 ± 0.8%, respectively. It is
interesting to note that MLP outperforms AE and 1D-CNN classifiers (that belongs to more
advanced machine learning architectures [65]). This is possible due to the limited size of input space
(only 36 features). Indeed, DL-based approaches are typically used to big data with a large input
dimension. Here, the proposed AE may cause an over compression of features and hence a loss
of significant information; while the hierarchical learning representation of a standard CNN is too
complex to cope with the pixel-based classification task of this study. For these reasons, common
machine learning algorithms with a simpler architecture (i.e., MLP) achieved better results. It is worth
noting that also the developed AE and 1D-CNN achieved very good results. In particular, AE3 reported
detection accuracy of 77.91 ± 0.72%, whereas 1D-CNN reported accuracy of 75.8 ± 1.2%.
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Figure 10. ROC curves of the proposed MLP, AE, 1D-CNN, SVM classifiers. Note that the MLP1
achieved the highest AUC = 0.92 ± 0.005.
Figure 11. Accuracy values achieved on the train and test sets, for each developed classifier. The black
dot represents the average accuracy, while the vertical red line denotes the standard deviation.
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Figure 12. Training plot of the proposed MLP1 classifier.
4.2. Permutation Analysis
The effectiveness of the developed classifiers was measured using the k-fold cross validation
technique, reporting average accuracy rate up to 84.63 ± 0.63%. However, in order to prove that the
estimated classification results are not achieved by chance, the permutation-based p-value statistical
test is performed [66]. Permutation analysis consists in evaluating the p-value under a specific
null hypothesis, that is: features and targets are independent. To this end, M permutations of the
labels are generated and the corresponding statistical measure (here, the accuracy) is evaluated.
Overall, Aj accuracy values are estimated (with j = 1, 2, . . . , M). Then, the p-value is calculated
as fraction between the number of Aj accuracies equal or higher than the accuracy rate evaluated
with the original features-labels relationship (i.e., 84.63%) and the total number of permutations
(i.e., M). If p-value is smaller than a certain threshold α (generally 0.05), the null hypothesis is
rejected leading to the conclusion that the classifier is statistically independent. Ideally, all the possible
permutations of the labels should be tested; but, since this is computationally too much expensive,
M = 100 is used (as it has been shown to produce stable results [66]). Simulation results reported that
p-value = 0.00/100 = 0.00 < 0.05. Hence, the null hypothesis was rejected and the developed classifier
is statistically significant.
4.3. Comparison of Shadow Detection Models
The proposed ADT filter based machine learning shadow boundary detection system was also
compared with other approaches reported in the literature. In particular, here Huang’s [9] and
Lalonde’s [11] approaches were taken into account. In [9] Huang et al. proposed a physical model of
shadow able to compute the width, shape, color of the penumbra and extract some visual features such
as shadow sharpness, dark to bright slope, dark to bright ratio and dark to bright gradient used as
input to a RBF-based SVM classifier to perform shadow detection task. In [11] Lalonde et al. proposed
a decision tree classifier for pixel shadow detection. Specifically, they used a CRF-based optimization
to concatenate the shadow pixels to produce a more coherent shadow contour and remove the high
unlikely shadow boundaries and isolate weak edges. In contrast, in this study, we propose an ADT
filter able to extract HOS and optical features only along the direction of boundary (in simple and
complex real scenes) avoiding redundant information [67]. The estimated parameters are then used
as input to a very simple and computationally not expensive MLP architecture to perform the 2-way
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classification task: shadow vs. non-shadow. Furthermore, since Huang’s and Lalonde’s approaches are
fully publicly available, for fair comparison we decided also to apply such methods on the same images
dataset used in the present study. Comparative experimental results are reported in Table 2. As can be
seen, accuracies of 84.63 ± 0.63%, 62.52 ± 5.54% and 52.67 ± 0.1% were achieved by our proposed
detection system (i.e. MLP1), Huang’s and Lalonde’s approaches, respectively. Hence, our proposed
MLP1 classifier reported the highest performance. Similar result was observed also by evaluating the
AUC as reported in Figure 13. As an example, Figure 14 shows the shadow detection results achieved
by MLP, AE, 1D-CNN, SVM, Huang’s and Lalonde’s approaches of a realistic scene. Note that only
the best MLP and AE classifiers are reported (i.e., MLP1, AE3). As can be seen MLP1 is able to detect
shadow boundaries better than other approaches; indeed, 1D-CNN, SVM and Huang’s classifiers
detect also buildings and other profiles of the scene that do not belong to a shadow, whereas Lalonde’s
is deficient to identify shaded areas. Finally, as previously mentioned, AE3 shows considerable
discrimination capability. However, the proposed shadow detection system (i.e., MLP1) has some
drawbacks. Features of object boundaries may be similar to those features of shadow boundaries,
causing a misclassification of the pixel under analysis. Furthermore, the extracted features are based
on physical characteristics, hence, when the intensity of light is weak or when the shadows lie on
some special material surface that can cause a significant change of physical properties, the shaded
boundary is very difficult to identify. Last limitation is that our proposed system (i.e., MLP1) may
include also the object profile in the detection process, as shown in Figure 14b.
Table 2. Comparative results of our proposed shadow detection system (i.e., MLP1), Huang’s and
Lalonde’s methods evaluated on the test sets. All the outcomes are reported as mean value ±
standard deviation.
Model Precision Recall F-Measure Accuracy
MLP1 82.72 ± 0.77% 87.52 ± 0.4% 85.05 ± 0.57% 84.63 ± 0.63%
Huang 60 ± 4.91% 77.17 ± 5.50% 67.37 ± 4.10% 62.52 ± 5.54%
Lalonde 74.03 ± 0.75% 8.19 ± 0.12% 14.74 ± 0.21% 52.67 ± 0.1%
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Figure 13. ROC curves of the proposed shadow detection system (i.e., MLP1), Huang’s and Lalonde’s
approaches. Note that the MLP1 achieved the highest AUC = 0.92 ± 0.005.
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Figure 14. Comparison of shadow detection results achieved by MLP, AE, 1D-CNN, SVM, Huang’s
and Lalonde’s classification models on a realistic scene. Note that the best MLP and AE classifiers are
reported (i.e., MLP1, AE3).
5. Summary and Future Works
In this paper, we proposed a BMI prototype for controlling wheelchairs by using decoded EEG
signals recorded while the user performs tasks to drive the wheels. The novelty of the proposed system
lies in including a shadow detection module based on an adaptive direction tracking filter to extract
target features along the direction of boundaries. Note that the present study is intended as preliminary
work for a future full BMI system implementation. Here, we propose a theoretical framework for
controlling the navigation of a wheelchair. At this stage, BMI experiments and validation have been
conducted through a laboratory set-up. A novel shadow detection strategy is developed based on
an adaptive direction tracking filter for use in the BMI wheelchair system. Note that the integration
of the proposed detection algorithm with the BMI, including real-time wheelchair control testing,
is proposed as future work. Future development can also focus on motor imaginary experiments,
EEG recordings, classification of the control signal using ML-techniques, acquisition of real scenes
from a camera installed on the wheelchair and a detailed shared control strategy that adapts to the
situation and alarms the user of possible obstacles. In addition, motivated by the promising shadow
detection results achieved, in this study, our follow-up work will consider a wider set of features
(such as those reported in [12,68]). Moreover, optimization techniques [69] for tuning the training
parameters and deep learning approaches [70–72] will be explored in an attempt to enrich the shadow
detection accuracy.
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