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1. Introduction
Throughout this paper, a monoid is a—usually multiplicatively written—commutative
and cancellative semigroup with unit element. Let H be a monoid. An element u ∈H −H×
(where H× denotes the group of units of H ) is called irreducible or an atom if u is not a
product of two nonunits of H . For a ∈H −H× we call
L(a)= {n ∈ N | a has a decomposition into n irreducible elements of H }
the set of lengths of a. H is called atomic if L(a) is nonempty for every nonunit a ∈H .
Sets of lengths and related invariants (e.g., the elasticity of an atomic monoid) are fre-
quently studied objects in the theory of nonunique factorizations. The reader is referred to
[1,2,6,10] for recent results in this area of research. For certain classes of integral domains
and monoids (e.g., for finitely generated monoids, orders in algebraic number fields, con-
gruence monoids in Dedekind domains, and certain higher-dimensional algebras over finite
fields), sets of lengths have the following special structure: They are, up to bounded initial
an final segments, a union of arithmetical progressions with bounded difference (cf. Defin-
ition 2.11 and Theorem 2.12). This result is due to A. Geroldinger and F. Halter-Koch, and
we will use it frequently in the sequel.
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atomic monoid and a ∈ H is a nonunit. What is the structure of L(an) if n grows? Several
authors have worked on certain aspects of this problem. For instance, if R is an atomic
integral domain and H =R − {0}, Anderson and Pruis proved in [3] that the limit
lim
n→∞
sup L(an)
n
∈ R0 ∪ {∞}
always exists. Suppose now that H =R−{0}, where R is an order in an algebraic number
field or, more generally, let H be a C-monoid (see Definition 2.8). Let a ∈ H . Then we
prove (cf. Proposition 4.7) that there exist unique nonnegative rational numbers κ+ and
κ− such that the functions B+(n) := max L(an) − κ+n and B−(n) := min L(an) − κ−n
are bounded. Furthermore, and this is the main result of the paper, B+(n) and B−(n) are
eventually periodic functions (see Theorem 3.1 and Corollary 3.2). In other words, there
exist n0,N ∈ N (which may depend on a) such that B±(n+N)= B±(n) for all n n0. As
a by-product of our result we are able to prove the following: Suppose H is a C-monoid and
a ∈H . Then there exist constants N,B ∈ N such that for all n,m B with n≡m mod N
the almost arithmetical multiprogressions L(an) and L(am) are equal up to a shift and up
to the lengths of their periodic central parts (in this case we say that L(an) and L(am)
are similar, see Definition 2.11 and the remark after it). We note that this theorem is well
known if H is a finitely generated monoid (cf. [16, Theorem 2.2]).
The paper is organized as follows: In Section 2 we recall all notions, definitions and
well-known results which are needed in the sequel. In Section 3 we state our Main Theorem
(Theorem 3.1) as well as ring-theoretical applications of it. The proof of Theorem 3.1
depends mainly on our Main Proposition (Proposition 4.10) which is proved in Section 4
after a series of preparatory work. In the last section we discuss two simple examples of
monoids having an element a such that the boundaries of L(an) show a nontrivial periodic
behavior.
2. Preliminaries
Let N denote the set of positive integers, and N0 = N ∪ {0}. For m,n ∈ Z with m  n
we set
[m,n] = {x ∈ Z |m x  n}.
For a set X we denote by |X| ∈ N0 ∪ {∞} its cardinality. Next we explain a notion which
already has been used in the introduction and will be used frequently in this paper. Let
A+,B+ and A−,B− be sets or constants. Then expressions like A± = B± are to be un-
derstood as A+ = B+ and A− = B−.
Next we define the operators ∂±t . They will be used frequently in the sequel.
Definition 2.1. Let t ∈ N0 and suppose that L = {l1, . . . , lm} ⊆ Z with l1 < · · · < lm is a
nonempty finite set. We put ∂−t L= l1+t if 1+ t m, and ∂−t L= lm if 1+ t > m. Similarly,
we define ∂+t L= lm−t if m− t  1, and ∂+t L= l1 if m− t < 1.
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+
0 L denote the minimum and the maximum of L, respectively. For
convenience and to fix notation, we recall some key notions and basic results of the theory
of nonunique factorizations.
2.1. Basic notions on semigroups and monoids
By a semigroup we mean a nonempty set with a commutative and associative law of
composition possessing a unit element. By a monoid we mean a cancellative semigroup.
Unless stated otherwise, we use multiplicative notation, and denote the unit element by 1.
Semigroup and monoid homomorphisms are assumed to respect the unit element. Let H be
a monoid. Then H× denotes its group of invertible elements, and Hred = {aH× | a ∈ H }
the associated reduced monoid of H . We say that H is reduced if H× = {1}. An element
u ∈ H is called irreducible or an atom if u /∈ H×, and u = ab implies a ∈ H× or b ∈ H×
for all a, b ∈ H . We denote by A(H) the set of atoms of H , and we say that H is atomic
if every element a ∈ H −H× is a product of atoms. An element p ∈ H is called a prime
of H if p /∈ H×, and if a, b ∈ H , then p | ab implies p | a or p | b. P(H) denotes the set
of primes of H . Suppose H is atomic, h ∈ H , and p ∈ P(H). Then the unique number
vp(h) ∈ N0 with pvp(h) | h and pvp(h)+1  h is called the p-valuation of h.
For any subset E ⊆H of a monoid H , we denote by [E] the submonoid of H generated
by E. Note that H is atomic if and only if H = [A(H) ∪ H×], and H is factorial if and
only if H = [P(H)∪H×].
2.2. Free monoids
For a set P we denote by F(P ) the free Abelian monoid with basis P . Note that F(P )
is a reduced factorial monoid, and P is the set of primes of F(P ). Every a ∈ F(P ) has a
unique representation in the form a =∏p∈P pvp(a), where vp(a) ∈ N0 and vp(a) = 0 for
all but finitely many p ∈ P . For all a, b ∈F(P ) we set
|a| =
∑
p∈P
vp(a) and d(a, b)= max
{∣∣∣∣ agcd(a, b)
∣∣∣∣,
∣∣∣∣ bgcd(a, b)
∣∣∣∣
}
.
We call |a| the length of a and d(a, b) the distance between a and b. Note that
|_ | :F(P ) → N0 is a homomorphism, and d :F(P ) × F(P ) → N0 is a metric (cf. [8,
Lemma 2.1]).
For s ∈ N0 the additive monoid Ns0 is free Abelian with basis consisting of the unit
vectors. For m = (m1, . . . ,ms), n = (n1, . . . , ns) ∈ Ns0 we define m n, if mi  ni for all
i ∈ [1, s], and conforming with the above definition, |n| = n1 + · · · + ns . If M ⊆ Ns0 is a
subset, then an element m ∈ M is called a minimal point in M if m is minimal in M with
respect to . We denote by Min(M) the set of the minimal points of M . The following
finiteness result plays a fundamental role in our paper. It is due to Dickson and a proof can
be found in [14, Section 1.1] or [17, Satz 12].
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points of M is finite, and for every m ∈M there exists some minimal point mmin ∈ Min(M)
such that mmin m.
2.3. Factorizations and sets of lengths
Let H be a monoid. The free monoid Z(H) = F(A(Hred)) is called the factorization
monoid of H . The unique homomorphism π = πH : Z(H) → Hred satisfying π(q) = q
for all q ∈ A(Hred) is called the factorization homomorphism of H . It is surjective if and
only if H is atomic, and it is an isomorphism if and only if H is factorial. For a ∈ H , the
elements in Z(a) := ZH (a) := π−1(aH×) ⊆ Z(H) are called the factorizations of a. For
every k ∈ N we set Zk(a) = {z ∈ Z(a) | |z| = k}. For each z ∈ Z(a), we call |z| ∈ N0 the
length of the factorization z, and L(a) = LH (a) = {|z| | z ∈ Z(a)} ⊆ N0 is called the set of
lengths of a. We denote by L(H)= {L(a) | a ∈ H } the system of set of lengths of H . H is
called a BF-monoid (bounded factorization monoid) if H is atomic, and all sets L ∈ L(H)
are finite. Important examples of BF-monoids are the multiplicative monoids of Noetherian
domains, see [2, Proposition 2.2].
Definition 2.3.
(1) Let T ⊆ Z. Two elements k, l ∈ T with k < l are called successive elements of T if
T ∩ [k, l] = {k, l}.
(2) We call
Δ(T )= {l − k | k < l are successive elements of T } ⊆ N
the set of differences of T . (Observe that Δ(T )= ∅ if and only if |T | 1.)
(3) Let H be an atomic monoid. We call
Δ(H)=
⋃
a∈H
Δ
(
L(a)
)⊆ N
the set of differences of H .
Next we recall the definition of a rather subtle invariant of the theory of nonunique
factorizations, namely the tame degree. This invariant was introduced by A. Geroldinger
in [9] to investigate the system of sets of lengths of a monoid.
Definition 2.4. Let H be a BF-monoid and H ′ ⊆ H a subset. The tame degree t(H ′,X)
of H ′ with respect to a subset X ⊆ Z(H) is the minimum of all N ∈ N0 ∪ {∞} having
the following property: For all a ∈ H ′, z ∈ Z(a) and x ∈ X with π(x)|Ha there exists a
factorization z′ ∈ Z(a) with x|Z(H)z′ and d(z, z′)N .
For a ∈ H and x ∈ Z(H), we write t(a,X) = t({a},X) and t(H ′, x) = t(H ′, {x}). H is
called locally tame if t(H,u) <∞ for all u ∈ A(Hred).
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In this subsection we recall the definition and some properties of transfer homomor-
phisms (see, e.g., [12]).
Definition 2.5. A monoid homomorphism ϕ :H → D is called a transfer homomorphism
if the following conditions are satisfied:
(1) D = ϕ(H)D× and ϕ−1(D×)=H×.
(2) If u ∈ H , b, c ∈ D and ϕ(u) = bc, then there exist v,w ∈ H such that u = vw,
ϕ(v)D× = bD× and ϕ(w)D× = cD×.
Proposition 2.6. Let ϕ :H →D be a transfer homomorphism and u ∈H .
(1) u is an atom of H if and only if ϕ(u) is an atom of D.
(2) There exists a unique homomorphism ϕ¯ : Z(H) → Z(D) which is surjective and has
the following properties:
(a) ϕ¯(qH×)= ϕ(q)D× for all q ∈ A(H).
(b) If z, z′ ∈ Z(H), then |ϕ¯(z)| = |z|, and d(ϕ¯(z), ϕ¯(z′)) d(z, z′).
(c) ϕ¯(ZH (u))= ZD(ϕ(u)) and LH (u)= LD(ϕ(u)).
(3) H is atomic if and only if D is atomic.
(4) If H is atomic, then L(H)= L(D).
Proof. See [12, Proposition 3.2]. 
2.5. Class semigroups
Class semigroups were recently introduced in [11] as a refinement of ordinary class
groups in algebraic number theory. We recall the definition for a case which is sufficient for
our requirements. Let D be a monoid and H ⊆D a submonoid. Two elements y, y′ ∈D are
called H -equivalent if y−1H ∩D = y′−1H ∩D. H -equivalence is a congruence relation
on D, that is, an equivalence relation which is compatible with the semigroup operation.
For every y ∈D let [y]DH denote the equivalence class of y, and let
C(H,D)= {[y]DH | y ∈D} and C∗(H,D)= {[y]DH | y ∈ (D −D×)∪ {1}}.
Then C(H,D) is a semigroup, called the class semigroup of H in D, and C∗(H,D) ⊆
C(H,D) is a subsemigroup, called the reduced class semigroup of H in D.
Proposition 2.7. Let H ⊆D be monoids such that C∗(H,D) is finite. Put
V = {u ∈D× | [ua]DH = [a]DH for all a ∈D −D×}.
(1) V ⊆D× is a subgroup of finite index, H× is contained in V , and V · (H −H×)⊆H .
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Proof. See [13, Proposition 3.10]. 
2.6. Congruence monoids in Dedekind domains, C-monoids and C0-monoids
Let R be an integral domain. A map σ = (σ1, . . . , σm) :R − {0} → {±1}m is called
a sign vector if there exist distinct ring-monomorphisms w1, . . . ,wm :R → R such that
σj (a) = sign(wj (a)) for all a ∈ R − {0}. For m = 0 the empty sequence will also be
considered as a sign vector. Let f be a nonzero ideal of R and σ = (σ1, . . . , σm) a sign
vector. Two elements a, b ∈ R − {0} are called congruent modulo fσ if a ≡ b mod f and
σ(a) = σ(b). Congruence modulo fσ is a congruence relation on R − {0}, and the semi-
group of equivalence classes is denoted by R/fσ . For a ∈ R − {0} we denote by [a]fσ the
equivalence class containing a. If ∅ = Γ ⊆ R/fσ is a multiplicatively closed set, then the
multiplicative monoid
HΓ =
{
a ∈R − {0} | [a]fσ ∈ Γ
}∪ {1}
is called the congruence monoid in R defined by Γ . A submonoid H ⊆ R − {0} is called
a congruence monoid in R if there exist a sign vector σ , an ideal of definition f, and a
multiplicatively closed set Γ such that H =HΓ .
Important examples of congruence monoids are listed in [11]. The concept of a
C-monoid was introduced in [13] as a common generalization of C0-monoids and AC-
monoids. These monoids were constructed as abstract tools for the arithmetical investiga-
tion of congruence monoids in Dedekind domains. For their relevance and their properties
we refer to [13]. Here we only give the definition of C-monoids, and we recall a theorem
which connects C-monoids with congruence monoids in Krull domains (Theorem 2.9).
Definition 2.8. A monoid H is called a C-monoid if it is a submonoid of a factorial monoid
F such that H ∩ F× =H×, and the reduced class semigroup C∗(H,F ) is finite.
A C0-monoid is a C-monoid H which can be defined in a factorial monoid F having
only finitely many pairwise nonassociated prime elements.
When we say that a C0-monoid is defined in a factorial monoid F , we always assume
that F has only finitely many pairwise nonassociated prime elements. Let H be a C0-
monoid defined in the factorial monoid F = F× × [p1, . . . , ps]. Then, by Proposition 2.7,
there exist α ∈ N and a subgroup V ⊆ F× such that H× ⊆ V , (F× : V ) | α, and V · (H −
H×) ⊆ H . Furthermore, for all j ∈ [1, s] and a ∈ pαj F , we have a ∈ H if and only if
pαj a ∈H .
The following theorem [13, Theorem 6.3] is aimed to demonstrate the importance of
C-monoids.
Theorem 2.9. Let R be a Krull domain, H ⊆ R − {0} a congruence monoid in R, and f
an ideal of definition of H . Suppose that the ring R/f and the divisor class group of R
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C-monoid.
Finally, the following proposition [12, Theorem 7.2] shows that most of our arithmetical
investigations regarding C-monoids can be performed in the context of C0-monoids:
Proposition 2.10. Let F = F× ×F(P ) be a factorial monoid and H a C-monoid defined
in F with subgroup V ⊆ F×. Let P0 ⊆ {p ∈ P | p−1H ∩ F = H − H×} be a subset,
P˜ = {[p]FH | p ∈ P − P0}, and F˜ = F(P˜ ) × F×/V . Let β˜ :F → F˜ be the unique ho-
momorphism satisfying β˜(p) = [p]FH for all p ∈ P − P0, β˜(p) = 1 for all p ∈ P0 and
β˜(e)= eV for all e ∈ F×. Finally, set
H˜ = β˜(H) and β = β˜|H :H → H˜ .
(1) H˜ is a C0-monoid defined in F˜ , and F˜× = F×/V is finite.
(2) β is a transfer homomorphism.
2.7. Structure Theorem for sets of lengths
We first recall the definition of almost arithmetical multiprogressions [10, Defini-
tion 4.2.1].
Definition 2.11. Let L,L′ ⊆ Z be finite sets, M ∈ N0, d ∈ N, and {0, d} ⊆ D ⊆ [0, d]
a subset.
(1) L is called an arithmetical multiprogression (AMP) with difference d and period D,
provided L is nonempty and L= [minL,maxL] ∩ (minL+D + dZ).
(2) L is called an almost arithmetical multiprogression (AAMP) bounded by M with dif-
ference d and period D, if
L= y + (L′ ∪L∗ ∪L′′)
such that the following conditions are fulfilled:
(a) L∗ is an AMP with difference d and period D (whence L∗ = ∅).
(b) minL∗ = 0.
(c) L′ ⊆ [−M,−1].
(d) L′′ ⊆ maxL∗ + [1,M].
(e) y ∈ Z, and L⊆ y +D + dZ.
(3) Let M∗ ∈ N and L1,L2 ⊆ Z nonempty finite sets. We say that L1 and L2 are M∗-
similar provided the following holds:
(a) There exist d1, d2 ∈ [1,M∗] such that for each i ∈ {1,2} the set Li is an AAMP
bounded by M∗ with distance di (and some period {0, di} ⊆Di ⊆ [0, di]).
(b) We have
(−minL1 +L1)∩ [0,K] = (−minL2 +L2)∩ [0,K]
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(−maxL1 +L1)∩ [−K,0] = (−maxL2 +L2)∩ [−K,0],
where K := 8M∗ + (M∗)2.
Remarks. (1) We note that earlier definitions of AAMPs, e.g., in [6,11], are slightly dif-
ferent from the current definition. The most important difference is that we do not impose
the condition d ∈ [1,M] for an AAMP bounded by M with difference d . The difference d
may be arbitrarily large and is independent from M . Another difference is that the bound-
aries L′ and L′′ are now required to be subsets of the multiprogression y + D + dZ (see
condition (2)(e)), and not just subsets of [−M,−1] and maxL∗ +[1,M], respectively. The
investigations in this paper are not influenced by these inconsistencies.
(2) The motivation for the definition of M∗-similarity is the following: Suppose that
L1,L2 ⊆ Z are two M∗-similar sets. Then we claim that L1 and L2 are AAMPs bounded
by M∗ with the same difference d and the same period {0, d} ⊆ D ⊆ [0, d]. This implies
that two M∗-similar AAMPs differ only by a shift and by the lengths of their periodic
central parts.
To prove the claim suppose di ∈ [1,M∗] is a difference, and {0, di} ⊆ Di ⊆ [0, di] is
a period of Li , where i ∈ {1,2}. Put K = 8M∗ + (M∗)2. Without loss of generality we
may assume that minL1 = minL2 = 0. We see easily that for i ∈ {1,2} the set L˜i :=
Li ∩ [0,K] is again an AAMP bounded by M∗ with difference di and period Di . Assume
first that maxLi  K for some i ∈ {1,2}. Without restriction suppose i = 1. Then L1 =
L˜1 = L˜2. Hence L1 is an AAMP with difference d2 and period D2. Suppose now that
maxLi > K for each i ∈ {1,2}, and let L= {L1,L2, L˜1, L˜2}. Using that Li is an AAMP
with difference di , we obtain max L˜i  K − M∗ − di  K − 2M∗ = 3(2M∗) + (M∗)2
for each i ∈ {1,2}. Let Pi = {L ∈ L | L is an AAMP with period Di}. Then P1 ∩ P2 is
nonempty and therefore it follows from [10, Corollary 4.2.8] that P1 = P2. This proves
our claim.
Informally we say that the Structure Theorem for sets of lengths holds for a monoid H
if H is a BF-monoid with finite set of differences Δ(H), and, if Δ(H) = ∅, there exists
M ∈ N0 such that every L ∈ L(H) is an AAMP bounded by M with difference d ∈Δ(H).
The following theorem is due to A. Geroldinger and F. Halter-Koch. A proof can be
found in [10].
Theorem 2.12 (Structure Theorem for sets of lengths). Suppose that H is either a C-
monoid or a finitely generated monoid. Then H is locally tame, and the Structure Theorem
for sets of lengths holds for H .
2.8. PT-property
In this subsection we introduce a rather technical notion:
Definition 2.13. Let H ⊆ F be a submonoid of a factorial monoid F having only finitely
many pairwise nonassociated prime elements, and let P be a full system of such prime
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(with respect to F , P, E and α) if the following conditions are satisfied:
(1) H× = F× ∩H , and F×/H× is finite.
(2) sup{vp(q) | q ∈ A(H), p ∈ E} α.
(3) If z ∈ Z(H) and f ∈ {g ∈ F(P) | p  g for all p ∈ E} such that fπH (z) ∈ H , then
there exists z′ ∈ ZH (f πH (z)) with d(z, z′) α.
(4) For each p ∈ P − E and a ∈ pαF we have a ∈H if and only if pαa ∈H .
In [5], monoids H ⊆ F satisfying only conditions (1)–(3) of the definition (but with
possibly infinite group F×/H×) are said to have property (T). For the present investiga-
tions, however, it is crucial that the monoids also fulfill the “smoothness” condition (4). If
(4) is satisfied, then it is possible to build new irreducible elements of H in a controlled
way (see Lemma 4.2). In Section 4 we make frequent use of this possibility.
Before we prove Lemma 2.15, we recall [5, Lemma 4.2]:
Lemma 2.14. Let H be a C0-monoid defined in a factorial monoid F such that F×/H×
is finite. Then there exist a full system P of pairwise nonassociated prime elements of F ,
a subset E ⊆ P, and α ∈ N such that conditions (1)–(3) of Definition 2.13 are satisfied.
Lemma 2.15. Suppose that H is either a finitely generated monoid or a C0-monoid defined
in a factorial monoid F such that F×/H× is finite. Then H has the (PT)-property.
Proof. We first suppose that H is finitely generated. By [4, Proposition 2.5], the root clo-
sure Hˆ of H (or, what amounts to the same, the complete integral closure of H ) is a finitely
generated Krull monoid. Hence Hˆ is a saturated submonoid of a factorial monoid F hav-
ing only finitely many pairwise nonassociated primes p1, . . . , ps and satisfying F× = Hˆ×.
We put P = {p1, . . . , ps}, E = P and α = max{vp(q) | q ∈ A(H), p ∈ P}. Note that
F×/H× = Hˆ×/H× is a finitely generated torsion group. Hence F×/H× is finite. It is
now easy to see that conditions (1)–(4) of Definition 2.13 are satisfied.
Assume now that H is a C0-monoid defined in F such that F×/H× is finite. Then, by
Lemma 2.14, there exists β ∈ N such that (1), (2) and (3) of Definition 2.13 are fulfilled
for α = β . Further, by Proposition 2.7, there exists γ ∈ N such that (4) of Definition 2.13
is fulfilled for α = γ . Set α = lcm{β,γ }. Then α satisfies (1)–(4) of Definition 2.13. 
3. The Main Theorem
In this section we state our Main Theorem. Its proof relies mainly on the Main Proposi-
tion (Proposition 4.10) which will be proved in the next section.
Theorem 3.1 (Main Theorem). Suppose that H is a C-monoid or a finitely generated
monoid. Let a ∈ H , and set κ± = limn→∞ ∂±0 L(an)/n. Then there exists N = N(a) ∈ N
such that the following holds:
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∂±t L
(
ban
)= κ±(n−m)+ ∂±t L(bam)
for all n,m ∈ NB with n ≡ m mod N . (Recall Definition 2.1 where we defined the
operators ∂±t .)
(2) Assume Δ(H) = ∅, and let M ∈ N0 be a constant such that every set of lengths of H
is an AAMP bounded by M with difference d ∈Δ(H). Put M∗ = max(Δ(H)∪ {M}),
and let b ∈ H . Then there exists B = B(a, b,M) ∈ N such that for all n,m ∈ NB
with n≡m mod N the sets L(bam) and L(ban) are M∗-similar.
Proof. Without loss of generality we may assume that H is reduced. We first suppose
that H is finitely generated. Then H has the (PT)-property by Lemma 2.15. Further, H is
locally tame and has finite set of differences (Theorem 2.12). Hence the assertion follows
from Proposition 4.10.
Next let H be a C-monoid. By Propositions 2.10 and 2.6 it is enough to assume that H is
a C0-monoid defined in a factorial monoid F with finite unit group F×. Then Lemma 2.15
implies that H has the (PT)-property. Further, H is locally tame and has finite set of dif-
ferences (again by Theorem 2.12). Hence the assertion follows from Proposition 4.10. 
As a consequence of Theorem 2.9, Theorem 3.1 applies to the following classes of rings
and monoids:
Corollary 3.2. Suppose that one of the following conditions is satisfied.
• H =R − {0}, where R is a Krull domain with finite divisor class group.
• H is a congruence monoid in a Dedekind domain R with finite Picard group such that
R/f is a finite ring, where f is an ideal of definition for H .
In particular:
(1) H = R − {0}, where (R,m, k) is a one-dimensional analytically unramified local
domain having finite residue field k.
(2) H =R − {0}, where R is an order in an algebraic number field.
• H = R − {0}, where R is a Noetherian domain with the following properties: The
integral closure R¯ is a Krull domain with finite divisor class group, and R/(R : R¯) is
a finite ring.
Then the assertions of Theorem 3.1 hold for H .
4. The Main Proposition
In this section we prove our Main Proposition (Proposition 4.10). This requires a series
of preparatory work. We open by fixing some notation, gathered in the General Assump-
tions below, which will be valid throughout this section.
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rial monoid F having only finitely many pairwise nonassociated prime elements and finite
group of units F×. We assume that P = {p1, . . . , ps} is a full system of representatives of
prime elements of F such that H has the (PT)-property with respect to a subset E ⊆ P and
α ∈ N. Further, we set
A = {q ∈ A(H) | vp(q) < 3α for all p ∈ P − E}.
Finally, we define two maps:
• Let
Θ :F → F
be defined as follows: If a = εpa11 · . . . · pass with ε ∈ F×, then Θ(a)= εpk11 · . . . · pkss ,
where ki := ai if pi ∈ E and
ki := max
{
ai − λα | λ ∈ N0, ai − λα ∈ [2α,3α − 1]
}
otherwise. Note that, for each i ∈ [1, s] with pi ∈ P − E and vpi (a)  3α, ki is the
uniquely determined integer such that ki ∈ [2α,3α − 1] and ki ≡ vpi (a) mod α.
• Using the map Θ , we define
R :F → F
by setting R(a) := aΘ(a)−1 for each a ∈ F .
Remark 4.1. (1) We note that if H is a reduced finitely generated monoid or a reduced
C0-monoid defined in a factorial monoid F for which F× is finite, then H satisfies the
conditions listed in the General Assumptions (cf. Lemma 2.15). Furthermore, H is locally
tame, the Structure Theorem for sets of lengths holds for H , and the set of differences
Δ(H) is finite (cf. Theorem 2.12).
(2) If H is as in the General Assumptions, then the set A is finite. This is important for
the applicability of Dickson’s Theorem in the following.
Lemma 4.2. Let H ⊆ F , E ⊆ P and α be as in the General Assumptions. Then, for each
p ∈ P − E and u ∈ H with vp(u) 2α, the element u is an atom of H if and only if pαu
is an atom of H .
Proof. Let p ∈ P − E and u ∈ H with vp(u) 2α. By (4) of Definition 2.13, pαu ∈ H .
Suppose that pαu is irreducible. We want to show that u is irreducible as well. Suppose on
the contrary that u= ab is a decomposition into nonunits a and b of H . Since vp(u) 2α,
we can assume without restriction that vp(a)  α. But then pαa ∈ H − H×, and we see
that pαu is reducible. The converse is proved similarly. 
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there exists z′ ∈ Z(πH (z)) having the following properties:
(1) |z′| = |z|.
(2) ∑q∈A(H)−A vq(z′) 2|P|.
Proof. Recall that |P| = s. We define a map
χ : A(H)→ {0,1}s
as follows: For q ∈ A(H) and p ∈ P we set χ(q)p = 0 if vp(q) < 3α, and we set χ(q)p = 1
if vp(q)  3α. Let z ∈ Z(H). We prove the assertion by induction on ∑q∈A(H)−A vq(z).
If
∑
q∈A(H)−A vq(z)  2s , we set z′ = z and have nothing to show. Hence suppose that∑
q∈A(H)−A vq(z) =: r > 2s , and assume that the induction hypothesis holds for all l < r .
From
∑
q∈A(H)−A vq(z) > 2s it follows that there exist v,w ∈ A(H) such that vw|Z(H)z
and χ(v)= χ(w). Set
T := {p ∈ P | χ(v)p = χ(w)p = 1},
and note that T ⊆ P − E. We may write v as a product
v =Θ(v) ·R(v)
performed in F , where
R(v)= v ·Θ(v)−1 =
∏
p∈T
pvp(v)−vp(Θ(v)) ∈ F.
By using Lemma 4.2 and an inductive argument, it is easy to see that Θ(v) is an atom
of H . By a similar argument it follows that w′ := w · R(v) is an atom of H . Hence
z′ := z · (vw)−1 · Θ(v) · w′ is an element of Z(H) with |z′| = |z|, πH (z′) = πH (z) and∑
q∈A(H)−A vq(z′)=
∑
q∈A(H)−A vq(z)− 1. This completes the proof. 
Definition 4.4. Let H , A and P be as in the General Assumptions.
(1) We call a factorization z ∈ Z(H) special if ∑q∈A(H)−A vq(z) 2|P|.
(2) For each a ∈H and l ∈ N we set
Zsp(a)= {z ∈ Z(a) | z is special}
and
Zspl (a)=
{
z ∈ Zsp(a) | |z| = l}.
Remark 4.5. By Lemma 4.3 there exists, for each a ∈H and l ∈ L(a), a special factoriza-
tion z ∈ Zsp(a) with |z| = l.
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there exists a subsequence (nk)k∈N with nk+1 > nk for all k such that, for all j ∈ [1, d],
the sequence (xjnk )k∈N is either constant or strictly increasing.
Proof. We prove the assertion by induction on d . If d = 1 the claim is trivial. So let d  2
and assume that the induction hypothesis holds for all r  d − 1. Then there exists a sub-
sequence (nm)m∈N such that for all j ∈ [1, d − 1] the sequence (xjnm)m∈N is either constant
or strictly increasing. By choosing an appropriate subsequence (mk)k∈N, we obtain a sub-
sequence (nmk )k∈N such that for each j ∈ [1, d] the sequence (xjnmk )k∈N is either constant
or strictly increasing. 
Proposition 4.7. Let H be as in the General Assumptions and a ∈H . Furthermore, assume
that H is locally tame. Then there exists a bound B ∈ N and rational numbers κ± ∈ Q0
such that |max L(an)− κ+n| B and |min L(an)− κ−n| B for all n ∈ N. In particular,
lim
n→∞
max L(an)
n
= κ+ and lim
n→∞
min L(an)
n
= κ−.
Proof. Let the notation be as in the General Assumptions, and let a ∈ H . For all n  1
we choose factorizations z+(n), z−(n) ∈ Zsp(an) (cf. Definition 4.4) with |z+(n)| =
∂+0 L(an) = max L(an) and |z−(n)| = ∂−0 L(an) = min L(an). We can write z±(n) =
u±(n)v±(n) for all n 1, where
u±(n)=
∏
q∈A
qvq (z
±(n)) and v±(n)=
∏
q∈A(H)−A
qvq (z
±(n)).
By Lemma 4.6 there exist sequences (n±k )k∈N having the following properties:
• n±k+1 > n±k for all k  1.
• For all q ∈ A, the sequences vq(u±(n±k )) are either constant or strictly increasing se-
quences of natural numbers.
• The sequences Θ(v±(n±k )) are constant.
• For all p ∈ P − E, the sequences vp(R(v±(n±k ))) are either constant or strictly in-
creasing sequences of natural numbers.
Let k0  2 be arbitrary and define N± = n±k0+1 − n±k0 ∈ N. Set
U± = u±(n±k0+1
)
u±
(
n±k0
)−1 ∈ NA0 and V ± =R(v±(n±k0+1
))
R
(
v±
(
n±k0
))−1 ∈ F.
Furthermore, set
W± = u±(n± ) ∈ NA and X± =Θ(v±(n± ))R(v±(n± )) ∈ F.k0 0 k0 k0
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g±(n)= (U±)n(V ±)nW±X±
for n 1. If we regard g±(n) as an element of F , then an easy calculation yields
g±(n)= anN±+n±k0 .
By construction, X± ∈ H , and X± has a factorization with length |v±(n±k0)|. By
Lemma 4.2, (V ±)nX± ∈ H for all n, and (V ±)nX± also has a factorization with length
|v±(n±k0)|. Hence g±(n) has a factorization in H with length n|U±| + |W±| + |v±(n±k0)|.
Our goal is to prove the following assertions:
(i) The sets
{∣∣∂±0 L(bc)− ∂±0 L(b)∣∣ | b ∈H}⊆ N0
are bounded for any c ∈H .
(ii) The sets
{
∂±0 L
(
g±(n)
)− n∣∣U±∣∣ | n 1}⊆ Z
are bounded.
Assertion (i) follows from [15, Lemma 4.9]. Suppose that assertion (ii) holds. Let k  1,
and let γ±, δ± ∈ N0 with k = γ±N± + δ± and δ± < N±. Then we obtain, using (i) and
(ii), the four inequalities
∣∣∂±0 L(ak)− ∂±0 L(aγ±N±an
±
k0
)∣∣ B±1
and
∣∣∂±0 L(aγ±N±an
±
k0
)− γ±∣∣U±∣∣∣∣ B±2 ,
where B±1 and B
±
2 are suitable constants (which are independent from k). From these
inequalities the assertion of the proposition immediately follows.
Hence it is enough to prove assertion (ii). We define
D± = ∣∣W±∣∣+ ∣∣v±(n±k0
)∣∣+ α
(see the General Assumptions for the definition of α). We will prove that
∣∣∂±L(g±(n))− n∣∣U±∣∣∣∣D± (1)0
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of the proof we suppose that an expression like A± = B± means A+ = B+ or A− = B−.
Let ξ± ∈ ZH (g±(n˜)) with |ξ±| = ∂±0 L(g±(n˜)). Then
∣∣ξ+∣∣− n˜∣∣U+∣∣>D+ or n˜∣∣U−∣∣− ∣∣ξ−∣∣>D−. (2)
If ||ξ−| − n˜|U−|| >D−, then the second inequality in (2) holds because |ξ−| − n˜|U−|
|W−| + |v−(n−k0)|D−. The next step is to choose k  1 such that
• k  k0,
• u±(n±k )u±(n±k0)−1  (U±)n˜ (with respect to the natural partial order of NA0 ),
• R(v±(n±k ))R(v±(n±k0))−1  (V ±)n˜ (again with respect to the natural partial order
of Ns0).
An easy computation yields
an
±
k = u±(n±k )v±(n±k )=A±B±W±X±,
where A± = u±(n±k )u±(n±k0)−1 and B± =R(v±(n±k ))R(v±(n±k0))−1.
Now we write
A±B±W±X± = (A±(U±)−n˜)((U±)n˜(V ±)n˜W±X±)(B±(V ±)−n˜).
From our choice of k it follows that A±(U±)−n˜ ∈ NA0 and B±(V ±)−n˜ ∈ {g ∈ F(P) |
p  g for all p ∈ E}. Using (3) in the definition of the (PT)-property and taking g±(n˜) =
(U±)n˜(V ±)n˜W±X± into account, we infer that an
+
k has a factorization whose length is at
least
∣∣A+∣∣− n˜∣∣U+∣∣+ ∣∣ξ+∣∣− α.
Similarly, an
−
k has a factorization whose length is at most
∣∣A−∣∣− n˜∣∣U−∣∣+ ∣∣ξ−∣∣+ α.
Using the first inequality in (2), we obtain
∣∣A+∣∣− n˜∣∣U+∣∣+ ∣∣ξ+∣∣− α > ∣∣A+∣∣− n˜∣∣U+∣∣+D+ + n˜∣∣U+∣∣− α
= ∣∣u+(n+k )∣∣− ∣∣W+∣∣+ ∣∣W+∣∣+ ∣∣v+(n+k0
)∣∣+ α − α
= ∣∣u+(n+k )∣∣+ ∣∣v+(n+k0
)∣∣
= ∣∣u+(n+k )∣∣+ ∣∣v+(n+k )∣∣
= ∂+L(an+k )= max L(an+k ).0
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∣∣A−∣∣− n˜∣∣U−∣∣+ ∣∣ξ−∣∣+ α < ∂−0 L(an−k )= min L(an−k ),
which is a contradiction, too. 
The following corollary is an almost immediate consequence of Proposition 4.7.
Corollary 4.8. Let H , a and κ± be as in Proposition 4.7, and let t ∈ N0 and b ∈ H .
Furthermore, suppose that the set of differences Δ(H) is finite. Then there exists a bound
C ∈ N such that |∂±t L(ban)− κ±n| C for all n ∈ N0. In particular,
lim
n→∞
∂±t L(ban)
n
= κ±.
Proof. By [15, Lemma 4.9], there exists K ∈ N such that |∂±0 L(ban) − ∂±0 L(an)|  K
for all n ∈ N0. Clearly, |∂±0 L(ban) − ∂±t L(ban)| t maxΔ(H) for all n 0. By Proposi-
tion 4.7 there exists a bound B ∈ N such that |∂±0 L(an) − κ±n|  B for all n ∈ N0. We
set C = K + B + t maxΔ(H) and infer that |∂±t L(ban) − κ±n| C. This completes the
proof. 
With Corollary 4.8 at our disposal we are able to show the pivotal proposition of this
paper.
Proposition 4.9. Let H be as in the General Assumptions. Assume furthermore that H
is locally tame, and that Δ(H) is finite. Let a ∈ H . Then there exists N = N(a) ∈ N such
that for all b ∈H and λ ∈ N0 there exists a bound B = B(a, b,λ) ∈ N having the following
property: If n,m ∈ NB with n≡m mod N , then
∂±0 L
(
ban
)∓ λ ∈ L(ban)⇒ ∂±0 L(ban)∓ λ− κ±(n−m) ∈ L(bam),
where κ± = limn→∞ ∂±0 L(an)/n.
Proof. Let F , A, Θ , R, α, P = {p1, . . . , ps} and E ⊆ P be as in the General Assumptions,
and suppose that a, b and λ are as in the assumptions of the proposition. Without loss of
generality we may assume that a is a nonunit of H . We proceed in a series of steps.
I. Assume without restriction that P − E = {p1, . . . , pt } (note that this set may be
empty). We define a map
Φ : Zsp(H)→ NA0 × Nt0 ×
[
0,2s
]A
as follows: If z ∈ Zsp(H), we write z = vw with v ∈F(A) and w ∈F(A(H)− A), and we
put Φ(z)= (v,R(w),Θ(w)).
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define a homomorphism
Π :NA0 × Nt0 ×
[
0,2s
]A → F
by
Π(σ )=
∏
q∈A
q(σ 1)q ·
t∏
i=1
p
(σ 2)i
i ·
∏
q∈A
q(σ 3)q .
For all β ∈ [0,2s]A and n ∈ N we define the (possibly empty) sets
M±βn,λ (a, b)=
{
Φ(z) | z ∈ Zsp(ban), |z| = ∂±0 L(ban)∓ λ, and π3(Φ(z))= β}.
We put
M±βλ (a, b)=
⋃
n∈N
M±βn,λ (a, b).
Let Min(M±βλ (a, b)) denote the set of minimal points ofM±βλ (a, b). We note that it may
happen that the sets M±βλ (a, b) are empty. The following considerations, however, are
only relevant if M±βλ (a, b) = ∅. Hence we assume this in II, III and IV.
II. By Dickson’s Theorem, the set Min(M±βλ (a, b)) is finite. Furthermore, for each
ω± ∈ M±βλ (a, b) there exists ω±min ∈ Min(M±βλ (a, b)) with ω±min  ω±. For all β ∈
[0,2s]A we define the sets
R±βλ (a, b)=
{
ω± − ω±min
∣∣ ω± ∈M±βλ (a, b), ω±min ∈ Min(M±βλ (a, b))
with ω±min  ω
±}.
Note that if χ ∈R±βλ (a, b), then π3(χ)= 0. Thus R±βλ (a, b)⊆ NA0 × Nt0. We define
K=K(a)= {χ ∈ NA0 × Nt0 | there exists m ∈ N such that Π(χ)= am}.
Then K = ∅, and it is easy to see that R±βλ (a, b)⊆K ∪ {0}.
III. Let Min(K) denote the set of the minimal points of K. Again, by Dickson’s Theo-
rem, Min(K) is finite. Since for each χ ∈K there exists θ ∈ Min(K) with θ  χ , and since
χ − θ is contained in K ∪ {0}, we can write χ as a sum
χ =
∑
γθ θ ,θ∈Min(K)
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θ ∈ Min(K), a unique integer nθ ∈ N such that
Π(θ)= anθ .
We set
N =N(a)= lcm{nθ | θ ∈ Min(K)} and τθ = N
nθ
for each θ ∈ Min(K). (3)
IV.
Claim. There exist S± = S±(a, b,λ,β) ∈ N0 such that the following holds: If χ± ∈
R±βλ (a, b), written as a sum χ± =
∑
θ∈Min(K) γ
±
θ θ , then
|π1(θ)|
nθ
= κ±
for each θ ∈ Min(K) with γ±θ  S±.
Proof. To prove the claim, we first show that κ−  |π1(θ)|/nθ  κ+ for any θ ∈ Min(K).
We verify in detail the inequality |π1(θ)|/nθ  κ+. The proof of the second inequality
follows analogous patterns.
Let θ ∈ Min(K), and assume to the contrary that |π1(θ)|/nθ > κ+. Put
δ = |π1(θ)|
nθ
− κ+ ∈ Q>0.
Let m ∈ N be arbitrary, and consider the element (anθ )m = Π(θ)m. Then, by the (PT)-
property, there exists a factorization z ∈ ZH (amnθ ) with |z|  m|π1(θ)| − α. Hence
max L(amnθ )m|π1(θ)|−α, and consequently max L(anθm)/(mnθ ) κ+ + δ−α/(mnθ )
for all m 1. But this yields the contradiction κ+  κ+ + δ if m tends to infinity.
Let now χ± =∑θ∈Min(K) γ±θ θ ∈R±βλ (a, b), and suppose that χ± = ω± − ω±min with
ω± ∈M±βλ (a, b) and ω±min ∈ Min(M±βλ (a, b)) satisfying ω±min  ω±. Of course, we may
suppose that |π1(θ)|/nθ = κ± for some θ ∈ Min(K). Hence we can define
δ± = min({∣∣κ± − ∣∣π1(θ)∣∣/nθ ∣∣ | θ ∈ Min(K)}− {0})> 0.
Let
L± = κ± · max{n ∈ N | there exists σ ∈ Min(M±βλ (a, b)) such that Π(σ )= ban}
and
Q± = max{∣∣π1(σ )∣∣ | σ ∈ Min(M±β(a, b))} ∈ N0.λ
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S± = S±(a, b,λ,β)=
⌈
C + 2s |A| + λ+L± +Q±
δ± · min{nθ | θ ∈ Min(K)}
⌉
+ 1, (4)
where C is the constant from Corollary 4.8 with t = 0. We show that S± has the required
properties. Let m,m0 ∈ N be the uniquely determined integers with Π(ω±) = bam and
Π(ω±min)= bam0 . From the definition of the set M±βm,λ(a, b) it follows that
∂±0 L
(
bam
)∓ λ= ∣∣π1(ω±)∣∣+ ∣∣π3(ω±)∣∣= ∣∣π1(ω±)∣∣+ |β|.
From Corollary 4.8 it follows that
∣∣∣∣π1(ω±)∣∣− κ±m∣∣ C + |β| + λ. (5)
Suppose that χ± =∑θ∈Min(K) γ±θ θ . Then we have
∑
θ∈Min(K)
nθγ
±
θ =m−m0
and
∣∣π1(ω±)∣∣= ∑
θ∈Min(K)
γ±θ
∣∣π1(θ)∣∣+ ∣∣π1(ω±min)∣∣.
Suppose now that θ˜ ∈ Min(K) with γ±
θ˜
 S± but |π1(θ˜)|/nθ˜ = κ±. Then
∣∣π1(ω±)∣∣= κ± ∑
θ∈Min(K)
nθγ
±
θ +
∑
θ∈Min(K)
nθγ
±
θ
(∣∣π1(θ)∣∣/nθ − κ±)+ ∣∣π1(ω±min)∣∣
= κ±(m−m0)+ nθ˜γ±θ˜
(∣∣π1(θ˜)∣∣/nθ˜ − κ±)
+
∑
θ∈Min(K)−{θ˜}
nθγ
±
θ
(∣∣π1(θ)∣∣/nθ − κ±)+ ∣∣π1(ω±min)∣∣. (6)
Taking γ±
θ˜
 S± and π1(θ˜)/nθ˜ = κ± into account and using (6), we infer that
0 <±κ±m0 + nθ˜S±δ± ∓
∣∣π1(ω±min)∣∣
±κ±m0 + nθ˜γ±θ˜
(∓∣∣π1(θ˜)∣∣/nθ˜ ± κ±)∓
∣∣π1(ω±min)∣∣
±κ±m0 + nθ˜γ±θ˜
(∓∣∣π1(θ˜)∣∣/nθ˜ ± κ±)
+
∑
θ∈Min(K)−{θ˜}
nθγ
±
θ
(∓∣∣π1(θ)∣∣/nθ ± κ±)∓ ∣∣π1(ω±min)∣∣
= ±κ±m∓ ∣∣π1(ω±)∣∣.
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±κ±m0 + nθ˜S±δ± ∓
∣∣π1(ω±min)∣∣ ∣∣κ±m− ∣∣π1(ω±)∣∣∣∣ C + |β| + λ C + 2s |A| + λ.
But this yields a contradiction if we plug in (4). This completes the proof of the claim. 
V. Let S be the maximum of the union of the two sets
{
S+(a, b, ξ,β) | β ∈ [0,2s]A, ξ ∈ {0, λ} such thatM+ βξ (a, b) = ∅}
and
{
S−(a, b, ξ,β) | β ∈ [0,2s]A, ξ ∈ {0, λ} such thatM− βξ (a, b) = ∅},
and let B = B(a, b,λ) ∈ N be a constant having the following properties:
(a) B is divisible by αN , and B  |Min(K)|N(α + S) + max{N+,N−}. Here N± de-
notes the largest power u± such that bau± is contained in
{
Π
(
ω±
) | β ∈ [0,2s]A, ξ ∈ {0, λ}, ω± ∈ Min(M±βξ (a, b))}.
(b) Suppose k ∈ [B − αN + 1,B] and ξ ∈ {0, λ}. If there exists β ∈ [0,2s]A such that
M±βk,ξ (a, b) is nonempty, then the following holds: If ω± ∈ M±βk,ξ (a, b), ω±min ∈
Min(M±βξ (a, b)) with ω±min  ω± and
ω± − ω±min =
∑
θ∈Min(K)
γ±θ θ ,
then there exists at least one θ ∈ Min(K) for which γ±θ  S.
Let n B and ξ ∈ {0, λ}. Define l = max{n− jαN | j ∈ N0, n− jαN  B} (note that l
only depends on the congruence class of n modulo αN ). Our goal is to show that
∂±0 L
(
ban
)∓ ξ ∈ L(ban)⇒ ∂±0 L(ban)∓ ξ − κ±(n− l) ∈ L(bal) (†)
and
∂±0 L
(
bal
)∓ ξ ∈ L(bal)⇒ ∂±0 L(bal)∓ ξ + κ±(n− l) ∈ L(ban). (††)
Suppose we have shown the implications (†) and (††). If ξ = 0, then it is easy to see that
(†) and (††) imply
∂±L
(
ban
)= κ±(n− l)+ ∂±L(bal). (7)0 0
A. Foroutan, W. Hassler / Journal of Algebra 304 (2006) 755–781 775Let now m  B with n ≡ m mod N , and suppose that ∂±0 L(ban) ∓ λ ∈ L(ban). Then (7)
and (†) with ξ = λ imply ∂±0 L(bal)∓ λ ∈ L(bal), and (††) with ξ = λ implies
∂±0 L
(
bal
)∓ λ+ κ±(m− l) ∈ L(bam).
Using (7) again, we obtain
∂±0 L
(
ban
)∓ λ+ κ±(m− n)= ∂±0 L(bal)∓ λ+ κ±(m− l) ∈ L(bam),
and the proposition is proved.
Hence it remains to prove (†) and (††). We first prove (†). Let n  B and ξ ∈ {0, λ}
such that ∂±0 L(ban) ∓ ξ ∈ L(ban). Then there exists β ∈ [0,2s]A such that M±βn,ξ (a, b)
is nonempty. Let ω± ∈M±βn,ξ (a, b) and ω±min ∈ Min(M±βξ (a, b)) with ω±  ω±min. Put
χ± = ω± − ω±min. Then χ± can be written as a sum
χ± =
∑
θ∈Min(K)
γ±θ θ,
where γ±θ  0 for all θ ∈ Min(K). Suppose that Π(ω±min) = ban0 , and let J± ⊆ Min(K)
be the set of elements of Min(K) for which γ±θ  S. For each θ ∈ J± we can write γ±θ in
the form
γ±θ = δ±θ ατθ + ε±θ , (8)
where δ±θ  0 and ε
±
θ  0 (for the definition of τθ cf. (3)). (We note that at the moment we
do not require the ε±θ to be contained in the interval [0, ατθ − 1].) Put
ρ± =
∑
θ∈J±
ε±θ θ +
∑
θ∈Min(K)−J±
γ±θ θ + ω±min ∈ NA0 × Nt0 ×
[
0,2s
]A
.
Then π3(ρ±)= β and Π(ρ±)= bal∗ , where
l∗ = n−Nα
∑
θ∈J±
δ±θ =
∑
θ∈J±
ε±θ nθ +
∑
θ∈Min(K)−J±
γ±θ nθ + n0.
The smallest possible ε±θ we can take in (8) lie in the interval [0, ατθ − 1]. Hence the
smallest possible l∗ we can get is smaller or equal than |J±|αN + |Min(K)|SN + n0 
|Min(K)|N(α + S) + max{N+,N−} B . Hence, by choosing δ±θ in a suitable way, we
can achieve that l∗ = l. From the definition of ρ± it then follows that bal has a factorization
into
776 A. Foroutan, W. Hassler / Journal of Algebra 304 (2006) 755–781∣∣π1(ρ±)∣∣+ |β| = ∣∣π1(ω±)∣∣+ ∣∣π3(ω±)∣∣− α ∑
θ∈J±
δ±θ τθ
∣∣π1(θ)∣∣
= ∂±0 L
(
ban
)∓ ξ − α ∑
θ∈J±
δ±θ τθκ
±nθ
= ∂±0 L
(
ban
)∓ ξ − κ±Nα ∑
θ∈J±
δ±θ
= ∂±0 L
(
ban
)∓ ξ − κ±(n− l) (9)
irreducible elements of H . We note that the second equality in (9) holds because of the
claim we proved earlier.
To prove implication (††) suppose that ∂±0 L(bal) ∓ ξ ∈ L(bal). Let β ∈ [0,2s]A such
that M±βl,ξ (a, b) is nonempty. Let ω± ∈M±βl,ξ (a, b) and ω±min ∈ Min(M±βξ (a, b)) with
ω±  ω±min, and put χ± = ω± − ω±min. Then χ± can be written as a sum
χ± =
∑
θ∈Min(K)
γ±θ θ ,
where γ±θ  0 for all θ ∈ Min(K). By the choice of B and since l ∈ [B−αN +1,B], there
exists θ ∈ Min(K) such that γ±θ  S. Then, since αN | (n − l), the element ω± + ((n −
l)τθ/N)θ gives rise to a factorization of ban with length
∂±0 L
(
bal
)∓ ξ + ((n− l)τθ/N)∣∣π1(θ)∣∣= ∂±0 L(bal)∓ ξ + κ±(n− l).
Here we again used the fact that |π1(θ)|/nθ = κ±. 
Proposition 4.10 (Main Proposition). Let H be as in the General Assumptions. As-
sume further that H is locally tame, and that Δ(H) is finite. Let a ∈ H , and set κ± =
limn→∞ ∂±0 L(an)/n. Then there exists N =N(a) ∈ N such that the following holds:
(1) If b ∈H and t ∈ N0, then there exists a constant B = B(a, b, t) ∈ N such that
∂±t L
(
ban
)= κ±(n−m)+ ∂±t L(bam)
for all n,m ∈ NB with n≡m mod N .
(2) Assume that there exists M ∈ N0 such that every set of lengths of H is an AAMP
bounded by M with difference d ∈Δ(H) (cf. Theorem 2.12). Put M∗ = max(Δ(H)∪
{M}), and let b ∈ H . Then there exists B = B(a, b,M) ∈ N such that for all n,m ∈
NB with n≡m mod N the sets L(bam) and L(ban) are M∗-similar.
Proof. Without loss of generality we may assume that Δ(H) = ∅. Let a ∈H , and let N =
N(a) be the bound from Proposition 4.9. Let b ∈ H and t ∈ N0. Then, by Proposition 4.9,
there exists a constant B ∈ N such that
∂±L
(
ban
)∓ λ ∈ L(ban)⇒ ∂±L(ban)∓ λ− κ±(n−m) ∈ L(bam) (10)0 0
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(10) yields ∂±0 L(ban) − κ±(m − n) ∈ L(bam). By interchanging n and m, we see that
∂±0 L(bam)− κ±(n−m) ∈ L(ban). From this it follows by an easy argument that
∂±0 L
(
ban
)= ∂±0 L(bam)+ κ±(n−m) (11)
for all n,m ∈ NB with n ≡ m mod N . Suppose now that λ ∈ [0, t · maxΔ(H)] such
that ∂±0 L(ban) ∓ λ ∈ L(ban). Then we infer from (10) and (11) that ∂±0 L(bam) ∓ λ =
∂±0 L(ban)∓ λ− κ±(n−m) ∈ L(bam). Since we can interchange n and m, we see that
∂±0 L
(
ban
)∓ λ ∈ L(ban)⇔ ∂±0 L(bam)∓ λ ∈ L(bam) (12)
for all λ ∈ [0, t · maxΔ(H)] and all n,m ∈ NB with n ≡ m mod N . Together with (11)
we now see that (12) implies assertion (1) of the proposition.
To prove assertion (2), let M∗ be as in the assumptions. This time we choose t ∈ N0
large enough such that t · maxΔ(H)K , where K = 8M∗ + (M∗)2. Then (11) and (12)
imply
(−min L(bam)+ L(bam))∩ [0,K] = (−min L(ban)+ L(ban))∩ [0,K]
and
(−max L(bam)+ L(bam))∩ [−K,0] = (−max L(ban)+ L(ban))∩ [−K,0]
for all n,m ∈ NB with n≡m mod N . This completes the proof. 
5. Examples
In this section we study two examples of C-monoids H for which there exist elements
a ∈H such that the boundaries of L(an) show a nontrivial periodic behavior.
Example 5.1. (Cf. [7, p. 350].) Let G = Z/8Z, G0 = {1¯ = 1 + 8Z, 5¯ = 5 + 8Z}, and let
H = B(G0) be the Block monoid of G0. Then
U1 = 1¯8, U2 = 5¯8, U3 = 5¯31¯ and U4 = 5¯ 1¯3
are the irreducible elements of H . Since U1U3 = U34 it follows that minΔ(H) = 1. Set
a =U3, and let n 2. Then [7, Corollary 5.2] implies that L(an) is an AAMP (bounded by
some M ∈ N0) with difference d = 1. We claim that if n ≡ 1 mod 8, then min L(an)+ 1 ∈
L(an). If, on the other hand, n≡ 0 mod 8, then min L(an)+ 1 /∈ L(an).
To see this we first determine min L(an). For, suppose
U
k1 · . . . ·Uk4 (13)1 4
778 A. Foroutan, W. Hassler / Journal of Algebra 304 (2006) 755–781is a factorization of an with length l = k1 + · · · + k4. By counting the elements 1¯ and 5¯ in
the blocks, we obtain the two equations
n= 8k1 + k3 + 3k4 and 3n= 8k2 + 3k3 + k4.
By adding them, we see that n = l + k1 + k2. Since 8k1  n and 8k2  3n, we obtain
l  n/2. If n ≡ 0 mod 8, then Un/81 U3n/82 is a factorization of an with length n/2. Thus
min L(an) = n/2 in this case. If n ≡ 1 mod 8, then U(n−1)/81 U(3n−3)/82 U3 is a factorization
of an with length (n+ 1)/2. Therefore we see that min L(an)= (n+ 1)/2.
Suppose now that n > 1 and n≡ 1 mod 8. Then U(n−9)/81 U(3n−3)/82 U34 is a factorization
of an with length min L(an)+ 1.
If n≡ 0 mod 8, then the existence of a factorization (13) with length l = min L(an)+ 1
would imply that 1 =∑4i=1 ki − n/2 = (k3 + k4)/2. But since k3 + 3k4 ≡ 0 mod 8, this
equation cannot be satisfied.
The next example we look at is a finitely primary monoid [10, Definition 2.9.1] which
is a (nonfinitely generated) C-monoid. In the following, we always use additive notation.
Example 5.2. Let H0 be the additive submonoid of N20 generated by the set
A= {(2,2), (2,4), (3,4), (4,1), (7,7)}.
Let α  8, and define H = H0 ∪ (Nα)2 ⊆ N20. Then H is a finitely primary monoid with
rank 2 and exponent α. Furthermore, H is a C0-monoid defined in N20. Let a = (7,7). We
claim that the following conditions hold for all sufficiently large n ∈ N:
(1) If 2 | n, then max L(an)− 1 /∈ L(an).
(2) If 2  n, then max L(an)− 1 ∈ L(an).
To show that H is a finitely primary monoid with rank 2 and exponent α, we first note
that H is closed under addition and contains the zero element of N20. Further, we see easily
that if a ∈H and the first or the second coordinate of a is zero, then a must be zero. Since
(Nα)2 is contained in H , it follows from the very definition [10, Definition 2.9.1] that
H is finitely primary with rank 2 and exponent α. To see that H is a C0-monoid defined
in N20 let a = (a1, a2) ∈ H , and suppose that ai  7α for some i ∈ {1,2}. We claim that
a ∈ (Nα)2. Assume a ∈H0. Then, since ai  7α, a must be a sum
a =
∑
q∈A
nqq
with
∑
q∈A nq  α. Therefore a ∈ (Nα)2. In particular this shows that a + (1,0) and
a+ (0,1) both lie in H . Hence it follows from [10, Corollary 2.9.8] that H is a C0-monoid
defined in N2.0
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(u1, u2) ∈A, and suppose v ∈H such that v|Hu. Then both v and u− v must be contained
in H0. Hence, in order to prove that u is an irreducible element of H , it suffices to prove
that u is an irreducible element of H0. We show in detail that u = (7,7) ∈ A(H0). It is
straightforward to see that the remaining elements of A are irreducible. To prove that u =
(7,7) is an atom it is enough to show that u is not contained in the monoid generated by
A− {u}. Suppose to the contrary that there exist t1, . . . , t4 ∈ N0 such that
(7,7)= t1(2,2)+ t2(2,4)+ t3(3,4)+ t4(4,1).
From this we obtain
2t1 + 2t2 + 3t3 + 4t4 = 7 (14)
and
2t1 + 4t2 + 4t3 + t4 = 7. (15)
If we subtract (14) from (15), we see that 2t2 = 3t4 − t3. This yields 2t1 + 2t3 + 7t4 = 7
if it is combined with (14). Thus it follows that t1 = t3 = 0 and t4 = 1. Consequently, we
obtain 2t2 = 3t4 − t3 = 3. But this is a contradiction since t2 must be an integer.
Next we show that A(H) − A ⊆ (Nα)2. Suppose q ∈ A(H) − A. Then q /∈ H0 since
any element of H0 − (A ∪ {(0,0)}) is reducible in H0 and hence reducible in H . But then
q ∈ (Nα)2, as asserted.
Let nmax{α,9}. Then (n,n) ∈H . Suppose that
ξ = t1(2,2)+ t2(2,4)+ t3(3,4)+ t4(4,1)+ t5(7,7)+ σ (16)
is a factorization of (n,n) with length l, where σ = ∑q∈A(H)−A nqq ∈ Z(H). Put r =
(r1, r2) = π(σ) ∈ N20. Note that, since A(H) − A ⊆ (Nα)2, we have ri  α|σ | for each
i ∈ {1,2}. By looking at the first and second coordinate of (16), we obtain
2t1 + 2t2 + 3t3 + 4t4 + 7t5 + r1 = n (17)
and
2t1 + 4t2 + 4t3 + t4 + 7t5 + r2 = n. (18)
Since |ξ | = l, we furthermore have
t1 + t2 + t3 + t4 + t5 + |σ | = l. (19)
If we plug in (19) into (17) and (18), respectively, we obtain
2
(
l − t2 − t3 − t4 − t5 − |σ |
)+ 2t2 + 3t3 + 4t4 + 7t5 + r1
= 2l + t3 + 2t4 + 5t5 − 2|σ | + r1 = n
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2l + 2t2 + 2t3 − t4 + 5t5 − 2|σ | + r2 = n.
Hence
t3 + 2t4 + 5t5 +
(
r1 − 2|σ |
)= n− 2l (20)
and
2t2 + 2t3 − t4 + 5t5 +
(
r2 − 2|σ |
)= n− 2l. (21)
In order to prove assertion (1), suppose that n is even. We claim that max L((n,n)) = n/2.
We have (n,n) = n2 (2,2), whence n/2 ∈ L((n,n)). Suppose there exists a factorization ξ
of (n,n) with length l > n/2. Then it follows from (20) and the fact that ri  α|σ | that
0 t3 + 2t4 + 5t5 + (r1 − 2|σ |)= n− 2l < 0. This is a contradiction.
Next we show that n/2 − 1 /∈ L((n,n)) (still assuming that n is even). Suppose to the
contrary that (n,n) has a factorization ξ with length l = n/2−1. Then (20) yields t3 +2t4 +
5t5 +r1 −2|σ | = 2. Since r1 −2|σ | (α−2)|σ | 6|σ |, it follows that |σ | must be 0. Thus
π(σ)= (r1, r2)= (0,0), and we are left with the equation t3 + 2t4 + 5t5 = 2. Hence t5 = 0,
and (t3, t4) ∈ {(2,0), (0,1)}. Taking (21) into account, we see that the equation 2t2 + 2t3 −
t4 = 2 must be satisfied. If t3 = 2 and t4 = 0, we obtain 2t2 = −2, a contradiction. If t3 = 0
and t4 = 1, it follows that 2t2 = 1. But this is a contradiction, too.
To prove assertion (2), assume now that n is odd. We claim that max L((n,n)) =
(n− 3)/2 in this case. The factorization
(n,n)= n− 9
2
(2,2)+ (4,1)+ (3,4)+ (2,4)
has length (n− 3)/2, whence (n− 3)/2 ∈ L((n,n)). Furthermore, we have the factorization
(n,n)= (7,7)+ n− 7
2
(2,2)
whose length is (n−5)/2 = (n−3)/2−1. Hence, in order to complete the proof, it remains
to show that there is no factorization ξ of (n,n) with length l > (n−3)/2. Suppose by way
of contradiction that ξ is such a factorization. Since n is odd, Eq. (20) implies
t3 + 2t4 + 5t5 + r1 − 2|σ | = n− 2l =:m ∈ {k ∈ Z | k  1, 2  k}. (22)
As before it follows that |σ | = 0, r1 = r2 = 0, and t5 = 0. Furthermore, we see that t4 = 0.
If m = 1, we immediately get a contradiction since the left-hand side of (22) is nonnegative.
If m= 1, it follows that t3 = 1. From (21) we get 2t2 + 2t3 = 2t2 + 2 = 1. Hence 2t2 = −1,
a contradiction.
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