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Abstract—This paper describes a scene invariant crowd count-
ing algorithm that uses local features to monitor crowd size.
Unlike previous algorithms that require each camera to be
trained separately, the proposed method uses camera calibration
to scale between viewpoints, allowing a system to be trained and
tested on different scenes. A pre-trained system could therefore
be used as a turn-key solution for crowd counting across a
wide range of environments. The use of local features allows
the proposed algorithm to calculate local occupancy statistics,
and Gaussian process regression is used to scale to conditions
which are unseen in the training data, also providing confidence
intervals for the crowd size estimate. A new crowd counting
database is introduced to the computer vision community to
enable a wider evaluation over multiple scenes, and the proposed
algorithm is tested on seven datasets to demonstrate scene
invariance and high accuracy. To the authors’ knowledge this
is the first system of its kind due to its ability to scale between
different scenes and viewpoints.
I. INTRODUCTION
Estimating the number of people in a scene is a central task
in crowd surveillance. Researchers have turned to computer
vision based technologies to collect this data automatically
from closed circuit television footage. Current approaches to
this problem generally employ supervised machine learning
techniques to map between the image feature space and the
crowd size estimate. Regression is performed at either the
holistic level of an image [1], [2], [3] or at a local scale [4],
[5], [6].
Holistic image features include textural statistics [7],
Minkowski fractal dimension [8] and translation invariant
orthonormal Chebyshev moments [9]. Holistic features such
as these are sensitive to external changes, and for outdoor
environments the natural fluctuations in lighting between
morning and afternoon have been shown to reduce system
performance [9]. A number of algorithms use background
modeling techniques [10], [11] in order to identify pedestrians
in the foreground. Davies [1] modeled the relationship between
foreground pixels and crowd size using linear regression, and
subsequent approaches have attempted to deal with perspective
and occlusion. Paragios [12] introduced the use of a density
estimator to account for perspective and Ma [13] computed a
density map weighting each pixel by the area it represented
on the ground plane.
Kong [2] proposed the use of histogram based features to
capture the various levels of occlusion present in a scene.
Foreground ‘blob’ segments were aggregated into size-based
histograms, and an edge orientation histogram was constructed
based on the gradient directions. A unique segmentation
(a) PETS 2009, View 1. Groups
of size {15, 11, 1, 5} are detected.
(b) PETS 2009, View 2. Groups
of size {2, 1, 3, 8} are detected.
(c) PETS 2006, View 3. Groups of size
{1, 4} are detected.
(d) PETS 2006, View 4.
Group sizes {1, 1, 2, 2}.
(e) QUT, Camera A.
Group sizes {2, 4, 2}.
(f) QUT, Camera B.
Group size 15.
(g) QUT, Camera C. Group
sizes {1, 1, 5}.
Fig. 1. Seven datasets were used to evaluate our crowd counting algo-
rithm. These screenshots depict the proposed algorithm operating within a
highlighted region-of-interest mask.
technique was used by Chan [14], [3] to identify foreground
motion in two directions, based on the mixture of dynamic
textures. A large number of holistic image features were
extracted including foreground area, perimeter pixel count,
edge orientation histogram and textural features. In total, 29
features were extracted and Gaussian Process regression was
used to predict the number of pedestrians walking in each
direction.
Local approaches to crowd counting utilise detectors or
features which are specific to individuals or groups of people
within an image. Lin [15] has proposed the use of head detec-
tion for crowd counting. The Haar wavelet transform (HWT)
is used in conjunction with the Support Vector Machine
(SVM) to classify head-like contours as human. Lempitsky
[6] proposed an object counting algorithm which sought to
estimate a density function of the pixels in an image, so that
integrating the density over any region would yield the number
of objects in that region. This is a localised approach in
which every pixel is represented by a feature vector containing
foreground and gradient information, and a linear model is
used to obtain the density at each pixel.
Kilambi [4] models a group of pedestrians as an elliptical
cylinder, assuming a constant spacing between people within
the group. However, as group size increases, the cylindrical
model may not necessarily hold up, as indicated by the obscure
blob shapes in Figure 1. Ryan [5], [16] proposed the use of
group-level annotation so that regression techniques could be
applied at a local scale, to each blob.
These approaches rely on scene-specific training data which
requires a system to be trained and tested on the same
viewpoint, using potentially hundreds [2] or thousands [3] of
annotated training frames. Even though large-scale CCTV net-
works are becoming increasingly common, automated crowd
counting is not widely deployed. One of the largest barriers to
full deployment of this technology is the requirement to train
each camera independently, which is both time-consuming and
expensive.
In this paper we propose a novel scene invariant approach
that uses local features to estimate the crowd size and its dis-
tribution across a scene. The algorithm uses camera calibration
to scale features between multiple viewpoints, by taking into
account relative object sizes as well as the camera angle. This
results in a scene invariant crowd counting system which may
be trained on one or more cameras and then deployed for
counting on another. In practice, a system which has been
pre-trained on numerous camera viewpoints can operate as a
turn-key solution for crowd counting across a wide range of
unseen environments. To our knowledge this is the first system
of this kind.
The remainder of the paper is structured as follows: Section
II presents the proposed algorithm, Section III introduces a
new crowd counting database with ground truth annotations,
Section IV presents experimental results on a variety of
datasets and Section V presents conclusions and directions for
future work.
II. SCENE INVARIANT CROWD COUNTING
In this section a novel crowd counting algorithm is presented
which utilises camera calibration to achieve scene invariance,
by scaling features appropriately between viewpoints and
taking camera angle into account. We extend the algorithm
proposed by Ryan [5], which identifies groups within a scene
and performs counting on each group, so that the total crowd
size is the sum of the group sizes.
Groups are detected using the foreground segmentation
technique described in [11], [17] followed by a connected
components algorithm to locate the blob segments in the
image. A feature vector is extracted from each group to
capture the levels of crowding present. In order to train the
system, ground truth annotation is performed on each blob
segment by identifying the number of people contained within
(a) Annotations on the PETS 2009 dataset [21], View 1.
(b) Annotations on the UCSD dataset [14].
Fig. 2. Pedestrian annotations are overlayed on the foreground to automati-
cally determine ground truth for each blob.
each segment, and a regression model is used to learn the
relationship between the feature vectors and group size.
Our approach differs from [5] by incorporating scene invari-
ance, using camera calibration to normalise features between
viewpoints (Section II-B). We also incorporate an additional
feature, the camera angle (Section II-C) and use Gaussian
Process regression to capture the complex relationship between
these features and group size.
A. Camera Calibration
The effects of perspective and camera distortion are taken
into account to normalise features across all viewpoints. A
number of camera calibration methods have been described
[18], [19], although the most popular of these is Tsai’s model
[18], which is frequently used on visual surveillance databases
such as PETS [20], [21]. Tsai’s model incorporates camera
position, rotation angle, focal length and radial lens distortion
parameters to map between the real-world coordinate system
(x, y, z) and the image plane coordinate system (i, j). In
addition to Tsai’s calibration model, a number of automated
procedures exist for estimating camera calibration based on
human or object tracking [22], [23], [24]. These approaches
could readily be incorporated into our proposed framework to
create a truly ‘turn-key’ crowd monitoring system. However,
as Tsai calibration parameters are already available for public
visual surveillance datasets, and the method is widely used
and well understood, we continue to use this model in our
experiments.
B. Scene Invariant Perspective Normalisation
A common approach to perspective normalisation is to
calculate a density map which assigns to each pixel a weight
to compensate for perspective [12], [13], [14]. Typically, a
reference pixel near the bottom of the image is assigned the
value 1.0 and all other pixels are weighted with respect to this
point.
The key to the proposed scene-invariant technique is to use
a reference object of a fixed size in real-world measurements.
Fig. 3. The angle from the camera to an object is calculated using real-world
coordinates.
A cylinder model is used to approximate the size of a human,
with radius r = 0.25 and height h = 1.7 metres. As depicted
in Figure 2(a), this cylinder may be projected into a scene
centered around any pixel (i, j). The area of this projected
shape in the image plane is denoted Si,j . This procedure is
used to generate a density map D which provides a weight to
each pixel inversely proportional to the projected area of an
object centered at that location: Di,j = S−1i,j . This calibrated
density map is advantageous because it is defined in terms
of real-world objects rather than an arbitrary reference pixel.
This approach can scale readily between different camera
angles and is inherently scene invariant. (It does not matter
that the cylinder model does not match a human size or
shape precisely, as its role is only to normalise features across
viewpoints.)
In addition to a density map, we also calculate an angle
map Θ, which approximates the angle between the camera
and an object with respect to the vertical. This is relatively
easy to calculate because Tsai’s calibration model estimates
the camera position in real world coordinates. For each pixel,
(i, j), the corresponding real-world coordinate (x, y, z = h2 )
is used to calculate angle Θi,j , as depicted in Figure 3.
C. Normalised Feature Extraction
A feature vector is extracted from each blob segment to
estimate the number of people in the group. This includes both
size and edge based features. We enumerate all of the blobs in
a scene’s region-of-interest using the subscript n, so that Bn
and Pn denote the set of pixels inside the nth blob, and on
its perimeter, respectively. The weighted area and perimeter
length of a blob are calculated using the density map D:
An =
∑
(i,j)∈Bn
D(i, j) Ln =
∑
(i,j)∈Pn
√
D(i, j) (1)
The square root of the density is used for perimeter because
this is a 1D feature, whereas area is 2D. These features directly
capture the size of the group, normalised for perspective.
Edges have been commonly used in previous crowd count-
ing systems. For example, Kong [2] introduced the use of
an edge angle histogram on a holistic scale, while Dalal
[25] introduced the histogram of oriented gradients (HOG)
for person detection. Our system utilises a similar feature,
based on the horizontal and vertical derivatives obtained by
convolution with the Sobel kernel. A gradient orientation
histogram En is constructed by allocating each pixel (i, j) to
one of H histogram channels, based on its gradient orientation,
∠G(i, j). The orientation bins are evenly divided over the
range 0◦ − 180◦, and a total of H = 6 bins are used. Each
pixel within the blob contributes a vote to a histogram bin,
weighted by the gradient magnitude |G(i, j)| and the density
map. If the value of the hth histogram bin is denoted En[h],
and the orientation angle for that bin is lower-bounded by θh:
En[h] =
∑
(i,j)∈Bn
{ √
D(i, j)× |G(i, j)| if θh ≤ ∠G(i, j) < θh+1
0 otherwise
(2)
A large complication in designing a scene invariant crowd
counting system is that the nature of occlusion varies as a
function of camera angle. Although the observation angle is
not a direct measurement of crowding, it does modulate how
the other features might be interpreted. Section II-E details
how Gaussian process regression can learn a complicated non-
parametric relationship such as this. The occlusion factor used
in our system is:
On = tan
(
Θin,jn
)
(3)
where (in, jn) denotes the centroid of blob n, and Θ is the
angle map described in Section II-B and Figure 3. This feature
is a measure of the area behind an object which is hidden
from view, and therefore represents the level of potential for
occlusion. The full feature vector for the nth blob is therefore:
xn = {An, Ln, En[1], . . . , En[H], On} (4)
This incorporates blob size, perimeter length, the edge
orientation histogram, and camera angle.
D. System Training
Training is performed on the local level by annotating each
blob. It is desirable for the ground truth to be annotated
independently of the processing stage, therefore we simply
identify the image coordinates of each person in the scene.
This process is referred to as ‘dotting’ by Lempitsky [6]
because it only requires the user to click once on the centre of
each object in the scene, thereby providing a ‘dot’ annotation.
The surrounding region of a person is then approximated
by the outline of a cylinder model (Figure 2). The blob
annotations are then performed automatically by the system,
by assigning the annotated pedestrians to their corresponding
foreground blobs.
The foreground detection result is denoted F , and the
region-of-interest mask is denoted M , such that their inter-
section B = F ∩ M contains the set of blobs {Bn}. Each
annotated person i has a surrounding region Ri approximated
by a cylinder model (Figure 2), from which we calculate the
‘quantity’ of person i within the scene’s region-of-interest:
Qi =
|M ∩Ri|
|Ri| (5)
Therefore the holistic ground truth is
∑
iQi. The contribu-
tion of person i to blob n is,
Cin =
|Ri ∩Bn|
|Ri ∩B| ×Qi (6)
so that the total number of people represented by blob n is
given by the sum of contributions from all pedestrians to that
blob:
fn =
∑
i
Cin (7)
Thus {fn} are the target counts for the blobs in the scene,
computed automatically from the simple ‘dot’ annotations. An
intuitive graphical depiction of this process is displayed in
Figure 2. Any errors in foreground segmentation are handled
elegantly with this approach, as small noisy blobs are assigned
an annotation of zero, and fragmented blobs are assigned
fractional counts in direct proportion to their size. There-
fore our approach makes no unrealistic assumptions about
the performance of the foreground segmentation algorithm,
recognising that errors do occur in practice, and assigning
ground truth accordingly.
E. Regression
We adopt Gaussian Process regression (GPR) because it
does not place any prior assumptions on the functional rela-
tionship between the features and the group size. The Gaussian
Process is defined as an infinite collection of random variables,
any finite subset of which have a joint Gaussian distribution
[26]. In regression problems N samples are observed from
a training set, consisting of feature vectors X = {xn}
and targets f = {fn}. These terms correspond to those in
Equations 4 and 7, however, in this case we use n to enumerate
all of the blobs observed in the entire training dataset, rather
than just one frame.
In GPR, these targets are imagined as a sample from some
multivariate Gaussian distribution:
f |X ∼ N (0,K) (8)
where the covariance matrix, K ∈ RN×N , is obtained
from the covariance function k(xn,xm), such that Knm =
k(xn,xm). A Gaussian process is fully specified by its co-
variance function. Given N∗ test inputs X∗ = {x∗n}, we wish
to obtain the predictive outputs f∗ = {f∗n}. In this case, X∗
refers to the feature vectors of the blobs present in an image
during testing.
In GPR, K∗ denotes the N×N∗ train-test covariance matrix
with K∗nm = k(xn,x
∗
m). Similarly, K
∗∗ denotes the N∗ ×
N∗ test set covariance with K∗∗nm = k(x
∗
n,x
∗
m). Prediction
using GPR is performed by conditioning the predictive outputs
on the training data, with the following posterior distribution
obtained for f∗:
f∗|f ,X,X∗ ∼ N (µ,Σ) (9)
µ = K∗TK−1f (10)
Σ = K∗∗ −K∗TK−1K∗ (11)
These are the standard equations for GPR (see [26]). This
method provides not only point estimates, µ, but also a matrix
Σ of covariances for the test outputs whose diagonal elements
σ2n = Σnn can be used to obtain pointwise error bars for the
estimates. For example, setting a 95% confidence interval, the
estimate for test sample n would be µn ± 1.96σn.
To obtain a holistic estimate across an image, these distri-
butions must be combined to get the total number of people
in the scene. By calculating the sum of N∗ Gaussian random
variables, an overall prediction and variance is obtained for
the scene:
µhol =
N∗∑
n=1
µn σ
2
hol =
N∗∑
n=1
σ2n (12)
The covariance function k(xn,xm) used in our system cap-
tures both short-range and long-range trends in the data, using
the squared exponential and dot product functions respectively
[26], with an additional noise term:
k(xn,xm) = σ
2
1 exp
(
|xn−xm|2
−2`2
)
+ σ22
(
1 + xTnxm
)
+ σ23δ(n,m)
(13)
The GPR is ‘trained’ by choosing the hyperparameters,
{σ1, `, σ2, σ3}, so as to maximise the likelihood of the ob-
served training data p(f |X). We refer the reader to [26] for
full details on GPR.
III. MULTI-CAMERA CROWD COUNTING DATASET
To supplement the existing public data sets, a new database
has been developed containing footage obtained from the au-
thors’ university campus. This database is referred to as ‘QUT’
and will be made freely available to the computer vision
community for experimentation.1 This database contains three
challenging viewpoints, which are referred to as Cameras A, B
and C (Figure 1). The sequences contain reflections, shadows
and difficult lighting fluctuations, which makes crowd counting
difficult. Furthermore, Camera C is positioned at a particularly
low camera angle, leading to stronger occlusion than is present
in other datasets.
Previous crowd counting datasets have been substantially
shorter in length than those included in this new database, con-
taining as few as 220-240 frames per sequence [21]. Although
these resources are extremely valuable for testing crowd
counting algorithms, they do not adequately capture the long-
term performance of a system over varying conditions, which
may lead to biased results. Therefore the QUT datasets are
annotated at more sparse intervals, and a system’s performance
is evaluated at these intervals over a longer period of time. This
closely resembles the intended real-world application of this
technology, where an operator may periodically ‘query’ the
system for a crowd count.
Finally, existing databases generally do not provide time to
learn the background model, which is a requirement for the
proper operation of many widely used multi-modal algorithms
[11], [10]. Due to the difficulty of the environmental conditions
in this database, the first 400-500 frames of each sequence is
set aside for learning the background model.
IV. RESULTS
We assess the performance of the proposed system using
seven calibrated datasets, including PETS 2009 [21], PETS
2006 [20], and QUT (Section III). These are shown in Figure
1 and summarised in Table I.
1Please contact david.ryan@qut.edu.au to obtain this database.
Data set # Frames # Annotated Max crowd
PETS 2009, View 1
(13-57, 13-59)
220 + 240 46 32
PETS 2009, View 2
(13-57, 13-59)
220 + 240 46 32
PETS 2006, View 3 (S1) 3000 120 5
PETS 2006, View 4 (S1) 3000 120 6
QUT, Camera A 10400 50 8
QUT, Camera B 5300 50 23
QUT, Camera C 5300 50 10
TABLE I
SEVEN DATASETS USED TO EVALUATE THE PROPOSED ALGORITHM.
Test Set Mean abs. error MSE
PETS 2009, View 1 2.91 10.54
PETS 2009, View 2 1.22 3.10
PETS 2006, View 3 0.30 0.27
PETS 2006, View 4 0.53 0.54
QUT, Camera A 0.93 1.96
QUT, Camera B 2.09 9.32
QUT, Camera C 1.08 1.83
All tests 1.29 ± 0.91 3.94 ± 4.22
TABLE II
SCENE INVARIANT TESTING RESULTS.
Although the proposed system is trained on a local scale,
testing still takes place on the holistic level. The purpose of our
experiments was to emulate the scenario in which a ‘plug-and-
play’ or turn-key system has been pre-trained on a variety of
different viewpoints before being deployed on a new scene. In
each experiment one viewpoint was witheld for testing, and the
remaining six viewpoints were used for training. Ten frames
from each training viewpoint were selected, so that a total of
sixty training frames were used to train the system in each
experiment. This typically yielded 600-800 blobs of various
sizes, enabling the system to learn from a substantial training
set. Testing was then performed on the remaining viewpoint,
using all of the annotated ground truth frames to calculate the
mean absolute error and the mean square error.
Results for these experiments are tabulated in Table II.
Across all experiments, weighted equally, the mean absolute
error was 1.29±0.91. This is an acceptable level of accuracy
and compares favourably with results reported by other authors
on various scenes [14], [2], [3]. A direct comparison to
previous methods cannot be made because these systems are
not scene invariant, and the proposed algorithm is the first of
its kind to the authors’ knowledge.
Given the wide variability in lighting, camera properties
and crowd sizes observed in these sequences, our results
demonstrate the system’s ability to scale to unseen conditions,
and to do so based on a relatively small training requirement
(60 training frames per experiment). The crowd counting
results for each sequence are plotted in Figure 4.
Screenshots from the system during its operation are shown
in Figure 1. Blob perimeters are drawn in red and the group
size estimates are written on the centroid of each blob, rounded
to the nearest integer. In most cases the group estimate is
correct within 1 of the ground truth. The screenshots also
include some false positives in the foreground segmentation
(PETS 2009, View 1) and a missed detection (Camera B).
The background subtraction on Camera B is particularly
challenging due to the darkness of the scene. This is the main
Fig. 4. Scene invariant testing results on the seven calibrated data sets of
Table I. A 95% confidence interval is shown.
source of error in our experiments, and it accounts for the
under-estimation observed for Camera B; conversely, lighting
fluctuations in PETS 2009 View 1 resulted in some false
positives, accounting for the slight over-estimation observed
in that scene (Figure 4).
Background modeling and foreground segmentation con-
tinue to remain amongst the major challenges in visual
surveillance and the state of the art is continually evolving.
Nevertheless the proposed system demonstrates accurate per-
formance on these datasets and in most cases handles noise
and blob fragmentation quite well: small instances of noise
are disregarded, because they were learned during training
with annotations of zero, while fragmented blobs are assigned
fractional counts where necessary.
These results support the ability of the proposed system
to perform scene invariant crowd counting when trained and
tested on different viewpoints, and provides a baseline method-
ology and database for future scene invariant experiments.
V. CONCLUSION
This paper proposed a novel scene invariant crowd counting
algorithm based on local features to estimate the crowd size
and its distribution across a scene. Camera calibration is incor-
porated into the system to scale features between viewpoints,
and scene invariance was demonstrated by training the system
on multiple cameras and then testing it on a new, unseen
viewpoint. Accurate crowd counting results were obtained for
seven calibrated sequences, including a new dataset designed
to help evaluate the performance of crowd counting systems
in difficult real-world conditions. The proposed system was
demonstrated to be highly accurate, scalable and practical,
with minimal training requirements of sixty frames containing
simple ‘dot’ annotations.
The proposed system does not require any additional train-
ing when deployed for crowd counting on a new camera. This
brings the computer vision field one step closer toward a ‘plug-
and-play’ system which is pre-trained on a large bank of data
from a variety of cameras. This technology has many potential
applications, including crowd safety monitoring, abnormality
detection and automatic gathering of business intelligence. Fu-
ture research into scene invariant crowd counting will continue
to investigate background modeling techniques, scene invariant
feature extraction, autocalibration methods, and sparse GPR
models for handling larger data sets.
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