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a b s t r a c t
The IEC standard 61400− 12− 1 recommends a reliable and repeatable methodology called ‘binning’
for accurate computation of wind turbine power curves that recognise only the mean wind speed at
hub height and the air density as relevant input parameters. However, several literature studies have
suggested that power production from a wind turbine also depends significantly on several operational
variables (such as rotor speed and blade pitch angle) and incorporating these could improve overall
accuracy and fault detection capabilities. In this study, a Gaussian Process (GP), a machine learning,
data-driven approach, based power curve models that incorporates these operational variables are
proposed in order to analyse these variables impact on GP models accuracy as well as uncertainty.
This study is significant as it find out key variable that can improve GP based condition monitoring
activities (e.g., early failure detection) without additional complexity and computational costs and thus,
helps in maintenance decision making process. Historical 10-minute average supervisory control and
data acquisition (SCADA) datasets obtained from variable pitch regulated wind turbines, are used to
train and validate the proposed research effectiveness
The results suggest that incorporating operational variables can improve the GP model accuracy
and reduce uncertainty significantly in predicting a power curve. Furthermore, a comparative study
shows that the impact of rotor speed on improving GP model accuracy is significant as compared to
the blade pitch angle. Performance error metrics and uncertainty calculations are successfully applied
to confirm all these conclusions.
© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction
Over recent decades, wind power has experienced fast devel-
opment and emerged as a viable and cost-effective alternative
to conventional power generation. Reflecting the rapid installa-
tion of wind turbines, the European Wind Energy Association
(EWEA), (Moccia et al., 2011), has projected that the total elec-
tricity demand in Europe could well reach 400 GW by 2030,
of which 28.5% will be supplied by wind power. However, the
overall cost of energy (CoE) from an offshore wind farm remains
high with significant Operation and Maintenance (O&M) costs
comprising a significant contribution to total costs and mak-
ing offshore power financially less attractive than it would be
otherwise. For example, recent research (Ioannou et al., 2018)
revealed that O&M cost can make up 25% of the overall life-
cycle cost of generation in the case of offshore wind turbines
(WTs). The premature failure of critical components of WTs can
cause underperformance and power production loss, as well as
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significant downtime and reduction in availability (Scheu et al.,
2019; Leimeister and Kolios, 2018; Scheu et al., 0000). Therefore,
it is in the interest of wind farm owners and operators to detect
failures in a timely manner and thus prevent catastrophic damage
and so optimise maintenance and availability, making offshore
wind a more profitable business.
1.1. Recent works on SCADA data based data-driven techniques
Supervisory control and data acquisition (SCADA) systems
store data that give valuable information about the operational
status of WTs at no additional cost. Therefore, SCADA-based
condition monitoring is a cost effective approach and has at-
tracted significant interest in recent years from researchers and
industry practitioners, aiming to solve problems such as early
failure detection and performance/condition monitoring, (Castel-
lani et al., 2017; Martinez-Luengo et al., 2016). Researchers have
used a range of statistical techniques for WT condition monitoring
based on SCADA data; these can be classified as parametric
and non-parametric methods. Parametric methods (e.g., polyno-
mial regression) are usually restricted in their effectiveness by
https://doi.org/10.1016/j.egyr.2020.06.018
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Nomenclature
f (x) Gaussian Process distributed function





Covariance between x and x′ data points
m (x) Mean function
σ2f Signal variance
l Characteristic length scale
σ2n Noise
N Number of data points
D Training datasets
P tr Training power data
U tr Training wind speed data
P∗ Estimated power values
U∗ Testing wind speed values
k∗ Covariance between test and training
data points
k∗∗ Auto covariance function of the testing
data points
σ2 Estimated variance values
µ Estimated mean values
R2 Coefficient of determination
kSE Squared exponential covariance func-
tion
K The general covariance matrix
P Electrical power in kW
ρ Air density in kg/m3
Cp Power coefficient
v Wind speed in m/sec
TSR Tip Speed Ratio
β Blade pitch angle in degrees
B Atmospheric pressure in mbar
T Ambient temperature in Kelvin
ρcalculated Calculated air density values
V C Corrected wind speed in m/sec
VM Measured wind speed in m/sec
their dependency on specific mathematical equations. In con-
trast, non-parametric methods refer to data-driven models that
do not impose any pre-specified model and generally perform
better than parametric models in terms of accuracy and ease
of implementation. Kusiak and Zhang (2010) and Zhang and
Kusiak (2012), used SCADA data of wind speed, blade pitch
angle, and generator torque for detecting faults based on non-
parametric models that include ANN (Artificial Neural Network),
ANN ensemble, boosting regression trees, SVM, random forest,
k-nearest-neighbour ANN, among others.
Furthermore, Zhang and Wang (2014), proposed an ARX
(Auto-Regressive with eXogenous input) ANN model to detect a
main bearing fault, where nacelle temperature and turbine speed
were used as exogenous inputs. In Lapira et al. (2012), three
machine learning techniques (self-organising map, Gaussian mix
model and ANN) are proposed and compared to evaluate the
performance of wind turbines. Wang and Infield (2013), proposed
a non-parametric technique called ‘non-linear state estimation
technique (NSET)’ to model a healthy wind turbine gearbox using
historical 10-minute average SCADA data. Welch’s t-test was used
in the fault detection algorithm, together with suitable time series
pre-processing, for early detection of incipient anomalies in the
turbine gearbox, i.e., before they reached a catastrophic stage. The
constructed NSET fault detection algorithm was then compared
with an ANN model and was found to have superior performance.
Prior to Wang and Infield (2013), Guo (2012) proposed the NSET
technique to model the generator bearing temperature but did
not actually apply the technique to early failure detection. In Zhao
et al. (2018), a deep auto-encoder (DAE) deep learning network
based on SCADA data for component early anomaly detection
and fault detection was proposed and its effectiveness verified
by reported failure cases of wind turbine components (generator
and gearbox). A brief but useful literature review of widely used
machine learning/ data-driven approaches in WTs applications
can be found in Stetco et al. (2018).
1.2. Works related to wind turbine power curve
The power curve is widely used to either monitor the perfor-
mance of turbines or to provide wind power prediction for given
wind speed, (De Giorgi et al., 2011). Therefore, accurate modelling
of power curves is important for accurate forecasting of power
from wind turbines and also for reducing O&M cost through
early detection of changes in performance. Several techniques
have been used for power curve modelling: parametric (Taslimi-
Renani et al., 2016) and nonparametric (Manobel et al., 2018;
Dongre and Pateriya, 2019), and also stochastic (Gottschall and
Peinke, 2008) methods. Parametric models are defined by spe-
cific mathematical equations while nonparametric approaches
do not enforce any prespecified conditions; as a consequence
power curves based on nonparametric models closer to the mea-
sured power curve over a wide wind speed range. Popularly
used nonparametric models that are extensively used for power
curve modelling or related activities are GPs (Pandit and In-
field, 2017), support vector machine (Pandit and Infield, 2019a),
artificial neural networks (Marvuglia and Messineo, 2012) and
Gaussian copula (Gill et al., 2012). Recent comprehensive studies
on existing power curve monitoring techniques can be found
in Marvuglia and Messineo (2012), Gill et al. (2012) and Astolfi
et al. (2019). All the above research demonstrates the usefulness
of machine learning and/or data-driven approaches to construct
a feasible condition monitoring system for WTs out of which
most of them used power curve knowledge to build a robust
condition monitoring system, see for example, Castellani et al.
(2017), Martinez-Luengo et al. (2016), Zhang and Wang (2014)
and Lapira et al. (2012).
1.3. Works related to GP for WTs
A Gaussian Process (GP) is a data-driven, non-parametric, su-
pervised machine learning technique used in regression as well as
in classification problems. Recently, GPs are finding applications
in solving wind turbines issues because of their ease of operation
and flexibility of algorithm construction. For example, in Chen
et al. (2014), authors describe a technique that includes a NWP
(Numerical Weather Prediction) model, which is incorporated
in a GPR (Gaussian Process Regression) model, to forecast wind
speeds up to 1 day ahead. Then, corrected wind speeds are used to
predict wind power using another GPR method. They used three
SCADA datasets obtained from different wind farms located in
China to validate the effectiveness of the proposed method. In
Pandit and Infield (2018), GPR method based on SCADA proposed
to detect a failure caused by yaw misalignment, which is then
compared against the two binning based methods. The result
shows that the GPR model was able to detect the failure with
the alarm raised only 1.5 h after the fault occurred, while binning
algorithms took 6 h and ∼4 h. Furthermore, in Pandit et al.
(2019b), the same authors proposed, and carried out performance
comparisons for, three data-driven power curve models, namely,
GP, SVM and Random Forest (RF) and found that the GP-based
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power curve model accuracy was better than for SVM and RF. In a
different study, Li et al. (2019) proposed a SCADA data-based GPC
(Gaussian Process Classification) model for WT diagnosis and then
compared this with SVM. The results suggest that the GPC method
is able to provide more accurate fault diagnosis results than the
SVM on average. GP models have also been extended to solve
power output control (Jin et al., 2014; Kou et al., 2015) and wind
power forecasting (Yan et al., 2016; Lee and Baldick, 2014), for
wind turbines. Despite promising results, GP applications related
to the power curve have been limited to date and further work is
needed to establish their potential for WTs condition monitoring
and early failure detection related activities.
1.4. Scientific novelty and the importance of this research
In general, while constructing a power curve, all these data-
driven techniques considered wind speed and air density as the
relevant input parameters, following the IEC Standard 61400-12-
1 (2006), and ignored other relevant parameters such as blade
pitch angle and rotor speed (called operational variables) that are
known to affect power production. Although the latest version of
the IEC standard, (IEC Standard 61400-12-1, 2017), highlighted
the impacts of turbulence and wind shear and the author of
Castellani et al. (2017) has analysed the impact of wind direc-
tion on power production, both have ignored the impact of the
operational variables. Thus, it is unclear whether the inclusion of
operational variables will improve power curve accuracy as well
as reduce modelling uncertainty. Therefore, this paper explores
a GP-based power curve model that incorporates these opera-
tional variables. Analysing the impact of operational variables on
GP power curve and then finding most appropriate operational
variable can not only improve the power curve but is also helpful
for constructing robust GP power curve based fault detection
algorithms. This is the motivation for the work presented here.
A framework for the proposed research is illustrated in Fig. 1
and described as follows. The SCADA data extracted from healthy
turbines are first filtered and corrected for air density. The pre-
processed data are then split into training and validation sets;
the proposed GP model is fitted using the training datasets while
validation datasets are used to validate the performance of the
GP model. Here, operational variables (pitch angle & rotor speed)
are incorporated along with air density corrected wind speed
to train and validate the GP model. Performance comparison is
the final stage of the proposed methodology. Statistical perfor-
mance error metrics and uncertainty assessment are undertaken
to answer the following research question: does the inclusion of
operational variables improves the GP model accuracy, and if so,
which among them is most significant in improving the accuracy?
The rest of this paper is organised as follows. Section 2 dis-
cusses WT power curve characteristics. Section 3 describes SCADA
data description, pre-processing and air density correction. In
Section 4, the GP methodology for power curve modelling is
described. Incorporating operational variables and their impact
on GP power curve model accuracy and uncertainty is investi-
gated in Section 5, which has two subsections. Section 6 presents
comparative performance studies for the GP model incorporat-
ing operational parameters. Finally, conclusion and future work
related to this research is included in Section 7.
2. The characteristics of wind turbine power curve
The dynamic, nonlinear relationship between electrical power
output and wind speed is defined by the power curve (see for
example Fig. 2), and is in part governed by a cubic relation-
ship between these variables. This relation can be expressed
mathematically the following equation (Jin et al., 2014):
P = 0.5ρACp (λ, β) v3 (1)




, A is swept area (m2) , Cp is the
power coefficient of WT and v is the hub wind speed (m/sec).
The power coefficient is a nonlinear function of the tip speed ratio
(TSR) (λ) and blade pitch angle (β).
The electrical power output is not only dependent on wind
speed but also influenced by other important variables such as
atmospheric pressure, wind shear, rotor diameter, rotor height
turbulence intensity, wind direction variability, both vertical and
horizontal shear, atmospheric stability, drive train temperature
and so on (IEC Standard 61400-12-1, 2006). The impact of these
variables on performance can cause a mismatch between mea-
sured and manufactures’ power curves. Though both show similar
trends, with real data the measured power curve is more scat-
tered. Furthermore, power curve-based techniques ignore vital
information such as turbine subsystem temperature, environ-
ment status or turbine operational status. In addition to this,
the power curve does not include technical details such as local
terrain, wind direction, turbine wakes and other factors. However,
in Castellani et al. (2017), IEC Standard 61400-12-1 (2017), Pandit
et al. (2019a) it is recognised that inclusion of these variables
will significantly influence the power curve accuracy as well as
uncertainty.
Power curve based fault detection techniques have been ex-
tensively applied and found to be effective, though most of
the studies, such as Gill et al. (2012) and Pandit and Infield
(2018), only consider the relationship between wind power and
wind speed, and do not include additional variables that may
affect these dynamic relationships and therefore affect the power
curve accuracy and thus the effectiveness of power curve-based
fault detection techniques. Recently, rotor speed and blade angle
pitch (Singh, 2013) based data-driven models were used for
turbine performance/condition monitoring, though the impact of
these operational variables on power curve based data-driven
models were not assessed. The study reported here incorporates
these operational variables into power curve-based, data-driven
machine learning models and analyses their impact on model
accuracy and uncertainty.
3. SCADA data description, preparation and filtering (includ-
ing air density corrections)
The SCADA system records more than 100 different signals,
ranging from the timestamp, wind speed, wind direction, yaw
angle, pitch angle, active power, reactive power, generator cur-
rent, generator speed, gearbox temperature, generator winding
temperature and ambient temperature. A SCADA dataset contains
extensive real-time information that can be effectively applied
to condition/ performance monitoring activities (e.g., failure or
anomaly detection), most frequently 10-minute’s average values.
In this research, data from a number of 2.3 MW, pitch-
regulated, variable speed onshore WTs located in Scotland, UK,
have been obtained for model construction and validation pur-
poses. Table 1 describes the characteristics of the six-month
SCADA dataset, which starts with time stamp ‘‘1 July 2012 00:00
AM’’, ends at time stamp ‘‘31 December 2012 23:50 PM’’, and
contains 30,628 measured values. Fig. 2 illustrates the measured
power curve based on all 30,628 data points and suggests that
a proportion of the SCADA data points recorded reflect measure-
ment or recording errors. These erroneous data points can be due
to sensor failures, missing data values or data collection faults
and the data needs to be pre-processed to remove them as far
as possible before further analysis. A practical yet straightfor-
ward SCADA data-based process where negative power values,
mismatched timestamps, obscure (outlying) values and turbine
power curtailment are identified is used to pre-process the data.
However, it should be noted that the resulting SCADA data will
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Fig. 1. Framework of the proposed GP power curve incorporating WTs operational variables.
Fig. 2. Measured power curve.
Table 1
SCADA dataset descriptions.
Start timestamp End timestamp Measured data Filtered data
1/07/2012 00:00 AM 31/12/2012 23:50 PM 30,628 8256
not be entirely free from errors, but the impact of residual
errors is significantly reduced using these criteria. Following this
process, the measured data points are reduced to 8256 after pre-
processing. A small sample of the data used in this study is shown
in Table 2, showing typical normal variation.
The air density variations at wind farm site affects power
curve accuracy, especially when a turbine is operating below
rated power. Thus, it is usual to correct power curves based on
air density before further analysis. The IEC 61400-12-1 standard
acknowledges this and recommends that air density correction










where B is the atmospheric pressure in mbar and T is the ambient
temperature in ◦C, taken from the 10-minute averaged SCADA
data values, as shown for example in Table 2. Thereafter, calcu-
lated air density values are used to obtain the corrected wind







Here, VC and VM are the corrected and measured wind speeds
in m/sec.
The IEC prescribed air density corrections approach may not
give the most accurate power curve in case of data-driven models,
as pointed out by Pandit et al. (2019a) where they proposed and
carried out four possible air density correction approaches to GP-
based power curves. In their study, they used extreme SCADA
datasets of WTs located in extremely low-temperature (average
monthly = −5.27 ◦C) and high-temperature (average monthly
= 29.77 ◦C) regions both to comply with IEC standard guidelines
that state that the air density correction shall be applied when
the site density differs from the standard value (1.225 kg/m3) by
more than 0.05 kg/m3 and to stress the influence of air density.
The results suggest that the best option is to add air density
directly into the GP model without pre-corrections. However,
in this present paper, the SCADA dataset used is not from an
extreme region and does not differ from the standard value by
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Table 2













19 Sept 2012 10:00:00 6.06 274.93 7.41 986.31 9.47 −0.99
19 Sept 2012 10:10:00 6.09 235.48 7.65 986.41 8.86 −0.99
19 Sept 2012 10:20:00 5.73 169.72 7.98 986.47 7.98 −0.99
19 Sept 2012 10:30:00 5.90 250.31 8.20 986.51 9.22 −0.99
Fig. 3. Filtered & Air density corrected power curve.
more than 0.05 kg/m3. Thus, it has been chosen to apply the
standard IEC provisions for air density correction, as described
above. Fig. 3 presents a pre-processed air density corrected power
curve, which will be utilised in subsequent research and analysis.
4. Gaussian process methodology for power curve modelling
Due to the ease of operations and flexibility, there has been
much activity concerning the application of GP to WT activities
such as performance improvement and condition monitoring and
they have been found to perform well (Pandit and Infield, 2018).
A systematic and detailed explanation of the GP method can
be found in Rasmussen and Williams (2006) so only a brief
description is provided here as follows.
A GP model is a probability distribution over the function,




) = E [(f (x)−m (x)) (f (x′)−m (x′))],
otherwise known as kernel. The f (x) is a GP distributed func-






f ∼ GP (m (x) , K (x, x′)) (4)
The covariance (or kernel) function controls the correlation
between all pairs of output values and therefore plays an impor-
tant role in determining shape and smoothness of the function.
There are various kinds of covariance functions available, whose
performance varies depending upon the type of problem and
so, choosing an appropriate kernel is important for developing
a robust GP algorithm. Recently, authors of Pandit and Infield
(2019b), carried out performance comparison of numerous ker-
nels and concluded that the squared exponential is the most
appropriate kernel for modelling power curves that is able to ex-
press the nonlinear relationship between wind speed and power
output correctly. Hence, in this study, the squared exponential












A SCADA dataset of a wind turbine is not immune to noise,
and therefore it is advisable to compensate for the effect of noise

















where σ 2f and l are defined as hyper-parameters. σ
2
f represents
the signal variance, and l is a characteristic length scale which
signifies how quickly the covariance decreases with the dis-
tance between successive data points. These hyper-parameters
are interpretable and can be learned from data and optimised GP
models to improve fitting accuracy, as described below.
The first step is to estimate mean and variance values from
the SCADA training dataset to model the GP power curve. For
instance, to predict the power y′ for a new wind speed value x′ for
a training dataset, D = {(Ui, Pi) , i = 1, . . . . . . ,N}. These datasets
are used to calculate the posterior distribution of P∗ for a given
input U∗ and is defined as p(P∗|U∗,Utr , Ptr) in which {P∗,U∗}
are the prospective power and wind speed values. The squared
exponential covariance function depends on hyper-parameters
which needs to be optimised before the posterior distribution of
P∗ is calculated in order to ensure GP model accuracy. Maximi-
sation of the log marginal likelihood is used to optimise hyper-
parameters (σ 2f , σ
2
n and l), using the following equation (IEC
Standard 61400-12-1, 2006),
log (p (Ptr |Utr)) = −0.5PTtrK−1Ptr−0.5log (|K |)−0.5nlog (2π) (7)
A quasi-Newton optimiser is used to optimise the hyper-
parameters concerning the likelihood in simple ML-II fashion,
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Fig. 4. GP fitted power curve with 95% CIs.
(Rasmussen and Williams, 2006; Anon, 2019). After optimisation,
estimation of the distribution of P∗ for a given U∗ is simple and
straightforward. The estimated distribution of P∗,
p (P∗|U∗,Utr , Ptr) follows a Gaussian distribution with mean and
variance expressed by the following equations:
µ (P∗) = kT∗K−1U∗ (8)
σ 2 (P∗) = k∗∗ − kT∗K−1k∗ + σ 2n (9)
where, k∗ = [k (U∗,U1) k (U∗,U2) k (U∗,U3) . . . . . . . . . k (U∗,Un)]T
is a covariance between test and training data points in the form
of a column vector and, k∗∗ = k (U∗,U∗) is the auto-covariance
function of the testing data points. The predicted mean of Eq. (8)
is a continuous merger of the output Ptr where linear weights
are defined as kT∗K−1 while the posterior variance of Eq. (9) is
a function of k∗, which is inversely proportional to the distance
between test and training data points. It should be noted that,
in this study, the ‘OptimizeHyperparameters’ function of mat-
lab was used to calculate the hyperparameters; this minimises
five-fold cross-validation loss automatically using Bayesian Opti-
misation, minimising the out-of-sample MSE as measured using
cross-validation (Rasmussen and Williams, 2006).
Rasmussen and Williams (2006) state the likelihood includes a
trade-off between fit and model complexity, so overfitting tends
to be less significant a problem in GP regression, but for complex
system modelling, GP method are found to be complex as well as
challenging. However, the main weakness is in dealing with large
datasets in which every iteration of the optimisation requires the
inversion of a N×N matrix, where N is the number of data points.
This leads to the asymptotic complexity issue called cubic inver-
sion that is O (N)3 and affects GP model accuracy. To deal with
computational difficulties associated with large datasets, vari-
ous methods have been proposed; see for example (Hartikainen
and Särkkä, 2010). However, such methods need high processing
power and have additional computational cost. Therefore, striking
a balance between the number of data points and computation
cost is important in order to construct a robust GP algorithm. For
the above reasons, out of 8256 pre-processed data points, only
5000 data points are used for GP modelling out of which 3500
data points are used for training with the remaining 1500 data
points used for testing purposes; a 70:30 ratio as illustrated in
Table 3.
Using these datasets and above described methodology, a GP
power curve has been calculated using and is shown in Fig. 4
Table 3
Data division for GP models training and testing.
Filtered data Used data Training data Testing data
8256 5000 3500 1500
together with its intrinsic estimated 95% confidence intervals
(CIs) demonstrating that the GP model is able to fit the power
curve smoothly and accurately. It should be noted that the fitted
GP model is constructed at this stage with only the density
corrected wind speed used as input, i.e. without incorporating any
operational variables.
5. Incorporating operational variables to gaussian process
power curve models
As already described in the above section, the covariance
function is the essence of the GP model and used to signify the
similarity between two points. The general covariance matrix, K ,
gives the variance of each variable along the leading diagonal, and
the off-diagonal elements measure the correlations between the
different variables mathematically described as follows,
K =
⎡⎢⎣k11 · · · k1n... . . . ...
kn1 · · · kn
⎤⎥⎦ (10)




. K is of size n × n, where n is the number
of input parameters considered, and it must be symmetric and
positively semidefinite i.e. Kij = Kji.
Due to multivariate nature of a general GP, n = number of pre-
dictors selected for GP model, while x represents the wind speed
along with wind turbine performance parameters (rotor speed
and rotor speed) to facilitate analysis of the effect of performance
parameters on GP models. The operational variables are included
individually along with wind speed to train the GP power curve
model, as described in previous sections, and results are plotted
in a 3D scatter plot to analyse the effect of incorporated variables
on GP power curve.
Uncertainty analysis plays a key role in assessing the perfor-
mance of the models. GP models come with intrinsic confidence
intervals (CIs) through its basis in Gaussian probability along with
mean and variance estimates (see Eqs. (8) and (9)) and learn
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Fig. 5. Estimated GP power curve incorporating pitch angle.
Fig. 6. GP models Uncertainty analysis when pitch angle incorporated.
the noise and smoothness parameters from the training data.
CI values associated with each prediction, give vital information
about uncertainty associated with the GP model and can be
used to detect the outliers caused by wind turbine faults and
failures as demonstrated by Pandit and Infield (2018). CIs are a
good measure of the robustness and uncertainty of a model and
can assist in understanding whether the inclusion of operational
variables leads to any improvement in the GP model or not.
The standard deviation is the square root of the variance of the
predicted function (σ 2 (P∗)) and used to estimate the CIs of the
GP models using Eq. (11):





CIs signify the pointwise mean plus and minus two times the
standard deviation for given input value (corresponding to the
95% confidence region which represents the significance level of
0.05), for the prior and posterior respectively and will be used in
future analysis for GP power curve uncertainty.
5.1. Incorporating blade pitch angle
The rotor power coefficient is a function of blade pitch angle
(see Eq. (1)) which is used to regulate power production from a
wind turbine. Averaging the angles of the three blades (in case
of a three-bladed wind turbine) gives the value of mean pitch
angle, and this is adjusted under normal operation to capture
the maximum power below rated power and to limit power
output above rated wind speed. Therefore, it affects the power
production and shape of the power curve as well; for this reason,
it is included as an extra input variable along with wind speed
for GP power curve model training and testing purposes. Fig. 5
presents a 3D scattered plot of the estimated GP power curve,
concluding that the inclusion of blade pitch leads to a slight
improvement in accuracy. This is furthermore demonstrated in
uncertainty analysis, where estimated CIs are plotted against
corrected wind speed, as illustrated in Fig. 6, where results in
improved uncertainty only occur above 13 m/s, compared to a GP
power curve model without the inclusion of blade pitch angle. As
already stated, the SCADA datasets are from pitch regulated wind
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Fig. 7. Estimated GP power curve incorporating rotor speed.
Fig. 8. GP models Uncertainty analysis when rotor speed incorporated.
turbines which generally means that pitch adjustment is used
only around and above rated wind speed range to limit power
outputs in high winds, hence its impact on improving accuracy
as well as uncertainty is not very significant, in fact its effect on
the GP model can only be seen above a wind speed of 13 m/s,
see Fig. 5 and Fig. 6. Therefore, blade pitch angle is different from
other variables such as power and rotor speed and this difference
is worth mentioning.
5.2. Incorporating rotor speed
Rotor speed is mostly used to establish the relationship be-
tween wind speed and rotor speed, called the rotor speed curve;
and between rotor speed and power output, called the rotor
power curve. These relationships are vital in detection of any
anomaly/fault and further improving condition monitoring as
demonstrated by Singh (2013). A GP-based power curve model
trained with rotor speed included as an additional input along
with wind speed. Then, the power curve is estimated, and com-
pared with measured power curve as shown in Fig. 7. The esti-
mated CI values (with and without the inclusion of rotor speed)
are plotted as a function of corrected wind speed for uncertainty
analysis purposes and are shown in Fig. 8. The inclusion of rotor
speed into GP model reduces uncertainty significantly across the
entire wind speed range as compared to the GP without rotor
speed inclusion model, see Fig. 8. This also suggests that power
curve-based GP fault detection for early fault detection should
include rotor speed. It is worth noting that the results presented
in this study indicate the importance of unsteady effects in tur-
bine operation. If turbine tip speed ratio remained constant in the
power-producing region, then there would be no added benefit
from incorporating rotor speed in the model.
6. Comparative studies
In this section, a performance comparison of GP models is
presented in which uncertainty analysis and performance error
metrics are used to judge the impact of the additional perfor-
mance parameters on GP model accuracy. Using GP power curve
methodology and from Eq. (8), power values are estimated for a
given wind speed. While doing so, performance parameters (rotor
speed and blade pitch angle) are incorporated in order to analyse
their impacts on estimated power values; the results are shown
in Fig. 9. The impact of these additional parameters are clearly
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Fig. 9. Estimated power values in time series.
Fig. 10. Comparative studies of histogram fitting of GP models.
shown, especially in the circled areas of Fig. 9 which suggest
rotor speed makes the most significant improvement to GP model
accuracy in estimating power values. However, the inclusion of
blade pitch makes only a minor improvement, significantly less
than rotor speed, which confirms the conclusions of previous
sections.
Residuals are the difference between measured and predicted
values and their distribution is informative in case of analysing
the impact of operational variables on GP models. The frequency
distributions of the calculated residuals of GP models incorpo-
rating rotor speed and blade pitch angle are shown in Fig. 10
together with a fitted Gaussian distribution and it is found that
distribution of residuals for the GP with rotor speed included is
close to Gaussian as compared to other GP models; suggest this
model has relatively less bias. It should also be noted that in
theory GP model residuals should be Gaussian distributed.
As described earlier, CIs are a useful measure of uncertainty
and the precision of model estimates. Therefore, calculated CIs of
GPs incorporating operational variables compared with estimated
CIs values of a GP model without operational variables is plotted
as a function of corrected wind speed, as shown in Fig. 11.
Fig. 11 suggests that GP incorporating rotor speed improved the
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Fig. 11. Comparative analysis of GP model uncertainty.
uncertainty significantly compared to the blade pitch angle. Fur-
thermore, when rotor speed and blade mean angle are together
incorporated into GP model, then its impact on improving uncer-
tainty is highest, however, not far from the GP with only rotor
speed, as shown in Fig. 11. This conclusion further demonstrated
by the calculated numerical values of statistical error metrics as
follows.
Quantifying GP model accuracy
To evaluate and compare the performance of the GP ap-
proaches in power curve estimation with the inclusion of opera-
tional variables, statistical error metrics are computed from both
estimated and measured values. The most commonly used statis-
tical error metrics include root mean square error (RMSE), deter-
mination coefficient (R2) and mean absolute error (MAE) (Ney-
man, 1937). In this study, these three statistical error metrics
are employed for evaluating the performance of the GP models.
The mean absolute error used to measure the difference between















Where residuals are defined as : e = y− y′ (14)
The root mean square error is the average of the squared
















where y′ corresponds to the GP estimated values for n different
predictions and y to the measured values.
The coefficient of determination (R2) is calculated as the
square of the correlation between predicted output and measured
values (hence always in the range from 0 to 1 with values closer
Table 4
Statistical error metric for measuring GP models accuracies.
GP Models RMSE R2 MAE
Without operational variables 48.34 00.9820 37.86
With the inclusion of rotor speed. 35.14 00.9969 26.19
With the inclusion of pitch angle 48.22 00.9840 37.81
With the inclusion of pitch angle, and rotor speed 33.03 00.9959 24.66
to 1 indicates better fitting of the model to the data) and is used
to signify how close the data are to the fitted regression. It is





, where SSE is the sum
of squared errors, called ‘residual sum of squares’ and TSS is the
total sum of squares, called total ‘sum of squares’.
The calculated values of these performance error metrics for
GP models are tabulated in Table 4. The calculated RMSE and MAE
values for the GP with rotor speed reflect the amplitude errors
and their small values indicate a strong relationship between
measured and predicted values as compared to the GP with blade
pitch angle. Furthermore, the GP with just rotor speed model
gives R2 = 0.9969; being so close to unity suggests a highly
accurate model. However, the GP incorporating blade pitch angle
and rotor speed model provides by a small margin the most
accurate model. This statistical error metrics values are consistent
with Fig. 11.
7. Conclusion
Wind turbines power curves are widely used in numerous
WTs applications such as condition monitoring, wind power fore-
casting and prediction. The widely used IEC standard ‘binning’
method to calculate the power curve uses only the mean wind
speed and air density as input variables. However, the power
production of a WT is affected by other parameters, so taking
these variables into power curve modelling can improve accuracy
and thus improve the models’ capabilities to detect early sign of
failures.
In this study, a GP-based power curve model is proposed in
which two vital operational variables, namely rotor speed and
blade pitch angle are incorporated in order to evaluate their
impact on GP model accuracy. Statistical error metrics, residuals
analysis and uncertainty quantification are used to support the
conclusions of the research. The GP power curve model with
the inclusion of rotor speed yielded a significant improvement
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in both accuracy (Fig. 7) and uncertainty (Fig. 8). Furthermore,
the inclusion of rotor speed makes distribution of residuals closer
to Gaussian, than the others shown in Fig. 10. Furthermore, a
comparative study suggests that the impact of rotor speed on GP
power curve model accuracy and uncertainty is higher than for
blade pitch angle, as shown by Fig. 11. This conclusion is further
supported by calculated values of performance error metrics as
summarised in Table 4.
Future work will extend this research to compare these re-
sults against other existing data-driven techniques and to apply
the models in the development of effective and cost-effective
condition monitoring techniques for wind turbines to support
improved O&M strategies.
CRediT authorship contribution statement
Ravi Kumar Pandit: Conceptualization, Methodology, Visual-
ization, Investigation, Software, Validation, Data curation, Writ-
ing - original draft. David Infield: Writing - review & editing.
Athanasios Kolios: Writing - review & editing.
Declaration of competing interest
The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared
to influence the work reported in this paper.
Acknowledgement
The author liked to thank the financial support received from
the European Union’s Horizon 2020 research and innovation
program under grant agreement No. 745625 (ROMEO) (‘‘Romeo
Project’’ 2018).
References
Anon, 2019. Gaussian Process Regression Models. Matlab Toolbox.
Astolfi, D., Castellani, F., Fravolini, M.L., Cascianelli, S., Terzi, L., 2019. Precision
computation of wind turbine power upgrades: An aerodynamic and control
optimization test Case. J. Energy Resour. Technol. 141 (5).
Castellani, F., Astolfi, D., Sdringola, P., Proietti, S., Terzi, L., 2017. Analyzing wind
turbine directional behavior: SCADA data mining techniques for efficiency
and power assessment. Appl. Energy 185, 1076–1086. http://dx.doi.org/10.
1016/j.apenergy.2015.12.049.
Chen, N., Qian, Z., Nabney, I.T., Meng, X., 2014. Wind power forecasts using
Gaussian processes and numerical weather prediction. Power Syst. IEEE
Trans. 29, 656–665.
De Giorgi, M.G., Ficarella, A., Tarantino, M., 2011. Error analysis of short term
wind power prediction models. Appl. Energy 88, 1298–1311.
Dongre, B., Pateriya, R.K., 2019. Adaptive filter–based power curve modeling to
estimate wind turbine power output. Wind Eng. http://dx.doi.org/10.1177/
0309524X19868427.
Gill, S., Stephen, B., Galloway, S., 2012. Wind turbine condition assessment
through power curve copula modeling. IEEE Trans. Sustain. Energy 3 (1),
94–101. http://dx.doi.org/10.1109/TSTE.2011.2167164.
Gottschall, J., Peinke, J., 2008. How to improve the estimation of power curves
for wind turbines. Environ. Res. Lett. 3, http://dx.doi.org/10.1088/1748-9326/
3/1/015005.
Guo, P., 2012. Wind turbine generator bearing condition monitoring with NEST
method’. In: Proc. 2012 24th Chinese Control Decision Conf., CCDC 2012, pp.
235–239.
Hartikainen, J., Särkkä, S., 2010. Kalman filtering and smoothing solutions
to temporal Gaussian process regression models. In: IEEE International
Workshop on Machine Learning for Signal Processing, Kittila, pp. 379-384.
http://dx.doi.org/10.1109/MLSP.2010.5589113.
IEC Standard 61400-12-1, 2006. Wind turbines—part 12–1: power per-
formance measurements of electricity producing wind turbines. (IEC
61400-12-1:2006).
IEC Standard 61400-12-1, 2017. Wind turbines—part 12–1: power performance
measurements of electricity producing wind turbines (IEC 61400-12-1:2017).
Ioannou, A., Angus, A., Brennan, F., 2018. A lifecycle techno-economic model of
offshore wind energy for different entry and exit instances. Appl. Energy
221, 406–424.
Jin, Z., Li, F., Ma, X., Djouadi, S.M., 2014. Semi-definite programming for power
output control in a wind energy conversion system. IEEE Trans. Sustain.
Energy 5 (2), 466–475. http://dx.doi.org/10.1109/TSTE.2013.2293551.
Kou, P., Liang, D., Gao, F., Gao, L., 2015. Coordinated predictive control of
DFIG-based wind-battery hybrid systems: Using non-Gaussian wind power
predictive distributions. IEEE Trans. Energy Convers. 30 (2), 681–695. http:
//dx.doi.org/10.1109/TEC.2015.2390912.
Kusiak, A., Zhang, Z., 2010. Analysis of wind turbine vibrations based on SCADA
data. J. Solar Energy Eng. 132 (3), 031008–1–031008–12.
Lapira, E., Brisset, D., Ardakani, H.D., S, D., Lee, J., 2012. Wind turbine perfor-
mance assessment using multi-regime modeling approach. Renew. Energy
45, 86–95.
Lee, D., Baldick, R., 2014. Short-term wind power ensemble prediction based
on Gaussian processes and neural networks. IEEE Trans. Smart Grid 5 (1),
501–510. http://dx.doi.org/10.1109/TSG.2013.2280649.
Leimeister, M., Kolios, A., 2018. A review of reliability-based methods for risk
analysis and their application in the offshore wind industry. Renew. Sustain.
Energy Rev. 91, 1065–1076.
Li, Yanting, Liu, Shujun, Shu, Lianjie, 2019. Wind turbine fault diagnosis based
on Gaussian process classifiers applied to operational data. Renew. Energy
134, 357–366. http://dx.doi.org/10.1016/j.renene.2018.10.088.
Manobel, B., Sehnke, F., Lazzús, J.A., Salfate, I., Felder, M.S., 2018. Montecinoswind
turbine power curve modeling based on Gaussian processes and artificial
neural networks. Renew. Energy 125, 1015–1020.
Martinez-Luengo, M., Kolios, A., Wang, L., 2016. Structural health monitoring of
offshore wind turbines: A review through the Statistical Pattern Recognition
Paradigm. Renew. Sustain. Energy Rev. 64, 91–105.
Marvuglia, A., Messineo, A., 2012. Monitoring of wind farms’ power curves using
machine learning techniques. Appl. Energy 98, 574–583.
Moccia, J., et al., 2011. Pure Power-Wind Energy Targets for 2020 and 2030.
European Wind Energy Association.
Neyman, J., 1937. Outline of a theory of statistical estimation based on the
classical theory of probability. Phil. Trans. R. Soc. A 236, 333–380. http:
//dx.doi.org/10.1098/rsta.1937.0005.
Pandit, R.K., Infield, D., 2017. Using Gaussian process theory for wind turbine
power curve analysis with emphasis on the confidence intervals. In: 2017 6th
International Conference on Clean Electrical Power, ICCEP, Santa Margherita
Ligure, pp. 744–749. http://dx.doi.org/10.1109/ICCEP.2017.8004774.
Pandit, R., Infield, D., 2018. SCADA-Based wind turbine anomaly detection using
Gaussian process models for wind turbine condition monitoring purposes.
IET Renew. Power Gener. 12 (11), 1249–1255. http://dx.doi.org/10.1049/iet-
rpg.2018.0156.
Pandit, R.K., Infield, D., 2019a. Comparative assessments of binned and support
vector regression-based blade pitch curve of a wind turbine for the purpose
of condition monitoring. Int. J. Energy Environ. Eng. 10, 181–188.
Pandit, R.K., Infield, D., 2019b. Comparative analysis of Gaussian process power
curve models based on different stationary covariance functions for the
purpose of improving model accuracy. Renew. Energy 140, 190–202. http:
//dx.doi.org/10.1016/j.renene.2019.03.047.
Pandit, R.K., Infield, D., Carroll, J., 2019a. Incorporating air density into a Gaussian
process wind turbine power curve model for improving fitting accuracy.
Wind Energy 22, 302–315. http://dx.doi.org/10.1002/we.2285.
Pandit, R.K., Infield, D., Kolios, A., 2019b. Comparison of advanced non-parametric
models for wind turbine power curves. IET Renew. Power Gener. 13 (9),
1503–1510. http://dx.doi.org/10.1049/iet-rpg.2018.5728, 8 7.
Rasmussen, C.E., Williams, C.K.I., 2006. Gaussian Processes for Machine Learning.
The MIT Press, ISBN: 0-262-18253-X.
Scheu, M.N., Kolios, A., Fischer, T., Brennan, F., 0000. Influence of statistical
uncertainty of component reliability estimations on offshore wind farm
availability.
Scheu, M.N., Tremps, L., Smolka, U., Kolios, A., Brennan, F., 2019. A systematic
Failure Mode Effects and Criticality Analysis for offshore wind turbine
systems towards integrated condition based maintenance strategies. Ocean
Eng. 176, 118–133.
Singh, P., 2013. Analytical Techniques of SCADA Data to Assess Operational Wind
Turbine Performance (Master’s Thesis). University of Strathclyde, Glasgow,
UK.
Stetco, A., et al., 2018. Machine learning methods for wind turbine condition
monitoring: a review. Renew. Energy 133, 620–635. http://dx.doi.org/10.
1016/j.renene.2018.10.047.
Taslimi-Renani, E., Modiri-Delshad, M., Elias, M.F.M., et al., 2016. Development of
an enhanced parametric model for wind turbine power curve. Appl. Energy
177, 544–552.
Wang, Y., Infield, D., 2013. Supervisory control and data acquisition data-based
non-linear state estimation technique for wind turbine gearbox condition
monitoring. IET Renew. Power Gener. 7 (4), 350–358. http://dx.doi.org/10.
1049/iet-rpg.2012.0215.
Yan, J., Li, K., Bai, E., Deng, J., Foley, A.M., 2016. Hybrid probabilistic wind power
forecasting using temporally local Gaussian process. IEEE Trans. Sustain.
Energy 7 (1), 87–95. http://dx.doi.org/10.1109/TSTE.2015.2472963.
R.K. Pandit, D. Infield and A. Kolios / Energy Reports 6 (2020) 1658–1669 1669
Zhang, Z., Kusiak, A., 2012. Monitoring wind turbine vibration based on SCADA
data. J. Solar Energy Eng. 134 (2), 021004–1–021004–12.
Zhang, Z.-Y., Wang, K.-S., 2014. Wind turbine fault detection based on SCADA
data analysis using ANN. Adv. Manuf. 2 (1), 70–78.
Zhao, H., Liu, H., Hu, W., et al., 2018. Anomaly detection and fault analysis of
wind turbine components based on deep learning network. Renew. Energy
127.
