Introduction.
In 1737 Leonard Euler gave what we often now think of as a new proof, based on infinite series, of Euclid's theorem that there are infinitely many prime numbers. This work was noteworthy in many ways. It marked the first use of the methods of analysis in number theory, and it marked the first appearance of what later came to be known as the Riemann ζ function in mathematics.
In actual reality, Euler never presented his work as a proof of Euclid's theorem, though that conclusion is clearly implicit in what he did. Rather, Euler derived such striking new results (for the time) as 1/p diverges, where p ranges over the prime numbers. Briefly, Euler considered the possibly infinite product, 1/ 1 − p −1 , where the index p runs over all primes. He expanded the product to obtain the divergent infinite series ∞ n=1 1/n, concluded the infinite product was also divergent, and from this concluded that the infinite series 1/p also diverges. Well, if there were only finitely many primes p, the series would have to converge because finite series are ALWAYS CONVERGENT. So we, and Euler had he chosen to do so, are able to conclude that there must be infinitely many prime numbers. For those whose Latin is a bit rusty, one of the best modern descriptions of Euler's proof and its consequences appears in chapter VII of [8] .
This short paper uses a simple modification of Euler's argument to obtain new results about the distribution of prime factors of sets of integers. As this last sentence is something of a mouthful, let us be more clear and specific. Consider an infinite set S of positive integers such that card{s ∈ S : s ≤ n} ≥ Kn 1/α , where K is a constant > 0. Equivalently, let S be the range of a strictly monotone increasing positive integer valued sequence (s n ) ∞ n=1 , such that s n = O(n α ). We shall say that S has polynomial density α, even though α may not be an integer. To avoid trivially degenerate cases, we suppose that α ≥ 1 and 0 / ∈ S. Let P (S) be the set of prime factors of elements of S, that is let P (S) = {p : p is prime and p |s for at least one s ∈ S}.
Let π S (n) = card{p ∈ P (S) : p ≤ n}, that is let π S (n) be the number of prime factors ≤ n of the elements of S. Clearly π S (n) is the familiar "prime number function" π(n) relativized to S. Our new results are
(c) If ∞ n=1 a n < ∞, where a n > 0, then π S (n)/n 1+1/α ≥ a n infinitely often.
Corollary 1.
(a) There are infinitely many prime factors of the elements of S, that is the set P (S) is infinite.
π S (n) ≥ n 1/α / log n(log log n) r infinitely often.
etc.
Proof of Corollary 1. Part (a) follows immediately from part (a) of theorem 1. As for part (b), it is equivalent to π S (n)/n 1+1/α ≥ 1/n (log n) r infinitely often,
etc., and the series ∞ n=1 1/n (log n) r , ∞ n=1 1/n log n (log log n) r , etc. are all convergent. Use theorem 1c.
Proof of Theorem 1a.
The proof is a simple modification of Euler's famous proof by infinite series of Euclid's theorem on the infinitude of primes. Consider the (possibly) infinite product p∈P (S) 1/(1 − p −1/α ). We shall show the product diverges.
To this end, let N be a large positive integer. Consider the partial product,
Recall that another way of writing S is S = {s 1 , s 2 , s 3 , . . .}, where (s j ) ∞ j=1 is a strictly monotone increasing sequence of positive integers such that s j ≤ Kj α , where K > 0 is a constant. Therefore,
(Here, n is the largest integer such that s n ≤ N .) Since the infinite series
Recall the basic fact that an infinite product ∞ n=1 (1 + a n ), with a n ≥ 0, diverges if and only if the infinite series ∞ n=1 a n diverges. Thus the divergence of the infinite product
implies the divergence of the infinite series
is, as we shall show momentarily, term-by-term comparable with the series p∈P (S) p −1/α . Thus
This proves theorem 1a, provided we prove the comparability assertion.
Proof of the comparability assertion. Note that p −1/α ≤ 2 −1/α and apply the familiar estimates,
, which proves the comparability assertion, and thus proves theorem 1a.
Proof of Theorem 1b.
where the right hand side is interpreted as a Stieltjes integral.
Integrate by parts to obtain
(The integration by parts is justified because the integrand t −1/α is continuous.) By theorem 1a, the left hand series diverges to infinity. We could immediately conclude that
if it were not for the troublesome first term on the right, N −1/α π S (N ). To handle this term, divide the argument into two cases.
In case 1, suppose there is a constant K > 0 such that
In case 2, suppose there is no such constant K. Then for every
By the integral test (or at least by its proof),
This completes the proof of theorem 1b.
Proof of Theorem 1c. Theorem 1c follows immediately from theorem 1b.
Examples. Example 1. Polynomial density is needed. Consider the non-polynomially dense set S = {2 n : n = 1, 2, 3, . . .}. Then P (S) = {2}. Example 2. The exponent 1/α is the best possible. Let α be an integer ≥ 3. We shall construct a set S consisting entirely of primes with polynomial density α. This way, we shall have a good handle on π S (n) and shall easily be able to show π S (n) is asymptotically equal to n 1/α .
First, we need to show there is a prime between n α and (n + 1) α for all sufficiently large integers n. By a theorem of Iwaniec and Piutz, there is always a prime between n − n 23/42 and n [5, p. 415], [7] . If we apply Iwaniec and Piutz's theorem to n α , we see that there is always a prime between n (23/42)α and n α . But, by the binomial theorem, (n − 1) α = n α − R α (n), where R α (n) is a polynomial of degree α − 1. Since (23/42)α < α − 1 for α ≥ 3, n (23/42) < R α (n) for all sufficiently large n. Thus there is always a prime between (n − 1) α and n α for all sufficiently large n. Consequently, there is always a prime p n with n α < p n ≤ (n + 1) α for all sufficiently large n, say for all n ≥ N α . Now consider the set S = {p n : n = N α , N α + 1, N α + 2, . . .}. S has polynomial density α, p n is asymptotically equal to n α , and π S (n) is asymptotically equal to n 1/α . This proves the exponent 1/α is the best possible in the assertions of theorem 1 and corollary 1b, at least when α is an integer ≥ 3.
As we shall see shortly, this remains true when α = 1. Furthermore, the exponent 1/α is probably the best possible for α = 2, as it is widely believed, though still unproven, that for every integer n ≥ 2, there is a prime p n between n 2 and (n + 1)
Example 3. The log n denominator (though possibly not the exponent r) is needed. Let S be the set of positive integers. Then S has polynomial density 1, and π S (n) = π(n). By Tschebyshev's inequalities, mn/ log n ≤ π(n) ≤ M n/ log n for all n ≥ 2, where m and M are suitably chosen constants. This example also shows that the exponent 1/α is the best possible for α = 1. Example 4. Furstenberg's proof and Gotchev's theorem. Again let S be the set of positive integers. Furstenberg (and later Golomb) gave elegant topological proofs of Euclid's theorem that P (S) is infinite [2] , [3] . This work has been extended in various directions, for example to the setting of abstract ideal theory (see [9] and [13] ). Furstenberg's proof is also provides an important beginning example in the theory of profinite groups [11, p. 476] Gotchev recently extended Furstenberg's work and gave a topological proof that P (S) is infinite if S is the integer range of a polynomial Q of degree α ≥ 1 with integer coefficients [4] . In other words, if S = {|Q(n)| : n = 1, 2, 3, . . .}, Gotchev proved by topological means that P (S) is infinite. As S is a set of polynomial density α, corollary 1a is Gotchev's theorem in this case, and corollary 1b is a quantitative version of Gotchev's theorem.
We should note that Gotchev's theorem seems to be a folk theorem, probably rediscovered many times before Gotchev stated it. But the topological proof is definitely due to Gotchev. Example 5. Sets of polynomial density α are much more general than ranges of polynomials. In fact, they may even be non-computable. For example, let T (n), n = 1, 2, 3, . . . be your favorite (computable) enumeration of Turing machines, let k(n) = 1 if T (n) does not halt, and let k(n) = 2 otherwise. Let S = {3n + k(n) : n = 1, 2, 3, . . .}. Then S is a non-computable set of polynomial density 1.
Although we know practically nothing about S because it is not computable, we do know by corollary 1a that its set of prime factors is infinite, and we do have quantitative information about the distribution P (S) by theorem 1. Example 6. One might think that the complement of a set too sparse to be of polynomial density α for any α must be a set of polynomial density 1. An interesting counter example due to Joshua Zelinsky [15] shows that this is not true. Zelinsky's idea is to consider sets with very large gaps, that is highly lacunary sets.
To be specific, let S n = {n : 2 2 n ≤ n < 2 2 n+1 }, and let S = n odd S n . Then S has a gap between 2 2 n and 2 2 n+1 − 1 for each even n, and the complement of S has a gap between 2 2 n and 2 2 n+1 − 1 for each odd n Thus neither S nor its complement is of polynomial density α for any α.
Remarks. Remark 1. Dirichlet's theorem on primes in arithmetic progressions states that if a and b are relatively prime integers, and S = {an + b : n = 1, 2, 3, . . .}, then S contains infinitely many primes [8, chapter VII] . This is much stronger than the assertion of Gotchev's theorem, and corollary 1a, that P (S) is infinite. In general, it seems to be much more difficult to show that a set contains infinitely many primes than it is to show that a set has infinitely many prime factors. An extremely interesting challenge would be to give a simple, fairly elementary proof of Dirichlet's theorem, perhaps using the ideas of this paper, or perhaps using the topological ideas of Furstenberg, Golomb and Gotchev [11, p. 476] . It turns out that if one could show that an arithmetic progression with a and b relatively prime contains one prime, then it contains infinitely many primes [6] , [14, Open Questions. Question 1. Is there an example for α > 1 where both the exponent 1/α and the denominator log n appear at the same time? Of course, there is such an example for α = 1; simply let S be the set of positive integers and use Tschebyshev's inequalities. Question 2. There cannot be a prime number theorem for P (S), or even a pair of Tschebyshev inequalities (see example 2). But can corollary 1b be improved to a one-sided Tschebyshev inequality? In other words, for every set S of polynomial density α, is it true that m S n 1/α / log n ≤ π S (n), for all n ≥ 2 and some suitably chosen constant m S > 0 (depending on S)?
