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In this paper the theory of Hadamard product multipliers is extended from the unit disk
in the complex plane to arbitrary so-called disk-like domains, i.e. such domains which are
the union of disks or half-planes, all containing the origin. In such a domain, say Ω , we
deﬁne (the class Rdα(Ω) of) generalized prestarlike functions of order α  1 and ask for
Hadamard multipliers g analytic at z = 0 for which f ∈Rdα(Ω) implies g ∗ f ∈Rdα(Ω). We
prove that such a multiplier necessarily has to be analytic in
Ω∗ :=
{
u
v
: u ∈ Ω, v ∈ C \ Ω
}
.
In many cases (we prove this for all proper disks containing the origin) we actually ﬁnd
that Rdα(Ω∗) is the precise description of the set of all such multipliers. For these disks,
Ωγ say, the domains Ω∗γ turn out to be bounded by the outer loops of certain Limaçons
of Pascal. The parameter γ is related to the characteristic q(Ωγ ) = (1 − γ )/(1 + γ ) := r/s
of the disk, where r is the shortest distance of the origin to the boundary of that disk,
and s the largest. Large subclasses of Rdα(Ω∗) are being explicitly determined. For the
case γ = 0, i.e. Ωγ = Ω∗γ = D, this result coincides with an old one by Ruscheweyh
and Sheil-Small, previously conjectured by G. Pólya and I.J. Schoenberg. The notion of
the characteristic of a disk (containing the origin) is then extended to general disk-
like domains, and some multipliers are identiﬁed for those general classes Rdα(Ω). The
previously determined class of ‘universally prestarlike functions’, deﬁned in the slit-domain
C \ [1,∞], is identiﬁed as the class of ‘universal multipliers’ for Rdα(Ω) in any disk-like
domain Ω .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
1.1. General notation
Let C be the set of complex numbers and P0 the system of domains Ω ⊂ C containing the origin 0. For Ω ∈ P0 we
write H(Ω) for the family of analytic functions in Ω , and H0(Ω) respectively H1(Ω) are the subsets of functions f ∈ H(Ω)
satisfying f (0) = 1 respectively f (0) = f ′(0) − 1= 0.
A circular domain is an open disk or half-plane in C. Throughout this paper we write D0 for the set of circular domains
containing the origin 0, i.e. D0 ⊂ P0. For a domain Ω ∈ P0 we let D0(Ω) denote the subset of all circular domains in D0
which are contained in Ω . D stands for the unit disk {z ∈ C: |z| < 1}.
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tion) f ∗ g by ( f ∗ g)(z) :=∑∞k=0 fk gkzk . Clearly f ∗ g ∈ H({0}) as well.
Let Q ⊂ H1(Ω) for some Ω ∈ P0. A function g ∈ H1({0}) is called a multiplier for Q (or g ∈ M(Q )) if
∀ f ∈Q : g ∗ f ∈ Q . (1.1)
Remark 1.1. Note that, by deﬁnition, the set M(Q ) is closed under convolution, i.e.
g,h ∈ M(Q ) ⇒ g ∗ h ∈ M(Q ). (1.2)
1.2. The principal example: Convex univalent functions in D
Let C(D) be the family of normalized convex univalent functions in the unit disk D, i.e. f ∈ C(D) if and only if f ∈ H1(D)
with f univalent in D and f (D) convex.
An old result of Ruscheweyh and Sheil-Small [6], previously conjectured by Pólya and Schoenberg [3], states
M(C(D))= C(D). (1.3)
Remark 1.2. It is a classical result due to Study (later reﬁned by Heins and Pommerenke) that every convex univalent
function in a circular domain D maps any circular subdomain D ′ ⊂ D also onto a convex domain, compare Theorem 1.3
below. We are going to use this fact while passing from circular domains to other conﬁgurations.
Deﬁnition 1.1. A domain Ω ∈ P0 is called disk-like (with respect to the origin) if
Ω =
⋃
D∈D0(Ω)
D.
Note that disk-like domains (w.r.t. the origin) are starlike (w.r.t. the origin), since for any z ∈ Ω there exists D ∈ D0(Ω)
such that z ∈ D and therefore [0, z] ⊂ D ⊂ Ω . The slit-domain Λ := C \ [1,∞) is disk-like and important for the theory to
be developed in this paper.
Deﬁnition 1.2. Let Ω ∈ P0 be disk-like and f ∈ H1(Ω). Then f is called disk-convex if f maps every D ∈ D0(Ω) univalently
onto a convex domain.
Remark 1.3. Note that the origin 0 of the complex plane plays a special role in Deﬁnition 1.1. That has to do with our main
subject, namely the study of multipliers. It might be interesting to study a more general class of disk-like domains and
disk-convex functions, without this restriction. This, however, is not our aim here. All disk-like domains used in the sequel
will be disk-like w.r.t. the origin. For the sake of brevity we call them just ‘disk-like’.
An interesting example for a disk-convex mapping deﬁned in Λ is
v(z) := 8
z
(1− √1− z ) − 4,
which maps Λ onto the disk 4D (see [8]). This v is, up to normalizations, the inverse of the Koebe function. The identity
function w(z) = z is also disk-convex in Λ, but w(Λ) is obviously not convex. On the other hand, the following result holds
(see Theorem 1.5 for a generalization).
Theorem 1.1. Let Ω be a disk-like domain w.r.t. the origin, and f disk-convex in Ω . Then f is univalent in Ω and f (Ω) is starlike with
respect to the origin.
As far as convex and disk-convex mappings are concerned, we are dealing with the following questions.
Problem 1.1. For Ω disk-like let C(Ω) be the set of functions in H1(Ω) which are disk-convex in Ω . Describe M(C(Ω)).
Problem 1.2. Describe disk-like domains Ω such that the set of disk-convex functions in Ω is closed under convolution.
Note that (1.3) solves Problem 1.1 for Ω = D, and with respect to Problem 1.2 the same result shows that D is a domain
with the desired property.
As we shall see, the solution of Problem 1.1 for Ω = D ∈ D0 will produce a set of disk-like domains having the property
described in Problem 1.2. It is perhaps surprising, that none of these domains, except for D, is circular or even convex.
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Suffridge [10] (see also Lewis [2] and Ruscheweyh [4]) extended (1.3) in various directions, mainly by introducing and
studying the classes Rα of so-called prestarlike functions of order α ∈ (−∞,1] in D. The set C(D) is embedded in this
scheme: C(D) = R0. See [5] for a general reference concerning prestarlike functions.
For f ∈ H1({0}) and β  0 set(
Dβ f
)
(z) := z
(1− z)β ∗ f .
Note that, in particular,(
D0 f
)
(z) = z, (D1 f )(z) = f (z),
and
Dn+1 f = z
n!
(
zn−1 f
)(n)
, n ∈ N.
Let
P :=
{
F ∈ H0(D): Re f (z) > 1
2
, z ∈ D
}
. (1.4)
Deﬁnition 1.3. Let α  1 and f ∈ H1(D). Then f ∈ Rα if and only if
D3−2α f
D2−2α f
∈ P. (1.5)
Note that this, for α = 0, reduces to the common condition
Re
(
1+ zf
′′(z)
f ′(z)
)
> 0, z ∈ D,
for a function f to be convex univalent in D and that f ∈ R1 if and only if f (z)/z ∈ P .
For our purposes the following two facts (see e.g. [5, Theorem 2.1]) about prestarlike functions are the most relevant
ones.
Lemma 1.1. For α < β  1 we have Rα ⊂ Rβ .
Lemma 1.2. For α  1 we have M(Rα) = Rα .
Note that Lemma 1.2, for α = 0, is (1.3).
1.4. Generalized prestarlike functions
Generalized prestarlike functions have been introduced in [8]. They are translations of prestarlike functions into arbitrary
circular domains in D0 in a speciﬁc way.
Let Ω 
= C be in D0. Then there are two unique parameters τ ∈ C \ {0} and γ ∈ [0,1] such that
Ω = {wτ ,γ (z): z ∈ D},
where
wτ ,γ (z) := τ z
1+ γ z .
We write Ωτ,γ for this Ω .
Deﬁnition 1.4. Let α  1 and Ω = Ωτ,γ for some admissible pair (τ ,γ ). A function f ∈ H1(Ω) is called prestarlike of order α
in Ω (written as f ∈ Rα(Ω)) if
fτ ,γ (z) := 1
τ
f
(
wτ ,γ (z)
) ∈ Rα.
The following theorem will be crucial later on. Its proof is in Section 2.
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Next we extend the notion of disk-convexity to generalized prestarlike functions.
Deﬁnition 1.5. Let Ω be a disk-like domain, and α  1. A function f ∈ H1(Ω) is called disk-prestarlike of orderα if f ∈ Rα(D)
for every D ∈ D0(Ω). We denote the set of these functions by Rdα(Ω).
Theorem 1.2 can be used to simplify the above deﬁnition by using the notion of maximal disks for disk-like domains.
Deﬁnition 1.6. Let Ω be disk-like. A disk D ∈ D0(Ω) is called maximal (w.r.t. Ω) if D ⊂ D ′ ∈ D0(Ω) implies D = D ′ .
Note that every disk D ∈ D0(Ω) is contained in some maximal disk of Ω .
Corollary 1.1. Let Ω be a disk-like domain, and α  1. A function f ∈ H1(Ω) is disk-prestarlike of order α if f ∈ Rα(D) for every
maximal D ∈ D0(Ω).
The deﬁnition and Lemma 1.1 imply
Theorem 1.3. Let α  1 and let Ω,Ω ′ be disk-like with Ω ⊂ Ω ′ . Then Rdα(Ω ′) ⊂ Rdα(Ω).
Theorem 1.4. Let α < β  1 and let Ω be disk-like. Then Rdα(Ω) ⊂ Rdβ(Ω).
Note that this implies that disk-convex functions are in particular disk-prestarlike of order 12 . We have the following
extension of Theorem 1.1, to be established in Section 2.
Theorem 1.5. LetΩ be a disk-like domain and f ∈ Rdα(Ω) for some α  12 . Then f is univalent inΩ and f (Ω) is starlike with respect
to the origin.
We mention in passing that, although the original concept of prestarlike functions of order α has its roots in the theory
of starlike functions of the same order in the unit disk, a result corresponding to Theorem 1.2 does not seem to exist if one
replaces prestarlike by starlike in Deﬁnition 1.4.
The complex plane C is disk-like, but the only function in Rdα(C) is the identity function. So we always assume that
the disk-like domains we are dealing with are not C. Then, since disk-like domains are starlike with respect to the origin,
they have one or more rays of the form {tx: t  1} in their complement. Assume that a disk-like Ω omits the line segment
[1,∞). Then Ω ⊂ Λ and therefore, in view of Theorem 1.3, we obtain
Rdα(Λ) ⊂ Rdα(Ω). (1.6)
The functions f ∈ Rdα(Λ) have been studied in [8] already, in particular, it was shown that
M(Rdα(Λ))= Rdα(Λ), α  1, (1.7)
and, moreover,
Rdα(Λ) ⊂ M
(Rdα(D)), D ∈ D0, α  1,
which implies that for any disk-like domain Ω we have
Rdα(Λ) ⊂ M
(Rdα(Ω)), α  1. (1.8)
In [8] the functions in Rdα(Λ) have been called universally prestarlike of order α, which seems to be well justiﬁed in view
of (1.7) and (1.8).
In generalization of Problems 1.1 and 1.2 we are actually interested in some answers regarding the following problems.
Problem 1.3. For α  1 and Ω disk-like describe M(Rdα(Ω)).
Problem 1.4. Describe disk-like domains Ω such that the set Rdα(Ω) is closed under convolution for (some) α  1.
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A basic property of disk-like domains — shown in Section 2 — is as follows.
Lemma 1.3. Let Ω be disk-like, and 1x ∈ C \ Ω . Then
fx(z) := z
1− xz ∈ R
d
α(Ω), α  1. (1.9)
For any disk-like Ω we deﬁne its adjoint set
Ω∗ :=
{
u
v
: u ∈ Ω, v ∈ C \ Ω
}
.
It is easy to verify that Ω∗ is also disk-like with Ω∗ ⊂ Λ. And in Section 3.1 we shall prove
Theorem 1.6. For each disk-like Ω and α  1 we have
M(Rdα(Ω))⊂ H1(Ω∗). (1.10)
This has the following immediate but still surprising consequence, which is a ﬁrst approximation towards a solution of
Problem 1.4.
Corollary 1.2. A necessary condition for a disk-like domain Ω to have the property described in Problem 1.4 is that it satisﬁesΩ = Ω∗ .
In particular, such Ω must satisfy 1 ∈ ∂Ω and Ω ⊂ Λ.
Note that D∗ = D, in accordance with Lemma 1.2.
The multiplier problem for disk-like domains Ω 
= C can be reduced to the cases Ω ⊂ Λ with 1 ∈ ∂Ω . This is an obvious
consequence of the following lemma. For a proof see Section 3.1.
Lemma 1.4. Let Ω be disk-like and σ 
= 0. Then for σΩ := {σw: w ∈ Ω} we have
M(Rdα(Ω))= M(Rdα(σΩ)).
This means that in the case of the ‘disk-like’ circular domains Ωτ,γ we can reduce our attention to the cases τ := γ + 1,
and therefore to
Ωγ := Ωγ+1,γ =
{
(γ + 1)z
1+ γ z : z ∈ D
}
, γ ∈ [0,1].
Note that Ωγ is a disk in D0, symmetric to the real axis, with 1 ∈ ∂Ωγ , growing from the unit disk (γ = 0) up to the
half-plane Ω1 := {z: Re z < 1}. Of course, Ωγ ⊂ Λ. It is our ﬁrst goal to study the sets M(Rα(Ωγ )).
1.6. Limaçons of Pascal and the main theorem
We ﬁrst identify Ω∗γ . For 0 γ < 1 let Πγ denote the Limaçon of Pascal consisting of the points w ∈ C with
γ 2|1− w|2 = (1− |w|)2.
Then Πγ consists of two loops, an outer one, say Πoγ , and an inner one, say Π
i
γ , deﬁned by
w ∈ Πoγ ⇔ |w| − γ |1− w| = 1, (1.11)
w ∈ Π iγ ⇔ |w| + γ |1− w| = 1. (1.12)
Note that
Πoγ = Πγ \ D and w ∈ Π iγ ⇔
1
w
∈ Πoγ . (1.13)
The following fact will be established in Section 3.2.
486 S. Ruscheweyh, L. Salinas / J. Math. Anal. Appl. 363 (2010) 481–496Fig. 1. Ω∗γ and Πγ , γ = .4.
Theorem 1.7. For 0 γ < 1 we have
Ω∗γ =
γ − 1
γ + 1 (Ωγ )
2, (1.14)
and ∂Ω∗γ = Πoγ . For γ = 1 we have
Ω∗1 = C \ [1,∞) = Λ. (1.15)
We mention in passing that a parametric form of ∂Ω∗γ is
∂Ω∗γ =
{
γ 2 − 1
(eit arccosγ − γ )2 : −1 t  1
}
. (1.16)
The drawing on the left-hand side of Fig. 1 shows Ω∗γ , γ = .4, as a union of its maximal disks
γ (x) :=
{
(1+ γ x)z
(1+ γ z)x : z ∈ D
}
, x ∈ ∂D \ {−1} (1.17)
(see the deﬁnition of Ω∗γ ). The thick curve on the right is the whole of Πγ , γ = .4, with Πoγ = ∂Ω∗γ in black, and Π iγ in
grey. The inscribed circle is the boundary of Ωγ . It will turn out later that the convex domain
Lγ :=
{
w: γ |1− w| + |w| < 1}, (1.18)
bounded by Π iγ , is, quite surprisingly, also signiﬁcant for this theory, see Section 1.9.
The main result of this paper solves Problem 1.3 for circular domains. Its proof is in Section 3.4.
Theorem 1.8. For 0 γ  1 and α  1 we have
M(Rα(Ωγ ))= M(Rdα(Ωγ ))= Rdα(Ω∗γ )⊂ Rα(Ωγ ). (1.19)
And this obviously implies a partial solution to Problem 1.4.
Corollary 1.3. Rdα(Ω∗γ ) is closed under convolution for 0 γ  1 and α  1.
1.7. About the members of Rdα(Ω∗γ )
In order to get a more or less explicit representation for the members of Rdα(Ω∗γ ) we introduce the sets Pγ as follows.
Recall the deﬁnition of P from (1.4).
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z → 1
1+ γ z F
(
(1+ γ x)z
(1+ γ z)x
)
∈ P, |x| = 1. (1.20)
Note that P0 = P , and in [8] it has (essentially) been shown that P1 consists of the functions
F (z) =
∞∑
k=0
ckz
k ∈ H0(Λ), (1.21)
whose coeﬃcient sequence {ck} is completely monotone.
Using this notation we obtain (see Section 3.3)
Theorem 1.9. Let γ ∈ [0,1], α  1. A function f ∈ H1(Ω∗γ ) belongs to Rdα(Ω∗γ ) if and only if
D3−2α f
D2−2α f
∈ Pγ . (1.22)
Note that Rd1(Ω∗γ ) = zPγ .
Corollary 1.4. Let γ ∈ [0,1], α < 1. A function f ∈ H1(Ω∗γ ) belongs to Rdα(Ω∗γ ) if and only if there exists a function F ∈ Pγ such
that
(
D2−2α f
)
(z) = z exp
(
(2− 2α)
z∫
0
F (t) − 1
t
dt
)
. (1.23)
It is easily checked that for 0 γ  1 we have
w ∈ Lγ ⇒ 1
1− wz ∈ Pγ , (1.24)
and since Pγ is a convex set we conclude that
Tγ := co
{
1
1− wz : w ∈ Lγ
}
⊂ Pγ , (1.25)
where co(A) stands for the closed convex hull of a set A in some linear space. This leads to the following ‘explicit’ repre-
sentation for some members of Rdα(Ω∗γ ):
Corollary 1.5. Let α < 1, 0 γ < 1 and μ ∈ W (Lγ ). Then f deﬁned by
(
D2−2α f
)
(z) = z exp
(∫
Lγ
log
1
(1− wz)2−2α dμ
)
(1.26)
belongs to Rdα(Ω∗γ ).
Here and in the sequel we denote by W (A) the set of Borel probability measures on sets A ⊂ C.
Note that, for α = 12 , the left-hand side of (1.26) is just f (z). Also for α < 12 , using the integral representation for the
hypergeometric function (see e.g. [1, 15.3.1]), the representation (1.26) can be replaced by an ‘even more’ explicit one:
f (z) = (1− 2α)z
1∫
0
(1− τ )−2α exp
(∫
Lγ
log
1
(1− wτ z)2−2α dμ
)
dτ . (1.27)
In particular, choosing μ(t) as a discrete measure, we ﬁnd f (z) ∈ Rdα(Ω∗γ ) if
f (z) =
⎧⎨
⎩
z
∏n
k=1 1(1−wkz)λk , α =
1
2 ,
(1− 2α)z ∫ 10 (1− τ )−2α∏nk=1 1(1−wkτ z)λk dτ , α < 12 ,
if wk ∈ Lγ and λk > 0 holds for k = 1, . . . ,n ∈ N, where ∑nk=1 λk = 2− 2α.
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The claims made in this subsection will be veriﬁed in Section 3.5. First we will show that
Ω∗γ ⊂
1+ γ
1− γ D. (1.28)
It then follows by deﬁnition that
Rα
(
1+ γ
1− γ D
)
= Rdα
(
1+ γ
1− γ D
)
⊂ Rdα
(
Ω∗γ
)
,
and this implies
Theorem 1.10. Let α  1, 0 γ < 1, q = 1−γ1+γ and g ∈ Rα(D). Then
1
q
g(qz) ∈ M(Rα(Ωγ )).
The constant q is best possible.
Note that this, for γ = 0, is Lemma 1.2. We also have
Theorem 1.11. For 0 γ < δ  1 and α  1 we have Ω∗γ ⊂ Ω∗δ , and therefore Rdα(Ω∗δ ) ⊂ Rdα(Ω∗γ ).
This has an interesting application. For any (bounded) disk D ∈ D0 we set q(D) := r/R , where r is the shortest distance
from the origin to ∂D , and R the largest.
Deﬁnition 1.8. For a bounded disk-like Ω we set
q(Ω) := inf{q(D): D ∈ D0(Ω) maximal}.
For every unbounded disk-like domain Ω we set q(Ω) := 0. We call q(Ω) the dl-characteristic of Ω .
Clearly, Ωγ as well as Ω∗γ have the dl-characteristic (1− γ )/(1+ γ ).
Theorem 1.12. Assume that Ω is a disk-like domain of dl-characteristic (1− γ )/(1+ γ ), where 0 γ  1. Then, for α  1, we have
Rdα
(
Ω∗γ
)⊂ M(Rdα(Ω)).
In particular, Ω∗ ⊂ Ω∗γ .
This implies, in particular, a generalization of Theorem 1.10.
Corollary 1.6. Let Ω be disk-like with dl-characteristic q = q(Ω) > 0 and let α  1. Then, for g ∈ Rα(D), we have
1
q
g(qz) ∈ M(Rdα(Ω)). (1.29)
We mention in passing that for an unbounded disk-like domain we actually have Ω∗ = Ω∗1 = Λ. It is not likely that in
all such cases we have Rdα(Λ) = M(Rdα(Ω)). However, since the latter statement is true for Ω1 as well as for Ω = Λ, we
state the following as a problem.
Problem 1.5. Is it true that we have Rdα(Λ) = M(Rdα(Ω)) for every disk-like domain such that D0(Ω) contains a half-
plane?
Note that every unbounded disk-like domain actually contains a half-plane, but not necessarily with the origin in its
interior. As an example take for Ω the union of D with the left half-plane. There are reasons to doubt that the answer to
the question above is aﬃrmative in that case.
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The convex and compact set Pγ is obviously crucial for the theory presented here: more information about this set
immediately translates into information for members of Rdα(Ω∗γ ).
For γ = 0 we immediately deduce T0 = P0 = P (Herglotz formula). A limiting argument for γ → 1, using (1.21) and the
well-known solution of Hausdorff’s moment problem, yields
T1 :=
{
f ∈ H0(Λ): f (z) =
1∫
0
dμ(t)
1− tz , μ ∈ W
([0,1])
}
= P1.
Unfortunately, for 0 < γ < 1 we do not have complete descriptions for Pγ available. However we can prove one related
result.
Theorem 1.13. The functions Eγ ,w(z) := 11−wz , w ∈ ∂Lγ , are extreme points of Pγ .
The proof of this theorem is based on Theorem 1.14 below. Let
Aγ :=
{
f ′(0): f ∈ Pγ
}
, Bγ :=
{
f ′(0): f ∈ Tγ
}
.
Theorem 1.14. For 0 γ  1we have Aγ = Bγ = Lγ . Furthermore, the only functions in Pγ for which f ′(0) ∈ ∂Lγ are the functions
f = Eγ ,w , w ∈ ∂Lγ .
Other properties of Pγ which might be helpful in obtaining a more complete and explicit description of the members
in Pγ are as follows.
Theorem 1.15. For 0 γ  1 the sets Pγ are closed under convolution.
Theorem 1.16. For 0 γ < δ  1 we have Pδ ⊂ Pγ .
Theorem 1.17. Let 0 γ  1. For f ∈ Pγ we have
Re
[
ζ
ζ + γ
(
f
(
(ζ + γ )z
1+ γ z
)
− 1
)]
−1
2
, |ζ | 1, z ∈ D. (1.30)
Theorems 1.13–1.16 will be veriﬁed in Section 4, while the proof of Theorem 1.17 can be found in Section 3.4.
2. Disk-prestarlike functions
In this section we justify the general statements about generalized and disk-prestarlike functions made in Sections 1.4
and 1.5.
We ﬁrst recall the well-known Herglotz representation of the functions in P (see (1.4)).
Lemma 2.1. A function f belongs to P if and only if there is a measure μ ∈ W ([0,2π ]) such that
f (z) =
2π∫
0
dμ(t)
1− e−it z .
Basic for our work is also the following general formula, see [8, Lemma 2.3].
Lemma 2.2. Let β  0, τ ∈ C \ {0}, |γ | 1 and f ∈ H(Ωτ,γ ). Then, in the notation of Deﬁnition 1.4 we ﬁnd
(Dβ+1 fτ ,γ )(z)
(Dβ fτ ,γ )(z)
= 1
1+ γ z
(Dβ+1 f )τ ,γ (z)
(Dβ f )τ ,γ (z)
. (2.1)
Proof of Theorem 1.2. Let D and D ′ be described by
w(z) = τ z , v(z) = τ
′z
′ (z ∈ D),1+ γ z 1+ γ z
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ω ∈ H(D) satisfying
ω : D → D, ω(0) = 0, w = v ◦ ω.
Of course, we have
ω(z) = (τ/τ
′)z
1+ γ τ ′−γ ′ττ ′ z
,
and the condition above is fulﬁlled if and only if
|γ τ ′ − γ ′τ | + |τ | |τ ′|. (2.2)
Now assume f ∈ Rα(D ′), or, equivalently, ϕ(z) = 1τ ′ f (v(z)) ∈ Rα(D), which implies
F := D
3−2αϕ
D2−2αϕ
∈ P.
We want to prove that f ∈ Rα(D) or, equivalently, ψ(z) := 1τ f (w(z)) ∈ Rα(D). But we have
ψ(z) = 1
τ
f
(
w(z)
)= 1
τ
f
(
v
(
ω(z)
))= τ ′
τ
ϕ
(
ω(z)
)
,
so that, using Lemma 2.2, we obtain
(
D3−2αψ
D2−2αψ
)
(z) = τ
′
τ ′ + (γ τ ′ − γ ′τ )z
(
D3−2αϕ
D2−2αϕ
)(
ω(z)
)
,
and it remains to show that
τ ′
τ ′ + (γ τ ′ − γ ′τ )z F
(
ω(z)
) ∈ P.
In view of Lemma 2.1 it will be enough to do so for functions F (z) = 11−xz , |x| = 1. Hence we are left with a proof for
τ ′
τ ′ + (γ τ ′ − γ ′τ )z
1
1− xω(z) =
1
1+ γ τ ′−γ ′τ−xττ ′ z
∈ P.
This, however, is an immediate consequence of (2.2). 
Proof of Theorem 1.5. That f (Ω) is starlike is obvious, since it is the union of starlike disks. Now assume that f (z1) = f (z2)
for two distinct points z1, z2 ∈ Ω . Let z j ∈ D j , j = 1,2, where D j are maximal disks of Ω . Then D1 
= D2 because f is
univalent in each maximal disk. The line-segment [0, f (z1)] has a pre-image γ j in each of the D j , connecting 0 with z j ,
respectively. However, since f is univalent at least in a neighborhood of the origin, these pre-images must coincide at least
there. But they are analytic arcs, and therefore, they have to coincide forever. This implies z1 = z2, a contradiction to the
assumption. f must be univalent in Ω . 
Proof of Lemma 1.3. Clearly fx ∈ H1(Ω). Let Ωτ,γ ∈ D0(Ω). Then
1
τ
fx
(
wτ ,γ (z)
)= z
1− (xτ − γ )z .
But, by assumption, 1x /∈ Ω , which means, in particular, that 1x /∈ Ωτ,γ , or
1
x

= τ z
1+ γ z , z ∈ D.
This implies that |γ − xτ | 1. However, it is well known (and easily checked) that the functions z1−ζ z with |ζ | 1 belong
to Rα(D) for every α  1. 
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3.1. General facts
In this subsection we verify the remaining claims of Section 1.5.
Proof of Theorem 1.6. Let g ∈ M(Rdα(Ω)). Then, by Lemma 1.3 and the deﬁnition, we ﬁnd that
z → (g ∗ fx)(z) = 1
x
g(xz) ∈ Rdα(Ω),
1
x
/∈ Ω.
This means that g has to be analytic at all points of the form u = xz with 1x /∈ Ω , z ∈ Ω , i.e. for all u ∈ Ω∗ . 
Proof of Lemma 1.4. Note that f ∈ Rdα(σΩ) if and only if z → f (σ z) ∈ Rdα(Ω). Now g ∈ M(Rdα(σΩ)) if and only if
for all f ∈ Rdα(σΩ) we have ( f ∗ g)(z) ∈ M(Rdα(σΩ)) or, equivalently, z → ( f ∗ g)(σ z) = f (σ z) ∗ g(z) ∈ Rdα(Ω). Hence
g ∈ M(Rdα(Ω)). The other direction follows similarly. 
3.2. The Limaçons of Pascal
Recall the description of Ωγ given at the end of Section 1.5. Then it is easily seen, that for 0 γ < 1 we have
Ω∗γ =
⋃
|x|=1
{
(1+ γ x)z
(1+ γ z)x : z ∈ D
}
(3.1)
(note that the choices of x with |x| > 1 will not further contribute to the set).
Proof of Theorem 1.7. For 0 γ < 1 we have to show that
Ω∗γ =
{
(γ 2 − 1)z2
(1+ γ z)2 : z ∈ D
}
. (3.2)
We write
z
1+ γ z =
γ + ζ
γ 2 − 1 ,
and note that ζ = ζ(z) is an automorphism of D. Therefore, replacing x by 1/x in (3.1), we see that our claim is equivalent
to
Uγ :=
{
(x+ γ )(ζ + γ ): |ζ | < 1, |x| = 1}= {(ζ + γ )2: |ζ | < 1}=: Vγ . (3.3)
Note that both, Ω∗γ and (Ωγ )2, are starlike Jordan domains, so that it will be suﬃcient to show that the boundary of Uγ is
contained in Vγ and vice versa.
Uγ is the union of the disks{
w:
∣∣w − γ (eiϕ + γ )∣∣ ∣∣eiϕ + γ ∣∣} ∈ D0, ϕ ∈ [0,2π ],
so that the boundary of Uγ is contained in the envelope of the boundary circles which are described by
f (w,ϕ) := ∣∣w − γ (eiϕ + γ )∣∣2 − ∣∣eiϕ + γ ∣∣2 = 0. (3.4)
The points w = w(ϕ) on the envelope satisfy fϕ(w,ϕ) = 0, or
Im
(
weiϕ
)= (γ 2 − 1) sinϕ,
which implies w = re−iϕ + γ 2 − 1, with r ∈ R. Inserting this into (3.4) gives, after some calculation, r = 2(γ + cosϕ) and
then w = (e−iϕ + γ )2. Hence w ∈ Vγ . That ∂Vγ ⊂ Uγ is obvious. This proves (3.2).
A direct veriﬁcation now shows that
Πγ =
{
γ 2 − 1
(eiϕ − γ )2 : −π  ϕ  π
}
⊃ ∂Ω∗γ
and
Πoγ = Πγ \ D =
{
γ 2 − 1
(eiϕ − γ )2 : |ϕ| arccosγ
}
= ∂Ω∗γ ,
since D ⊂ Ωγ ⊂ Ω∗γ . This also implies (1.16). The statement (1.15) is obvious. 
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only ones with that property. Less obvious is the following containment property, which will be needed for the proof of
Theorem 1.11.
Lemma 3.1. For 0 γ < δ  1 we have Ω∗γ ⊂ Ω∗δ .
Proof. Note that γ+1γ−1 ∈ ∂Ω∗γ , while the line segment ( δ+1δ−1 ,1) belongs to Ω∗δ . Hence there exists a boundary point of Ω∗γ
in Ω∗δ . We show that the boundaries of these two sets have only one point in common (namely the point 1), which will
complete the proof. Recall that ∂Ω∗γ = Πoγ and ∂Ω∗δ = Πoδ . Our claim then follows immediately from the deﬁnition of these
sets in (1.11). 
3.3. About the members of Rdα(Ω∗γ )
In this subsection we prove Theorem 1.9 and its Corollary 1.4.
Proof of Theorem 1.9. A function f ∈ H1(Ω∗γ ) belongs to Rdα(Ω∗γ ) if it is prestarlike of order α in any maximal disk in Ω∗γ
which are the ones appearing in (3.1). Writing
wx(z) := (1+ γ x)z
(1+ γ z)x
the condition is
x
1+ γ x f
(
wx(z)
) ∈ Rα(D), |x| = 1. (3.5)
Using Deﬁnition 1.4 and Lemma 2.2 this translates into
D3−2α f (wx(z))
D2−2α f (wx(z))
= 1
1+ γ z
D3−2α f
D2−2α f
(
wx(z)
) ∈ P, |x| = 1,
and this is, using Deﬁnition 1.7, exactly (1.22). 
We now make use of the general formula (see [5, p. 71])
D3−2α f = 1− 2α
2− 2α
(
D2−2α f
)+ 1
2− 2α z
(
D2−2α f
)′
,
to obtain from (1.22) the relation
z(D2−2α f )′
D2−2α f
= (2− 2α)(F (z) − 1)+ 1
for some F ∈ Pγ . This is, after integration, the formula in Corollary 1.4, which is therefore also established.
3.4. Proof of the main theorem
For the proof of Theorem 1.8 we need Theorem 1.17. Therefore we prefer to include its proof at this point.
Proof of Theorem1.17. This proof is rather indirect. With F ∈ Pγ we obtain via (1.23) a corresponding function f ∈ Rd0(Ω∗γ ),
i.e. a disk-convex function in Ω∗γ . Note that, for each z ∈ D the circle
w(ζ ) := (ζ + γ )z
1+ γ z , |ζ | = 1,
belongs to Ω∗γ , therefore also
 := {w(ζ ): ζ ∈ D} ∈ D0(Ω∗γ ).
The disk-convex f maps  univalently onto a convex domain, which implies
ϕ(ζ ) := f (w(ζ )), ζ ∈ D,
is convex univalent. Therefore,
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(
1+ ζϕ
′′(ζ )
ϕ′(ζ )
)
= Re
(
1+ ζ z
1+ γ z
f ′′(w(ζ ))
f ′(w(ζ ))
)
= Re
(
1+ 2 ζ z
1+ γ z
F (w(ζ )) − 1
w(ζ )
)
,
for ζ ∈ D. This is (1.30). 
We call a function H(z, ζ ) a kernel if, for each r, 0 < r < 1, it is analytic in |z| < r < 1, |ζ | < 1 + δ(r) where δ(r) > 0. If
H is a kernel then
Φ( f )(z) := H(z, ζ ) ∗ζ f (ζ )|ζ=1
is a continuous linear operator on H(D) (equipped with the topology of compact convergence). On the other hand, if Φ is
such an operator, then
H(z, ζ ) := Φ
(
1
1− ζ z
)
is a kernel, compare [9, Section 5.1].
We use the following variant of a standard notation: a function g ∈ H(D) with g(0) = 0, g′(0) 
= 0 is called starlike of
order α < 1 (g ∈ S ′α ) if
Re
zg′(z)
g(z)
> α, z ∈ D.
The following result, for α < 1, is [7, Theorem 1.5]. It is a generalization of a convolution theorem of Sheil-Small [9,
Theorem 5.10]. That it is also true for α = 1 is an immediate consequence of [9, Theorem 5.9]. A convolution symbol like ∗x
means that the convolution is with respect to the variable x.
Theorem 3.1. Let α  1. For the kernel H(z, ζ ) with its associated operator Φ assume
z → 1
ζ
H(z, ζ ) ∈ Rα (ζ ∈ ∂D), (3.6)
and
ζ → 1
(1− z)2−2α ∗z
1
z
H(z, ζ ) ∈ S ′α (z ∈ D). (3.7)
Then
Φ(Rα) ⊂ Rα.
Proof of Theorem 1.8. (i) Let f ∈ M(Rα(Ωγ )). The functions
fx(z) := z
1− 1+γ x
(γ+1)x z
, |x| = 1,
belong to Rα(Ωγ ), so that we must have
z → (γ + 1)x
1+ γ x f
(
(1+ γ x)z
(γ + 1)x
)
∈ Rα(Ωγ ), |x| = 1,
and therefore
z → x
1+ γ x f
(
(1+ γ x)z
(1+ γ z)x
)
∈ Rα(D), |x| = 1. (3.8)
But this is exactly the necessary and suﬃcient condition for f to belong to Rdα(Ω∗γ ), see (3.5). This settles one direction of
our claim.
(ii) Now assume f ∈ Rdα(Ω∗γ ) and let F ∈ Rα(Ωγ ) be arbitrary. This implies that ϕ(z) := 11+γ F (w(z)) ∈ Rα , where
w = w(z) = (1+γ )z1+γ z , and therefore
F (w) = (1+ γ )ϕ
(
w
)
.1+ γ − γ w
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1
1− w1+γ−γ w ζ
= 1+ ζ
γ + ζ
w γ+ζ1+γ
1− w γ+ζ1+γ
.
We now write
1
1+ γ
(
f (w) ∗w F (w)
)= f (w) ∗w ϕ
(
w
1+ γ − γ w
)
=
{
f (w) ∗w ϕ(ζ ) ∗ζ 1
1− w1+γ−γ w ζ
}∣∣∣∣
ζ=1
=
{
f (w) ∗w 1+ ζ
γ + ζ
w γ+ζ1+γ
1− w γ+ζ1+γ
∗ζ ϕ(ζ )
}∣∣∣∣
ζ=1
=
{
ζ
γ + ζ f
(
w
γ + ζ
1+ γ
)
∗ζ ϕ(ζ )
}∣∣∣∣
ζ=1
,
and this implies
1
1+ γ
(
f (w) ∗w F (w)
)∣∣
w=w(z) =
{
ζ
γ + ζ f
(
(ζ + γ )z
1+ γ z
)
∗ζ ϕ(ζ )
}∣∣∣∣
ζ=1
= {H(z, ζ ) ∗ζ ϕ(ζ )}∣∣ζ=1,
where
H(z, ζ ) := ζ
γ + ζ f
(
(ζ + γ )z
1+ γ z
)
is a kernel for an operator Φ as described above. Our proof is complete once we can establish (3.6) and (3.7) for this
kernel H .
Condition (3.6) is exactly (3.8), with x = 1/ζ . The other condition requires a bit more work.
We recall Corollary 1.4: for our f ∈ Rdα(Ω∗γ ) we have a function g ∈ Pγ such that
z
(1− z)2−2α ∗ f (z) = ze
G(z),
where
G(z) := (2− 2α)
z∫
0
g(t) − 1
t
dt.
Let σ ∈ H1(D) be the function with the property
σ(z) ∗z z
(1− z)2−2α =
z
1− z ,
i.e. the inverse in H1(D) with respect to convolution.
We then have
Q (ζ ) := 1
(1− z)2−2α ∗z
ζ
z(ζ + γ ) f
(
(ζ + γ )z
1+ γ z
)
= 1
(1− z)2−2α ∗z
ζ
z(ζ + γ )
(
f (w) ∗w
w (γ+ζ )z1+γ z
1− w (γ+ζ )z1+γ z
)∣∣∣∣
w=1
= 1
(1− z)2−2α ∗z
(
ζw
1− ((ζ + γ )w − γ )z ∗w σ(w) ∗w we
G(w)
)∣∣∣∣
w=1
= ζw
(1− ((ζ + γ )w − γ )z)2−2α ∗w σ(w) ∗w we
G(w)
∣∣∣∣
w=1
= ζ
(1+ γ z)2−2α
w
(1− (ζ+γ )z w)2−2α ∗w σ(w) ∗w we
G(w)
∣∣∣∣
w=11+γ z
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(1+ γ z)2−2α
w
1− (ζ+γ )z1+γ z w
∗w weG(w)
∣∣∣∣
w=1
= ζ
(1+ γ z)2−2α expG
(
(ζ + γ )z
1+ γ z
)
.
Therefore,
Re
ζ Q ′(ζ )
Q (ζ )
= Re
[
1+ G ′
(
(ζ + γ )z
1+ γ z
)
ζ z
1+ γ z
]
= Re
[
1+ (2− 2α) ζ z
1+ γ z
g( (ζ+γ )z1+γ z ) − 1
(ζ+γ )z
1+γ z
]
> α,
where the last estimate follows immediately from Theorem 1.17. This implies Q ′(0) 
= 0 and therefore Q ∈ S ′α . We conclude
that
f (w) ∗w F (w)|w=w(z) ∈ Rα,
and since Ωγ has only one maximal disk (namely itself) we have ﬁnally shown that f ∈ M(Rdα(Ωγ )). Since 1 ∈ ∂Ωγ
implies Ωγ ⊂ Ω∗γ , and therefore
Rdα
(
Ω∗γ
)⊂ Rdα(Ωγ ) = Rγ (Ωγ ),
the last part of (1.19) has also been established. 
3.5. Proofs for Section 1.8
Most of the results in this subsection are more or less obvious after the preparations from before. To see (1.28) we note
that Ω ⊂ 1+γ1−γ D, and this, together with Theorem 1.7 gives
Ω∗γ =
1− γ
1+ γ (Ωγ )
2 ⊂ 1− γ
1+ γ
(
1+ γ
1− γ D
)2
= 1+ γ
1− γ D.
Theorem 1.11 follows from Lemma 3.1 and Theorem 1.12 combines Theorem 1.11 and Lemma 1.4. Corollary 1.6 is a combi-
nation of Theorems 1.10 and 1.12.
4. Proofs for Section 1.9
We ﬁrst prove (1.24). We have to show
Re
(
1
1+ γ z
1
1− w (x+γ )z1+γ z
)
>
1
2
, |z| < 1, |x| = 1, w ∈ Lγ .
Eliminating z from this expression we are left with∣∣γ (1− w) − xw∣∣ 1, |x| = 1, w ∈ Lγ .
After elimination of x we obtain as the ﬁnal condition
γ |1− w| + |w| 1, w ∈ Lγ ,
which follows from (1.18), with equality for all admissible choices for γ and w ∈ ∂Lγ . 
Proof of Theorem 1.14. From (1.16) and (1.13) we see that Π iγ = ∂Lγ , and this implies Bγ = Lγ .
Now let F (z) = 1+ az + · · · ∈ Pγ . Inserting this into the deﬁnition of Pγ we get
gx(z) := 1
1+ γ z F
(
(1+ γ x)z
(1+ γ z)x
)
= 1+
(
a
1+ γ x
x
− γ
)
z + · · · ∈ P, |x| = 1,
and, since |g′(0)| 1 for all g ∈ P we obtain
|a| + γ |a− 1| 1. (4.1)
Thus the possible range of a is exactly Lγ . Since Bγ ⊂ Aγ we ﬁnally conclude that Aγ = Bγ , which completes this proof. 
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function gx must be an extreme point of P , i.e. gx(z) = (1 − ζ z)−1 for some suitable ζ with |ζ | = 1. A direct calculation
shows that in this case F (z) must be of the form (1−ωz)−1 where
ω = (1+ γρ)x
(1+ γ x)ρ , ρ := −ζ .
Since |x| = |ρ| = 1 this implies that both, ω and 1/ω, belong to Ω∗γ . However, since F ∈ H(Ω∗γ ), we must also have 1/ω 
= z
for z ∈ Ω∗γ and therefore 1/ω ∈ ∂Ω∗γ = Πoγ i.e. ω ∈ Π iγ so that F = Eγ ,ω as asserted.
In other words, the only functions F ∈ Pγ for which F ′(0) is on the boundary of the coeﬃcient body Aγ are the
functions Eγ ,t . Now let ϕ be real and λϕ : H(D) → R the continuous linear functional with λϕ(F ) := Re(eiϕ F ′(0)). It is now
clear that
max
F∈Pγ
λϕ(F ) = λϕ(F0),
for exactly one function F0 ∈ Pγ , namely for F0 = Eγ ,w with a unique w = w(ϕ) ∈ ∂Lγ . This shows that this Eγ ,w is the
unique support point for λϕ in Pγ , and therefore an extreme point. Since this is true for every real ϕ , it is clear that each
of the functions Eγ ,w , w ∈ ∂Lγ , is an extreme point of Pγ . 
The remaining Theorems 1.15 and 1.16 are immediate consequences of the fact that Pγ = Rd1(Ω∗γ )/z and Theorems 1.3
and 1.8.
References
[1] M. Abramowitz, I.A. Stegun (Eds.), Handbook of Mathematical Functions, Dover, New York, 1970.
[2] J. Lewis, Convolutions of starlike functions, Indiana Univ. Math. J. 27 (1978) 671–688.
[3] G. Pólya, I.J. Schoenberg, Remarks on de la Vallée Poussin means and convex conformal maps of the circle, Paciﬁc J. Math. 8 (1958) 295–334.
[4] S. Ruscheweyh, Linear operators between classes of prestarlike functions, Comment. Math. Helv. 52 (1977) 497–509.
[5] S. Ruscheweyh, Convolutions in Geometric Function Theory, Sem. Math. Sup., vol. 83, Les Presses de l’Université de Montréal, 1982.
[6] S. Ruscheweyh, T.B. Sheil-Small, Hadamard products of schlicht functions and the Pólya–Schoenberg conjecture, Comment. Math. Helv. 48 (1973)
119–135.
[7] S. Ruscheweyh, L. Salinas, Universally prestarlike functions as convolution multipliers, Math. Z. 263 (2009) 607.
[8] S. Ruscheweyh, L. Salinas, T. Sugawa, Completely monotone sequences and universally prestarlike functions, Israel J. Math. 171 (2009) 285–304.
[9] T.B. Sheil-Small, The Hadamard product and linear transformations of classes of analytic functions, J. Anal. Math. 34 (1978) 204–239.
[10] T.J. Suffridge, Starlike functions as limits of polynomials, in: Advances in Complex Function Theory, in: Lecture Notes in Math., vol. 505, Springer,
Heidelberg, 1974, pp. 164–202.
