An existence and regularity theorem is proved for integral equations of convolution type which contain hysteresis nonlinearities. On the basis of this result, frequency-domain stability criteria are derived for feedback systems with a linear infinite-dimensional system in the forward path and a hysteresis nonlinearity in the feedback path. These stability criteria are reminiscent of the classical circle criterion which applies to static sector-bounded nonlinearities. The class of hysteresis operators under consideration contains many standard hysteresis nonlinearities which are important in control engineering such as backlash (or play), plastic-elastic (or stop) and Prandtl operators. Whilst the main results are developed in the context of integral equations of convolution type, applications to well-posed state space systems are also considered.
rate-independent operator mapping the space of continuous functions defined on R + := [0, ∞) into itself. In Section 3, we introduce a class of hysteresis operators which contain many standard hysteresis nonlinearities such as backlash (or play), plastic-elastic (or stop) and Prandtl operators. Our treatment of hysteresis operators in Section 3 has been strongly influenced by Chapter 2 in [2] .
To provide a framework for the later stability analysis, we first investigate, in Section 2, existence, uniqueness and regularity of solutions of the integral equation
where we assume that g is locally integrable, Φ: C(R + ) → C(R + ) is a causal operator and r is continuous. We show that (2) has a unique maximal continuous solution provided that Φ satisfies a local Lipschitz-type condition in the space of continuous functions. Under the assumptions that Φ satisfies a local Lipschitz-type condition in the Sobolev space W 1,1 (R + ) and r is locally absolutely continuous, we show that (2) has a unique maximal locally absolutely continuous solution.
In Section 4, we consider the feedback system shown in Figure 1 , where G is a convolution operator mapping L 2 (R + ) boundedly into L 2 (R + ), Φ is a hysteresis operator, r 1 and r 2 are input and disturbance signals, respectively. Assuming that G has a convolution kernel g in L 1 (R + ), the feedback system in Figure 1 translates to the integral equation
which is of the form (2) . If certain natural conditions on g, Φ, r 1 and r 2 are satisfied, we show that the solution y exists on R + (no finite escape-time), y and Φ(y) are bounded and y(t) and (Φ(y))(t) converge to finite limits as t → ∞, provided that
where G denotes the Laplace transform of g and λ > 0 is a Lipschitz-type constant associated with Φ. Moreover, we give estimates of the supremum norms of y and Φ(y) in terms of the signals r 1 and r 2 . We prove a similar result for the feedback system obtained if, in Figure 1 , G is replaced by the operator H given by (Hv)(t) = t 0 (Gv)(s)ds (that is, if an integrator is introduced into the forward path), a situation which is of major importance in control theory. Note that the operator H is usually "unstable" in the sense that it does not map L 2 (R + ) boundedly into L 2 (R + ). We mention that (3) is reminiscent of the frequency-domain condition posited in the classical circle criterion (in the context of feedback systems with exponentially stable linear system and static nonlinearity satisfying (1) with a = 0).
In Section 5, we apply the results in Section 4 to the case where the convolution operator G is realized by a well-posed linear infinite-dimensional state-space system. The class of well-posed state-space systems is widely documented in the literature, see for example [5, 14, 15, 20] . We remark that the class of well-posed, linear, infinite-dimensional systems is rather general: it includes most distributed parameter systems and all time-delay systems (retarded and neutral) which are of interest in applications. We emphasize that the results in Sections 4 and 5 are new even if the underlying linear system is finite-dimensional.
Notation and terminology. Let I ⊂ R + be an interval, where R + := [0, ∞). The space of continuous functions I → R is denoted by C(I). If I is compact, then, endowed with the supremum norm v C(I) = sup t∈I |v(t)|, C(I) is a Banach space. For α ≥ 0, let W 1,1 ([0, α]) denote the Sobolev space of absolutely continuous functions v: [0, α] → R, equipped with the norm v W 1,1 ([0,α]) = |v(0)| + α 0 |v (t)|dt. This norm is readily shown to be equivalent to the usual norm on W 1,1 ([0, α]) given by v 1,1 = v 1 + v 1 (where · 1 denotes the L 1 norm). Note that v W 1,1 ([0,α]) is equal to the total variation of the function v. For 0 < β ≤ ∞, we denote, by W 1,1 loc ([0, β)), the space of locally absolutely continuous functions v: 
Obviously, if w ∈ W 1,1 ([0, α]), then w γ ∈ W 1,1 ([0, α + γ]). We define 
where · denotes the norm on C([0, α + γ]) or on W 1,1 ([0, α + γ]) as appropriate, C(w; δ, γ) and W(w; δ, γ) are complete metric spaces. Let Z be a Banach space and let β ∈ R. We define the exponentially weighted
The space of bounded linear operators from a Banach space Z 1 to a Banach space Z 2 is denoted by L(Z 1 , Z 2 ); we write L(Z) in place of L(Z, Z). Let A: dom(A) ⊂ Z → Z be a linear operator, where dom(A) denotes the domain of A; the resolvent set of A is denoted by (A). Finally, an operator Φ:
A class of integral equations
Let Φ: C(R + ) → C(R + ) be a causal operator, g ∈ L 1 loc (R + ) and r ∈ C(R + ). We consider integral equations of the form
which we also write concisely as
In the following, let I be an interval of the form
In order to define the concept of a (local) solution of (5), we need to give a meaning to Φ(v) if v ∈ C(I) (recall that Φ acts on continuous function defined on the half-line R + ).
For
is invariant with respect to the choice of the extensionṽ. For a continuous function v:
By a solution of (5) on an interval I we mean a function u ∈ C(I) that satisfies (5) for all t ∈ I. A solution u ∈ C(I) is maximal, if u has no proper right extension that is also a solution. A function u ∈ C(I) is called a maximal locally absolutely continuous solution, if u is a is a locally absolutely continuous solution and there does not exist a locally absolutely continuous proper right extension that is also a solution.
Our goal is to establish existence and uniqueness of solutions of (5) . To this end, we introduce the following local Lipschitz-type assumptions:
(LC) for all α ≥ 0 and all w ∈ C([0, α]), there exist constants λ, δ, γ > 0 such that
(LW) Φ(W 1,1 loc (R + )) ⊂ W 1,1 loc (R + ) and, for all α ≥ 0 and all w ∈ W 1,1 ([0, α]), there exist constants λ, δ, γ > 0 such that
We first present a technical result which underpins the subsequent existence and uniqueness theorem.
The following statements hold.
(a) If (LC) is satisfied, then there exists δ > 0 such that, for all η > 0 sufficiently small, Γ η (C(w; δ, η)) ⊂ C(w; δ, η) and Γ η is a strict contraction on C(w; δ, η).
. If (LW) is satisfied, then there exists δ > 0 such that, for all η > 0 sufficiently small, Γ η (W(w; δ, η)) ⊂ W(w; δ, η) and Γ η is a strict contraction on W(w; δ, η).
The proof of the above lemma can be found in the Appendix.
The following existence and uniqueness theorem is the main result of this section.
and g is locally of bounded variation, then the maximal solution u is locally absolutely continuous, i.e., u ∈ W 1,1 loc ([0, t * )). (b) Assume that Φ satisfies (LW) and r ∈ W 1,1 loc (R + ). Then equation (5) has a unique maximal locally absolutely continuous solution u: [0, t * ) → R. If t * < ∞, then locally absolutely continuous on [0, t * ). Consequently, the right-hand side of (5) is locally absolutely continuous on [0, t * ) and hence, u ∈ W 1,1 loc ([0, t * )). (b) With some obvious modifications, the proof of statement (a) carries over to part (b) and is therefore omitted. 
Hysteresis operators
We say that Φ: C(R + ) → C(R + ) is a hysteresis operator if Φ is causal and rate independent. The numerical value set NVS Φ of a hysteresis operator Φ is defined by
; u is said to be approximately ultimately non-decreasing, if for all ε > 0, there exists an ultimately non-decreasing function v ∈ C(R + ) such that
In later sections, we shall invoke some or all of the following six assumptions on the hysteresis operator Φ: 
(N4) for all a > 0 and all u ∈ C([0, a), R), there exist γ 1 , γ 2 > 0 such that
is approximately ultimately non-decreasing and lim t→∞ u(t) = ∞, then Φ(u)(t) and Φ(−u)(t) converge to sup NVS Φ and inf NVS Φ, respectively, as t → ∞;
Note that (N3) implies (LC). If the inequality in (N3) holds for some γ > 0, then, by rate-independence, it holds for all γ > 0. It is easy to see that if a hysteresis operator satisfies (N5), then NVS Φ is an interval.
An important consequence of assumptions (N1-N3) is described in the following lemma, the proof of which can be found in [9] . 
Whilst the following lemma (a proof of which can be found in [9] ) will not be invoked in the paper, nevertheless it may be of independent interest as it shows, in particular, that Lipschitz continuous hysteresis operators satisfy assumptions (N1, N3) and (N4). In many situations, hysteresis operators occur in parametrized form, yielding a family {Φ ξ } ξ∈P of hysteresis operators, where P is a subset of a normed vector space. We assume that 0 ∈ P . Usually, the parameter ξ plays the role of an "initial state" or is related to the initialization of the nonlinear dynamics described by Φ ξ (see examples below). A family {Φ ξ } ξ∈P of hysteresis operators is called continuously unbiased at 0 (or, concisely, unbiased ) if there exists a function ψ: R × P → R + which is continuous at (0, 0) with ψ(0, 0) = 0 and such that
As an immediate consequence of the definition we have that, if {Φ ξ } ξ∈P is an unbiased family of hysteresis operators, then (Φ 0 (u))(0) = 0 for all u ∈ C(R + ) with u(0) = 0. Of course, a single hysteresis operator Φ can be interpreted as the singleton 
An important and well-known property of hysteresis operators is that they commute with Q τ for all τ ∈ R + , that is, if Φ is a hysteresis operator, then
The commutativity property (9) is an easy consequence of causality and rate-independence.
(b) We remark that there exist causal operators Φ: C(R + ) → C(R + ) satisfying (9) , but which are not hysteresis operators. For example, consider the operator Φ:
where ϕ: R + → R is continuously differentiable. Clearly, Φ is causal and a routine calculation shows that Φ satisfies (9) . However, unless ϕ is constant, Φ is not, in general, rate-independent and hence not a hysteresis operator.
(c) It is the commutativity property (9), rather than rate independence, which is used in the proofs of Lemmas 3.1 and 3.2 (see [9] ). In the rest of the paper, the arguments relating to hysteresis operators are based on some or all of the assumptions (N1-N6) and on Lemma 3.1. Consequently, in the results of Sections 4 and 5, the requirement that Φ be a hysteresis operator can be weakened to the assumption that Φ is causal and satisfies (9) .
The latter assumption holds, in particular, for the operator Φ defined by (10); moreover, provided that ϕ (t) ≥ 0 for all t ∈ R + , ϕ is bounded and ϕ(0) ≥ 0, it is easy to show that Φ satisfies (N1-N6) 2 . However, we believe that non-rate-independent causal operators satisfying (9) may be of limited physical relevance and so are mainly of academic interest. For this reason, we assume that the operators under consideration are hysteresis (i.e., causal and rate independent) operators rather than causal operators satisfying (9) .
In the remainder of this section, we describe various classes of hysteresis operators satisfying (N1-N6) and (LW). These classes, and the properties (N1-N3), (LC) and (LW), have a well-established pedigree (see, for example [1, 2] and the pioneering work in [8] ).
Static nonlinearities (Nemitski operators).
For a continuous function ϕ: R → R, we define the corresponding static nonlinearity (or Nemitski operator) S ϕ by
Clearly, S ϕ is a hysteresis operator. The operator S ϕ is unbiased if and only if ϕ(0) = 0. It is easy to see that if ϕ is non-decreasing and globally Lipschitz with Lipschitz constant l ≥ 0, then S ϕ satisfies (N1-N6) (with the constant λ = l in (N3)). Under the additional assumption that ϕ is piecewise C 1 with locally Lipschitz derivative on the intervals of continuous differentiability, a routine argument shows that S ϕ satisfies the condition (LW). Trivially, we have that NVS S ϕ = im ϕ.
Relay (passive, positive) hysteresis. Relay (also called passive or positive) hysteresis, has been discussed in a mathematically rigorous context in a number of references, see for example [9] and [11] . To give a formal definition of relay hysteresis, let a 0 , a 1 ∈ R with a 0 < a 1 and let ϕ 0 : [a 0 , ∞) → R and ϕ 1 : (−∞, a 1 ] → R be non-decreasing and globally Lipschitz with the same Lipschitz constant l ≥ 0 and such that ϕ 0 (a 0 ) = ϕ 1 (a 0 ) and ϕ 0 (a 1 ) = ϕ 1 (a 1 ). For u ∈ C(R + ) and t ≥ 0 define
Following Macki et al. [11] , for ξ ∈ {0, 1}, we define an operator R ξ :
The number ξ plays the role of an "initial state" which determines the output value
The operator R ξ is illustrated in Figure 2 . It is trivial that R ξ is a hysteresis operator. If 0 ≤ a 0 (respectively, 0 > a 0 ), then the family
if and only if R ξ "degenerates" into a static nonlinearity. From [9] we know that R ξ satisfies (N1-N6) (with λ = l in (N3)). Under the additional assumption that ϕ 0 and ϕ 1 are piecewise C 1 with locally Lipschitz derivatives on the intervals of continuous differentiability, a routine argument shows that R ξ satisfies the condition (LW). We note that NVS R ξ = im ϕ 0 ∪ im ϕ 1 . 
Backlash hysteresis (play operator).
A discussion of the backlash operator (also called play operator) can be found in a number of references, see for example [1, 2, 8] and [9] . Let h ∈ R + and introduce the function
We remark that ξ plays the role of an "initial state". It is not difficult to show that the definition is independent of the choice of the partition (t i ). Figure 3 illustrates how B h, ξ acts. It is well-known that B h, ξ extends to a Lipschitz continuous operator on C(R + ) (with Lipschitz constant l = 1), the so-called backlash operator, which we shall denote by the same symbol B h, ξ . It is also well-known (and easy to check) that B h, ξ is a hysteresis operator.
showing that, for fixed h ∈ R + , the family {B h, ξ } ξ∈R is unbiased. As shown in [9] for example, B h, ξ satisfies (N1-N6) (with λ = 1 in (N3)) and it follows from
Elastic-plastic hysteresis (stop operator). The elastic-plastic operator (also called stop operator) has been discussed in a mathematically rigorous context in a number of references, see for example [1, 2, 8] and [9] . To give a formal definition of the elastic-plastic operator, for each h ∈ R + define the function e h : R → R by
For all h ∈ R + and all ξ ∈ R, we define an operator E h, ξ :
Again, ξ plays the role of an "initial state". The operators E h, ξ and B h, ξ are closely related:
see, for example [2] (p. 44). The way E h, ξ acts is illustrated in Figure 4 . It follows from (12) type of hysteresis which for certain input functions exhibits nested loops in the corresponding input-output characteristics. A Preisach memory curve is a function ξ: R + → R which has compact support and is globally Lipschitz with Lipschitz constant 1. The set of all Preisach memory curves is denoted by Π. Furthermore, let µ be a signed Borel measure on R such that |µ|(K) < ∞ for all compact sets K ⊂ R + , where |µ| denotes the total variation of µ. Let ξ ∈ Π. The operator P ξ :
is called a Prandtl operator, cf. [2] (p. 54). It is well-known (and easy to check) that P ξ is a hysteresis operator. Assume that the measure µ is finite. Then it follows from [2] that P ξ satisfies (LW) (see Prop. 2.4.11, p. 59 in [2] ). The operator P ξ is Lipschitz continuous with Lipschitz constant |µ|(R + ) (since the backlash operator is Lipschitz continuous with Lipschitz constant 1) and, moreover, (11) . Furthermore, if we additionally assume that µ is positive, then, as shown for example in [9] (N1-N6) hold (with λ = µ(R + ) in (N3)). [9] that NVS P ξ = R, provided that µ = 0. Finally, we remark that the above class of Prandtl operators can be generalized to include the so-called Preisach operators (see [2] ): a large class of such operators also satisfy (N1-N6) (see [9] ) and (LW) (see [2] ).
Asymptotic behaviour of solutions to feedback systems subject to hysteresis
Consider the feedback system shown in Figure 1 , where G is a convolution operator with kernel g, Φ is a hysteresis operator, r 1 and r 2 are input and disturbance signals, respectively. Mathematically, the feedback system is described by the integral equation
, and let Φ:
where G denotes the Laplace transform of g (or, equivalently, G is the transfer function of G).
(a) If g is locally of bounded variation, then (13) has a unique locally absolutely continuous solution y defined on R + (no finite escape-time) and there exist constants β ∈ (α, 0) and γ > 0 (depending only on g and λ) such that y ,
and y(t) and (Φ(y))(t) converge to finite limits as t → ∞, the convergence being exponential with convergence rate β. 
Note that this remark applies in particular to backlash, elastic-plastic and Prandtl operators.
Proof of Theorem 4.1. (a) By the positive-real assumption (14) , there exists ε > 0 such that
Setting f (s) := exp(−1/λ − G(s)), we have |f (s)| = exp(−1/λ − Re G(s)).
Since G(s) → 0 as |s| → ∞ in C 0 and applying the maximum modulus theorem to f , (16) yields
Moreover, G ∈ H ∞ (C β ) for any β > α, and therefore G is uniformly continuous on any vertical strip of the form α 1 ≤ Re s ≤ α 2 , where α < α 1 < α 2 (see Th. 3.7, p. 82 in [3] ). Consequently, it follows from (17) that there exists β ∈ (α, 0) such that
Now, for any z ∈ C,
Combining this with (18) and the fact that G(s) → 0 as |s| → ∞ in C β and setting ν := λ/2, we may conclude that
The operator Φ satisfies (N3) and, hence, it also satisfies (LC). Furthermore, g r 1 + r 2 ∈ W 1,1 loc (R + ). Thus, it follows from part (a) of Theorem 2.2 that (13) has a unique maximal locally absolutely continuous solution y defined on the maximal interval of existence [0, t * ). Differentiation of (13) shows that, on the interval [0, t * ),
is a measurable function whose existence is guaranteed by Lemma 3.1. Defining
and setting
we obtain
This equation can be written in the form
where δ 0 denotes the unit mass at 0. It follows from (19) that
and consequently, δ 0 + νg β is invertible in the convolution algebra Rδ 0 + L 1 (R + ) (see Th. 4.1, p. 45 in [6] ). Setting
we obtain from (22)
The L 2 -induced norms of the convolution operators u → h u and u → k u are given by
. Furthermore, f β , g β ∈ L 2 (R + ) and d y y β ∈ L 1 loc ([0, t * )), and so (21) shows that y β ∈ L 2 loc ([0, t * )). Therefore, we may conclude from (23) that
By (19) , ν k ν = κ < 1, and hence
To show that t * = ∞, note that, by (24), y ∈ L 1 ([0, t * )), and consequently (Φ(y)) = d y y ∈ L 1 ([0, t * )). It follows that Φ(y) is bounded on [0, t * ), which implies t * = ∞ (by part (a) of Th. 4.1). Therefore, using (24) and the fact that |d y (t)| ≤ λ for a.e. t ∈ R + , we obtain
Routine estimates show that for all t ∈ R +
Combining this with (25) and using that y(0) = r 2 (0) gives
which, together with (20) and (25), yields (15) . Since y ∈ L 2 β (R + ) ⊂ L 1 (R + ), y(t) converges to the finite limit y ∞ := y(0) + ∞ 0 y (s)ds as t → ∞ and a routine estimate yields
showing that the convergence is exponential with convergence rate β. Exactly the same argument applies to show exponential convergence of (Φ(y))(t) as t → ∞.
(b) The existence and uniqueness of a maximal locally absolutely continuous solution y: [0, t * ) → R follows from part (b) of Theorem 2.2. We can argue as in the proof of part (a) to obtain inequality (24), which shows that y ∈ L 1 ([0, t * )). This in turn implies that t * = ∞, because otherwise part (b) of Theorem 2.2 would yield a contradiction to the maximality of t * . The claims now follows as in the proof of part (a).
In Theorem 4.1 it is assumed that the linear system is described by a convolution operator with kernel in L 2 α (R + ) for some α < 0. This implies that the linear system is input-output stable and, in particular, does not contain any integrators. In the following we shall derive a result similar to Theorem 4.1 which applies to a class 6 - Figure 6 . Feedback system with integrator and hysteresis. of linear systems containing an integrator. To this end consider the feedback system shown in Figure 6 , where G:
is a linear bounded shift-invariant operator. Since shift-invariance implies causality, G can be extended to a shift-invariant operator mapping L 2 loc (R + ) into itself. We will not distinguish notationally between G and its extension. We define a shift-invariant operator H:
Denoting the transfer functions of G and H by G and H, respectively, we have that G ∈ H ∞ (C 0 ) and H(s) = G(s)/s. We assume that The proof of the following lemma can be found in the Appendix. 
in particular, Gu − G(0)u ∈ L 2 (R + ).
Consider the integral equation
which describes the feedback system shown in Figure 6 . 
Thus it follows from part (a) of Theorem 2.2 that (29) has a unique maximal solution y ∈ C([0, t * )). It is clear that r and HΦ(y) are locally absolutely continuous and hence so is y = r − HΦ(y). To show that t * = ∞, suppose, for contradiction, that t * < ∞. Using assumption (N4) and arguing as in [9] (see Step 3 in the proof of Lem. 14.5, p. 290 in [9] ), shows that y is bounded on [0, t * ). Invoking again (N4), we may conclude that Φ(y) is bounded on [0, t * ), which, by part (a) of Theorem 2.2, contradicts the supposition that t * is finite. Assume that there exists ε > 0 such that
Then, for all r 1 ∈ L 2 (R + ) and all r 2 ∈ W 1,1 loc (R + ) with r 2 ∈ L 2 (R + ), there exists a unique locally absolutely continuous solution y of (29) defined on R + and such that (Φ(y)) ∈ L 2 (R + ), Φ(y) is bounded and lim t→∞ (Φ(y))(t) = 0. Moreover, there exists γ > 0 (depending only on G, λ and ε) such that
Under the additional assumptions that (N6) holds and that 0 ∈ int NVS Φ, y is bounded.
For the proof of Theorem 4.5 we need the following lemma which is a special case of Theorem 3.3 in [4] . 
where r ∈ L 2 (R + )+R and ϕ: R + ×R → R is a time-dependent static nonlinearity satisfying the sector condition 
where r 0 ∈ R is such that r − r 0 ∈ L 2 (R + ).
Proof of Theorem 4.5. Since (N3) implies (LC), we may apply Lemma 4.4 to obtain the existence of a unique locally absolutely continuous solution y of (32) defined on R + . Setting f := Hr 1 + r 2 ∈ W 1,2 loc (R + ), we have y = f − HΦ(y) and hence y = f − GΦ(y).
(34) By Lemma 3.1 there exists a measurable function d y :
where w := −y .
Integrating (35) from 0 to t leads to
Define
where θ: R → R denotes the unit-step function. Combining (34, 36) and (37) and using the fact that, by shift-invariance, G commutes with integration, we obtain
Note that (38) is of the form (32) with ϕ given by ϕ(t, v) = d y (t)v satisfying the sector condition 0 ≤ ϕ(t, v)v ≤ λv 2 for all v ∈ R and almost all t ∈ R + . Moreover, using the facts that r 1 , r 2 ∈ L 2 (R + ), that G:
We may now apply Lemma 4.6 to (38) to conclude that d y w ∈ L 2 (R + ) and that t 0 d y (s)w(s)ds converges to a finite limit as t → ∞. Using (35) and (36) it follows that (Φ(y)) ∈ L 2 (R + ) and that lim t→∞ (Φ(y))(t) exists and is finite. It follows from (37) and part (a) of Lemma 4.3 that
and therefore (31) is an immediate consequence of (33).
Setting l := lim t→∞ (Φ(y))(t), it remains to show that l = 0. To this end write y = f − GΦ(y) in the form G(0)Φ(y) ).
Clearly,
Since Φ(y) ∈ W 1,1 loc (R + ) with (Φ(y)) ∈ L 2 (R + ), it follows from part (c) of Lemma 4.3 that GΦ(y) − G(0)Φ(y) ∈ L 2 (R + ). Moreover, since also f ∈ L 2 (R + ), we have that w 2 ∈ L 2 (R + ). Seeking a contradiction, suppose that l < 0. By assumption (L), G(0) > 0, and so δ := −G(0)l > 0. We use the splitting y = w 1 + w 2 and we further split
In particular, since w 2 ∈ L 2 (R + ), the set E has finite Lebesgue measure, and so, w 4 ∈ L 1 (R + ). Since w 3 ≥ −δ/3 and lim t→∞ w 1 (t) = δ, by taking τ 0 ≥ 0 large enough, we have
Integrating the equation
Since
Defining y ε ∈ C(R + ) by
it follows from (39) that y ε is ultimately non-decreasing, and moreover, by (40) and (41),
showing that y is approximately ultimately non-decreasing. By (40), lim t→∞ y(t) = ∞, and so we may invoke (N5) to conclude that 0 > l = lim t→∞ (Φ(y))(t) = sup NVS Φ, which is in contradiction to 0 ∈ clos NVS Φ. Therefore, l ≥ 0. An analogous contradiction argument shows that l ≤ 0. Therefore, l = 0 and so lim t→∞ (Φ(y))(t) = 0. Boundedness of y now follows immediately, provided (N6) holds and 0 ∈ int NVS Φ.
Application to well-posed state-space systems
This section is devoted to applications of the results in Section 4 to well-posed state-space systems. There are a number of equivalent definitions of well-posed systems, see [5, 13-18, 20, 21] . We will be brief in the following and refer the reader to the above references for more details. Throughout this section, we shall be considering a well-posed system Σ with state-space X, input space R and output space R, generating operators (A, B, C) , input-output operator G and transfer function G. Here X is a real Hilbert space with norm denoted by · , A is the generator of a strongly continuous semigroup T = (T t ) t≥0 on X, B ∈ L(R, X −1 ) and C ∈ L (X 1 , R) , where X 1 denotes the space dom(A) endowed with the norm x 1 := x + Ax (the graph norm of A), whilst X −1 denotes the completion of X with respect to the norm x −1 = (zI − A) −1 x , where z ∈ (A) (different choices of z lead to equivalent norms). Clearly, X 1 ⊂ X ⊂ X −1 and the canonical injections are bounded and dense. The semigroup T restricts to a strongly continuous semigroup on X 1 and extends to a strongly continuous semigroup on X −1 with the exponential growth constant being the same on all three spaces; the generator of the restriction (extension) of T is a restriction (extension) of A; we shall use the same symbol T (respectively, A) for the original semigroup (respectively, generator) and the associated restrictions and extensions: with this convention, we may write A ∈ L(X, X −1 ) (considered as a generator on X −1 , the domain of A is X). Moreover, the operator B is an admissible control operator for T, i.e., for each t ∈ R + there exists α t ≥ 0 such that
The operator C is an admissible observation operator for T, i.e., for each t ∈ R + there exists β t ≥ 0 such that
The control operator B is said to be bounded if it is so as a map from the input space R to the state space X, otherwise is said to be unbounded; the observation operator C is said to be bounded if it can be extended continuously to X, otherwise, C is said to be unbounded.
The so-called Λ-extension C Λ of C is defined by
with dom(C Λ ) consisting of all x ∈ X for which the above limit exists. For every x ∈ X, T t x ∈ dom(C Λ ) for a.e. t ∈ R + and, if ω > ω(T), then C Λ Tx ∈ L 2 ω (R + ), where
denotes the exponential growth constant of T. The transfer function G satisfies
and G ∈ H ∞ (C ω ) for every ω > ω(T). The input-output operator G: L 2 loc (R + ) → L 2 loc (R + ) is continuous and shift-invariant; moreover, for every ω > ω(T), G ∈ L(L 2 ω (R + )) and
where the superscriptˆdenotes the Laplace transform. In the following, let z ∈ C ω(T) be fixed, but arbitrary. For x 0 ∈ X and u ∈ L 2 loc (R + ), let x and y denote the state and output functions of Σ, respectively, corresponding to the initial condition x(0) = x 0 ∈ X and the input function u. Then G(z)u(t) , a.e. t ≥ 0.
Of course, the differential equation (43a) has to be interpreted in X −1 . Note that the output equation (43b) yields the following formula for the input-output operator G
In the following, we identify Σ and (43) and refer to (43) as a well-posed system. We say that (43) is exponentially stable if ω(T) < 0. The well-posed system (43) is called strongly stable if the following four conditions are satisfied:
(ii) T is strongly stable, i.e., lim t→∞ T t x = 0 for all x ∈ X; (iii) B is an infinite-time admissible control operator, i.e., there exists α ≥ 0 such that
Obviously, exponential stability implies strong stability, but the converse is not true.
If the well-posed system (43) is regular, i.e., the following limit Moreover, in the regular case, we have that (sI − A) −1 BR ⊂ dom(C Λ ) for all s ∈ (A) and
The number D is called the feedthrough of (43). Finally, for the application of the results in Section 4 to well-posed systems, we need the following two technical lemmas: Lemma 5.1. Assume that the control operator B or the observation operator C is bounded. Then system (43) is regular. Moreover, the inverse Laplace transform of the transfer function G, or, equivalently, the impulse response of (43), is in Rδ 0 + L 2 ω (R + ) for any ω > ω(T), where δ 0 denotes the unit mass at 0.
The proof of the above lemma can be found in Logemann and Ryan [10] , whilst the proof of the lemma below is given in the Appendix. 
, the solution x of (43a) satisfies
(b) Assume that T is strongly stable, 0 ∈ (A) and B is infinite-time admissible. Then there exists γ > 0 such that, for all x 0 ∈ X and all u ∈ W 1,1 loc (R + ) with u ∈ L 2 (R + ), the solution x of (43a) satisfies
Application of Theorem 4.1. Assume that (43) is regular with feedthrough D = 0 and consider the feedback
is a hysteresis operator. The feedback system is then given by ([0, τ) ) and
Theorem 5.3. Assume that (43) is exponentially stable, that B or C is bounded (hence (43) is regular, by Lem. 5.1) and that the feedthrough is zero. Furthermore assume that Φ: C(R + ) → C(R + ) is a hysteresis operator satisfying (LW) and (N1, N2) and (N3) with associated λ > 0. Assume that
Then, for all x 0 ∈ X 1 , equation (45) has a unique solution x defined on R + satisfying x(t) ∈ dom(C) for all t ∈ R + . Moreover, x(t), Cx(t) and (Φ(Cx))(t) converge exponentially fast as t → ∞ and there exists a constant γ > 0 (depending only on (A, B, C) and λ) such that
Proof. Let x 0 ∈ X 1 , α ∈ (ω(T), 0) and let g denote the impulse response of (43). By assumption, (43) is regular with B or C bounded and with zero feedthrough. Therefore, by Lemma 5.1, g ∈ L 2 α (R + ). Consider the integral equation
Since CTx 0 ∈ W 1,1 loc (R + ) with derivative (CTx 0 ) = C Λ TAx 0 ∈ L 2 α (R + ), it follows from an application of part (b) of Theorem 4.1 with r 1 = 0 and r 2 = CTx 0 that (47) has a unique absolutely continuous solution w: R + → R. A routine argument then shows that the function x: R + → X defined by
is the unique solution of (45). Clearly, if C is bounded, then x(t) ∈ dom(C) = X for all t ∈ R + . If C is unbounded, then, by assumption, B is bounded; using the absolute continuity of Φ(w) and a standard result on abstract Cauchy problems (see Th. 2.4, p. 107 in Pazy [12] ) shows that x(t) ∈ dom(C) = X 1 for all t ∈ R + . Noting that
it follows that Cx = w. Applying again part (b) of Theorem 4.1 to (47) shows that there exists β ∈ (ω(T), 0) such that Φ(Cx) ∈ L 2 β (R + ), Cx(t) and (Φ(Cx))(t) converge exponentially fast (with convergence rate β) to finite limits as t → ∞ and, furthermore, there existsγ > 0 (depending only on (A, B, C) and λ) such that
Combining this with part (a) of Lemma 5.2 shows that (46) holds and that lim t→∞
the convergence being exponential with convergence rate β.
Remark 5.4. Assume that {Φ ξ } ξ∈P is an unbiased family of hysteresis operators satisfying, for each ξ ∈ P , (LW), (N1, N2) and (N3) with associated λ > 0 independent of ξ. Inequality (46) shows that
In the infinite-dimensional case, equation (49) is of limited use, since x 0 is required to approach 0 in the norm of X 1 rather than X. In the finite-dimensional case, however, (49) expresses a Lyapunov-type stability property of the feedback system. Under the extra assumption that there exists a K-function κ (that is, κ is a continuous non-decreasing function from R + to R + with κ(0) = 0) such that
it follows from (46) that
for a suitable K-functionκ. In the finite-dimensional case this is reminiscent of stability in the large. It follows from (11) that their exist K-functions κ such that the backlash, elastic plastic and Prandtl families satisfy (50).
Application of Theorem 4.5. Consider (43) with the feedback law
where Φ: C(R + ) → C(R + ) is a hysteresis operator. The resulting feedback system is then given by ([0, τ) ) and for all t ∈ [0, τ)
Theorem 5.5. Assume that (43) is strongly stable, 0 ∈ (A) and G(0) > 0. Let Φ: C(R + ) → C(R + ) be a hysteresis operator satisfying (N1-N5) and such that 0 ∈ clos NVS Φ. Let λ > 0 be the constant associated with (N3). Assume that there exists ε > 0 such that
Then, for all (x 0 , v 0 ) ∈ X × R, there exists a unique solution (x, v) of (52) defined on R + such that x and
Moreover, there exists γ > 0 (depending only on (A, B, C) , G, λ and ε) such that
where Φ(v 0 ) denotes the application of Φ to the constant function t → v 0 . Furthermore,
has a unique absolutely continuous solution v defined on R + . Define the continuous function x: R + → X by
Then
and a routine argument using standard properties of well-posed systems shows that (x, v) is the unique solution of (52) on R + . Since 0 ∈ (A), the transfer function G(s) admits an analytic extension to a neighbourhood of 0. By assumption, G(0) > 0, and it follows that G satisfies assumption (L). Defining r ∈ W 1,1 loc (R + ) by r(t) = v 0 − t 0 C Λ T s x 0 ds, then, by strong stability, there exists β > 0 such that
Therefore we may apply Theorem 4.5 (with r 1 = 0 and r 2 = r) to (54) to conclude that Φ(v) is bounded, lim t→∞ (Φ(v))(t) = 0, (Φ(v)) ∈ L 2 (R + ) and that there existsγ > 0 (depending only on (A, B, C) , G, λ and ε) such that
It follows now from part (b) of Lemma 5.2 that x is bounded, lim t→∞ x(t) = 0 and that there exists γ > 0 such that (53) holds. Define the operator K by (27).
and, in particular, v + G(0)Φ(v) ∈ L 2 (R + ). Statement (a) follows immediately from Theorem 4.5. To prove statement (b) assume that lim t→∞ C Λ T t x 0 = 0 and that lim t→∞ (Gθ)(t) exists. Since lim t→∞ (Φ(v))(t) = 0, it follows from (56) that lim t→∞ v (t) = 0, provided that lim t→∞ (Gθ)(t) = G(0) and lim t→∞ (K(Φ(v)) )(t) = 0. (57)
The first limit in (57) follows from the facts that Gθ − G(0) ∈ L 2 (R + ) (using part (a) of Lem. 4.3) and that lim t→∞ ((Gθ)(t) − G(0)) exists. Finally, by part (b) of Lemma 4.3,
Since (Φ(v)) ∈ L 2 (R + ), it follows that (k (Φ(v)) )(t) → 0 as t → ∞, establishing the second limit in (57).
Finally, whilst Theorems 5.3 and 5.5 might appear vaguely reminiscent of certain (finite-dimensional) results stated (without proof) in Yakubovich [22] , we mention that the class of hysteresis nonlinearities considered in [22] is very different from the hysteresis operators in the present paper. In particular, we emphasize that the sector condition imposed on the nonlinearities in [22] is not very natural in a hysteresis context since it excludes backlash and elastic-plastic operators and hence many other hysteresis operators.
Noting that σ(η) ≤ δ for all η > 0 sufficiently small, it follows that Γ η (C(w; δ, η)) ⊂ C(w; δ, η) for all η > 0 sufficiently small. It remains to prove the strict contraction property. Let v 1 , v 2 ∈ C(w; δ, η). Then, again invoking (7) ,
Therefore,
and the strict contraction property follows since λσ 2 (η) < 1 for all η > 0 sufficiently small. and note that (Φ(v)) (t) = ϕ 1 (t) + ϕ 2 (t) for almost all t ∈ [0, α + η]. Since Φ(w) ∈ W 1,1 ([0, α]), we have ϕ 1 ∈ L 1 (R + ). Recalling that g ∈ L 1 loc (R + ), it follows that g ϕ 1 ∈ L 1 loc (R + ). Therefore, writing (b) The transfer function of K is K(s) = (G(s) − G(0))/s, and so, by assumption (L), K ∈ H 2 (C 0 ) ∩ H ∞ (C 0 ). Thus, K is a convolution operator with kernel k ∈ L 2 (R + ) and K ∈ L(L 2 (R + )).
Let ε > 0. Since u ∈ L 2 (R + ), we obtain from (63) that there exists τ ≥ 0 such that
Finally, by strong stability, there exists σ ≥ 0 such that
It follows from (62) that z(t) ≤ ε for all t ≥ σ + τ .
