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Abstract
Let a be a finite signed measure on [−r, 0] with r ∈ (0,∞). Consider a stochastic
process (X(ϑ)(t))t∈[−r,∞) given by a linear stochastic delay differential equation
dX(ϑ)(t) = ϑ
∫
[−r,0]
X(ϑ)(t+ u) a(du) dt+ dW (t), t ∈ R+,
where ϑ ∈ R is a parameter and (W (t))t∈R+ is a standard Wiener process. Consider a
point ϑ ∈ R, where this model is unstable in the sense that it is locally asymptotically
Brownian functional with certain scalings (rϑ,T )T∈(0,∞) satisfying rϑ,T → 0 as T →∞.
A family {(X(ϑT )(t))t∈[−r,T ] : T ∈ (0,∞)} is said to be nearly unstable as T → ∞
if ϑT → ϑ as T → ∞. For every α ∈ R, we prove convergence of the likelihood
ratio processes of the nearly unstable families {(X(ϑ+αrϑ,T )(t))t∈[−r,T ] : T ∈ (0,∞)} as
T → ∞. As a consequence, we obtain weak convergence of the maximum likelihood
estimator α̂T of α based on the observations (X
(ϑ+αrϑ,T )(t))t∈[−r,T ] as T → ∞.
It turns out that the limit distribution of α̂T as T → ∞ can be represented as
the maximum likelihood estimator of a parameter of a process satisfying a stochastic
differential equation without time delay.
1 Introduction
Research under the umbrellas of unstable, nearly unstable, unit root, near unit root, nonsta-
tionary, nearly nonstationary, integrated and near-integrated time series processes has received
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considerable attention in both the statistics and the econometric literature during the last 30
years, see, e.g., Chan [7].
The aim of this paper is to show a phenomenon for certain nearly unstable family of stochas-
tic processes given by stochastic differential equations with time delay which is known for nearly
unstable sequences of AR(1) processes, see Bobkoski [5], Phillips [16] and Chan and Wei [8, 9].
Let us consider an AR(1) process
(1.1)
{
X
(β)
k = βX
(β)
k−1 + εk, k ∈ N := {1, 2, . . . },
X
(β)
0 = 0,
where β ∈ R is a parameter and εk, k ∈ N, are independent standard normally distributed
random variables. Based on the asymptotic behavior of Var(X
(β)
k ) = 1 + β
2 + · · ·+ β2(k−1) as
k →∞, the process (X(β))k∈N is called stable, unstable or explosive if |β| < 1, |β| = 1 or
|β| > 1, respectively. For each n ∈ N, the least squares estimator (LSE) β̂n of β based on
a sample {X(β)0 , . . . , X(β)n } is
β̂n =
∑n
k=1X
(β)
k−1X
(β)
k∑n
k=1
(
X
(β)
k−1
)2 .
In the case of |β| < 1, the sequence (β̂n)n∈N is asymptotically normal, namely,
√
n(β̂n − β) D−→ N (0, 1− β2) as n→∞,
see Mann and Wald [14] and Anderson [1]. In the case of |β| = 1, we have
n(β̂n − β) D−→
∫ 1
0
W (t) dW (t)∫ 1
0
W (t)2 dt
as n→∞,
where (W (t))t∈[0,1] is a standard Wiener process, see White [19], Phillips [17, 18], Greenwood
and Wefelmeyer [10, Example]. In the case of |β| > 1, we have
βn(β̂n − β) D−→ Cauchy(0, β2 − 1) as n→∞,
see Anderson [1] and White [19]. Moreover, considering for each n ∈ N the statistical
experiment En connected with the observations {(X(β)0 , . . . , X(β)n ) : β ∈ R}, the sequence
(En)n∈N is locally asymptotically normal (LAN) if |β| < 1, it is locally asymptotically Brownian
functional (LABF) if β = 1, and it is locally asymptotically mixed normal (LAMN) if |β| > 1,
see, e.g., Greenwood and Wefelmeyer [10, Example].
A sequence (X(β
(n)))k∈N, n ∈ N, of AR(1) processes is called nearly unstable if β(n) → β
as n→∞, where |β| = 1. In case of β = 1 and β(n) = 1+ h
n
with some h ∈ R, we have
n(β̂(n)n − β(n)) D−→
∫ 1
0
Y (t) dW (t)∫ 1
0
Y (t)2 dt
as n→∞,
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where (Y (h)(t))t∈[0,1] is a is a continuous time AR(1) process, i.e., an Ornstein–Uhlenbeck
process, defined as a unique strong solution of the stochastic differential equation (SDE)
(1.2)
{
dY (h)(t) = hY (h)(t)dt+ dW (t), t ∈ [0, 1],
Y (h)(0) = 0,
see Bobkoski [5], Phillips [16] and Chan and Wei [8, 9]. If we consider now h as a parameter
instead of β(n), then the LSE of h = n(β̂(n) − 1) is
ĥn = n(β̂
(n)
n − 1) = n(β̂(n)n − β(n)) + h,
and we have
(1.3) ĥn
D−→
∫ 1
0
Y (h)(t) dW (t)∫ 1
0
Y (h)(t)2 dt
+ h =
∫ 1
0
Y (h)(t) dY (h)(t)∫ 1
0
Y (h)(t)2 dt
,
where the limit distribution in (1.3) turns out to be the maximum likelihood estimator (MLE)
of the parameter h in the model (1.2) based on a sample (Y (h)(t))t∈[0,1] (see, e.g., Arato´ [2], or
van der Meer, Pap and van Zuijlen [15])). The same phenomenon appears in the nearly unstable
AR(p) model, see Jeganathan [12], van der Meer, Pap and van Zuijlen [15], and Buchmann and
Chan [6].
In the present paper we consider a nearly unstable model for linear SDE with time delay. For
a linear SDE with time delay, the analog definition of unstability would be that the characteristic
function has no roots with positive real part but has at least one root on the imaginary axis.
However, investigating the local asymptotic properties of the likelihood function of this process,
it turns out that the proper definition is slightly different, see Section 2 and Benke and Pap [3].
The main result of this paper is the convergence of the likelihood ratio processes of this nearly
unstable model for linear SDE with time delay. Based on this result, we show that in this nearly
unstable model the same phenomenon appears which is described in this introduction earlier,
namely, the limit distribution of the MLE of the model can be represented as the MLE of a
parameter of a process satisfying a stochastic differential equation without time delay, which is
in fact a multidimensional Ornstein–Uhlenbeck process.
2 Preliminaries
Let N, Z+, R, R+, R++, R−− and C denote the sets of positive integers, non-negative
integers, real numbers, non-negative real numbers, positive real numbers, negative real numbers
and complex numbers, respectively. Consider a linear stochastic delay differential equation
(SDDE)
(2.1)
{
dX(ϑ)(t) = ϑ
∫
[−r,0]X
(ϑ)(t+ u) a(du) dt+ dW (t), t ∈ R+,
X(ϑ)(t) = X0(t), t ∈ [−r, 0],
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where ϑ ∈ R is a parameter, r ∈ R++, a is a finite signed measure on [−r, 0] with a 6= 0,
(W (t))t∈R+ is a standard Wiener process, and (X0(t))t∈[−r,0] is a continuous stochastic process
independent of (W (t))t∈R+ . The SDDE (2.1) has a pathwise unique strong solution.
In the following, we recall some results from Benke and Pap [3], where local asymptotic
properties of the likelihood function has been studied. For all T ∈ R++, let Pϑ,T be the
probability measure induced by (X(ϑ)(t))t∈[−r,T ] on (C([−r, T ]),B(C([−r, T ]))). The Radon–
Nikodym derivatives
dPθ,T
dPϑ,T
, θ, ϑ ∈ R, can be derived from formula (7.139) in Section 7.6.4 of
Liptser and Shiryaev [13].
2.1 Lemma. Let θ, ϑ ∈ R. Then for all T ∈ R+, the measures Pθ,T and Pϑ,T are
absolutely continuous with respect to each other, and
log
(
dPθ,T
dPϑ,T
(X(ϑ)|[−r,T ])
)
= (θ − ϑ)
∫ T
0
Y (ϑ)(t) dX(ϑ)(t)− 1
2
(θ2 − ϑ2)
∫ T
0
Y (ϑ)(t)2 dt
= (θ − ϑ)
∫ T
0
Y (ϑ)(t) dW (t)− 1
2
(θ − ϑ)2
∫ T
0
Y (ϑ)(t)2 dt
with
Y (ϑ)(t) :=
∫
[−r,0]
X(ϑ)(t + u) a(du), t ∈ R+.
Moreover, the process
(
dPθ,T
dPϑ,T
(X(ϑ)|[−r,T ])
)
T∈R+
is a martingale.
The martingale property of the process
(
dPθ,T
dPϑ,T
(X(ϑ)|[−r,T ])
)
T∈R+
is a consequence of The-
orem 3.4 in Chapter III of Jacod and Shiryaev [11]. We have the following simple corollary.
2.2 Corollary. For each ϑ ∈ R, T ∈ R+, rϑ,T ∈ R and hT ∈ R, we have
log
(
dPϑ+rϑ,T hT ,T
dPϑ,T
(X(ϑ)|[−r,T ])
)
= hT∆ϑ,T − 1
2
h2TJϑ,T ,
with
∆ϑ,T := rϑ,T
∫ T
0
Y (ϑ)(t) dW (t), Jϑ,T := r
2
ϑ,T
∫ T
0
Y (ϑ)(t)2 dt.
The asymptotic behaviour of the solution of (2.1) is connected with the so-called charac-
teristic function hϑ : C→ C, given by
(2.2) hϑ(λ) := λ− ϑ
∫
[−r,0]
eλu a(du), λ ∈ C,
and the set Λϑ of the (complex) solutions of the so-called characteristic equation,
(2.3) λ− ϑ
∫
[−r,0]
eλu a(du) = 0.
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For each λ ∈ Λϑ, denote by m˜ϑ(λ) the degree of the complex-valued polynomial
Pϑ,λ(t) :=
mϑ(λ)−1∑
ℓ=0
cϑ,λ,ℓ
ℓ!
tℓ
with
cϑ,λ,ℓ :=
∫
[−r,0]
Res
z=λ
(
(z − λ)ℓezu
hϑ(z)
)
a(du),
where the degree of the zero polynomial is defined to be −∞. Put
(2.4) v∗ϑ := sup{Re(λ) : λ ∈ Λϑ, m˜ϑ(λ) > 0}, m∗ϑ := max{m˜ϑ(λ) : λ ∈ Λϑ, Re(λ) = v∗ϑ},
where sup ∅ := −∞ and max ∅ := −∞.
The following theorem gives a sufficient condition for the LABF property of the family
(2.5) (ET )T∈R++ :=
(
C(R+),B(C(R+)), {Pϑ,T : ϑ ∈ R}
)
T∈R++
of statistical experiments.
2.3 Theorem. If ϑ ∈ R with v∗ϑ = 0, then the family (ET )T∈R++ of statistical experiments
given in (2.5) is LABF at ϑ, namely,
(2.6) (∆ϑ,T , Jϑ,T )
D−→ (∆ϑ, Jϑ) as T →∞
with scaling rϑ,T = T
−m∗
ϑ
−1 and with
∆ϑ =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗
ϑ
∫ 1
0
WIm(λ),m∗
ϑ
(s) dWIm(λ)(s),
Jϑ =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
|cϑ,λ,m∗
ϑ
|2
∫ 1
0
|WIm(λ),m∗
ϑ
(s)|2 ds,
with
Wϕ :=

W0, if ϕ = 0,
1√
2
(WReϕ + iW Imϕ ), if ϕ ∈ R++,
W−ϕ, if ϕ ∈ R−−,
where {W0,WReϕ ,W Imϕ : ϕ ∈ R++} are independent standard Wiener processes, and
Wϕ,ℓ(s) := 1
ℓ!
∫ s
0
(s− u)ℓ dWϕ(u), s ∈ R+, ϕ ∈ R, ℓ ∈ Z+.
Particularly, if a([−r, 0]) 6= 0, then v∗0 = 0, m∗0 = 0, and the family (ET )T∈R++ of statistical
experiments given in (2.5) is LABF at 0 with scaling r0,T = T
−1, T ∈ R++, and with
∆0 = a([−r, 0])
∫ 1
0
W0(s) dW0(s), J0 = a([−r, 0])2
∫ 1
0
W0(s)2 ds.
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Note that cϑ,λ,m∗
ϑ
= cϑ,λ,m∗
ϑ
for all λ ∈ Λϑ, hence, if 0 ∈ Λϑ, then cϑ,0,m∗
ϑ
∈ R. Moreover,
(2.7) cϑ,λ,m∗
ϑ
∫ 1
0
WIm(λ),m∗
ϑ
(s) dWIm(λ)(s) = cϑ,λ,m∗ϑ
∫ 1
0
WIm(λ),m∗
ϑ
(s) dWIm(λ)(s)
for all λ ∈ Λϑ, hence ∆ϑ is almost surely real-valued.
Based on Theorem 2.3, we say that the process given by (2.1) is unstable if v∗ϑ = 0. Note
that the family (ET )T∈R++ of statistical experiments given in (2.5) is LAN if v∗ϑ < 0, and, under
some additional conditions, LAMN or periodically locally asymptotic mixed normal (PLAMN)
if v∗ϑ > 0, see Benke and Pap [3].
3 Nearly unstable models
Let ϑ ∈ R with v∗ϑ = 0, and consider the scaling rϑ,T = T−m∗ϑ−1. By Theorem 2.3,
for each α ∈ R, the family {(X(ϑ+αrϑ,T )(t))t∈[−r,T ] : T ∈ (0,∞)} is nearly unstable as
T → ∞. In order to describe the asymptotic behavior of the likelihood ratio process of
(X(ϑ+αrϑ,T )(t))t∈[−r,T ] as T →∞, we need certain stochastic processes. For each ϑ ∈ R and
λ ∈ Λϑ ∩ (iR), consider the linear SDE (without delay)
(3.1)

dX (α)ϑ,λ,0(t) = αcϑ,λ,m∗ϑX
(α)
ϑ,λ,m∗
ϑ
(t) dt + dWIm(λ)(t), t ∈ [0, 1],
dX (α)ϑ,λ,ℓ(t) = X (α)ϑ,λ,ℓ−1(t) dt, ℓ ∈ {1, . . . , m∗ϑ}, t ∈ [0, 1],
X (α)ϑ,λ,ℓ(0) = 0, ℓ ∈ {0, 1, . . . , m∗ϑ},
where α ∈ R is a parameter. The SDE (3.1) has a pathwise unique strong solution. The
processes (X (α)ϑ,λ,ℓ(t))t∈[0,1], ℓ ∈ {0, 1, . . . , m∗ϑ}, are real-valued if Im(λ) = 0, and they are
complex-valued if Im(λ) 6= 0. Moreover, for each ℓ ∈ {0, 1, . . . , m∗ϑ} and t ∈ [0, 1], we have
X (α)
ϑ,λ,ℓ
(t) = X (α)ϑ,λ,ℓ(t). Put
X
(α)
ϑ (t) :=
(
X
(α)
ϑ,λ(t) : λ ∈ Λϑ ∩ (iR+), m˜ϑ(λ) = m∗ϑ
)
, t ∈ [0, 1],
where
X
(α)
ϑ,λ(t) :=
{(X (α)ϑ,0,0(t), . . . ,X (α)ϑ,0,m∗
ϑ
(t)
)⊤
, if Im(λ) = 0,(
Φ(X (α)ϑ,λ,0(t))⊤, . . . ,Φ(X (α)ϑ,λ,m∗
ϑ
(t))⊤
)⊤
, if Im(λ) ∈ R++,
with
Φ(z) :=
[
Re(z)
Im(z)
]
, z ∈ C.
If Im(λ) = 0, then the (m∗ϑ + 1)-dimensional real-valued process (X
(α)
ϑ,0(t))t∈[0,1] is the
pathwise unique strong solution of the linear SDE
(3.2) dX
(α)
ϑ,0(t) = A
(α)
ϑ,0X
(α)
ϑ,0(t) dt +Σ0 dW0(t), t ∈ [0, 1],
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with
A
(α)
ϑ,0 :=

0 0 · · · 0 αcϑ,0,m∗
ϑ
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0

, Σ0 :=

1
0
0
...
0

.
Let P
(α)
ϑ,0 be the probability measure induced by the process (X
(α)
ϑ,0(t))t∈[0,1] on the space
(C([0, 1])m
∗
ϑ
+1,B(C([0, 1])m∗ϑ+1)). Applying again formula (7.139) in Section 7.6.4 of Liptser
and Shiryaev [13], we obtain that for all α, α˜ ∈ R, the measures P(α)ϑ,0 and P(α˜)ϑ,0 are absolutely
continuous with respect to each other, and
log
(
dP
(α˜)
ϑ,0
dP
(α)
ϑ,0
(X
(α)
ϑ,0)
)
=
∫ 1
0
(
(A
(α˜)
ϑ,0 −A(α)ϑ,0)X (α)ϑ,0(t)
)⊤
(Σ0Σ
⊤
0 )
⊖ dX (α)ϑ,0(t)
− 1
2
∫ 1
0
(
(A
(α˜)
ϑ,0 −A(α)ϑ,0)X (α)ϑ,0(t)
)⊤
(Σ0Σ
⊤
0 )
⊖(A(α˜)ϑ,0 +A
(α)
ϑ,0)X
(α)
ϑ,0(t) dt,
where (Σ0Σ
⊤
0 )
⊖ denotes the generalized inverse of Σ0Σ
⊤
0 . We have (Σ0Σ
⊤
0 )
⊖ = Σ0Σ
⊤
0 and(
(A
(α˜)
ϑ,0 −A(α)ϑ,0)X (α)ϑ,0(t)
)⊤
Σ0 = (α˜− α)cϑ,0,m∗
ϑ
X (α)ϑ,0,m∗
ϑ
(t),
Σ⊤0 (A
(α˜)
ϑ,0 +A
(α)
ϑ,0)X
(α)
ϑ,0(t) = (α˜+ α)cϑ,0,m∗ϑX
(α)
ϑ,0,m∗
ϑ
(t),
Σ⊤0 dX
(α)
ϑ,0(t) = dX (α)ϑ,0,0(t),
hence, using the SDE (3.2),
log
(
dP
(α˜)
ϑ,0
dP
(α)
ϑ,0
(X
(α)
ϑ,0)
)
= (α˜− α)cϑ,0,m∗
ϑ
∫ 1
0
X (α)ϑ,0,m∗
ϑ
(t) dX (α)ϑ,0,0(t)
− 1
2
(α˜2 − α2)c2ϑ,0,m∗
ϑ
∫ 1
0
X (α)ϑ,0,m∗
ϑ
(t)2 dt
= (α˜− α)∆(α)ϑ,0 −
1
2
(α˜− α)2J (α)ϑ,0
with
∆
(α)
ϑ,0 := cϑ,0,m∗ϑ
∫ 1
0
X (α)ϑ,0,m∗
ϑ
(t) dW0(t), J (α)ϑ,0 := c2ϑ,0,m∗ϑ
∫ 1
0
X (α)ϑ,0,m∗
ϑ
(t)2 dt.
If Im(λ) ∈ R++, then the 2(m∗ϑ + 1)-dimensional real-valued process (X (α)ϑ,λ(t))t∈[0,1] is the
pathwise unique strong solution of the linear SDE
(3.3) dX
(α)
ϑ,λ(t) = A
(α)
ϑ,λX
(α)
ϑ,λ(t) dt +
1√
2
Σλ
[
dWReIm(λ)(t)
dW ImIm(λ)(t)
]
, t ∈ [0, 1],
7
with
A
(α)
ϑ,λ :=

02×2 · · · 02×2 αΨ(cϑ,λ,m∗
ϑ
)
I2 · · · 02×2 02×2
...
. . .
...
...
02×2 · · · I2 02×2
 , Σλ :=

I2
02×2
...
02×2
 ,
where
Ψ(z) :=
[
Re(z) −Im(z)
Im(z) Re(z)
]
, z ∈ C, 02×2 :=
[
0 0
0 0
]
, I2 :=
[
1 0
0 1
]
.
Indeed, we have
(3.4) Ψ(z1)Φ(z2) = Φ(z1z2), z1, z2 ∈ C,
and hence Φ(cϑ,λ,m∗
ϑ
X (α)ϑ,λ,m∗
ϑ
(t)) = Ψ(cϑ,λ,m∗
ϑ
)Φ(X (α)ϑ,λ,m∗
ϑ
(t)).
Let P
(α)
ϑ,λ be the probability measure induced by the process (X
(α)
ϑ,λ(t))t∈[0,1] on the space
(C([0, 1])2(m
∗
ϑ
+1),B(C([0, 1])2(m∗ϑ+1))). Applying again formula (7.139) in Section 7.6.4 of Liptser
and Shiryaev [13], we obtain that for all α, α˜ ∈ R, the measures P(α)ϑ,λ and P(α˜)ϑ,λ are absolutely
continuous with respect to each other, and
log
(
dP
(α˜)
ϑ,λ
dP
(α)
ϑ,λ
(X
(α)
ϑ,λ)
)
=
∫ 1
0
(
(A
(α˜)
ϑ,λ −A(α)ϑ,λ)X (α)ϑ,λ(t)
)⊤(1
2
ΣλΣ
⊤
λ
)⊖
dX
(α)
ϑ,λ(t)
− 1
2
∫ 1
0
(
(A
(α˜)
ϑ,λ −A(α)ϑ,λ)X (α)ϑ,λ(t)
)⊤(1
2
ΣλΣ
⊤
λ
)⊖
(A
(α˜)
ϑ,λ +A
(α)
ϑ,λ)X
(α)
ϑ,λ(t) dt,
where
(
1
2
ΣλΣ
⊤
λ
)⊖
= 2ΣλΣ
⊤
λ and
(
(A
(α˜)
ϑ,λ −A(α)ϑ,λ)X (α)ϑ,λ(t)
)⊤
Σλ = (α˜− α)
[
Re(X (α)ϑ,λ,m∗
ϑ
(t))
Im(X (α)ϑ,λ,m∗
ϑ
(t))
]⊤
Ψ(cϑ,λ,m∗
ϑ
)⊤
= (α˜− α)Φ(X (α)ϑ,λ,m∗
ϑ
(t))⊤Ψ(cϑ,λ,m∗
ϑ
)⊤,
Σ⊤λ (A
(α˜)
ϑ,λ +A
(α)
ϑ,λ)X
(α)
ϑ,λ(t) = (α˜+ α)Ψ(cϑ,λ,m∗ϑ)
[
Re(X (α)ϑ,λ,m∗
ϑ
(t))
Im(X (α)ϑ,λ,m∗
ϑ
(t))
]
= (α˜+ α)Ψ(cϑ,λ,m∗
ϑ
)Φ(X (α)ϑ,λ,m∗
ϑ
(t)),
Σ⊤λ dX
(α)
ϑ,λ(t) =
[
dRe(X (α)ϑ,λ,0(t))
dIm(X (α)ϑ,λ,0(t))
]
= Φ(dX (α)ϑ,λ,0(t)),
8
hence, using the SDE (3.3), the identities (3.4) and
Ψ(z)⊤Ψ(z) = |z|2I2, z ∈ C,
Φ(z1)
⊤Φ(z2) = Re(z1z2), z1, z2 ∈ C,
Φ(z)⊤Φ(z) = |z|2, z ∈ C,
we obtain
log
(
dP
(α˜)
ϑ,λ
dP
(α)
ϑ,λ
(X
(α)
ϑ,λ)
)
= 2(α˜− α)
∫ 1
0
Φ(X (α)ϑ,λ,m∗
ϑ
(t))⊤Ψ(cϑ,λ,m∗
ϑ
)⊤Φ(dX (α)ϑ,λ,0(t))
− (α˜2 − α2)|cϑ,0,m∗
ϑ
|2
∫ 1
0
|X (α)ϑ,0,m∗
ϑ
(t)|2 dt
= (α˜− α)∆(α)ϑ,λ −
1
2
(α˜− α)2J (α)ϑ,λ
with
∆
(α)
ϑ,λ := 2Re
(∫ 1
0
cϑ,λ,m∗
ϑ
X (α)ϑ,λ,m∗
ϑ
(t) dWIm(λ)(t)
)
, J
(α)
ϑ,λ := 2|cϑ,λ,m∗ϑ|2
∫ 1
0
|X (α)λ,m∗
ϑ
(t)|2 dt.
Let P
(α)
ϑ be the probability measure induced by the process (X
(α)
ϑ (t))t∈[0,1] on the space
(C([0, 1])dϑ,B(C([0, 1])dϑ)) with
dϑ :=
∑
λ∈Λϑ∩(iR+)
m˜ϑ(λ)=m
∗
ϑ
(m∗ϑ + 1).
We obtain that for all α, α˜ ∈ R, the measures P(α) and P(α˜) are absolutely continuous with
respect to each other, and
log
(
dP(α˜)
dP(α)
(X (α))
)
=
∑
λ∈Λϑ∩(iR+)
m˜ϑ(λ)=m
∗
ϑ
log
(
dQ
(α˜)
λ
dQ
(α)
λ
(X
(α)
λ )
)
= (α˜− α)∆(α)ϑ −
1
2
(α˜− α)2J (α)ϑ
with
∆
(α)
ϑ :=
∑
λ∈Λϑ∩(iR+)
m˜ϑ(λ)=m
∗
ϑ
∆
(α)
ϑ,λ, J
(α)
ϑ :=
∑
λ∈Λϑ∩(iR+)
m˜ϑ(λ)=m
∗
ϑ
J
(α)
ϑ,λ ,
since independence of the Wiener processes {W0,WReϕ ,W Imϕ : ϕ ∈ R++} yields independence
of the processes {X (α)ϑ,λ : λ ∈ R+}.
3.1 Theorem. If ϑ ∈ R with v∗ϑ = 0, then for each α ∈ R,
(3.5) (∆ϑ+αrϑ,T , T , Jϑ+αrϑ,T , T )
D−→ (∆(α)ϑ , J (α)ϑ ) as T →∞.
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Consequently, the family
(
C([−r, T ]),B(C([−r, T ])), {Pϑ+(α+h)rϑ,T , T : h ∈ R})T∈R++ of statisti-
cal experiments converge to the statistical experiment (R2,B(R2), {Q(α)ϑ,h : h ∈ R}) as T →∞,
where
Q
(α)
ϑ,h(B) := E
(
exp
{
h∆
(α)
ϑ −
1
2
h2J
(α)
ϑ
}
1B
(
∆
(α)
ϑ , J
(α)
ϑ
))
, B ∈ B(R2),
in the sense that for each base h0 ∈ R, the finite dimensional distributions of the likelihood
ratio process
(
dPϑ+(α+h)rϑ,T , T
dPϑ+(α+h0)rϑ,T , T
)
h∈R
under Pϑ+(α+h0)rϑ,T , T converge to the finite dimensional
distributions of the likelihood ratio process
(
dQ
(α)
ϑ,h
dQ
(α)
ϑ,h0
)
h∈R
under Q
(α)
ϑ,h0
as T →∞.
Note that the probability measure Q
(α)
ϑ,0 is the distribution of the random vector(
∆
(α)
ϑ , J
(α)
ϑ
)
, which is concentrated on R × R+. Moreover, for each h ∈ R, the proba-
bility measures Q
(α)
ϑ,h and Q
(α)
ϑ,0 are equivalent with
dQ
(α)
ϑ,h
dQ
(α)
ϑ,0
(∆, J) = exp
{
h∆− 1
2
h2J
}
, (∆, J) ∈ R2.
Proof of Theorem 3.1. By Corollary 2.2, for each ϑ ∈ R, α ∈ R and T ∈ R++, we have
log
(
dPϑ+αrϑ,T , T
dPϑ,T
(X(ϑ)|[−r,T ])
)
= α∆ϑ,T − 1
2
α2Jϑ,T .
Consequently, for each (u, v) ∈ R2, we obtain
E
(
exp
{
iu∆ϑ+αrϑ,T , T + ivJϑ+αrϑ,T , T
})
= E
(
exp
{
iu∆ϑ,T + ivJϑ,T
}dPϑ+αrϑ,T , T
dPϑ,T
(X(ϑ)|[−r,T ])
)
= E
(
exp
{
(iu+ α)∆ϑ,T +
(
iv − 1
2
α2
)
Jϑ,T
})
.
By the continuous mapping theorem, (2.6) yields
exp
{
(iu+ α)∆ϑ,T +
(
iv − 1
2
α2
)
Jϑ,T
} D−→ exp{(iu+ α)∆ϑ + (iv − 1
2
α2
)
Jϑ
}
as T → ∞. The family {exp{(iu + α)∆ϑ,T + (iv − 12α2)Jϑ,T} : T ∈ R+} is uniformly
integrable, since for each T ∈ R+, we have∣∣∣exp{(iu+ α)∆ϑ,T + (iv − 1
2
α2
)
Jϑ,T
}∣∣∣ = exp{α∆ϑ,T − 1
2
α2Jϑ,T
}
,
and
(3.6) E
(
exp
{
α∆ϑ,T − 1
2
α2Jϑ,T
})
= E
(
dPϑ+αrϑ,T , T
dPϑ,T
(X(ϑ)|[−r,T ])
)
= 1,
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since the process
(
dPϑ+αrϑ,T , T
dPϑ,T
(X(ϑ)|[−r,T ])
)
T∈R+
is a martingale, see Lemma 2.1. Thus, by the
moment convergence theorem,
(3.7)
E
(
exp
{
iu∆ϑ+αrϑ,T , T + ivJϑ+αrϑ,T , T
})
= E
(
exp
{
(iu+ α)∆ϑ,T +
(
iv − 1
2
α2
)
Jϑ,T
})
→ E
(
exp
{
(iu+ α)∆ϑ +
(
iv − 1
2
α2
)
Jϑ
})
as T →∞. On the other hand, for each ϑ ∈ R and α ∈ R, we have
log
(
dP
(α)
ϑ
dP
(0)
ϑ
(X
(0)
ϑ )
)
= α∆
(0)
ϑ −
1
2
α2J
(0)
ϑ .
Consequently, for each (u, v) ∈ R2, we obtain
E
(
exp
{
iu∆
(α)
ϑ + ivJ
(α)
ϑ
})
= E
(
exp
{
iu∆
(0)
ϑ + ivJ
(0)
ϑ
}dP(α)ϑ
dP
(0)
ϑ
(X
(0)
ϑ )
)
= E
(
exp
{
(iu+ α)∆
(0)
ϑ +
(
iv − 1
2
α2
)
J
(0)
ϑ
})
.
The aim of the following discussion is to show (∆
(0)
ϑ , J
(0)
ϑ ) = (∆ϑ, Jϑ). For each λ ∈ Λϑ∩ (iR),
(3.1) implies X (0)ϑ,λ,0(t) = WIm(λ)(t) and X (0)ϑ,λ,ℓ(t) =
∫ t
0
X (0)ϑ,λ,ℓ−1(u) du for all ℓ ∈ {1, . . . , m∗ϑ}
and t ∈ [0, 1]. By induction,
(3.8) X (0)ϑ,λ,ℓ(t) =
1
ℓ!
∫ t
0
(t− u)ℓ dWIm(λ)(u) =WIm(λ),ℓ(t), t ∈ [0, 1],
for all ℓ ∈ {1, . . . , m∗ϑ}. Indeed, by Itoˆ’s formula,
X (0)ϑ,λ,1(t) =
∫ t
0
X (0)ϑ,λ,0(u) du =
∫ t
0
WIm(λ)(u) du =
∫ t
0
(t− u) dWIm(λ)(u),
hence we obtain (3.8) for ℓ = 1. If (3.8) holds for ℓ− 1, then, again by Itoˆ’s formula,
X (0)ϑ,λ,ℓ(t) =
∫ t
0
X (0)ϑ,λ,ℓ−1(s) ds =
∫ t
0
(
1
(ℓ− 1)!
∫ s
0
(s− u)ℓ−1 dWIm(λ)(u)
)
ds
=
∫ t
0
(
1
(ℓ− 2)!
∫ s
0
(s− u)ℓ−2WIm(λ)(u) du
)
ds
=
∫ t
0
(
1
(ℓ− 2)!
∫ s
0
(s− u)ℓ−2ds
)
WIm(λ)(u) du
=
∫ t
0
1
(ℓ− 1)!(t− u)
ℓ−1WIm(λ)(u) du = 1
ℓ!
∫ t
0
(t− u)ℓ dWIm(λ)(u),
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thus we obtain (3.8) for ℓ, and we conclude
∆
(0)
ϑ,λ =
{
cϑ,0,m∗
ϑ
∫ 1
0
W0,m∗
ϑ
(t) dW0(t) if Im(λ) = 0,
2Re
(∫ 1
0
cϑ,λ,m∗
ϑ
WIm(λ),m∗
ϑ
(t) dWIm(λ)(t)
)
if Im(λ) ∈ R++,
J
(0)
ϑ,λ =
{
c2ϑ,0,m∗
ϑ
∫ 1
0
W0,m∗
ϑ
(t)2 dt if Im(λ) = 0,
2|cϑ,λ,m∗
ϑ
|2 ∫ 1
0
|WIm(λ),m∗
ϑ
(t)|2 dt if Im(λ) ∈ R++.
Using the identity (2.7), we obtain (∆
(0)
ϑ , J
(0)
ϑ ) = (∆ϑ, Jϑ), and hence, (3.7) implies
E
(
exp
{
iu∆ϑ+αrϑ,T , T + ivJϑ+αrϑ,T , T
})→ E(exp{(iu+ α)∆ϑ + (iv − 1
2
α2
)
Jϑ
})
= E
(
exp
{
(iu+ α)∆
(0)
ϑ +
(
iv − 1
2
α2
)
J
(0)
ϑ
})
= E
(
exp
{
iu∆
(α)
ϑ + ivJ
(α)
ϑ
})
as T →∞, and the continuity theorem yields (3.5).
The rest of the statement can be proved as Theorem 2.10 in our paper [4]. By Corollary 2.2,
convergence (3.5) and the continuous mapping theorem, for each ϑ ∈ R, α ∈ R and h ∈ R,
we obtain
dPϑ+(α+h)rϑ,T , T
dPϑ+αrϑ,T , T
(X(ϑ+αrϑ,T )|[−r,T ]) = exp
{
h∆ϑ+αrϑ,T , T −
1
2
h2Jϑ+αrϑ,T , T
}
D−→ exp
{
h∆
(α)
ϑ −
1
2
h2J
(α)
ϑ
}
, as T →∞.
We have E
(
exp
{
h∆
(α)
ϑ − 12h2J (α)ϑ
})
= E
(
dP
(α+h)
θ
dP
(α)
ϑ
(X (α))
)
= 1, as in (3.6). By Le Cam’s first
lemma, we conclude that the families (Pϑ+(α+h)rϑ,T , T )T∈R+ and (Pϑ+αrϑ,T , T )T∈R+ are mutually
contiguous as T →∞. Therefore, for each h, h0 ∈ R, the probability of the set on which we
have
log
(
dPϑ+(α+h)rϑ,T , T
dPϑ+(α+h0)rϑ,T , T
(X(ϑ+(α+h0)rϑ,T )|[−r,T ])
)
= log
(
dPϑ+(α+h)rϑ,T , T
dPϑ+αrϑ,T , T
(X(ϑ+αrϑ,T )|[−r,T ])
)
− log
(
dPϑ+(α+h0)rϑ,T , T
dPϑ+αrϑ,T , T
(X(ϑ+αrϑ,T )|[−r,T ])
)
converges to one as T →∞. Hence, by Lemma 2.1, we have
log
(
dPϑ+(α+h)rϑ,T , T
dPϑ+(α+h0)rϑ,T , T
(X(ϑ+(α+h0)rϑ,T )|[−r,T ])
)
= (h− h0)∆ϑ+αrϑ,T , T −
1
2
(h2 − h20)Jϑ+αrϑ,T , T
with probability converging to one as T → ∞. By Le Cam’s third lemma, for each h ∈ R,
the distribution of (∆ϑ+αrϑ,T , T , Jϑ+αrϑ,T , T ) under Pϑ+(α+h)rϑ,T , T tends to Q
(α)
ϑ,h as T →∞,
hence we obtain the statement. ✷
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4 Asymptotics of the maximum likelihood estimators
For fixed T ∈ R++, maximizing log
( dPϑ,T
dPϑ0,T
(X(ϑ0)|[−r,T ])
)
in ϑ ∈ R and then replacing X(ϑ0)
by X(ϑ) gives the MLE of ϑ based on the observations (X(ϑ)(t))t∈[−r,T ] having the form
ϑ̂T =
∫ T
0
Y (ϑ)(t) dX(ϑ)(t)∫ T
0
Y (ϑ)(t)2 dt
,
provided that
∫ T
0
Y (ϑ)(t)2 dt > 0. Using the SDDE (2.1), one can check that
ϑ̂T − ϑ =
∫ T
0
Y (ϑ)(t) dW (t)∫ T
0
Y (ϑ)(t)2 dt
,
hence
r−1ϑ,T (ϑ̂T − ϑ) =
∆ϑ,T
Jϑ,T
.
If v∗ϑ = 0, then (3.5) and the Continuous Mapping Theorem yield
r−1ϑ,T (ϑ̂T − ϑ) D−→
∆ϑ
Jϑ
as T →∞,
since P(Jϑ > 0) = 1.
The MLE of the parameter α based on the observations (X(ϑ+αrϑ,T )(t))t∈[−r,T ] has the
form α̂T = r
−1
ϑ,T ((ϑ+αrϑ,T )̂− ϑ), where (ϑ+αrϑ,T )̂ denotes the MLE of ϑ+αrϑ,T . Hence
α̂T − α = r−1ϑ,T ((ϑ+ αrϑ,T )̂− ϑ)− α = r−1ϑ,T ((ϑ+ αrϑ,T )̂− (ϑ+ αrϑ,T )) = ∆ϑ+αrϑ,TJϑ+αrϑ,T .
Maximizing log
(
dP
(α)
ϑ
dP
(α0)
ϑ
(
X
(α0)
ϑ
))
in α ∈ R and then replacing X (α0)ϑ by X (α)ϑ gives the
MLE of α based on the observations (X
(α)
ϑ (t))t∈[0,1] having the form
α̂ =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗
ϑ
∫ 1
0
X (α)ϑ,λ,m∗
ϑ
(s) dX (α)ϑ,λ,0(s)
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
|cϑ,λ,m∗
ϑ
|2 ∫ 1
0
|X (α)ϑ,λ,m∗
ϑ
(s)|2 ds
,
provided that the denominator is not zero, which is satisfied with probability one, since the
coefficient cϑ,λ,m∗
ϑ
is not zero, and (X (α)ϑ,λ,m∗
ϑ
(s))s∈[0,1] is a non-degenerate Gaussian process.
Using the SDE (3.1), one can check that
α̂− α =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗
ϑ
∫ 1
0
X (α)ϑ,λ,m∗
ϑ
(s) dWIm(λ)(s)
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
|cϑ,λ,m∗
ϑ
|2 ∫ 1
0
|X (α)ϑ,λ,m∗
ϑ
(s)|2 ds
=
∆
(α)
ϑ
J
(α)
ϑ
.
Thus (3.5) and the continuous mapping theorem yield the following result.
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4.1 Theorem. Let ϑ ∈ R with v∗ϑ = 0. For each T ∈ R++, let α̂T denote the MLE of α
based on the observations (X(ϑ+αrϑ,T )(t))t∈[−r,T ]. Let α̂ denote the MLE of α based on the
observations (X
(α)
ϑ (t))t∈[0,1]. Then α̂T
D−→ α̂ as T →∞.
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