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Abstract
We study a generalized nonconvex Burer-Monteiro formulation for low-rank min-
imization problems. We use recent results on non-Euclidean first order methods
to provide efficient and scalable algorithms. Our approach uses geometries in-
duced by quartic kernels on matrix spaces; for unconstrained cases we introduce a
novel family of Gram kernels that considerably improves numerical performances.
Numerical experiments for Euclidean distance matrix completion and symmetric
nonnegative matrix factorization show that our algorithms scale well and reach
state of the art performance when compared to specialized methods.
1 Introduction
Consider a low-rank semidefinite program, written
minF (Y ) subject to Y  0, rank(Y ) ≤ r (SDP-r)
in the variable Y ∈ Rn×n, where F : Rn×n → R is typically a differentiable convex function with
Lipschitz continuous gradient and r ≤ n is the target rank. Fundamental applications of (SDP-r)
arise in various areas including matrix completion [13, 12, 23], matrix sensing [37], Euclidean matrix
completion [32, 19], phase retrieval [14], robust principal component analysis [15], to name a few.
A popular approach to solving (SDP-r), known as the Burer-Monteiro formulation [7], consists in
representing Y as Y = XXT to solve
min Ψ(X) , F (XXT ) + g(X) (P)
in the variable X ∈ Rn×r, where g is a lower semicontinuous simple function (in a sense that will
be made clear later) that enforces additional constraints or penalties on the factor X . We will write
f : Rn×r → R the factorized function with f(X) = F (XXT ).
This reformulation has been thoroughly studied for various low rank minimization problems [31, 39,
14, 44, 15, 4, 42, 38, 44, 35]. It has several benefits: first, the rank constraint is directly enforced
by the factorization itself XXT . Second, it allows adding penalty functions g to impose additional
structural properties on the factor, like nonnegativity or sparsity. More importantly, the problem size
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is reduced from n2 to nr variables, which makes it far more efficient on large-scale problems, since r
is usually much smaller than n.
This formulation comes however with an important drawback: the objective function of (P) becomes
nonconvex, even when F is originally convex. Therefore, local optimization methods can generally
only hope to find a stationary point, or at best a local minimum. Nevertheless, recent work shows
convergence towards a global optimum for a close enough initialization [39, 4, 35], or under additional
statistical assumptions about the problem [15, 43, 20]. Although these global optimality results often
impose restrictive assumptions that may not be satisfied in practice, they help to explain why the use
of local algorithms for solving (P) usually leads to satisfactory solutions in practice.
Non-Euclidean Gradient Methods. Here, we focus on efficient algorithms for finding a stationary
point of problem (P). We adopt an original approach based on a recent line of work on non-Euclidean
gradient methods [3, 6, 40] and subsequent work [29].
The most commonly used algorithm for (P) is some variant of the proximal gradient method. However,
a critical issue with gradient schemes is the choice of step sizes which can dramatically impact
performance. This is directly related to smoothness of the objective: when a function f has a
Lipschitz continuous gradient with constant L, i.e. ‖∇f(X)−∇f(Y )‖ ≤ L‖X − Y ‖, this implies
the so-called Euclidean descent lemma
f(X) ≤ f(Y ) + 〈∇f(Y ), X − Y 〉+ L
2
‖X − Y ‖2 (1)
which means that gradient methods work for any fixed step size in the interval (0, 1L ]. This smoothness
assumption is used in the broad majority of theoretical analyses of gradient algorithms, yet there are
many cases where it is not satisfied [3, 6]. In particular, it does not generally hold for the function
f(X) = F (XXT ) considered in problem (P) above. Indeed, F will typically be a quadratic function,
therefore f will be quartic, and its Hessian will be unbounded as ‖X‖ → +∞.
Of course, there is a way to circumvent this issue to apply classical Euclidean methods. It suffices to
use an Armijo line search [28], arguing that the objective function is Lipschitz continuous on bounded
subsets. However, in some cases, this naive line search strategy generates very small step sizes which
in turn involve costly subroutines. Other approaches impose a step size that is only proven to be be
valid in a small neighborhood of the optimum [4, 35].
The NoLips algorithm by contrast, introduced by Bauschke et al. [3] for convex functions and
extended to the nonconvex setting in [6], is a gradient method designed for minimizing functions
that satisfy a more general condition than Lipschitz continuity of the gradient known as relative
smoothness [29]. It consists in replacing the Euclidean distance 1/2‖X − Y ‖2 in (1) by a more
general Bregman divergence Dh(X,Y ) = h(X) − h(X) − 〈∇h(Y ), X − Y 〉, with h a properly
chosen convex “kernel” function, and successively minimizing the resulting upper approximation.
A good choice of kernel function h may fit better the geometry of the objective, and result in more
efficient first order methods.
Contributions. Our main contribution is to provide favorable quartic geometries for implementing
efficient first order methods to solve (P). We first study a universal quartic kernel that can be used for
a variety of penalty functions g. In addition, we introduce a novel family of quartic kernels that we
call Gram kernels, which can be applied when g ≡ 0. They provide richer geometries which greatly
improve convergence speed with little impact on the iteration complexity. We also extend the NoLips
scheme to Dyn-NoLips, allowing for aggressive step size strategies. The resulting algorithm provably
converges to a stationary point of (P).
To highlight the benefits of our approach, we study applications to symmetric nonnegative matrix
factorization and Euclidean distance matrix completion and show competitive numerical performance
compared to specialized algorithms for these problems.
Notations. For two matrices X and Y of same size, we denote the standard Euclidean inner product
and norm by 〈X,Y 〉 = Tr(XTY ) and ‖X‖ = √Tr(XTX). For a function f : Rn×r → R,
we denote by ∇F (X) its gradient matrix ∇F (X)ij = ∂F (X)∂xij and by ∇2F (X)[U, V ] the second
derivative at X in the directions U, V ∈ Rn×r. We write X1, . . . , Xn the rows of a matrix X ∈
Rn×r. Ir denotes the identity matrix of size r × r. For a square matrix M , we denote its trace
TrM =
∑n
i=1Mii.
2
2 A family of non-Euclidean geometries for low rank minimization
2.1 Relative smoothness and the Bregman iteration map
We consider solving
min Ψ(X) , f(X) + g(X) (2)
in the variable X ∈ Rn×r, where f(X) = F (XXT ) in our case. We assume that f is a contin-
uously differentiable possibly nonconvex function and g : Rn×r → R ∪ {+∞} a proper lower
semicontinuous function, and that the Ψ is bounded from below.
An essential step in designing non-Euclidean algorithms is the choice of a distance kernel. In our
context we choose a differentiable strictly convex function h : Rn×r → R, with domh = Rn×r
(although more general distance kernels can be used). The distance kernel h induces in turn a
Bregman distance
Dh(X,Y ) = h(X)− h(Y )− 〈∇h(Y ), X − Y 〉 (3)
Note that Dh is not a proper distance, it is sometimes referred to as a Bregman divergence. However
Dh enjoys a distance-like separation property: Dh(X,X) = 0 and Dh(X,Y ) > 0 for X 6= Y . The
choice of a distance kernel suited to the function f is guided by the following relative smoothness
condition, also called generalized Lipschitz property.
Definition 2.1 (Relative smoothness [3]) We say that a differentiable function f : Rn×r → R is
L-smooth relatively to the distance kernel h if there exists L > 0 such that for every X,Y ∈ Rn×r,
f(X) ≤ f(Y ) + 〈∇f(Y ), X − Y 〉+ LDh(X,Y ) (RelSmooth)
For twice differentiable functions, relative smoothness has an elementary characterization: f is
L-smooth relatively to h if and only if
∇2f(X)[U,U ] ≤ L∇2h(X)[U,U ], ∀X,U ∈ Rn×r (4)
Notice that if h(X) = 12‖X‖2, then Dh(X,Y ) = 12‖X −Y ‖2 and we recover the Euclidean descent
lemma (1) implied by Lipschitz continuity of the gradient of f .
Bregman iteration map. Now that we are equipped with a non-Euclidean geometry generated by
h, we define the Bregman proximal iteration map with step size λ as follows.
Tλ(X) = argmin
U∈Rn×r
{
g(U) + 〈∇f(X), U −X〉+ 1
λ
Dh(U,X)
}
(5)
The relative smoothness condition ensures that this operation decreases the objective Ψ. The iteration
map is the basic brick for non-Euclidean methods à la Bregman. The simplest method is NoLips [3]
and its extension Dyn-NoLips, described in Algorithm 1, but other possibilities exist using momentum
and acceleration ideas [2, 21, 27, 33].
This approach being recalled, we now proceed to identify kernels for low rank minimization. The
choice of a kernel is guided by two imperatives: it should be adapted to the smooth part of the
objective (here f ), meaning that the relative smoothness condition holds while the Bregman proximal
iteration map (5) should be easy to compute.
2.2 A universal quartic kernel
Let us define for any matrix X ∈ Rn×r, the quartic universal kernel hu, written
hu(X) =
α
4
‖X‖4 + σ
2
‖X‖2 (6)
where α, σ > 0 are fixed parameters. Note that this kernel is not new by itself, as it has been already
studied in [6] for vectors in Rn. Our first contribution is to show that it is a universal kernel for low
rank minimization in the sense that it is adapted to every function of our class. The proof is deferred
to Appendix A.
3
Proposition 2.2 (A universal kernel) Let F : Rn×n → R be a continuously differentiable convex
function, and that ∇F is Lipschitz continuous with constant LF . Then the function f : Rn×r → R
defined by f(X) = F (XXT ) is 1-smooth relatively to the distance kernel hu for α ≥ 6LF and
σ ≥ 2‖∇F (0)‖.
The Bregman iteration map (5) associated to the kernel hu can be computed easily in closed form.
We give its expression in the unconstrained case [6].
Proposition 2.3 (Bregman iteration map for hu, unconstrained case) Assume that there is no
penalty term, i.e. that g ≡ 0. The Bregman iteration map of the universal kernel hu is given
by
Tλ(X) =
1
τσ(α‖U‖2)U (7)
where
U = ∇hu(X)− λ∇f(X) = (α‖X‖2 + σ)X − λ∇f(X) (8)
and τσ(c) denotes the unique real solution z to the cubic equation z2(z − σ) = c.
Note that τσ(c) can be computed in closed form using Cardano’s method, which yields
τσ(c) =
α
3
+
3
√
c+
√
∆
2
+
α3
27
+
3
√
c−√∆
2
+
α3
27
where ∆ = c2 +
4
27
cα3 (9)
Compared to a standard gradient iteration, the additional operations are elementary and have a
minimal impact on the complexity.
Constraints and regularization terms. In our formalism, the latter are embodied in the function g.
Following the ideas in [6], the Bregman iteration map of hu can also be easily computed in closed
form when g is the l1 norm or the l0 pseudonorm. As we will show in Section 4.1, this also elementary
when g is the indicator function of the nonnegative orthant.
2.3 A family of kernels for unconstrained problems
While the kernel hu is universal, its numerical performance can be improved by considering novel
richer underlying geometries, as those given by the family that we call the Gram kernels. These
kernels hg , for X ∈ Rn×r, write
hg(X) =
α
4
‖X‖4 + β
4
‖XTX‖2 + σ
2
‖X‖2 (10)
where α, β ≥ 0, σ > 0 are given parameters.
We show now that, when there is no penalty term g, the Bregman iteration map of this kernel can be
computed efficiently, as it involves solving an easy quartic minimization subproblem of size r.
Proposition 2.4 (Gram’s iteration map) For X ∈ Rn×r, the Bregman iteration map of f for the
Gram kernel hg , called Gram’s iteration map, is given by
Tλ(X) = V [αTr(Z)Ir + βZ + σIr]
−1 (11)
where the matrices V,Z are computed through the routine:
• Set V = ∇hg(X)− λ∇f(X),
• Diagonalize V TV as V TV = PTDP where P ∈ Or and D = diag(η21 , . . . , η2r),
• let µ = (µ1, . . . , µr) be the unique solution of the convex minimization problem
min
x∈Rr
φ(x) , α
4
‖x‖4 + β
4
r∑
i=1
x4i +
σ
2
‖x‖2 −
r∑
i=1
ηixi, (12)
• finally set Z = PT diag [µ21, . . . , µ2r]P.
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Proof. See Appendix C.1.
Complexity. Note that the order of multiplication is important: we only need to compute the eigen-
decomposition of V TV , which is of size r × r. We additionally need to solve a small minimization
problem of size r, which can be done efficiently using the quartic NoLips algorithm with universal
kernel (see Appendix C.2 for implementation details). Due to this, the complexity of computing the
Bregman iteration map of hg is O(nr2 + r3), which is efficient since r is usually small. The main
computational bottleneck remains in most applications the gradient ∇f(X); therefore, using the
Gram geometry has a minimal impact on the iteration complexity, as it will be confirmed in numerical
experiments.
Relative smoothness. Note that hg is obtained from the universal kernel by addingX 7→ β4 ‖XXT ‖2,
which is a convex function. Therefore, if f is smooth relatively to hu with constants (α, σ), then it
will also be smooth relatively to hg with (α, β, σ) for any β ≥ 0. Hence, Proposition 2.2 also implies
that every function of our class is relatively smooth w.r.t. hg with α and σ large enough. The addition
of the term ‖XTX‖2 allows us to refine the geometry and improve performances, as we will see in
Section 4.2.
3 Algorithms for quartic low-rank minimization
Now that we are equipped with a non-Euclidean geometry induced by one of the kernels hu and hg ,
we are ready to define the minimization scheme Dyn-Nolips in Algorithm 1. It extends the NoLips
algorithm from Bolte et al. [6] to allow step sizes larger than the theoretical value 1/L.
Algorithm 1 Dyn-NoLips
Input: A distance kernel h such that f is smooth relatively to h and a maximal step size λmax
Initialize X0 ∈ Rn×r such that Ψ(X0) <∞.
for k = 1,2,. . . do
Choose a step size λk ≤ λmax such that the sufficient decrease condition (13) holds
Set Xk = Tλk(X
k−1)
end for
Step size choice. The step size λk is chosen so that the new iterate Xk = Tλk(Xk−1) satisfies
f(Xk) ≤ f(Xk−1) + 〈∇f(Xk−1), Xk −Xk−1〉+ 1
λk
Dh(X
k, Xk−1) (13)
There are two ways to ensure this condition holds.
• Fixed step size. Since f is L-smooth relatively to h, (13) holds as soon as 0 < λ ≤ 1/L.
• Dynamical step size. In some cases, the relative Lipschitz constant might be too conserva-
tive, and better numerical performance can be achieved by taking larger steps. We therefore
can use a dynamical strategy for extending the step size, ensuring that (13) is satisfied at
each iteration. There are many strategies to efficiently adjust the step size; we adapt the one
from [34] (see Appendix B for details).
Local convergence guarantees. We now extend the theoretical convergence results from [6] to
handle the dynamical step size strategy. The proof is deferred to Appendix B.
Theorem 3.1 (Convergence results) Let {Xk}k≥0 be the sequence generated by Algorithm 1. As-
sume that
1. f is L-smooth relatively to a distance kernel h, h is strongly convex on Rn×r, and the
penalty function g is convex.
2. The function Ψ = f + g is coercive (meaning that Ψ(X)→ +∞ when ‖X‖ → +∞) and
semialgebraic.
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Then the sequence {Ψ(Xk)}k≥0 is nonincreasing, and the sequence {Xk}k≥0 converges towards a
critical point X∗ of problem (P).
The semialgebraicity assumption is needed to establish the crucial nonsmooth Lojasiewicz property
[5], required to show convergence to a critical point. It holds for all the applications we cited, since
the class of semialgebraic functions includes polynomial functions, l1 and l2 norms, the l0 semi-norm
and indicators of polynomial sets.
4 Applications
We now illustrate applications of our methodology to two different low-rank problems, symmetric
nonnegative matrix factorization and Euclidean distance matrix completion. We show that good
numerical performance can be reached using the dynamical step strategy, and that, for Euclidean
matrix completion, it can be improved further by using the Gram kernel.
4.1 Symmetric Nonnegative Matrix Factorization
Symmetric Nonnegative Matrix Factorization (SymNMF) is the task of finding, given a symmetric
nonnegative matrix M ∈ Rn×n, a nonnegative matrix X ∈ Rn×r such that M ≈ XXT . This is
done by solving
min 12‖M −XXT ‖2F
subject to X ≥ 0 (SymNMF)
in the variable X ∈ Rn×r, where the inequality constraint is meant componentwise and r ≤ n is the
target rank.
SymNMF is used as a probabilistic clustering or graph clustering technique [17, 22]. Numerical
experiments by Kuang et al. [26] have shown that it achieves state of the art clustering accuracy on
several text and image datasets.
Solving SymNMF. While (SymNMF) looks similar to the well-known asymmetric NMF problem
minX,Y
1
2‖M −XY T ‖, it is actually harder. This is because NMF has a favorable block structure
that allows the application of efficient alternating algorithms [25, 16]. SymNMF, however, does not
enjoy the same block structure. Current solvers fall into two categories:
Direct solvers. There have been several attempts at solving the original problem, including multi-
plicative update rules [22], projected gradient algorithm quasi-Newton schemes [26], and coordinate
descent [41].
Nonsymmetric relaxations. Another idea is to use a mere penalty method [26, 30, 45], relaxing thus
SymNMF into the following penalized nonsymmetric problem.
minimize 12‖M −XY T ‖2F + µ‖X − Y ‖2F
subject to X,Y ≥ 0 (P-NMF)
in the variables X,Y ∈ Rn×r, with parameter µ ≥ 0. This formulation is very similar to asymmetric
NMF and can be solved by the same fast alternating algorithms that exploit the block structure, such
as Alternating Nonnegative Least Squares and Hierarchical Alternating Least Squares [45], which
are arguably the fastest SymNMF solvers.
Applying NoLips. We propose to apply NoLips for optimizing the original objective function.
Problem (SymNMF) falls within our framework with F (Y ) = 12‖M − Y ‖2, which has a Lipschitz
gradient with constant 1, and g(X) = i{X≥0} the indicator function of the nonnegative orthant.
Therefore, Proposition 2.2 implies that f(X) , 12‖M − XXT ‖2 is 1-smooth relatively to the
kernel hu with α = 6 and σ = 2‖∇F (0)‖ = 2‖M‖. Since, in addition, f is polynomial and g is
the indicator of a polynomial set, f + g is semialgebraic, and it is also coercive, so Theorem 3.1
guarantees that NoLips will converge towards a stationary point of problem (SymNMF).
It can easily be shown that the Bregman iteration map is given by simply adding a projection step:
Tλ(X) =
1
τσ(α‖Π+(U)‖2)Π+(U) (14)
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(a) COIL-20 (image) n = 1440, r = 20 (b) CBCL (image) n = 2429, r = 20
(c) TDT2 (text) n = 9394, r = 30 (d) Reuters (text) n = 7963, r = 25
Figure 1: SymNMF objective gap f(Xk)− fmin averaged over 20 random initializations, for various
sparse similarity matrices M ∈ Rn×n. Hyperparameters for SymHALS, SymANLS were tuned for
best performance.
where U = ∇hu(X) − λ∇f(X), τσ has been defined in Proposition 2.3 and Π+ denotes the
projection on the nonnegative orthant: Π+(U) = max(U, 0) (entrywise).
Numerical experiments. We implemented the following algorithms: Algorithm 1 with dynamical
step size and the universal kernel (Dyn-NoLips), the β-SNMF scheme from [22], where we set
β = 0.99 as advised by the authors, the projected gradient algorithm (PG) with Armijo line search
from [26], where we use the line search parameters β = 0.1 and σ = 0.01, the coordinate descent
scheme (CD) from [41], and the two fast algorithms from [45] for solving the penalized problem
(P-NMF): SymANLS and SymHALS. For the last two, we tuned the µ penalization parameter for best
performance. We left out the Quasi-Newton algorithm from [26] because of its prohibitive O(n3)
complexity for large datasets.
All algorithms were implemented in Julia [24] which is a highly-optimized numerical computing
language.2 We used four standard text and image datasets (links are provided in Appendix D). We
construct a sparse similarity matrix M following the procedure described in [26, Section 7.1].
Figure 1 reports the performance of the different algorithms in terms of objective gap, averaged over
20 random initializations. Overall, the algorithms that show the best convergence speed are SymHALS
and Dyn-NoLips. Even if SymHALS performs better on some datasets, it has the disadvantage of
requiring tuning of the penalization parameter µ for an optimal performance. In our experiments,
µ = 10−2 for image and µ = 10−1 for text showed the best convergence speed; the smallness of
these values contrast with a penalization theory advising for large values.
2Since our algorithms have different complexity per iteration, it is essential to compare them in terms of
running time, and Julia provides a fairly accurate way to do so as there is little interpreter overhead in loops.
Tests were run on a PC Intel CORE i7-4910MQ CPU @ 2.90 GHz x 8 with 32 Go RAM.
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4.2 Euclidean distance matrix completion
(a) n = 2000, r = 3 (b) n = 5000, r = 3
Figure 2: Euclidean matrix completion problems on the Helix dataset, with 10% known distances
and two different sizes. We present the normalized RMSE over the full distance matrix versus CPU
time. The results are averaged over 10 random initializations.
Euclidean distance matrix completion (EDMC) is the task of recovering the position of n points
x∗1, . . . , x
∗
n ∈ Rr, given the knowledge of a partial set of pairwise distances dij = ‖x∗i − x∗j‖2 for
(i, j) ∈ Ω, where Ω ⊂ [1, n]× [1, n]. It is a fundamental problem with applications in sensor network
localization and the study of conformation of molecules; see [19, 36, 18] and references therein.
The Burer-Monteiro nonconvex formulation for solving this problem writes
min f(X) , 1
2
∑
(i,j)∈Ω
(‖Xi −Xj‖2 − dij)2 (EDMC)
in the variable X ∈ Rn×r. It can be rewritten f(X) = 12‖PΩ(κ(XXT ) − D)‖2 where D is the
matrix of known distances, PΩ denotes the projection operator such that PΩ(Y )ij = Yij if (i, j) ∈ Ω,
and PΩ(Y )ij = 0 elsewhere, and κ is the linear operator defined for Y ∈ Rn×n by
κ(Y )ij = Yii + Yjj − 2Yij for 1 ≤ i, j ≤ n (15)
Applying NoLips with the universal kernel. Problem (EDMC) falls within our framework with
F (Y ) = 12‖PΩ(κ(Y ) − D)‖2, which can be shown to have a Lipschitz gradient with constant
LEDM , 9 maxi=1...n |{j|(i, j) ∈ Ω}|. Therefore, as in the case of SymNMF, the universal kernel
hu can be used with a initial step size 1 and parameters α = 6LEDM and σ = 13‖∇F (0)‖ =
2‖PΩ(D)‖.
Using the Gram kernel. As the problem is unconstrained, we can also apply minimization using the
Gram kernel hg . We use the parameters α = β = 6LEDM and σ = 2‖PΩ(D)‖, which ensure that f
is 1-smooth relatively to hg . While β could be set to any positive value, taking it equal to α proves to
be a simple and efficient choice in practice.
Numerical experiments. We implement the following algorithms: NoLips with a dynamical step
size and the universal kernel (Dyn-NoLips), NoLips with a dynamical step size and the Gram kernel
(Dyn-NoLips-Gram), gradient descent with Armijo line search (GD), the Riemannian trust region
algorithm from [32] (TR). We leave out semidefinite relaxations because of their O(n2) memory
requirement which is prohibitive on large data. As the implementation for TR is provided in Matlab,
we run our experiments on Matlab as well, with the same setup as in Section 4.1.
We try the algorithms on a standard EDMC problem, the 3-dimensional Helix dataset [32] which
is generated as Xi = (cos(3ti), sin(3ti), 2ti) where {ti}ni=1 are sampled uniformly in [0, 2pi]. We
randomly keep only 10 % on the pairwise distances, and test on two different problem sizes: n = 2000
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and n = 50000. Figure 2 reports the normalized root mean squared error (RMSE) over all distances
(known and unknown) averaged on 10 random initializations. All the algorithms manage to recover
the ground truth; the Dyn-NoLips-Gram algorithm shows the best numerical performance, which
demonstrates the advantage of using the novel Gram geometry.
5 Conclusion
We proposed a generic approach for solving Burer-Monteiro formulations of low rank minimization
problems using the methodology of Bregman gradient methods and relative smoothness. We provided
two quartic kernels, including the novel Gram kernel, and demonstrated their benefit on numerical
experiments. In future work, performance could be improved further by studying inertial variants
[33, 21]. New kernels could also be explored beyond the class of quartic functions to tackle other
problems with inherent non-Euclidean geometries.
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Appendix
This appendix is organized as follows. In section A, we prove that the universal kernel hu is adapted
to every function of our class. Section B is dedicated to the Dyn-NoLips algorithm and to proving
its convergence towards a critical point. Section C demonstrates how the Bregman iteration map of
the Gram kernel can be computed efficiently in O(n2r + r3) operations. In section D, we give some
additional implementation details about symmetric nonnegative matrix factorization as well as the
full description of the datasets used.
A Proof of the universality of hu
Proposition A.1 (restatement of Proposition 2.2) Assume that F : Rn×n → R is a continuously
differentiable convex function, and that ∇F is Lipschitz continuous with constant LF . Then the
function f : Rn×r → R defined by f(X) = F (XXT ) is 1-smooth relatively to the distance kernel
hu for α ≥ 6LF and σ ≥ 2‖∇F (0)‖.
Proof. Let us first prove the result for twice continuously differentiable f , so as to use the Hessian
characterization (4). For X,U ∈ Rn×r, the second derivative of hu is written
∇2hu(X)[U,U ] = α
(‖X‖2‖U‖2 + 2〈X,U〉2)+ σ‖U‖2
≥ α‖X‖2‖U‖2 + σ‖U‖2 (16)
On the other hand, the second derivative of f is
∇2f(X)[U,U ] = ∇2F (XXT )[UXT +XUT , UXT +XUT ] + 2〈∇F (XXT ), UUT 〉 (17)
Since F has a Lipschitz continuous gradient, the standard second derivative inequality yields
∇2F (XXT )[UXT +XUT , UXT +XUT ] ≤ LF ‖UXT +XUT ‖2.
Now, the second term can be bounded by using the triangle inequality, the Cauchy-Schwarz inequality
and the gradient Lipschitz property, to get
〈∇F (XXT ), UUT 〉 = 〈∇F (0), UUT 〉+ 〈∇F (XXT )−∇F (0), UUT 〉
≤ ‖∇F (0)‖ ‖U‖2 + ‖∇F (XXT )−∇F (0)‖ ‖UUT ‖
≤
(
‖∇F (0)‖+ LF ‖XXT ‖
)
‖U‖2
(18)
hence
∇2f(X)[U,U ] ≤ LF ‖UXT +XUT ‖2 + 2
(
LF ‖XXT ‖+ ‖∇F (0)‖
) ‖U‖2
≤ 2LF
(‖UXT ‖2 + ‖XUT ‖2)+ 2 (LF ‖XXT ‖+ ‖∇F (0)‖) ‖U‖2
≤ 6LF ‖X‖2‖U‖2 + 2‖∇F (0)‖‖U‖2
≤ α‖X‖2‖U‖2 + σ‖U‖2
(19)
Where we used the submultiplicative property of the Frobenius norm, and our choice of parameters
α, σ. Combining (16) and (19) gives that ∇2f(X)[U,U ] ≤ ∇2hu(X)[U,U ] for all X,U ∈ Rn×r,
hence that f is 1-smooth relatively to h [3].
Now, in the case that f is not twice differentiable, we can apply Alexandrov’s theorem [1] which
states that a convex function is twice differentiable almost everywhere. Therefore ∇2F is defined
almost everywhere, hence∇2f also, and the same proof applies.
B NoLips with dynamical step size
In this section, we analyze the variant of NoLips with a dynamical step size strategy, and establish
the same convergence properties as for the standard version from Bolte et al. [6].
Setup. Recall that the minimization problem is
min
X∈Rn×r
Ψ(X) , f(X) + g(X) (20)
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where f : Rn×r → R is a continuously differentiable function and g : Rn×r → R ∪ {+∞} a
convex proper lower semicontinuous function. Note that, contrary to the nonconvex NoLips algorithm
presented in [6], we need the convexity of the penalty function g in our analysis. We assume in
addition that the problem is bounded from below, i.e. infX∈Rn×r Ψ(X) > −∞.
We are provided with a distance kernel h : Rn×r → R, which we assume twice continuously
differentiable on Rn×r, σ-strongly convex, and defined everywhere. h is chosen adapted to f , in the
sense that the relative smoothness condition holds with constant L:
f(X) ≤ f(Y ) + 〈∇f(Y ), X − Y 〉+ LDh(X,Y ) (21)
for all X,Y ∈ Rn×r.
Dyn-NoLips scheme. Algorithm 2 specifies the variant of NoLips that allows to take more aggressive
step size values than 1/L. The step size strategy is adapted from the one presented in [34]: at each
iteration, we try to increase the step size λ and ensure that it satisfies the local decrease condition,
writing X+ = Tλ(X):
f(X+) ≤ f(X) + 〈∇f(X), X+ −X〉+ 1
λ
Dh(X
+, X) (22)
Algorithm 2 NoLips with dynamical step size
Input: A distance kernel h, initial step size λ0, maximal step size λmax.
Initialize X ∈ Rn×r such that Ψ(X) <∞
Set λ← λ0
repeat
repeat
Compute X+ = Tλ(X)
if the decrease condition (22) is not satisfied with (X+, X) then
Set λ← λ/2
end if
until decrease condition (22) is satisfied
Set X ← X+
Set λ← min(2λ, λmax)
until convergence criterion is satisfied
The first lemma guarantees that the sequence of step size values lies in a fixed interval.
Lemma B.1 Let {λk}k≥0 be the sequence of step sizes chosen at each iteration of Algorithm 2. Then
for every k ≥ 0 we have
1
2L
≤ λk ≤ λmax (23)
Proof. The upper bound holds by construction of the algorithm. The lower bound comes from the the
relative smoothness property: the condition (22) is true for every λ ∈ (0, 1L ], so the inner loop will
stop whenever λ gets below 1/L.
Number of calls to oracle per iteration. From Lemma B.1, we conclude that at each iteration, the
number of inner loops is bounded by blog2(Lλmax)c+ 1.
We now prove the following Lemma, that establishes a crucial inequality for proving the convergence.
Lemma B.2 Let {Xk}k≥0 the sequence generated by Algorithm 2, and {λk}k≥0 the corresponding
sequence of step size values. Then for every k ≥ 0,
Ψ(Xk+1)−Ψ(Xk) ≤ − 1
λk
Dh(X
k, Xk+1) (24)
Proof. Since the condition (22) holds at each iteration k, we can write
f(Xk+1) ≤ f(Xk) + 〈∇f(Xk), Xk+1 −Xk〉+ 1
λk
Dh(X
k+1, Xk) (25)
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On the other hand, the optimality condition characterizing Xk+1 = Tλk(X
k) writes
0 ∈ λk
(
∂g(Xk+1) +∇f(Xk))+∇h(Xk+1)−∇h(Xk) (26)
Where ∂g denotes the subdifferential of the convex function g. Combining (26) with the subgradient
inequality for g yields
g(Xk+1) ≤ g(Xk) + 1
λk
〈∇h(Xk)−∇h(Xk+1), Xk+1 −Xk〉 − 〈∇f(Xk), Xk+1 −Xk〉 (27)
Summing (25) and (27) gives
Ψ(Xk+1) ≤ Ψ(Xk) + 1
λk
[
Dh(X
k+1, Xk) + 〈∇h(Xk)−∇h(Xk+1), Xk+1 −Xk〉]
= Ψ(Xk)− 1
λk
Dh(X
k, Xk+1)
We can now prove the same convergence properties as for the standard NoLips scheme:
Theorem B.3 (restatement of Theorem 3.1) Let {Xk}k≥0 be the sequence generated by Algorithm
2. Assume that
1. f is L-smooth relatively to a distance kernel h, h is strongly convex on Rn×r, and the
penalty function g is convex.
2. The function Ψ = f + g is coercive (meaning that Ψ(X)→ +∞ when ‖X‖ → +∞) and
semialgebraic.
Then the sequence {Ψ(Xk)}k≥0 is nonincreasing, and the sequence {Xk}k≥0 converges towards a
critical point X∗ of problem (2).
Proof. The monotonicity of the sequence {Ψ(Xk)}k≥0 is a direct consequence of Lemma B.2 and
the fact that Dh(·, ·) is nonnegative. Since λk ≤ λmax, it follows from this lemma that at every
iteration k ≥ 0,
Ψ(Xk)−Ψ(Xk+1) ≥ 1
λmax
Dh(X
k, Xk+1) (28)
Now, this inequality is the same as the one needed to prove convergence in the case of the fixed step
size in [6].
Thus, global convergence towards a critical point is a consequence of [6, Th. 4.1], since all the
assumptions are met: the kernel h is defined over the entire space Rn×r, it is strongly convex, and
∇h is Lipschitz continuous on bounded subsets of Rn×r (because we assumed it C2). We also need
the fact that the sequence {Xk}k≥0 is bounded, which is a consequence of the monotonicity of
{Ψ(Xk)}k≥0 and the fact that the function Ψ is coercive.
C Gram kernel
In this section, we study the Gram kernel
hg(X) =
α
4
‖X‖4 + β
4
‖XTX‖2 + σ
2
‖X‖2 (29)
C.1 Proof of Proposition 2.4
We recall the expression for the Bregman iteration map of the Gram kernel hg:
Proposition C.1 (restatement of Proposition 2.4) Assume that there is no penalty term, i.e. g ≡ 0.
Let X ∈ Rn×r, and form the matrix V = ∇hg(X) − λ∇f(X). Write the eigendecomposition of
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V TV = PTDP where P ∈ Or and D = diag(η21 , . . . , η2r), then the Bregman iteration map of the
Gram kernel hg is given by
Tλ(X) = V [αTr(Z)Ir + βZ + σIr]
−1 where Z = PT diag
[
µ21, . . . , µ
2
r
]
P (30)
and µ = (µ1, . . . , µr) is the unique solution of the convex minimization problem
min
x∈Rr
φ(x) , α
4
‖x‖4 + β
4
r∑
i=1
x4i +
σ
2
‖x‖2 −
r∑
i=1
ηixi. (31)
Proof. The Bregman proximal iteration map of hg writes, for X ∈ Rn×r
Tλ(X) = argmin
U∈Rn×r
{
〈∇f(X), U −X〉+ 1
λ
Dhg (U,X)
}
= argmin
U∈Rn×r
{hg(U)− 〈V,U〉}
(32)
where we remove constant terms and defined V , ∇hg(X)− λ∇f(X).
Write for the sake of clarity U? , Tλ(X). The optimization problem (32) is strictly convex and the
unique solution U? verifies∇hg(U?) = V , meaning that
U?
(
α‖U?‖2Ir + βU?TU? + σIr
)
= V (33)
Define Z , U?TU? ∈ Rr×r. Then the knowledge of Z determines U?, since ‖U?‖2 = Tr(Z) and
therefore U? = V (αTr(Z)Ir + βZ + σIr)−1.
Now, taking (33) and multiplying by its transpose implies that
(βZ + α‖U?‖2Ir + σIr)2Z = V TV (34)
This shows that V TV is a polynomial in Z, and therefore that they admit the same egeinvectors.
Write the diagonalization V TV = PT diag(η21 , . . . , η
2
r)P and Z = P
T diag(µ21, . . . , µ
2
r)P where
P ∈ Or and we assume µi, ηi ≥ 0 for i = 1 . . . r. It follows from diagonalizing (34) and taking the
square root that α( r∑
j=1
µ2j ) + βµ
2
i + σ
µi = ηi ∀i = 1, . . . , r (35)
This is exactly the first-order optimality conditions on µ = (µ1, . . . , µr) for
µ = argmin
x∈Rr
α
4
‖x‖4 + β
4
r∑
i=1
x4i +
σ
2
‖x‖2 −
r∑
i=1
ηixi. (36)
Note that we do not need to enforce the nonnegativity constraint on x, since we chose ηi ≥ 0 and it is
easy to see that the optimal solution will be nonnegative.
C.2 Computing the Bregman iteration map efficiently
While it seems that computing the Bregman iteration map of the Gram kernel involves solving another
difficult quartic subproblem, it is actually of small size (r is typically not larger than a few dozens)
and can be solved efficiently with the universal NoLips scheme.
Indeed, the objective function φ of problem (31) is 1-smooth relatively to the universal kernel in Rr
hu(x) =
αu
4 ‖x‖4 + σu2 ‖x‖2 with a choice of parameters αu = α+ 3β and σu = σ.
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Algorithm 3 details the procedure. We initialize µ with the values for the previous iteration of the
outer procedure. This proves to be efficient as the values will not vary much from one iteration to
another. For the stopping criterion, we use the scaled gradient norm ‖∇φ(v)‖/‖η‖ and a tolerance
value  = 10−6.
Algorithm 3 Computing the Bregman iteration map of the Gram kernel
Input: Matrix X ∈ Rn×r, gradient of the objective ∇f(X), step size λ > 0, parameters
α, β, σ > 0, subproblem tolerance , and (optionally), values µ− of µ computed at the previous
iteration.
Form V = ∇hg(X)− λ∇f(X) =
(
α‖X‖2Ir + βXTX + σIr
)
X − λ∇f(X)
Compute V TV
Form the eigendecomposition of V TV = PTDP where P ∈ Or and D = diag(η21 , . . . , η2r)
Initialize µ as µ− if provided, and as (0, . . . , 0) otherwise.
repeat
Compute∇φ(µ) where∇φ(µ)i = α‖µ‖2µi + βµ3i + σµi − ηi
Compute∇hu(µ) where ∇hu(µ)i = (α+ 3β)‖µ‖2µi + σµi
Form v = ∇hu(µ)−∇φ(u)
Set µ← τσ
[
(α+ 3β)‖v‖2]−1 v where τσ has been defined in Proposition 2.3
until stopping criterion has been satisfied, i.e. ‖∇φ(v)‖/‖η‖ < 
Form Z = PT diag(µr1, . . . , µ
2
r)P
Compute Tλ(X) = V [αTr(Z)Ir + βZ + σIr]
−1
Output: Bregman gradient iterate Tλ(X)
Complexity. Note that the order of multiplication is important: we only need to compute the
eigendecomposition of V TV , which is of size r × r. The inner minimization steps are all linear in
the subproblem dimension r, and the final computation is of complexity O(r3 + nr2).
The subproblem being very well conditionned, it is minimized easily; in numerical experiments, it
usually convergences in no more than 20 iterations. Due to this, the complexity of computing the
Bregman iteration map of hg is O(nr2 + r3). The main computational bottleneck remains in most
applications the computation of the gradient∇f .
D Symmetric Nonnegative Matrix Factorization
D.1 Fast evaluation of the objective function
Note that in order to check the sufficient decrease condition in the Dyn-NoLips algorithm, we need
to do several evaluations of the objective function per iteration. As pointed out by [41], the most
efficient way to compute it is by using
‖M −XXT ‖2 = ‖M‖2 − 2〈MX,X〉+ ‖XTX‖2 (37)
which has a O(pr + nr2) complexity, if p notes the number of nonzeros entries of sparse matrix M
instead of O(n2r) for the naive way.
D.2 Datasets
We used two image and two text datasets:
• Image.
– CBCL3: 2,429 images of faces of size 19× 19
– ORL4: 400 images of size 92 × 112 representing 40 subjects under different angles
and facial expressions.
3http://cbcl.mit.edu/software-datasets/FaceData2.html
4https://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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– Coil-205: 1440 images of size 128× 128 representing 20 objects under various angles.
• Text.
– TDT26: dataset of 11,201 news articles classified in 96 semantic categories. We used
the version provided by Cai et al. [11, 10, 9, 8], which has been restricted to the largest
30 categories, leaving a total of 9,394 documents.
– Reuters6: dataset of news articles, which we restricted to the largest 25 categories,
leaving a total of 7,963 documents.
For all image and text datasets, we construct a sparse similarity matrix M following the procedure
described in [26, Section 7.1]. We begin by computing the similarity graph between data points,
using cosine similarity on term frequency vectors for text, and a Gaussian kernel for image (with
the self-tuning method for the scale). The graph obtained is sparsified by keeping only the edges
connecting the k-nearest neighbors, with k = blog2 nc+ 1. Then, M is taken as a normalized version
of the graph adjacency matrix.
5http://www.cs.columbia.edu/CAVE/software/softlib/coil-20.php
6http://www.cad.zju.edu.cn/home/dengcai/Data/TextData.html
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