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Abstract— Parallel operation of multiple grid-connected power 
converters through LCL filters is known to have the potential 
problem of triggering oscillations in the ac mains. Such oscillatory 
frequencies are not integral multiples of the fundamental 
frequency and hence form a new source of interharmonics. Early 
detection of such oscillations is essential for the parallel power 
converters to move out of the unstable zone. This paper presents 
an online observer-based algorithm that can perform fast 
detection of interharmonics within a specified frequency band. 
The algorithm has been adopted in a specific and reduced form 
from an integral observer algorithm for detection of fundamental 
and interharmonic voltage components in the ac mains. A new 
method based on the kernel signal for fast interharmonic 
detection is proposed and practically verified. It has been 
implemented in a digital controller to detect oscillations such as 
those occurring between two grid-connected power converters. 
The practical results indicate that the algorithm can locate such 
frequency within the specific frequency band within 1 mains 
cycle. 
 
Index Terms— fundamental extraction, harmonics detection, 
interharmonics detection, active power filters 
 
I. INTRODUCTION 
he tsunami and the subsequent disaster in Fukushima 
nuclear power facilities in March 2011 have prompted 
some countries such as Germany to speed up the 
deployment of distributed renewable energy sources such as 
wind and solar energy. On the domestic level, rooftop 
photovoltaic (PV) systems have been increasingly installed in 
 
 
  
the distribution networks. Unlike traditional fossil-fuel based 
power generation, distributed renewable generation systems are 
usually bidirectional. For example, solar power generated by 
the PV systems can be consumed by domestic loads, while 
surplus power can be injected into the power supply side (i.e. 
the distribution networks).  
Renewable energy sources are connected to the 
distribution networks through power electronics circuits such 
as bi-directional power inverters [1]. Grid-connected inverters 
are usually connected to the ac mains through LCL filters [2].  
Increasing use of grid-connected PV inverters pose new 
technical challenges. Reports over the last two decades indicate 
that parallel operations of multiple grid-connected inverters 
could trigger resonance among their LCL filters [3]-[7].  Such 
resonance could result in not only voltage oscillations in the ac 
mains, but also system instability because the grid-connected 
inverter requires the mains voltage waveform for 
synchronization in the control loop. Recently, the resonance 
characteristics and stability problem caused by the interactions 
of multiple parallel LCL-filtered inverters has been reported in 
[8]. If resonance occurs, the control systems of the parallel 
power inverters should move their operating points out of the 
unstable zones. An alternative approach is to use active 
damping circuits to damp down the oscillations [9], [10]. 
Because grid-connected power inverters are power 
electronics circuits that require the information of the mains 
voltage, early and fast detection of such resonance is paramount 
in stability control of the parallel inverters. The challenge in 
this project lies with the nature of this type of oscillations, 
because the LCL filter parameters may vary from one 
manufacturer to another. The oscillatory frequencies are not 
identical in all situations and these frequencies are not integral 
numbers of the fundamental frequency. In other words, these 
oscillatory voltage components are ‘interharmonics”. Such 
interharmonics tend to fall within a certain frequency band that 
depends on the switching frequency of the inverters and the 
parameters of the LCL filters.  In [11] and [12], the 
interharmonics are in the range of about 1.7 kHz to 2.0 kHz.  
The presence of interharmonics makes it difficult to 
model and detect the frequency components in the power 
system signals [26]. Conventionally, the discrete Fourier 
transform (DFT) and its many variants [15]-[19] are preferred 
for the efficiency in stationary conditions (i.e., when the 
frequency content is constant within the considered 
time-window) and for their computational efficiency. In [14], 
the DFT is expressed in a matrix-vector formulation leading to 
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a variant of traditional approach for computational savings. 
Such technique is also referred to as the modified harmonic 
domain [18]. From the practical perspective, some issues can be 
caused by improper application of DFT (e.g., asynchronous 
sampling) [26], including an aliasing effect, spectral leakage, 
and picket-fence effect. In [13], the leakage effect is addressed 
by adaptively adjusting the window width for DFT. An 
alternative solution is proposed in [16] aiming at restoring the 
spectral leakage energy. It is shown that the inherent errors due 
to the leakage effects consisting in measurement devices can be 
fixed by this recursive group harmonic power minimizing 
strategy. On the other hand, the picket-fence effect is dealt with 
in [27] by a FT-based approach with interpolatory polynomial 
approximation for waveform reconstruction. Very recently, a 
multiple-interharmonics spectrum separation algorithm is 
proposed to distinguish intensive interharmonics in the case the 
signal is asynchronously sampled [33]. Apart from the DFT, the 
ESPRIT and Prony-based methods represent valid alternatives 
within the frequency domain but offers 
high-frequency-resolution DFT at the price of more 
computational requirements [14]. The subspace-least mean 
square method is recently proposed in [30] for highly accurate 
estimation of interharmonics under a noisy environment with a 
data sampling window of 1/30s only. Due to the complexity, 
high-resolution methods are suitable only for off-line analysis 
and benchmark. Another significant category of interharmonic 
detection methods involves the adaptive signal processing 
techniques based on a filter bank with adaptive parameter 
estimation in the time domain rather than the frequency domain 
[29]. More specifically, by linking n phase-locked loop (PLL) 
units within one “external" loop, the architecture devised in 
[20] succeeds in extracting the harmonics and inter-harmonics 
from a multi-sinusoidal measurement. The multi-PLL scheme 
is then enhanced by incorporating down-sampler for each PLL 
unit to reduce the computational effort of the overall estimator 
[28]. By replacing the PLLs with a bank of adaptive 
notch-filters (ANF), a new scheme is developed in [21] 
showing advantageous from a computational perspective in 
comparison with the PLL counterpart reported in [20]. 
Noticeably, because of the unknown initial conditions, the 
adaptive approaches (i.e., PLL and ANF) have slower dynamic 
response compared to DFT despite the merit in terms 
robustness and ease frequency additivity. Detailed comparison 
of commonly used interharmonic detection techniques are 
performed in [32]. In practice, the Field Programmable Gate 
Array (FPGA) architectures offers a very cost effective solution 
for implementing complicated algorithm for harmonic and 
interharmonics monitoring [31]. 
With the aim of improving the convergence speed of a 
time-domain method without significantly increasing the 
computation burden. A novel kind of kernel-based algorithms 
has been recently proposed for estimating n sinusoidal 
components with arbitrary frequencies [22]. This class of 
algorithms has been adopted for fast detection of fundamental 
and harmonics for grid-connected power electronics equipment 
[23]. The basic theory is based on a rather complex 
mathematical framework which is beyond the scope of this 
paper. While the original algorithm can estimate multiple 
frequency components including the fundamental, harmonics 
and interharmonics, the objective of this paper is to adopt this 
theory in a specific form to explore the use of this estimator for 
fast and accurate tracking of the fundamental and a single 
interharmonic within specified frequency band in the ac mains. 
Practical results are included to verify the feasibility and fast 
response of the proposed method. 
 
II. PROBLEM STATEMENT AND PRELIMINARIES 
In this section, the generic algorithm for fast detection of 
signals of n (arbitrary) frequencies is introduced. Equations (1) 
to (20) are used to explain the general concept of multiple 
frequency detection in Section II to Section III. Then, the 
estimator will be adopted for the specific application and 
implementation of tracking the fundamental and an 
interharmonic (which is far from the fundamental frequency 
and is not an integral multiple of the fundamental frequency) in 
Section IV.  This estimator is therefore specially designed for 
detecting the emerging problem of oscillations between 
parallel-connected PV inverters with LCL filters. 
Consider a power electrical signal comprising a 
fundamental signal (𝑦1(𝑡)) of nominal frequency 𝜔1, plus other 
high-frequency components and a DC offset (A0). 
 
𝑦(𝑡) = 𝐴0
= 𝐴0 + 𝐴1 sin(𝜔1 + ∅1) + ∑ 𝐴𝑘𝑛𝑘=2 sin(𝜔𝑘 + ∅𝑘)   (1) 
 
where 𝐴𝑘 ,𝜔𝑘  and 𝜙𝑘 are the amplitude, frequency and initial 
phase of 𝑦𝑘(𝑡) , respectively. The amplitudes verify the 
inequality 𝐴𝑘  ≥ 0, 𝑘 = 0, 1,⋯, the frequencies parameters are 
strict-positive and unique: 𝜔𝑘 > 0,𝜔𝑘 ≠  𝜔𝑗 for 𝑘 ≠ 𝑗 and 𝜙𝑘 
is the unknown initial phase of each sinusoid. Note that the 
fundamental component is isolated in (1) due to its importance 
in the context of power system signals. Note that the k-th 
component 𝑦𝑘  usually represents the k-th order harmonic, 
characterized by harmonic frequency. 
 
𝜔𝑘 = 𝑘𝜔1                                        (2) 
 
In case only harmonics are present, the frequencies of the 
harmonic components need not to be independently estimated 
and can be derived from (2) by using the estimate of the 
fundamental frequency. However, the presence of 
inter-harmonics is inevitable in practical applications (i.e., 𝜔𝑘 
may vary within a neighborhood of 𝑘𝜔1), thus motivating us to 
propose this algorithm that can estimate frequencies of all 
components independently. In view of (1), each sinusoidal 
component 𝑦𝑘 verifies the second order differential equation 
𝑦?̈?(𝑡) =  −𝜔𝑘2𝑦𝑘(𝑡).  
 
In the Laplace domain,  
 
𝑠2𝑦𝑘(𝑠) − 𝑠𝑦𝑘(0) − ?̇?𝑘(0) = −𝜔𝑘2𝑦𝑘(𝑠)                  (3) 
 
where s is Laplace variable. By rearranging (3),  
𝑦𝑘(𝑠) = 𝑠𝑦𝑘(0) + ?̇?𝑘(0)𝑠2 + 𝜔𝑘2  
Hence, the signal 𝑦(𝑡) in the s-domain is expressed as  
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𝑦(𝑠) = �𝑠𝑦𝑘(0) + ?̇?𝑘(0)
𝑠2 + 𝜔𝑘2𝑛𝑘=1 + 𝐴0𝑠  
which has a characteristic polynomial denoted by P(s) with 
purely imaginary roots occurring in the a complex-conjugate 
pair at each frequency: 
𝑃(𝑠) =  𝑠�(𝑠2 + 𝜔𝑘2)𝑛
𝑘=1
 = 𝑠2𝑛+1 + 𝑎𝑛−1𝑠2𝑛−1 + ⋯+ 𝑎1𝑠3 + 𝑎0𝑠                (4) 
  It is worth noting that the frequencies 𝜔𝑘 act as the zeros of 
𝑃(𝑠). Based on (4), the incoming signal 𝑦(𝑡) defined in (1) can 
be thought as generated by the following autonomous system 
the eigenvalue of which is identical to the zeros of the 
characteristic polynomial P(s) [34]: 
 
�
?̇?(𝑡) = 𝐴𝑥𝑥(𝑡)
𝑦(𝑡) = 𝑐𝑥𝑇𝑥(𝑡) + 𝐴0                     (5) 
where    
  
𝑐𝑥
𝑇 = [1 0⋯ 0 0] 
 
In the following discussion, an algorithm that can estimate 
system’s parameters 𝑎𝑖 , 𝑖 = 0, 1,2,⋯ in a very fast manner is 
proposed. The frequencies 𝜔𝑘  can be determined from 𝑎𝑖 
through the relationship implied in (4) (i.e., the roots of the 
equation 𝑃(𝑗𝜔) = 0). 
Comparing to the available methods that mainly deal with 
the fundamental and harmonic frequencies, the proposed 
multi-frequency strategy offers the flexibility of being able to 
address more than one sinusoid. This important feature offers a 
solution to fast online interharmonic detection. As clearly 
shown in (5), the order of the signal generator model depends 
on the number of frequencies to be estimated. The residual 
sinusoidal components (that are not taken into account) are 
implicitly treated as a disturbance which may result in a 
degradation of accuracy. However, higher computing load is 
required by increased dynamic order. In this connection, the 
computation burden and the precision need to be compromised. 
Without loss of generality, a generic framework that copes with 
n harmonics and a possible offset (see (1)) is dealt with in the 
next section.  
III.  FREQUENCY TRACKING METHOD BASED ON 
INTEGRAL OPERATORS 
A. Preliminaries 
In this section, an estimation scheme is designed for 
estimating n arbitrary frequencies in a harmonic signal. The 
fundamental theory behind this method is based on rather 
complex mathematics, but the suitably designed algorithm can 
be simply implemented via linear state-space equations. Next, 
we introduce some basic theory that contribute the further 
analysis, while the detailed derivation are reported in 
Appendix.  
In this paper, we resort to a typical linear integral operator 
(see [22], [35] for more details), defined as 
 [𝑉𝐾𝑢](𝑡) ≜ ∫ 𝐾(𝑡, 𝜏)𝑢(𝜏)𝑑𝜏,      𝑡 ∈ ℝ≥0 𝑡0             (6) 
 
where 𝑢(𝑡) is the processed signal and the function 𝐾(𝑡, 𝜏) is a 
specialized bivariate kernel function with the form: 
 
𝐾(𝑡, 𝜏) ≜ 𝑒−𝜌(𝑡−𝜏)(1 − 𝑒−𝜌𝜏)2𝑛+1�1 − 𝑒−𝜌(𝑡−𝜏)�2𝑛+1     (7) 
 
where 𝜌 > 0 is a design parameter. In the rest of the paper, we 
denote the i-th order signal derivative as 𝑢(𝑖), 𝑖 = 0,1,2,⋯ for 
the sake of simplifying the notation. Moreover, given that a 
kernel function 𝐾(𝑡, 𝜏)  has two variables, the i-th order 
derivative of 𝐾 with respect to the second argument will be 
denoted as 𝐾(𝑖). The reason for selecting the kernel function is 
that the integral operator of the derivative 𝑢(𝑖)(𝑡) through the 
specialized kernel 𝐾(𝑡, 𝜏) can be computed by using the image 
of the available signal u(t) (proof is provided in Appendix A), 
that is  
�𝑉𝐾𝑢
(𝑖)�(𝑡) = (−1)𝑖�𝑉𝐾(𝑖)𝑢�(𝑡) 
 
It is worth noting that the i-th derivative of the kernel (7) with 
respect to the second argument can be expressed as: 
 
𝐾(𝑖)(𝑡, 𝜏) = ∑ 𝑒−𝜌𝑗𝑡𝑓𝑖,𝑗(𝜏)2𝑛+2𝑗=1                        (8) 
 
where fi,j(∙)  are univariate functions of 𝜏 . Let 𝐾𝑖,𝑗(𝑡, 𝜏) ≜(−1)𝑖𝑒−𝜌𝑗𝑡𝑓𝑖,𝑗(𝜏); then by linearity of the integral operator, it 
follows that   
�𝑉𝐾𝑢
(𝑖)�(𝑡) = (−1)𝑖�𝑉𝐾(𝑖)𝑢�(𝑡) = ��𝑉𝐾𝑖,𝑗𝑢� (𝑡)𝑁+1
𝑗=1
 
Next, we apply the aforementioned results to devise the fast 
estimation scheme.   
 
B. Frequency Tracking Strategy 
Now let us introduce the differential constraint model of 
(5): 
 
𝑦(2𝑛)(𝑡) = ∑ 𝑎𝑘𝑦(2𝑖)(𝑡) − 𝑎0𝐴0𝑛−1𝑖=0                  (9)     
 
                    
By taking the 1-st order time-derivative on both sides of the 
structural constraint (9), we obtain: 
 
𝑦(2𝑛+1)(𝑡) = ∑ 𝑎𝑖𝑦(2𝑖+1)(𝑡)𝑛−1𝑖=0                  (10)                                      
 
Then we apply the integral operator (6) on both sides of (10), 
getting to 
 
�𝑉𝐾2𝑛+1𝑦
(2𝑛+1)�(𝑡) = ∑ 𝑎𝑖�𝑉𝐾2𝑛+1𝑦(2𝑖+1)�(𝑡)𝑛−1𝑖=0      (11) 
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For the sake of brevity, let 𝑟𝑖(𝑡) = �𝑉𝐾2𝑛+1𝑦(𝑖)�(𝑡), 𝑖 =0,1,⋯ 2𝑛 + 1, (11) can be rewritten as 
𝑟2𝑛+1(𝑡) = ∑ 𝑎𝑖𝑟2𝑖+1(𝑡)𝑛−1𝑖=0                       (12) 
 
By introducing the true parameter vector 
 
𝜃∗ ≜ [𝑎0 𝑎1 ⋯   𝑎𝑛−2 𝑎𝑛−1]𝑇 ,   
 
and the vector of auxiliary signals that collect only the odd 
derivative indices 
 
𝑧(𝑡) ≜ [𝑟1(𝑡), 𝑟3(𝑡)    ⋯ 𝑟2𝑛−1(𝑡)]𝑇  
 
Equation (12) can be rewritten in a compact form as 
 
𝑧𝑇(𝑡)𝜃∗ = 𝑟2𝑛+1(𝑡)                            (13) 
 
The modulated signal 𝑟𝑖(𝑡), 𝑖 = 0,1,⋯ ,2𝑛 + 1 can be obtained 
as the output of an (2𝑛 + 2) -th dimensional linear 
time-varying dynamical system, described as (the derivation is 
given in Appendix B): 
�𝜉𝑖
(1)(𝑡) = 𝑮𝜉𝑖(𝑡) + 𝑬𝑖(𝑡)𝑦(𝑡)
𝑟𝑖(𝑡) = 𝑯𝜉𝑖(𝑡)                   (14) 
 
with  𝜉𝑖(0) = 0 and where the other quantities in (14) 
are 
𝐆 = diag(−𝜌,−2𝜌,⋯ ,−𝜌(2𝑛 + 2)) 
 
𝐄𝑖(𝑡) = � 𝐾𝑖,1(𝑡, 𝑡)⋮
𝐾𝑖,2𝑛+2(𝑡, 𝑡)�                               (15)                      
𝐻 = [1,1.⋯ ,1] 
By employing 𝑛 + 1 systems of the kind (14) comprising the 
set of 𝐄𝑖(𝑡),∀1,3,⋯ ,2𝑛 + 1 , both the vector of signals 𝑧(𝑡) 
and 𝑟2𝑛+1 (that are needed to form the constraint (13)) can be 
determined. 
Note that (13) represents a standard linear expression 
for identification. Conventional augmentation tools used in 
system identification can be employed to form a well-posed 
algebraic system based on (13). Let us first multiply both sides 
of (13) by 𝑧(𝑡): 
𝑅(𝑡)𝜃∗ = 𝑆(𝑡)                                       (16)              
 
where 𝑅(𝑡) and 𝑆(𝑡) are the so-called auto-covariance and 
cross-covariance matrices defined as 
 
𝑅(𝑡) ≜ 𝑧(𝑡)𝑧𝑇(𝑡),     𝑆(𝑡) ≜ 𝑧(𝑡)𝑟2𝑛+1(𝑡),  
 
In order to avoid singularity of the instantaneous 
auto-covariance matrix R(t) (i.e., rank 1 at any time instant). 
We apply to both sides of (16) a simple second order low-pass 
filter that is described by transfer function representation:  
 
𝐹(𝑠) = 𝑤𝑐2
𝑠2+𝜆𝑤𝑐𝑠+𝑤𝑐
2                            (17) 
 
for faster frequency response than the first order, while 
maintaining a low level of complexity.  
 Therefore, the following relationship holds for all 𝑡 ≥  0  
 
ℒ−1{𝐹(𝑠)𝑅(𝑠)}(𝑡)𝜃∗ = ℒ−1{𝐹(𝑠)𝑆(𝑠)}(𝑡)             (18) 
 
where ℒ−1  denotes the operation of the inverse Laplace 
transform. Defining Rf(t) = ℒ−1{F(s)R(s)}(t)  and  Sf(t) =
ℒ−1{F(s)S(s)}(t), an estimate θ�(t) of the parameter vector θ∗ 
can be obtained by minimizing the quadratic criterion  
 
 
 
In this case, the unknown parameter vector θ∗ can be estimated 
by  
𝜃�(𝑡) = �𝜃0                              𝑡 < 𝑡∈𝑅𝑓(𝑡)−1𝑆𝑓(𝑡),        𝑡 ≥ 𝑡∈                         (19)               
 
where 𝜃0  is a guessed parameter vector depending on the 
nominal frequency values, and 𝑡∈ > 0 is a small time constant, 
needed because Rf(t) is not invertible at t = 0 (i.e., Rf (0) = 0). 
Finally, as mentioned before, the frequencies 𝜔1, … ,𝜔𝑛  are 
computed by letting 
 
𝑃(𝑗𝜔) = 0                                       (20)  
 
where 𝑃(𝑗𝜔) is parametrized by 𝑎𝑖 as given in (4). 
A structural block diagram of the proposed algorithm is 
shown in Fig. 1, where the 𝑛 + 1 identical system (see (14)) are 
enhanced by dotted rectangles and 𝑦(𝑡) is the incoming signal.  
 
 
 
Fig.1 Block diagram of the proposed algorithm 
 
Remark 1: Note that the algebra algorithm (19) is valid only 
when the filtered auto-covariance matrix 𝑅𝑓(𝑡) is invertible. 
The invertibility of 𝑅𝑓(𝑡)  characterizes a sufficiently 
informative output signal at time 𝑡 . In view of (14), the 
parameter 𝜌 determines the poles of G that in turn determines 
the cut-off frequency of the overall low-pass filtering structure. 
A larger 𝜌 results in a poorer noise immunity, while a smaller 𝜌 
may result in a less informative 𝑅𝑓(𝑡) due to the excessive 
attenuation of 𝑦(𝑡). To this end, the choice of 𝜌 depends on a 
priori information of the frequency band of the interharmonic.  
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Remark 2: The low-pass filter (17) is applied on both sides of 
(18), then the parameter vector 𝜃�(𝑡)is determined algebraically 
by  𝑅𝑓(𝑡)−1𝑆𝑓(𝑡)  by which the estimation results are 
independent of the low pass filter. However, to avoid excessive 
attenuation that may lead to numerical issue, the rules given in 
Remark 1 also apply to the design of filtering parameter 𝜆 and 
𝑤𝑐 . 
IV. ADOPTION OF THE ALGORITHM FOR TRACKING 
FUNDAMENTAL AND INTERHARMONIC COMPONENTS 
In this section, the proposed estimator is adopted for 
detecting and tracking the fundamental and a typical 
interharmonics. For practical applications of grid-connected 
power inverters, the fundamental frequency is selected as 50 Hz 
and the interharmonic frequency as 1.94kHz (representing the 
occurrence of resonance between parallel grid-connected 
power inverters). Note that the use of the integral observer 
algorithm for detecting total harmonics has been reported in 
[23] and is thus not repeated here. The mains voltage signal can 
be expressed as: 
𝑣(𝑡) = 𝑣1(𝑡) + 𝑣𝑚(𝑡) + ∑ 𝑣𝑘𝑛\𝑚𝑘=2 (𝑡)             (21) 
 
where 𝑡 is the time variable, 𝑣1(𝑡) is the fundamental voltage,  
𝑣𝑚(𝑡)  is the inter-harmonic that needs to be identified and 
∑ 𝑣𝑘
n\m
k=2 (t) is the total harmonic voltage apart from 𝑣𝑚(t). For 
the sake of further analysis, let us consider  
 
𝑦(𝑡) = 𝑣1(𝑡) + 𝑣𝑚(𝑡) 
 
It is important to note that the estimator considers the 
remaining harmonics ∑ 𝑣𝑘
𝑛\𝑚
𝑘=2 (𝑡)  as ‘noise’ initially. The 
schematic of this method is shown in Fig. 2. It should be noted 
that the band-stop filter is employed to attenuate the impact of 
the ‘noise’ term (harmonics and pure noise) since the 
magnitude of the inter-harmonic is very small. The band-stop 
filter is an elliptic type with 80Hz and 1800Hz respectively for 
the lower and upper passband edge. Although the elliptic filter 
suffers from passband and stopband ripples, it is chosen for its 
fast frequency response which is an important attribute for this 
application.  
Now, 𝑦(𝑡) can be thought as generated by the following 
autonomous system 
�
?̇?(𝑡) = 𝐴𝑥𝑥(𝑡)
𝑦(𝑡) = 𝑐𝑥𝑇𝑥(𝑡)                                     (22) 
 
where      
𝑐𝑥
𝑇 = [1 0   0 0] 
 
The state-space system (22) leads to the next differential 
constraint model: 
 
𝑦(4)(𝑡) = 𝑎1𝑦(2)(𝑡) + 𝑎0𝑦(𝑡)                    (23) 
 
Applying the linear integral operator to both side of (23) with a 
kernel function in the form of (6) with the order of the 
multiplier reduced from 2n+1 to 4 and 𝜌 is designed as 1000 
 
𝐾(𝑡, 𝜏) ≜ 𝑒−1000(𝑡−𝜏)(1 − 𝑒−1000𝜏)4�1 − 𝑒−1000(𝑡−𝜏)�4 
 
we obtain  
𝑟4(𝑡) = [𝑟0(𝑡) 𝑟2(𝑡)] �𝑎0𝑎1� =  𝑧𝑇(𝑡)𝜃∗             (24) 
 
where 𝑟𝑖(𝑡) = �𝑉𝐾𝑦(𝑖)�(𝑡), 𝑖 = 0, 2, 4. 
 
Moreover,  𝑟𝑖(𝑡), 𝑖 = 0, 2, 4 can be respectively obtained 
as the output of a 5-th order linear time-varying dynamical 
system, described as: 
�𝜉𝑖
(1)(𝑡) = 𝑮𝜉𝑖(𝑡) + 𝑬𝑖(𝑡)𝑦(𝑡)
𝑟𝑖(𝑡) = 𝑯𝜉𝑖(𝑡)    
with  𝜉𝑖(0) = 0 and  
𝐆 = diag(−1000,−2000,−3000,−4000,−5000) 
𝐄𝑖(𝑡) =
⎣
⎢
⎢
⎢
⎢
⎡
𝐾𝑖,1(𝑡, 𝑡)
𝐾𝑖,2(𝑡, 𝑡)
𝐾𝑖,3(𝑡, 𝑡)
𝐾𝑖,4(𝑡, 𝑡)
𝐾𝑖,5(𝑡, 𝑡)⎦⎥⎥
⎥
⎥
⎤ ,                                (25)                       
𝐻 = [1   1   1   1   1]. 
 
 
Fig. 2 Schematic of the estimation algorithm   
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Note that the elements of 𝐄𝑖(𝑡), 𝑖 = 0, 2, 4 can be determined 
based on (8) by symbolic computation tools. The expressions 
are given as follows: 
𝐄0(𝑡) =
⎣
⎢
⎢
⎢
⎢
⎡
𝐾0,1(𝑡, 𝑡)
𝐾0,2(𝑡, 𝑡)
𝐾0,3(𝑡, 𝑡)
𝐾0,4(𝑡, 𝑡)
𝐾0,5(𝑡, 𝑡)⎦⎥⎥
⎥
⎥
⎤ =
⎣
⎢
⎢
⎢
⎢
⎡
−1000(3𝑒−1000𝑡 + 1)(𝑒−1000𝑡 − 1)38000(𝑒−1000𝑡 + 1)(𝑒−1000𝑡 − 1)3
−6000(𝑒−1000𝑡 + 3)(𝑒−1000𝑡 − 1)316000(𝑒−1000𝑡 − 1)31000(𝑒−1000𝑡 − 5)(𝑒−1000𝑡 − 1)3 ⎦⎥⎥
⎥
⎥
⎤
 
𝐄2(𝑡) =
⎣
⎢
⎢
⎢
⎢
⎡
𝐾2,1(𝑡, 𝑡)
𝐾2,2(𝑡, 𝑡)
𝐾2,3(𝑡, 𝑡)
𝐾2,4(𝑡, 𝑡)
𝐾2,5(𝑡, 𝑡)⎦⎥⎥
⎥
⎥
⎤
=
⎣
⎢
⎢
⎢
⎢
⎡
−10003(27𝑒−4000𝑡 − 32𝑒−3000𝑡 + 6𝑒−2000𝑡 − 1)16 ∗ 10003(2𝑒−4000𝑡 − 𝑒−3000𝑡 + 𝑒−1000𝑡 − 2)
−6 ∗ 10003(𝑒−4000𝑡 − 6𝑒−2000𝑡 + 32𝑒−1000𝑡 − 27)16 ∗ 10003(𝑒−3000𝑡 − 12𝑒−2000𝑡 + 27𝑒−1000𝑡 − 16)10003(𝑒−4000𝑡 − 32𝑒−3000𝑡 + 162𝑒−2000𝑡 − 256𝑒−1000𝑡 + 125)⎦⎥⎥
⎥
⎥
⎤
 
𝐄4(𝑡) =
⎣
⎢
⎢
⎢
⎢
⎡
𝐾4,1(𝑡, 𝑡)
𝐾4,2(𝑡, 𝑡)
𝐾4,3(𝑡, 𝑡)
𝐾4,4(𝑡, 𝑡)
𝐾4,5(𝑡, 𝑡)⎦⎥⎥
⎥
⎥
⎤
=
⎣
⎢
⎢
⎢
⎢
⎡
−10005(243𝑒−4000𝑡 − 128𝑒−3000𝑡 + 6𝑒−2000𝑡 − 1)16 ∗ 10005(8𝑒−4000𝑡 − 𝑒−3000𝑡 + 𝑒−1000𝑡 − 8)
−6 ∗ 10005(𝑒−4000𝑡 − 6𝑒−2000𝑡 + 128𝑒−1000𝑡 − 243)16 ∗ 10005(𝑒−3000𝑡 − 48𝑒−2000𝑡 + 243𝑒−1000𝑡 − 256)10005(𝑒−4000𝑡 − 128𝑒−3000𝑡 + 1458𝑒−2000𝑡 − 4096𝑒−1000𝑡 + 3125)⎦⎥⎥
⎥
⎥
⎤
 
 
Finally, (24) can be solved by following the same steps shown 
in the generic case:  
 
Step 1: Multiplying both sides of (24) by 𝑧(𝑡) leads to: 
 
𝑅(𝑡)𝜃∗ = 𝑆(𝑡)                                 (26)               
with 
𝑅(𝑡) ≜ 𝑧(𝑡)𝑧𝑇(𝑡),     𝑆(𝑡) ≜ 𝑧(𝑡)𝑟4(𝑡). 
 
Step 2: Apply to both sides of (26) a low-pass filter in the form 
of (17), with 𝜆 = 4,𝑤𝑐 = 350. 
 
𝐹(𝑠) = 𝑤𝑐2
𝑠2 + 𝜆𝑤𝑐𝑠 + 𝑤𝑐2 
 such that  Rf(t)𝜃∗ = Sf(t)(𝑡)                            (27) 
 
where Rf(t) = ℒ−1{F(s)R(s)}(t)  and Sf(t) = ℒ−1{F(s)S(s)}(t). 
 
Step 3: The estimate θ�(t) = [𝑎0   𝑎1]𝑇  of  the unknown 
parameter vector θ∗ is obtained by  
𝜃�(𝑡) = �𝜃0                              𝑡 < 𝑡∈𝑅𝑓(𝑡)−1𝑆𝑓(𝑡),        𝑡 ≥ 𝑡∈                 (28)                 
where 𝜃0  is a guessed parameter vector depending on the 
nominal frequency values, and 𝑡∈ > 0 is a small time constant.  
𝑡∈ > 0  is needed because 𝑅𝑓(𝑡) is not invertible at t = 0 (i.e., 
𝑅𝑓 (0) = 0).  
Step 4: The frequencies 𝜔1 and 𝜔𝑚 of the fundamental and the 
inter-harmonic are indirectly estimated as the roots of the 
following equation  
𝑠4 − 𝑎1𝑠
2 − 𝑎0 = 0                                   (29) 
 
The coefficients of a0 and a1 have to be dynamically 
determined through Step 1 to Step 3. If only the fundamental 
component exists, (29) provides only one unique real solution. 
If both of the fundamental and interharmonics are present, it 
gives two unique solutions. 
For fast detection of the interharmonic, the matrix 𝑅𝑓(𝑡) 
is utilized in addition to the frequency estimates. Let us 
consider 𝜎𝑚𝑖𝑛(𝑅𝑓(𝑡))  as the minimum eigenvalue of 𝑅𝑓(𝑡) . 
According to the concept of persistency of excitation, 
𝜎𝑚𝑖𝑛(𝑅𝑓(𝑡))  can be used as an indicator to capture the 
existence of the interharmonic [25]. More specifically, when 
the algorithm is fed by a combination of fundamental and 
interharmonic, 𝜎𝑚𝑖𝑛(𝑅𝑓(𝑡))  is inherently sinusoidal with the 
mean above a certain level depending on the amplitude of the 
input in the steady state. As soon as the interharmonic vanishes, 
𝜎𝑚𝑖𝑛(𝑅𝑓(𝑡)) quickly decays and moves back only when the 
interharmonic appears again. In this connection, we proposed a 
mechanism for estimating interharmonic with a properly 
designed threshold. The frequency estimate of the 
interharmonic is driven to 0 (an indication of no interharmonic) 
as soon as 𝜎𝑚𝑖𝑛(𝑅𝑓(𝑡))  falls below the threshold. On the other 
hand, the initial condition of the frequency estimates is reset by 
a value within the possible range of interharmonic frequency 
when the indicator reach the threshold again, thus significantly 
saving the time for convergence.  
       
V. EXPERIMENTAL VERIFICATION 
In order to evaluate the effectiveness of the proposal 
method in detecting the fundamental and interharmonic, a 
programmable power supply is used to generate the required 
voltage waveforms. Because the proposed algorithm provides 
numerical values of the frequency components, 
digital-to-analogue (D/A) converters are used to generate 
analogue signals that represent the fundamental and 
interharmonics components. The fundamental frequency is 50 
Hz, while the targeted interharmonic is within the targeted 
frequency band of 1.7 kHz to 2.0 kHz (using the examples of 
[11] and [12]). The algorithm is implemented in a dSpace 
DS1006 system with a CPU clock rate of 2.8GHz and a 
memory size of 1GB (SDRAM) (Fig.3). The sampling 
frequency of the dSpace system is 10 kHz. Because of the 
widely separated fundamental frequency and the interharmonic, 
their frequency values are scaled with the frequency-to-voltage 
ratios of 1:10 and 1:25, respectively, so that the frequency 
values can be displayed as voltage signals in a digital storage 
oscilloscope in real time. In this section, the fundamental 
frequency, the interharmonic frequency and the input signal are 
in the measured waveforms in the figures as the green, blue and 
yellow traces respectively.  
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Fig.3 A photograph of the experimental setup with the dSpace system and 
digital oscilloscope. 
 
A Steady State Estimation 
The first test is to generate a fundamental signal at 50 Hz 
with a superimposed high frequency signal at 1.94 kHz (i.e. 
representing the interharmonic). This signal is sampled by the 
dSpace A/D system, and digitized for use in the proposed 
algorithm. The sampling rate of the dSpace system is 10 kHz, 
meaning that the adopted algorithm can be executed within 
100µs. The computational time of the algorithm in the dSpace 
system is about 55µs. The actual and computed fundamental 
frequency and interharmonic frequency are displayed in Fig.4 
and tabulated in Table 1. These results show that the practical 
and computed frequencies are in good agreement. Adding extra 
frequency detection functions will inevitably increase the 
computational burden of the microcontroller of the power 
inverter. If such computational needs exceed the computational 
capabilities (e.g. speed) of the microcontroller, additional 
processor may be needed to implement the frequency detection 
functions. 
TABLE 1 
 Fundamental 
frequency  
Interharmonic 
frequency 
Actually programmed in 
power source 
50.000 1.94 kHz 
Computed by proposed 
method 
50.007 1.99 kHz 
 
 
Fig. 4  Practical input signal with fundamental frequency of 50Hz 
superimposed with an interharmonic of 1.94kHz, and the analog versions of the 
computed fundamental and interharmonic frequency (5ms/Div.) 
 
B Sudden Appearance of Interharmonic 
 The second test emulates the sudden occurrence of the 
resonance of the LCL filters between parallel PV systems. The 
power source is programmed initially with the fundamental 
component of 50Hz only. Then the interharmonic component is 
added to the fundamental component. The measured input 
voltage signal provided by the power source is shown with the 
analogue version of the fundamental frequency and 
interharmonic frequency in Fig.5. The time scale is set at 5 
ms/div. It can be observed that the fundamental frequency 
remains constant through the test, because its analogue version 
remains a straight horizontal line during the step change of the 
interharmonic.  
 The kernel signal is used to provide fast detection of the 
interharmonic. It is the eigenvalue of the matrix signal Rf(t) 
which is composed of processed versions (filtered) of the 
incoming signal y(t). So the kernel signal is an inherent 
sinewave because of the sinusoidal nature of y(t). When the 
inharmonic is absent, the kernel signal is zero. When the 
interharmonic appears, the kernel signal increases from zero. 
Therefore, when the kernel signal increases beyond a threshold 
∆V1, it can trigger the signal of interharmonic occurrence from 
0 to 1. The kernel signal will then rise until it settles down to a 
steady-state level (with a sinusoidal ac ripple). A moving 
window method is used to locate the minimum kernel value for 
each period of the kernel signal (i.e. half period of the mains 
voltage). When the interharmonic disappears, the kernel signal 
will decay to zero. Thus, when the kernel signal is less than the 
minimum kernel value by another threshold ∆V2, it can trigger 
the signal of the interharmonic occurrence from 1 to 0. As long 
as the thresholds ∆V1 and ∆V2 are slightly larger than the noise 
level, the detection times can be minimized. In the practical 
tests, ∆V1 and ∆V2 are set at 0.098V and 0.188V, respectively. 
It is however important to note that the harmonic 
detection time from 0 to 1 is usually very fast because the initial 
kernel signal is zero and has no ripple. This feature is important 
and advantageous because the purpose of the algorithm is to 
detect the occurrence of the interharmonic in this specific 
application as the signal for the occurrence of resonance 
between parallel grid-connected power inverters. In Fig.5, the 
detection time for the occurrence of the interharmonic is only 
3ms. This detection time can be reduced if ∆V1 is further 
reduced, as long as ∆V1 is larger than the noise level in the 
practical implementation. 
 
 
Fig. 5  Practical input signal with fundamental frequency of 50Hz 
superimposed with an interharmonic of 1.94kHz, and the analog versions of the 
computed fundamental and interharmonic frequency (5ms/Div.) 
 
C Sudden Disappearance of Interharmonic 
 The third test focuses on the sudden disappearance of the 
interharmonic. This is to emulate the situation that the 
resonance between the parallel LCL filters has stopped. The 
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corresponding measured signals are displayed in Fig.6. Fig.5 
shows that the kernel signal will reach its steady waveform 
within about one mains cycle. Such waveform is used again for 
detecting the disappearance of the interharmonic. When the 
kernel value falls to a value less than the minimum value by a 
certain threshold, it signifies the absence of the interharmonic. 
In this case, it takes about 9ms to detect the disappearance of 
the interharmonic. This detection time is less than half of a 
mains cycle. In Fig.6, the kernel signal at the high state has 
some ripple. The trigger signal has to wait for the kernel signal 
to drop below the minimum kernel signal in the moving 
window by ∆V2 before changing from 1 to zero. This is why the 
detection time for the disappearance of the interharmonic is 
longer than that for the occurrence of the interharmonic.  
 
 
Fig. 6  Practical input signal with fundamental frequency of 50Hz 
superimposed with an interharmonic of 1.94kHz, and the analog versions of the 
computed fundamental and interharmonic frequency (5ms/Div.) 
 
D Variation of Mains Frequency 
 The fourth test considers the possibility of mains 
frequency variation due to the increasing use of intermittent 
renewable energy penetration in power grid, especially 
microgrid using small electric generators. Normally, 
large-scale power grids do not have rate of change of frequency 
(RoCoF) higher than 0.1 Hz per second. For U.K., the RoCoF is 
limited at 0.2 Hz/s [24]. For microgrid, a higher RoCoF of 0.5 
Hz/second is adopted in this test. The RoCoF is programmed in 
a linear manner so that the frequency value ramps up and down 
between 48 Hz and 52 Hz. For a RoCoF of 0.5 Hz/s, the mains 
frequency changes from 48 Hz to 52 Hz in 8 seconds. 
 
Fig.7 Practical input signal with fundamental frequency (48-52Hz) 
superimposed with an interharmonic of 1.94kHz, and the analog versions of the 
computed fundamental and interharmonic frequency (5 s/Div.) 
 
Fig.7 shows the input signal comprising the fundamental 
frequency superimposed with an interharmonic of 1.94 kHz, 
with the fundamental frequency varying between 48 Hz and 52 
Hz. It can be seen that the analog version of the fundamental 
frequency varies within 48 Hz and 52 Hz linearly as expected, 
while the analog version of the interharmonic frequency 
remains constant. These results indicate that, even if the mains 
frequency varies, the successful detection of interharmonic 
remains intact.  
 
E Further Discussion 
 For the targeted interharmonic frequency range of 1.7 kHz to 
2 kHz, the choice of 1.94 kHz in previous section represents the 
upper end of the range. The proposed method has been tested 
with an interharmonic of 1.64 kHz, which is at the lower end of 
the range. The fundamental frequency remains at 50 Hz. Fig.8 
shows the measurements when a smaller threshold (∆V1) is is 
adopted. Note that the time scale of Fig.8 is 2ms/div. (instead of 
5ms/div. as in Figs. 3-5). With a lower threshold, the detection 
time is reduced to about 1.5ms. Therefore, for the typical 
interharmonic frequency range of 1.7 kHz to 2 kHz reported in 
[11][12], the proposed method can detect the occurrence of 
interharmonic within a few milliseconds. In principle, the 
proposed method can detect multiple frequencies. The 
demonstration in this paper is specific to potential applications 
such as resonance between parallel grid-connected power 
inverters. 
 
Fig.8 Practical input signal with fundamental frequency of 50Hz superimposed 
with an interharmonic of 1.64kHz, and the analog versions of the computed 
fundamental and interharmonic frequency (2ms/Div.) 
  
One possible application of the proposed algorithm is to 
detect the interharmonic arising from parallel operations of 
grid-connected inverters with LCL filters. Fig.9 shows a typical 
setup based on the LCL filter parameters previously reported in 
[8].  The inverters are operated at a switching frequency of 3.78 
kHz. A real-time simulation on this setup is used to demonstrate 
the interharmonic oscillation between the power inverters. The 
total current injected into the grid is captured and outputted as a 
real-time signal for analysis with the proposed algorithm. 
Fig.10 shows the injected current waveform and the signals 
representing the fundamental component and interharmonic 
component (captured immediately when the test begins). The 
computed fundamental frequency is 49.66Hz and the 
interharmonic frequency is 1.387 kHz. 
 
Fig.9  Schematic of a case study based on two parallel grid-connected inverters 
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Fig.10   Current injected into the grid and the signals of the fundamental and 
interharmonic components (5V/div. for the three traces; 50ms/div.) 
 
The original algorithm [22] was designed to detect n 
unknown frequencies. Previously, it has been used to detect 
harmonics for active power filter applications. In this project, 
we demonstrate its use for the detection of the fundamental and 
interharmonics. Since the frequency estimates tend to converge 
to the frequencies with greater amplitude, the introduction of a 
band-pass filter is needed to identify the interharmonic (which 
typically has a much smaller amplitude than the fundamental 
frequency). But the cutoff frequency of the band-pass filter is 
hardly dependent on the interharmonic. In this application, it is 
simply set at a value higher than the fundamental frequency. If 
the information of the interharmonic is unknown, a 
higher-order estimation scheme of the general algorithm (that 
takes more frequencies into consideration) has to be adopted. 
 
VI. CONCLUSIONS 
This paper presents the first practical implementation of 
an observer-based algorithm for fast detection of fundamental 
signal and interharmonic component. The theory behind the 
algorithm has been summarized and explained. The algorithm 
is adopted in a form for monitoring the presence of the mains 
frequency and the interharmonic and for estimating their 
values. A novel method of using the kernel signal for fast 
interharmonic detection has been proposed and practically 
demonstrated. Experimental results have confirmed that the 
detection times of the fundamental and interharmonic can be 
achieved within half of a mains cycle. This method is suitable 
for applications such as monitoring the occurrence of resonance 
between parallel LCL filters of grid-connected inverters. 
 
APPENDIX A  
Assuming that the signal 𝑢(𝑡) admits the i-th order 
derivative for 𝑡 ≥ 0 and a kernel 𝐾(𝑡, 𝜏) that admits the i-th 
order derivative with respect to the second argument, the 
following relationship holds (obtained by means of the 
integration by parts [35]): 
 
It implies that �𝑉𝐾𝑢(𝑖)�(∙) can be obtained by the lower-order 
time-derivatives of the processed signal 𝑢,𝑢(1),⋯𝑢(𝑖−1), which 
are usually unavailable in real-time. However, if a kernel 𝐾 
verifies the following conditions: 
𝐾(𝑗)(𝑡, 0) = 0,                                       (A1-a) 
𝐾(𝑗)(𝑡, 𝑡) = 0,                                       (A1-b) 
for all 𝑡 ≥ 0 and , 𝑖 = 0,1,⋯ , 𝑖 − 1, then the linear integral of a 
derivative signal 𝑢(𝑖) can be expressed as 
�𝑉𝐾𝑢
(𝑖)�(𝑡) = (−1)𝑖�𝑉𝐾(𝑖)𝑢�(𝑡)                   (A2) 
where the right hand side only depends on the available kernel 
function 𝐾  and the signal 𝑢(𝑡)  per se, thus evading the 
unavailability of signal derivatives. 
By adopting the following bivariate function proposed 
in [35] 
𝐾(𝑡, 𝜏) ≜ 𝑒−𝜌(𝑡−𝜏)(1 − 𝑒−𝜌𝜏)𝑁�1 − 𝑒−𝜌(𝑡−𝜏)�𝑁     (A3) 
the condition (A1-a) is met by the factor (1 − 𝑒−𝜌𝜏)𝑁 up to 𝑁th 
order , while the condition (A2-b) is met by the third factor (1 − 𝑒−𝜌(𝑡−𝜏))𝑁. 
 
APPENDIX B 
We now describe how such a transformed signal can 
be obtained as the output of a linear system. First, Let 
𝜉(𝑡) = [𝑉𝐾𝑢](𝑡) (defined in (6)), by applying the Leibnitz rule 
in deriving the integral, the signal [𝑉𝐾𝑢](𝑡), for 𝑡 >  0, can be 
obtained as the output of a dynamic system described as 
follows  
�
𝜉(1)(𝑡) = � � 𝜕
𝜕𝑡
𝐾(𝑡, 𝜏)� 𝑢(𝜏)𝑑𝜏𝑡
0
+ 𝐾(𝑡, 𝑡)𝑢(𝑡)[𝑉𝐾𝑢](𝑡) = 𝜉(𝑡)            (𝐵1) 
where 𝜉(𝑡) = 𝜉(1)(𝑡) = 0. 
Since the i-th derivative of the kernel (A3) with respect to the 
second argument can be expressed as: 
𝐾(𝑖)(𝑡, 𝜏) = �𝑒−𝜌𝑗𝑡𝑓𝑖,𝑗(𝜏)𝑁+1
𝑗=1
                               (𝐵2) 
where fi,j(∙)  are univariate functions of 𝜏 . Let 𝐾𝑖,𝑗(𝑡, 𝜏) ≜(−1)𝑖𝑒−𝜌𝑗𝑡𝑓𝑖,𝑗(𝜏); then by linearity of the integral operator, it 
follows that   
�𝑉𝐾𝑢
(𝑖)�(𝑡) = (−1)𝑖�𝑉𝐾(𝑖)𝑢�(𝑡) = ��𝑉𝐾𝑖,𝑗𝑢� (𝑡)𝑁+1
𝑗=1
. 
Moreover, letting 𝜉𝑖,𝑗(𝑡) ≜ �𝑉𝐾𝑖,𝑗𝑢� (𝑡), with 𝑖 ∈ {0,⋯ ,𝑛}, 𝑗 ∈{1,⋯ ,𝑁 + 1}, and taking into account that, for all 𝑡 ≥ 0, we 
have 
𝐾𝑁|𝑖,𝑗(𝑡, 0) = 0, 
𝜕
𝜕𝑡
𝐾𝑁|𝑖,𝑗(𝑡, 𝜏) = −𝜌𝑗𝑒−𝜌𝑗𝑡𝑓𝑁|𝑖,𝑗(𝜏). 
Thanks to (B1), �𝑉𝐾𝑁𝑢� admits the following (𝑁 + 1)-th 
dimensional state-space realization: 
⎩
⎪
⎨
⎪
⎧𝜉𝑖,𝑗(1)(𝑡) = −𝜌𝑗𝜉𝑖,𝑗(𝑡) + 𝐾𝑖,𝑗(𝑡, 𝑡)𝑢(𝑡)
�𝑉𝐾𝑢
(𝑖)�(𝑡) = �𝜉𝑖,𝑗(𝑡)𝑁+1
𝑗=1
                  (𝐵3) 
with 𝜉𝑖,𝑗(0) = 0,∀𝑗 = 1,⋯ ,𝑁 + 1. 
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