Let F T (n) be the probability that two independent, uniformly random permutations of [n] have the same order, and let F K (n) be the probability that two uniformly random permutations are in the same conjugacy class. It is well known that F K (n) ∼ ∆ n 2 for a rather explicit constant ∆, and it is not hard to show that lim inf f T (n)
∆ n 2 for a rather explicit constant ∆, and it is not hard to show that lim inf f T (n) f K (n) > 1. We prove here that F T (n) = O( log log n log n ) as n → ∞, but we were unable to determine whether lim n→∞ F T (n)
Introduction
Since conjugation is a group automorphism, it is clear that the permutations in a conjugacy class all have the same order. The order of a permutation σ is T(σ) = the least common multiple of its cycle lengths, and two permutations are conjugate if and only if they have the same multi-set of cycle lengths. Clearly permutations can have the same order without being conjugate. Let F T (n) be the probability that two independent, uniformly random permutations of [n] have the same order, and let F K (n) be the probability that two uniformly random permutations are in the same conjugacy class. Sergey Dovgal brought to our attention an anonymous posting on mathoverflow.net [7] asking about asymptotic estimates for f T (n). Based on McKay's comments there, one might expect that lim inf
We prove this conjecture by adapting Flajolet et.al's derivation of an asymptotic formula for F K (n). However we were unable to determine whether F K (n) = o(F T (n)). We do prove that F T (n) → 0 as n → ∞ by comparing the prime divisors of size Θ(log n) that the orders have. The proof is outlined in the remainder of this section, and the details are provided in later sections.
For each prime p, let I p (σ 1 , σ 2 ) = 1 if and only if exactly one of the permutations σ 1 , σ 2 has has order divisible by p. In this case, we will say that "σ 1 and σ 2 differ at p". Let J n be the set of primes in the interval (a log n, b log n), where a and b are fixed positive constants with a < b, and let N := p∈Jn I p be the number of primes in J n where σ 1 and σ 2 differ. Note
because N(σ 1 , σ 2 ) = 0 is a necessary but not sufficient condition for two permutations to have the same order. The overall plan is very straightforward: use the second moment method to prove that the event N = 0 almost never happens. If N = 0, then certainly |N − E(N)| ≥ E(N). By Chebyshev's inequality,
where
2 is the variance of N. Since N = p∈Jn I p and
and
where p and q denote primes in J n . To prove that P n (N = 0) = o(1), it suffices to estimate the probabilities E(I p ) and E(I p I q ) for distinct primes p, q ∈ J n , then evaluate directly the sum in (3). We were unable to complete this calculation using the classical results and methods in Erdős and Turán [4] . However Beals et.al. [2, 1] recently used elementary methods to derive estimates for g(n, p, q) = the number of permutations whose order is divisible by neither p nor q. Unlike Erdős and Turán's estimates, they apply to primes p and q of size Θ(log n). With these new results, the variance calculation is quite tractable.
Exact Variance Calculation
Let P n be the uniform probability measure on the n! 2 ordered pairs of permutations of [n] . Let A i p be the event that the i'th permutation σ i has order divisible by p. Thus A 1 p consists of the ordered pairs (σ 1 , σ 2 ) of permutations of [n] such that T(σ 1 ) ≡ 0 mod p, and similarly for i = 2. Let f (n, p) = the the number of permutations of [n] whose order is not divisible by p. Thus
Recall I p (σ 1 , σ 2 ) = 1 if and only if exactly one of the permutations σ 1 , σ 2 has has order divisible by p. There are two ways that I p = 1 can occur: either the first permutation has order divisible by p and the second does not, or vice versa. Thus
and for p = q,
Note that I p and I q are not independent, and there is thus no reason to expect that E(I p I q ) = E(I p )E(I q ). Let g(n, p, q) be the number of permutations of [n] with the property that neither p nor q divides the order. For distinct primes p and q, there are four mutually exclusive ways that I p I q = 1 can occur, and for each of these four events, the probability can be expressed in terms of the fundamental quantities f (n, p) and g(n, p, q). Since σ 1 and σ 2 are chosen independently, the calculations are not difficult.
e. the first permutation's order is divisible by both p and q, and the second permutation's order is divisible by neither p nor q.
To calculate the probability of this event, first notice that, in any probability space and for any events A and B, the familiar identities Pr(A ∩ B) = Pr(A) + Pr(B) − Pr(A ∪ B) and Pr(C) = 1 − Pr(C) together imply
On the other hand
. Since the permutations σ 1 and σ 2 are chosen independently, it follows that
4 Case 3.
q . This case is the same as Case 2, with the roles of σ 1 and σ 2 reversed, so the probability is the same:
Case 4:
q . This case is the same as Case 1, with the roles of σ 1 and σ 2 reversed, so the probability is the same:
Since the four cases are mutually exclusive and exhaustive, P n (I p I q = 1) is just the sum of the four probabilities (6), (7), (8),and (9) . Plugging this, and (4) into (3), one obtains an exact formula that expresses the variance in terms of the fundamental quantities f (n, p) and g(n, p, q).
3 Asymptotics for f (n, p)
Using the exponential formula (see chapter 3 of [9] ), Erdős and Turán found a rather explicit formula for f (n, p) = the the number of permutations of [n] whose order is not divisible by p. It is surprising to us that this probability is exactly equal to a binomial coefficient. References to additional work on f (n, p) can be found in [1] .
Lemma 1. (Erdős and Turán [4]
). If 2 ≤ p ≤ n , and if , then for any positive integer p, the exponential formula [9] yields
The following corollary strengthens Theorem III (page 152) of Erdős and Turán [4] . See Glasby [6] and Theorem 2.3 of Beals et.al. [2] for related estimations.
.There are positive constants c 0 , n 0 such that, for all n > n 0 , and all p ∈ J n ,
1 + c 0 log log n log n . ), but this too can only increase the product since each of the factors is beween 0 and 1. Thus f (n, p) is a non-decreasing function of p. If we let a n = p − log log n and b n = p + log log n, then
Recall the well known asymptotic approximation for the harmonic numbers:
Also note that, if u = o(1), then
If m = n bn = n bn + O(1), then by using (10), (11), (12), and then Comment 1, we get
A similar argument (with a n instead of b n , and using log(1 − u) > −u − u 2 ) yields the lower bound.
Asymptotics for g(n, p, q)
The formula for the variance in (3) has a large number of terms of the form (E(I p I q ) − E(I p )E(I q )) . To get a reasonable upper bound for the variance, it is essential to prove that E(I p I q ) is close to E(I p )E(I q ). The events A i p and A i q are not independent. However for small primes p and q, Erdős and Turán proved that
. The recent work of Bamberg et.al. [1] extends the range of p and q for which this asymptotic formula holds. The following lemma is a special case of their theorem.
Lemma 2. (Bamberg, Glasby, Harper,and Praeger [1] ) For all primes p and q, and all integers n, if 2 ≤ p < q ≤ n, then C pq n pq
Let J n be the set of primes in the interval (a log n, b log n), where a and b are fixed positive numbers with a < b Lemma 3. There are constants c and n 0 such that, for all n > n 0 and all p, q ∈ J n , C pq > 1 − c log log n log n Proof. Without loss of generality, assume p < q. Let s * be a value of s in [pq, 2pq) that minimizes
Because s * < 2pq, we have s * q < 2p and
By assumption a log n < p < b log n, where a and b are positive constants with a < b. Therefore
As before, we use log(1 − u) > −u − u 2 and −H 2b log n a log n = − log log n+O(1) a log n to get
By a similar argument,
Putting (14) and (15) into (13), and setting c = c 1 + c 2 , we get
The following corollary is a straightforward consequence of Lemma 2, Lemma 3, and Corollary 1.
Proof. Note that
) since a log n < p < b log n. Therefore 1 pq
It follows that n pq
Applying lemma 2 and lemma 3, we get g(n, p, q) = n
On the other hand, by Corollary 1, f (n, p)f (n, q) = n
log log n log n )).
Approximate Variance
Recall that
are probabilities, so 0 ≤ f (n,p) n! ≤ 1 and similarly for g. Therefore, by Corollary 2,
Now consider again the four cases in section 2. For each of these four probabilities, replace g(n, p, q) with the right side of (16). For Case 1 (and Case 4), this substitution yields
Similarly for Case 2 (and Case 3) we have
Comparing this with (5), we conclude that
In (3), the first sum has O(|J n | 2 ) terms. By (17), each of the terms is O( log log n log n ). The second sum in (3) has |J n | terms, each of which is Θ(1).
. By the prime number theorem,
log n log log n , and E(N) = Θ log n log log n .
It follows by Chebyshev's inequality that P n (N = 0) = O log log n log n .
Combining this with the inequality (1), we get the following theorem.
log log n log n ).
Lower Bound
Let T(σ) be the order of σ, and let K(σ) be the conjugacy class of σ. For the probability that two permutations have the same order, the known [5] lower bound is
, where ∆ ≈ 4.2634 . . . To improve on this, we need to consider the contribution from pairs of permutations having the same order but different conjugacy classes.
For ≥ 1, let c denote the number of cycles of length that a permutation has. Consider pairs of permutations σ 1 , σ 2 such that We therefore have Proposition 1. lim inf
There are obviously many other bijections that could be used to construct off-diagonal pairs that have the same order and are not counted in Proposition 1. For this reason, we initially thought it would be easy to prove that lim n→∞ F T (n) F K (n) = ∞. However we were only able construct sets with negligible probabilities. Perhaps one must replace bijections with k-to-1 mapping, or do something more complicated like in [8] . In any case, we are no longer confident that n 2 F T (n) → ∞. In fact, preliminary computational experiments by James Thomas lead us to conjecture that n 2 F T (n) = Θ(1). However we have no reason to believe that n 2 F T (n) actually converges to a specific constant.
