INTRODUCTION
Assignment of protein structures using experimentally measured electron density maps is the crucial step in structure biology. If the electron density is obtained at high resolution (<3 Å ), direct structure assignment is possible. However, for some proteins, only low-resolution (typically >5 Å ) electron densities can be obtained, such as from using Cryo-electron microscopy (cryo-EM). 1-7 Practically, cryo-EM is commonly applied to large molecular complexes, for which the high-resolution structures are often already solved using X-ray crystallography. 3, 8, 9 In this case, the major challenge is the assembly of the existing crystal structures to fit the electron density of the complex. However, other challenges still exist, especially in the case when the structure of a single domain is unavailable, 6,7 or an individual protein undergoes large conformational change upon assembly of the complex. At $5 Å resolution it is possible to identify single protein domain boundaries and separate the electron densities of the individual proteins. At this resolution, large secondary segments can already be assigned, but it is still impossible to directly determine the structure in atomic detail. 5 To determine the structure of a single protein within the complex, existing methods often use highresolution x-ray structures and build homology models to fit the low-resolution density map, 5,7 or utilize ab initio folding guided by the density. 6 We propose that it is possible to directly use the single-domain cryo-EM density to search a large structural database, such as the Protein Data Bank (PDB) or other database of protein models, to identify existing structures that best fit the electron density. These matching structures can be subsequently selected to build atomic models using existing methods. 5-9 Toward this goal, it is necessary to have a computational method that can rapidly compare the electron density with a large number of structural models (hundreds of thousands of structures per second of CPU time) independent of sequence similarity. Since it is often straightforward to derive the electron density map from a structural model, the essential challenge is to find an algorithm that can quickly compare two electron density distributions.
Electron density may be considered as a type of 3D object. Fast comparison of 3D objects has been a long-standing problem in computer graphics, modeling, and vision. To avoid explicit sampling in the rigid body degrees of freedom, one tactic is to use a vector of invariant descriptors (fingerprints) to describe the unique 3D features of the object. [10] [11] [12] In this way, the comparison of 3D objects is reduced to a comparison of two vectors, which is extremely fast. For example, we have previously used curvature distributions as fingerprints to describe local surface patches of a protein, and Additional Supporting Information may be found in the online version of this article. 
ABSTRACT
We present a computational approach that can quickly search a large protein structural database to identify structures that fit a given electron density, such as determined by cryo-electron microscopy. We use geometric invariants (fingerprints) constructed using 3D Zernike moments to describe the electron density, and reduce the problem of fitting of the structure to the electron density to simple fingerprint comparison. Using this approach, we are able to screen the entire Protein Data Bank and identify structures that fit two experimental electron densities determined by cryo-electron microscopy.
successfully identified local surface similarity between proteins, independent of sequence and fold. 13 The specified fingerprint we use in this study for the comparison of electron densities is made up of the 3D Zernike invariants, 10,12 which are constructed based on expansion of the 3D Zernike functions. Although other forms of expansion, such as the spherical harmonic function 11,14,15 and Hermite function, 16 have also been used, we choose 3D Zernike expansion due to its advantage of polynomial expansion in Cartesian coordinates. 12 Because of its speed and accuracy, 3D Zernike invariants have recently gained increasing popularity in the field of shape retrieval. Novotni and Klein first used 3D Zernike invariants for shape retrieval, and find better performance than spherical harmonic descriptors. 12 In this study, we demonstrate the feasibility of using electron density maps of proteins to search a large protein structure database for matching structures. We benchmark this approach in a constructed test set, and also search the entire PDB for structures that fit two experimental cryo-EM electron densities, bovine metarhodopsin I 4 (5.5 Å resolution) and GroEL 4 (6 Å resolution). By ranking the protein structures based on their fingerprint similarity to the query electron density, we successfully identify matching structures among the top hits.
RESULTS AND DISCUSSIONS
Zernike invariants as fingerprints for electron density Our fingerprint of any 3D electron density is constructed using 3D Zernike moments. 10,12,23,24 A detailed introduction to the 3D Zernike function was previously described. 10,12 Here we provide a brief description. The 3D Zernike polynomial function, More importantly, the combination of the Zernike moments
is shown to be invariant under arbitrary rotation about the origin, 10,12 which allows its usage as fingerprints. We constructed the fingerprint using the invariants as F 5 {F nl }, where n 5 0, 1, . . ., 20, and l 5 0, 1, . . ., n and n -l is even. Therefore, each fingerprint is a 121-dimensional vector. We choose n 5 20 because previous works have shown that n 5 20 gives a reasonable balance between accuracy and speed for object recognition. 12, 17 We also perform reconstruction of some electron densities using the Zernike function with up to n 5 20 and find sufficient resolution at this level ( Fig. 1 ).
Fingerprint comparison
There are multiple ways to measure the difference between two fingerprints. 17,18,21 If we treat the two fingerprints as two vectors, the difference between the fingerprints can be defined as the distance between the two vectors. Commonly used distance measures include cosine angle distance, correlation coefficients distance, Manhattan distance, Euclidean distance, and Canberra distance. The definitions of the above distance measures are listed in Supporting Information Table 1 .
To decide the most appropriate methods for fingerprint comparison, we apply the various fingerprint comparison methods to a benchmark set and compare the retrieval performances (Table I) . We construct the benchmark set so that it contains protein structures that all have similar size and density, thereby representing challenging cases for structure retrieval experiments (See Methods section). We measure the performances quantitatively using both the receptor-operation curve (ROC) and the area under this curve (AUC). As evidenced from the ROC curves shown in Supporting Information Figure 1 , we find that the Canberra distance has the worst performance in retrieving the matching structures. Use of the Canberra distance results in significantly lower AUC in five SCOP families except in the comparatively easy case of c.69.1.30, for which all of the methods give a similar high Fingerprint-Based Structure Retrieval performance. Although the other methods have roughly similar performance across the six test cases, using the Manhattan distance seems to generate slightly more false positives at the early stage.
We note that for correlation and cosine distance, the absolute magnitudes of the vectors are ignored. In other words, the measured fingerprint difference will not change if the vectors are scaled by a constant factor. Nevertheless, these two measures still have similar accuracy to the Euclidean distance, making them the ideal choice for fingerprint comparison. In addition, cosine and correlation distances have the advantage of being insensitive to the total density fluctuation that may possibly occur from unresolved residues, mutations, or noise from experimental measurements. We choose the cosine distance over correlation distance in consideration of the slightly better computational efficiency.
We further study the statistical significance of fingerprint difference. Using the benchmark set, we constructed a decoy dataset for each query structure by removing all other structures that belong to the same SCOP family. We then calculate the fingerprint differences (using cosine angle distance) of the decoy datasets from the query structures. Since these decoys belong to different structure family, the comparison provides a statistical background of fingerprint differences. At the 5% statistical significance level, we find the cutoffs of significant fingerprint differences vary from 0.011 to 0.018, with an average value about 0.015 (Supporting Information Figure 2) . Therefore, the fingerprint difference has to be 0.015 or smaller to be considered significantly similar.
Effect of Zernike cutoff
Next, we study the effect of Zernike function cutoff on retrieval performance. Using the same benchmark set, we apply different order cutoff values of n 5 5, 15, 20, 25, and 30 and calculate the Zernike invariants accordingly. We find increasing overall retrieval performance as measured by AUC as a function of increasing n (Supporting Information Figure 3 ). The increase of performance seems to saturate at n 5 20 even for the difficult benchmark set of c.37.1.1. Although larger values of n in general give better performance, the number of descriptors also increases quadratically with n. Based on the benchmark results, the choice of n 5 20 seems justified, which value was also adapted by previous studies. 12,17
Structure variation
Since the matching structures may be slightly different from the query structure as a result of conformational For each family, N is the number of structures in the family, N res is the average number of residues, R max and R g are the average maximum distance and radius of gyration from the density center, RMSD and Center Shift are the average deviation of backbone C a atom and shift of the density center from the centroid after structure alignment.
variation or limited experimental resolution, it is important to know how much structure difference can be tolerated using this method. For each of the six SCOP families, we compared the fingerprint difference as a function of the conformational difference from the query structure, which is measured using the root-mean-square deviation (RMSD) of the backbone C a atoms after structural alignment (Supporting Information Figure 4 ). For the six SCOP families, we find that the fingerprint difference increases with the increasing RMSD. Moreover, although the six query structures belong to topologically different SCOP families, their dependencies on RMSD are quite similar. If we still select a 0.015 cutoff for fingerprint similarity, we find that the method is tolerant of conformational variations to up to 2.5 Å . This observation also explains the poor performance in retrieving the c.37.1.1 SCOP family, since many of the structures have RMSD in the 3 to 5 Å range, beyond the tolerance limit.
Rotation and center shift
Although mathematically the fingerprints are invariant upon any rotation around the center, the actual values can still vary because of numerical instability. To determine the effect of rotation, we select another six representative structures that have different overall shapes: protein structures 1a04-A and 1a06-A are compact and spherical, 16pk-A is dumbbell-shaped, 3ls0-A is cylindrical, 2xc8-A is beta-sandwich shaped, and 153l-A is asymmetric. For each protein, we randomly rotate the structure 20 times around the density center and calculate the fingerprints. We find minimal variation in the resulting fingerprints. As shown in Supporting Information Figure 5 , the variation of the fingerprints is negligible. The fingerprint difference as measured using cosine angle distance is on the order of 1e-10, far below the significance level ($0.015).
The Zernike moment calculation depends on the choice of the origin, for which we take the center of mass of the electron density. In practice, the center of the electron density can be slightly different even for matching structures, as a result of, for example, unresolved residues, conformational change, or mutations. To study the dependence of the fingerprint on the choice of the center, we use the above representative protein structures, and randomly change the origin artificially and calculate the fingerprint differences (Supporting Information Figure 6a ). Although the fingerprint differences in general all increase with increasing center shift, the exact response behaviors are slightly different. If we maintain 0.015 as the fingerprint difference cutoff, the tolerable center shift is on the order of 2-3.5 Å . On the other hand, we also study the shift of centers in the six SCOP families and find that the density center shifts are well below 2 Å (Supporting Information Figure 6b ). Therefore, the variation of density centers is not a significant limitation for our fingerprint comparison method.
PDB screening
We demonstrate the application of the method on two experimental cryo-EM electron densities for bovine metarhodopsin I 4 (5.5 Å resolution) and GroEL 4 (6 Å resolution). We extract single protein domain densities from the experimental EM map, calculate the corresponding fingerprints, and compare with precalculated fingerprints for all protein structures in the PDB. Since the correlation of fingerprints is insensitive to the total density fluctuation, we applied an additional density filter and selected those structures whose total densities are within 20% fluctuation of the target protein. In this way, we allow small fluctuations in the density, but will not consider proteins with completely mismatching densities.
For GroEL, after applying the total density filter, there are 10,554 protein structures remaining in the dataset. We compare the fingerprints of these proteins with the target and rank them using ascending fingerprint difference. The best scoring structures (PDBID 1oel-G) is manually fit to the electron density using Chimera 25 and excellent fitting is found [ Fig. 2(c) ]. We find that all of the top 91 structures with the most similar fingerprints are GroEL structures. Furthermore, these 91 hits include all structures in the database that have the matching confirmations. Therefore, in this case, the fingerprint comparison clearly separates all the GroEL proteins from the rest in the database [ Fig. 3(a) ].
For bovine metarhodopsin protein, there are 20,962 protein structures that are within 20% total electron density variation of the target protein. We rank the structure using the fingerprint differences and find that 9 out of the top 10 hits are indeed rhodopsin structures. We manually fit the best scoring structure (PDBID 1hzx-B) to the electron density using Chimera 25 and find excellent fitting [ Fig. 2(d) ]. We plot the distribution of fingerprint difference score and find that all 21 rhodopsin structures are among the top 334 hits among the 20,962 entries in the dataset, with one exception. The exception (PDBID: 1ln6-A) has quite a large conformational change compared with the other 20 rhodopsin structures; The RMSD of the backbone C a atoms of 1ln6-A from the other rhodopsin structures is 6.5 Å in average. Although the ranking is not perfect for the bovine metarhodopsin I test case, our method can still put all matching rhodopsin protein among the top ranks [ Fig. 3(b) ]. And the existence of multiple conformations of the same rhodopsin protein highlights the need to utilize more structural models to fit the experimental electron density.
We also examine the false positive hits for rhodopsin structure matching. We pick the top four distinct falsepositive structures and compare them with the true positive structure of rhodopsin. As shown in Supporting Information Figure 7 , these false positive structures all have very different topology and secondary structure from the rhodopsin structure, although the overall shapes are somewhat similar. We note that compared with GroEL, the overall shape of the rhodopsin structure is not as unique, which may explain the high false positive rate in PDB screening. In addition, the fingerprint difference even for the first hit (0.024 for 1hzx-B) is quite large, compared with that for the GroEL case (the smallest fingerprint difference is 0.014 for 1oel-G), suggesting that other variations, such as the noise or conformational difference in the density map, may contribute to the low sensitivity in retrieving rhodopsin structures.
To test the performance of the fingerprint comparison, we also apply the fingerprint comparison without application of the total density filter. For the rescaling radius applied to both rhodopsin and GroEL (50 Å ), there are 102,187 structures having fingerprints calculated at this radius (See Methods). Applying the same cosine angle distance, we find that all 91 GroEL structures are still correctly ranked highest among the 102,187 structures. For rhodopsin, the retrieval performance is slightly decreased, as shown by the ROC curves in Figure 4 . In this case, removal of the density filter only slightly decreases the AUC value from 0.992 to 0.985. Therefore, we conclude that application of the density filter does not significantly affect the retrieval performance of the method. However, without the density filter, the absolute number of false positives increases as a result of the increasing dataset size. Applying the density filter can Figure 3 Fingerprint difference scores of all the GroEL (a) and rhodopsin (b) protein structures. The distribution of fingerprint differences between the experimental density and all decoy proteins in the datasets are plotted as black solid lines. The fingerprint difference scores for all GroEL and rhodopsin structures are marked using vertical lines. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
Figure 2
The experimental cryo-EM electron density for GroEL (a) and bovine metarhodopsin I (b) and their best matching structures (c, d) from searching the PDB. (The figures are prepared using USCF Chimera).
[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] prevent taking into account irrelevant structures and reduce the absolute number of false positives.
Performance
Using fingerprints, the fitting of structures to the electron density can be performed at very high speed. In our benchmark test, we can effectively screen 800,000 structures (without density filter) per second using a single 3 GHz Intel Xeon processor. Given this performance, it is possible to further expand the structure library by incorporating ab initio folding models and homology models. 5-7 The expanded library shall improve the screening accuracy and include the allosteric and dynamic properties of biomolecules. We expect the fingerprint-based screening approach to be a valuable tool in assisting cryo-EM for structure determination.
MATERIALS AND METHODS

Implementation of Zernike moment calculation
The implementation of the Zernike moment calculation is accomplished by expansion of Eq. (1) in Cartesian coordinates following Novotni and Klein. 12 We validate the implementation by performing Zernike transformation of a 3D density map and the reconstruction of the density using Zernike moments up to n 5 20 [ Fig. 1(c) ]. The reconstructed density also verifies that n 5 20 provides a sufficient resolution in describing the electron density.
Since the Zernike function is defined within a unit sphere, we transform the original electron density function (f 0 ) using f(r) 5 f 0 ((r-r 0 )/r m ) before performing the Zernike moment calculations, where r 0 is the centerof-mass of the electron density and r m is the rescaling factor. Any density points with r > r m are discarded during the calculation.
Although previous studies 21,24 often choose r m according to the maximum distance from the center, this approach is not suitable for our application to density comparison. First, the maximum distance is sensitive to small structure variations in the loops and end regions of the protein structures, which may lead to different r m even when the two structures are similar. Second, the maximum distance is not well defined for experimental density maps because of the background noise. Therefore, in our implementation, we choose a set of fixed r m values (20 Å , 30 Å , . . . 100 Å ) to rescale the density and generate multiple fingerprints accordingly (See the PDB screening section for details).
For the experimental electron density, the Zernike moments are calculated by direct integration of Eq. (2) over the 3D grid where the electron densities are assigned. For protein structure models, the Zernike moments are calculated by summation over all atoms using:
where q i is the electron density of atom i. This approach is equivalent to the sampling of the density function at the atom centers and is much faster compared with integration over the grid.
Extraction of experimental density of single domain proteins
We retrieved the cryo-EM map from Electron Microscopy Data Bank (EMDB). 26 The entry IDs for bovine metarhodopsin I and GroEL are 1079 4 and 1081, 3 respectively. We separate the single domain densities using the density map tools available in UCSF Chimera volume viewer. 25 To eliminate the effect of background noise, we calculate the fingerprint only for voxels with densities above a certain threshold. The threshold is determined by visual inspection of the density map in Chimera so that the topology of the protein is best represented. The thresholds for bovine metarhodopsin I and GroEL are 25 and 0.3, respectively. The same thresholds are used for preparation of the surface representations shown in Figure 2(a,b) .
PDB screening
The screening is performed on a snapshot of the Protein Data Bank (PDB) 27 created on September 11, 2008 . Every PDB entry is parsed into separate chains, and all small molecules and nucleic acid chains are discarded. We keep only high quality structures with resolution better than 3 Å and having fewer than 20% of residues with missing Figure 4 ROC curves of retrieving rhodopsin structures using the experimental cryo-EM density with and without applying the density filter.
Fingerprint-Based Structure Retrieval heavy atoms. After applying the filters, the total number of chains remaining is 110,109. We then calculate the fingerprints for every chain using various scaling factors (r m ) from 20 to 100 Å in increments of 10 Å . We also make sure that the entire protein density can be rescaled within the unit sphere and occupy a significant volume by enforcing 2r g < r m < 4r g , where r g is the radius of gyration of the electron density. Statistics of all protein chains show that the r max /r g ratio is between 1.5 and 3.5 for the majority of the protein structures in the PDB (Supporting Information Figure 8) , where r max is the maximum distance of any atom from the density center. Therefore, selection of the rescaling radius r m between 2r g and 4r g will ensure that the structure is enclosed within the unit sphere and covers a significant fraction of volume. For the experimental density map, we select the minimum r m value from 20 to 100 Å range and conduct a visual inspection to ensure that this radius covers the complete density. After r m is chosen, only the PDB chains whose fingerprints have been calculated with selected r m will be compared. For the two examples presented here, we use r m 5 50 Å , and there are 102,187 PDB chains that have their fingerprints calculated at this rescaling level. The other 2078 PDB chains are simply ignored because they are too small or too large for the 50 Å rescaling radius.
To construct the validation set for the GroEL and rhodopsin hits, we use the SCOP and CATH classification databases to find all PDB chains that belong to the same family. We also visually inspect the structures to ensure that they have similar structures, and also to avoid possible errors in SCOP or CATH classification. For example, for rhodopsin, we use the SCOP family of f.13.1.2 and the CATH family of 1.20.1070.10., and find three structures (PDB code: 1xme-B, 2qpe-B, and 1ehk-B) incorrectly classified in the same SCOP family. Structural alignment calculation and visual inspection reveal that these three structures have completely different topology, and should not be classified into the rhodopsin family (Supporting Information Figure 9 ). In addition, there is a group of structures (mostly bacteriorhodopsin) classified as belonging to the same family, although they have quite large conformational change (RMSD in the 3.5-4.5 Å range) from the bovine rhodopsin. We exclude these structures from true positives, since our method can only tolerate structural differences of $2 Å of RMSD (See Results). For GroEL, we use the SCOP family of a.129.1.1, c.8.5.1, and d.56.1.1, and CATH family of 1.10.560.10, 3.30.260.10, and 3.50.7.10. After structural alignment and visual inspection, we find that there is a cluster of protein structures (mostly thermosome alpha subunit) that belong to the same GroEL fold family but have very different conformations (RMSD in the range of 4-5 Å ) and do not fit the experimental density well (Supporting Information Figure 10) . At the end, we have a structurally consistent validation set of 91 GroEL structure and 21 rhodopsin structures.
Benchmark set
To assess the structure retrieval performance, we construct a benchmark set that contains 1597 protein structures. These are the nonredundant structures selected from the PDB snapshot that contain between 180 and 220 residues and have been assigned a SCOP classification. From these 1597 structure, we further select six SCOP families that have the most structures for the structure retrieval. We visually inspect all proteins in each family to ensure that they are indeed structurally similar. We then cluster the structures to pick the centroid structure as the query structure for each family, and use electron density calculated for this centroid to retrieve the other structures in the same SCOP family out of the 1597 structures. The statistic details of the six SCOP families are listed in Table I . 
