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Abstract In this paper, we investigate the asymptotic behaviors of the critical
branching process with immigration {Zn, n ≥ 0}. First we get some estimation for
the probability generating function of Zn. Based on it, we get a large deviation for
Zn+1/Zn. Lower and upper deviations for Zn are also studied. As a by-product,
an upper deviation for max1≤i≤n Zi is obtained.
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1 Introduction
Suppose {Xni, n, i ≥ 1} is a sequence of non-negative integer-valued indepen-
dent and identically distributed (i.i.d.) random variables with probability gen-
erating function A(x) =
∑∞
i=0 aix
i. {Yn, n ≥ 1} is another sequence of non-
negative integer-valued i.i.d. random variables with probability generating function
B(x) =
∑∞
i=0 bix
i. {Xni, n, i ≥ 1} are independent with {Yn, n ≥ 1}. Define {Zn}
recursively as
Zn =
Zn−1∑
i=1
Xni + Yn, n ≥ 1, Z0 = 0. (1.1)
{Zn, n ≥ 0} is called a Galton-Watson branching process with immigration (GMI).
Denote α := EX11. When α > 1, α = 1 or α < 1, we shall refer to {Zn} as
supercritical, critical and subcritical, respectively. By (1.1), the generating function
of Zn can be expressed by
Hn(x) =
n−1∏
m=0
B[Am(x)], n ≥ 1, (1.2)
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where Am(x) denotes the kth iteration of the function A(x) and A0(x) = x.
There have been many research works on the large deviations of Galton-Watson
branching processes. Particularly, in the critical case, when Z0 = 1 and there is no
immigration (Yn ≡ 0), it is known that
lim
n→∞
P
{∣∣∣∣Zn+1Zn − 1
∣∣∣∣ > ε
∣∣∣∣Zn > 0} = 0. (1.3)
Athreya [2] showed that if E(Z2r+δ1 ) < ∞ for some δ > 0 and r ≥ 1, then for all
ε > 0, there exists q(ε) > 0, such that
lim
n→∞
nP
{∣∣∣∣Zn+1Zn − 1
∣∣∣∣ > ε
∣∣∣∣Zn > 0} = q(ε) <∞. (1.4)
In [11] and [12] the authors estimated the upper deviation probabilities of Zn and
Mn := max1≤k≤nZk under the Crame´r conditions, respectively. More exactly, in
[11] the inequality
P (Zn ≥ k) < (1 + y0)
(
1 +
1
1
y0
+ B0n2
)−k
was obtained, where 0 < y0 < R − 1, R stands for the convergence radius of A(s)
and B0 = A
′′
(1 + y0). In [12] the authors gave that
P (Mn ≥ k) ≤ y0
[(
1 +
1
1
y0
+ B0n2
)k
− 1
]−1
.
As for the critical Galton-Watson branching processes with immigration, when
the functions A(x) and B(x) are analytic in the disk |x| < 1+ ε for some ε > 0, an
large deviation was derived by [9]:
lim
n→∞
P (Zn ≥ bnx
2
) =
1
Γ(θ)
∫ ∞
x
yθ−1e−ydy,
where b = A
′′
(1−), θ = 2B
′
(1−)
b
, x = o( nlog n) and Γ(·) is the gamma function.
In this paper, we shall study the convergence of the similar type as (1.4) for the
critical GWI defined by (1.1). Some lower deviation probabilities of Zn and upper
deviation probabilities of Zn and Mn are also established. In the proofs, we have
to pay more attention to the changes caused by the immigration and need some
precise estimation of the generating function of Zn.
We will begin our discussion under the following assumption:
(H) 0 < a0, b0 < 1,
∞∑
j=1
ajj
2 log j < ∞,
∞∑
j=1
bjj
2 < ∞, α = 1, 0 < β :=
B
′
(1−) <∞, 0 < γ = 12A
′′
(1−) <∞.
In the following, we define σ = β
γ
. We write dn = O(en) if and only if there
exist C1 and C2 such that
C1 ≤ lim
n→∞
dn
en
≤ lim
n→∞
dn
en
≤ C2;
2
dn ∼ en if and only if
lim
n→∞
dn
en
= 1.
C1, C2, · · · are positive constants whose value may vary from place to place.
The rest of the paper is organized as follows. Some preliminary results are given
in Section 2. In Section 3 we state the main theorems. Section 4 is devoted to the
proofs of the main theorems.
2 Preliminary results
Lemma 2.1 (Athreya and Ney [1]) Assume α = 1, 0 < γ < ∞ and let δ(x) = γ −
[ 11−A(x) − 11−x ]. Define hn(x) =
n−1∑
m=0
δ(Am(x)) for n ≥ 1 and h0(x) = 0. Then
1
1− x + nγ −
1
1−An(x) = hn(x), 0 ≤ x < 1. (2.5)
Furthermore, δ(x) satisfies the inequality
−γ2(1− x)
1− a0 ≤ δ(x) ≤ ε(x), 0 ≤ x < 1,
where 0 ≤ ε(x) := γ − A(x)−x(1−x)2 , which is non-increasing in x and ε(x) ↓ 0 as x ↑ 1.
Lemma 2.2 (Pakes [5, Theorems 1,2] ) Under condition (H), we have
lim
n→∞
nσHn(x) = U(x), (2.6)
where U(x) satisfies the functional equation
B(x)U(A(x)) = U(x).
The above convergence is uniform over compact subsets of the open unit disc. Moreover,
U(x) ∼ (1− x)−σ, x→ 1−. (2.7)
Denoting the power series representation of U(x) by
∑∞
j=0 µjx
j, then
lim
n→∞
nσP{Zn = j} = µj , j ≥ 0. (2.8)
Lemma 2.3 (Pakes [13, Theorem 10] ) Let p
(n)
0j be the n-step transition probability of
{Zn} from state 0 to j and νn =
∞∑
j=1
p
(n)
0j
j
. Under condition (H),
(i) if σ < 1, then
νn ∼ n−σ
∫ 1
0
U(s)− U(0)
s
ds,
where U(s) is defined by (2.6).
(ii) if σ > 1, then
νn ∼ 1
n(β − γ) .
3
3 Main results
Theorem 3.1 Assume (H) holds. For each ε > 0, define
A(k, ε) = P (|X¯k + Y1
k
− 1| > ε), (3.9)
where X¯k =
1
k
∑k
i=1X1i. For r > σ, if there exists Cε > 0 such that A(k, ε) ≤ Cεk−r for
all k ≥ 1, then there exists q(ε) > 0, such that
lim
n→∞
nσP
{∣∣∣∣Zn+1Zn − 1
∣∣∣∣ > ε
∣∣∣∣Zn > 0} = q(ε) <∞. (3.10)
Corollary 3.2 Assume (H) holds, E(X2r+δ11 ) < ∞ and E(Y r1 ) < ∞ for some δ > 0 and
r > max{σ, 1}. Then (3.10) holds.
Theorem 3.3 Define Jn = D{Zn+1Zn |Zn > 0}. Assume 0 < DY1 < ∞ and (H) holds. We
have
(1) if σ < 1, then
Jn = κn
−σ(1 + o(1)),
where κ = 2γ
∫ 1
0
U(s)−U(0)
s
ds+D(Y1)
∑
k≥1
µk
k2
with {µk} given by (2.8);
(2) if σ = 1, then
Jn = O(
log n
n
); (3.11)
(3) if σ > 1 and σ 6= 2, then
Jn =
2γ
n(β − γ)(1 + o(1)).
Theorem 3.4 Assume (H) holds. Let kn →∞ and kn = o(n) as n→∞. Then
P (Zn ≤ kn) ≤ C3(1 + γ n
kn
)−σ,
as n→∞.
Theorem 3.5 Assume (H) holds. Let R stand for the convergence radius of A(x). As-
sume R > 1, kn
n
→∞ and kn = o(n2) as n→∞. Then
P (Zn ≥ kn) ≤ ( kn
γn
)
B′(1+ kn
γ2n2
− 1
γn
) 1
γ exp
{
− kn
γn
+ 1− 1
γ
λ
kn
n2
ln
kn
n
}(
1 +O(
kn
n2
)
)
(3.12)
as n→∞, where λ = 1− ρ
6γ2
and ρ = A
′′′
(1−) <∞.
Corollary 3.6 Assume the hypotheses of Theorem 3.5 hold. Let Mn = max1≤k≤nZk.
Then
P (Mn ≥ kn) ≤ ( kn
γn
)
B′(1+ kn
γ2n2
− 1
γn
) 1
γ exp
{
− kn
γn
+ 1− 1
γ
λ
kn
n2
ln
kn
n
}(
1 +O(
kn
n2
)
)
.(3.13)
Remark: The right sides of (3.12) and (3.13) approximate to ( kn
γn
)σ exp{− kn
γn
} as
n→∞.
4
4 Proofs of main results
In this section we prove Theorem 3.1-Corollary 3.6. First we present the following
proposition.
Proposition 4.1 Assume (H) holds. Then for each C4 > 0, there exist positive constants
C5 and C6 such that for any 0 < s ≤ C4n,
C5(1 + γs)
−σ ≤ Hn(e−
s
n ) ≤ C6(1 + γs)−σ.
Proof. By Taylor’s formula, we know that
log x = x− 1− 1
2θ21
(x− 1)2, x ≤ θ1 ≤ 1, x ∈ (0, 1),
and
1−B(x) = β(1− x)− B
′′
(θ2)
2
(1− x)2, x ≤ θ2 ≤ 1, x ∈ (0, 1).
Recalling (1.2), we obtain
logHn(x) =
n−1∑
m=0
[B(Am(x))− 1− 1
2θ23
(B(Am(x))− 1)2]
= −
n−1∑
m=0
[1−B(Am(x))] − 1
2θ23
n−1∑
m=0
(B(Am(x)) − 1)2
= −
n−1∑
m=0
[β(1−Am(x))− B
′′
(θ4)
2
(1−Am(x))2]− 1
2θ23
n−1∑
m=0
(B(Am(x)) − 1)2
= −β
n−1∑
m=0
(1−Am(x)) + I0(n),
where
I0(n) =
n−1∑
m=0
B
′′
(θ4)
2
(1−Am(x))2 − 1
2θ23
n−1∑
m=0
(B(Am(x))− 1)2,
B(Am(x)) ≤ θ3 ≤ 1, Am(x) ≤ θ4 ≤ 1, x ∈ (0, 1).
Since |1 − Am(x)| ≤ 2|1 − Am(0)| ∼ 2mγ as m→ ∞ (see [5] Page 74), it is easy to
show that I0(n) is uniformly bounded for all x ∈ (0, 1) as n→∞.
It is known from (2.5),
1−Am(x) = 1− x
1 + γm(1− x) +
1− x
1 + γm(1− x)
[ hm(x)
1+γm(1−x)
1−x − hm(x)
]
.
5
Consequently,
logHn(x)
= −β
n−1∑
m=0
(1−Am(x)) + I0(n)
= −β
n−1∑
m=0
1− x
1 + γm(1− x) − β
n−1∑
m=0
1− x
1 + γm(1− x)
[ hm(x)
1+γm(1−x)
1−x − hm(x)
]
+ I0(n)
= −β
n−1∑
m=0
1− x
1 + γm(1− x) + I1(n) + I0(n),
where I1(n) = −β
n−1∑
m=0
1−x
1+γm(1−x)
[
hm(x)
1+γm(1−x)
1−x
−hm(x)
]
. By [5, Theorem 1],
∞∑
m=1
|hm(x)|
m2
≤ max
{ γ2
1−A(0)
∞∑
m=1
1
m2
m−1∑
k=0
(1−Ak(0)),
∞∑
m=1
1
m2
m−1∑
k=0
ε(Ak(0))
}
<∞.
Hence,
∞∑
m=1
|hm(x)|
m2
is uniformly bounded for all x ∈ (0, 1). Furthermore, we have
∣∣∣ n−1∑
m=1
1− x
1 + γm(1− x)
[ hm(x)
1+γm(1−x)
1−x − hm(x)
]∣∣∣
≤
n−1∑
m=1
1− x
1 + γm(1− x)
∣∣∣ hm(x)m
1
m(1−x) + γ − hm(x)m
∣∣∣
≤
n−1∑
m=1
1
γm
∣∣∣ hm(x)m
1
m(1−x) + γ − hm(x)m
∣∣∣
≤ 1
γa0
∞∑
m=1
|hm(x)|
m2
.
Then I1(n) is uniformly bounded for all x ∈ (0, 1) as n→∞. Finally, we have
logHn(x) = −β
n−1∑
m=0
1− x
1 + γm(1− x) +O(1)
uniformly for x ∈ (0, 1). Let 0 < s ≤ C4n and x = e− sn . Then
logHn(e
− s
n ) = −β
n−1∑
m=0
1− e− sn
1 + γm(1− e− sn ) +O(1). (4.14)
It can be easily observed that
0 ≤
s
n
1 + γm s
n
− 1− e
− s
n
1 + γm(1− e− sn ) ≤
s2
2n2
1 + γ2m2 s
n
(1− e− sn ) .
6
Now we prove there exists C7, such that
0 ≤ I2(n, s) :=
n−1∑
m=0
s2
2n2
1 + γ2m2 s
n
(1− e− sn ) ≤ C7, n→∞. (4.15)
To see this, setting u(t) = t
2
1+γ2m2t(1−e−t)
. Then u(t) is increasing for t > 0. Hence
by (4.15) we have
I2(n, s) ≤ 1
2
∞∑
m=0
C24
1 + C4γ2m2(1− e−C4) := C7 <∞.
Recalling (4.14) we obtain
logHn(e
− s
n ) = −β
n−1∑
m=0
s
n
1 + γm s
n
+O(1).
Since
∫ s
0
1
1 + γx
dx ≤
n−1∑
m=0
s
n
1 + γm s
n
≤
∫ s
0
1
1 + γx
dx+
s
n
− s
n(1 + γs)
,
we arrive at
−σ log(1 + γs) +O(1) ≤ logHn(e−
s
n ) ≤ −σ log(1 + γs) +O(1).
The proof is now complete. 
Proof of Theorem 3.1. Using the branching property, we have
nσP
{∣∣∣∣Zn+1Zn − 1
∣∣∣∣ > ε
∣∣∣∣Zn > 0} =
∞∑
j=1
A(j, ε)nσP{Zn = j|Zn > 0}, (4.16)
where A(j, ε) is given by (3.9).
From (2.8), lim
n→∞
P{Zn = 0} = 0, then the condition on Zn > 0 is not necessary
when we consider the case n→∞. Therefore, in the following we only consider
nσP
{∣∣∣∣Zn+1Zn − 1
∣∣∣∣ > ε} =
∞∑
j=1
A(j, ε)nσP{Zn = j}.
Next, we will prove as n→∞,
nσP
{∣∣∣∣Zn+1Zn − 1
∣∣∣∣ > ε}→
∞∑
j=1
A(j, ε)µj <∞. (4.17)
Since A(j, ε) ≤ Cεj−r, and j−r ∼ (j + 1)−r as j → ∞, then there exists C ′ε such
that A(j, ε) ≤ C ′ε(j + 1)−r for all j ≥ 1. Therefore,
ln(j) := n
σA(j, ε)P{Zn = j} ≤ nσC ′ε(j + 1)−rP{Zn = j} := l˜n(j).
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Using (2.8), we have for j ≥ 0,
lim
n→∞
l˜n(j) = C
′
εµj(j + 1)
−r := l˜(j).
By [8],
µj ∼ (γσΓ(σ))−1jσ−1, j →∞. (4.18)
Then for r > σ,
∞∑
j=0
l˜(j) = C ′ε
∞∑
j=0
µj(j + 1)
−r <∞.
Now, using a modification of the Lebesgue dominated convergence theorem, it is
sufficient to show that as n→∞,
∞∑
j=0
l˜n(j)→
∞∑
j=0
l˜(j), (4.19)
which is equivalent to
lim
n→∞
nσE((Zn + 1)
−r) =
∞∑
j=0
µj(j + 1)
−r. (4.20)
In the following we prove (4.20). For r > 0, we have
Γ(r)nσE((Zn + 1)
−r) =
∫ ∞
0
nσE(e−t(Zn+1))tr−1dt
=
∫ 1
0
nσHn(s)(− log s)r−1ds
= I3(n) + I4(n) (4.21)
where
I3(n) =
∫ 1
e
0
nσHn(s)(− log s)r−1ds,
and
I4(n) =
∫ 1−
1
e
nσHn(s)(− log s)r−1ds.
It is easy to see
∫ 1
e
0 (− log s)r−1ds < ∞. By Lemma 2.2, U(s) is bounded in [0, 1e ].
Therefore
lim
n→∞
I3(n) =
∫ 1
e
0
U(s)(− log s)r−1ds <∞. (4.22)
Define
fn(s) = n
σHn(s)(− log s)r−1, s ∈ (0, 1),
then
fn(s)→ f(s) := U(s)(− log s)r−1.
8
From Proposition 4.1, we know that for t ∈ [e−1, 1), there exists N and C8 such
that for n > N ,
Hn(t) ≤ C8(1− γn log t)−σ,
hence,
fn(s) ≤ C8nσ(1− γn log s)−σ(− log s)r−1 := gn(s)
for all n > N . It is not difficult to see
gn(s)ր C8(−γ log s)−σ(− log s)r−1 := g(s),
and for r > σ, ∫ 1
1
e
g(s)ds = C8
∫ 1
0
(γt)−σtr−1e−tdt <∞.
Using the modification of dominated convergence theorem, we have∫ 1
1
e
fn(s)ds −→
∫ 1
1
e
f(s)ds, n→∞. (4.23)
By a change of variable u = − log s, the right side of (4.23) turns out to be∫ 1
0
U(e−u)ur−1e−udu,
which is finite by using (2.7). Hence, we obtain
lim
n→∞
I4(n) =
∫ 1
1
e
f(s)ds <∞. (4.24)
Together with (4.21)–(4.22) and (4.24), we have
Γ(r)nσE((Zn + 1)
−r)→
∫ 1
0
f(s)ds <∞, n→∞,
which yields
lim
n→∞
∞∑
j=0
l˜n(j) =
C ′ε
Γ(r)
∫ 1
0
f(s)ds <∞.
Clearly,
C ′ε
Γ(r)
∫ 1
0
f(s)ds =
∞∑
j=0
l˜(j).
Thus we get (4.19), and then(4.17) holds. The proof is completed. 
Proof of Corollary 3.2. By Markov’s inequality, we have
A(k, ε) = P (|X¯k + Y1
k
− 1| > ε) ≤ E(
√
k(X¯k +
Y1
k
− 1))2r
ε2rkr
.
9
Using the assumption and [15, Page 112, section 9.9], we obtain
C˜ε = sup
k
E(
√
k(X¯k +
Y1
k
− 1))2r <∞.
Then there exists a constant Cε such that A(k, ε) ≤ Cεk−r for all k ≥ 1. 
Proof of Theorem 3.3. Let p∗nk = P (Zn = k|Zn > 0). By direct calculation, we
have
D{Zn+1
Zn
|Zn > 0} = D(X11)
∑
k≥1
p∗nk
k
+D(Y1)
∑
k≥1
p∗nk
k2
. (4.25)
First we discuss
∑
k≥1
p∗
nk
k
. The cases σ 6= 1 have been given by Lemma 2.3. For
σ = 1, we shall prove
∑
k≥1
p∗nk
k
= O(
log n
n
). (4.26)
We know that
∑
k≥1
p∗nk
k
=
∫ 1
0
Hn(x)−Hn(0)
x(1−Hn(0)) dx := I5(n) + I6(n),
where
I5(n) =
∫ e− sn
0
Hn(x)−Hn(0)
x(1−Hn(0)) dx,
and
I6(n) =
∫ 1
e−
s
n
Hn(x)−Hn(0)
x(1−Hn(0)) dx,
with s = nlogn . Using Lemma 2.2 we have that∫ 1
e−
s
n
Hn(0)
x(1−Hn(0))dx =
Hn(0)
log n(1−Hn(0)) ∼
µ0
nσ log n
, n→∞.
Let I
′
6(n) =
∫ 1
e−
s
n
Hn(x)
x
dx. Next we consider the order of I
′
6(n). By Proposition 4.1,
I
′
6(n) =
1
n
∫ n
log n
0
Hn(e
− θ
n )dθ = O(
log n
n
).
Moreover, noticing that
Hn(x)−Hn(0)
x(1−Hn(0)) = E(x
Zn−1|Zn > 0)
is non-decreasing in x, then by the definition of I5(n) and Proposition 4.1, we
obtain
I5(n) ≤ Hn(e
− s
n )
1−Hn(0) = O(
log n
n
).
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Thus (4.26) holds.
Now we turn to estimate
ν∗n :=
∑
k≥1
p∗nk
k2
.
(i) if σ < 2, by (4.17), (2.8) and (4.18),
lim
n→∞
nσν∗n =
∞∑
k=1
lim
n→∞
nσp∗nk
k2
=
∞∑
k=1
µk
k2
<∞.
Then we have
ν∗n ∼ n−σ
∑
k≥1
µk
k2
, n→∞. (4.27)
(ii) if σ > 2, first it is known that
Γ(2)n2ν∗n =
∫ ∞
0
n2E(e−tZn |Zn > 0)tdt
=
1
P (Zn > 0)
(∫ 1
0
n2E(e−tZn , Zn > 0)tdt+
∫ ∞
1
n2E(e−tZn , Zn > 0)tdt
)
:=
1
P (Zn > 0)
(I7(n) + I8(n)).
By a change of variable t = s
n
, we have
I7(n) =
∫ n
0
(Hn(e
− s
n )−Hn(0))sds
=
∫ ∞
0
I(s≤n)(Hn(e
− s
n )−Hn(0))sds
:=
∫ ∞
0
qn(s)sds.
Using Proposition 4.1, there exists C9 such that
qn(s) ≤ C9(1 + γs)−σ := v(s).
Clearly, for σ > 2, ∫ ∞
0
v(s)sds <∞.
Therefore, using the dominated convergence theorem, we have
lim
n→∞
I7(n) =
∫ ∞
0
q(s)sds <∞,
where by [6, Theorem 3],
q(s) := lim
n→∞
qn(s) = (1 + γs)
−σ.
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For I8(n),
I8(n) =
∫ ∞
1
n2E(e−tZnI(Zn=1))tdt+
∫ ∞
1
n2E(e−tZnI(Zn≥2))tdt
:= K1(n) +K2(n).
By (2.8) and the Lebesgue dominated convergence theorem,
K1(n) =
∫ ∞
1
n2P (Zn = 1)e
−ttdt→ 0, n→∞.
Meanwhile, by (2.6) and the Lebesgue dominated convergence theorem,
K2(n) =
∫ ∞
1
n2E(e−t(Zn−1)I(Zn≥2))e
−ttdt
≤
∫ ∞
1
n2E(e−
t
2
Zn)e−ttdt
=
∫ ∞
1
n2Hn(e
− t
2 )e−ttdt→ 0, n→∞.
Then, we get
lim
n→∞
I8(n) = 0.
Let C10 =
∫∞
0 q(s)sds, we get
ν∗n ∼ C10n−2, n→∞. (4.28)
Collecting (4.25)–(4.28) and combining with Lemma 2.3, we obtain the result. 
Remark: By (3.11) and (4.18), we guess ν∗n = O(
log n
n2
) when σ = 2. However, the
proof has not be obtained yet.
Proof of Theorem 3.4. For all s > 0, we have
P (Zn ≤ kn) = P (e−
s
n
Zn ≥ e− snkn)
≤ E(e− snZn)e snkn
= Hn(e
− s
n )e
s
n
kn .
Letting s = n
kn
and applying Proposition 4.1, we have
P (Zn ≤ kn) ≤ C3(1 + γ n
kn
)−σ.

Proof of Theorem 3.5. Let 0 < y0 < R − 1, the sequence yn be defined by the
equation
A(1 + yn+1) = 1 + yn.
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It is not difficult to see that A(1 + y) ≥ 1 + y for y ≥ 0. Therefore, the sequence
yn decreases. Then,
logHn(1 + yn) =
n−1∑
m=0
logB(1 + yn−m)
=
n∑
i=1
logB(1 + yi)
=
n∑
i=1
[B(1 + yi)− 1− 1
2θ25
(B(1 + yi)− 1)2]
=
n∑
i=1
[B
′
(θ6)yi − B
′
(θ6)
2
2θ25
y2i ]
≤ B′(1 + y0)
n∑
i=1
yi + C11
n∑
i=1
y2i ,
where 1 ≤ θ5 ≤ B(1 + yi), 1 ≤ θ6 ≤ 1 + yi, i ≥ 1, and C11 = −12( B
′(1−)
B(1+y0)
)2.
Therefore,
Hn(1 + yn) ≤ exp{B′(1 + y0)
n∑
i=1
yi + C11
n∑
i=1
y2i }.
By [10, Lemma 1],
n−1∑
i=0
yi =
1
γ
ln(1 + γny0) +O(y0),
n−1∑
i=0
y2i = O(y0).
Setting y0 =
kn
γ2n2
− 1
γn
, we obtain
Hn(1 + yn) ≤ ( kn
γn
)
B
′
(1+ kn
γ2n2
− 1
γn
) 1
γ . (4.29)
Note that for all y > 0,
Hn(1 + y) =
∞∑
j=0
P (Zn = j)(1 + y)
j
≥
∞∑
j=kn
P (Zn = j)(1 + y)
j
≥ (1 + y)knP{Zn ≥ kn}. (4.30)
According to [10],
(1 + yn)
−kn = exp{− kn
γn
+ 1− 1
γ
λ
kn
n2
ln
kn
n
}(1 +O(kn
n2
)). (4.31)
The theorem is proved by combining (4.29)–(4.31). 
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Proof of Corollary 3.6. For every t > 0 we define Dn(t) = e
tZn , n ≥ 1. It is
easy to check that {Dn} is a submartingale with respect to the natural σ-algebra
generated by {Zn}. By the Doob’s inequality,
P (Mn ≥ k) = P (max
i≤n
Di(t) ≥ etk) ≤ EDn(t)
etk
=
Hn(e
t)
etk
.
Define yn as in the proof of Theorem 3.5 and let t = log(1+yn). Then by the proof
of Theorem 3.5, we can obtain the desired result. 
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