Abstract-Pairs of binary sequences formed using linear combinations of multiplicative characters of finite fields are exhibited that, when compared with a random sequence pairs, simultaneously achieve significantly lower mean square autocorrelation values (for each sequence in the pair) and significantly lower mean square crosscorrelation values. If we define crosscorrelation merit factor analogously to the usual merit factor for autocorrelation, and if we define demerit factor as the reciprocal of merit factor, then randomly selected binary sequence pairs are known to have an average crosscorrelation demerit factor of 1. Our constructions provide sequence pairs with a crosscorrelation demerit factor significantly less than 1, and at the same time, the autocorrelation demerit factors of the individual sequences can also be made significantly less than 1 (which also indicates better than average performance). The sequence pairs studied here provide combinations of autocorrelation and crosscorrelation performance that are not achievable using sequences formed from single characters, such as maximal linear recursive sequences (m-sequences) and Legendre sequences. In this paper, exact asymptotic formulae are proved for the autocorrelation and crosscorrelation merit factors of sequence pairs formed using linear combinations of multiplicative characters. Data is presented that shows that the asymptotic behavior is closely approximated by sequences of modest length.
that randomly selected binary sequences of length have average autocorrelation demerit factor 1 − 1/ and average crosscorrelation demerit factor 1. So average demerit factors tend to 1 in the limit as → ∞ both for autocorrelation and crosscorrelation.
Pursley and Sarwate [25, eqs. (3) , (4) ] proved a bound that relates the autocorrelation and crosscorrelation performance of a sequence pair:
This bound is derived from the Cauchy-Schwarz inequality. We define the Pursley-Sarwate Criterion to be the quantity
which cannot be less than 1. A value of this criterion close to 1 is a sign of a sequence pair where the individual sequences have low crosscorrelation and their mutual crosscorrelation is also low. In view of Sarwate's calculations of average demerit factors summarized in the previous paragraph, we expect randomly selected binary sequence pairs to have a Pursley-Sarwate Criterion of about 2. The highest known asymptotic autocorrelation merit factor for binary sequences is slightly higher than 6.34. This is achieved by sequences derived from finite field characters, specifically quadratic characters (also known as Legendre symbols). See [14, Theorem 1.1] , [20, Theorem 1.5] , and [13] for details. Other sequences with good correlation properties derived from finite field characters include the maximal linear recursive sequences (m-sequences), which are used extensively in radar and communications networks. Each of these sequences is derived from the values of a single character of a finite field. The aperiodic autocorrelation properties of sequences derived from single finite field characters have been studied extensively [3] [4] [5] , [8] , [12] [13] [14] [15] [16] [17] , [20] , [21] , [26] [27] [28] , [30] . Aperiodic crosscorrelation, although a more difficult problem, has also been studied [18] , [19] , [25] [26] [27] , and sequences derived from single characters have been found that simultaneously have autocorrelation and crosscorrelation performance superior to randomly selected sequences [19, Sections II.E,III.D,III.E,IV.D].
In this paper we investigate sequences whose values come from linear combinations of multiplicative characters of finite fields. As such, these include sequences like those derived from Legendre symbols that achieve the current record high value for asymptotic autocorrelation merit factor. But we show that allowing the combination of two or more characters allows for correlation performance not attainable with sequences that only derive from a single character. To provide a concrete example, we shall focus especially on sequences derived from quartic characters.
Let p be a prime with p ≡ 1 (mod 4) and let F p be the finite field of order p. Let α p be a primitive element of the multiplicative group F * p . Then F * p is partitioned into four classes of ( p−1)/4 elements each: R 0 , R 1 , R 2 , and R 3 , where R j = {α 4k+ j p : k ∈ Z}. For x ∈ F p , we define 
where for any j ∈ Z, we read
by first reducing j modulo p to obtain an element a ∈ F p , and then using the value of F p (a) ( achieve the highest asymptotic autocorrelation merit factor (of 6) known up until a few years ago: this record was proved by Høholdt and Jensen [12] 
Then one can check that for any x ∈ F * p , we have
while we have decreed that . Lemma 17 below shows that the values of γ p are equidistributed in the interval (0, π/2). So for any γ ∈ (0, π/2), there is an increasing sequence of primes p such that γ p → γ as p → ∞, and then in this limit
where one should recall the definition of the Pursley-Sarwate Criterion, PSC( f, g) from (3), and remember that this criterion cannot be less than 1, and will typically be about 2 for a randomly selected sequence pair. The limits in (6) are proved as specific cases of Theorems 19 (using the parameters = 1 and R = 1/4) and 21 (using the parameter = 1). Note that there is a tradeoff between autocorrelation and crosscorrelation: the asymptotic Pursley-Sarwate Criterion is always 7/6, so lowering crosscorrelation requires a concomitant rise in autocorrelation. On one extreme, we can obtain asymptotic autocorrelation merit factor of 6 (demerit factor 1/6) and crosscorrelation merit factor of 1 (demerit factor 1). And on the other extreme, we can obtain asymptotic autocorrelation merit factor 6/5 (demerit factor 5/6) and asymptotic crosscorrelation merit factor 3 (demerit factor 1/3). In the middle, we can obtain sequence pairs with asymptotic autocorrelation merit factor 3 and crosscorrelation merit factor 6/5, equal to the best that can be achieved with msequences (see [19, Section II .E]), but the extreme of autocorrelation merit factor 6 and crosscorrelation merit factor 1 (and much of the range in between) is inaccessible to any previously known sequence pair construction. Throughout the range, our asymptotic autocorrelation merit factors and crosscorrelation merit factor are always better than 1 (except at the one extreme where the asymptotic crosscorrelation merit factor is 1). So these sequence pairs have superior correlation performance to pairs of randomly selected sequences (which have average autocorrelation and crosscorrelation demerit factors that tend to 1 as length tends to infinity per Sarwate [27, eqs. (13) ,(38)]).
In Figure 1 
Note that the asymptotic Pursley-Sarwate Criterion here is slightly lower than what we obtained above for unappended sequences.
In Figure 3 , we show the dependence of autocorrelation and crosscorrelation demerit factors of f Figure 1 shows that autocorrelation performance has become slightly more extreme as a result of appending (better in the best cases, worse in the worst). Similarly, crosscorrelation performance has become more extreme.
If we crosscorrelate our appended sequences f Legendre sequences h app p , the performance does not depend appreciably on the prime p. This is also in accord with our proof in Theorem 20 that the asymptotic crosscorrelation demerit factor for ( f was independently discovered by Günther and Schmidt and reported in [10] . They obtain the same formulae for asymptotic autocorrelation merit factor as presented here in Theorem 19. They focus on showing that f s, p and g s, p can (by careful choice of primes) obtain the same record asymptotic merit factor of 6.342061 . . . that has already been obtained in [13] , [14] , [20] with the modified Legendre sequences h s, p . In their paper, they do not discuss crosscorrelation, which is the main concern here, in view of the discussion in the previous paragraph.
The sequences discussed in this Introduction are some of the the simplest examples that can be constructed using linear combinations of multiplicative characters. The rest of this paper provides proofs of the asymptotic autocorrelation and crosscorrelation merit factors like (6) and (7) discussed in this Introduction (these occur in Section VIII). But our study goes much further: it provides formulae for a very general class of sequence constructions using linear combinations of multiplicative characters of finite fields. Thus the proofs in Section VIII of the facts adduced in this Introduction are simply an application of much more general results. We hope these general formulae will provide tools that will enable researchers to design many interesting sequences and sequence families with superior autocorrelation and crosscorrelation performance.
We now summarize the rest of the paper. Section II introduces finite field characters and Section III uses these to define character combination sequences, which are formed using linear combinations of multiplicative finite field characters. Section IV has our main theorem that furnishes the asymptotic crosscorrelation merit factors for families of pairs of character combination sequences. As a corollary, we also provide the asymptotic autocorrelation merit factors for families of character combination sequences. Section V shows that some terms in our asymptotic merit factor formulae are closely related to the periodic correlation properties of our sequences. Section VI shows that the maximum asymptotic autocorrelation merit factor achievable with character combination sequences is 6.342061 . . ., the highest value currently known for binary sequences. Section VI also gives necessary and sufficient conditions for reaching the maximum value. The connection that was made between periodic correlation and aperiodic correlation in Section V now manifests itself as a principle of importance in Section VI: lower periodic correlation leads to lower aperiodic correlation for character combination sequences. In her 1967 paper [2, p. 157], Boehmer states In fact, a necessary, but not sufficient, condition for low pulse compression code sidelobes is that the periodic sidelobes be low. It was then hoped that at least some of the cyclic permutations of those good periodic codes would also be good pulse compression codes. Many were.
Our results in Section VI provide further vindication of Boehmer's approach.
Section VII discusses a special case of character combination sequences: binary sequences derived from 2mth order residues in finite fields. to provide the results discussed in this Introduction. Finally, Section IX demonstrates a construction (based on the sequences defined in this Introduction) which shows that there is no upper bound on the crosscorrelation merit factor of pairs of sequences derived from linear combinations of characters, that is, the crosscorrelation demerit factor can asymptotically approach 0.
II. CHARACTERS AND GAUSS SUMS
In this section, we let p be a prime, let F p be the finite field of order p, and let F * p denote the multiplicative group of nonzero elements of F p . A multiplicative character of F p is a group homomorphism from F * p into the multiplicative group C * of nonzero complex numbers. We let F * p denote the set of multiplicative characters of F p , which is a group whose group operation is multiplication of functions:
We write powers of characters χ k , including the negative powers, and χ −1 denotes the character with χ −1 (a) = 1/χ(a), not the inverse function. We also write χ for χ −1 , and call it the conjugate of χ.
The group F * p is isomorphic to F * p , and so is a cyclic group of order p − 1. Its identity element is the trivial multiplicative character, which maps every element of F * p to 1. Let ϕ be the Euler phi function. If we let ω be a generator of F * p , we see that for each m such that m | p − 1, the group F We extend every multiplicative character χ to be defined on all of F p by setting χ(0) = 0. We even extend the trivial multiplicative character so that it maps 0 to 0.
An additive character of F p is a group homomorphism from the group F p (with + as the group operation) into the multiplicative group C * of nonzero complex numbers. If we let ζ p = exp(2πi / p), then the canonical additive character, which we write as :
this is also an additive character, and in fact the set F p of all additive characters is just
, so that multiplication of characters makes F p a group that is isomorphic to F p itself. Note that 0 is the identity element of this group: it maps every element of F p to 1, and so is called the trivial additive character.
Two relations that will be useful are the orthogonality relations for additive and multiplicative characters (see [22, eq. (5. 3)]), which state that for a ∈ F p , we have
and for χ ∈ F * p , we have
If a ∈ F p and χ ∈ F * p , then the Gauss sum associated to a and χ is
For χ ∈ F * p , we let
We can reduce general Gauss sums to these using [19, Lemma 6(v) ], which states that
We also have by [19, Lemma 6(vi) ] that
for any χ ∈ F * p , and [19, Lemma 6(iii),(iv)] shows that
The Gauss sums serve as Fourier coefficients for the expressing multiplicative characters as linear combinations of additive characters, namely, if χ ∈ F * p , then [19, Lemma 8] tells us that
III. CHARACTER COMBINATION SEQUENCES We shall construct a sequence f using a linear combination of the characters χ ∈ F * p . The coefficients of the linear combination will be a family { f χ } χ∈ F * p of complex numbers (typically only a few f χ will be nonzero). We shall always demand that χ∈ F * p | f χ | 2 = 1 (a normalization condition), and if χ 0 is the trivial multiplicative character, then f χ 0 = 0 (which makes the sequence "balanced" in the sense that the sum of the terms of the sequence will be zero). This linear combination defines a function F :
that will be used to compute the terms of f . We also associate to f a shift s and length and let
where F( j ) with j ∈ Z is interpreted by reducing j modulo p to get an element of F p , that is, F( j ) is interpreted as F( j (mod p)), whose value is given in (15) 
In applications, it is often important that every term of our sequence f be of complex magnitude 1. In this case, we replace the any term of f of the form F( j ) = 0 (which occurs when j | p) with a term of complex magnitude 1 (typically the value 1 is used). Such a modification is called a unimodularization of f and produces a truly unimodular sequence, that is, a sequence whose terms are all of magnitude 1. For mathematical convenience, we shall analyze the sequences and arrays that retain the zero entries, and then demonstrate that replacing these zeroes with unimodular complex numbers does not change any of our asymptotic results.
We now see how the sequences f 
where f χ = 0 (resp., g χ = 0) for every character χ except the two quartic characters θ p and θ p , for which In this paper we study the crosscorrelation of pairs ( f, g) of character combination sequences with f and g having the same prime p, field F p , and length . The character combination and shift can be different (when they are identical, we are studying autocorrelation). Associated with every such sequence pair ( f, g) is a set of parameters:
where τ indicates a Gauss sum (see Section II) and η denotes the quadratic character of F p . Recall that our sequences are normalized so that χ∈
By the Cauchy-Schwarz inequality this means that
Also for each single sequence f , we have the following parameters, which are just the parameters of the pair ( f, f ), and which are useful for studying autocorrelation:
These parameters become important in our asymptotic calculations in the next section.
IV. ASYMPTOTIC CALCULATIONS
In this section we prove our main result (Theorem 1) on the asymptotic crosscorrelation merit factor for pairs of character combination sequences. Since the autocorrelation of a sequence f is just the crosscorrelation of f with itself, we then obtain the asymptotic autocorrelation merit factor as Corollary 2. Our calculations are expressed in terms of the function
which is defined and continuous on {(x, y) ∈ R 2 : x = 0}. Although the sum in appears infinite, it is locally finite (i.e., for a given (x, y) in the domain, only finitely many summands are nonzero). 
If f u ι and g u ι are respective unimodularizations of f ι and g ι for each ι ∈ I , then CDF( f u ι , g u ι ) has the same limit as CDF( f ι , g ι ).
Proof: Let ( f, g) be a pair of sequences in our family both having prime p, field F p , length , and where r and s are the respective shifts of f and g. Let { f χ } χ∈ F * p and {g χ } χ∈ F * p be the character combinations of f and g, and for a ∈ F p , we define
We first compute the numerator j ∈Z |C f,g ( j )| 2 of our expression (2) for CDF( f, g). By [19, eq. (14) ], we have χ, ψ, ω; a, b, c, d ) (20) where
A(ϕ, χ, ψ, ω; a, b, c, d) = ϕ(a +r )χ(b+s)ψ(c+r )ω(d +s).
Now we use (14) to expand the multiplicative characters in A in terms of additive characters, so that A is
For any x ∈ F, we note that (t + x, u + x, v + x, w + x) runs through F 4 p as (t, u, v, w) does, so we may replace (t, u, v, w) in our last expression with (t + x, u + x, v + x, w + x) and then average over x ∈ F p . When we do this we note that
−(t +x)(a +r )−(u +x)(b+s)+(v +x)(c+r )+(w+x)(d +s) is equal to −t (a + r ) − u(b + s) + v(c + r ) + w(d + s) because we always have a + b = c + d, and so we see that
where
Thus, returning to (20) , we see that
where [19, Lemma 14 ] to be B = Q + R for some R ∈ C with |R| ≤ 3/ √ p and
if t = u = v = w and ϕχ = ψω,
if t = u = v = w, ϕ = χ , and ϕ = ω, 0 o t h e r w i s e .
We substitute Q + R for B in (22) , and obtain a decomposition
0 o t h e r w i s e , and
Now recall the parameters S f,g , U f,g , V f,g , W f , and W g defined in (17) , and remember that we insist on normalizing our sequences so that χ | f χ | 2 = χ |g χ | 2 = 1, and apply the portion of Lemma 3 below about S f,g + 1 + U f,g + V f,g , to see that
o t h e r w i s e . 
We regard M(t, u, v, w) as the main term and E(t, u, v, w) as the error term in our decomposition (t, u, v, w) = M(t, u, v, w) + E(t, u, v, w). When we substitute this for
(t, u, v, w) in (21), we see that j ∈Z |C f,g ( j )| 2 = M 0 + E 0 , where M 0 = 1 p 2 t,u∈F p v,w∈F p M(t, u, v, w) × a,
(−t (a +r )−u(b+s)+v(c+r )+w(d +s)),
and our bound on |E (t, u, v, w) 
where we have bounded E 0 in (23), and
Consider the sum over t and u in M 2 . If we restore the terms with t = u, we may apply the orthogonality relation (8) 
Thus if we remove the t = u terms, see that M 2 actually comes out to
Similarly, one shows that
Thus we obtain
where E 0 is bounded in (23) and
We use the computation of the cardinalities of the sets I 1 , I 2 , I 3 , and I 4 in [19, to obtain
Now we look at the asymptotic behavior of CDF( f, g) for pairs ( f, g) in our family. First of all, note that as p → ∞ we also have → ∞ because p/ tends to a positive real limit as p → ∞. Thus we may apply Lemma 4 below to see that |C f, f (0)|/ → 1 and |C g,g (0)|/ → 1 as p → ∞. And so CDF( f, g) has the same limiting behavior as
We now compute limits as p → ∞ using the fact that / p → as p → ∞ and that is continuous on its domain. We see that N S → 2S f,g /3 and N T → (1/ , 0).
When U = 0, we have an additional assumption that When V f,g = 0, we have an additional assumption that
. This limit is also true when V = 0 by the same argument we used when U = 0 in the previous paragraph.
Finally, |E 1 | → 0 by our assumption about the asymptotic behavior of W 2 f W 2 g . This completes our proof for the limit of CDF( f, g) when our sequence pairs are true character combination sequences (not unimodularized). If our sequence pairs ( f ι , g ι ) our unimodularizable, and we replace them with their unimodularizations, then Lemma 5 below shows that this does not change the limiting behavior of the crosscorrelation demerit factor. To see that Lemma 5 applies, we note that → ∞ and / p 2 → 0 as p → ∞ because / p tends to the positive real number as p → ∞.
If we specialize Theorem 1 to autocorrelation we obtain the following result for asymptotic autocorrelation demerit factor.
Corollary 2: Let { f ι } ι∈I be a family of unimodularizable character combination sequences, where for each ι ∈ I , the sequence f ι has prime p ι , field F ι of order p ι , length ι , and shift r ι . Suppose that { p ι } ι∈I is infinite and that ι / p ι tends to a positive real number as p ι → ∞. Of the parameters defined in (19) , suppose that S f ι , f ι and V f ι , f ι tend to real limits S and V , respectively, as p ι → ∞ and that W 4
is a unimodularization of f ι for each ι ∈ I , then DF( f u ι ) has the same limit as DF( f ι ).
Proof: This is just the special case of Theorem 1 where we let f ι = g ι (so r ι = s ι ) for all ι ∈ I . Then we consider the versions of our parameters for autocorrelation in (19) , and recall that DF( f ) = CDF( f, f ) − 1.
We conclude this section with the technical lemmata we needed for our proof. 
Proof:
Since we insist (see Section III) that f χ 0 = g χ 0 = 0 for the trivial character χ 0 , and that
which establishes the second identity that we were to show. Likewise (13) shows that τ (ϕ)τ (χ)τ (χ)τ (ϕ)/ p 2 = 1 for every nontrivial ϕ, χ ∈ F * p , and since f χ 0 = g χ 0 = 0 for the trivial character χ 0 , we see that
which establishes the third identity that we were to show. Similarly (12) and (13) show that τ (ϕ)τ (ϕ)τ (ψ)τ (ψ)/ p 2 = ϕψ(−1) for every nontrivial ϕ, χ ∈ F * p , and since f χ 0 = g χ 0 = 0 for the trivial character χ 0 , we see that
which establishes the fourth identity we were to show. If we add the three identities we proved here for 1, U f,g , and V f,g , we find that we are summing terms of the form f ϕ g χ f ψ g ω τ (ϕ)τ (χ)τ (ψ)τ (ω)/ p 2 for a collection of quadruples (possibly with repetitions) drawn from Q = {(ϕ, χ, ψ, ω) ∈ F * p 4 : ϕχ = ψω}.
• The sum for 1 uses those quadruples in Q with ϕ = ψ.
(The other condition that χ = ω is automatically fulfilled because of the condition ϕχ = ψω for belonging to Q.) • The sum for U f,g uses those quadruples in Q with ϕ = ω.
• The sum for V f,g uses those quadruples in Q with ϕ = χ.
Thus by the inclusion-exclusion principle, we have
and then we use (13) to obtain
where η is the quadratic character. Note that the only characters ϕ with ϕ = ϕ are the trivial character and the quadratic character, but we insist (see Section III) that f χ 0 = g χ 0 = 0 for the trivial character χ 0 . When we add our last expression for 1 + U f,g + V f,g to S f,g from (17), we get the desired relation. 
Proof: The unimodularization f u ι is a sequence of length ι whose terms are all of magnitude 1, so
On the other hand, f ι can be viewed as a finite segment of length ι of a periodic sequence of period p ι , where each period has p ι − 1 unimodular terms and one zero term. So f ι has all terms of magnitude 1, except for either ι / p ι or ι / p ι zero terms, thus proving our second claim. Thus C f ι , f ι (0) differs from ι by a quantity of magnitude less than 1 + ι / p ι , and so
which tends to 0 as p ι → ∞ by our given assumptions. Proof: In this proof, we identify any sequence h = (h 0 , . . . , h n−1 ) of complex numbers with the polynomial h(z) = h 0 + · · · + h n−1 z n−1 and define the L 2 norm of h(z) on the unit circle as
Then it is shown [19, Section V] that if f and g are sequences then
and
The advantage of this point of view is that it enables us to use the triangle inequality for the L 2 norm. We let ( f, g) be a sequence pair from our family, and let f u and g u be unimodularizations of f and g respectively. Then the triangle inequality tells us that
Now f u is the unimodularization of f , so Lemma 4 shows that they differ in at most / p positions (where f has a zero and f u has a unimodular complex number). The same is true of g u as compared to g. The triangle inequality and the fact that z j 2 = 1 for all j implies that if a = d j =0 a j z j and b(z) are polynomials, then
Thus we have
and since g u and f are sequences of length with terms of magnitude at most 1, we know that C g u ,g u (0) and C f, f (0) are at most , and so by (24), we know that g u 2 , f 2 ≤ √ , and so
the right hand of which has the same asymptotic behavior as 2( −1/2 + 1/2 p −1 ) by Lemma 4. Now our given assumption that → ∞ and / p 2 → 0 as p → ∞ make 2( −1/2 + 1/2 p −1 ) → 0 as p → ∞, and thus the right hand side of (26) tends to 0 in this limit. So f g 2 /( f 2 g 2 ) and f u g u 2 /( f 2 g 2 ) have the same limiting behavior. Lemma 4 then shows that f u g u 2 /( f 2 g 2 ) and 2 g u 2 ) have the same limiting behavior, so by (25) , CDF( f, g) and CDF( f u , g u ) have the same limiting behavior.
Lemma 6: If x, y ∈ R with x > 0,
Proof: Since (1/x, y) = n∈Z max(0, 1 − |n/x − y|) 2 , it is clearly nonnegative, and note that the nth term is at most 1 and is nonzero if and only if n/x ∈ (y − 1, y + 1). The values {n/x : n ∈ Z} form a lattice in R with spacing 1/x ≥ 1/ x , so the interval (y − 1, y + 1) of length 2 contains at most 2 x such lattice points. So (1/x, y) is a sum of 2 x terms, each at most 1.
V. CONNECTION TO PERIODIC CORRELATION
We now explore the connection between aperiodic correlation and periodic correlation. Suppose that f = ( f 0 , . . . , f n−1 ) is a sequence of complex numbers of length n. We can regard it as a sequence of period n by using the convention that f j = f j +n for every j ∈ Z. In this case we write our sequence as f = ( f j ) j ∈Z/nZ to emphasize its periodic nature. If g = (g j ) j ∈Z/nZ is another such sequence, and if s ∈ Z, then the periodic crosscorrelation of f with g at shift s is
where the fact that the summation is indexed over Z/nZ tells us that we are treating the sequences periodically. When we compare with our definition of aperiodic crosscorrelation in (1), we see that it is this indexing that is the only difference. When f = g, then PC f, f (s) is the periodic autocorrelation of f at shift s.
Suppose that f is a character combination sequence with prime p, field F p , shift s, length , and character combination
The periodic version of f , written per( f ), is the periodically-indexed sequence (F( j )) j ∈F p , which is of length p regardless of the length of the original sequence f . We define per( f ) this way because the function F that generates the terms of f has natural period p, and it is the sequence per( f ) of natural period p whose periodic correlation behavior is related to the aperiodic correlation behavior of the original sequence f .
For a periodic sequence f = ( f j ) j ∈F p of complex numbers, we define the Fourier transform of f to be the map f :
, which is the inverse Fourier transform.
The principal result of this section is to connect the parameters from (17) for a pair of character combination sequences to the periodic crosscorrelation. This will become useful later in Section VI, where we show that low periodic autocorrelation leads to low aperiodic crosscorrelation.
Proposition 7: Let f and g be character combination sequences with prime p. Let S f,g , U f,g , and V f,g be the parameters for these sequences defined in (17) .
where we have used the definition of the Gauss sum from (10) in the second step (keeping in mind that χ(0) = 0 by our convention for multiplicative characters), and we have used (11) in the last step. And similarly, if {g χ } χ∈ F * p is the character
We use Lemma 9 below and our values of per( f ) a and per(g) a to see that
where we have used the orthogonality relation (9) in the penultimate step, and Lemma 3 in the ultimate one. When f = g, then U f, f = 1 per (19) . By the CauchySchwarz inequality applied to the vector v of length p − 1 whose entries are | per( f ) a | 2 for a ∈ {1, . . . , p − 1} and the vector w whose entries are all 1, we see that
From Lemma 8 below, we know that
so that Lemma 9 shows that 1
and since we already know that the left hand side of this last inequality is 
where in the last step, we reparameterize the sum with w = t + s and u = v + s. Thus
VI. OPTIMUM PERFORMANCE
The following theorem shows that there is a maximum asymptotic autocorrelation merit factor that can be obtained by families of our character combination sequences in the limit described in Corollary 2. It also indicates precisely the parameter values that allow us to attain the maximum. 
be the parameters associated with f ι as defined in (19) . The assumptions of Corollary 2 tell us that { p ι : ι ∈ I } is infinite, and that there are real numbers > 0, S, and V such that ι / p ι → , S ι → S, and V ι → V as p ι → ∞. And if V = 0, then we are also given a real number R such that r ι / p ι → R as p ι → ∞. Then Corollary 2 gives the value of the limiting demerit factor, which we call
Corollary 2 states that
Let Q ι = S ι + 1 + U ι + V ι = S ι + 2 + V ι for each ι ∈ I , and let Q = S + 2 + V , which is equal to lim p ι →∞ Q ι . Thus
By Proposition 7, we see that Q ι ≥ 1 for all ι ∈ I , so then Q ≥ 1, and so
and since > 0, equality is achievable if and only if Q = 1. Now [19, Lemma 22] tells us that for a fixed > 0, the function (1/ , 1 + 2R ) achieves a global minimum value of (1/ , 1/(2 )) when R is chosen appropriately, so
Then Lemma 11 below tells us that 2x/3 − (1/x, 1/(2x)) > 0 for all x > 0, so we see that the limiting demerit factor gets strictly smaller as V increases. Since V ι ≤ 1 for all ι by (18), we see that V ≤ 1, and so
and equality is achievable if and only if Q = V = 1. So we see that the global minimum of D + 1 (if one exists) can only exist when Q = V = 1 (or equivalently, S = −2 and V = 1). When Q = V = 1, we return to (27) to see that
In [14, Corollary 3.2] , it is shown that the function on the right hand side (for , R real numbers with > 0) achieves a global minimum value with global minimizers as described in the statement of this theorem. This minimum is obtainable using appended, shifted Legendre sequences and their unimodularizations (see [20, Theorem 1.5] and [14, Corollary 3.2] ).
Theorem 10 shows that having S +2 + V = 1 is a necessary condition for our sequence family { f ι } ι∈I to achieve the maximum asymptotic autocorrelation merit factor. Proposition 7 shows that this is tantamount to requiring that the quantity The maximum autocorrelation merit factor alluded to in Theorem 10 is achieved with moderate appending (the sequences should have a limiting ratio of length to prime tending to 1.057827 . . ., as noted in [13] ). Beyond this amount of appending, the autocorrelation merit factor drops because the periodic extension of the sequence causes large autocorrelation values at shifts that are multiples of the prime p, since the terms of the sequence repeat with period p.
For crosscorrelation, there is no upper bound on the merit factor of character combination sequences. In Theorem 22, we shall see that we can make crosscorrelation merit factor increase without bound by using carefully selected sequences where the appending is such that each sequence repeats many periods.
We close this section with the following technical lemma was used in the proof of Theorem 10.
Lemma 11 . This is so because |x − m| ≤ 1/2 on our interval, making |4(x − m)| 3 ≤ 1/2, and we are assuming that m is a positive integer.
VII. SEQUENCES DERIVED FROM 2mTH ORDER RESIDUES
In this section, we construct a special class of character combination sequences based on power residues in finite fields. These can be unimodularized to obtain (among many others) the sequences f (17) and (19) for all the mutual pairings of these sequences. We now use the character combination coefficients from Example 14 to compute directly the S and W parameters from (17) and (19) . In handling the S parameter, we use the fact that τ (χ) = χ(−1)τ (χ) from (12); other than this, the calculations are routine, and we obtain the following: 
