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FITTING INVARIANTS IN EQUIVARIANT IWASAWA THEORY
TAKENORI KATAOKA
Abstract. The main conjectures in Iwasawa theory predict the relationship between the
Iwasawa modules and the p-adic L-functions. Using a certain proved formulation of the
main conjecture, Greither and Kurihara described explicitly the (initial) Fitting ideals of
the Iwasawa modules for the cyclotomic Zp-extensions of finite abelian extensions of totally
real fields. In this paper, we generalize the algebraic theory behind their work by developing
the theory of “shifts of Fitting invariants.” As applications to Iwasawa theory, we obtain a
noncommutative version and a two-variable version of the work of Greither and Kurihara.
1. Introduction
The main concern of this paper is, in various situations of equivariant Iwasawa theory, how
to compute the Fitting ideals (or more generally “Fitting invariants”) of Iwasawa modules
via main conjectures. We start with reviewing a work of Greither and Kurihara [12] which
we generalize in this paper.
Review of a result of Greither and Kurihara. Let p be an odd prime number and K
a totally real number field. We denote by Kcyc the cyclotomic Zp-extension of K. Let K
′
be a totally real finite abelian p-extension of K which is linearly disjoint with Kcyc over K,
namely K ′ ∩Kcyc = K (the assumption that K ′/K is a p-extension is not essential; see [12,
Note after Theorem 3.3]). Put L = K ′Kcyc, which is the cyclotomic Zp-extension of K
′.
Then the Galois group G = Gal(L/K) is the direct product of Gal(L/K ′) ≃ Zp and the
finite abelian group ∆ = Gal(L/Kcyc). Put R = Zp[[G]]. Choosing a topological generator γ
of Gal(L/K ′), we have an isomorphism R ≃ Zp[[T ]][∆] which sends γ to 1 + T . Let Σ be a
finite set of places of K containing the primes above p and primes which are ramified in the
extension K ′/K.
As an algebraic object, we consider the Σ-ramified Iwasawa moduleXΣ(L), which is defined
as the Galois group of the maximal abelian pro-p extension of L which is unramified outside
Σ. It is known that XΣ(L) is a finitely generated torsion R-module. Here the torsionness of
an R-module means that it is torsion as a Zp[[T ]]-module. On the other hand, as an analytic
object, we have the equivariant p-adic L-function ΘL/K,Σ ∈ Q(R)×, where Q(R) denotes the
ring of fractions of R (see, for instance, [12, Section 3] or [16, Definition 5.16]). The main
conjectures claim that the structure of XΣ(L) is closely related to ΘL/K,Σ. In our abelian
situation, there are several formulations of main conjectures and they are proved under the
hypothesis that the µ-invariant of XΣ(L) vanishes ([28, Theorem 11], [16, Theorem 5.6]).
One of the main objectives in [12] is to compute the Fitting ideal of XΣ(L) as an R-module.
Here we recall the definition of the Fitting ideals (see [24, Section 3.1] or [7, Section 20.2]).
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2 TAKENORI KATAOKA
For a finitely generated R-module M , take a presentation
Rb
h
→ Ra → M → 0
with h regarded as an a× b matrix over R. Define the Fitting ideal of M by
FittR(M) = (det(H) | H is an a× a submatrix of h)R,
which does not depend on the choice of the presentation h. If a > b, then we have FittR(M) =
0. To ease the notation, we write F(M) = FittR(M) for a while. The following observation
will be important. Let P be a finitely generated torsion R-module with pdR(P ) ≤ 1, where
pdR denotes the projective dimension over R. Then F(P ) is principal and invertible as a
fractional ideal of R since P fits into an exact sequence of the form 0→ Ra → Ra → P → 0
(see also Subsection 2.2).
Now, by the philosophy of main conjecture, our object F(XΣ(L)) should be related to the
principal ideal (ΘL/K,Σ). But the problem is that the various existing formulations of the
main conjectures do not directly tell us the precise description of F(XΣ(L)).
Greither and Kurihara [12] overcame such difficulties. In order to state their result, fix a
decomposition ∆ =
∏s
i=1∆
(i) where ∆(i) is a cyclic p-group. Then we can construct an exact
sequence
· · · → Zp[∆]
s(s+1)(s+2)
6
d3→ Zp[∆]
s(s+1)
2
d2→ Zp[∆]
s d1→ Zp[∆]→ Zp → 0
(see Subsection 4.3). Let B∆ be the cokernel of d3, so we have an exact sequence
(1) 0→ B∆ → Zp[∆]
s d1→ Zp[∆]→ Zp → 0.
Letting T act trivially, we regard this sequence as a sequence of R-modules.
Theorem 1.1 ([12, Theorem 3.3(a)], [13, Theorem 4.1]). Suppose that the µ-invariant of
XΣ(L) vanishes. Then we have
F(XΣ(L)) = ΘL/K,ΣT
1−sF(B∆).
Here, we already know that B∆ has the presentation d3 over Zp[∆]. So the Fitting ideal
of B∆ over R can be computed, though it is complicated when s is large. In fact, one of the
topics in [12] is to compute F(B∆), and in [14] a set of explicit generators is obtained.
The main ingredient of the proof of Theorem 1.1 is the existence of an exact sequence
(2) 0→ XΣ(L)→ P1 → P2 → Zp → 0
of finitely generated torsion R-modules with pdR(Pi) ≤ 1 for i = 1, 2. Moreover P2 can
be chosen as P2 ≃ Zp[∆]. The existence of such a sequence (reproduced in Proposition
5.3) is used to formulate the equivariant main conjecture by Ritter and Weiss [28]. Then
basically Theorem 1.1 is proved by comparing the sequences (1) and (2), though the method
is technical and complicated. Note also that [12] uses the character-wise main conjecture of
Wiles [36] and does not depend on the result of Ritter and Weiss [28].
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Algebraic Results: Shifts of Fitting Invariants. Keep the above notations. The first
result in this paper clarifies the algebraic theory behind Theorem 1.1 as follows.
Theorem 1.2. Let M be a finitely generated torsion R-module. For any n ≥ 0, take an
exact sequence
(3) 0→ N → P1 → · · · → Pn →M → 0
of finitely generated torsion R-modules where pdR(Pi) ≤ 1 for 1 ≤ i ≤ n. Then the fractional
ideal
F [n](M) =
(
n∏
i=1
F(Pi)
(−1)i
)
F(N)
of R is independent of the choice of the sequence (3).
We call F [n] the n-th shift of F . The proof of Theorem 1.2 is given by Theorem 2.6 and
Proposition 2.7. In fact, Theorem 1.2 is valid for any commutative noetherian ring R (with
the definition of torsion modules clarified).
We can easily deduce Theorem 1.1 from Theorem 1.2 as follows. Applying Theorem 1.2
with n = 2 to the sequence (2) yields F(XΣ(L)) = F(P1)F(P2)−1F [2](Zp). More impressively,
this equality can be written as
F(XΣ(L)) = F(ΦL/K,Σ)F
[2](Zp)
where ΦL/K,Σ = [P1] − [P2] is regarded as an element of the Grothendieck group of the
exact category of finitely generated torsion R-modules of projective dimension ≤ 1. (F
actually factors through that Grothendieck group: see Remark 2.5(3).) Since F(Zp[∆]) =
(T ), Theorem 1.2 applied to the sequence (1) yields F [2](Zp) = T 1−sF(B∆). Finally, Ritter
and Weiss [28, Theorem 11] proved the equivariant main conjecture F(ΦL/K,Σ) = (ΘL/K,Σ)
assuming the vanishing of the µ-invariant. These prove Theorem 1.1.
In this paper, we further generalize the concept of the shifts of F in several directions. One
direction is to consider a noncommutative ring R. In that case, an analogue of the Fitting
ideals is not defined in general. However, for certain rings R, such as R = Zp[[T ]][∆] with
∆ a noncommutative finite group, Nickel [21] defined the noncommutative Fitting invariant
FittmaxR (we recall the definition in Subsection 2.3). In order to treat the commutative case and
the noncommutative case simultaneously, we will introduce an axiomatic Fitting invariant
(called simply a Fitting invariant). The usual Fitting ideals and the noncommutative Fitting
invariants of Nickel are certainly examples of Fitting invariants as we will show in Propositions
2.7 and 2.11, respectively. Then Theorem 2.6 asserts that the shifts of any Fitting invariant
are well-defined by the same formula as Theorem 1.2.
Another direction of the generalizations of the theory of shifts is to define the n-th shift
for a negative integer n. To that end, we will impose Assumption 3.3 and use a duality on
a certain category C of finitely generated torsion R-modules. We will also have to introduce
another slightly different axiomatic Fitting invariant (called a quasi-Fitting invariant). A
quasi-Fitting invariant is defined only on C, but satisfies an apparently stronger axiom than
a Fitting invariant. The previous examples of Fitting invariants indeed give rise to examples
of quasi-Fitting invariants. We will also propose a quasi-Fitting invariant for the Iwasawa
algebra of a compact p-adic Lie group as considered in [4].
4 TAKENORI KATAOKA
For a quasi-Fitting invariant F , in Theorem 3.19 we will define a well-behaving n-th shift
F 〈n〉(M) for any integer n and any module M in C. (The reader can now take a look at
the statement of Theorem 3.19 to see the analogy with the definition of F [n].) Moreover, by
Theorem 3.20, the definition can be extended to any integer n and any finitely generated
torsion R-module M (not necessarily contained in C).
As we will see in Subsection 4.2, one useful application of negative shifts is the simplified
proofs (and the generalizations) of the algebraic propositions ([3, Lemma 5], [16, Proposition
7.3] and [21, Propositions 5.3.2 and 6.3.2]) claiming the relation between the “typical” Fitting
invariants of modules in certain four term exact sequences. From our point of view, their
assertions can be written as the simple form F 〈−2〉(M) = F(M∗) as Propositions 4.7 and
4.12.
Applications to Iwasawa Theory. In Section 5, we apply our theory of shifts to various
situations in Iwasawa theory. We now sketch the results without explaining the precise
notations. The first application is a non-commutative version of Theorem 1.1.
Theorem 1.3 (Theorem 5.4). Let K be a totally real number field, L a totally real, Galois
extension of K which is a finite extension of Kcyc. Let Σ be a finite set of places of K con-
taining all primes above p and primes ramified in L/K. We denote by ΘL/K,Σ the equivariant
p-adic L-function. Suppose that the µ-invariant of XΣ(L) vanishes. Then for F = Fitt
max
R
where R = Zp[[Gal(L/K)]], we have
F(XΣ(L)) = ΘL/K,ΣF
[2](Zp).
Though Theorem 5.4 uses F 〈2〉(Zp) instead of F [2](Zp), they are equal by Remark 3.25 and
the fact that Zp ∈ C. We also note that F
[2](Zp) should be computed by constructing an
exact sequence of the form (1), but the construction seems difficult in general and we do not
study the problem in this paper.
The following is a result about a finite CM Galois extension of number fields. See Remark
5.9 for the relation with previous works.
Theorem 1.4 (Theorem 5.8). Let K be a totally real number field, K ′ a CM, finite Galois
extension of K containing µp, the group of p-th roots of unity. Let Σ be a finite set of places
of K containing all primes above p and primes ramified in K ′/K. We denote by θK ′/K,Σ(s)
the equivariant zeta function. Put L = (K ′)cyc and G′ = Gal(L/K ′). Suppose that the µ-
invariant of XΣ(L
+) vanishes. Then for FR′ = Fitt
max
R′ where R
′ = Zp[Gal(K
′/K)] and any
n ∈ Z, r ≥ 2, we have
F 〈n〉R′ (XΣ(L
+)(−r)G′) = θK ′/K,Σ(1− r)
(−1)nF 〈n+2〉R′ (Zp(−r)G′),
where (−r) denotes the Tate twist.
The following result has been proved by Greither [10, Theorem 3]. In this paper we reprove
it via a systematic use of the (−1)-st shift F 〈−1〉.
Theorem 1.5 (Theorem 5.12 and Lemma 5.13). Consider the situation of Theorem 1.3,
and assume that L/K is abelian. Let Σp denote the set of primes above p and we consider
XΣp(L). Let ψ be a non-trivial character of G of order prime to p and the subscript ψ denote
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the ψ-part. Then for F = FittR, we have
F(XΣp(L)ψ) = (ΘL/K,Σ)ψ
∏
v∈Σ\Σp
(
NIv
σ˜v −N(v)
, 1
)
ψ
.
Here σ˜v is a lift of the Frobenius element, N(v) is the order of the residue field at v, NIv is
the norm element of the group ring associated to the inertia group Iv.
As the final result, we give a two-variable version of Theorem 1.1.
Theorem 1.6 (Theorem 5.16). Let K be an imaginary quadratic field in which p splits into
two primes p, p. Let L be an abelian extension of K which is a finite extension of K˜, the Z2p-
extension of K. Let Σ be a finite set of places of K containing all primes above p and primes
ramified in L/K. Put Σ0 = Σ \ {p} and we shall consider XΣ0(L). Then for F = FittR
where R = Zp[[Gal(L/K)]], we have
F(XΣ0(L)) = F(ΦL/K,Σ0)F
[2](Zp),
where ΦL/K,Σ0 is the K-theoretic invariant defined via the sequence in Proposition 5.15.
In our forthcoming paper, we hope to study an expected main conjecture relating ΦL/K,Σ0
with a certain p-adic L-function.
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2. Fitting Invariants
2.1. Shift. Let R be a (not necessarily commutative) ring with unity, which is (both left and
right) noetherian. Let S be an Ore set of R consisting of non-zero-divisors. In other words,
S is a set of non-zero-divisors of R satisfying the following conditions:
• 1 ∈ S.
• If f, g ∈ S, then fg ∈ S.
• If f ∈ S, a ∈ R, then fR ∩ aS 6= ∅ and Rf ∩ Sa 6= ∅.
Note that the final condition is trivial if R is commutative or, more generally, S is central in
R. A typical example to keep in mind is the following.
Example 2.1. Let p be a prime number. Let G be a profinite group containing an open
central subgroup G′ which is isomorphic to Zdp with d ≥ 0. Put R = Zp[[G]],Λ = Zp[[G
′]]
and S = Λ \ {0}. Then S is indeed an Ore set since G′ is central. It is known that Λ is
isomorphic to the ring Zp[[T1, . . . , Td]] of formal power series in d variables.
6 TAKENORI KATAOKA
In this section, a module basically means a left module. However, every argument is
also valid for right modules by symmetry. An R-module M is said to be S-torsion if every
element of M is annihilated by an element of S. Let M = MR,S be the category of all
finitely generated S-torsion left R-modules.
For a left R-module M , we denote by pdR(M) the projective dimension of M over R,
which can be defined by
pdR(M) = sup{i ∈ Z | Ext
i
R(M,N) 6= 0 for some left R-module N}.
If ExtiR(M,N) = 0 for any N and i, which happens only whenM = 0, then we put pdR(M) =
−∞. Hence pdR(M) is a nonnegative integer or ±∞. Now we define a full subcategory
P = PR,S of M by
P = {P ∈M | pdR(P ) ≤ 1}.
Lemma 2.2. Let 0→M ′ → M →M ′′ → 0 be an exact sequence of R-modules.
(1) M is in M if and only if M ′ and M ′′ are in M.
(2) Suppose that M ′′ is in P. Then M is in P if and only if M ′ is in P.
Proof. (1) Clear.
(2) This can be proved by taking the extension groups of the given short exact sequence. 
Lemma 2.3. (1) For any f ∈ S, the R-module P = R/Rf is contained in P.
(2) For any M ∈ M, there are a module P ∈ P and a surjective homomorphism P → M .
Proof. (1) P is S-torsion by the Ore property of S. Then the exact sequence 0→ R
×f
→ R→
P → 0 of left R-modules shows that P ∈ P.
(2) Let x1, . . . , xr be a set of generators of M and choose fi ∈ S such that fixi = 0. Then
we obtain a surjective map P =
⊕r
i=1R/Rfi →M induced by (ai)i 7→
∑r
i=1 aixi, and P ∈ P
follows from (1). 
As mentioned in Section 1, to treat simultaneously the Fitting ideals in the commutative
case and the noncommutative Fitting invariants defined by Nickel, we introduce a kind of
axiomatic Fitting invariants as follows.
Definition 2.4. A Fitting invariant is a map F :M→ Ω where Ω is a commutative monoid,
satisfying the following conditions:
• If P ∈ P, then F(P ) ∈ Ω×, the group of invertible elements of Ω.
• If 0 → M ′ → M → P → 0 is an exact sequence in M with P ∈ P, then F(M) =
F(P )F(M ′).
Here, even thoughM is a category, a “map” merely means that F defines an element F(M)
of Ω for each objectM ofM. Since the second condition implies in particular that isomorphic
objects are sent to the same element, F also can be regarded as an actual map from the set
of the isomorphism classes of objects of M. In this paper, we will often similarly abuse the
word “map”.
Remark 2.5. (1) We can see that F(0) is the identity element of Ω. (Here 0 denotes the
zero module.)
(2) By a standard argument, it can be shown that there is a unique universal Fitting
invariant F˜ : M → Ω˜ in a natural sense. Namely, F˜ is a Fitting invariant such that, for
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every Fitting invariant F : M → Ω, there is a unique monoid homomorphism φ : Ω˜ → Ω
such that F = φ ◦ F˜ . It seems an interesting question to what extent we can distinguish
modules by the values of F˜ . See Example 2.9.
(3) Consider the Grothendieck groupK0(P) of the exact category P. By the properties of a
Fitting invariant, the restriction F|P of F to P induces a group homomorphismK0(P)→ Ω×.
So F cannot distinguish modules in P which represent the same element in K0(P).
The following is the fundamental theorem in this paper.
Theorem 2.6. Let F : M → Ω be a Fitting invariant. Then for any n ≥ 0, the following
map F [n] :M→ Ω is well-defined. For each M ∈M, take an exact sequence
0→ N → P1 → · · · → Pn →M → 0
in M with P1, . . . , Pn ∈ P and define
F [n](M) =
(
n∏
i=1
F(Pi)
(−1)i
)
F(N).
Moreover, F [n] :M→ Ω is again a Fitting invariant.
Before the proof, we note that F [n](P ) = F(P )(−1)
n
for any P ∈ P, as long as the well-
definedness of F [n](P ) is established. This is shown by taking N = P1 = · · · = Pn−1 =
0, Pn = P if n ≥ 1, and by taking N = P if n = 0. We also note that we have defined
F [0](M) = F(M) for any M ∈M, and it is obviously well-defined.
Proof. The existence of such an exact sequence follows from Lemmas 2.2(1) and 2.3(2). First
we show that it is enough to show the assertion for n = 1. The case n = 0 is obvious.
Suppose n ≥ 2, then by induction we may assume that F [n−1] is well-defined and is a Fitting
invariant. By the case n = 1, the Fitting invariant
(
F [n−1]
)[1]
is well-defined. Then for a
sequence defining F [n](M), letting L be the kernel of Pn ։M , we have
(F [n−1])[1](M) = F [n−1](Pn)
−1F [n−1](L)
= F(Pn)
(−1)n
(
n−1∏
i=1
F(Pi)
(−1)i
)
F(N)
=
(
n∏
i=1
F(Pi)
(−1)i
)
F(N).
This shows F [n] =
(
F [n−1]
)[1]
. Thus the assertion for n = 1 implies the whole assertion.
Now let us show the assertion for n = 1. Take two exact sequences 0→ N → P →M → 0
and 0 → N ′ → P ′ → M → 0 in M with P, P ′ ∈ P. Then we can construct a commutative
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diagram with exact rows and columns
0 // N // P // M // 0
0 // N // L
OOOO
// P ′ //
OOOO
0
N ′
?
OO
N ′
?
OO
where L is defined as the pull-back of P and P ′ over M . We have L ∈M and
F(P )−1F(N) = F(P )−1F(P ′)−1F(L) = F(P ′)−1F(N ′),
which shows the well-definedness of F [1].
To show that F [1] is a Fitting invariant, let 0→M ′ →M → P → 0 be an exact sequence
in M with P ∈ P. Take an exact sequence 0 → N → P ′ → M → 0 in M with P ′ ∈ P.
Then we can construct
0 // M ′ // M // P // 0
0 // P ′′ //
OOOO
P ′
OOOO
// P // 0
N
?
OO
N
?
OO
where P ′′ is defined as the kernel of P ′ → M → P . Since P ′′ ∈ P, we obtain
F [1](M) = F(P ′)−1F(N) = F(P )−1F(P ′′)−1F(N) = F [1](P )F [1](M ′).
This completes the proof. 
2.2. Fitting Ideals over a Commutative Ring. As the most fundamental example, when
R is commutative, we show that the (initial) Fitting ideal can be regarded as a Fitting
invariant. Let R be a noetherian commutative ring and S a multiplicative set of R consisting
of non-zero-divisors. Recall that the Fitting ideal FittR(M) for a finitely generated R-module
M is defined as in Section 1. The definition is valid over any noetherian commutative rings.
Proposition 2.7. Let Ω be the commutative monoid of finitely generated R-submodules of
S−1R. Then the map F :M→ Ω defined by F(M) = FittR(M) is a Fitting invariant.
Proof. We first show that F(P ) ∈ Ω× for P ∈ P. Finitely generated R-submodules of S−1R
will also be called fractional ideals of R with respect to S. Therefore Ω is the monoid of
fractional ideals of R with respect to S.
At first we suppose that R is a local ring. Then P ∈ P implies that there is an exact
sequence 0→ Ra
h
→ Ra → P → 0. Since P is S-torsion, h is an invertible matrix as a matrix
over S−1R. Therefore FittR(P ) = (det(h)) is a principal ideal generated by an element which
is invertible in S−1R. In particular it is invertible as a fractional ideal of R with respect to
S.
We consider general R. For any prime ideal q of R, we take the image Sq of S under the
canonical map R → Rq as a fixed multiplicative set of Rq. Then it can be shown that an
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ideal I of R is invertible as a fractional ideal of R with respect to S if and only if IRq is
invertible as a fractional ideal of Rq with respect to Sq for any prime ideal q of R. For any
q, the local case implies that FittR(P )Rq = FittRq(Pq) is invertible as a fractional ideal of Rq
with respect to Sq. Consequently FittR(P ) is invertible.
Finally, let us confirm the second condition to be a Fitting invariant. By localization, we
may assume that R is a local ring and hence P has a presentation of the form 0 → Ra →
Ra → P → 0 as above. Then the condition follows from, for example, [5, Lemma 3]. 
Remark 2.8. Relating to Remark 2.5, we consider whether F|P : K0(P) → Ω× is injec-
tive for this Fitting invariant F = FittR. We can illustrate the map using the following
commutative diagram
K1(R) //
det

K1(S
−1R)
∂ //
det

K0(P) //
F|P

K0(R) // K0(S
−1R)
R× 
 // (S−1R)× // Ω×
where the upper row is the localization exact sequence in K-theory (see [35, Theorem III.
3.2]). The map (S−1R)× → Ω× is defined by corresponding the principal fractional ideal
generated by the element, which makes the lower sequence also exact.
By diagram chasing, if ∂ is surjective and det : K1(S
−1R)→ (S−1R)× is an isomorphism,
then F|P : K0(P)→ Ω× is injective. We shall show that these two assumptions hold for the
situation in Example 2.1 with G commutative. The fact that R is a direct product of local
rings shows the surjectivity of ∂ (see also Lemma 2.12). The ring S−1R is a finite extension
of the field S−1Λ = Q(Λ). Hence S−1R is an artinian ring and consequently a direct product
of local rings. Then [31, Corollary 2.2.6] implies that det : K1(S
−1R) → (S−1R)× is an
isomorphism.
Example 2.9. Let R = Zp[[T ]][∆], S = Zp[[T ]] \ {0} with ∆ a finite cyclic group generated
by δ of order m. Consider the R-modules M = Zp ⊕ Zp = R/(δ − 1, T )⊕ R/(δ − 1, T ) and
N = R/(δ − 1, T )2, which are not isomorphic to each other. For the Fitting invariant FittR,
we have
FittR(M) = (δ − 1, T )
2 = FittR(N).
Observe that N fits into an exact sequence 0→ Zp/mZp⊕Zp → N → Zp → 0 of R-modules,
where the first map sends (1, 0), (0, 1) to δ − 1, T ∈ N . This is because, putting τ = δ − 1,
N ≃ Zp[[T ]][τ ]/((τ + 1)
m − 1, τ 2, τT, T 2) = Zp[τ, T ]/(mτ, τ
2, τT, T 2).
Suppose p divides m. It is clear that FittZp[[T ]] also gives a Fitting invariant for R. Since
pdZp[[T ]](Zp) = 1, we have
FittZp[[T ]](N) = (m, T )T
2 6= (T 2) = FittZp[[T ]](M)
and in particular the universal Fitting invariant (Remark 2.5(2)) distinguishes M and N .
Suppose p does not divide m. Then Zp ∈ PR,S. Therefore the exact sequence 0 → Zp →
N → Zp → 0 implies F(N) = F(M) for any Fitting invariant F . Namely, the universal
Fitting invariant does not distinguish M and N .
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2.3. Noncommutative Fitting Invariants. First we briefly review the noncommutative
Fitting invariant introduced by Nickel [21] and developed by Nickel and Johnston [18]. There
are several slightly different formulations, and we will basically follow the survey article [23,
Section 2]. Let Λ be a commutative noetherian complete local domain and Q(Λ) its fraction
field (see [23, Remark 2.15]). Let A be a separable Q(Λ)-algebra and R a Λ-order of A.
For any positive integer a, the matrix ring Ma(A) is also a separable Q(Λ)-algebra and
hence one has the reduced norm map
Nrd :Ma(A)→ Z(Ma(A)) = Z(A),
where Z(−) denotes the center. Put
I(R) = (Nrd(H) | H ∈ Ma(R), a ≥ 1)Z(R),
which is a subring of Z(A) containing Z(R).
Let M be a finitely generated left R-module. For a finite presentation Rb
h
→ Ra →M → 0
of M , identifying h with an a× b matrix, define the Fitting invariant of h by
FittR(h) = (Nrd(H) | H is an a× a submatrix of h)I(R),
which is an ideal of I(R). Define the maximal Fitting invariant FittmaxR (M) of M to be the
unique maximal Fitting invariant of a finite presentation ofM among all the presentations. If
P is a finitely generated R-module which admits a quadratic presentation, i.e., a presentation
of the formRa
h
→ Ra → P → 0, then it is known that FittmaxR (P ) = FittR(h) ([23, Proposition
2.17]).
Now we get back to the main discussion. Suppose that an Ore set S of R is given so that
S ⊂ Λ \ {0}, which is necessarily central in R. Also we need the following.
Assumption 2.10. Any P ∈ P has a quadratic presentation.
In the situation of Example 2.1, Assumption 2.10 holds as we will show in Proposition
2.13. But in general Assumption 2.10 can fail to hold (Example 2.14).
We denote by S the image of S under the map Nrd : R→ I(R). Then S is a multiplicative
subset of I(R) consisting of non-zero-divisors.
Proposition 2.11. Suppose that Assumption 2.10 holds. Let Ω be the commutative monoid
of finitely generated I(R)-submodules of S
−1
I(R). Then the map F : M → Ω defined by
F(M) = FittmaxR (M) is a Fitting invariant.
Proof. For any P ∈ P, there is a presentation 0 → Ra
h
→ Ra → P → 0 by Assumption
2.10. Since h ∈ Ma(R) ∩ GLa(S−1R), there are f ∈ S and h′ ∈ Ma(R) ∩ GLa(S−1R)
such that hh′ = h′h = f1a. Then we have Nrd(h) Nrd(h
′) = Nrd(f)a ∈ S. Therefore
F(P ) = (Nrd(h))I(R) is invertible in Ω.
Let us confirm the second condition of a Fitting invariant. Let 0 → M ′ → M → P → 0
be an exact sequence in M with P ∈ P. The inclusion F(M) ⊃ F(P )F(M ′) is already
known ([21, Proposition 3.5.3]). In order to show the other inclusion, take a presentation
Rb
h
→ Ra → M → 0 such that FittR(h) = Fitt
max
R (M). Construct a commutative diagram
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with exact rows and columns
0 // M ′ // M // P // 0
0 // N
h′
//
OOOO
Ra
OOOO
// P // 0
Rb
h′′
OO
Rb
h
OO
where N is defined as the kernel of Ra → M → P . Since P admits a quadratic presentation,
N must be a stably free module. Hence adding a free module to N,Ra, Rb allows us to
assume that N is a free R-module of rank a. We identify h, h′, h′′ with the representation
matrix with respect to a fixed isomorphism N ≃ Ra. Then
F(M) = FittR(h) = FittR(h
′h′′) = Nrd(h′) FittR(h
′′) ⊂ F(P )F(M ′).
This completes the proof. 
Let us discuss the validity of Assumption 2.10.
Lemma 2.12. Recall the localization exact sequence
K1(R)→ K1(S
−1R)
∂
→ K0(P)→ K0(R)→ K0(S
−1R).
Then Assumption 2.10 is equivalent to the surjectivity of the map ∂.
Proof. If Assumption 2.10 holds, then for any P ∈ P, we have a presentation 0 → Ra
h
→
Ra → P → 0. Since P is S-torsion, h is invertible as a matrix over S−1R. Therefore
[P ] ∈ K0(P) is the image of [h] ∈ K1(S−1R) under ∂ and hence ∂ is surjective. The converse
can be shown similarly. 
Proposition 2.13. Consider R = Zp[[G]] ⊃ Λ = Zp[[G′]], S = Λ \ {0} as in Example 2.1.
Then A = S−1R = Q(R) is actually a separable algebra and Assumption 2.10 holds.
Proof. The assertion that A is a separable algebra is proved in [29, Proposition 5(1)] when
d = 1, and the general case can be proved by exactly the same method as follows. Since
Q(R) is a finite dimensional Q(Λ)-algebra, it is enough to show that Q(R) does not contain
any nilpotent left ideals other than zero. Suppose that I is a nilpotent left ideal of Q(R).
Then I ∩ R is also a nilpotent left ideal of R. For each open subgroup U of G′, the image
(I ∩R)Zp[G/U ] is a nilpotent left ideal and hence zero, since Qp[G/U ] does not contain any
nilpotent left ideals other than zero. Therefore I ∩ R itself is zero and I = 0, as desired.
Now the proof of Assumption 2.10 is a direct generalization of [21, Lemma 6.2] and [29,
Lemma 13], where d = 1. If G is abelian, then R is a direct product of local rings and
Assumption 2.10 follows immediately, as mentioned in Remark 2.8. For general G, put
∆ = G/G′. For each cyclic subgroup ∆0 of ∆, the inverse image G0 of ∆0 under the map
G։ ∆ is abelian, so we obtain the commutative diagram
K0(PZp[[G0]],S) 0
// K0(Zp[[G0]])
  // K0(Zp[∆0])
  // K0(Qp[∆0])
K0(PZp[[G]],S) //
OO
K0(Zp[[G]])
  //
OO
K0(Zp[∆])
  //
OO
K0(Qp[∆])
OO
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Here the 0 comes from the abelian case with Lemma 2.12 and the injectivities come from
[6, Proposition 6.20, Theorem 32.1]. Moreover, the map K0(Qp[∆]) →
∏
∆0
K0(Qp[∆0]) is
injective, where ∆0 runs over cyclic subgroups of ∆. Therefore the map K0(PZp[[G]],S) →
K0(Zp[[G]]) is also 0, which completes the proof. 
Example 2.14. Assumption 2.10 fails for the ring
R =
{(
a b
c d
)
∈M2(Zp) | c ∈ pZp
}
and S = Zp \ {0}. More generally, Assumption 2.10 fails if R is a hereditary, non-maximal
order over a complete discrete valuation ring. This fact follows from [6, Theorem 26.28]; the
author thanks Andreas Nickel for pointing this out.
Remark 2.15. Suppose that Assumption 2.10 holds. Similar to Remark 2.8, we have the
commutative diagram with exact rows
K1(R) //
Nrd

K1(S
−1R)
∂ // //
Nrd

K0(P)
F|P

I(R)× 
 // (S
−1
I(R))× // Ω×
as mentioned in [23, Remark 2.18]. Here the surjectivity of ∂ comes from Assumption 2.10
and Lemma 2.12. The injectivity of F|P appears to be a difficult problem.
3. Quasi-Fitting Invariants
3.1. Duality. In this subsection, we will exhibit a duality (Proposition 3.11) on a certain
category C. Let R, S be as in Subsection 2.1, namely, R is a noetherian ring and S is an Ore
set of R consisting of non-zero-divisors. It becomes more important to distinguish whether a
module is a left module or a right module in this section than in the previous section, so we
will sometimes clarify it. But by symmetry, every argument about left modules is applicable
to right modules, and vice versa.
Definition 3.1. For a left (resp. right) R-module M and i ∈ Z, we put EiR(M) =
ExtiR(M,R), which is a right (resp. left) R-module. We formally put E
i
R(M) = 0 if i < 0.
Moreover, put M+ = E0R(M) = HomR(M,R) and M
∗ = E1R(M).
The functors EiR have already played important roles in Iwasawa theory (see [17, 33], for
instance). However, the author did not find a suitable reference for our aim, so we will
develop a self-contained theory.
Since R is noetherian, if M is finitely generated then the module EiR(M) is also finitely
generated for any i. As a variant of pdR(M), whose definition is recalled in Subsection 2.1,
we put
pd⋆R(M) = sup{i ∈ Z | E
i
R(M) 6= 0}.
Then clearly pdR(M) ≥ pd
⋆
R(M). Under Assumption 3.3 below, we can show that pd
⋆
R(M) =
−∞ if and only if M = 0 (see Remark 3.12(1)).
Lemma 3.2. Let M be a finitely generated R-module. If pdR(M) < ∞, then pdR(M) =
pd⋆R(M).
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Proof. The assertion is trivial if pdR(M) = −∞. Putting d = pdR(M) 6= ±∞, we shall show
that Ed(M) 6= 0. Suppose to the contrary Ed(M) = 0. Take an exact sequence
0→ Fd → Fd−1 → · · · → F0 → M → 0
of finitely generated R-modules with F0, . . . , Fd projective. The assumption E
d(M) = 0
implies that ExtdR(M,Fd) = 0. On the other hand, the definition of Ext implies
ExtdR(M,Fd) ≃ Cok(HomR(Fd−1, Fd)→ HomR(Fd, Fd)).
Therefore we obtain a splitting of the injective map Fd → Fd−1 and we can construct a
projective resolution of M of length d − 1, which contradicts d = pdR(M). This proves the
lemma. 
The following assumption will be crucial.
Assumption 3.3. There is an integer d(R) such that pd⋆R(M) ≤ d(R) for any finitely
generated (left or right) R-module M .
The next Proposition 3.4 will show that the existence of a certain subring Λ of R is sufficient
for Assumption 3.3 to hold. In fact, the existence of Λ holds in all example in this paper.
However, since the choice of such a ring Λ is non-canonical, the statement of Assumption 3.3
has the advantage that it depends only on the ring structure of R.
Proposition 3.4. Suppose that R contains a subring Λ such that
• R is finitely generated and projective as a left Λ-module and as a right Λ-module.
• There are isomorphisms HomΛ(R,Λ) ≃ R as (R,Λ)-bimodules and as (Λ, R)-bimodules.
• The global dimension of Λ is finite, namely, there is an integer d(Λ) such that pdΛ(M) ≤
d(Λ) for any finitely generated (left or right) module M over Λ.
Then the following are true.
(1) For any left (resp. right) R-module M and i ≥ 0, we have
EiR(M) ≃ E
i
Λ(M)
as right (resp. left) Λ-modules.
(2) R satisfies Assumption 3.3.
Proof. (1) For any (left or right) R-module M , we have functorial isomorphisms
HomR(M,R) ≃ HomR(M,HomΛ(R,Λ)) ≃ HomΛ(R⊗R M,Λ) ≃ HomΛ(M,Λ)
depending on the choice of an isomorphism HomΛ(R,Λ) ≃ R. Since a projective R-module
is projective over Λ by the assumption, the claim ExtiR(M,R) ≃ Ext
i
Λ(M,Λ) follows from
the construction of the Ext functor using a projective resolution of M as an R-module.
(2) Putting d(R) = d(Λ), we can immediately show Assumption 3.3 by (1). 
Using Proposition 3.4, we can verify Assumption 3.3 in the situation of Example 2.1. More
generally, the following is true. (It is essentially [17, Corollary 2.4].)
Proposition 3.5. Let G be a compact p-adic Lie group and put R = Zp[[G]]. Then R satisfies
Assumption 3.3.
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Proof. Note that R is known to be noetherian [19, V.2.2.4]. Take an open subgroup G′
of G such that G′ is a pro-p group without p-torsion. Putting Λ = Zp[[G
′]], we check
the conditions in Proposition 3.4. The first two conditions can be easily shown (see also
[17, Lemma 2.3]). For the third condition, [1, Theorem 4.1] (or [20, Corollary (5.2.13)])
shows pdΛ(M) ≤ 1 + cdp(G
′) for any Λ-module M , where cdp denotes the p-cohomological
dimension. Moreover, it is known that, since G′ is p-torsion free, cdp(G
′) coincides with the
dimension of G′ as a p-adic Lie group, which is finite ([19, V.2.2.8] and [32]). Hence we can
apply Proposition 3.4 to confirm Assumption 3.3. 
Recall that we are given an Ore set S and in Subsection 2.1 we defined the categories
P = PR,S ⊂M =MR,S. Define full subcategories C = CR,S and Q = QR,S of M by
C = {M ∈M | pd⋆R(M) ≤ 1}
and
Q = {M ∈ M | pdR(M) <∞}.
When necessary, we write Cleft (resp. Cright) and so on to stress that the modules are left
(resp. right) modules.
Note that Assumption 3.3 implies that pd⋆R(M) <∞ for any M ∈ M. Lemma 3.2 shows
that P = C ∩Q, meaning that a module is contained in P if and only if it is contained both
in C and in Q.
Proposition 3.11 will show that (−)∗ gives a duality between Cleft and Cright under Assump-
tion 3.3. Before going to the general case, we give some special cases (Example 3.7).
Lemma 3.6. Suppose that R contains a subring Λ as in Proposition 3.4. Then C = {M ∈
M | pdΛ(M) ≤ 1}.
Proof. For anyM ∈M, by Lemma 3.2 applied to Λ instead ofR, we have pdΛ(M) = pd
⋆
Λ(M).
Moreover, Proposition 3.4(1) shows pd⋆Λ(M) = pd
⋆
R(M). These prove the lemma. 
Example 3.7. Consider R = Zp[[G]],Λ = Zp[[G
′]] with G′ isomorphic to Zdp, and S = Λ\{0}
as in Example 2.1. By Proposition 3.5, Assumption 3.3 holds. Note that the categories
M, C,P,Q do not depend on the choice of G′. By Lemma 3.6, we have C = {M ∈ M |
pdΛ(M) ≤ 1}.
Suppose d = 0, namely G is a finite group and R = Zp[G],Λ = Zp. Then we have C =M,
which is the category of all R-modules of finite order. For M ∈ C, Proposition 3.4(1) shows
that M∗ ≃ Ext1Zp(M,Zp). Using the exact sequence 0→ Zp → Qp → Qp/Zp → 0, we have
M∗ ≃ HomZp(M,Qp/Zp),
which is nothing other than the Pontryagin dual.
Suppose d = 1. It is known that pdΛ(M) ≤ 1 if and only if M does not contain a nonzero
finite Λ-submodule ([20, Proposition (5.3.19)(i)]). In this case, the duality (−)∗ on C is
nothing other than the Iwasawa adjoint. If M ∈ C is finitely generated and free over Zp
(namely the µ-invariant of M vanishes), then we have another description
M∗ ≃ HomZp(M,Zp).
We come back to the general case.
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Lemma 3.8. Let 0→M ′ → M →M ′′ → 0 be an exact sequence of R-modules.
(1) If two of M,M ′,M ′′ are in Q, then the other is also in Q.
(2) Suppose that M ′′ is in C. Then M is in C if and only if M ′ is in C.
Proof. These assertions are shown similarly as in Lemma 2.2. 
Lemma 3.9. (1) For any f ∈ S, we have an isomorphism (R/Rf)∗ ≃ R/fR.
(2) For any M ∈Mleft, we have M∗ ∈Mright.
(3) For any P ∈ P left, we have P ∗ ∈ Pright.
Proof. (1) The exact sequence 0 → R
×f
→ R → R/Rf → 0 of left R-modules and R+ ≃ R
induce an exact sequence 0→ R
f×
→ R→ (R/Rf)∗ → 0 of right R-modules. Thus (R/Rf)∗ ≃
R/fR.
(2) Construct a surjective homomorphism P =
⊕r
i=1R/Rfi → M as in the proof of
Lemma 2.3(2). Since P is S-torsion, the kernel N of P → M is also S-torsion and thus
N+ = 0. Hence we obtain an injective map M∗ → P ∗. Since P ∗ ≃
⊕r
i=1R/fiR by (1), we
have M∗ ∈Mright.
(3) P ∗ ∈ Mright follows from (2). Take an exact sequence 0 → F1 → F0 → P → 0 of
left R-modules with F1, F0 finitely generated and projective. It induces an exact sequence
0→ F+0 → F
+
1 → P
∗ → 0 of right R-modules. Since F+0 and F
+
1 are projective, we conclude
that P ∗ ∈ Pright. 
In the rest of this subsection, we assume Assumption 3.3.
Lemma 3.10. Suppose that a finitely generated R-module M fits into an exact sequence
0→M → F0 → F1 → · · ·
with Fj a finitely generated free R-module. Then pd
⋆
R(M) ≤ 0.
Proof. Let d(R) be the integer as in Assumption 3.3 and let L be the image of Fd(R)−1 → Fd(R).
Then Ei(M) ≃ Ei+d(R)(L) = 0 for i > 0. 
Proposition 3.11. For anyM ∈ Cleft, we haveM∗ ∈ Cright. The functors (−)∗ : Cleft → Cright
and (−)∗ : Cright → Cleft are contravariant equivalences of categories such that (−)∗∗ ≃ id.
Proof. Take an exact sequence
· · · → F2 → F1 → F0 → M → 0
with Fj a finitely generated free R-module. Let N be the image of the map F1 → F0. Then
the exact sequence 0 → N → F0 → M → 0 and M ∈ C imply that pd
⋆
R(N) ≤ 0. Therefore
the exact sequence · · · → F2 → F1 → N → 0 induces an exact sequence
0→ N+ → F+1 → F
+
2 → · · · .
Now Lemma 3.10 implies that pd⋆R(N
+) ≤ 0. Since 0→ F+0 → N
+ → M∗ → 0 is exact, we
obtain pd⋆R(M
∗) ≤ 1. Combining with M∗ ∈Mright from Lemma 3.9(2), we get M∗ ∈ Cright.
Moreover, 0→ N++ → F++0 → M
∗∗ → 0 is exact.
Now Lemma 3.10 implies that, if we divide the sequence 0 → N+ → F+1 → F
+
2 → · · ·
into short exact sequences, every term satisfies the vanishing of E1. Therefore we obtain an
exact sequence
· · · → F++2 → F
++
1 → N
++ → 0.
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Consequently we have an exact sequence
· · · → F++2 → F
++
1 → F
++
0 →M
∗∗ → 0.
Finally F++j ≃ Fj yields M
∗∗ ≃M . 
Remark 3.12. (1) In the proof, we essentially showed that, if N is a finitely generated
R-module with pd⋆R(N) ≤ 0, then N
++ ≃ N . In particular, if pd⋆R(N) = −∞, then N
+ = 0
shows N = 0, as already mentioned before Lemma 3.2.
(2) When R is Auslander regular, then Proposition 3.11 is a special case of [33, Proposition
3.9]. In this paper, the situation that R is not Auslander regular is important, so we cannot
directly apply that result. However, the author thinks that a similar proof as in [33] is
possible.
Using this duality on C, we can prove the following lemmas.
Lemma 3.13. Let 0→M ′ →M → M ′′ → 0 be an exact sequence in C. If two of M ′,M,M ′′
are in P, then the other is also in P.
Proof. By Lemma 2.2(2), we only have to consider the case where M ′,M ∈ P. The given
sequence induces an exact sequence 0→ (M ′′)∗ → M∗ → (M ′)∗ → 0. We have M∗, (M ′)∗ ∈
P by Lemma 3.9(3), so (M ′′)∗ ∈ P by Lemma 2.2(2). Finally Lemma 3.9(3) and Proposition
3.11 show M ′′ ≃ (M ′′)∗∗ ∈ P. 
Lemma 3.14. Let M be a module in C.
(1) There is an exact sequence 0→ N → P →M → 0 in C with P ∈ P.
(2) There is an exact sequence 0→M → P → N → 0 in C with P ∈ P.
Proof. (1) This follows from Lemma 2.3(2) and Lemma 3.8(2).
(2) Construct an exact sequence of (1) with M∗ instead of M , and take the dual. 
Recall that Z(R) denotes the center of the ring R. We denote by AnnZ(R)(M) the set of
elements of Z(R) which annihilate M . We record here a lemma.
Lemma 3.15. For M ∈ C, we have AnnZ(R)(M
∗) = AnnZ(R)(M).
Proof. By the duality, it is enough to show one inclusion. We take any a ∈ AnnZ(R)(M)
and we will show that a annihilates M∗. Let 0 → N → F → M → 0 be an exact sequence
of finitely generated R-modules with F free, which induces an exact sequence 0 → F+ →
N+ → M∗ → 0. We regard N,F+ as submodules of F,N+, respectively. For any φ ∈ N+,
let us show that φa ∈ F+. Choose a basis e1, . . . , er of F . Since M is annihilated by a, we
have aei ∈ N for 1 ≤ i ≤ r. Let φ′ : F → R be the unique R-homomorphism which sends ei
to φ(aei). Since a is central, φ
′ satisfies φ′(x) = aφ(x) for any x ∈ N . In fact, if x =
∑r
i=1 biei
for bi ∈ R, then
φ′(x) = φ′
(∑
i
biei
)
=
∑
i
biφ(aei) = φ
(∑
i
biaei
)
= φ(ax) = aφ(x).
Then for any x ∈ N , we have
(φa)(x) = φ(x)a = aφ(x) = φ′(x).
This shows φa = φ′ ∈ F+, which completes the proof. 
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3.2. Shift. Let R, S be as in Subsection 3.1 satisfying Assumption 3.3. We define a kind of
axiomatic Fitting invariants which is slightly different from Subsection 2.1.
Definition 3.16. A quasi-Fitting invariant is a map F : C → Ω where Ω is a commutative
monoid, satisfying the following conditions:
• If P ∈ P, then F(P ) ∈ Ω×.
• If 0 → M ′ → M → P → 0 is an exact sequence in C with P ∈ P, then F(M) =
F(P )F(M ′).
• If 0 → P → M → M ′ → 0 is an exact sequence in C with P ∈ P, then F(M) =
F(P )F(M ′).
While a Fitting invariant is defined on M, a quasi-Fitting invariant is defined only on C.
On the other hand, the third condition of a quasi-Fitting invariant is additional. Note also
that similar remarks as in Remark 2.5 are valid.
Here we explain the reasons why we introduce quasi-Fitting invariants. First of all, the
axioms of a quasi-Fitting invariant F is exactly what we need to construct n-th shift F 〈n〉
for any n ∈ Z. It should be remarked that, if we only consider F = FittR or F = Fitt
max
R
as in Subsection 2.2 or 2.3, then the restriction of F to C is a quasi-Fitting invariant as we
will show in Proposition 3.17. Hence in that case, essentially we do not have to introduce
quasi-Fitting invariants. However, we are also interested in Iwasawa theory for p-adic Lie
extension [4]. In that case, we will construct a quasi-Fitting invariant in Subsection 3.3, but
the construction is only valid for modules in C. Thus we have to deal with quasi-Fitting
invariants which are not induced by Fitting invariants.
Proposition 3.17. Suppose that S is central in R. Then the third condition of a quasi-
Fitting invariant is implied by the others. In particular, for a Fitting invariant F :M→ Ω,
the restriction F|C : C → Ω is a quasi-Fitting invariant.
Proof. Let 0→ P → M → M ′ → 0 be an exact sequence in C with P ∈ P. Since S is central,
there is an element f ∈ S which annihilates M and thus P . By Lemma 3.13 and observing
the proof of Lemma 3.14(2), we can construct an exact sequence 0→ P → P ′ → P ′′ → 0 in
P with P ′ ≃ (R/Rf)r for some r. Now construct a diagram with exact rows and columns
0 // P // _

M // _

M ′ // 0
0 // P ′ //

N //

M ′ // 0
P ′′ P ′′
Here N is defined as the push-out of M and P ′ over P , which is in C by Lemma 3.8(2).
Now we show that the middle row splits. Since f is central, P ′ is annihilated by f as is
M , so by the construction, N is also annihilated by f . Therefore the middle row can be
seen as a sequence of R/Rf -modules, where R/Rf is a ring as f is central. Then taking the
dual, 0 → (M ′)∗ → N∗ → (P ′)∗ → 0 is an exact sequence of R/fR-modules with (P ′)∗ free
by Lemma 3.9(1). Hence it splits and taking the dual we obtain a splitting of the original
sequence 0→ P ′ → N → M ′ → 0, as claimed.
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Therefore, by the second condition of a quasi-Fitting invariant and P ′ ∈ P, we have
F(N) = F(P ′)F(M ′). Consequently we can compute
F(M) = F(P ′′)−1F(N) = F(P ′′)−1F(P ′)F(M ′) = F(P )F(M ′),
as desired. 
Therefore Subsections 2.2 and 2.3 give examples of quasi-Fitting invariants. The author is
not sure about the validity of Proposition 3.17 without the hypothesis that S is central in R.
Remark 3.18. In the situation of Subsection 2.2, the validity of the third condition of a
quasi-Fitting invariant is a generalization of [12, Proposition 2.3], which was a key proposition
to prove Theorem 1.1. The original proof was rather technical and, in particular, cannot be
directly generalized to the noncommutative situations.
We obtain the shifts of a quasi-Fitting invariant as follows. Compare it with Theorem 2.6.
Theorem 3.19. Let F : C → Ω be a quasi-Fitting invariant. Then for any n ∈ Z, the
following map F 〈n〉 : C → Ω is well-defined and, moreover, F 〈n〉 is again a quasi-Fitting
invariant.
(1) Suppose n ≥ 0. For each M ∈ C, take an exact sequence
0→ N → P1 → · · · → Pn →M → 0
in C with P1, . . . , Pn ∈ P and define
F 〈n〉(M) =
(
n∏
i=1
F(Pi)
(−1)i
)
F(N).
(2) Suppose n < 0. For each M ∈ C, take an exact sequence
0→ M → P−n → · · · → P1 → N → 0
in C with P1, . . . , P−n ∈ P and define
F 〈n〉(M) =
(
−n∏
i=1
F(Pi)
(−1)i
)
F(N).
Proof. (1) This is proved similarly as in Theorem 2.6. Namely, we can reduce to the case
where n = 1, and show that F 〈1〉 is well-defined and satisfies the first and the second condi-
tions to be a quasi-Fitting invariant. To show the third condition, let 0→ P →M → M ′ → 0
be an exact sequence in C with P ∈ P. Take an exact sequence 0→ N → P ′ → M ′ → 0 in
C with P ′ ∈ P. Then we can construct
0 // P // M // M ′ // 0
0 // P // P ′′
OOOO
// P ′ //
OOOO
0
N
?
OO
N
?
OO
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where P ′′ is the pull-back of M and P over M ′. Since P ′′ ∈ P, we obtain
F 〈1〉(M) = F(P ′′)−1F(N) = F(P )−1F(P ′)−1F(N) = F 〈1〉(P )F 〈1〉(M ′).
(2) We can prove (2) in a similar way. Alternatively, using the duality, we can deduce (2)
formally from (1) as follows. If F : Cleft → Ω, then a quasi-Fitting invariant F∗ : Cright → Ω
can be defined by F∗(M) = F(M∗). The axioms are easily checked. By (1), the quasi-Fitting
invariants (F∗)〈−n〉 : Cright → Ω are well-defined for n < 0. Then for M ∈ Cleft, it is easy to
see that (F∗)〈−n〉(M∗) is nothing but F 〈n〉(M). Therefore F 〈n〉(M) is well-defined and F 〈n〉
is a quasi-Fitting invariant. 
The maps F 〈n〉 : C → Ω are characterized by the following properties:
• F 〈0〉 coincides with F : C → Ω.
• If 0 → N → P → M → 0 is an exact sequence in C with P ∈ P, then we have
F 〈n〉(M) = F(P )(−1)
n
F 〈n−1〉(N) for any n ∈ Z.
• F 〈n〉 is a quasi-Fitting invariant for any n ∈ Z.
Next we extend the shifts to modules in M.
Theorem 3.20. Let F : C → Ω be a quasi-Fitting invariant. Then there is a unique family
{F 〈n〉 :M→ Ω}n∈Z of maps satisfying the following:
• F 〈0〉 is an extension of F : C → Ω.
• If P ∈ Q, then F 〈n〉(P ) ∈ Ω× for any n ∈ Z.
• If 0 → N → P → M → 0 is an exact sequence in M with P ∈ Q, then we have
F 〈n〉(M) = F 〈n〉(P )F 〈n−1〉(N) for any n ∈ Z.
• If 0→ M ′ → M → P → 0 is an exact sequence in M with P ∈ Q, then F 〈n〉(M) =
F 〈n〉(P )F 〈n〉(M ′) for any n ∈ Z.
• If 0→ P → M → M ′ → 0 is an exact sequence in M with P ∈ Q, then F 〈n〉(M) =
F 〈n〉(P )F 〈n〉(M ′) for any n ∈ Z.
It is easy to see that F 〈n〉(P ) = F 〈0〉(P )(−1)
n
for P ∈ Q. The next corollary immediately
follows.
Corollary 3.21. These maps F 〈n〉 satisfy the following. If
0→ N → P1 → · · · → Pd → M → 0
is an exact sequence in M with P1, . . . , Pd ∈ Q, then
F 〈n〉(M) =
(
d∏
i=1
F 〈n−d+i〉(Pi)
)
F 〈n−d〉(N)
for any n ∈ Z.
Remark 3.22. Using the interpretation of F|P as a group homomorphism K0(P)→ Ω× and
the resolution theorem K0(P) ≃ K0(Q) in K-theory (see [31, Theorem 3.1.13]), the maps
F 〈0〉|P can be extended to the additive map F 〈0〉|Q : K0(Q)→ Ω× immediately. This F 〈0〉|Q
can be regarded as a generalization of MacRae’s invariant (see [24, Section 3.6]).
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Now we begin the proof of Theorem 3.20. By Theorem 3.19, we have already defined
F 〈n〉(M) for M ∈ C and n ∈ Z. For d ≥ 1, let Cd (resp. Pd) be the subcategory of
M consists of module M (resp. P ) with pd⋆R(M) ≤ d (resp. pdR(P ) ≤ d). Note that
C = C1 (resp. P = P1) and M =
⋃
d Cd by Assumption 3.3 (resp. Q =
⋃
dPd). Moreover,
Pd = Cd ∩Q by Lemma 3.2. Then Theorem 3.20 follows from the following.
Lemma 3.23. Let d ≥ 1. Suppose that we are given a family {F 〈n〉 : Cd → Ω}n∈Z of maps
satisfying the following.
• If P ∈ Pd, then F 〈n〉(P ) ∈ Ω× for any n ∈ Z.
• If 0 → N → P → M → 0 is an exact sequence in Cd with P ∈ Pd, then we have
F 〈n〉(M) = F 〈n〉(P )F 〈n−1〉(N) for any n ∈ Z.
• If 0 → M ′ → M → P → 0 is an exact sequence in Cd with P ∈ Pd, then F 〈n〉(M) =
F 〈n〉(P )F 〈n〉(M ′) for any n ∈ Z.
• If 0 → P → M → M ′ → 0 is an exact sequence in Cd with P ∈ Pd, then F
〈n〉(M) =
F 〈n〉(P )F 〈n〉(M ′) for any n ∈ Z.
Then there is a unique family {F 〈n〉 : Cd+1 → Ω}n∈Z which is an extension of {F 〈n〉 : Cd →
Ω}n∈Z and satisfies the analogous properties replacing d by d+ 1.
Proof. For M ∈ Cd+1, take an exact sequence 0 → N → P → M → 0 in M with P ∈
Pd, N ∈ Cd and define F 〈n〉(M) = F 〈n〉(P )F 〈n−1〉(N). In order to show the well-definedness,
take another sequence 0→ N ′ → P ′ → M → 0 and construct a commutative diagram with
exact rows and columns
0 // N // P // M // 0
0 // N // L
OOOO
// P ′ //
OOOO
0
N ′
?
OO
N ′
?
OO
where L is defined as the pull-back of P and P ′ overM . Then N,P ′ ∈ Cd implies L ∈ Cd. Note
that, by the second property, we have F 〈n−1〉(P ) = F 〈n〉(P )−1 and F 〈n−1〉(P ′) = F 〈n〉(P ′)−1
Thus, by the third property,
F 〈n〉(P )F 〈n−1〉(N) = F 〈n〉(P )F 〈n〉(P ′)F 〈n−1〉(L) = F 〈n〉(P ′)F 〈n−1〉(N ′),
which proves the well-definedness. This F 〈n〉 : Cd+1 → Ω is clearly an extension of F 〈n〉 :
Cd → Ω. It is easy to see that if P ∈ Pd+1 then F 〈n〉(P ) ∈ Ω×.
In order to show the other properties on F 〈n〉 in Lemma 3.23, let 0→ M ′ → M →M ′′ → 0
be an exact sequence in Cd+1 such that at least one of M,M ′,M ′′ is contained in Pd+1. We
FITTING INVARIANTS IN EQUIVARIANT IWASAWA THEORY 21
claim that there is a commutative diagram with exact rows and columns
0 // M ′ // M // M ′′ // 0
0 // P ′ //
OOOO
P
OOOO
// P ′′ //
OOOO
0
0 // N ′ //
?
OO
N
?
OO
// N ′′ //
?
OO
0
where the middle row is in Pd and the lower row is in Cd. To construct such a diagram,
first take surjective homomorphisms P ′ → M ′ and P ′′ → M with P ′, P ′′ ∈ P using Lemma
2.3(2). Putting P = P ′ ⊕ P ′′, we obtain a trivial exact sequence 0 → P ′ → P → P ′′ → 0
from which there is a surjective map to the exact sequence 0 → M ′ → M → M ′′ → 0.
Letting 0→ N ′ → N → N ′′ → 0 be the kernel of that map, we obtain the desired diagram.
If M ∈ Pd+1, then N ∈ Pd and we have
F 〈n〉(M ′′) = F 〈n〉(P ′′)F 〈n−1〉(N ′′)
= F 〈n〉(P )F 〈n−1〉(P ′)F 〈n−1〉(N)F 〈n−2〉(N ′)
= F 〈n〉(M)F 〈n−1〉(M ′).
The other conditions can be confirmed similarly. 
Example 3.24. Suppose that R is a regular local ring, so C = P and M = Q. Then for
the Fitting invariant F = FittR, we have F 〈n〉(M) = charR(M)(−1)
n
for any M ∈ M. Here
charR denotes the characteristic ideal.
Proof. We may assume that n = 0. Since M admits a P-resolution of finite length and
both F 〈0〉 and charR are additive with respect to exact sequences, it is enough to show
that F 〈0〉(P ) = FittR(P ) = charR(P ) for every P ∈ P. Let P →
⊕
iR/(fi) be a pseudo-
isomorphism of R-modules where fi are nonzero elements of R. For every prime ideal q of R
of height one, localization at q induces an isomorphism Pq ≃
⊕
iRq/(fi), and thus
FittR(P )Rq = FittRq(Pq) = (
∏
i
fi)Rq = charR(P )Rq.
This proves FittR(P ) = charR(P ). 
Remark 3.25. Suppose that S is central in R. By Proposition 3.17, a Fitting invariant
F induces a quasi-Fitting invariant. Thus we have F 〈n〉 : M → Ω for n ∈ Z by Theorem
3.20 and also F [n] : M → Ω for n ≥ 0 by Theorem 2.6. For n ≥ 0, the definitions imply
F 〈n〉|C = F [n]|C. Moreover, if M ∈ Cd, then it can be seen that F 〈n〉(M) = F [n](M) for
n ≥ d− 1 using an exact sequence
0→ N → P1 · · · → Pn →M → 0
in M with Pi ∈ P and N ∈ C. But we have to mind that in general F 〈n〉 6= F [n] for n ≥ 0.
As a counter-example, when R = Zp[[T ]], F = FittR, and M = Fp, Example 3.24 shows
F 〈0〉(Fp) = charR(Fp) = (1) 6= (p, T ) = F(Fp) = F
[0](Fp).
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Let us mention the following property of shifts in a special case. See Remark 4.10 for an
application.
Lemma 3.26. Suppose that R is commutative and contains a subring Λ such that
• R = Λ[∆] for a finite cyclic group ∆ generated by δ.
• The global dimension of Λ is finite.
Let F : C → Ω be a quasi-Fitting invariant and n ∈ Z. Then we have F 〈n〉 = F 〈n+2〉 on M.
Before the proof of Lemma 3.26, we make some observations. For R-modules M and N ,
we define an R-module structure on the Λ-module M ⊗Λ N by
ρ(m⊗ n) = ρm⊗ ρn
for ρ ∈ ∆, m ∈ M,n ∈ N . We denote by M0 the R-module which is isomorphic to M as
Λ-module but ∆ acts on M0 trivially. Then we have an isomorphism R⊗ΛM0 ≃ R⊗ΛM of
R-modules given by ∑
ρ∈∆
ρ⊗mρ ↔
∑
ρ∈∆
ρ⊗ ρmρ.
Proof of Lemma 3.26. The assumptions in Proposition 3.4 are satisfied. Consider the exact
sequence
0→ Λ→ R
δ−1
→ R→ Λ→ 0
of R-modules (∆ acts trivially on Λ). For M ∈ M, since Λ ⊗Λ M ≃ M as R-modules, we
obtain an exact sequence
0→M → R⊗Λ M → R ⊗Λ M →M → 0
of R-modules. Since pdΛ(M) <∞, we can take a projective resolution of finite length of M
as a Λ-module. The resolution can be regarded as a resolution of M0 as an R-module. Since
R ⊗Λ Λ ≃ R and R ⊗Λ M0 ≃ R ⊗Λ M as R-modules, we obtain a projective resolution of
finite length of R ⊗Λ M as an R-module. Therefore R ⊗Λ M ∈ Q. Consequently the above
sequence and Corollary 3.21 show F 〈n〉(M) = F 〈n+2〉(M) for n ∈ Z as desired. 
3.3. Modules over a Compact p-adic Lie Group. So far we were basically considering
the setting of Example 2.1. But motivated by the work of [4], it is also interesting to treat
more general Iwasawa algebras of compact p-adic Lie groups. In this subsection, we construct
a quasi-Fitting invariant over such a noncommutative ring.
Let G be a compact p-adic Lie group containing a normal closed subgroup H such that
the quotient group Γ = G/H is isomorphic to Zp. A typical example (as studied in [4]) is the
case where G = GL2(Zp) and H is the unique normal closed subgroup containing SL2(Zp)
such that G/H ≃ Zp. More generally, for a finite group ∆, we can treat G = GL2(Zp)×∆
and similarly defined H . Such situations naturally occur when we consider the extension of a
number field obtained by adjoining the coordinates of p-power torsion points of a fixed elliptic
curve without complex multiplication, with H corresponding to the cyclotomic Zp-extension.
We return to the general G with Γ = G/H ≃ Zp. Put R = Zp[[G]], which satisfies
Assumption 3.3 by Proposition 3.5. In this situation, [4, Section 2] defined the canonical Ore
set
S = {f ∈ R | R/Rf is finitely generated over Zp[[H ]]}.
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This Ore set satisfies the property that a finitely generated R-module is S-torsion if and
only if it is finitely generated over Zp[[H ]] ([4, Proposition 2.3]). Also [4, section 3] defined
S∗ =
⋃
n≥0 p
nS, which is again an Ore set of R. Then a finitely generated R-module M
is S∗-torsion if and only if M/M(p) is S-torsion where M(p) denotes the submodule of M
consists of all elements of finite order. We use S = S∗ rather than S as the fixed Ore set.
At first we assume that G is one-dimensional, namely H is a finite group. In this case,
S-torsion means Zp[[G
′]]-torsion for any central open subgroup G′ of G isomorphic to Zp.
Put CG = CZp[[G]],S and PG = PZp[[G]],S. Then by Propositions 2.11 and 3.17, we constructed
a quasi-Fitting invariant FG = Fitt
max
Zp[[G]] : CG → ΩG.
We go back to the general case. Put C = CR,S and P = PR,S. As in the proof of Proposition
3.5, take any open normal subgroup G′ of G such that G′ is pro-p and p-torsion free. Put
Λ = Zp[[G
′]]. Let U be the set of open subgroups U of H ∩ G′ which is normal in G. Note
that U is a basis of open neighborhoods of the identity element of H .
For each U ∈ U , since G/U is one-dimensional, we can consider the categories CG/U and
PG/U and the quasi-Fitting invariant FG/U : CG/U → ΩG/U . We will construct a quasi-Fitting
invariant F for R taking the inverse limit of FG/U as follows.
Lemma 3.27. Let U ∈ U .
(1) For each M ∈ C, we have H1(U,M) = 0 and MU ∈ CG/U .
(2) For each P ∈ P, we have PU ∈ PG/U .
Proof. (1) First we show that MU ∈MG/U , namely MU is a torsion module over Zp[[G/U ]].
Since M is S∗-torsion, the exact sequence 0 → M(p) → M → M/M(p) → 0 with M/M(p)
finitely generated over Zp[[H ]] yields an exact sequence
M(p)U →MU → (M/M(p))U → 0
with (M/M(p))U finitely generated over Zp[H/U ]. This proves MU ∈MG/U .
Lemma 3.6 implies that pdΛ(M) ≤ 1. Since Λ is a local ring, we have a presentation
0→ F1 → F0 → M → 0 over Λ where F1, F0 are finitely generated and free. Let b, a be the
ranks of F1, F0, respectively. We have an exact sequence
0→ H1(U,M)→ (F1)U → (F0)U →MU → 0,
which shows b ≥ a. On the other hand, the dual M∗ ∈ CG has a presentation 0→ (F0)+ →
(F1)
+ → M∗ → 0. Repeating the above argument, we obtain a ≥ b and consequently a = b.
Now the above exact sequence shows that H1(U,M) is a torsion module over Zp[[G
′/U ]]. But
(F1)U is torsion-free, so we obtain H1(U,M) = 0 and pdΛU (MU ) ≤ 1, from which MU ∈ CG/U
follows using Lemma 3.6.
(2) Choose an exact sequence 0 → F1 → F0 → P → 0 over Zp[[G]] with F1, F0 finitely
generated and projective. By (1) we obtain an exact sequence 0 → (F1)U → (F0)U →
PU → 0 with (F1)U , (F0)U finitely generated and projective over Zp[[G/U ]]. This proves
PU ∈ PG/U . 
If U, U ′ ∈ U with U ′ ⊂ U , then we have the natural surjective map Zp[[G/U ′]]→ Zp[[G/U ]],
which induces the natural surjective map Q(Zp[[G/U
′]]) → Q(Zp[[G/U ]]). Since both sides
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are semisimple algebras, this surjective map induces a commutative diagram
GLn(Q(Zp[[G/U
′]])) // //
NrdU′

GLn(Q(Zp[[G/U ]]))
NrdU

Z(Q(Zp[[G/U
′]]))× // // Z(Q(Zp[[G/U ]]))
×.
Therefore we obtain a canonical map ΩG/U ′ → ΩG/U .
Proposition 3.28. Put Ω = lim←−U∈U ΩG/U and define F : C → Ω by
F(M) =
(
FG/U(MU)
)
U
.
This map F is well-defined and is a quasi-Fitting invariant.
Proof. For U, U ′ ∈ U with U ′ ⊂ U , let ̟ : ΩG/U ′ → ΩG/U be the natural map. We have to
show that ̟(FG/U ′(MU ′)) = FG/U(MU) for M ∈ C.
Take a presentation Zp[[G/U
′]]b
h
→ Zp[[G/U ′]]a
q
→ MU ′ → 0 over Zp[[G/U ′]] such that
FG/U ′(MU ′) = FittZp[[G/U ′]](h). It induces an exact sequence Zp[[G/U ]]
b h→ Zp[[G/U ]]a
q
→
MU → 0 over Zp[[G/U ]]. Therefore
̟(FG/U ′(MU ′)) = ̟(FittZp[[G/U ′]](h)) = FittZp[[G/U ]](h) ⊂ FG/U(MU ).
In order to show the other inclusion, take a presentation Zp[[G/U ]]
b h→ Zp[[G/U ]]a
q
→
MU → 0 over Zp[[G/U ]] such that FG/U(MU ) = FittZp[[G/U ]](h). We shall show that this
sequence can be lifted to Zp[[G/U
′]]b
h
→ Zp[[G/U ′]]a
q
→ MU ′ → 0 over Zp[[G/U ′]], which
would prove
̟(FG/U ′(MU ′)) ⊃ ̟(FittZp[[G/U ′]](h)) = FittZp[[G/U ]](h) = FG/U(MU ),
as desired. In order to construct a lift, first take a lift q : Zp[[G/U
′]]a → MU ′ of q, whose
existence if guaranteed by the freeness of Zp[[G/U
′]]a. Then q is surjective by Nakayama’s
lemma. Putting N = Ker(q) and N = Ker(q), we have a commutative diagram with exact
rows
0 // N // Zp[[G/U ]]
a q // MU // 0
0 // N //
OO
Zp[[G/U
′]]a
q //
OOOO
MU ′ //
OOOO
0
Since H1(U/U
′,MU ′) = 0 by Lemma 3.27(1), the lower sequence yields an exact sequence 0→
NU/U ′ → Zp[[G/U ]]
a → MU → 0. Therefore the left vertical map N → N is surjective. Next,
take a lift Zp[[G/U
′]]b → N of Zp[[G/U ]]b → N , which is again surjective by Nakayama’s
lemma. Composing with N → Zp[[G/U ′]]a gives a lift h of h, as desired.
We show that F is a quasi-Fitting invariant. If P ∈ P, then PU ∈ PG/U for U ∈ U implies
F(P ) ∈ Ω×. Let 0 → M ′ → M → P → 0 be an exact sequence in C with P ∈ P. For
any U ∈ U , by Lemma 3.27(1), it yields an exact sequence 0 → (M ′)U → MU → PU → 0.
Therefore FG/U(MU) = FG/U(PU)FG/U((M
′)U) since FG/U is a quasi-Fitting invariant. Thus
F(M) = F(P )F(M ′). The other condition can be confirmed similarly. 
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4. Properties
4.1. Functoriality. In this subsection, we observe a functoriality of shifts. As an applica-
tion, in Subsection 5.3, we will deduce a result about a finite Galois extension of number
fields from a result about an infinite Galois extension, which is a typical method in Iwasawa
theory. As a technical remark, such a reduction theory does not work well on M, and it is
important to treat only modules contained in C. In other words, the category C is fine not
only for the duality theory but also for the reduction theory.
First we show an abstract proposition. Let R, S and R′, S ′ be as in Subsection 3.1 satisfying
Assumption 3.3. Let π : R→ R′ be a ring homomorphism. We often denote ⊗R just by ⊗.
Proposition 4.1. Suppose that for anyM ∈ CR,S, we have R
′⊗RM ∈ CR′,S′ and Tor
R
1 (R
′,M) =
0. Let FR : CR,S → ΩR and FR′ : CR′,S′ → ΩR′ be quasi-Fitting invariants for R, S and
R′, S ′, respectively. Let ̟ : ΩR → ΩR′ be a monoid homomorphism such that ̟(FR(M)) =
FR′(R′⊗RM) for M ∈ CR,S. Then we have ̟(F
〈n〉
R (M)) = F
〈n〉
R′ (R
′⊗RM) for M ∈ CR,S and
n ∈ Z.
Proof. The case n = 0 is trivial. First we show that if P ∈ PR,S then R′ ⊗ P ∈ PR′,S′.
R′ ⊗ P ∈ CR′,S′ is already assumed. Take an exact sequence 0 → F1 → F0 → P → 0 of
R-modules with F0, F1 finitely generated and projective. Then Tor
R
1 (R
′, P ) = 0 implies that
0→ R′ ⊗ F1 → R′ ⊗ F0 → R′ ⊗ P → 0 is also exact. Therefore pdR′(R
′ ⊗ P ) ≤ 1.
Consider an exact sequence 0→ N → P →M → 0 in CR,S with P ∈ PR,S. We have
̟(F 〈n+1〉R (M)) = ̟(FR(P )
(−1)n+1F 〈n〉R (N)) = FR′(R
′ ⊗ P )(−1)
n+1
̟(F 〈n〉R (N)).
On the other hand, since 0→ R′⊗N → R′⊗P → R′⊗M → 0 is exact and R′⊗P ∈ PR′,S′,
F 〈n+1〉R′ (R
′ ⊗M) = FR′(R
′ ⊗ P )(−1)
n+1
F 〈n〉R′ (R
′ ⊗N).
Hence the assertion for n is equivalent to that for n+ 1, which proves the proposition. 
We apply this proposition to Iwasawa algebras. Application to F in Proposition 3.28 is
immediate. Namely, for any U ∈ U , letting ̟ : Ω → ΩG/U be the natural map, we obtain
̟(F 〈n〉(M)) = F 〈n〉G/U(MU) for M ∈ C and n ∈ Z.
As another application, let R = Zp[[G]],Λ = Zp[[G
′]] be as in Example 2.1 with d ≥ 1, but
S is chosen as follows. Put R′ = Zp[G/G
′] and let π : R→ R′ be the natural surjective map.
Put S ′ = Zp \{0} and let S be the inverse image of S ′ under the augmentation map Λ→ Zp.
Proposition 4.2. For any M ∈ CR,S, we have R′ ⊗R M = MG′ ∈ CR′,S′ and Tor
R
1 (R
′,M) =
H1(G
′,M) = 0.
Proof. Choose a Zp-basis g1, . . . , gd of G
′ and put G′i = 〈g1, . . . , gi〉 ⊂ G
′ for 0 ≤ i ≤ d.
Moreover put Ri = Zp[[G/G
′
i]] and let Si be the inverse image of S
′ under the augmentation
map Zp[[G
′/G′i]]→ Zp.
Since M ∈ CR,S, we have an exact sequence 0 → Zp[[G
′]]a → Zp[[G
′]]a → M → 0 over
Zp[[G
′]]. Let us show inductively that the reduction 0 → Zp[[G′/G′i]]
a → Zp[[G′/G′i]]
a →
MG′i → 0 is also exact. The case i = 0 is trivial. Suppose i ≥ 1 and the assertion holds
for i − 1. By applying the snake lemma to the exact sequence 0 → Zp[[G′/G′i−1]]
a →
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Zp[[G
′/G′i−1]]
a →MG′i−1 → 0, we obtain
0→ (MG′i−1)
〈gi〉 → Zp[[G
′/G′i]]
a → Zp[[G
′/G′i]]
a → MG′i → 0.
Observe that the module MG′
i
is Si-torsion since the image of S under the map R→ Ri is Si.
Therefore we have (MG′i−1)
〈gi〉 = 0, which makes the induction step work. Now the exactness
of 0→ Zap → Z
a
p →MG′ → 0 shows the assertions. 
Example 4.3. Suppose that G is commutative. By Proposition 3.17, we know that FR =
FittR : CR,S → ΩR and FR′ = FittR′ : CR′,S′ → ΩR′ are quasi-Fitting invariants. The natural
surjective map S−1R → (S ′)−1R′ induces a natural homomorphism ̟ : ΩR → ΩR′ . By
the fundamental property of Fitting ideals concerning base change, Proposition 4.1 can be
applied and we obtain ̟(F 〈n〉R (M)) = F
〈n〉
R′ (MG′) for M ∈ CR,S and n ∈ Z.
Example 4.4. To treat the case where G is noncommutative, assume that d = 1 and that
G contains a finite subgroup H such that Γ = G/H is isomorphic to Zp. Consider the
noncommutative Fitting invariant FR = Fitt
max
R : CR,S → ΩR and FR′ = Fitt
max
R′ : CR′,S′ →
ΩR′ as in Proposition 2.11.
Here we recall a result of Nickel. In the proof of [21, Theorem 6.4], the commutativity of
the diagram
Ma(R)
NrdQ(R) //
π

I(R)
π

Ma(R
′)
NrdQ(R′)
// I(R′)
is shown for any a ≥ 1. Here, the left vertical arrow is the natural reduction map and the right
vertical arrow π, which is a ring homomorphism, is defined by π(x) =
∑
χ∈Irr(G/G′) augΓ ◦jχ(x)eχ
using the notations in [21, Theorem 6.4]. The well-definedness of π : I(R)→ I(R′) also fol-
lows by the argument there.
Let S (resp. S ′) be the image of S (resp. S ′) under NrdQ(R) : R → I(R) (resp.
NrdQ(R′) : R
′ → I(R′)). Then by the commutativity of the above diagram, we have
π(S) ⊂ S ′. Therefore we can define a natural homomorphism ̟ : ΩR → ΩR′ .
We shall show that ̟(FR(M)) = FR′(MG′) for M ∈ CR,S . The inclusion ̟(FR(M)) ⊂
FR′(MG′) is already proved in [21, Theorem 6.4] (this is true for any M ∈ MR,S). In order
to show the other inclusion, take a presentation (R′)b
h
→ (R′)a → MG′ → 0 such that
F ′(MG′) = FittR′(h). Using H1(G′,M) = 0 by Proposition 4.2, a similar argument as in
the proof of Proposition 3.28 shows that this sequence can be lifted to an exact sequence
Rb
h
→ Ra → M → 0. Then by the above commutative diagram, we have
̟(FR(M)) ⊃ ̟(FittR(h)) = FittR′(h) = FR′(MG′),
as desired.
Consequently, Proposition 4.1 can be applied to this situation and we obtain̟(F 〈n〉(M)) =
F ′〈n〉(MG′) for M ∈ CR,S and n ∈ Z.
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Before closing this subsection, we mention a compatibility between duality and reduction
as follows. It is a generalization of [15, Lemma 5.18]. Recall that we are studying the case
R = Zp[[G]],Λ = Zp[[G
′]] and S as chosen before Proposition 4.2.
Proposition 4.5. For M ∈ CR,S, we have a canonical isomorphism (M∗)G′ ≃ (MG′)∗,
namely, E1R(M)G′ ≃ E
1
R′(MG′).
Proof. Take an exact sequence
· · · → F2 → F1 → F0 → M → 0
with Fj a finitely generated free R-module and let N be the image of F1 → F0. On the one
hand, as in the proof of Proposition 3.11,we obtain an exact sequence
0→ N+ → F+1 → F
+
2 → · · · .
If we divide this sequence into short exact sequences, every term is free as a Λ-module by
Lemma 3.10. Therefore this sequence induces an exact sequence
0→ (N+)G′ → (F
+
1 )G′ → (F
+
2 )G′ → · · · .
On the other hand, each term of the long exact sequence
· · · → (F2)G′ → (F1)G′ → NG′ → 0
satisfies pd⋆R′ ≤ 0. Hence it induces an exact sequence
0→ (NG′)
+ → ((F1)G′)
+ → ((F2)G′)
+ → · · · .
Since there is a canonical isomorphism (F+)G′ ≃ (FG′)+ for a finitely generated free R-module
F , we conclude (N+)G′ ≃ (NG′)+. Finally, the exact sequences 0 → ((F0)+)G′ → (N+)G′ →
(M∗)G′ → 0 and 0→ ((F0)G′)
+ → (NG′)
+ → (MG′)
∗ → 0 given by Proposition 4.2 imply the
assertion. 
4.2. Dual and Shift. In this subsection we observe that, if F is a “typical” quasi-Fitting
invariant, then the formula
F 〈n−2〉(M) = F 〈−n〉(M∗)
holds for M ∈ C and n ∈ Z. Here we have to be careful about whether the module is a left
module or a right module. In order to state such a formula, F must be defined on both Cright
and Cleft and the target monoid Ω is the same.
4.2.1. Setup of Subsection 2.2. Consider the situation of Subsection 2.2. Recall that we have
the quasi-Fitting invariant F = FittR : C → Ω. Theorem 3.19 allows us to define the shifts
F 〈n〉 : C → Ω for n ∈ Z (we also constructed F 〈n〉 :M→ Ω but we do not consider them in
this subsection).
Lemma 4.6. For P ∈ P we have F(P ∗) = F(P ).
Proof. At first we suppose that R is a local ring. In that case, we have a presentation
0 → Ra
h
→ Ra → P → 0 over R. Then 0 → Ra
hT
→ Ra → P ∗ → 0 is exact, where hT is the
transpose of h. Therefore we have
FittR(P ) = (det(h)) = (det(h
T )) = FittR(P
∗),
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as desired. Next we consider general R. For any q ∈ Spec(R), we have pdRq(Pq) ≤ 1 and
E1R(P )⊗ Rq ≃ E
1
Rq(Pq). Therefore the local case implies
FittR(P )Rq = FittRq(Pq) = FittRq(E
1
Rq(Pq)) = FittRq(E
1
R(P )⊗ Rq) = FittR(E
1
R(P ))Rq.
Thus we have FittR(P ) = FittR(E
1
R(P )) as claimed. 
Proposition 4.7. For M ∈ C, we have F 〈−2〉(M) = F(M∗).
Remark 4.8. By the definition of F 〈−2〉(M), Proposition 4.7 claims that, if 0→M → P1 →
P2 → N → 0 is an exact sequence in C with P1, P2 ∈ P, then
F(P1)F(N) = F(P2)F(M
∗).
This assertion is a generalization of [3, Lemma 5] and [16, Proposition 7.3] (to compare with
those results, we need the interpretation of the dual as the Pontryagin dual and the Iwasawa
adjoint as in Example 3.7). Our proof of Proposition 4.7 simplifies the original proof because
we already know the well-definedness of F 〈−2〉 and hence we can choose any exact sequence
of the above form.
Proof of Proposition 4.7. Take f ∈ S which annihilates M and an exact sequence Rb
h
→
Ra →M∗ → 0. We can construct an exact sequence
0→M → (R/f)a
h
T
→ (R/f)b → N → 0
in C. Then (hT | f1b) ∈ Mb,a+b(R) is a presentation of N over R, where 1b denotes the
identity matrix of size b. On the other hand, since h is a presentation matrix of M∗ over
R/f , (h | f1a) ∈Ma,a+b(R) is a presentation of M∗ over R. Therefore
F(N) = FittR(h
T | f1b) = f
b−a Fitt(h | f1a) = f
b−aF(M∗),
which proves F 〈−2〉(M) = F(M∗). 
Corollary 4.9. We have F 〈n−2〉(M) = F 〈−n〉(M∗) for M ∈ C and n ∈ Z.
Proof. The case n = 0 is Proposition 4.7. Let 0→ N → P → M → 0 be an exact sequence
in C with P ∈ P. We have an exact sequence 0→M∗ → P ∗ → N∗ → 0. Then
F 〈n−2〉(M) = F(P )(−1)
n−2
F 〈n−3〉(N) = F(P )(−1)
n−2
F 〈(n−1)−2〉(N)
and
F 〈−n〉(M∗) = F(P ∗)(−1)
−n
F 〈−n+1〉(N∗) = F(P )(−1)
−n
F 〈−(n−1)〉(N∗),
which prove that the assertion for n is equivalent to that for n − 1. This completes the
proof. 
Remark 4.10. Consider R = Λ[∆] as in Lemma 3.26 and F = FittR. Then we have
F(M) = F 〈−2〉(M) = F(M∗)
for M ∈ C by Lemma 3.26 and Proposition 4.7. This gives an alternative proof of [11,
Theorem A.8], whose proof is bothering, in the rank one case. However, our proof of F(M) =
F(M∗) does not depend essentially on the shifting theory. In short, we constructed an exact
sequence 0 → M → R ⊗Λ M → R ⊗Λ M → M → 0 in Lemma 3.26 and applied the known
formula in Remark 4.8 to it.
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4.2.2. Setup of Subsection 2.3. Consider the situation of Subsection 2.3, under Assumption
2.10, and the quasi-Fitting invariant F = FittmaxR : C → Ω.
Lemma 4.11. For P ∈ P we have F(P ∗) = F(P ).
Proof. This is a generalization of [21, Propositions 5.3.1 and 6.3.1]. Since we are assuming
that P has a quadratic presentation, a similar argument as the first part of the proof of
Lemma 4.6 yields the assertion. 
Proposition 4.12. For M ∈ C, we have F 〈−2〉(M) = F(M∗).
Remark 4.13. This proposition can be written down similarly as in Remark 4.8. It is a
generalization of [21, Propositions 5.3.2 and 6.3.2].
Proof of Proposition 4.12. Take f ∈ S which annihilates M . Let Rb
h
→ Ra → M∗ → 0 with
b ≥ a be a presentation such that Fitt(h) = Fittmax(M∗). Then (R/f)b
h
→ (R/f)a →M∗ → 0
is exact. If we define N ∈ C as the dual of the kernel of h, we have an exact sequence
0→M → (R/f)a
h
T
→ (R/f)b → N → 0.
Put h1 = (h
T | 0b,b−a) ∈ Mb(R). Then h1 is a presentation matrix of N over R/f and thus
(h1 | f1b) is a presentation matrix of N over R. Therefore
Fittmax(N) ⊃ Fitt(h1 | f1b) = Fitt(h
T
1 | f1b) = Nrd(f)
b−a Fitt(h | f1a) = Nrd(f)
b−a Fittmax(M∗),
where the final equality comes from
Fittmax(M∗) = Fitt(h) ⊂ Fitt(h | f1a) ⊂ Fitt
max(M∗).
This proves that F 〈−2〉(M) ⊃ F(M∗).
In order to prove the other inclusion, take an exact sequence 0→M → P1 → P2 → N → 0
in C with P1, P2 ∈ P. Since 0 → N∗ → P ∗2 → P
∗
1 → M
∗ → 0 is exact, applying the above
result to N∗ yields F 〈−2〉(N∗) ⊃ F(N), which is equivalent to
F(M∗) ⊃ F(P ∗1 )F(P
∗
2 )
−1F(N) = F(P1)F(P2)
−1F(N) = F 〈−2〉(M).
This completes the proof. 
Corollary 4.14. We have F 〈n−2〉(M) = F 〈−n〉(M∗) for M ∈ C and n ∈ Z.
Proof. The argument of Corollary 4.9 works. 
4.2.3. Setup of Subsection 3.3. Consider the situation of Subsection 3.3 and the quasi-Fitting
invariant F : C → Ω constructed there.
Proposition 4.15. We have F 〈n−2〉(M) = F 〈−n〉(M∗) for M ∈ C and n ∈ Z.
Proof. For any U ∈ U , let ̟ : Ω → ΩG/U be the natural map. A similar discussion as
in Proposition 4.5 gives a canonical isomorphism (M∗)U ≃ (MU)∗, namely, E1R(M)U ≃
E1Zp[[G/U ]](MU). By Lemma 3.27(1), the assumptions of Proposition 4.1 hold. Then
̟(F 〈n−2〉(M)) = F 〈n−2〉(MU ) = F
〈−n〉((MU)
∗) = F 〈−n〉((M∗)U) = ̟(F
〈−n〉(M∗)),
where the first and forth equalities follows from Proposition 4.1, second from Corollary 4.14,
and third from (M∗)U ≃ (MU )∗. Varying U , we get the desired equality. 
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4.3. Computation. Let ∆ be a finite abelian group and put R = Zp[[T1, . . . , Td]][∆], S =
Zp[[T1, . . . , Td]] \ {0} with d ≥ 0. Consider the Fitting invariant F = FittR. As explained in
Section 1, it is important to compute F [2](Zp) when d = 1. The method of computation is
already indicated in Theorem 1.1. Let us extend the method to compute F [n](Zp) for general
n ≥ 0 when d = 1. This method is also applicable for general d ≥ 1: see Examples 4.19 and
4.20.
Put R = Zp[[T ]][∆]. Fix a decomposition
∆ =
s∏
i=1
∆(i)
where ∆(i) is cyclic and choose a generator δi of ∆
(i). For each i, we obtain a complex
C(i)• : · · · → Zp[∆
(i)]
N
∆(i)→ Zp[∆
(i)]
δi−1→ Zp[∆
(i)]→ 0
(with the final 0 at degree −1), which is acyclic except for degree 0 and H0(C
(i)
• ) ≃ Zp. Here
N denotes the norm element in the group ring. Hence the tensor product C• = C
(1)
• ⊗· · ·⊗C
(s)
•
is a complex which is acyclic except for degree 0 and H0(C•) ≃ Zp. Moreover, for each j ≥ 0,
Cj is a free Zp[∆]-module of rank
s(s+1)...(s+j−1)
j!
and the presentation matrix of the boundary
map dj : Cj → Cj−1 can be written down. In this way, for each n ≥ 0, we obtain an exact
sequence
0→ Nn → Cn−1 → · · · → C0 → Zp → 0
with Cj ∈ P. Thus we obtain
F [n](Zp) = (T )
tF(Nn), t =
n−1∑
j=0
(−1)n+j
s(s+ 1) . . . (s+ j − 1)
j!
.
Since the boundary map dn+1 is a presentation of Nn over Zp[∆], we obtain a presentation
of Nn over R, and the Fitting ideal F(Nn) of Nn can be computed. Consequently F [n](Zp)
can be computed.
Now we present several examples of explicit computations.
Example 4.16. Consider the case s = 1, namely, let R = Zp[[T ]][∆] with ∆ cyclic generated
by an element δ. Then the above computation shows
F [n](Zp) = (δ − 1, T ) (n ≥ 0, even),
F [n](Zp) =
(
N∆
T
, 1
)
(n ≥ 0, odd).
Moreover, Lemma 3.26 implies
F 〈n〉(Zp) = (δ − 1, T ) (n ∈ Z, even),
F 〈n〉(Zp) =
(
N∆
T
, 1
)
(n ∈ Z, odd).
Alternatively, we can use the observation in Example 4.18.
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Example 4.17. Consider the case s = 2, namely, let R = Zp[[T ]][∆] with ∆ = ∆
(1)×∆(2) and
∆(i) cyclic. Choose a generator δi of ∆
(i) and put τi = δi − 1 for short. Then a computation
shows
F [0](Zp) = (τ1, τ2, T ),
F [1](Zp) =
(
N∆
T
,N∆(1),N∆(2), τ1, τ2, T
)
,
F [2](Zp) =
(
τ 21 , τ1τ2, τ
2
2 , τ1N∆(2) , τ2N∆(1), (τ1, τ2,N∆(1),N∆(2))T, T
2
)
.
Of course, the last formula of F [2](Zp) coincides with the computation of [12]. The description
of F [n](Zp) for general n seems difficult.
Example 4.18. Let R = Zp[[T ]][∆] with ∆ a finite abelian group. For n ≤ −2, using
Z∗p ≃ Zp, Corollary 4.9 implies F
〈n〉(Zp) = F 〈−2−n〉(Zp) = F [−2−n](Zp). Hence if we were able
to compute F [n](Zp) for all n ≥ 0, we would also obtain F 〈n〉(Zp) for all n ≤ −2.
To compute F 〈−1〉(Zp), consider the homomorphism ν : Zp[∆] → Zp[∆] defined as the
multiplication by N∆. Then the image of ν is isomorphic to Zp and thus we have an exact
sequence 0→ Zp → Zp[∆] → Cok(ν) → 0. Since Cok(ν) has the presentation ν over Zp[∆],
it has the presentation matrix (N∆, T ) over R. Consequently we obtain
F 〈−1〉(Zp) = T
−1(N∆, T ) =
(
N∆
T
, 1
)
.
Example 4.19. Let R = Zp[[T1, T2]][∆] with ∆ cyclic. Take a generator δ of ∆. We shall
show that
F [0](Zp) = F(Zp) = (δ − 1, T1, T2),
F [n](Zp) = (δ − 1,N∆, T1, T2) (n ≥ 1),
F 〈n〉(Zp) = (δ − 1,N∆, T1, T2) (n ∈ Z).
The first line is confirmed easily. Next we compute F [1](Zp) and F
[2](Zp). Taking the
tensor product of the complexes
· · · → Zp[∆]
N∆→ Zp[∆]
δ−1
→ Zp[∆]→ 0
and
0→ Zp[[T1]]
T1→ Zp[[T1]]→ 0,
we obtain a complex
C• : · · · → C3
d3→ C2
d2→ C1
d1→ C0 → 0
where C0 ≃ Zp[[T1]][∆] and Cj ≃ Zp[[T1]][∆]2 for j ≥ 1 and
d1 = (δ − 1, T1), d2 =
(
0 δ − 1
N∆ −T1
)
, d3 =
(
T1 δ − 1
N∆ 0
)
.
The complex C• is acyclic outside degree 0 and H0(C•) ≃ Zp. Therefore, for n ≥ 1, we have
an exact sequence
0→ Nn → Cn−1 → · · · → C0 → Zp → 0
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and thus
F [n](Zp) = (T2)
−1F(Nn).
Since N1 has a presentation d2 over Zp[[T1]][∆], N1 has a presentation(
0 δ − 1 T2 0
N∆ −T1 0 T2
)
over R. Thus
F(N1) = T2(δ − 1,N∆, T1, T2)
and consequently
F [1](Zp) = (δ − 1,N∆, T1, T2).
Similarly, N2 has a presentation (
T1 δ − 1 T2 0
N∆ 0 0 T2
)
over R and we obtain F [2](Zp) = (δ − 1,N∆, T1, T2). Finally, Remark 3.25 and Lemma 3.26
imply the other formulas.
Example 4.20. Let R = Zp[[T1, T2]][∆] with ∆ = ∆
(1) × ∆(2) and ∆(i) cyclic. Choose a
generator δi of ∆
(i) and put τi = δi − 1. Then a long computation as in Example 4.19 gives
F 〈2〉(Zp) = (τ1, τ2, T1, T2)(τ1, τ2,N∆(1),N∆(2), T1, T2)
2 + (N∆)
2.
5. Applications to Iwasawa Theory
5.1. Tate Sequences. In this subsection, we recall a general construction of an arithmetic
exact sequence which is suitable to our algebraic theory. Let K be a finite extension of Q
and p an odd prime number. Let Σ be a finite set of places of K containing all primes above
p and all archimedean primes. Let KΣ be the maximal extension of K unramified outside
Σ and put GK,Σ = Gal(KΣ/K). Let L be a p-adic Lie extension of K contained in KΣ and
put G = Gal(L/K). Let D ≃ (Qp/Zp)r be a representation of GK,Σ. We denote by (−)∨ the
Pontryagin dual.
Theorem 5.1 ([25, Lemma 4.5]). Suppose H2(KΣ/L,D) = 0. Then we have an exact
sequence
0→ H1(KΣ/L,D)
∨ → F1 → F2 → H
0(KΣ/L,D)
∨ → 0
of finitely generated Zp[[G]]-modules with pdZp[[G]](F1) ≤ 1 and F2 free.
Remark 5.2. The hypothesis H2(KΣ/L,D) = 0 is conjectured to be true as long as L
contains the cyclotomic Zp-extension of K (known as the weak Leopoldt conjecture [25,
p.565], [8, Conjecture 5.2.1]). It is actually known to be true if moreover Gal(KΣ/L) acts on
D trivially (see [20, Theorem (10.3.25)]).
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5.2. Totally Real Fields. In this subsection, we give a noncommutative extension of The-
orem 1.1. Let K be a totally real number field and p an odd prime number. Let L be a
totally real, Galois extension of K which is a finite extension of the cyclotomic Zp-extension
Kcyc of K. Put G = Gal(L/K), which is a p-adic Lie group of dimension 1. Also take a finite
extension K ′ of K contained in L such that L is the cyclotomic Zp-extension of K
′ and put
G′ = Gal(L/K ′). We can apply the algebraic theory to R = Zp[[G]] and S = Zp[[G
′]]\{0}, so
put C = CR,S and P = PR,S . Let Σ be a finite set of places of K containing all primes above
p, primes ramified in L/K, and archimedean primes. The following proposition is known as
mentioned in Section 1, but we give a proof for completeness.
Proposition 5.3. There is an exact sequence
0→ XΣ(L)→ P1 → P2 → Zp → 0
in C with P1, P2 ∈ P.
Proof. Applying Theorem 5.1 to D = Qp/Zp equipped with trivial Galois action yields an
exact sequence
0→ XΣ(L)→ F1 → F2 → Zp → 0
over R as stated in Theorem 5.1. Note that Zp ∈ C and in particular Zp is S-torsion. By
taking some quotient of F1, F2 by a free module, we obtain an exact sequence
0→ XΣ(L)→ P1 → P2 → Zp → 0
of finitely generated R-modules such that pdR(P1) ≤ 1, pdR(P2) ≤ 1, and P2 is S-torsion.
It is known that XΣ(L) is an S-torsion module by the weak Leopoldt conjecture (see [20,
Theorem (10.3.25)] or [34, Theorem 13.31]). Thus P1 is also S-torsion and we have P1, P2 ∈ P.
Now XΣ(L) ∈ C also follows. 
Now we review the equivariant main conjecture of Ritter and Weiss [28], reformulated by
Nickel [22, Conjecture 2.1]. Using the sequence in Proposition 5.3, put
ΦL/K,Σ = [P1]− [P2] ∈ K0(P).
Let ΘL/K,Σ ∈ Z(Q(R))
× be the equivariant p-adic L-function, which corresponds to ΦS in
[22]. Consider the Fitting invariant F = FittmaxR (Proposition 2.11) and recall the diagram in
Remark 2.15. Then the equivariant main conjecture (without uniqueness assertion) claims
that F(ΦL/K,Σ) is generated by ΘL/K,Σ. This conjecture is proved to be true in [30], under
the vanishing of the µ-invariant of XΣ(L).
Recall that F = FittmaxR is also a quasi-Fitting invariant by Proposition 3.17. Then Corol-
lary 3.21 immediately yields the following, which is the noncommutative variant of Theorem
1.1.
Theorem 5.4. If the µ-invariant of XΣ(L) vanishes, then for the quasi-Fitting invariant
F = FittmaxR and any n ∈ Z, we have
F 〈n〉(XΣ(L)) = (ΘL/K,Σ)
(−1)nF 〈n+2〉(Zp).
In particular,
F(XΣ(L)) = ΘL/K,ΣF
〈2〉(Zp).
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Remark 5.5. If L/K is commutative, instead of [30], one may use [16, Theorem 5.6] to obtain
Theorem 5.4. When L/K is noncommutative, [22, Theorem 3.3] gives a generalization of [16,
Theorem 5.6], which also gives Theorem 5.4, but the proof of [22, Theorem 3.3] relies on [30].
5.3. Result at Finite Level. Using the results in Subsection 5.2 and reduction theory in
Subsection 4.1, we shall obtain a result for finite Galois extensions of number fields.
Let K be a totally real number field and p an odd prime number. Let K ′ be a CM-field
which is a finite Galois extension of K and put ∆ = Gal(K ′/K). Suppose that K ′ contains
µp, the p-th roots of unity. Let Σ be a finite set of places of K containing all primes above p
and primes ramified in K ′/K.
We have the equivariant zeta function
θK ′/K,Σ(s) =
∑
χ∈Irr(∆)
LΣ(s, χ
−1)eχ ∈ Z(C[∆]),
where Irr(∆) denotes the set of irreducible characters of ∆, LΣ(s, χ
−1) denotes the Σ-
truncated Artin L-function, and eχ denotes the idempotent. For an integer r ≥ 2, a result
of Siegel implies that
θK ′/K,Σ(1− r) ∈ Z(Q[∆])
(see, for example, [22, Subsection 1.3]).
Let L be the cyclotomic Zp-extension of K
′. We denote by j the complex conjugation
and let L+ = L〈j〉 be the maximal totally real subfield of L. Put G = Gal(L/K), G+ =
Gal(L+/K) = G/〈j〉, G′ = Gal(L/K ′) ≃ Zp,Γ = Gal(Kcyc/K) ≃ Zp, so ∆ = G/G′. Put
R = Zp[[G]], R
+ = Zp[[G
+]]. Then R is naturally the direct product of R+ = 1+j
2
R and 1−j
2
R.
Since L contains µp∞, we have the cyclotomic character κ : G→ Z×p , which is decomposed
as κ = 〈κ〉ω with 〈κ〉 : G → 1 + pZp and ω : G → µp−1, the Teichmuller character. In
general, if ρ : G → Z×p is a character of a profinite group G, then we define the continuous
automorphism ρ♯ of Zp-algebra Zp[[G]] by ρ♯(g) = ρ(g)g for g ∈ G. For an integer r, put
tr = (κ
r)♯ : R→ R and, for a G-module M , we denote by M(r) the r-th Tate twist of M .
As a result at infinite level, we have the following.
Proposition 5.6. Let r be an integer. If the µ-invariant of XΣ(L
+) vanishes, then for the
quasi-Fitting invariant FR = Fitt
max
R and any n ∈ Z, we have
F 〈n〉R (XΣ(L
+)(−r)) = tr(ΘL+/K,Σ)
(−1)nF 〈n+2〉R (Zp(−r)).
Proof. We have F 〈n〉R (XΣ(L
+)) = (ΘL+/K,Σ)
(−1)nF 〈n+2〉R (Zp) by Theorem 5.4. We apply Propo-
sition 4.1 to the ring homomorphism π = t−r : R → R, the monoid homomorphism
̟ : ΩR → ΩR induced by tr, and quasi-Fitting invariant FR. As in [27, Lemma 3.1 i],
the property tr(FR(M)) = FR(M(−r)) can be checked. This completes the proof. 
Next we want to deduce a result for the finite extension K ′/K. Put R′ = Zp[∆]. Re-
call that we have the natural map π : I(R) → I(R′) in Example 4.4 defined by π(x) =∑
χ∈Irr(∆) augΓ ◦jχ(x)eχ. We need the following.
Proposition 5.7. For an integer r ≥ 2, we have π ◦ tr(ΘL+/K,Σ) = θK ′/K,Σ(1− r).
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Proof. This is implicitly used in [22, p.1245]. For any character χ of ∆, what we need is the
equality
augΓ ◦jχ ◦ tr(ΘL+/K,Σ) = LΣ(1− r, χ).
If the parities of χ and r are different, then the both sides vanish and we have nothing to do.
Assume that the parities of χ and r the same. By definition, ΘL+/K,Σ can be characterized
by
augΓ ◦(〈κ〉
r)♯ ◦ jφ(ΘL+/K,Σ) = Lp,Σ(1− r, φ) = LΣ(1− r, φω
−r)
for an integer r ≥ 2 and an even character φ of ∆, where Lp,Σ denotes the p-adic L-function.
Then letting φ = χωr shows the assertion since
jχ ◦ tr = jχ ◦ (〈κ〉
r)♯ ◦ (ωr)♯ = (〈κ〉r)♯ ◦ jχωr .

We obtain the following by applying Example 4.4 to Proposition 5.6, using Proposition
5.7.
Theorem 5.8. Let r ≥ 2 be an integer. If the µ-invariant of XΣ(L+) vanishes, then for the
quasi-Fitting invariant FR′ = Fitt
max
R′ and any n ∈ Z, we have
F 〈n〉R′ (XΣ(L
+)(−r)G′) = θK ′/K,Σ(1− r)
(−1)nF 〈n+2〉R′ (Zp(−r)G′).
Remark 5.9. Put er =
1+(−1)rj
2
. Note that in Proposition 5.6 and Theorem 5.8, we only see
at er-parts. Let OK ′,Σ be the ring of Σ-integers in K ′ and H iet(OK ′,Σ,Zp(r)) denote the etale
cohomology groups. Then as in [16, Proposition 6.18], there are isomorphisms
(XΣ(L
+)(−r)G′)
∨ ≃ erH
2
et(OK ′,Σ,Zp(r)),
where (−)∨ is the Pontryagin dual, and
Zp(r)G′ ≃ erH
1
et(OK ′,Σ,Zp(r))tor.
Therefore the assertion of Theorem 5.8 can be restated as
erF
〈n〉
R′ (H
2
et(OK ′,Σ,Zp(r))
∨) = θK ′/K,Σ(1− r)
(−1)nF 〈n+2〉R′ ((H
1
et(OK ′,Σ,Zp(r))tor)
∨).
In particular, by putting n = −2 and using Proposition 4.12, we obtain
erFR′(H
2
et(OK ′,Σ,Zp(r))) = θK ′/K,Σ(1− r)FR′((H
1
et(OK ′,Σ,Zp(r))tor)
∨).
This is nothing but [22, Corollary 5.13], which is a noncommutative version of [16, Theorem
6.11], and they are refinements of the cohomological Coates-Sinnott conjecture. In those
articles, they used the concept of abstract 1-motives, but our argument in this paper does
not use it.
5.4. Σp-Ramified Iwasawa Modules. Consider the situation in Subsection 5.2, but we
assume that G is abelian. Take a subset Σ′ of Σ containing all primes above p, but not
necessarily containing all primes which are ramified in L/K. For example Σ′ = Σp, the set
of primes above p. In this subsection, we consider XΣ′(L) as an R-module.
For v ∈ Σ \ Σ′, put
Uv(L) = lim←−
F
((OF/v)
× ⊗Z Zp),
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where F runs through all intermediate number fields of L/K. The structure of Uv(L) is
described as follows. Fix a place w of L above v. Let Fv, Ev be the decomposition field,
inertia field of w in L/K, respectively, which are independent of the choice of w. Put
Gv = Gal(L/Fv) and Iv = Gal(L/Ev), which are the decomposition group and the inertia
group, respectively. Then Gal(Ev/Fv) is pro-cyclic generated by the (arithmetic) Frobenius
element σv. On the other hand, Iv is a finite group contained in Gal(L/K
cyc). Let N(v),N(w)
be the orders of the residue fields. Then the following is easily shown.
Lemma 5.10. If p ∤ (N(w)− 1), then Uv(L) = 0. If p|(N(w)− 1), then
Uv(L) ≃ Zp[[G]]⊗Zp[[Gv]] Zp(κv),
where κv is the character of Gv defined as Gv → Gal(Ev/Fv)→ Z×p where the last map sends
σv to N(v).
Note that the module written down on the right is nothing but the induction of Zp(κv)
from Gv to G, often denoted by Ind
G
Gv(Zp(κv)). In particular, Uv(L) is free of finite rank
[Fv : K] as a module over Zp. By class field theory and the weak Leopoldt conjecture, we
have the following.
Proposition 5.11. There is an exact sequence
0→
⊕
v∈Σ\Σ′
Uv(L)→ XΣ(L)→ XΣ′(L)→ 0
in C.
There is a possibility that none of the three terms is contained in P, in which case we
cannot apply the algebraic theory. To avoid such an obstruction, we consider only nontrivial
character parts.
Put ∆ = Gal(L/Kcyc), which is the torsion part of G. Note that, since G is commutative,
G can be decomposed into the product of ∆ and a group isomorphic to Zp. Let ∆p (resp.
∆p′) be the subgroups of ∆ consisting of elements of p-power order (resp. order prime to p).
Put G = G/∆p′, which is the pro-p quotient of G.
Let ψ be a nontrivial character of ∆p′ and put Oψ = Zp[Imψ]. Since the order of ψ is
prime to p, taking ψ-parts denoted by (−)ψ is an exact functor. Thus we have an exact
sequence
0→
⊕
v∈Σ\Σ′
Uv(L)ψ → XΣ(L)ψ → XΣ′(L)ψ → 0
over Oψ[[G]], and hence over R = Zp[[G]]. Moreover, by Proposition 5.3, XΣ(L)ψ ∈ P and
[XΣ(L)ψ] = (ΦL/K,Σ)ψ in K0(P), where (ΦL/K,Σ)ψ has the obvious meaning. Consequently,
we obtain the following.
Theorem 5.12. For any quasi-Fitting invariant F , we have
F(XΣ′(L)ψ) = F((ΦL/K,Σ)ψ)F
〈−1〉
 ⊕
v∈Σ\Σ′
Uv(L)ψ
 .
In particular, consider the case F = FittR and we compute the right hand side. As seen
in Subsection 5.2, the equivariant main conjecture claims F(ΦL/K,Σ) = (ΘL/K,Σ).
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Lemma 5.13. Let F = FittR. Take a lift σ˜v of σv to Gal(L/Fv). Then we have
F 〈−1〉
 ⊕
v∈Σ\Σ′
Uv(L)
 = ∏
v∈Σ\Σ′
(
NIv
σ˜v −N(v)
, 1
)
R.
Proof. Observe that F satisfies F(M1 ⊕M2) = F(M1)F(M2) (this formula for the noncom-
mutative case is unknown; see [23, Remark 5.11]). Then we clearly have
F 〈−1〉
 ⊕
v∈Σ\Σ′
Uv(L)
 = ∏
v∈Σ\Σ′
F 〈−1〉(Uv(L)).
By Lemma 5.10,
F 〈−1〉(Uv(L)) = F
〈−1〉
Zp[[Gv]]
(Zp(κv))R = (κ
−1
v )
♯
(
F 〈−1〉Zp[[Gv]](Zp)
)
R.
Here we used Proposition 4.1 twice, applied to the inclusion map Zp[[Gv]] → R and to the
automorphism (κ−1v )
♯ : Zp[[Gv]]→ Zp[[Gv]].
F 〈−1〉Zp[[Gv]](Zp) is computed in Example 4.18. Put mv = [Ev : F
cyc
v ], which is prime to p.
Then we have a decomposition Gal(L/Fv) = Gal(L/F
cyc
v ) × 〈σ˜v
mv〉. By Example 4.18, we
have
F 〈−1〉Zp[[Gv]](Zp) =
(
NGal(L/F cycv )
σ˜v
mv − 1
, 1
)
.
Note that each element of Gal(Ev/F
cyc
v ) is congruent to σ
j
v modulo σ
mv
v − 1 for a unique
0 ≤ j < mv. Therefore(
NGal(L/F cycv )
σ˜v
mv − 1
, 1
)
=
(
NIv(1 + σ˜v + · · ·+ σ˜v
mv−1)
σ˜v
mv − 1
, 1
)
=
(
NIv
σ˜v − 1
, 1
)
.
Since κ−1v (σ˜v) = N(v)
−1, the assertion follows. 
5.5. Imaginary Quadratic Fields. We consider a two-variable analogue of Theorem 1.1.
Let K be an imaginary quadratic field and p be an odd prime number which splits into two
primes p, p in K. Let L be an abelian extension of K which is a finite extension of K˜, the
Z2p-extension of K. Put G = Gal(L/K). Let Σ be a finite set of places of K containing
all primes above p and primes ramified in L/K. It is known that the Σ-ramified Iwasawa
module XΣ(L) is not a torsion module ([20, Theorem (10.3.25)]). Instead, put Σ0 = Σ \ {p}
and we shall study the Σ0-ramified Iwasawa module XΣ0(L), which is known to be torsion.
Let X(L) be the unramified Iwasawa module of L.
Take an open subgroup G′ of G which is isomorphic to Z2p. We can apply the algebraic
theory to R = Zp[[G]], Λ = Zp[[G
′]], and S = Λ \ {0}. Put M = MR,S, C = CR,S, and
P = PR,S .
For a finite place v of K, we define an R-module Uv(L) as follows. If v ∤ p, then it is defined
as in Subsection 5.4. If v|p, then it is defined by
Uv(L) = lim←−
F
Uv(F )
38 TAKENORI KATAOKA
where F runs over intermediate number fields of L/K and Uv(F ) denotes the principal semi-
local unit group of F above v. Put
E(L) = lim←−
F
(O×F ⊗Z Zp).
Consider the commutative diagram with exact rows
0 // E(L) // Up(L)× Up(L)×
∏
v∈Σ\Σp
Uv(L) //

XΣ(L) //

X(L) // 0
0 // E(L) // Up(L)×
∏
v∈Σ\Σp
Uv(L) // XΣ0(L) // X(L) // 0
where the injectivity follows from the p-adic Leopoldt conjecture ([2] and [20, Theorem
10.3.16]). Then we obtain an exact sequence
0→ Up(L)→ XΣ(L)→ XΣ0(L)→ 0.
Lemma 5.14. We have pdR(Up(L)) <∞.
Proof. Let Gp be the decomposition group of p in G. It is crucial that Gp is isomorphic to
the direct product of Z2p and a finite abelian group of order prime to p. To show that, first
observe that Gp can be regarded as the Galois group of an two-dimensional abelian p-adic
Lie extension of Kp ≃ Qp. As p is odd, the local class field theory shows that the Galois
group of the maximal abelian pro-p-extension of Qp is isomorphic to Z
2
p. Therefore the pro-p
quotient of Gp must be isomorphic to Z
2
p. This implies the claim.
Fix a prime P of L above p. Then we have Up(L) ≃ Zp[[G]] ⊗Zp[[Gp]] UP(L), where the
definition of UP(L) is clear. By the structure of Gp described above, the global dimension of
Zp[[Gp]] is finite. Therefore we have pdR(Up(L)) <∞ (at most two actually), as desired. 
Proposition 5.15. There is an exact sequence
0→ XΣ0(L)→ P1 → P2 → Zp → 0
inM with XΣ0(L) ∈ C and P1, P2 ∈ P (Note that Zp is not contained in C because pdΛ(Zp) =
2).
Proof. First we show XΣ0(L) ∈ C. It is already known that XΣ0(L) ∈ M, so it is enough to
show that pdΛ(XΣ0(L)) ≤ 1. This is essentially proved in [26, Theorem 23] and the preceding
remarks there. Alternatively, we can apply a result by Greenberg [9, Proposition 4.1.1].
Applying Theorem 5.1 to D = Qp/Zp yields
0→ XΣ(L)→ F1 → F2 → Zp → 0
of finitely generated R-modules, where pdR(F1) ≤ 1 and F2 free. Since Zp is a torsion module,
by taking the quotient of F1, F2 by a free module, we can construct an exact sequence
0→ XΣ(L)→ F
′
1 → P2 → Zp → 0
of finitely generated R-modules, where pdR(F
′
1) ≤ 1 and P2 ∈ P.
Let P1 be the cokernel of the composition map Up(L) →֒ XΣ(L) →֒ F
′
1, which satisfies
pdR(P1) <∞ by Lemma 5.14. Then we obtain an exact sequence
0→ XΣ0(L)→ P1 → P2 → Zp → 0
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in M. Since pdΛ(Zp) = 2 and XΣ0(L) ∈ C, we have pdΛ(P1) ≤ 1. Thus P1 ∈ C ∩ Q = P,
which completes the proof. 
Using the sequence in Proposition 5.15, put ΦL/K,Σ0 = [P1]− [P2] ∈ K0(P).
Theorem 5.16. For any quasi-Fitting invariant F and n ∈ Z, we have
F 〈n〉(XΣ0(L)) = F(ΦL/K,Σ0)
(−1)nF 〈n+2〉(Zp).
In particular,
F(XΣ0(L)) = F(ΦL/K,Σ0)F
〈2〉(Zp).
Moreover, the argument in Subsection 5.4 can be applied. Take a subset Σ′0 of Σ0 containing
{p}. As in Proposition 5.11, we have an exact sequence
0→
⊕
v∈Σ0\Σ′0
Uv(L)→ XΣ0(L)→ XΣ′0(L)→ 0
in C and the structure of Uv(L) is described as in Lemma 5.10.
Decompose ∆ = Gal(L/K˜) = ∆p×∆p′ and let ψ be any nontrivial character of ∆p′. Then
as in Theorem 5.12, for any quasi-Fitting invariant F for R, we have
F(XΣ′0(L)ψ) = F((ΦL/K,Σ0)ψ)F
〈−1〉
 ⊕
v∈Σ0\Σ′0
Uv(L)ψ
 .
If F = FittR, then as in Lemma 5.13
F 〈−1〉
 ⊕
v∈Σ0\Σ′0
Uv(L)
 = ∏
v∈Σ0\Σ′0
(
NIv
σ˜v −N(v)
, 1
)
R,
where the notations are similar to those in Subsection 5.4.
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