. SUMMARY AND CONCLUSIONS
1. Neuroscientists are currently hypothesizing on how voltagedependent channels, in dendrites with spines, may be spatially distributed or how their numbers may divide between spine heads and the dendritic base. A new cable theory is formulated to investigate electrical interactions between many excitable and/or passive dendritic spines. The theory involves a continuum formulation in which the spine density, the membrane potential in spine heads, and the spine stem current vary continuously in space and time. The spines, however, interact only indirectly by voltage spread along the dendritic shaft. Active membrane in the spine heads is modeled with Hodgkin-Huxley (HH) kinetics. Synaptic currents are generated by transient conductance increases. For most simulations the membrane of spine stems and dendritic shaft is assumed passive.
2. Action-potential generation and propagation occur as localized excitatory synaptic input into spine heads causes a few excitable spines to fire, which then initiates a chain reaction of spine firings along a branch. This sustained wavelike response is possible for a certain range of spine densities and electrical parameters.
Propagation is precluded for spine stem resistance (R,,) either too large or too small. Moreover, even if R,, lies in a suitable range for the local generation of an action potential (resulting from local synaptic excitatory input), this range may not be suitable to initiate a chain reaction of spine firings along the dendrite; success or failure of impulse propagation depends on an even narrower range of K,, values. 3. The success or failure of local excitation to spread as a chain reaction depends on the spatial distribution of spines. Impulse propagation is unlikely if the excitable spines are spaced too far apart. However, propagation may be recovered by redistributing the same number of equally spaced spines into clusters.
4. The spread of excitation in a distal dendritic arbor is also influenced by the branching geometry. Input to one branch can initiate a chain reaction that accelerates into the sister branch but rapidly attenuates as it enters the parent branch. In branched dendrites with many excitable and passive spines, regions of decreased conductance load (e.g., near sealed ends) can facilitate attenuating waves and enhance waves that are successfully propagating. Regions of increased conductance load (e.g., near common branch points) promote attenuation and tend to block propagation. Nonuniform loading and/or nonuniform spine densities can lead to complex propagation characteristics.
5. Some analytic results of classical cable theory are generalized for the case of a passive spiny dendritic cable. New expressions for electrotonic length and input resistance reflect the cumulative effect of having many passive spines, and they depend explicitly on spine density fi and individual spine electrical parameters. As fi increases, the electrotonic length increases proportionally to fi, whereas the input resistance decreases reciprocally with fi, i.e., higher spine density means more membrane available for current loss. If R,, is increased the electrotonic length decreases, and the input resistance increases. However, in the expected parameter range, where the spine head resistance R,, substantially exceeds R,,, the effect of changing R,, is negligible.
6. The initiation of a chain reaction by synaptic input in spines depends on whether the voltage-dependent channels are located in the spine heads or in the dendrite; direct activation of more synapses is needed when the channels are distributed along the dendritic shaft than when they are isolated in the heads. On the other hand, an established propagating wave is little influenced by the location of the channels. Also, the minimal number of synapses required for initiation and the wave's peak dendritic potential are much more sensitive to changes in R,, for the case of spine head channels than for dendritic channels.
7. With the continuum theory, different morphologies and distributed physiological properties may be represented explicitly and compactly by just a few differential equations. The equations may be integrated with standard finite difference methods adapted to treat branching geometries. The theory is general so that idealized or complex kinetic models may also be adapted. These features mean that models are easily communicated, that computations can be readily reproduced by other investigators, and that spines can and should be taken into account where appropriate.
INTRODUCTION
In the cerebral cortex, neurons of several functionally important classes have their dendrites studded with thousands of tiny projections called dendritic spines. In the vertebrate nervous system, dendritic spines are found in numerous cells. They are particularly abundant in pyramidal, Purkinje, and stellate cells in the cortex. A single Purkinje cell may have as many as lOO,OOO-300,000 spines (Shepherd and Greer 1988) .
Dendritic spines are small evaginations of the dendritic (or somatic) surface with a general knoblike appearance of a bulbous spine head and tenuous stem (see Fig. 1 , A and B). In parts of the mammalian nervous system, the most common way a synapse is formed between two nerve cells is by the presynaptic component making contact with a dendritic spine (Gray 1959) . Physiologists have speculated about the functional role of dendritic spines for almost a century. As far back as 1897, Berkley suggested that spines are discrete regions for synaptic input. Chang ( 1952) observed that the spine stems can be very slender and, therefore, may provide a high ohmic resistance. It has been conjectured that the biophysical properties of spines can be modified by experience in response to patterns of chemical and/ or electrical activity; morphological changes in populations of dendritic spines could provide a basic mechanism for learning in the nervous system (Coss and Perkel 1985;  B C FIG. 1. Dendritic spines. A: in cortical pyramidal cells (modified from Berkley 1897). B: schematic magnification from A shows the dendrite (cylinder) studded with spines. C: if there are many spines, the dendritic electrical response can be approximated by considering a continuum of spines, shown here as the stippled envelope of spine heads. Although the spines are treated mathematically as a continuum, the model is constructed so that spines interact only through spread of dcndritic potential. Fifkova 1985; Fifkova and Van Harreveld 1977; Greenough 1975; Rall 1978; Rall and Rinzel 197 la,b; Van Harreveld and Fifkova 1975 ) .
Although spines were identified by Golgi staining some time ago by Ramon y Cajal ( 19 1 1 ), detailed anatomic investigations using electron microscopy began only recently (Collonier 1968; Gray 1959; Stevens 1988, 1989; Peters and Kaiserman-Abramof 1970; Wilson et al. 1983) . Spine dimensions vary with typical ranges that include stem lengths of order 1 .O pm with diameters of order 0.1 pm and head surface areas of order 1 .O pm2. Because it is difficult to record electrically from spines, biophysical computations are valuable for studying dendritic spine function. On the basis of anatomic data, passive electrical parameters for spines have been estimated in several studies (including those by Rall 1978; Scheibel and Scheibel 1968; Segev and Rall 1988; Wilson 1984) .
In 197 1, Rall and Rinzel ( 197 la, b) proposed that the spine stem resistance could serve as a tunable "synaptic weight" parameter. They found from computations involving passive dendritic spines that depolarization delivered by the spine to the dendrite depended critically on the ratio of the spine stem resistance R,, to the dendritic input resistance RB1 at the base of the spine stem. An optimal "operating range" was found in which small changes in RJR,, could significantly change the dendritic and soma response to a given synaptic input and thereby provide a mechanism for synaptic plasticity (Rall and Rinzel 197 la; Rinzel 1982) . The range was shown to correlate with estimates of these parameters. The dependence of postsynaptic potential on electrical parameters of passive spines was explored computationally also by Kawato and Tsukahara ( 1984) Koch and Poggio ( 1983) , Wilson ( 1984) , and others.
Recent theoretical studies have considered whether the role of spines in plasticity and integration might be further enhanced if spine head membrane has voltage-dependent channels. These explorations are motivated by the accumulating evidence for excitable channels and for action potentials in dendrites (Llinas and Sugimori 1980; Masukawa and Prince 1984; Ross and Werman 1987) . In particular, Diamond and Yasargil ( 1969) suggested, on the basis of experimental findings, that action potentials may occur in dendritic spines of motoneurons in the fish spinal cord; this idea was further discussed by Diamond et al. ( 1970) and by Jack et al. ( 1975) . Interesting functional implications for a spine with active membrane properties and the interactions between spines have recently been explored with computational models. For example, Miller et al. ( 1985) showed that an individual spine can fire an action potential and thereby amplify synaptic potentials. Such firing, they found, depends sensitively on parameters such as spine stem resistance (see also Perkel and Perkel 1985; Segev and Rall 1988; Shepherd et al. 1985) . Gamble and Koch ( 1987) and Holmes and Levy ( 1990) found that spine geometry can provide diffusive resistance, and so a spine with voltage-dependent Ca2+ channels can accumulate Ca2+ with repeated firing. This may provide mechanisms for a second messenger role in synaptic plasticity. Computations have also shown that if one or a few spines fire action potentials in response to synaptic input, then such activation can spread to nearby excitable spines so that they may fire even without direct synaptic input (Rall and Segev 1987; Shepherd et al. 1985) . Rall and Segev ( 1987) have explored, with compartmental models, contingencies for synaptic input to initiate localized chain reactions of excitable spine clusters in distal dendritic branches. The spread of activity in distal branches can be blocked at proximal branch points so that not all available spine clusters will fire. Shepherd et al. ( 1989) have also considered possibilities for local computation in branches with excitable channels in spine heads or in dendritic membrane. The above theoretical results are important because they enhance our understanding of local interactions and possible mechanisms for synaptic plasticity.
To facilitate the analysis of interactions between many spines, we have formulated a new cable theory for which the distribution of spines is treated as a continuum (see Fig.  1 , B and C). Because the interspine distance is on the order of microns, whereas the electrotonic length scale of a dendrite may be hundreds of microns, we assume that the density of spines, the membrane potential in spine heads, and the spine stem current are distributed variables with continuous rather than discrete spatial arguments. In this representation, spine head voltage is the local spatial average of membrane potential in adjacent spines; it varies continuously in space and time. Our continuum formulation retains the feature that there is no direct electrical coupling between neighboring spines. Voltage spread along the dendritic cable is the only way for spines to interact. In this sense, spines are electrically independent from one another, and the parameters for individual spines (dimensions, resistances, channel densities, and synaptic currents) are taken into account. Our model for continuously distributed spines applies for dendritic branches where electrical properties and spine densities are not grossly nonuniform.
In branches where gross nonuniformities exist, the more detailed approach of coupling individual or discrete spine elements to a dendritic cable may be more appropriate.
In our theory different morphologies and distributed physiological properties can be represented with just a few differential equations that are explicitly given. The theory is general so that idealized or complex kinetic models are easily adaptable. Standard numerical techniques such as finite difference methods for partial differential equations may be adapted to treat branching geometries and can then be used to simulate voltage transients in dendrites studded with passive or excitable spines. Moreover, some questions related to spine interactions can be treated analytically (unpublished observations). In contrast, lumped or compartmental treatments may involve computational implementations, such as network analysis programs (Segev et al. 1989) , which are cumbersome to describe with succinct mathematical explicitness. These treatments may limit reproducibility of numerical simulations and analytic investigation.
In this paper we employ the Hodgkin-Huxley (HH) model (Hodgkin and Huxley 1952) for active membrane activity, but our theory can be generalized to accommodate other types of voltage-dependent ionic channel models, e.g., voltage-dependent calcium channels. Our formulation does not require that the dendritic membrane be passive, but we will assume passive membrane (as in previous theoretical studies of spine function) unless stated otherwise. When a few spines are activated by a brief synaptic input, we find action-potential generation and chain reaction propagation for a range of spine densities and electrical parameters. We show that if spine stem resistance R,, is too large or too small, then propagation is precluded even though large R,, facilitates action potentials in spine heads. We also show that, for a given number of spines, chain reactions are contingent on their spatial distribution. Low uniform density, or dense clusters too far apart, may preclude propagation. The model is also applied to study interactions in branched dendrites. We reconsider a case study by Rall and Segev ( 1987) to examine in detail the dynamic spread of excitability through distal branches. We also obtain stimulus response curves to compare how the placement of excitable channels in the head or dendrite can influence initiation and propagation of a chain reaction. Our cable model is a mathematically concise, but powerful, construct for obtaining new insights into synaptic amplification and nonlinear integration mediated by both passive and excitable dendritic spines.
METHODS

Formulation oJ'the wzodcl
We consider a passive dendritic cable studded with a population of dendritic spines characterized by a density N( x) (the number of spines per unit physical length of dendrite). Over a short segment of length Ax, the spines deliver current A.xN( x)l,,(.x, Z) to the dendrite where I,, is the current flowing through an individual spine stem. The dendritic membrane potential Yd( X, Z) (mV) then satisfies the cable equation where Cm is the specific membrane capacity (pF/cm'), Ri is the specific cytoplasmic resistivity ( $2. cm), R, is the resistance across a unit area of passive membrane (Q l cm2), and d is the branch diameter (cm) . Each term in this equation is a current density (per unit length). All potentials are relative to a uniform resting potential. The spine stem is modeled as in previous studies (Miller et al. properties. We assume that each spine head is isopotential and that Iion is the sum of active and passive currents that pass through the spine head membrane (including synaptic current, &). In our treatment the membrane potential of spine heads for the population of spines distributed along the dendrite is denoted by Ysh( .A-, 1). Rewriting the above cable equation after multiplying by R,/( rGi) and using the preceding definitions we arrive at the model equations for a dendritic branch with spines Here, X' is the electrotonic distance x/X where X is the length constant ( R, ll/ 4 Ri) ", 7 is the membrane time constant (values for X and 7 are for the dendrite without spines), R, is the input resistance if the branch were semi-infinite (R&Ad), and fi( X) is spine density per unit electrotonic length ( fi = XN). Equation I B is a current balance relation in a single spine head for the capacitive, ionic, spine stem and synaptic currents. If the spine head membrane is strictly passive, then Iion equals I$.,/ Rsh, where R,, is the resistance of the spine head membrane. For the passive case both equations are linear, and for constant fi they are solvable. We show in a later section that some results of classical cable theory (Rall 1977) can be extended naturally. If the spine head membrane is active, then Iion represents the voltage-dependent ionic channel currents, e.g., as modeled by the HH equations. In this case the model is a generalized nonlinear cable system for the voltages l/'&x, f) and &(-Y, t) and for the HH channel activation/ inactivation variables rn, h. n, which are coupled to I$, . For boundary conditions, in this study we use dV,/aX = 0 corresponding to sealed ends at terminal points of dendritic branches. For initial conditions we use I',(X, 0) = V,,(X, 0) = 0.
These equations model the dendritic spine system as a continuum, but the spines are electrically independent from each other. Equution ZR contains no term for direct coupling between neighboring spines; voltage spread along the passive dendrite is the only mechanism for spine interaction. The interaction with the dendrite is expressed in .Eq. 2 as an I. R voltage drop across the spine stem resistance R,, . This simplifying ohmic assumption is a good approximation for populations of spines with either active or passive membrane properties. If the density of spines is very high, then the spine stem membrane offers an additional leakage pathway for current. This leakage can be approximated by a straight forward modification of the equations, but this is not necessary for the cases we consider here.
In the continuum description we can prescribe different distributions of spines and different synaptic input patterns with the functions ti( X) and Isyn( X, t). Suppose that spine density fi is uniform and we want to activate simultaneously a number S of synapses in adjacent spine heads. For this we specify over an interval X0 5 X 5 X0 t AX LynbL 0 zY ,fLyn(~-N~'sh -vs,,> (34 w her-c I&, is the synaptic reversal potential and us,,,., is a brief synaptic conductance generated by the a-function JL~,(X 0 = gp f ew( 1 -t/t,) P
Lw
Unless otherwise stated V,,, equals 100 mV, and the peak synaptic conductance gP (0.37 nS) occurs at lP = 0.2 ms. The length AX needed to activate S synapses must satisfy the equation S = S z+Ax Ei(X)dX; if ti is constant over the interval then AX = S/K If we wanted to distinguish different types of spines (e.g., some active and some passive), then each type j would have its density tij( X) and a spine head potential I'sh,j (X, t), with auxiliary channel variables if necessary. To model spine clusters, fi( X) would be piecewise constant and equal to zero in regions without spines. In the case of a single spine, fi is zero except for a segment AX = 1 /fi. With this representation, we used the continuum formulation to model the behavior of a dendrite with just one excitable spine and thereby recovered the single spine results found with compartmental models by Rall and Segev ( 1987) and by . We also tested our implementation of the single spine continuum model against a different formulation of this problem, in terms of a cable with a point source of current. We found agreement between numerical solutions as we let AX decrease (and ti increase).
The continuum formulation is general, and other cable models may be derived as special limiting cases. The simplest reduction is when there are no spines (6 = 0) and Eq. IA reduces to the passive cable equation. Other limiting situations occur for extreme values of R,,. For example, when the ratio of spine stem resistance to input resistance is small (R,,/ R, -+ 0), the potential difference between the head and dendrite become negligible ( Qh --) vd). Therefore, in this limiting case we may seek a solution of Eqs. IA and IB of the form
where E = R,JR, 6 1 l Substituting Eq. 4 into Eqs. 1,4, IB, and 2 and neglecting terms involving e, we obtain av, a'v, 7 at =dX2
We get a simpler cable equation for vd by substituting W0 from Eq. 5B into Eq. 5A. Now, changing back to physical length, multiplying by .rrd/R, and using earlier definitions, we arrive at
In this cable equation the spine head membrane is now directly on the dendrite. If the spine head membrane is passive (IG = VJRsh), Eq. 6 merely states that the spine head capacitance NCI,, (per unit length) is in parallel with the dendritic membrane capacitance and similarly for the conductances of the dendritic and spine head membrane. If Iion has HH kinetics, then Eq. 6 is a HH cable equation, with extra leakage and an adjusted time constant. The spine density is reinterpreted as a parameter proportional to the density of active channels. If the spines were spatially distributed as clusters (i.e., spine density is zero except for small spatial intervals), the same limiting case could be a simple cable model for a dendrite with hot spots (Llinas and Nicholson 197 1). Another limiting case is when the spine stem resistance is large (R,, --) co ). In this limit I,, approaches zero in Eq. 2. Therefore Eqs. 1,4 and I B decouple, and the spine head membrane is isolated from the dendrite. Thus Eq. IA reduces to a passive cable equation, and Eq. IB corresponds to a collection of isolated patches of excitable membrane (i.e., the space-clamped HH equations).
In the following sections we compute threshold properties and contingencies for spread of excitation (impulse propagation) when input is delivered to one or more spine-studded branches.
Parameters fi,r dendrites, spines, and active membrane .
For all of our simulations, the passive dendrite is thought of as a distal branch with R, = 2,500 %cm', Ri = 70 Qcm, and d = 0.36 pm (except for Figs. 5 and 6 where the parent diameter is 0.57 pm). The values chosen for Ri and R, are for modeling convenience and should not be regarded as experimental estimates (the true values of R, and Ri may be much larger, perhaps 10 or 20 times greater for R, and 2 or 3 times greater for Ri). These values imply that X = 180 pm and R, = 1,233 MQ. Because many of our illustrative calculations focus on propagation of chain reactions, we consider long branches of electrotonic lengths 2 or 3. In Figs. 5 and 6 we explicitly consider end effects in short distal branches.
We define, as do Segev and Rall ( 1988) , the spine stem resistance to be the ratio of the specific cytoplasmic resistance to the stem's cross sectional area integrated over the length of the stem. In a homogeneously cylindrical stem with Ri fixed 4RiI 4s = -p ss (7) where I is the length of the stem and & is its diameter. The average stem resistance may vary at different points along the dendrite. From /Yy. 7, long thin spines have larger stem resistance than those that are short and stubby. Current estimates place R,, between 10' and 10 lo 62 (Segev and Rall 1988) .
The spine heads are approximated as isopotential.
We use a spine head area &., of 1.3 1 pm2 and a spine head capacitance Csh of 1 pF/cm2. In spine heads with passive membrane, the spine head resistance R,, p = 3,333 !&cm2, R&, R, JL& For our simulations with R, p = equals 2.54 x 10 l1 Q and the resting time constant 7,p is 3.3 ms.
To model active membrane currents in the spine head, we follow Rall and Segev ( 1987) and Segev and Rall ( 1988) and use HH kinetics with an additional factor y to adjust channel densities. The ionic current is Here &, , I&, and IyL are the reversal potentials for sodium, potassium, and leakage currents with maximal conductances &, &, and gL, respectively; ,4,, is the area of the HH-like membrane in the spine head. The activation/inactivation variables m, n, h satisfy the standard first-order rate equations with &,-dependent time constant and steady-state functions. The temperature factor is adjusted to 22OC. With y = 1, we have standard HH kinetics because we set ,& = 120 mS/cm2, & = 36 mS/cm2, andgL = 0.3 mS/cm2. For most of our computations, we use increased densities y = 2.5. These densities with A,, = 1.3 1 pm2, and conductance of 0.012 nS for a single open Na channel would imply 328 channels per spine head.
Equations I, A and B, with Eq. 8 and appropriate initial and boundary conditions are integrated with the use of an explicit finite difference method (Gerald 1978 ) with a dimensionless spatial step size of 0.04 or 0.02 with time steps 5 X 10 -4 or 1 X 10e4 ms, respectively. The explicit methods have errors that are order ( il\ X)2 and At. Exploratory computations with spatial step size of 0.04 typically take 4-5 min of CPU time on a VAX 11/8600. These calculations simulate l-2 ms of output at multiple spatial sites in a dendrite of electrotonic length 2. With the use of vectorized code on an IBM system 3090 Vector Facility, the computer runs were 1 O-20 times faster. For final computations (and figures in this paper) we used the 0.02 spatial step size. The important qualitative features of all the figures shown in this paper can be found using the larger step size, but for accurate threshold calculations the smaller step size is preferable. Computations are performed in double precision, which is common practice on these mainframe architectures.
Our computation time could be reduced, for the nonvectorized implementation, by using an appropriate second-order implicit method for the temporal integration. We have chosen to retain the simplicity of implementation so that our computations may be easily reproduced.
RESULTS
Impulse propagation in a dendrite with uniformly . distributed active spines Various hypothesized mechanisms for learning and integration at the dendritic level have involved voltage-dependent channels and spines. In analogy with axonal impulse propagation, we know that voltage-dependent channels could theoretically be distributed with densities along dendritic membrane to ensure the possibilities for spike generation and propagation. On the other hand, if channels are in spine heads [say, to amplify synaptic inputs (e.g., and/or to concentrate calcium ions (e.g., Holmes and Levy 1990)], then additional electrical trade-offs enter into consideration. Dendritic voltage may have a significantly reduced amplitude compared with the spine head action potential that led to it, because of voltage drop across the spine stem resistance. The dendritic potential resulting from excitation in a few spines will spread passively along the branch and into neighboring spine heads (not directly activated by synapses). It is not immediately obvious that such interactions will lead to recruitment of an adequate number of additional spines to sustain a chain reaction over an extended dendritic length. Our first goal is to demonstrate that this possibility is realized, even for reasonably modest spine densities, and that a propagating wave of spine firings can be described by our continuum theory.
The computations of Fig. 2 (described in more detail below) illustrate that although such a wave has some features of an axonal impulse there are some important differences. Repolarization of & can be much slower than for &,, and neither may show noticeable hyperpolarization. When synaptic input initiates a chain reaction, peak potentials may increase or decrease with distance from the stimulus site toward their asymptotic values for the fully developed propagating wave. These trends depend on stimulus and spine parameters, and they can even be in opposite directions for I'&, and I'& as seen in the case of Fig. 2 . Also, one consequence of stimulating a localized group of spines is that vsh, in contrast to l/d, is not necessarily continuous as a function of position. As for axons, boundary conditions affect voltage transients. The action-potential amplitude for lYsh increases near a sealed end, but the enhancement for vd is far more dramatic. Several of these characteristics follow from two distinguishing features of a dendritic spine system. Spines are relatively isolated from the dendrite because of the spine stem resistance, and voltages in neighboring spines are not directly coupled as are potentials along a dendritic branch cable.
The propagating chain reaction in Fig. 2 is for a single unbranched dendrite that is studded uniformly with 50 active spines. The wave is initiated by synaptic activation of two spines near X = 0. These two spines generate simultaneous action potentials ( (R, = 2,500 $1. cm2, R, = 70 Q l cm). The dendrite is studded uniformly with 50 active spines; spine density (number per X) is fi = 25. The spine stem resistance is R,, = 2,000 MQ. "Active" spines have Hodgkin-Huxley (HH) membrane in their spine heads; ion channel densities are 2.5 times HH values: HH kinetics for squid at 22°C. Two spines are synaptically activated with peak conductances 0.37 nS near X = 0 [ 0 5 XI 0.08: S = 2, n = 25, so AX = (S/n) = 0.081, with &,, given by Eq. 3,A and B. A chain reaction of spine firings propagates unattenuated to the right. A: membrane potential transients at 6 locations also illustrate attenuation of voltage from spine heads (---) to dendrite (--).
Inset : larger voltage transient produced in an isolated spine head (I,, = 0) with same HH and input parameters: augmentation arises because there is no loading from passive dendritic membrane. Inset is 120 mV by 4 ms and the long dashed line indicates rest potential. B: spatial profile of membrane potential at different times. Long vertical dashes indicate the portion of the wave at t = 1.5 ms over which I,, is flowing into the dendrite.
consistent with previous studies of individual excitable spines Perkel and Perkel 1985; Segev and Rall 1988) here with the summated effect of two spines. This depolarization spreads along the dendrite and into neighboring spines (Rall and Segev 1987; Shepherd and Brayton 1979; Shepherd et al. 1985; Wilson 1984) and brings them to threshold (just above 20 mV for these HH parameters). With a delay, neighboring spines fire, and current through their stems is delivered to the dendrite. There is some voltage spread antidromically back toward X = 0 (note the secondary peak in the dendritic response there) and some forward spread to continue the chain reaction. As the wave moves along through midlocations, its speed is nearly constant (~1 X/ms or 0.2 m/s), and the amplitude is steady at -70 mV in the spine head and 33 mV in the dendrite. The dendritic depolarization represents the spatiotemporal summation of firings from the 13 or so spines (see below) that are fueling the chain reaction.
In Fig. 2A we notice that the spine heads at X = 0 have larger I/sh amplitudes than do those downstream. This decrease of I/sh toward its steadily propagating value occurs typically when, as here, the amplitude of a brief stimulus and the value of R,, are well above the minimal values for generating a chain reaction. In the synaptically activated spine heads, the brief strong input leads to rapid inward sodium current and a high-voltage peak. In contrast, spine heads downstream are brought to threshold more slowly by the less abrupt foot of the propagating wave. For them, the recovery processes of sodium inactivation and potassium activation (not shown here) have evolved further from their resting values at the time of the action-potential upstroke than for spines near X = 0; hence the peak of Vsh downstream is reduced. (If R,, and gsyn values are nearer to just-suprathreshold conditions, there would be greater loading on the spine head and greater latency for the local action potential, and the vsh amplitude at X = 0 would not be larger, but smaller, than that at larger X.) This difference in I?Yh peaks of Fig. 2ri is even more surprising when we notice that the spines near X = 0 lose more I,, to the dendrite than those downstream. The effect of I,, loss on peaks is further illustrated by the inset to Fig. 2A , where one action potential for a synaptically activated but isolated spine head ( Zss = 0) is shown; here I/sh reaches a peak of 102 mV. In contrast to the enhanced peaks of I!& at stimulus versus downstream locations, the comparison is reversed for I$ ( Fig. 2A) . Presumably, for the fully developed chain reaction more spines are contributing depolarizing current nearly synchronously to the dendrite membrane than near x= 0.
The chain reaction wave increases in speed and amplitude as it approaches the sealed end at X = 2. Similar behavior, seen in modeling of axonal impulse conduction, was explained as follows (Goldstein and Rall 1974) . Because the wave's leading core current cannot penetrate the sealed end, it leads to a greater current density available for depolarizing the local membrane. In effect, the sealed end results in a decreased conductance load for the front of the wave (see DISCUSSION). In our case the local dendritic membrane is passive and not directly limited by saturation of nonlinear conductances or reversal potentials of excitable membrane. Thus the increase in l/d is greater than that seen in the axonal case or than that observed here for I& This increased & also means a smaller I,, loss to the dendrite from the spine heads, and this may be the primary factor in the increase of I/sh.
Let us compare more closely the time courses of Vsh and & during propagation, say at X = 1. For early times the spreading dendritic potential of the wave front is greater than I$.,. The attenuation from the dendrite into a subthreshold spine head is, however, very slight because Rsh 9 R,, (see Uniform distribution oj'passiw spines). During this phase, I,, is negative and small. Nonlinear effects from the voltage-dependent channels emerge at -1.5 ms as Vsh is overtaking v& The rapid upstroke occurs as vsh reaches -20 mV. Then, during most of the large depolarization phase of the action potential, Zss flows from the head to the dendrite. There is a second crossover when both potentials are decreasing, at -28 mV. Notice that the spine head is trying to repolarize, but this process is slowed because the dendritic membrane is charged and its membrane time constant is larger than the effective time constant for the spine head's active membrane. The spine head potential, except near X = 2, shows only slight hyperpolarization [in contrast with the significant hyperpolarization for the unloaded spine (see inset in Fig. 2A)] . Figure 2B shows spatial profiles of membrane potential at four different times. The curves for 1.5 ms correspond most closely to steady rightward propagation and therefore are nearly identical (with X and --t interchanged) to the time courses for X = 1 .O in Fig. 2A . Here we see explicitly that the lower amplitude and more gradual dendritic response reflects the electrotonic length scale X; spatial variations of l$ occur over scaled distances x/X of order 1. We also notice here that the peak of I/sh leads the peak of I/d, which implies that dendritic core current is still flowing rightward at some positions where I/sh is in its downstroke. This, of course, does not happen in axonal impulse propagation. We have indicated with long vertical dashes in Fig. 2 B the portion of the wave, at t = 1.5 ms, over which I,s is flowing into the dendrite. This length (X 1-0.53), in our continuum model, corresponds to -13 spines.
The spatial profile of l?,h for t = 0.5 ms is noticeably different than the others in Fig. 2 B. It exhibits a steep transition and apparent slope discontinuities just rightward of the synaptically activated spines where the peak depolarization (with respect to space) occurs. These features are not numerical artifacts but rather show that neighboring spines in this region are in quite different phases of their action potentials. The spatial inhomogeneity of the stimulus (synapses activated simultaneously for 0 < X < 0.08 but nowhere else) is preserved in the spine head responses. This reflects the absence of smoothing via direct electrical coupling between spine heads. Even though spines are modeled as a continuum, they interact only indirectly. Those spines beyond X = 0.08 have been stimulated only by the spreading dendritic potential, and the potential in their heads varies smoothly in space. Also from this particular spatial profile we see that at t = 0.5 ms no spines are realizing their peak potential (with respect to time); those for X < 0.08 have already peaked (cf. Fig. 2A) , and those for X > 0.08 are in their upstroke phase. This is another expression of the delay in the initiation of the wave. Only after some of the spines beyond X = 0.08 have peaked does current spread antidromically back toward X = 0. Note that the solid curve for t = 1 .O in Fig. 2 B slopes down from & N 3 1 at X = 0.3 to i/d = 27 at X = 0, whereas earlier (t = 0.5) the slope is from I'+23atX=Oto &II lOatX=0.3.Thisreversalofcore current is responsible for the secondary peak of & in Fig.   2A (-at X = 0). Finally, we notice from the spatial profiles that the dendritic voltage gradients are zero at X = 0 and X = 2, consistent with the imposed boundary conditions of sealed ends.
Runge fiv R,, that allows propagation .
In theoretical studies of single spine models with active membrane properties, it has been shown that excitability depends on the spine stem resistance R,, Segev and Rall 1988) . If R,, is too small the spine will not fire, whereas if R,, is too large the spine may fire but the potential in the dendrite will be negligible. We now demonstrate, for a uniform distribution of spines, that, although R,, may be in a suitable range for excitability, the range may not be suitable to initiate a chain reaction of spine firings along the dendrite. Success or failure of impulse propagation depends on a narrower range of R,, values, which is a subset of the range for local excitation. Figure 3A shows an example of propagation failure for R,, too large or too small. Here, fi = 20 and four synapses are activated near X = 0. For R,, = 2,490 MQ (---) a strong, local action potential is generated, but it suffers significant attenuation A 90 1 and fails to propagate to X = 2. At the other extreme, R,, = 1,290 MQ (-----), there is a local action potential, but it also fails to propagate. However, at an intermediate value of 4s = 1,800 MQ (--), a successful chain reaction is made evident by the action potential at X = 2.
The stem resistances, R,, = 1,290 and 2,490 MQ, define the lower and upper bounds for initiating a wave for the given synaptic input. Propagation characteristics (amplitudes of l& and I'd> over the entire range of 'c,, values are shown in Fig. 3 B. Only those peaks above action-potential amplitude (say, &., > 50 mV) at X = 2 correspond to successful propagation. Here we see clearly that the range of R,, values that determine whether or not a chain reaction occurs is narrower than that for which a local action potential is generated. This is most noticeable at the upper end of the R,, range. In the spine heads that receive synaptic input, the peak of vsh continues to grow with R,,, whereas the local peak dendritic response gradually decreases. [These curves for X = 0 are similar to results of Segev and Rall ( 1988) for a single excitable spine on a dendritic branch.] Even though large R,, facilitates action potentials locally, the downstream response shows an abrupt cutoff for R,, above 2,490 M6t. Throughout the range for a chain reaction, the peak ll&, (at X = 2) is essentially constant, whereas peak I$ (at I'i' = 2) declines. Although I,, decreases throughout this range (<20%), the major factor for the decline of vd is an increase in the important ratio Rss/RBI, where R,, is the dendritic branch input resistance. The decline in I$ can be predicted from the steady-state expression l"J& = 1 /( 1 + R,,/ R,,) ( Rall 1978; Rinzel 1982) , where Vsh and R,, are treated as constants. As a consequence, when vd gets too low the spreading dendritic depolarization is inadequate to bring the spine heads in front of the wave to threshold. In Fig. 3B , the precipitous drop in lYYh occurs as L$ turns downward near 20 mV (approximate threshold for these HH local kinetics). For low R,, ( < 1,290 MQ), the effect of a depolarizing input in the spine head is reduced by greater current loss through the stem to the dendrite. This dendritic loading (primarily capacitive for the rising phase of the response) effectively raises the threshold for a local action potential out of the range for the given input. There is a small range of R,, where a substantial local amplification does not lead to a chain reaction: cf., the short-dashed case of Fig. 3 .4, and the curves in Fig. 3 B (near R,, = 1,200 MQ) where peak &, at X = 0 is between 20 and 50 mV but peak I',, &st X = 2 is small. These computations show that the occurrence of a chain reaction is most favorable for an intermediate range of R,, values.
Spirw cYustcrs: impulse propugut ion is cant ingent on sput iul distribut ion of'syines When spines are distributed uniformly, impulse propagation is unlikely if the spines are spaced too far apart. On the other hand, if the spines (same total number) are arranged into clusters, a saltatory-like chain reaction may occur. An advantage of such dense grouping is that nearby spines will fire synchronously and the net I,, delivered to the dendrite by a cluster will increase with cluster size. This increase can overcome the passive decay of vd between clusters that are not too widely separated. In the limit of very few clusters, but each with many spines, the intercluster distance is large, and the advantage is lost. The effect of locally increased I$ saturates (because peak I$ cannot exceed peak Q), and electrotonic decay of vd is too severe.
For example, in Fig. 4 we illustrate the effect of different spine groupings in a cable of length 2, which is studded with 24 active spines. In Fig. 4A the spines are uniformly distributed, but their density is too low (ti = 12). In contrast, Fig.  4B shows the spines arranged into eight clusters of three spines each. The spine density is now spatially dependent; the passive region has density fi = 0, and the active region has density fi = 75. Here we see that the dendritic membrane potential at X = 0 is -10 mV higher for the cluster case. This additional potential is enough to fire the neighboring cluster and start a chain reaction. Here, clustering has increased the density of I,, current sources enough to overcome the passive dendritic decay between clusters and thereby to sustain the chain reaction. The saltatory nature of propagation is seen in the multiple peaks of the dendritic potential. Also, we see again the enhanced I'd at X = 2 because of the sealed end.
If clusters are spaced too far apart, as in Fig. 4C (fewer but larger clusters: 6 spines per cluster), the increased attenuation of & with greater intercluster distance negates the local gain in dendritic potential, and the chain reaction dies. Notice that l$J 0, t) is quite similar over the first millisecond to that in Fig. 4B ; also, the early upstrokes of V,(O, t) are similar. Here, the shoulder at -0.3 ms corresponds to the firing of the three activated synapses [compare to the 1 st peak of &( 0, t) in Fig. 4 B] , and the delayed firings of the other three spines in this cluster further increase & to its peak at -40 mV. The smaller delayed secondary peak near 1.0 ms in Fig. 4C is due to the firing of cluster number two. Somewhat later, the third cluster (X = 1) fires a weakened action potential leading to a maximum I$ of only 25 mV, which is insufficient (after attenuation over the nearly l/2 length constant of passive membrane) to fire the next (4th) cluster. Hence success or failure of impulse propagation is contingent on the spatial distribution of the excitable spines.
Dynamics ofa chain reaction in a branched dendrite I As a final example, we apply our continuum theory with HH kinetics to model interactions in a distal dendritic arbor with three branches. Each branch is studded uniformly with both passive and active spines. We demonstrate that dendritic geometry, in addition to spine density and electrical parameters, may promote possibilities for local processing; i.e., many spines on some branches may fire, whereas excitable spines on other branches may not fire. This question has been explored previously by Rall and Segev ( 1987) with a compartmental model. In their simulations each compartment (AX = 0.2) had a cluster of five excitable spines, and each terminal branch was a single compartment. Because each spine in a cluster experienced the same dendritic voltage, then, if I/sh exceeded threshold, all spines would fire synchronously (provided none were selectively activated by synaptic input). By such lumping, Rall and Segev studied contingencies of spine firings between clusters of spines at distinct dendritic locations. Without this Spine clusters: impulse propagation is contingent on the spatial distribution of spines. Effects of 3 spatial distributions of 24 active spines are compared in a cable of length 2. Electrode recording positions are X = 0, 1, and 2. Ion channel densities in spine heads are 2.75 times HH, and R,, = 2,000 MSt. Solid curves denote dendritic potentials, dashed curves spine head potentials. Three spines near X = 0 are activated synaptically with peak conductance 0.37 nS. Other parameter values are specified in Fig. 2 . A : with a uniform but low density of spines (fi = 12), an impulse fails to propagate. B: the same 24 spines are grouped into 8 clusters spaced 0.24 apart. Each cluster has 3 spines and width 0.04 (fi = 75 within a cluster). Impulse propagation is successful for this case. At X = 1 the electrode is between spine clusters, hence membrane potential is shown for the dendrite only. C: the 24 spines are grouped into 4 clusters spaced 0.42 apart. Each cluster has 6 spines and width 0.08 (ti = 75 within a cluster). The impulse propagates to X = 1 but fails before reaching X = 2. Although the clusters have the same density as in B, they are too far apart for successful propagation. lumping assumption, our approach allows closer examination of the temporal and spatial dynamics of impulse propagation through sibling and parent branches and through the branch point. In addition to predicting the contingencies of spine firings, we are able to see the dynamics of the spread of excitation within each dendritic branch. We show, by the use of a series of spatial profiles, how the impulse accelerates unattenuated from the input to the sister branch but rapidly attenuates as it enters the parent branch.
In Fig. 5 we consider three branches: input, sister, and parent; recording locations are at the terminals (I, S, P) of these branches and at the branch point (BP). All three branches have the same passive and active spine densities, For these passive spines we have R,, p = 1,650 MQ and R sh p = 2.54 X 10 l1 Q. The model equations then are Eq. IA, with the term ep R,I,, p added to the right-hand side and Eqs. IB, 2, and 9, A and B, with Zion given by Eq. 8. At the branch point, we require the continuity of dendritic voltage and conservation of axial dendritic current. There is no matching condition for spine head potential. The ends of each branch are sealed, therefore a&/H = 0 is the boundary condition at these three points. See Rall ( 1977) for a complete review of cable modeling with branching. Figure 5 shows voltage time courses in the excitable spine head and dendrite at the branch point and at the three at the branch point ( BP) and at the sealed ends of the input branch (I), the sister branch (S), and the parent branch (P). The firing of spine heads near BP is delayed, and the dendritic response is diminished because of loading by sister and parent branches. However, in the sister, the nearby sealed end terminal provides compensation; firing occurs with near synchrony. Subsequent spread of voltage back toward BP leads to a peak in I/d, but this is still insufficient to cause a chain reaction in the parent and propagation fails. branch terminals. The first two excitable spines near the sealed end of the input branch are synaptically activated, and they fire simultaneously (---curve I). There is a considerable delay, nearly 1 ms before the spines fire at BP (only 0.2 X away). This delay occurs because the presence of the parent and sister branch overload the nearby excitable spine head membrane resulting in a slower rise of I,$ at BP. As a consequence, I,, competes strongly against the active depolarizing currents in the spine head, which delays and weakens the firing at BP. In the meantime, dendritic current spread into the sister leads to an amplified & and accelerated firing due to the sealed end at S. Thus, shortly after the firing at BP, the spines of the sister branch fire, and in near unison. The chain reaction is virtually instantaneous in the sister. The vsh peak at S is nearly 13% higher than at BP yet 20% less than at I. The subsequent depolarization in the dendrite at S (peak of 28 mV) then spreads as an attenuated wave back toward the branch point (peak of 19 mV) and back into the input branch to create a secondary peak. The chain reaction fails to propagate to the parent terminal, and peak voltages there are < 10 mV. Two effects contribute to reducing the safety factor for propagation and lead to this failure. One is the increase of membrane area and load for core current delivered to the parent branch through BP; this is the geometrical effect described by Goldstein and Rall ( 1974) . The other is the increase in passive load per spine on the parent branch. Because fiis the same in each branch but passive membrane per X increases with the square root of diameter, the load per spine is greater in the parent branch than in the two smaller branches.
To see in more detail the passage of the impulse into the sister branch and its rapid demise in the parent branch, we display two series of spatial profiles at different times (Fig.  6) . Membrane potential is shown in both the dendrite ( -) and in the active spine heads (---). At t = 1.2 ms we have caught the wave stalling just short of the branch point, but already at this time the spine heads in the sister are above threshold. The branch point is still on its upstroke while most spine heads in the input branch are repolarizing.
Here we see again, as in Fig. 2B , the slope discontinuities of vsh at points where spines to the right or left are in different phases of spiking, i.e., l$, is increasing on one side and decreasing on the other. The depolarizing heads in S are supplying current to the dendrite (I& > IQ, so it is even more depolarized at t = 1.4 ms. Because of the sealed end, all of the resultant core current is directed back toward the branch point, and a wave of dendritic depolarization spreads passively back to the branch point and into the input branch to cause the late peaks of BP and I in Fig. 5 . Throughout this time sequence (top) the sister terminal is the most depolarized of the dendritic membrane. At t = 1.5 ms, all active spines in the sister and input branches are repolarizing, and the wave has penetrated into the parent. Finally, we note that none of the upper panels reveal a local peak (with respect to X) in the sister branch because the firing of the branch is nearly synchronous; we do not find neighboring spines at noticeably different phases. In the bottom panels of Fig. 6 , we see the later evolution of the chain reaction in the parent branch. At t = 2.0 ms, the I/sh wave has recovered slightly (compare with t = 1.5 ms); however, the dendritic potential is just not sufficient to recruit more spines ahead of the front. Within a short distance, the peak of lYsh falls from >50 mV at X = 0.4 to < 15 mV at X = 0.43 (t = 2.4 ms). The wave has made it 0.2 X into the parent, but no farther. Note, by these later times the spine heads in the input and sister branches have a smooth spatial profile after the nonlinearities have died away and r/sh is being driven by the smoother l$.
We have not shown the potential profiles or time courses for any of the passive spines. These spine head potentials are very close to the dendritic membrane potentials.
Uniform distribution of'passive spines .
The continuum theory can provide valuable insights into the electrotonic properties of a dendritic cable with many passive spines. Several analytic results of classical cable theory (Rall 1977) can be generalized. We apply such generalizations to show how changing the spine density fi or the stem resistance R,, alters the electrotonic length and input resistance of a dendritic branch. Previous studies of passive cable properties of dendritic spines have focused on one or relatively few spines (Rall and Rinzel 197 1 a,b; Wilson 1984) . We examine the cumulative effect of many spines on the electrical properties of the system. In this section all Vsh, ---) at 6 different times for stimulus conditions of Fig. 5 in which an impulse is initiated in the input branch ( I). Snapshots of the impulse as it passes through BP show the disparities in propagation speeds and phase differences between spines near branch points and sealed end terminals. Depolarization spreads rapidly into the sister branch (S) (t = 1.2, 1.4, and 1.5 ms). It then slowly migrates into the parent branch (P) (t = 2 ms) but quickly attenuates as propagation fails (t = 2.3, 2.4 ms). The darkened circle represents the voltage at the branch point, which rises and falls as the impulse passes through BP. Parameter values are identical to Fig. 5. spines are passive, and to keep the notation simple we suppress the subscript p for spine parameters.
In cable theory the significance of the electrotonic length constant X may be illustrated by considering the special case of a steady-state distribution of voltage along a semi-infinite cable. Actual distance (x) becomes more meaningful when expressed in terms of the natural length constant, so it is convenient to refer to the dimensionless distance X = x/X. In this paper we have used this definition for distance in a dendrite with spines. When we describe behavior in a dendrite of electrotonic length L with spine density 6, the electrotonic length refers to that same dendrite without spines. Adding spines, however, effectively changes the electrotonic length. If the spines are passive they add a conductance load that decreases X, and therefore the electrotonic length appears greater. Thus increasing fi increases electrotonic length, but increasing R,, reduces the electrotonic length.
To quantify this, we consider the steady voltage distribution in a spiny dendrite and identify an effective length constant X*. With the use of the model equations (Eqs. I, A Thus changing R,, has a negligible effect in changing the and B, and 2) for the case of a uniform distribution of electrotonic length, but the electrotonic length increases passive spines with density ti, the steady-state equations are nearly linearly as the spine density increases. 
So the effective electrotonic length of a dendrite with spines is Finally, it should be noted that if the spine density is very large then the current loss through the membrane of many spine stems might not be negligible. We can easily account for this membrane in our model by adding an auxiliary equation representing the current flow through the spine stem membrane. However, for R, / Rsh small and R,, % R,, , we find that the inclusion of the spine stem membrane is equivalent to adding in parallel to Rsh a stem membrane resistance R,,, . If we assume a membrane area for the spine stem approximately equal to or less than the area of the spine head, then R,,, is at least the same order of magnitude as RSh. With these estimates the form of our expansion in Eq. 17 remains valid, only now the small parameter R, /Rsh must be replaced by [ ( 1 /Rsh) + ( 1 /R,,,)] l R,, which is also small. Thus neglecting stem membrane does not change our previous conclusions about the negligible influence of changing R,,. We have shown that, in the linear theory (with R, / Rsh small), changes in R,, do little to alter the electrotonic length or input resistance of the dendrite.
where L is the electrotonic length without spines. The input resistance for this semi-infinite dendrite with spines is Rz = x*r, where Yi is the dendrite core resistance per unit length and X* is given by Eq. 14. Recalling that Xri = R,, the input resistance Rz may be reexpressed as
To simplify computations, Stratford et al. ( 1989) have derived formulas that replace a cable with spines by one without spines. In their derivation the electrotonic length, input resistance, and surface areas are conserved, but the cable dimensions change. In our derivation the cable dimensions do not change and the electrotonic length and input resistance are not conserved.
Placement of active channels in the dendrite changes the propagation dynamics
Thus, from Eqs. 15 and 16 we see that increasing fi causes the electrotonic length to increase and the input resistance to decrease. This is expected because larger rt means there are more spines and therefore more membrane area available for current loss. Also, from these formulas, increasing R,, reduces the conductance loading due to the spines and thereby decreases the electrotonic length and increases the input resistance.
Estimates place R,, between lo7 and 10 lo 0 (Segev and Rall 1988) . If we assume a 1 .0-pm2 spine head membrane area and estimate R, between 10 3 and 10 5 Q l cm2 and Ri as 1 O2 Q . cm, then we calculate values for Rsh between 10 1 ' and 10 l3 Q, and R, between 1 OS and 10 lo Q for dendrites with 0.33 to l.O-pm diam. This means that, in general, Rsh is much larger than R, and for midrange values R,/R,, is -10 -3. So even if there are hundreds of spines per electrotonic length, the denominator in Eq. 14 may be approximated by
Our results and previous work Rall and Segev 1987; Segev and Ralll988; Shepherd et al. 1985) show that active channels in spine heads can lead to synaptic amplification and wave propagation and, moreover, that the spine stem resistance can regulate these phenomena. Here we focus on how initiation and propagation of a chain reaction are affected if the active channels are in the dendrite rather than in the spine heads. Is there a placement for the channels that is optimal in some sense? Our computations show that initiation requires direct activation of more synapses when the channels are distributed along the dendritic shaft than when they are isolated in the heads, but an established propagating wave is little influenced by the location of the channels. Also, wave amplitude and threshold number of synapses required to initiate propagation depend sensitively on the value of spine stem resistance when the channels are in the heads. To address these questions we modified our theory to compute voltage transients in a dendrite with active membrane and passive spines. The equations for this case are
Note that in Eq. Z 7 R,, does not contribute until the secondorder term, so for R,/Rsh sufficiently small avd 2 e'v,
and lion is defined as in Eq. 8 with VSh replaced by I& The spine stem current is defined by Eq. 2. In this treatment we chose to retain the same net conductance per X, so we assigned the resting conductance G, of the HH channel mixture to the spine head, and the remaining voltage-dependent portion was moved to the dendrite. Note that near rest V'd A 0, SO that Iion A G,I/, and Eq. I9A reduces to the usual passive cable equation. As another consistency check, we observe that for small spine stem resistance Eq. I9A reduces to the limiting case (Eq. 6); so when R,, = 0, both cases are identical. When R,, > 0, the only difference between systems Eqs. 19, A and B, and 1, A and B, are the locations of the active channels. To see this more clearly, fix a mental image of spines emerging out of the dendritic cable as the parameter R,, is increased. When R,, = 0 the two equations are identical, so the dendritic membrane available for active channels is indistinguishable from the passive membrane. As R,, increases in Eq. 1, A and B, the emergent membrane has the channels; in Eq. 19, A and B, the emergent membrane is passive, and the active channels remain in the dendrite.
It is worth emphasizing that for the comparisons of this section we are considering a fixed number of voltage-dependent channels. This means, of course, that the density of channels seen by a localized stimulus will depend on whether the channels are in the heads or in the dendrite and on where the stimulus is presented. As we estimated in a preceding section, our parameters for an excitable spine head would imply 328 Na channels per spine head. On the other hand, if the channels were moved from the spines to the dendritic shaft, then there would be a uniform density of 40 Na channels per pm2 (if, say, rt = 25 ). In the former case, synaptic input to a spine head could directly activate more channels and lead to a greater depolarizing current and more dendritic depolarization (provided R,, is not too great) than if the channels were in the shaft. Indeed, as one anticipates, significantly more synapses may be required, in the latter case, to initiate a dendritic spike. Yet, somewhat counterintuitively, we find that activation of channels ahead of an establish& propagating wave is little influenced by the location of the channels. The dendritic potential is now the effective stimulus [with an upstroke that extends over a substantial fraction of a length X (e.g., Fig.  1 B) ], and, because voltage suffers little attenuation into spine heads, the channels can be activated with nearly equal ease regardless of their location.
In Fig. 7 we compare the response characteristics downstream from a localized region of brief synaptic input to spines for the two cases of excitable channels in the spine heads (dashed) or in the dendrite (solid). Each curve shows peak membrane potential at X = 2 plotted as a function of the number of synapses activated (simultaneously and uniformly) near X = 0. The six pairs of curves compare the effect of different spine stem resistances over a range of lOO-3,750 Ma. Each successive letter corresponds to a larger R,, value, but the density of spines (fi = 25) is the same in all cases. The results are striking. The sharp sigmoida1 shape of the curves show that success or failure of propagation depends critically on the number of synapses being activated. For example, in case b (R,, = 1,150 MQ), when five synapses are stimulated, the distant peak membrane potential exceeds 40 mV, but if only three synapses are stimulated the peak potential is barely above rest. Every case, except f, shows this sensitivity. These stimulus-response curves define the threshold number of synapses required for initiating a sustained chain reaction. Figure 7 shows that when the channels are in the dendrite more synapses are required to initiate a propagating chain reaction. For example, comparing b and b', more than nine synapses are required to initiate propagation when the channels are in the dendrite yet only five synapses when the channels are in the heads. This higher threshold reflects the increased load felt by the channels when they are embedded in the dendritic cable, as opposed to isolated on individual spine heads. Only in the case R,, = 100 MQ (a and a') are the thresholds (9 synapses) and peak values the same. In this case, when the spine stem resistance is low, the spine and dendritic membranes are becoming indistinguishable. An important feature in Fig. 7 is that once threshold is reached, the peak voltage saturates (except in the case f). Thus activating more synapses does not boost the peak values at the distant location, i.e., the dendrite is insensitive to additional synaptic input.
Next we compare the dependence on R,, for the two cases. When the channels are in the dendrite, the number of synapses required for successful propagation is between 8 and 12, over the wide range of stem resistances ( 100-3,750 MQ). However, when the channels are in the heads, the threshold number of synapses varies widely, between two and 1, 150, 1, 800, 2, 450, 3, 100, and 3, 750 MQ for +b', m', ', respectively, with increments of 650 MQ. Other parameters, including peak synaptic conductance, are the same as in Fig. 3 except here I? = 25. Dashed curves (a-f) denote channels in head, solid curves (a'-f ') denote channels in dendrite. Curves are smoothed with the use of a cubic spline interpolator. The steeply rising portion of each curve corresponds to the minimum or threshold number of synapses required for the initiation of a chain reaction. This threshold and the peak dendritic potential of a wave (asymptotic maximum of each curve) are more sensitive to changes in R, for the case of spine head channels than for dendritic channels; threshold varies nonmonotonically with R, when channels are in the spine heads. and nine, over the same range of stem resistances. Moreover, the threshold varies nonmonotonically with R,, in the latter case: decreasing from a --) c and increasing from d + f. This involves two effects that can be understood by considering the response in the activated region near X = 0 (not shown here). For low R,, , an individual spine may not generate an action potential (Segev and Rall 1988) . However, if enough spines are activated, spatial summation increases the dendritic depolarization, and there is less drain of I,, from these spine heads. As a result, the individual Vsi., rise sufficiently to generate action potentials. This amplification provides enough summated I,, to initiate a wave. Thus, as R,, increases from these lowest values (a --) b + c), action-potential generation becomes more secure in each head, so that fewer synapses are needed for initiation. This effect saturates, and for the upper R,, range (beyond c) each activated spine head generates an action potential (when >2 are activated). Now, however, the determining factor becomes the reduction in Jss as R,, increases. This means that there is less current supplied to the dendrite for spread to other (nonactivated) spine heads; a chain reaction will start only if more synapses contribute. Thus the threshold number of synapses increases from d --) e + f. In contrast, when the channels are in the dendrite, then action potentials are not generated in the heads, so the first effect does not apply, and the threshold number of synapses merely increases with R,, because of the second effect.
The differences in dependence on stem resistance are further apparent when we compare the saturation levels of the curves in Fig. 7 . When the channels are in the dendrite, the propagated wave peak remains relatively constant (~48 mV) as R,, changes. This is expected because no current is delivered through the spine stem resistance to sustain a propagating wave, and R,, has little effect on leakage into passive spine heads (see Uniform distribution of passive spines). However, when channels are in the heads, the saturated peak values vary quite significantly with changes in R,,. As R,, increases from 100 MQ (a) to 3,750 MQ (f), there is a monotonic decrease in potential: about a 5-to 6-mV drop for every 650-MQ increase in stem resistance. This can be understood as follows. First, we note that, for larger R,, values, the action-potential time course in a spine head is relatively independent of R,,. This implies that the same holds for the spine stem current [i.e., from the balance law (Ey. IB), if Iion and W,,/dt do not change much with R,, then neither does I,,]. Then, from the definition of Iss, we write I$ = v&, -I,,R,, . Now we use this to compare the difference in dendritic potential, AV,, for two values of R,, to get A Vd = IssARss, where AR,, is the difference in R,, values. This explains the nearly constant decrement in the saturated peak Vd with ARs, = 650 MQ in the cases b --) c --) d -+ e.
The above comparisons show that the Vd amplitude of a propagated chain reaction depends more strongly on R,, when excitable channels are located in the spine heads than when they are in the dendritic membrane. For the associated spine head potentials we find that downstream Vsh peaks (not shown here) are much less sensitive to changes in R,,, regardless of the placement of channels. For the case of spine channels, an action potential occurs in the spine head, and its amplitude saturates rather abruptly with R,,. Of course, in the limit of very large R,,, channels in the heads become ineffective for propagation of a chain reaction. When channels are in the dendrite, the spines present only a passive leak, which, because R,, is so large, is relatively insensitive to R,, (cf. previous section); therefore neither dendritic voltages (the saturated levels of Fig. 7 ) nor spine head voltages depend much on R,,. In fact, propagation (disregarding initiation) is slightly facilitated for larger R,, in this latter case (because of less leakage).
We close this section with some final comparisons. For the case of spine head channels, the downstream Vsh peak value is (for all cases of Fig. 7 except a and a' ) 15-20 mV higher than either the corresponding peaks of Vd or I/& when the channels are in the dendrite. These higher Vsh peaks may be consequential for other voltage-dependent processes such as synaptic modification mechanisms that may occur in spines. On the other hand, the peak of a propagated Vd wave for excitable dendritic membrane exceeds that for the case of channels in the spine heads. Similar downstream enhancement due to dendritic channels was also seen in the computational study of Shepherd et al. ( 1989) . They found that impulses generated by active membrane located distally in the dendrite lead to larger (passive) responses at the soma than impulses generated by distal active spine heads. DISCUSSION We have formulated a new cable theory to study the dynamic interactions of many dendritic spines that may have passive or active spine head membrane. We have found that action-potential generation and propagation (chain reaction) occur for a range of spine densities and electrical parameters when excitable channels are restricted to the spine heads. We have shown that the spine stem resistance R,, is an important parameter. Values too large or too small may preclude propagation even though large R,, facilitates action potentials in spine heads. Our computations demonstrate that the occurrence of a chain reaction is most favorable when R,, has intermediate values. We have also seen how reducing the density of uniformly distributed active spines may preclude propagation, but by redistributing the spines into clusters saltatory-like propagation can be recovered. The model was applied to study the effect of branching in dendrites with many excitable and passive spines. Here the spread of excitability is controlled by conductance loading at branch points and near sealed ends of short distal branches. Our cable theory was also useful in obtaining insights into the electrotonic properties of a dendritic cable with a uniform distribution of passive spines. We found analytic expressions for the electrotonic length and input resistance; and we showed that these quantities change little as R,, is varied over a relevant parameter range. Finally, we demonstrated that dendritic spikes may be propagated if the active channels are either in spine heads or on the dendritic shaft (and spine heads are passive). The amplitudes of these waves and threshold conditions for their generation are much more sensitive to changes in R,, when the channels are in the spine heads.
Eflkcts ofnonunijbrmity and spine density in conductance loading In our models of branched spiny dendrites, regions of decreased conductance load (e.g., near sealed ends) have a higher safety factor so that they facilitate attenuating waves and enhance waves that are successfully propagating. Regions of increased conductance load (e.g., near common branch points) promote attenuation and work to inhibit propagation. Likewise, because variations in excitable spine density alter the effective loading per spine, such variations can enhance or inhibit chain reactions. One should expect that such nonuniform properties in dendrites can lead to complex propagation phenomena.
We illustrate in Fig. 8 the resurrection of an attenuating wave as it approaches a sealed end. By reducing the spine density of Fig. 3 to fi = 15 and by letting R,, = 700 MQ, the wave fails to propagate to X = 2 and dies after sudden attenuation around X = 1.5 (Fig. 84 . However, if we shorten the dendrite's length [thereby reducing the conductance loading on spines in the region of failure (X near 1.5 )] from 3 to 2 (Fig. 8 B) , the wave first attenuates and then recovers as it approaches X = 2. Although the spines are uniform in structure, their excitability properties are influenced by the nearby termination.
Spines near the sealed end behave as though they are closer together. A similar effect (although not shown here) may be seen for the longer cable of Fig. 8A if spine density is increased in a region near X = 2.
More generally, propagation in regions of nonuniform loading may be complemented or counteracted by variations in spine density. A suitable spine density could ensure propagation through regions where the safety factor is low. For example, near branch points or segments dense with varicosities, a chain reaction would lose amplitude and slow down. To preserve uniform propagation in these regions, the spine density might be suitably increased. Conversely, if there is some advantage to localizing a chain reaction, then decreased spine density or increased loading would be appropriate. In regions where there is higher density of passive spines, the spine electrical parameters and density could also affect the loading and safety factor. The relationship between conductance loading and spine distribution/ morphology may provide a way of interpreting the complex variations in spine structure seen in anatomic studies (Jones and Powell 1969; Peters and Kaiserman-Abramof 1970) .
Localization of chain reactions .
In this paper we have idealized several of our considerations to propagation over electrotonic distances greater than one and in an unbranched dendrite. This was done to introduce the continuum theory by illustrating robust propagation phenomena where self-sustained and attenuating waves could be distinguished. For steady propagation we know that there are strict thresholds for stimulus and system parameters. Moreover, this idealization helps to limit the number of factors being considered simultaneously that influence the spread of excitation. Two such factors, branch points and sealed end terminals, were included in the simulations for Figs. 5, 6, and 8 to illustrate the role branching can play to localize spike activity when spines have excitable channels (also, see Rall and Segev 1987) . That is, branching may serve to limit the spread of chain reactions that could cause the entire tree to fire. To many neuroscientists the firing of an entire tree would mean loss of information because the event would temporarily clear the charge entered from synaptic input. Even if spike activity is localized into a few branches, the synapses on these branches would be subject to refractory pauses. Perhaps there is some functional advantage to be gained by summating and then rediscretizing, at the dendritic level, temporal information of synaptic input.
Signijicance oj'spine and channel densities In our calculations we have used spine densities that are below those reported in anatomic studies. If the density of excitable spines were much higher, then propagation would be more secure, and the sensitivities to R,, and clustering would have appeared in different parameter ranges. Of course, it is not necessary that all spines have active membrane in their heads, as first realized by and as implemented in Rall and Segev ( 1987) and in our simulations for Figs. 5 and 6. A population of passive spines could have been included in our other calculations without significantly affecting the propagation of a chain reaction. But one should realize that such passive spines are additional input sites that can contribute to the initiation of a chain reaction. Rall and Segev ( 1987) give several examples of synaptic input combinations to both active and passive spines that lead to recruitment of additional excitable spines.
A further observation on the effect of spine density follows directly from the continuum equations themselves. We see that Eq. IA is unchanged if fiand R,, increase by the same factor. Similarly, such an increase in R,, (which reduces I,,) does not change Eq. 1B as long as the other currents are reduced by the same factor. The latter could be accomplished by reducing the spine head area (to diminish & and lion) and the number of synaptic receptor channels. These parameter invariances mean that our results would apply for an increased spine density as long as the current supplied through each spine head and stem were reduced accordingly. In that case, for example, when we stimulate spines over a given length, say AX = 0.2 as in Fig. 3 , we are activating more synapses.
The generality of such parametric equivalencies is easy to demonstrate with the continuum model because the equations and parameters are given explicitly. With simplified models of excitability (unpublished observations), we have been able to derive analytic conditions that guarantee the existence of a steadily propagating chain reaction. For example, we can show, for a given number of active channels, that "hotter" kinetics (i.e., lower voltage threshold for inward current) are necessary to insure wave behavior if the channels are concentrated in fewer spine heads. In other words, more spines with fewer channels are better for propagation. It is wasteful to overload the heads with channels. Rall and Segev ( 1987) also realized that it is inefficient to place too many channels on a spine head. Their focus was not on the conditions for propagation but for generation of action potentials in excitable spines in response to synaptic input. For this latter issue there is a trade-off: too few channels per spine (even though there may be more spines) would not be able to generate an action potential in a spine head for a given synaptic input. Yet, in regard to propagation, if we suppose that a chain reaction could somehow be started, its sustenance would not be jeopardized if the given number of channels were divided up among many more spines.
Distinct ion bet ween in it ia t ion and propagation
Here we have touched on a subtle but important distinction between the parameter conditions sufficient for sustaining a chain reaction and those that determine initiation of a wave. This distinction can also be realized in the results of Fig. 7 . For the case when the channels are on the dendritic shaft and the spines are passive, the system's inherent ability to propagate a chain reaction is little affected by the value of R,,. On the other hand, this parameter does affect the initiation properties, and the minimal number of synapses increases with R,,. This is analogous to the concept of "liminal length" for axonal impulse propagation (in the continuum model, more synapses means that a greater length receives the stimulus). When the channels are in the heads, increasing R,, only promotes more the ability to generate action potentials locally in response to synaptic input, but R,, too large precludes propagation.
Versatility of the continuum model
The cable theory for continuously distributed spines is a new continuum approach that facilitates our understanding of passive spread and propagation in dendrites with spines. Its simplicity and generality allow us to describe with just a few differential equations a complex variety of cable structures, ranging from branching dendrites studded with many spines to processes with hot spots. The theory gives us a way to quantify these structures as special limiting cases of important morphological parameters, such as spine density and spine stem resistance. The equations can be solved by the use of straight forward finite difference methods, and therefore all the results in this paper may be easily reproduced.
Our approach is motivated by the continuum treatment of spreading cortical depression by Tuckwell and Miura ( 1978) . In spreading depression a wave of neuronal activity followed by quiescence propagates slowly through regions of gray matter composed chiefly of cell bodies, dendritic processes, unmyelinated axons, and glial cells. It is thought that diffusion of ions in the extracellular space plays a dominant role in supporting the wave's propagation. Experimental measurements of ionic time courses support this belief. Tuckwell and Miura recognized that most of the nerve cell processes are much smaller than the relevant length scale for the spreading depression, so their model cells are not treated discretely, and ionic concentration profiles (intracellular and extracellular) vary continuously in space as well as in time. In this theory, ions do not diffuse intracellularly. They move from one intracellular location to another by passing into the extracellular space and diffusing. With this approach, mechanisms for exchange between a distributed population of cells (in our case, spines) and the diffusion medium are fully represented.
Our continuum theory for dendritic spines is adaptable. As more is learned about ionic channels in dendrites and about mechanisms for synaptic plasticity, we expect the equations to evolve. For example, the expression for ionic current, Iion, could include terms for voltage-dependent and/or receptor-mediated Ca*+ currents. Moreover, our formulation could be extended to model also the dynamics of calcium handling, and the spatiotemporal profile of [Ca2+], in spines and in the shaft of a spiny dendritic branch. The flux of Ca*+ through spine stems into the branch would be treated as a continuum of sources in the diffusive transport equation for [Ca*+] in the shaft, analogous to how I,&, t) appears in Eq. IA. Indeed, some recent theoretical studies (Gamble and Koch 1987; Holmes and Levy 1990) have considered the distinguished significance of spine structure and buffering capacity in accumulating Ca2+ in spine heads, which might thereby help fuel changes in synaptic efficacy. Finally, mechanisms for modulation in spine morphology or synaptic weight may be explored with the continuum theory by considering, for example, the drites and somata in alligator Purkinje cells. J. Neurophysiol. 34: 532-spine stem resistance or calcium-dependent postsynaptic 551, 1971. parameters as (possibly, slow) dynamic variables governed 
