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ABSTRACT 
 
Knowing customers’ opinions regarding services received has always been important for 
businesses. It has been acknowledged that both Customer Experience Management 
(CEM) and Customer Relationship Management (CRM) can help companies take 
informed decisions to improve their performance in the decision-making process. 
However, real-word applications are not so straightforward. A company may face hard 
decisions over the differences between the opinions predicted by CRM and actual 
opinions collected in CEM via social media platforms. Until recently, how to integrate the 
unstructured feedback from CEM directly into CRM, especially for the Arabic language, 
was still an open question. Furthermore, an accurate labelling of unstructured feedback is 
essential for the quality of CEM. Finally, CRM needs to be tuned and revised based on 
the feedback from social media to realise its full potential. However, the tuning mechanism 
for CEM of different levels has not yet been clarified.  
 
Facing these challenges, in this thesis, key techniques and a framework are presented to 
integrate Arabic sentiment analysis into CRM. First, as text pre-processing and 
classification are considered crucial to sentiment classification, an investigation is carried 
out to find the optimal techniques for the pre-processing and classification of Arabic 
sentiment analysis. Recommendations for using sentiment analysis classification in MSA 
as well as Saudi dialects are proposed. Second, to deal with the complexities of the Arabic 
language and to help operators identify possible conflicts in their original labelling, this 
study proposes techniques to improve the labelling process of Arabic sentiment analysis 
with the introduction of neural classes and relabelling. Finally, a framework for adjusting 
CRM via CEM for both the structure of the CRM system (on the sentence level) and the 
inaccuracy of the criteria or weights employed in the CRM system (on the aspect level) 
are proposed. To ensure the robustness and the repeatability of the proposed techniques 
and framework, the results of the study are further validated with real-word applications 
from different domains.  
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Chapter 1: Introduction 
 
1.1 Introduction 
Both Customer Experience Management (CEM) and Customer Relationship Management 
(CRM) can help companies to take informed decisions that improve their performance in the 
decision-making process.  
CRM is a set of people, processes, and technology that together represent a combined 
approach to managing relationships by converging on customer retention and relationship 
development [1]. CRM has different business elements under each customer dimension such 
as customer development, including customer lifetime value analysis, up-cross-selling, and 
market basket analysis [2]. It is mainly driven by what a company thinks about its customers. 
CEM, on the other hand, is focused on people’s opinions with regard to service received. It is 
mainly about what customers think about the company. As social media platforms such as 
Twitter have given people a place to express themselves and share their thoughts and 
opinions on all kinds of topics [3], social media platforms have become a key source for CEM. 
The main differences between CRM and CEM are illustrated in Table 1. Winer [4] agreed that 
it is of high importance to scale the customer’s responses against contents in CRM in order to 
improve immediate solutions to negative experiences.  
Table 1: The difference between the CRM and CEM (taken from [5]). 
 What When How monitored Who uses the information 
CEM 
spread what a 
customer thinks 
about a firm 
At points of 
customer 
interaction: ''touch 
points'' 
Surveys, targeted 
studies, 
observational 
studies  
Business, to make 
desires and better 
experiences with 
products and services 
CRM 
spread what a 
company knows 
about a 
customer 
After a customer 
interaction is 
recorded 
Point of sales data, 
market research, 
web site clicks 
Sales, marketing, 
customer services, to 
drive more productive 
and successful execution 
 
Nonetheless, there is a distinction between the assessments anticipated by CRM and the real 
sentiments gathered from online networking via CEM. On the one hand, CEM helps 
companies understand people’s experiences through receiving largely unstructured feedback 
from social media platforms. On the other hand, CRM helps businesses extract hidden 
knowledge or information from an overview of users in general, which results in a structured 
understanding of people’s behaviours. 
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Mostafa [6] illustrates that social media has recently become a rich resource for mining user 
sentiments for the purposes of CRM and CEM. Social opinion has been analysed using 
sentiment analysis. This is basically a natural language processing (NLP) application that uses 
computational linguistics and text mining to identify text sentiments as positive or negative, as 
well as neutral in some cases. This technique is known in the text mining field as “emotional 
polarity analysis”, “opinion mining”, and “review mining”. In addition, to calculate a sentiment 
score, the sentiment acquired from the text is compared to a dictionary to determine that 
sentiment’s strength. Studies on sentiment analysis focus on text written in English, using 
techniques as sentiment lexicons; applying such techniques to other languages will cause 
domain adaptation problems [7]. On the other hand, using the semantic processes model 
called “ontology” is another technique for text classification. Ontology is a formal and 
expository representation that includes the vocabulary referring to the terms in a particular 
topic domain and the logical statements that describe various expressions, such as how they 
are related to each other [8]. 
Sentiment analysis uses sentiment lexicons to focus on text written in English; applying this 
technique to other languages will be more challenging. Especially, in the case of Arabic text, 
there is no lexicon for Arabic sentiment words. Beside, the nature of Arabic text is different 
from that of English and other languages [9]. Arabic texts are written from right to left, and the 
forms of letters change depending on their location [10]. Moreover, Arabic words are precise 
with gender and number, and their affixes can change accordingly; capital letters are not used 
in Arabic text, and special grammatical rules are required to detect nouns, acronyms, and 
abbreviations [11, 12]. Such issues cause challenges in attempting to analyse Arabic text. 
Limited research has been conducted on Arabic sentiment analysis, and therefore this field is 
still in its early stages [10]. Besides, an accurate labelling of unstructured feedback is 
fundamental for the nature of CEMs. However, the task is unwieldy, with uncertain 
contributions from human operators, since input may contain both positive and negative 
keywords, which befuddles humans and makes the labelling process problematic. 
Data mining technologies have created a new area in CRM, since they can extract hidden 
knowledge or information from large organisational databases, which results in understanding 
customers’ behaviours by distinguishing valuable customers and enables firms to take 
proactive actions to provide good services [13]. Bodine, Rogowski, and Stone [14] and Trainor 
[15] suggest that improving the overall interaction with the customer would lead to better 
service and customer satisfaction. To support that interaction, social media can be used as a 
tool to develop and maintain CRM. Investing in the resources that integrate social data into 
their existing customer databases will result in firms’ gaining meaningful data in order to 
improve their performance.  
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Facing the aforementioned difficulties, in this study, key techniques and a framework are 
introduced to integrate Arabic sentiment analysis into CRM. To start with, as text pre-
processing and classification are crucial to sentiment classification, an investigation will be 
carried out to discover the optimal techniques for the pre-processing and classification of 
Arabic sentiment analysis. Recommendations for using sentiment analysis classification in 
Modern Standard Arabic (MSA) as well as Saudi dialects will be proposed. Second, to deal 
with the complexities of the Arabic language and to help operators identify possible conflicts 
in their original labelling, this study proposes techniques to improve the labelling process of 
Arabic sentiment analysis with the introduction of a neutral class and relabelling. The proposed 
techniques will improve human operators’ flexibility to express their opinions during the 
labelling process with ambiguous feedback. Finally, a framework for adjusting CRM via CEM 
for both the structure of the CRM system (on the sentence level) and the inaccuracy of the 
criteria or weights utilised in the CRM system (on the aspect level) is proposed. To guarantee 
the robustness and repeatability of the proposed techniques and framework, the 
consequences of the investigation are validated and approved with real-word applications 
from various domains.  
1.2 The scope of the research 
The focus of this thesis is to integrate Arabic sentiment analysis into CRM, and to help 
operators identify possible conflicts in their original labelling in order to deal with the 
complexities of the Arabic language. In addition, the study is focus on to adjust CRM via CEM 
for both the structure of the CRM system and the inaccuracy of the criteria or weights utilised 
in the CRM system.  
1.3 Research questions & objective 
There are two main research questions to be investigated in this thesis: 
First, how can hidden information (opinions) significant to CEM be extracted from Arabic social 
media data? 
This question can be divided into two sub-questions:  
1.1. What are the optimal techniques for pre-processing and classification of Arabic 
sentiment analysis? 
1.2. How should ambiguity be tackled during the labelling process in sentiment analysis? 
 
Second, how should CRM be adjusted via CEM to reduce the differences between the 
opinions predicted by CRM and the actual opinions collected in social media? 
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By addressing these two questions, this research will explore techniques that mine opinions 
from Arabic social media data and integrate the result of the opinion mining with existing 
analytical CRM databases. The main aim of the research is to integrate the techniques into a 
framework to improve the interaction between CRM databases and social media–based CEM. 
The framework will be applied to discover patterns that could help in the development of CRM 
analytical elements such as structure revision and weight optimisation. The objectives of this 
research are as follow: 
 Explores optimal techniques for pre-processing and classification of Arabic sentiment 
analysis and provides recommendations for using sentiment analysis classification in 
MSA as well as Saudi dialects 
 Proposes a technique for improving the labelling process in Arabic sentiment analysis 
with a neutral class by enabling a better coverage of the vector space constructed by 
the training dataset 
 Proposes a technique for improving the labelling process of Arabic sentiment analysis 
with relabelling to help operators identify possible conflicts in their original labelling. 
 Adjust CRM via CEM to reduce the differences between the opinions predicted by 
CRM and actual opinions collected from social media for both the structure of the CRM 
system and the inaccuracy of the criteria or weights employed in the CRM system. 
1.4 Contributions  
The innovation of the research will be implemented through 
 New knowledge on identifying optimal techniques for pre-processing and classification 
of Arabic sentiment analysis. 
 New techniques for handling ambiguous information during the labelling process. 
A framework that integrates existing customers’ data, social data, and applied data mining 
functions such as classification, association, and clustering into the CRM optimisation 
process. As a result, new structures and improved semantic schemas (such as criteria and 
weights of rules) will be identified to improve CRM’s performance.  
These can be summarised as follows:  
In Chapter 3, 
1. The thesis explores optimal techniques for pre-processing and classification of Arabic 
sentiment analysis. The proposed approach will improve the extraction of hidden 
information. Consequently, pre-processing will occur in several steps, such as 
tokenisation, stemming, stop words removal, and filtering tokens by length to remove 
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useless words. In addition, an N-gram feature will also be utilised, since higher-order 
N-grams are more accurate in detecting context, as they give a better understanding 
of a word’s location. The strategy is to use tokens such as bigrams (N = 2) in the 
feature space rather than just unigrams (N = 1) [16], since during the pre-processing 
stage in this  experiments study which is for Arabic text it gives a better result in the 
final accuracy comparing to other N-gram features such as trigrams (N=3). 
2. The thesis evaluates the effectiveness of text pre-processing with different 
combinations of term weighting schemes on Arabic text and investigates the 
effectiveness of using popular text classification algorithms in Arabic sentiment 
analysis. 
3. The thesis provides recommendations for using sentiment analysis classification in 
MSA as well as Saudi dialects. 
In Chapter 4, 
4. The thesis proposes a technique for improving the labelling process in Arabic 
sentiment analysis with a neutral class by enabling a better coverage of the vector 
space constructed by the training dataset.  
5. The thesis proposes a technique for improving the labelling process of Arabic 
sentiment analysis with relabelling to help operators identify possible conflicts in their 
original labelling. 
 
In Chapters 5 and 6, 
6. The thesis proposes a framework to adjust CRM via CEM to reduce the differences 
between the opinions predicted by CRM and actual opinions collected from social 
media for both the structure of the CRM system (sentence level) and the inaccuracy of 
the criteria or weights employed in the CRM system (aspect level). 
1.5 Research approach 
To answer the research questions and fulfil the objective, the research will be carried out by 
the following main steps: 
 Step one: Provide fundamental background knowledge by reviewing the previous works 
and studies about social data mining (unstructured data). This step emphasises 
extracting opinions from text from Arabic social media platforms. Therefore, the 
sentiment analysis field will be investigated and reviewed in detail to 
 Collect unstructured data from social media using Twitter’s streaming API. 
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 Pre-process using NLP to tokenise, remove stop words, lightly stem, filter 
tokens by length, and implement N-grams. 
 Optimise the vectors for semantic schemas using machine learning based on 
classification accuracy, precision, and recall measures.  
The techniques will be deployed in selected applications from different domains, and a 
recommendation for using sentiment analysis classification in MSA as well as Saudi dialects 
will be proposed (see contributions 1, 2, and 3) based on the common patterns of the selected 
Arabic Sentiment Analysis applications.  
 Step Two: Identify the sources of ambiguity in the labelling process and then tackle them 
by corresponding methods, such as identifying possible contradictions and adding a 
neutral class. Techniques for improving the labelling process of Arabic sentiment 
analysis by giving humans more flexibility to express their uncertainty will be established 
(see contributions 4 and 5). 
 
 Step Three: Carry out a detailed investigation about data mining in CRM. The current 
study considers the following methods to validate and test CRM structured data to 
achieve the fourth objective for this study: 
 Collecting structured data from a CRM system using CRM Databases API. 
 Labelling relevant records into three classes, namely, positive, negative, and 
neutral, based on their behaviour patterns and CRM criteria. 
 Building a collection of attributes for each of the classes by pre-processing the 
attributes of CRM and their combination (e.g., user's personal information, 
user's transactions, product used). 
 Initialising dictionaries for each of the classes and then optimising them by 
machine learning approaches based on classification accuracy, precision, and 
recall measures. 
 Establishing a second semantic schema. 
 Step Four: Integrate the CRM and CEM opinions predicted by the above steps to validate 
the consistency of the opinions from both sources. The following methods will be used 
to validate and test the consistency of the selected CRM system and Arabic tweets to 
achieve the fifth and sixth objectives for this study. 
 Tuning on aspect level: Sentiment analysis can be applied to adjust the criteria 
or the weights utilised in CRM.  
 Tuning on sentence level: Sentiment analysis can be applied to adjust the 
structure of CRM. 
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In this stage, it was realised that CRM can be adjusted by sentiment analysis (see contribution 
6). 
1.6 The Limitations 
Although the results can be considered promising and positive, the research has some 
limitations that should be pointed out. 
 The first limitation of this study is the sample size is small. To identify significant 
relationships larger sample size could have generated more accurate results.   
 
 The second limitation of this study is the lack of available lexicon or dictionary for Arabic 
Language. This causes Labelling documents conducted manually. 
  
 The third limitation of this study is the Arabic informal language’s lacking structure and 
being difficult to standardize, and NLP is not applicable to Arabic because of its 
morphological richness.  
1.7 Thesis structure 
The structure of the rest of this thesis is as follows: 
Chapter 2 provides background knowledge for the research. It starts with some general 
information about text classification and sentiment analysis and then discusses the NLP in 
general, followed by data mining methods and approaches used to build data mining models 
and their evaluation measures. Moreover, it offers the necessary background on improving 
sentiment analysis in the Arabic language and the challenges of using Arabic in sentiment 
analysis. It discusses Arabic’s script, syntax, and morphology. The chapter then describes the 
techniques that have been used to pre-process Arabic text using NLP and the Arabic 
sentiment analysis approaches that are currently being built in this research. 
Chapter 3 explores techniques for pre-processing and classification of Arabic sentiment 
analysis. The characteristics of the Arabic language are presented along with the general state 
of the art for sentiment analysis in Arabic. The chapter then proposes an Arabic text pre-
processing and sentiment analysis process. Thereafter, optimal techniques for pre-processing 
and classification of Arabic sentiment analysis in three different domains are explored. Finally, 
repeated patterns in Arabic sentiment analysis are summarised based on applications from 
different domains. 
Chapter 4 presents a technique for improving the labelling process in sentiment analysis. The 
chapter shows why the labelling process is improved with a neutral class, along with the need 
to improve the labelling process with relabelling. The chapter also illustrates the process of 
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relabelling by analysing the experimental findings for Saudi stock market data. The final 
section will constitute the conclusion and recommendations for further work in this area. 
Chapter 5 introduces a framework for integrating CRM and CEM. Then the chapter presents 
a case study for King Abdulaziz University for tuning CRM based on CEM at the aspect level. 
Then, sentiment analysis for CEM, with experimental results and evaluations, is presented. 
The chapter also illustrates classification using CRM with results and evaluations. Thereafter, 
the chapter covers the tuning of CRM via CEM along with experimental results and 
evaluations. Finally, a summary of this chapter is presented. 
Chapter 6 presents the background of the Mubasher product. Then, a framework for 
integrating CRM and CEM is introduced. Next, the chapter presents a case study with 
Mubasher for tuning CRM based on CEM at the sentence level. Thereafter, sentiment analysis 
for CEM, with experimental results and evaluations, is presented. The chapter also illustrates 
the classification using CRM with results and evaluations. After that, the chapter covers the 
tuning of CRM via CEM, along with experimental results and evaluations. Finally, a summary 
of this chapter is presented.  
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Chapter 2: Background and Related Work  
 
 Introduction 
Building relationships with their customers is an important function for modern businesses. 
Organisations use different processes and modern technology to manage relationships by 
focusing on retaining their customer bases and developing positive relationships with their 
customers. CEM helps businesses understand the customer experience through honest 
appraisals and feedback from customers; knowing what individuals think about the service 
provided has always been important for making business decisions. On the other hand, CRM 
utilises data mining technologies to help extract hidden knowledge from an overview of 
customers in general, which results in understanding customer behaviours and enables firms 
to take proactive actions to provide good services. Hence, CRM and CEM can both help 
companies to take immediate and informed decisions to improve their performance.  
In today’s world, CRM needs support from social media to realise its full potential. Social 
opinions have been analysed using sentiment analysis, which helps organisations, 
educational institutions, and businesses to analyse and monitor public opinion towards the 
services provided. This is important, as an explosion of social networks and microblogging 
has increased interest in analysing public opinion.  
To develop a comprehensive background for this research, one should have a thorough 
knowledge of three essential areas: (a) sentiment analysis and its related topics, such as NLP 
and data pre-processing; (b) data mining tasks, including text classification, methods, and 
algorithms, along with their evaluation; and (c) CRM’s definition and CRM based on data 
mining, integrating sentiment analysis into CRM. 
 Customer Experience Management 
CEM defined by (Zomerdijk and Voss, 2009) is a holistic concept that encompasses every 
aspect of a company’s offering. In addition, Meyer and Schwager (2007) defined the CEM is 
the internal and individual reactions that customers have to any direct action such as 
purchase, use and serves or indirect touch with a company which is unplanned encounter with 
representation of company product, service or brand which came from word -of- mouth from 
different resource such as recommendation, criticism, news and blogs. Customer experience 
has become increasingly important for service organizations. collecting explicit customer 
feedback are generating increasing volumes of unstructured textual data, making it difficult for 
managers to analyze and interpret this information. Consequently, text mining, a method 
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enabling automatic extraction of information from unstructured text data, is gaining in 
popularity [17]. For example, using text mining for Improving student experience management 
in higher education [18]. Now days, sentiment analysis and opinions expressed in social 
networks play significant role in study customer behavers across different dominos as buying 
products, providing serves and stock market [6]. 
 Sentiment analysis 
Sentiment analysis is at the heart of social media research, and there have been a number of 
studies [19-21] in which users' opinions have been elicited in areas such as commerce, 
management, and politics. Social media is indeed a rich resource for mining users’ feelings; 
social opinion is analysed using sentiment analysis, and studies show that sentiment analysis 
of various inputs on social media can support business planning [22-24]. For instance, Twitter 
is an online platform that was created in 2006 and allows its users to send and read text-based 
posts, known as tweets, with a 140-character limit. The number of Arabic users on platforms 
such as Twitter has been rapidly increasing, reflecting the rise in young populations in Arab 
countries. With the rapid growth of social media utilisation in the Arabic-speaking world, it is 
evident that there is also growth in Arabic reviews, comments, ratings, feedback, and opinions. 
However, Duncan and Zhang [25, 26] also reported that it is not possible to compare traditional 
sentiment analysis with Twitter sentiment analysis; due to the limit on the number of characters 
that can be used in a tweet, there are large numbers of abbreviated words, misspellings, and 
colloquialisms being used. This is why the application of neural networks has tended to have 
a low accuracy rate. There have been some attempts to deal with this problem, and there have 
been some research studies, but those related to Arabic texts have been very limited.  
Using social media to provide business information for companies’ decision-making is a 
relatively new concept. Sentiment analysis is an application that combines NLP, computational 
linguistics, and text analytics; this enables sentiment polarity to be identified and then retrieved 
from the text by studying the opinions of social media users [27]. The given text can then be 
classified by determining whether the expressed opinion is positive, negative, or neutral [20]. 
Most of the open literature on sentiment analysis has focused mainly on the following levels: 
 Document level: 
 
The main task of document-level sentiment analysis is to classify the entire document and 
identify whether it has a positive or negative sentiment [28, 29]. This assumes that the 
document presents a single sentiment [30, 31]. Consequently, this has been criticised as 
impractical because particular documents could hold more than one sentiment [32]. 
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 Sentence level: 
 
The sentence level is a closer level of sentiment analysis [33]; on this level, the sentence 
expresses a single opinion, whether positive, negative, or neutral [28]. Moreover, Liu [34] and 
Ding, Liu, and Yu [35, 36] stated that sentence-level sentiment analysis is closely related to 
subjectivity analysis. Solomon [37] explained subjectivity in philosophical terms, referring to 
the subject’s perspective, feelings, beliefs, and desires. Turney [38] as well as Pang and Lee 
[38, 39] determined that subjectivity examination consists of two tasks: extracting the 
subjective signs, for example terms and expressions, and then utilising them to classify the 
considered sentence as subjective or objective. This assignment is the first process of most 
sentiment analysis applications and is called “subjectivity classification”. 
 Entity and aspect level: 
 
Entity- and aspect-level sentiment analysis is based on targeted positive or negative opinions 
describing entities and aspects of them; for example, ‘The Samsung call quality is good’ 
evaluates one aspect of the call quality of the entity Samsung [28]. Its objective is to identify 
the target of each opinion, and it suggests that every opinion has a defined target [40]. In 
addition, some researchers [35, 41] have added two more levels in sentiment analysis:  
 Comparative sentiment analysis, where the aim is to identify sentences that contain 
comparative opinions and to extract the preferred entities from each opinion [42].  
 
 Sentiment lexicon acquisition: A manual approach is generally not feasible, as each 
domain requires its own lexicon, and it would take an enormous amount of time. 
However, a dictionary-based approach is more effective, as it can start with a small 
number of sentiment words suitable for the target domain; this set of words can then 
be expanded by using synonyms and antonyms [42]. 
2.3.1. Sentiment analysis approaches 
Sentiment classification identifies the extent of polarity in texts by reviewing the sentiment 
expressed. This section investigates the different Machine Learning techniques that are 
used for identifying sentiment.  
Generally speaking, there exist three different approaches for detecting sentiment in text 
[43]: 
 The machine learning approach or corpus-based approach uses vectors to represent 
positive or negative data; the classifier is trained to deal with these vectors and thereby 
produce features that will identify them as relating to certain classes [29]. However, it 
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has been found that sentiment classiﬁers trained to deal with one domain often fail 
when applied to other domains [44, 45]. For example, Aue and Gamon [44] reported 
that an in-domain support vector machine classiﬁer trained to review data related to 
films (with an accuracy of 90.45%) had a much lower accuracy rate of 70.29% when 
used for book reviews. This is a clear indication that sentiments are dependent on 
context and can vary according to the topic. 
 The lexicon-based approach depends on constructing linguistic resources such as 
dictionaries and lexicons and keeps track of words. Once the lexicon or dictionary is 
built, a simple count of the different lexical items will reveal the polarity of the text [29, 
46, 47].The major challenges for building lexicons are that these are very hard to build 
manually and they are domain dependent, but they do not require an annotated dataset 
to detect sentiment [48]. 
 The linguistic approach or so-called hybrid approach is a combination of both 
previously mentioned approaches. It is also referred to as a semi-supervised or weakly 
supervised approach, and it uses a large amount of unlabelled data and partially 
annotated data to build better classifiers. It normally uses the syntax of words and 
phrases, as well as the structure of the text, to make a judgement of the text’s 
orientation [43, 49]. One method used in the linguistic approach is based on part-of-
speech (POS) [33], which are the grammatical category labels assigned to each token 
based on the linguistic and contextual information within a sentence [50].  
These three approaches can be used independently or combined. The model classifies 
unlabelled data using a supervised classifier trained with labelled data; an example of this is 
when there is a combination of machine learning and linguistic approaches and the selected 
features for training are focused on just one POS [33]. This means that a lexicon can be 
constructed from adjectives [33], which can then be classified as either positive or negative 
[29]. Nevertheless, Dasgupta and Ng [51] have reported that there are difficulties in analysing 
both supervised and semi-supervised approaches, and it is likely that unsupervised or weakly-
supervised approaches create even more challenges.  
2.3.2. Applications of sentiment analysis 
Sentiment analysis remains an open research ﬁeld because expanding application domains, 
linguistic nuances, diﬀering contexts, and even cultural factors make it challenging to 
automatically assess a piece of text’s sentiment. The need to know other people’s sentiments 
about objects has always been part of humans’ information needs. Traditionally, when an 
individual needs sentiment information, he or she asks friends and family, whereas 
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organisations, companies, and governments conduct surveys and opinion polls [52]. 
Sentiment analysis in reviews entails examining product reviews to determine the overall 
opinion of a specific product [33]. Reviews reflect content generated by the actual users of a 
product, and therefore it is important for professionals to receive this feedback [53]. Sentiment 
analysis applications are endless. Work with sentiment analysis in different domains such as 
products/services, stock market prices and their ﬂuctuations, and even students’ opinions can 
prove a breakthrough for complete business success. Three such examples are the focus for 
this research: products reviews, stock market, and student feedback. 
2.3.3. Applications domains 
In the first instance, a sentiment analysis system can be developed to determine consumer 
attitudes on products/services from review data. For example, when Dehkharghani and Yilmaz 
[54] conducted a review using a logistical classifier, they found that the average accuracy was 
66.6% [9]. Bross and Ehrig [55] found that an aspect-based review to detect individual opinions 
and expressions about specific aspects of a product had a high accuracy [9]. Indhuja and 
Reghu [56] used an approach with novel fuzzy functions and achieved 85.58% accuracy. 
Wang [57] found that his model using a combined sentiment Co-LDA and topic Co-LDA was 
more effective than just topic sentiment analysis. Zhang and Varadarajan’s [58] models, which 
incorporated features to predict utility scores of product reviews, achieved high performance, 
indicating that this is an effective approach [9]. 
The second example looks at the influence of Twitter; in terms of any relationship between 
sentiment analysis and the stock market, Bollen, Mao, and Zeng [22] reported that Twitter 
moods were used to predict the Dow Jones stock market index [10]. In their approach, public 
moods were measured using two tools: Google Profile of Mood (GPOM) and Opinion Finder 
[10] and a predictive model based on Self-Organised Fuzzy Neural Networks (SOFNN). The 
study found that the accuracy of the standard stock prediction model was significantly 
improved when mood dimensions and the value of the Dow Jones Industrial Average (DJIA) 
were included [10]. In addition, a study by Martin, Bruno, and Murisasco [23] showed a 
correlation between public opinion expressed on Twitter and the French stock market, using 
a neural network to find association patterns. They found that adding the sentiment feature on 
tweets two days before stock market closing values could improve accuracy [10].  
Simsek and Ozdemir [59] also found a relationship between Turkish Twitter posts and the 
stock market index. By using the most common Turkish words representing happiness and 
unhappiness collected from tweets over a period of a month and a half, they worked out the 
frequencies of these two classes of words [10]. They found that the terms happy and trouble 
were commonly used in the emotional word database, and when the Twitter post contained 
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stock market–related words, the average emotional value of the tweets changed from 
happiness to unhappiness by approximately 45% [10]. In a further study, Khatri, Singhal, and 
Johri [60] tried to train the neural network with words such as happy, hope, sad, and 
disappointing as input to predict the Bombay Exchange index. Their study indicated that an 
artificial neural network provided optimum results when set up with one hidden layer containing 
nine neurons [10]. Gao et al. [61] tried using a sentiment classification approach for Chinese 
stock news and found that pre-processing and a relevant sentiment dictionary affected the 
classification. Zhang and Skiena [24] showed that news sentiment can have an influence on 
market trading algorithms; they also found that news sentiment had a much sooner impact on 
stock markets than sentiment expressed on Twitter, which could take up to three days [10]. 
All of these studies, however, point to a strong correlation between sentiments expressed on 
Twitter and global stock market indices.  
In the third example, student feedback can highlight any issues students may have with the 
services provided by their colleges or universities. An example of this is when students cannot 
understand a lecturer or do not avail themselves of specific online services. Students have a 
habit of regularly using social media to express their opinions and describe activities they are 
involved in [62]. Therefore, universities utilise social media as a way of improving their 
teaching processes and generally to find out more about student experiences [62]. This is 
especially useful when finding out about online distance-education students, who do not give 
feedback face to face [62]. For instance, Tian et al. [63] developed an e-learner questionnaire 
and compared emotion words to measure the intensity of sentiment in each category. This 
approach enabled a positive result in dealing with challenges faced in the analysis of texts, 
such as those in Chinese, which are characterised by the richness of emotions. Wang, Zuo, 
and Diao [64] worked with the essential function of sentiment feedback in education over the 
Internet [62]. Wang [65] set up a Student Feedback Mining System (SFMS) to carry out an in-
depth analysis of qualitative student feedback, which allowed insight into teaching practices, 
thus significantly improving student learning [62]. Donovan, Mader, and Shinsky [66] found 
that online student comments were much more detailed and informative than traditional paper-
based feedback but are more time-consuming to analyse [62]. However, sentiment 
classification is important, as it gathers attitudes and opinions of users by mining and analysing 
personal information [65]. 
2.3.4. Natural language processing (NLP) 
NLP encompasses a range of techniques that enable computers to analyse and understand 
human languages [67, 68]. Therefore, it is clearly relevant in sentiment analysis, since 
sentiment is typically expressed in the form of unstructured textual data. Sentiment analysis 
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is closely related to some of the techniques developed in NLP, such as tokenization, 
stemming, removing stop words, negation handling, and feature selection. In addition, the 
process of marking up words corresponding to a particular POS defines the syntactic patterns 
or categories of the words [69]. N-grams are utilised to describe these patterns, and higher-
order N-grams are more accurate in detecting context, since they give a good understanding 
of a word’s position [62]. The approach is to utilise tokens like trigrams in the feature space 
rather than unigrams [16, 29]. 
2.3.5. Text mining methods 
Text mining identifies patterns in data [70]. There are a number of different text mining 
methods, such as text classification and information retrieval, but the addition of machine 
learning has improved results. When applied to sentiment classification, text mining’s main 
aim is to determine attitudes and opinions through mining and analysing the level of interest 
shown by users, as well as other subjective information [65]. 
 Challenges in applying sentiment analysis 
Sentiment analysis can cause a classification problem. It involves to a certain extent NLP and 
accordingly reflects many of the challenges inherent in such an approach [9]. The challenge 
of this field is to improve machines’ ability to understand texts in the same way as human 
readers can, as it is imperative for companies in a competitive world to note what their users 
are saying about their products or services [9]. 
Working with sentiment analysis has some challenges because text pre-processing has a 
significant role in sentiment classification performance [33]. Data preparation can be more 
time-consuming and challenging than data mining [71, 72]. Moreover, it is highly domain and 
context dependent. A piece of text that is positive in one domain can be negative in another. 
For example, “go and read the book” is positive in the domain of books but negative in the 
domain of movies [73]. 
Additionally, text properties present peculiar challenges for sentiment analysis. For instance, 
social media text (e.g., Twitter) users often employ non-standard spelling/grammar and 
sarcasm to express their opinions. Bharti et al. [74] defined sarcasm as a type of sentiment in 
which people express their negative feelings using positive or extremely positive words in the 
text. It can be observed that sarcasm is essentially a device for expressing sentiment, and it 
is difficult to handle, as the literal meaning affected by the use of sarcasm must be detected 
and treated as the opposite of what is said. Existing research work on sarcasm detection 
typically focuses on detecting the presence or absence of sarcasm but not how to handle it for 
effective sentiment analysis [75]. 
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The research study by Da Silva et al. [76] showed that Twitter sentiment analysis needs to be 
treated differently, as the frequency of misspelt or abbreviated words and slang in tweets is 
amplified due to the 140-character limit [9]. Similarly, Maynard and Greenwood [75] found that 
text on these platforms is typically short, thus presenting high levels of ambiguity. 
Gokulakrishnan et al. [77] discussed the challenges of and presented strategies for using 
steps to help with the classification process. These steps are as follows: replacing emoticons, 
upper case, and lower case; URL extraction; detection of pointers (usernames and hashtags); 
identification of punctuation; removal of stop words; and compression of words. 
2.4.1. Data mining 
Data mining is an important field and a core process within Knowledge Discovery in Databases 
(KDD). KDD is a process used to identify any patterns or models that exist within data and 
help identify their potential use. While data mining is only one step in the KDD process, data 
mining includes the use of specific algorithms that make use of suitable computational 
efficiency restrictions in order to find patterns or models in databases [78, 79].  
Furthermore, the process of data mining incorporates the automated extraction of interesting 
information from large databases (relational databases, data warehouses, etc.). The overall 
goal of data mining is to search for relationships and global patterns present within databases 
that may be hidden amongst the high volume of data. Many data mining techniques are 
implemented directly in the data sources that produce the results, and their various patterns 
can then be evaluated using specific rules. 
The two classes or methods of data mining objectives can be identified as descriptive and 
prescriptive. The descriptive task is a method of summarising the properties of data. In other 
words, this allows it to be understood and interpreted by humans. That is, descriptive tasks 
identify a set of categories that describe the data; an example is the clustering method. The 
prescriptive task is a method of inference performed on data to produce predictions based on 
historical data and is designed to separate items into discrete classes [80-82]. 
Bharati and Ramageri [83, 84] and Liao et al. [84] reported that there are different types of 
data mining techniques, such as 
1. Classification. 
2. Clustering. 
3. Association rules. 
Classification is an important technique that has been studied widely within the data mining 
and machine learning literature. The two primary goals of classification are to analyse the 
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history of data and to develop a model that describes the correlation between the objects and 
the class labels within the historical data. The model produced from this technique represents 
a set of rules, also known as classifiers, which are used to forecast class labels of previously 
unseen objects.  
Clustering refers to the process of grouping objects into a subset of objects that share a similar 
pattern. This technique is known as unsupervised learning and differs from classification 
based on its use of predefined classes.  
The association rules technique is one of the most researched areas of data mining. The 
technique involves finding a relationship amongst items in a transactional database and is a 
mixture of both descriptive and predictive aspects. By producing a set of records, it can predict 
the occurrence of each item based on patterns identified in the data. 
One of the most important processes after building data mining models is evaluation. This 
serves two purposes: First, it predicts how well the ﬁnal model will work in future, and second, 
it helps ﬁnd the model that best represents the training data [85].  
Classification rules are used to predict unseen data. Therefore, the measure used for 
evaluating quality is predictive accuracy; this is defined as the number of testing examples 
correctly classified by the rule set, divided by the total number of testing examples [86]. The 
widely known performance metrics used for evaluating classification results are precision, 
recall, and accuracy [87]. Higher precision means fewer false positives, and higher recall 
means fewer false negatives [88-90]. 
2.4.2. Data pre-processing 
The main purpose of the data pre-processing stage is to recognize the quality and format of 
data. Data pre-processing is important for data mining algorithms’ discovery of clear patterns 
among the data [71]. The data pre-processing stage focuses on cleaning and constructing the 
data: for example, creating derived variables, discretising where relevant, integrating if 
necessary, and converting data to the format that satisfies the requirements of the given data 
mining tool. According to Sharma et al., there are several potential outcomes in developing 
the data, regardless of the derived variables or the ways in which the data can be discretised 
or integrated. Transforming the data to the format needed for a specific data mining task 
requires tools and expertise to understand and identify how it can be done [91]. 
Data preparation is used to direct the discovery of knowledge and to help develop effective 
systems [71]. It is important because real-world data are not pure, yet high-performance 
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mining systems require high-quality data; having such high-quality data allows more 
concentrated patterns to be formed [92].  
In this research, we must discuss the most important breakthrough in text analytics, that of 
sentiment analysis. Preparing the information in textual data helps to identify the subjective 
domain. Pre-processing consists of different steps—such as removing stop words, removing 
white space, stemming, extending abbreviations, negation handling, and feature selection 
[62]—and is designed to extract just the relevant content from the text [93]. A later chapter in 
this thesis on specific problems such as data pre-processing for classification will contain 
detailed discussions on text features. 
2.4.3. Feature selection advantages for text classification 
All the pre-process steps (normalisation, tokenization, and so on) are called “feature 
selection”, and this technique has important advantages [94]: 
1. It reduces the running time of classifiers, as unnecessary features are eliminated, and 
therefore the feature vectors used by the classifiers are smaller [66]. 
2. It yields more accurate results, as the elimination of unnecessary features ensures that 
the meaningful features are retained [66]. 
3. It limits the expected memory to deal with the documents' vectors by decreasing the 
quantity of features represented by the vectors [66]. 
2.4.4. Text classification (based on data mining)  
Text classification is the task of assigning one or more predefined categories to a text 
document. An example of this is an email system’s categorisation of messages as "junk email" 
or "inbox email" [95]. Text mining usually starts with a data pre-processing phase [96]. 
Many applications have used text mining techniques to discover information and knowledge 
from unstructured data, ranging from the manufacturing to the construction industry. Textual 
data may be unstructured, as free text in natural language, or semi-structured, as in HTML or 
XML documents [97]. Many machine learning methods are designed for sets with vectors 
representing attribute values, so the text data have to be transformed into document vectors 
[98]. The order of words is not taken into account; the frequency of each word in a document 
is taken as the value of the attribute [97], and words that occur on frequently but do not add 
to interpretations are often removed. These Term Frequency (TF) values are often weighted 
to take frequent words into consideration [99]. Sentiment analysis is one of the typical tasks 
carried out in text mining, with its value being in its ability to measure sentiments by comparing 
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them with a dictionary [33]. However, it should be noted that sentiment analysis has focused 
mainly on texts in the English language, and applying sentiment lexicons to any other 
language may well bring about mistakes in adaptation [100]. 
2.4.5. Methods and algorithms 
In this research study, it was decided to follow Knowledge Discovery and Data Mining (KDDM) 
processes, which involve business understanding, information understanding and preparation, 
and creating modelling, assessment, and deployment [91].  
Attempting to classify text in Arabic and apply sentiments expressed on Twitter may be a 
challenge. Firstly, it requires building a set of models that can accurately predict class. These 
can then be used to predict information about class for objects that have previously not been 
classified. Naïve Bayes (NB) and Support Vector Machine (SVM) classifiers are widely used 
in sentiment analysis.  
 Naïve Bayes 
 
NB depends on the precise nature of the probability model; therefore, the classifier can be 
trained very efficiently in a supervised learning setting and utilise the method of maximum 
probability [101], [102]. The following provides a description for NB:  
By assigning to a given document d the class )|(maxargc* dcPc , the NB classifier is 
driven by first overlooking the Bayes rule, 
)(
)()|(
)|(
dP
cPcdP
dcP  ,     (2.1) 
where p(d) plays no role in electing c∗ to guess the term )|( cdP . NB decomposes it by 
assuming  fi′s are conditionally independent, given d′s class: 
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    (2.2) 
In other terms, the NB model has many advantages, such as treating each feature 
independently, being relatively fast to compute and easy to construct, and having no need for 
any complex schemes and less over-fitting compared to other models [103]. 
 Support vector machines 
SVM have been applied successfully in many sentiment analysis tasks. This technique has 
outperformed other machine learning techniques because of its primary advantages. 
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“First, they are robust in high dimensional spaces; second, any feature is relevant; third, they 
are robust when there is a sparse set of samples; and, finally, most text categorization 
problems are linearly separable.” [89] 
The basic idea of SVM is to find a hyperplane represented by vector ω⃗⃗  that separates the 
document vectors in one class from those in other documents. Suppose cj ∈ {1,−1}  is 
identical to positive and negative in the true class of document dj: 
 ω⃗⃗ ≔ ∑ αjcjdj⃗⃗  ⃗j  , αj ≥ 0,      (2.3) 
where the αj’s are obtained by solving a double optimization dilemma. Those dj⃗⃗  ⃗ such that αj 
is greater than zero are called support vectors, since they are the only document vectors 
shared in ω⃗⃗ . Classification of test instances consists simply of deciding which side of the ω⃗⃗ , s 
hyperplane they enrol. In other words, the SVM is a classification prediction tool that uses 
machine learning theory to maximize predictive accuracy while automatically eliminating over-
fitting of the data [80, 104-106]. 
2.4.6. Evaluation 
The performance metrics widely used to evaluate classification results are accuracy, 
precision, and recall [107] [90]. The accuracy chosen as the main criteria because it is the 
proportion of both true positive and true negative unlike the precision and recall, which is the 
fraction of true positive only. Where tp is the number of true positive predictions, tn is the 
number of true negative prediction, fp is the number of false predication, fn is the number of 
false negative, and tn is the number of true negative predication.  
 Accuracy = (tp + tn)/(tp + fp + fn + tn)              (2.4) 
 
Accuracy involves calculating the ratio of true results (positives and negatives). 
 Precision =
tp
tp+fp
                 (2.5) 
Precision is the number of true positives out of all positively predicted documents. 
 Recall =
tp
tp+fn
                   (2.6) 
Recall is the number of true positives out of the actual positive documents. 
 Customer Relationship Management (CRM) 
CRM is a strategic approach that aims at improving shareholder value by developing effective 
relationships with key customers [108]. CRM uses IT alongside relationship marketing 
strategies to promote potentially long-term relationships that result in profitable alliances [109]. 
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CRM provides increased opportunities by using data to develop better customer 
understanding and marketing strategies. Moreover, to improve customer relations and 
understand the information generated from customer data, enterprises need a cross-functional 
integration of people, operations, and marketing efficiencies as well as technology and 
applications. The same authors determined that the CRM mission is to build a strong 
relationship with customers, thus increasing customer lifetime and company profitability and 
potentially making competitive progress. However, the authors identified five processes 
needed for a successful CRM: strategy development, value creation, channel integration, 
information management, and performance assessment [109]. 
Another definition of CRM is that it is a process providing added value to customers that can 
motivate them to remain loyal or to buy again [110]. Dyche [110] divided the architecture of 
CRM into two important sections: operational CRM and analytical CRM. Operational CRM is 
known as “front office” and indicates the areas of direct customer contact, such as calls to a 
company or an email promotion using touch-point interaction. Analytical CRM is known as 
“back office” or “strategic CRM” and refers to the understanding of a customer’s activities and 
behaviours in the front office to help firms identify resources needed for valuable customer 
segmentation [110]. 
For some, CRM is the consolidation of marketing, sales, and service functions through IT, 
allowing business process automation so that the value of each customer interaction can be 
increased. Others have proposed CRM as the means to extract accurate and sensitive 
customer information to identify customer segmentation or to improve product innovation and 
gain considerable market value [111].  
Winer [4] illustrated that the market depends on two dimensions: customer acquisition and 
customer retention. Distinguishing between the two activities can be difficult, but it is 
acquisition that dominates retention.  
2.5.1. Customer Relationship Management (based on data mining)  
Due to the competitiveness in today’s markets, it has become clear that it is essential to take 
into account the importance of customer support and customer retention in industry [112]. 
CRM has expanded into a significant sector in its own right and has made considerable 
technological progress [112]. A number of computer science algorithms, including optimisation 
and scheduling, have been developed with CRM in mind [113, 114]. CRM is a strategy that 
businesses can employ to build long-term relationships with their customers [115]. The 
foundation for a successful CRM strategy nowadays depends on customer data and 
information technology. This has been further aided by the internet, which has significantly 
 23 
 
increased marketing opportunities and changed the way businesses keep contact with their 
customers [116]. 
The application of data mining has resulted in its becoming an important field of CRM. Many 
studies have been conducted to explain customer behaviour. For example, Rygielski et al. [13] 
explained the importance of the customer lifecycle framework and its relation to understanding 
customer behaviour. Guta and Aggarwal [117] stated that operational CRM needs analytical 
CRM with predictive data mining models. Consequently, a successful business needs a 
marketing manager who understands their customers and what they need and implements 
data mining with an effective and appropriate model. Achabal et al. [118] reported that CRM 
is motivated by the most important area of research, namely, data mining, which consists of 
evaluating a very large volume of data; this leads to more time being needed, so to reduce 
this time, efficient data mining algorithms need to be implemented. In this way, the 
computational time, as well as efficiency, increases. Mostafa [107] and Galitsky et al. [6, 112] 
agreed that CRM must employ machine learning in the domains of NLP approaches, public 
opinion tracking, and text filtering. In the past year, the concept of the traditional CRM has 
been changed to social CRM, and this may help in managing customer relationships due to 
the growth of social media over the internet [119-121]. 
2.5.2. Integrating sentiment analysis into CRM 
In general, a social CRM conversation between customers and enterprise agents over social 
media is called social CRM. Social CRM can influence the customer community to solve a 
customer’s problem and turn a bad opinion into a good one [122].  
Furthermore, social media has been used extensively by enterprises in the recent past to get 
insights about what users think about their products or services; this is typically achieved in a 
“listening” mode, i.e., a large amount of data from multiple social media sites is analysed in 
offline mode to extract aggregate-level business insights [123, 124]. Usually, the relational 
model database is the backbone for most companies or organizations; it stores the data in a 
structured order with rows and columns. However, a huge percentage of data in organizations 
or companies are located in unstructured data such as text data. This shows the need to 
analyse the unstructured data for companies’ benefit [125]. 
Many researchers have shared their experiences with this subject. Ajmera et al. [126] built a 
social CRM that enabled firms to engage with customers by presenting analytical methods to 
identify actionable posts and analysing them. They presented novel features such as user 
intent and severity of issues in a customer complaint to determine a post’s priority. In addition, 
Yaakub and Zhang [127] proposed a multi-dimensional model for opinion mining to integrate 
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customers’ characteristics and their related opinions about products. They used POS tagging 
to pre-process their data, trying to capture three parts from each document: nouns, which 
describe the name of the product, and adverbs and adjectives, which describe the sentiment 
toward that product. However, it was hard to evaluate their model’s conclusions about product 
attributes based on customers’ opinions. In other words, it is hard to cover all details in CRM 
using only sentiment analysis. The baseline models for the above study were developed by 
trawling the reviews before putting them into a review database [128]. They used association 
mining and POS to isolate the reviews into categories. They tried to identify features by finding 
nouns or noun phrases and then identified infrequent features by looking for adjectives. Then 
they extracted the opinion based on the adjective close to the feature word before generating 
the review summary. The same concept for integrating social data into a structured database 
was applied by [129], who presented an approach to integrate opinion mining that extracted 
from web feeds into corporate Online Analytical Processing (OLAP) in order to allow analysts 
to perform new analysis tasks with both sources of information. They faced problems with 
product features extracted from their customer opinion forums, since the result is a rich dataset 
that contains synonyms and cannot be used for complex queries. To conclude, working only 
with sentiment analysis is not enough to fulfil the integration because the CRM details are 
absent. On the other hand, using opinion mining to support traditional CRM is more effective. 
 Summary 
This chapter has discussed the needs of text mining and CRM in the context of knowledge 
discovery. It consequently provides a background review to address the key question in the 
thesis, “How can we analyse customers’ sentiments and opinions in text CEM to support 
CRM?” The basic tools for knowledge discovery include text mining tools to handle 
classification techniques for both unstructured data (e.g., textual data) and structured data 
(e.g., transactional data), which are estimated to provide more knowledge discovery for 
enterprise solutions. These are capable of handling two sources of data (textual data and CRM 
data) to add more information to discover useful knowledge relationships.  
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Chapter 3: Techniques for Arabic Sentiment Analysis 
 
 Introduction 
There is a growing body of literature that recognises the importance of social media research, 
and several studies have been applied to obtain users' opinions in fields such as e-business, 
e-learning, politics, and trading. Social media is becoming a rich resource for mining user 
opinions. Social opinion has been analysed using sentiment analysis. For example, some 
studies on trading strategies have shown that sentiment analysis of news, documents, 
quarterly reports, and blogs can be useful. In this chapter, Twitter has been selected as a 
platform to carry out opinion mining on Saudi tweets (that is, Standard and Arabian Gulf 
dialects) about trading strategy in the Saudi stock market. 
This chapter explores techniques for pre-processing and classification of Arabic sentiment 
analysis. In section 3.2, the characteristics of the Arabic language are presented; the general 
state of the art for sentiment analysis in Arabic is described in section 3.3; an Arabic text pre-
processing and sentiment analysis process is proposed in section 3.4; Section 3.5 explores 
optimal techniques for pre-processing and classification of Arabic sentiment analysis in three 
different domains. Finally, repeated patterns are extracted for future applications within the 
field. 
 Challenges of using sentiment analysis in Arabic 
This section shows the structural complexity of the Arabic language and the challenges related 
to Arabic content analysis. These difficulties are likewise connected with the growth of social 
media networking and the utilisation of colloquial Arabic on these social platforms. It is clear 
that the structure of the Arabic language differs from that of other languages, such as the 
European ones. For instance, Arabic is written from right to left, and the letters have different 
forms depending on their location. Gender also determines the affixes of words, and capital 
letters do not exist in Arabic [65]. Such issues cause challenges in attempting to analyse 
Arabic text. In addition, there is a lack of research to provide direction on how to proceed with 
sentiment analysis in Arabic. The informal (colloquial) language is diverse and would be very 
difficult to standardise. In addition, there is the challenge of social media, where emotions can 
range from anger to optimism in texts and large numbers of words can have ambiguous 
meanings [94], especially when young people start inventing their own words. Moreover, 
Arabizi, Arabish, or Romanized Arabic, which refers to the writing of Arabic using Latin 
characters, is widely used to write Modern Standard Arabic (MSA) as well as Arabic dialects 
 26 
 
on social media platforms. Dealing with this form of writing has been the subject solely of 
studies that aim to detect Arabizi and convert it into Arabic. As for sentiment analysis, the 
published works have not dealt with this problem, as texts are pre-processed to filter out all 
Latin letters [130]. Duwairi et al. [130] reported that Arabic is a morphologically rich language, 
which creates challenges, some of which are presented in the following examples: 
 A given root can take several forms depending on the context, such as “ بحأ-بحي-وبحأ ”, 
which means in English “love, he loves, they love”. 
 Many people tend to use the dialect of their country instead of using MSA; for 
example, “نيلها” and “ملاس” both means, “welcome”. 
 Compression of words; for example, “زااااااااتمم”, which means “extremely perfect”, is 
written in MSA as “زاتمم”. 
 Arabic has various diacritics; the meaning of words can be very different depending 
on them. For instance, knowledge “مْلِع” and flag “َملَع” can both be read as the same 
when written without diacritics “ملع”. 
 Negation words, which change the meaning of the verb to the opposite, e.g., “بجعأ مل 
ةرايسلا هذهب”, which means, “I did not like this car”. 
Such complexities result in difficulties in analysing Arabic text, and this is intensified by the 
lack of research that has been conducted in this field. Authors have tried to analyse Arabic 
texts by different methods such as NB [102] and maximum entropy [131]. However, their 
approaches have many limitations, such as Arabic informal language’s lacking structure and 
being difficult to standardise [130], and NLP is not applicable to Arabic [132] because of its 
morphological richness [29]. 
 Arabic language 
Arabic is a Semitic language spread throughout North Africa and the Middle East and spoken 
by more than 400 million individuals in the Arab world and in excess of 1.5 billion Muslims 
overall [133]. The Semitic language family incorporates Arabic, Aramaic, Hebrew, and 
Amharic and has assumed a vital part in the social scene of the Middle East for over 4,000 
years [10]. 
Today, Arabic individuals compose their writings in two structures: MSA and Colloquial Arabic 
[129]. Korayem et al. [133] announced that MSA is the formal composed standard ordinarily 
utilised all through the Arab world. MSA is not the native language spoken in any Arabic nation, 
as its basis is traditional Arabic, the language used in the Qur’an [133].  
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Colloquial Arabic is the language spoken in everyday communications and is not the taught 
language [133]. It changes significantly based upon locale and social class, among other 
components; nonetheless, although it is basically a spoken dialect, it can likewise be found in 
written form [133]. This is probably in online networking discourse, as well as in some plays 
and poetry [134] 
3.3.1.  Arabic language characteristics  
Arabic is rich in morphology and syntax. It is normally written with optional diacritics and 
without the idea of capitalisation. These attributes make dealing with Arabic a challenge for 
both learners and researchers [135]. This section will introduce the elements of Arabic script, 
morphology, and syntax. 
3.3.1.1. Elements of the Arabic script 
The Arabic abjad contains 28 letters and three different kinds of diacritics; most letters within 
a word are connected in writing [136]. There are no uppercase letters in Arabic, and it is read 
from right to left [136]. The 28 essential letters represent consonants and can take different 
forms depending on their position in the word, whether at the beginning, middle, or end [136]. 
Only six letters ) و ,ز ,ر ,ذ ,د ,ا) do not have a particular shape medially and should utilise the 
initial form, although in this case they are not connected to the succeeding letter [136].  
Diacritical marks are aimed at reducing any ambiguity in words [136]. For example, knowledge 
“مْلِع” and flag “َملَع” both can be read as the same word when written without diacritics “ملع”. 
Diacritical marks are important for helping with the pronunciation of words, although Arabic 
words can be written with or without diacritical signs [135, 137].  
 Arabic morphology 
In linguistics, morphology relates to the study of word and sentence structure, and Arabic is 
characterised by a complex, though productive, morphology [136]. A brief description of Arabic 
morphology follows, with examples for clarification.  
 Stemming is one of many tools used in information retrieval; it is the process by which a 
word is reduced to its stem to obtain the most accurate meaning. In English and many 
other western European languages, stemming is mainly a process of removing a suffix 
[138]. A stem is a part of a word that cannot be divided further into smaller parts and 
expresses the basic meaning [139]. For instance, the stem of the word “ ورجاهمن ”  
“mohajeron” immigrants is “هرجه” “hijrah” migration. In addition, the stem refer to part of 
word that is common in all of its inflected language [134].  
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 Affixes connect to the stem. There are three sorts of Arabic affixes: (a) prefixes, which link 
before the stem; (b) suffixes, which link after the stem; and (c) circumfixes, which include 
the stem. Prefixes and suffixes are predictable and are used to denote gender, number, 
person, aspect, and so on [140]. For example, “هنيدملاب” “bi'lmmdynh” in the city has a stem 
“هنيدم” mdynh city and two prefixes; the first is “ب” “b” in, which is a preposition, and the 
second is “لا” “al” the, which is the definite article [141]. 
 
 Clitics are attached to a stem or to each other and are linguistic units that are pronounced 
and written like an affix but are grammatically independent [142]. From a linguistic 
perspective, if one can identify the grammatical components of an Arabic linguistic unit 
attached to a stem, it should be considered a clitic [142]. Some Arabic clitics are identifiable 
based on their position in the word; for example, in "بتكت = بتك + ت” she writes, the letter 
“ت” “t” can be considered a clitic on the verb “بتك” write [135]. 
 
 Derivation is the process of new words being built from other words [33], for example, 
“سرد” “daras” to study, “سراد” “daaris” student. Inflection is the variation of a word with the 
same meaning in different grammatical contexts (e.g., in English: write, wrote, written) 
[143]. 
3.3.2. Arabic sentence structure 
Arabic sentences are categorised as either verbal or nominal sentences [33]. The Arabic 
verbal structures are made out of two classes, a noun and a verb. A noun is a name or a word 
that describes a person, thing, or idea, while a verb is a word that signifies an activity. In terms 
of tense, the verb could be past, present, or future [144]. A nominal sentence is defined as a 
sentence that begins with a noun; the structure of the nominal sentence consists of two parts: 
the subject and the predicate [33]. A verbal sentence starts with a verb, followed by a subject 
and one or more objects. The verb and subject have the same gender, number, and person, 
and in each case the sentence can be straightforward, or complex [135]. 
3.3.3. Difference between Standard Arabic and Local Arabic 
The term “Standard Arabic” used in this study refers to the officially endorsed variety of Arabic 
that is mostly associated with education and literacy. On the other hand, the term “Local 
Arabic” is used in this study to refer to a number of regional varieties that are often used by 
Arabic speakers in everyday communication and are mostly associated with informal 
situations [145, 146]. Ferguson [147] stated that in many speech communities, two or more 
varieties of the same language are used by some speakers, depending on different conditions. 
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There are similar instances in other languages where there is a standard version and regional 
dialects that are used in everyday life; in Italian, for example, many speakers use the local 
dialect in their own family or home environments but a standard version when communicating 
with others from outside their region or on public occasions; there are basically different social 
functions of language [148]. There are also different spoken conventions between Muslim and 
Christian Arabs living in the same communities; Bruweleit [149] explored this with Lebanese 
communities and Hann et al. [150] with Baghdadi communities. Language can therefore reflect 
a cultural identity as well as a regional identity.  
After discussing the characteristics of Arabic that may influence the process of sentiment 
analysis, the next section reviews how sentiment analysis of the Arabic language has been 
approached. 
 Sentiment analysis in Arabic 
Sentiment analysis, also referred to as “opinion mining”, involves the use of NLP and machine 
learning to identify and extract subjective information from a piece of text. Sentiment analysis 
is extremely useful, as it enables us to gain an overview of public opinions or attitudes towards 
certain topics that relate to products or services. 
In general, subjectivity refers to parts of language that are utilised to express sentiment, 
emotions, and assessment—in other words, how people perceive things. The process of 
subjectivity classification involves classifying texts as being either objective or subjective and 
deciding whether or not a judgement is being made. Subjective content can additionally be 
assigned to an opinion by identifying whether it is expressing positive, negative, or neutral 
emotions [151]. In addition, Liu [28] and Duwairi et al. [152] observed that sentiment analysis 
is a research field that analyses people’s opinions towards entities such as products and 
services, and this is also supported by Haddi [33]. 
The nature of Arabic text is different from that of English and other languages [9]. Arabic words 
are precise with gender and number, and their affixes can change accordingly; only small 
letters are used in Arabic text, and special grammatical rules are required to detect nouns, 
acronyms, and abbreviations [11, 143]. Moreover, Arabic texts are written from right to left, 
and the forms of letters change depending on their position in a word [10].  
Limited research has been conducted on Arabic sentiment analysis, so this is a field that is 
still in its early stages [10]. However, Boudad et al. [143, 153] reviewed the challenges and 
open issues that need to be addressed and explored in more depth to improve Arabic 
sentiment analysis, finding that these include domain, method of sentiment classification, data 
pre-processing, and level of sentiment analysis. They show that, in contrast to work on the 
 30 
 
English language, work on Arabic sentiment analysis is still in the early stages, and there are 
a lot of potential approaches and techniques that have not yet been explored.  
Nevertheless, sentiment analysis has been receiving some attention in the NLP community, 
particularly with regard to polarity classification, whose aim is to decide whether or not a 
sentiment is expressed in a text. On the other hand, Ibrahim et al. [132] have presented a 
multi-genre tagged corpus of MSA and colloquial language, with a focus on Egyptian dialects 
[9]. Interestingly, they suggested that NLP supplements, which have been applied to other 
languages like English, are not valid for processing Arabic directly [9]. The main limitation of 
this approach is that it does not capture the morphological richness of Arabic. 
Abdulla et al. [152] explored the polarity of 2,000 collected tweets on various topics, such as 
politics and art. The authors compared a lexicon-based approach as an unsupervised 
approach with machine learning or a corpus-based approach as a supervised approach. They 
used SVM, NB, KNN, and D-tree for their documents’ sentiment classification. They showed 
that SVM and NB have better accuracy than other classifiers in a corpus-based approach. 
Their results reported that the average accuracy of SVM was 87.2%, while the average 
accuracy of NB was 81.3%. The main reason for this result is that they tried to build sentiment 
lexicon-based dictionary in their second experiment, whose sample was a very small size and 
included only the original word for their dataset. They claimed that they built tools (ATC Tool) 
that can work as NLP, but they did not explain how they labelled their data (manual or 
automated), given there is no Arabic sentiment dictionary.  
El-Halees’s [131] combined approach classified documents using lexicon-based methods, 
used these as a training set, and then applied k-nearest neighbour to classify the rest of the 
documents [9]. Such approaches enabled the achievement of a higher level of accuracy: 
80.40%. Al-Harbi [154] used two classification algorithms (SVM and C5.0) to predict text 
polarity and reported average SVM accuracy of 68.65%, while the average accuracy of C5.0 
was 78.42% [9]. Finally, El-Kordi et al.’s [155] Arabic text web documents from the Al Jazeera 
website were classified into five main categories, using the machine learning or corpus-based 
approach. They found that some of the misclassifications made when using NB contained a 
large number of words belonging to other categories, indicating that documents associated 
with a category containing numerous words have a higher frequency in another category’s 
domain.  
The main reasons for the difference of the classification results with the given examples above 
is domain diversity, as well as the way that data were pre-processed, the size of the dataset, 
and of course the approaches that were used in each article. Moreover, In terms of the 
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accuracy of the last survey, which studied recent work in Arabic sentiment analysis, SVM was 
applied successfully in several sentiment analysis tasks [143], [153]. 
 Arabic text pre-processing and sentiment analysis process 
This research study will explore the impact of text pre-processing on Arabic text classification, 
using popular text classification algorithms such as SVM, and NB. Text pre-processing 
includes applying different term weighting schemes to Arabic text. Zhang et al. [71] argued 
that the reasons for data preparation cover three aspects: (1) real-world data are impure 
because they include incomplete and noisy data that will lead to errors or outliers and 
inconsistent data that may contain discrepancies in codes or names; (2) high-performance 
mining systems require high-quality data, which means the data pre-processing can reduce 
the original dataset but will improve the efficiency of the data and will lead to high-performance 
mining systems, which require high-quality data; this means that data pre-processing can 
reduce the original dataset but will improve the efficiency of the data mining which will lead to 
(3) high-quality patterns. There are ways of dealing with these issues, for instance, by 
recovering incomplete data and filling the values missed, or by reducing ambiguity. In addition, 
the impact of pre-processing the text data in terms of unstructured data may contain rich 
semantic relationships between various entities. One method is to utilise entity extraction to 
specify linguistic relationships. Other approaches are to remove stop words, stem the data, 
and utilise a bag-of-words representation. 
The effectiveness of text pre-processing with different term weighting combinations on Arabic 
text using popular text classification algorithms has not been studied adequately in the 
literature. For example, in two studies, Duwairi et al. [94, 156] compared three dimensionality 
reduction techniques: stemming, light stemming, and word cluster. They used the k-nearest 
neighbours (KNN) classifier to perform the comparison. Their performance metrics were time, 
accuracy, and the size of the vector; light stemming was found to be the best in terms of 
classification accuracy. Thabtah [157] investigated different variations of Vector Space Models 
(VSM) and term weighting methods, using a KNN algorithm; experimental results showed that 
the distance function with Term Frequency–Inverse Document Frequency (TF-IDF) achieved 
the highest average score. In addition, Said et al. [158] carried out an evaluation of several 
morphological tools for Arabic text classification using SVMs, finding that a light stemmer and 
good feature selection method optimised Arabic text classification for small datasets and 
yielded small threshold values for large datasets [159]. Additionally, they reported that whilst 
using raw text led to the worst performance in small datasets, it actually performed best for 
large datasets. It can be seen that the performance of pre-processing tools depends on the 
characteristics of the dataset being used.  
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3.5.1. Preparing the Arabic text 
3.5.1.1. Normalization  
It has been mentioned that diacritics are one of the elements of the Arabic script. Moreover, 
diacritics and some special characters involved in Arabic text can be more challenging in this 
phase. It is necessary to replace a word or term that includes diacritics with the same word 
without any diacritics. In addition, one of the challenges that has been mentioned is Arbaaz, 
or using English words or code to indicate entities or names inside an Arabic statement. NLP 
tools perform many pre-processing steps to normalise and prepare Arabic text. For example, 
they remove punctuation, diacritics, and non-Arabic letters, and specified Arabic letters are 
normalised: for instance, إ, أ, and آ are converted to ا (bare Alif); ي and, ئ (Yaa’) are replaced 
by ي (Yaa’); and ة, ه (Taa’, Haa’) are replaced by ه (Haa’). Taghva [160] argued that removing 
the Hamza in this case does not affect the root. However, because of similarity in appearance, 
a more challenging type of spelling variation is that certain symbols joining Hamza or Madda 
with Alif (e.g., إ أ and آ) are sometimes written as a plain Alif (ا). 
3.5.1.2. Tokenization 
In the case of Arabic, where a single word can comprise up to four independent tokens, it is 
essential that morphological knowledge be incorporated into the tokenizer [161]. A tokenizer 
relies mainly on white spaces and punctuation marks to identify word boundaries (or main 
tokens). Punctuation marks are used in Arabic, such as the comma ‘،’, question mark ‘؟’, and 
semicolon ‘؛’, and are also considered main tokens, along with numbers [162]. Thus, 
tokenization requires knowledge of the constraints on how affixes may be linked, and clitics 
within Arabic words and Arabic text must be cleansed and normalized before the tokenization 
phase [141]. 
3.5.1.3. Stemming  
Stemming is a technique that helps with text classification. Various types of stemming methods 
can help manage different languages, for example, the Khoja stemmer for Arabic and the 
Porter stemmer for English [146, 159, 163].  
In Arabic, the light and the root-based stemmers are the best-known stemming approaches.  
 Root-based stemming involves the removal of prefixes and suffixes to produce the root of 
a given Arabic word and therefore affect the semantics of words. It reduce words to their 
roots since several words with different meaning might have the same root. The Khoja 
stemmer is the best-known of these approaches [94].  
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 Light stemming allows effective information retrieval; it is utilised to remove the suffixes 
and prefixes and doesn't affect the semantics of words as it doesn’t extract the root [94]. 
 
The Khoja stemmer (a root-based stemmer) does both pattern checking and stem lists [34], 
but light stemming has outperformed other approaches [80]. This study will carry out a 
comparison of both types of stemmers in the experiment chapter. 
3.5.1.4. Stop words 
In Arabic written text, some words are very common but add no additional meaining to the 
content of the text (such as يف “in”, ىلع “on”, نيأ “where”); these are called stop words [34, 164]. 
They serve only a syntactic function but do not indicate subject matter. The reason to remove 
stop words is that they can affect the weighting process, as they have a high frequency. The 
removal of such words can be carried out before indexing of an input document begins. The 
benefit of excluding them is that these characters, words, and numbers do not help with 
determining the document topic. It may also be useful to exclude rare words, which can be 
defined as words that occur in a low percentage of the processed documents [161], [165], 
[166]. 
3.5.1.5. N-gram 
The work of Xu et al. [161] used N-grams, with and without stemming, for text searching. Their 
results indicate that a combination with stemming improved the performance of tri-grams in 
search retrieval; however, it was not statistically significant. In addition, Keselj et al. [167] 
reported that using N-gram models in NLP is a generally basic concept that has been effective 
in different applications: for instance, character-level N-gram dialect models, which can be 
effectively related to any language. 
3.5.2. The weighting schemes 
The aim of weighting schemes is to give higher weight to the most distinctive words or terms 
in the text. In other words, weighting schemes aim to represent high-quality text. The less the 
term is useful for segregation between texts as relating to different classes, the more the term 
shows in different texts representing various classification. Two schemes are utilised in this 
study, TF-IDF and BTO (Binary Term Occurrence). TF-IDF describes the importance of a word 
for a document and consists of two parts: Term Frequency (TF) and Inverse Document 
Frequency (IDF) [16, 168, 169], where Fij is the number of occurrence of term i in document 
j, Fdj is the total number of term occurring in document j, and Fti is the total number of 
documents in which term i appear at least 1. 
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                                              TF − IDF = (
fij
fdj
) log (
1
fti
)                                                   (3.1) 
 
BTO is defined as a binary value, and a word or term gets 1 if present in a document or 0 
otherwise: 
                              BTO = 1 for fij > 0 and = 0 otherwise                                             (3.2) 
The architecture of Arabic text has thus been defined; this study is going to describe how a 
NLP can play a significant role in taking out the noise from the Arabic text and consequently 
generating high quality text. 
3.5.3. Sentiment analysis via the machine learning approach 
Since the Arabic language still has no sentiment lexicon, sentiment analysis via the machine 
learning approach is the preferred option in the literature. The first step in the sentiment 
analysis process is a labelling process carried out by a human. Figure 1 summarizes the 
sentiment analysis process of Arabic tweets after the labelling process. The machine learning 
approach is a supervised method in which a set of data labelled as positive or negative is 
represented by feature vectors. After that, the classifier uses those vectors as training data in 
order to determine the combination of specific features that relate to a specific class.  
Twitter’s API
Arabic Tweets
Data Pre-
processing
Cross 
Validation
Classification
Evaluation
Feature Selection
Test Data
Training Data
 
Figure 1: The process of sentiment analysis in an Arabic tweet  
3.5.4. Techniques for pre-processing and classification of Arabic sentiment analysis 
and applications 
As mentioned in 3.3, most of the existing research focuses on a specific application domain 
with its own pre-processing approach. To explore optimal techniques for pre-processing and 
classification of Arabic sentiment analysis, the process of sentiment analysis in Arabic tweets, 
which is described in section 3.4, will be deployed into three different domains—the Saudi 
stock market, educational domain, and service domain—to evaluate the effectiveness of text 
pre-processing with different combinations of term weighting schemes on Arabic text and to 
learn the effectiveness of using popular text classification algorithms for Arabic sentiment 
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analysis. Finally, the repeated patterns will be extracted to provide a recommendation for 
future applications with similar approach. 
3.5.5. Application in the financial domain: Saudi stock market prediction 
This experiment presents the proposed framework for classification of financial Arabic text to 
positive and negative classes within a corpus collection. However, mining unstructured data 
with NLP and machine learning techniques can be challenging, especially with Arabic because 
of limited research conducted in this area, as mentioned previously in this chapter.  
In the late fifties, Saudi Arabia unofficially started the Capital Market Authority1 (CMA) for 
regulating and developing the Saudi Arabian capital market. This was achieved by issuing 
provisions for rules and regulations by implementing the Capital Market Law. The CMA was 
established to protect investors and the public in Saudi Arabia from unfair and fraudulent 
trading practices. Currently, Tadawul is the only Saudi Stock Exchange in Saudi Arabia. The 
CMA regulates Tadawul, and within Tadawul there are many sectors, such as banks, financial 
services, petrochemical industries, retail, telecommunication, and information technology. 
Recently, the Saudi government decided to allow foreign institutions to buy and sell shares in 
the Saudi market in accordance with the times and dates established by the CMA. For this 
study, Twitter was chosen as a platform on which to carry out opinion mining on Saudi tweets 
(that is, Standard and Arabian Gulf dialects) on trading strategy in the Saudi stock market. 
3.5.5.1. Collecting the data 
To collect the corpus of Arabic tweets, a small desktop application (Twitter Data Grabber) was 
developed using C# with Twitter’s official Developers API.2 It allows us to label and save 
relevant tweets and discard irrelevant ones. The tweets’ source data were obtained from 
Mubasher’s company website3 in Saudi Arabia. The company is a leading stock analysis 
software provider in the Gulf region. A collection of tweets was compiled over a 53-day period 
between 17 March and 10 May 2015. The dataset includes 3,335 tweets covering all share 
sectors for the Saudi stock market that appear on the Tadawul website.  
First, keywords and idioms in Arabic were selected from the targeted corpus such as increase, 
growth, decline, fall, rise, cash dividends, distribution of bonus shares, and not to distribute. 
Then the keywords were divided into the following two classes: positive and negative. Table 
2 shows the most common Arabic keywords in the two classes in the standard Saudi dialect.  
                                                          
1 https://cma.org.sa 
 
2 https://dev.twitter.com/rest/public 
3 http://twitter.com/mubashersa 
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Table 2: Keywords in Standard Saudi Dialect represent the classes 
Arabic Positive 
Sentiment 
English Translation 
Arabic Negative 
Sentiment 
English Translation 
ومن Growth عجارت Decline 
عفترا Rise ضفخنا Fall 
راهدزا Prosperity صلقت Shrink 
حبر Profit ةراسخ Loss 
حابرا Earnings رئاسخ Losses 
 عيزوتحابرأ  Dividend رئاسخ عافترا High losses 
يرغم Seductive يرغم ريغ Uninteresting 
رضخا Green رمحا Red 
 
The users' privacy issues were handled as follows. Tweets on Twitter are set to public and 
can be viewed by any person regardless of membership of Twitter. The tweets used in this 
study were obtained from public timelines. The Twitter API has several methods, such as GET 
statuses, user_timeline, home_timeline, and GET search / tweets. This study implemented 
two methods to download tweets: 
 GET statuses/mentions_timeline returns the 20 most recent mentions (tweets 
containing a user’s @screen_name) for the authenticating user. The timeline returned 
is the equivalent of the one seen when you view your mentions on twitter.com. 
 GET statuses/user_timeline returns a collection of the most recent tweets posted by 
the user indicated by the screen_name or user_id parameters. User timelines 
belonging to protected users may only be requested when the authenticated user 
either “owns” the timeline or is an approved follower of the owner. The timeline returned 
is the equivalent of the one seen when you view a user’s profile on twitter.com. 
3.5.5.2. Assigning labels 
Operators who are experienced with Saudi stock shares labelled the data manually. Negative 
tweets were set the label "-1", while Positive tweets were set the label "1". Irrelevant tweets 
were deleted from the database. Table 3 shows the number of tweets in our database; 1,392 
tweets were deleted in the labelling process. 
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Table 3: Collection of tweets from Saudi stockmarket 
Positive Negative Total 
828 466 1,294 
3.5.5.3. Opinion mining process 
After the data labelling was completed, the data were stored in normalised form with no 
hashtags, no duplicate tweets, no retweets, no URLs, and no special characters. Then, 
Rapidminer4 platform was utilised to load the labelled data and to pre-process it. Table 4 
shows the first step in the opinion mining process, which is replacing some words, such as 
company codes, percentage signs (%), Arabic words taking different shapes, and English 
words, with standard Arabic equivalents. 
 
Table 4: Replacing words in pre-process phase 
Words English Replaced Words 
STC Saudi Telecom Company تلااصتلال هيدوعسلا هكرشلا 
SABB The Saudi British Bank يناطيربلا ىدوعسلا كنبلا 
S & P 
Standard & Poor’s Financial 
Services LLC (S&P) 
زروب دنا دردناتس 
إ-أ-آ-ﻷ-ﻵ-ﻹ-ؤ-ة-ي  Arabic letters ا-لا-ه-و-ى  
عبرلاب Quarter عبرلا 
% Percent هبسن 
 
Five pre-processing steps took place after that to determine the best setup for the related 
features with the targeted text data in the 'Process Documents from Data' operator in the 
Rapidminer platform: 
 
 Tokenization: divides each tweet into multiple token-based whitespace characters. 
 Removal stop word process: this takes place to remove the Arabic stop words.  
 Light stem: removes the suffixes and prefixes and returns a word to its root. 
 Filter token by length: removes useless words; it is set to two. 
 N-gram: is a subsequence of N items from a given text; it is set to two during the pre-
prossing for Arabic text in the experiments because it affords a better result in the final 
accuracy comparing to other N-gram features such as trigrams (N=3). 
 
                                                          
4 https://rapidminer.com/ 
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Finally, 'Process Documents from Data' operator generates a word vector from the dataset 
after pre-processing and represents the text data as a matrix to show the frequency of each 
term’s occurrence. TF-IDF and BTO utilised as a weighting scheme to create the word vector, 
after which relevant data mining approaches were explored, e.g., NB and SVM, and for 
building models that classify tweets according to their sentiment polarity into positive and 
negative. The evaluation is carried out using precision and recall methods. 
3.5.5.4. Experiment parameter settings  
The proposed data model was examined and validated utilizing the Rapidminer platform which 
is an agile enterprise platform for predictive analytics. The SVM and NB settings followed the 
default values for most of the parameters in order to get more accurate results.  
 Support vector machine (SVM) operator parameter settings 
SVM operator generates an SVM classification model. This model can be used for 
classification and provides good results for many learning tasks. In addition, it supports various 
kernel types, including dot, radial, polynomial, and neural [170]. 
 SVM type: For this study, C-SVM was chosen to handle the classification task. 
 Kernel Type: For this study, a linear kernel type was chosen because the relation 
between class labels and attributes is linear. 
 C is the penalty parameter of the error term and set to its default value, which is zero.  
 Cache size is an expert parameter. It specifies the cache size in megabytes and for 
this study was set to its default value, which is 80.  
 Epsilon: This parameter specifies the tolerance of the termination criterion and was set 
to the default value, which is 0.001 [170].  
 Naïve Bayes (NB) operator parameter settings 
NB operator generates a NB classification model. The NB classifier  is independent, so the 
presence or absence of a feature of a class is unrelated to any other feature [170].  
 Laplace correction: 
This parameter indicates whether Laplace correction should be used to prevent high influence 
of zero probabilities. Assume that our training set is so large that one is added to each count, 
which will make a small difference in the estimated likelihoods [170]. 
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 Details of using the closer classifiers with different schemes 
NB and SVM are applied with different weighting schemes like TF-IDF and BTO. These 
schemes are often used in information retrieval and text mining [16].  
 Other experiment parameter settings 
1. Cross-validation was utilised to evaluate predictive models by splitting the dataset into 
10 parts, nine for training data and one for testing data. The cross-validation process 
was then repeated 10 times. The model was trained using the training data, and the 
accuracy was evaluated using the test data. The results of the 10 repetitions were 
averaged to produce a single evaluation [171] [172]. 
2. The stratified sampling creates random subsets, which ensures that every subset in 
the training data will be in the testing data [170].  
3. Prune contains two parameters: prune below and prune above. For example, if prune 
below equals 4 and prune above is 500, it will ignore the documents or the tweets that 
have words appearing in less than four documents or more than 500 documents. For 
this experiment, prune was set to equal none to ignore the too-frequent and too-
infrequent words [170]. 
3.5.5.5. Experiment for classification into positive and negative classes 
The goal of the experiment was to provide the best accuracy in sentiment analysis for Arabic 
text in relation to the Saudi stock market for positive and negative classes (see Table 5 and 
Table 6). Two classifiers used to explore the polarity of given data were NB and SVM. In this 
stage, the pre-processing was set up using the first four steps mentioned in the 'Process 
Documents from Data' operator in RapidMiner, and light stemming was examined versus deep 
stemming. Using a root stemmer or a light stemmer will yield two different accuracy levels, 
regardless of the weighting schemes. For instance, in the stock market data pre-processing 
stage, the accuracy was 67.77% with the NB classifier and the light stemmer, while the 
accuracy with the root stemmer was 44.52%. In addition, with the SVM classifier, the accuracy 
with the light stemmer was 86.24%, while the accuracy with the root stemmer was 64.60%. 
For that reason, choosing the right stemmer is an essential step to keep relevant results in 
text mining. Moreover, the N-gram feature was not involved to show the impact of N-grams in 
the next phase of this experiment. Table 5 shows the class precision and recall for the SVM 
and NB classifiers without the N-gram feature: Crosse-validation=10, sampling type=stratified 
sampling. 
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Table 5: Precision and recall for positive and negative classes without N-gram feature using 
SVM and NB 
 
 
 
 
 
After applying the N-gram feature during the pre-processing stage, accuracy improved, 
especially for the NB classifier. Table 6 shows the class precision and recall for the SVM and 
NB classifiers with the N-gram feature: Crosse-validation=10, sampling type=stratified 
sampling. 
 
Table 6: Precision and recall for positive and negative classes with N-gram feature using 
SVM and NB. 
 
 
 
 
To conclude, the analysis shows promising results for the SVM classifier with both BTO and 
TF-IDF schemes that outperform the NB classifier. As shown in the results from Table 6, the 
SVM algorithm worked better to classify the targeted documents with the TF-IDF scheme. 
Moreover, the NB classifier worked with the BTO scheme better than with the TF-IDF scheme. 
Table 6 shows the classifiers’ different results in terms of the class accuracy, recall, and 
precision when the document was pre-proceed using the N-gram feature. To sum up this stage 
of the classification experiment, in general, there was a slight drop in accuracy when SVM 
used the N-gram feature to classify the targeted documents. The best accuracy was achieved 
by SVM with the BTO schema (85.86%), along with the best recall and precision and the least 
classification error. Furthermore, there was a big improvement in NB when using the N-gram 
feature to classify the collected documents with the BTO schema. However, in order to find 
the performance differences between both classifiers, receiver operating characteristics were 
utilised. 
3.5.5.6.  Receiver operating characteristics (ROC) 
Receiver operating characteristics (ROC) graphs are a utilisable technique to evaluate and 
visualise the predictive power of a binary classifier. ROC graphs represent the difference of 
likelihood level between the True Positive Rate (TPR), which is plotted on the y-axis, and the 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
Positive 
and 
negative  
NB BTO 67.77% 70.69% 69.32% 
TF-IDF 67.70% 69.64% 68.19% 
SVM BTO 86.24% 83.42% 86.39% 
TF-IDF 86.32% 83.81% 86.19% 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
Positive 
and 
negative  
NB BTO 78.21% 78.62% 77.05% 
TF-IDF 75.97% 75.22% 74.41% 
SVM BTO 85.86% 82.60% 86.45% 
TF-IDF 85.24% 81.70% 85.95% 
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False Positive Rate (FPR), which is plotted on the x-axis [173]. The best point in the ROC 
space is in the upper left corner (0, 1). Figures 2,3, and 4 show the ROC curves for the SVM 
and NB classifiers with different parameters determining how the ROC are evaluated. The 
visualisation of the various techniques indicates the trade-offs among them. As can be inferred 
from the graph, NB was not as good as SVM. Using a curved line to divide the graph resulted 
in SVM outperforming the NB. However, the high selection rate of the false positives offsets 
the good prediction of the true positives when displayed in ROC space. Neutral selections 
could arguably be a better option to represent the ROC graph. 
 
 Optimistic: The correctly classified examples are considered before visually examining the 
erroneous classification. 
 
 
Figure 2: Optimistic NB in red and SVM in blue 
 
 
 Pessimistic: Erroneous classifications are considered before optically canvassing the 
correct classification. 
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Figure 3: Pessimistic NB in red and SVM in blue  
 
 Neutral: A combination of both optimistic and pessimistic calculation methods. Here, 
correct true and erroneous classifications are considered alternately. 
   
Figure 4: Neutral NB in red and SVM in blue  
3.5.6. Application in the educational domain 
The aim of this experiment was to emphasize that the finding and recommendation obtained 
in the financial domain in the opinion mining of the Saudi stock market is repeatable in the 
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educational domain. The same approach, with the same experiment parameter settings, 
opinion mining process, labelling process, pre-processing documents, and classification 
method as were used in the application in the financial domain in the Saudi stock market was 
applied in the educational domain. The Twitter account of the Deanship of e-Learning and 
Distance Education at King Abdelaziz University in Saudi Arabia was chosen. Table 7 shows 
the number of tweets in our database: 2000 Arabic tweets were collected, of which 494 tweets 
were annotated for the training dataset, and 879 irrelevant tweets were deleted from the 
database. 
Table 7: Collection of Tweets for the application in the educational domain. 
Total Positive Negative 
494 144 350 
 
This experiment assigned Arabic text to positive and negative classes within a corpus 
collection in e-learning as an education domain with different algorithms such as NB and SVM 
to test the performance of the sentiment classification method, which can help improve the e-
learning system process. The result and the finding of this experiment shows that the 
application on the financial domain in Saudi Stock Market in opining mining can be repeatable 
in the educational domain and have the same recommendation and finding. Tables 8 and 9 
show that the best accuracy was achieved by SVM without N-gram feature. On the other hand, 
the best accuracy was achieved by NB when the N-gram feature is involved. 
 
Table 8: Precision and recall for positive and negative classes without N-gram feature using 
SVM and NB. 
 
Table 9: Precision and recall for positive and negative classes with N-gram feature using 
SVM and NB. 
 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
 
Positive 
and 
negative  
NB 
BTO 95.97% 99.77% 97.35% 
TF-IDF 95.93% 97.77% 97.77% 
SVM 
BTO 07.77% 97.79% 03.97% 
TF-IDF 07.77% 97.75% 05.99% 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
 
Positive 
and 
negative  
NB 
BTO 07.57% 90.77% 90.77% 
TF-IDF 07.99% 99.07% 90.77% 
SVM 
BTO 07.90% 70.03% 03.50% 
TF-IDF 03.75% 97.33% 05.99% 
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3.5.7. Application in the service domain 
The same approach as was applied in the financial domain in opinion mining of the Saudi 
stock market was applied in the service domain, including the same experiment parameter 
settings, opinion mining process, labelling process, pre-processing documents, and 
classification method. Table 6810 shows the number of tweets in our database; 1,133 tweets 
were annotated for the training dataset, of which 979 tweets were deleted in the labelling 
process. 
Table 10: Number of tweets. 
Total Positive Negative 
1133 390 999 
 
This experiment assigned Arabic text to positive and negative classes within a corpus 
collection in the Mubasher product as a service domain with different algorithms such as NB 
and SVM to test the performance of the sentiment classification method. The result and the 
finding of this experiment shows that the application on the financial domain in Saudi Stock 
Market in opining mining can be repeatable in the service domain and have the same 
recommendation and finding. Tables 11 and 12 show that the best accuracy was achieved by 
SVM without N-gram feature. On the other hand, the best accuracy was achieved by NB when 
the N-gram feature is involved. 
 
Table 11: Precision and recall for positive and negative classes without N-gram feature using 
SVM and NB. 
 
 
 
 
 
Table 12: Precision and recall for positive and negative classes with N-gram feature using 
SVM and NB. 
 
Classes Classifier 
Name 
Weighting 
schemes 
Accuracy Class 
recall  
Class 
precision 
 
Positive 
and 
negative  
NB BTO 03.12% 07.23% 07.83% 
TF-IDF 82.50% 07.81% 07.17% 
SVM BTO 03.83% 99.26% 09.81% 
TF-IDF 07.90% 95.10% 07.34% 
Classes Classifier 
Name 
Weighting 
schemes 
Accuracy Class 
recall  
Class 
precision 
 
Positive 
and 
negative  
NB BTO 07.19% 07.92% 07.25% 
TF-IDF 03.92% 07.52% 07.00% 
SVM BTO 03.93% 97.38% 00.20% 
TF-IDF 07.55% 99.19% 05.03% 
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 General recommendation 
SVM classifiers with TF-IDF schemes outperform NB classifiers in general. SVM has 
outperformed other machine learning techniques because of its primary advantages. For 
instance, generality of text categorisation dilemmas is linearly separable, and it’s robust in 
high-dimensional spaces and powerful when there is a sparse set of samples and any feature 
is pertinent [89]. However, if SVM used the N-gram feature to classify the targeted documents, 
there was a performance drop, as shown in the previous experiment. On the other hand, NB 
performed its best when using the N-gram feature to classify the collected documents with the 
BTO schema. 
 Summary 
In the present chapter, an Arabic sentiment analysis model was designed and implemented 
to classify documents regarding Saudi stock market opinions through SVM and NB algorithms. 
Moreover, the results of this study show that text pre-processing is an essential factor in 
opinion mining classification. Finally, this study also demonstrated applications in two different 
domains—education and the service industry—of sentiment analysis of positive and negative 
opinions in Saudi tweets. The results and findings of these two experiments show that opinion 
mining’s application in the financial and educational domains is repeatable in the service 
domain and has the same recommendation and finding. 
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Chapter 4: Techniques for Improving the Labelling Process of 
Sentiment Analysis  
 
 Introduction  
As described in Chapter 3, the first step of the proposed sentiment analysis of the Arabic 
language is the labelling process, which is normally carried out by human operators. The focus 
of this labelling process is on the classification of sentiment polarity into positive and negative. 
This could be a challenging task due to the subjectivity factor of sentiment polarity. For 
example, opinionated text could carry some speech informality, such as sarcasm, subjective 
language, and emoticons, that makes the opinion ambiguous.  
For the classification of sentiment polarity, it is natural to have cases of known knowns (these 
are things we know that we know), known unknowns (there are things that we know we don’t 
know), unknown knowns (things we don’t know we don’t know), and unknown unknowns 
(things we are neither aware of nor understand) [90]. An accurate labelling process normally 
requires the human operators to have a deeper understanding of a subjective than an 
objective text [33]. This deeper understanding would expand the territory of known knowns 
and thus improve the quality of the labelling process. However, this kind of knowledge might 
not always be available. In this chapter, techniques for handling cases of known unknowns, 
unknown knowns, and unknown unknowns will be explored to assist human operators with 
the labelling process.  
In the case of known unknowns, e.g., one tweet might contain both positive and negative 
keywords, which confuses the human, causing the labelling process to be unreliable. Adding 
a neutral class would give the human more flexibility to express his or her uncertainty. In 
addition, the neutral class would improve the training and classification process by enabling 
better coverage of the vector space constructed by the training dataset. In this chapter, the 
effectiveness of deploying the neutral class during the labelling process will be explored.  
Due to the cases of unknown unknowns and unknown knowns, human-based labelling 
generates different kinds of mistakes within the labelling process. Thus, the inaccurate 
classification is created by the operators unintentionally. This kind of inaccuracy could be 
reflected as noises during the classification process in a later stage of sentiment analysis. To 
tackle the problem, this chapter introduces a relabelling process for Arabic tweets to identify 
the noise generated by labelling. The main goal of this relabelling process is to identify the 
potential cases of unknown unknowns and unknown knowns via the noises visualised during 
the classification. This will lead to updating experts’ knowledge about the domain and may 
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lead to improved classification. It has been noted that labelled texts usually contain noise, 
especially comments that are relatively long and consist of multiple sentences, such as blogs 
[174]. The proposed relabelling approach will not eliminate the classification noise but will help 
operators identify possible contradictions in their labelling and reveal cases of unknown 
unknowns and unknown knowns. 
This chapter presents techniques for improving the labelling process of sentiment analysis. 
Section 4.2 focuses on the effectiveness of a labelling process with a neutral class. Section 
4.3 shows the need to improve the labelling process with relabelling and demonstrates the 
process of relabelling. The final section will constitute the conclusion and recommendations 
for further work in this area. 
 Improving the labelling process with a neutral class 
In contrast to positive or negative classes, researchers used to ignore the neutral class under 
the hypothesis that there is less sentiment in neutral texts—in other words, because the 
insufficient amount of neutral training data leads to poor performance, and they consider the 
neutral class generally to mean no opinion [175] [28]. However, The neutral class is useful for 
real-life applications due to the nature of sentiment, since sentiment is sometimes neutral, and 
excluding it forces instances into other classes (positive or negative) [176]–[20]. 
In this research, we believe that the neutral class needs more investigation for the language 
used to extract the sentiment and domain. In addition, sentiment polarity might contain positive 
and negative keywords that can make the labelling process unreliable. This occurred 
frequently in the neutral class, where one tweet might contain both positive and negative 
keywords. Labelling carried out by hand can cause human mislabelling of sentiments. 
Therefore, adding the neutral class can give humans more flexibility and options in the 
labelling process. However, this might cause less accurate results, since the data dictionary, 
which consists of all vectors that belong to positive, negative, and neutral, becomes larger.  
 Experiment: Classification into positive, negative, and neutral classes 
Arabic sentiment analysis classification was applied to only positive and negative classes in 
Chapter 3. To evaluate the effectiveness of introducing the neutral class into the labelling 
process, a new experiment will be carried out with the neutral class, with and without the N-
gram feature. The rest of the configuration will be the same as in Chapter 3. The classifiers 
utilised to explore the polarity of all classes’ data were NB and SVM. Two different weighting 
schemes (TF-IDF and BTO) were used for all classes (positive, negative, and neutral). Table 
13 shows the number of tweets in the targeted dataset. 
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Table 13: Collection of tweets about the Saudi stock market with neutral class. 
Positive Negative Neutral Total 
828 466 649 1943 
 
Tables 14 and 15 show a comparison between the classifiers with the neutral class in terms 
of the class accuracy, recall, and precision. In addition, Tables 14 and 15 show that SVM with 
TF-IDF without the N-gram feature works better for classifying the targeted documents when 
the neutral class is added. However, NB works better with the N-gram feature to classify the 
same documents. 
Table 14: Precision and recall for positive, negative and neutral classes without N-gram with 
SVM and NB. 
 
Table 15: Precision and recall for positive, negative and neutral classes using N-gram with 
SVM and NB. 
 
 
 
 
In conclusion, the best accuracy was achieved by SVM with TF-IDF, and it was equal to 
84.71%; this combination also had the best recall and the least classification error but not 
precision. Moreover, the analysis shows almost identical results for SVM with both schemas 
with and without N-gram and only slightly different results between recall and precision. Table 
16 shows a comparison between the classifiers in terms of the class accuracy, recall, and 
precision. The main indication from Table 16 is that the best accuracy result occurred with 
SVM using the TF-IDF schema without the N-gram feature. 
 
Classes 
Classifier 
name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
All classes 
NB 
BTO 62.63% 64.27% 63.83% 
TF-IDF 64.13% 65.68% 64.25% 
SVM 
BTO 84.04% 82.29% 85.27% 
TF-IDF 84.71% 83.54% 85.63% 
Classes 
Classifier 
name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
All 
classes 
NB 
BTO 76.27% 75.94% 75.82% 
TF-IDF 74.88% 73.91% 74.22% 
SVM 
BTO 83.94% 82.10% 85.44% 
TF-IDF 84.25% 82.15% 86.46% 
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Table 16: Precision and recall for positive, negative, and neutral classes with SVM and NB. 
Classifier Accuracy Recall Precision 
NB using BTO schema with N-
gram feature  
76.27% 75.94% 75.82% 
SVM using TF-IDF schema 
without N-gram feature 
84.71% 83.54% 85.63% 
 
 Lift chart 
The lift chart is easier to read and clearer than the ROC chart; the lift chart is used to represent 
and evaluate classifier performance using the TF-IDF schema without the N-gram feature. 
The number of bins setup up in advanced by RapidMiner which set to 10 bins. Then, in order 
to target neutral class, split data operator used to produce the desired number of subset of the 
given data, split operator will partition the data set into different random parts for training data 
and it was setup by 70 % and testing data by 30%. For example, in stock market experiment, 
the total data size was 1944 records and by multiplying that with 70% and dived it by ten which 
the number of bins, the result will be 136 records for 10 parts. Crosse validation ten-fold was 
implemented one time for each part to determine the confidence value for neutral documents 
and their count in each part. Figure 5 shows an illustration of the performance of the neutral 
class as a target class for the lift chart, using the SVM classifier with TF-IDF and the N-gram 
feature. The x-axis of the chart clarifies the percentage of confidence values for each 
prediction. The y-axis of the chart demonstrates the percentage of the test dataset that 
accumulated to represent the performance predictions. The highest-confidence numbers are 
shown first, after which they decrease. An obvious pattern is that classifier pay attention to the 
neutral class. 
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Figure 5: Lift chart for neutral class for SVM using TF-IDF schema without N-gram feature 
A one-to-one model was built to show the relation between labelling by human operators for 
positive, negative, and neutral classes and the Tadawul All Share Index (TASI)5, with accuracy 
equal to 84.71 for SVM using the TF-IDF schema without the N-gram feature, and with 
accuracy equal to 76.32 for NB using the BTO schema with the N-gram feature. The built 
model illustrates results in labelling by showing the positive, negative, and neutral opinions as 
well as the TASI closing values. The Mubasher platform was used to download the closing 
values of the Saudi stock market from the TASI during the data collection period, except for 
the weekends (because the stock market is closed at the weekend) (see Appendix A). Figure 
6 shows the relation between labelling by human operators and the TASI for the Saudi stock 
market for positive negative, and neutral classes.  
  
Figure 6: The relation between labelling by human operators and the TASI for the Saudi 
stock market for positive, negative, and neutral classes. 
It can clearly be seen that the positive, negative, and neutral classes rise and fall with each 
other over the time. The neutral class, even considered to have no opinion, play a significant 
role in term of categorisation. The greatest score for neutral classes occurred in 21/4/2015, 
and the lowest neutral class score occurred on 28/4/2015; whereas the lowest negative class 
score occurred in 29/3/2015. Turning to details, one time only the neutral class was lower than 
the negative class that occurred for four days between 23/3/2015 to 26/3/2015. On the 
contrary, many times the neutral class went above the positive class for 15 days, but TASI 
remain the same for 12 days. However, research tends to ignore the neutral class because it 
                                                          
5 https://www.tadawul.com.sa 
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reduces the accuracy. It can be demonstrated by the experiment here that, the accuracy was 
not reduced significantly with the introduction of the neutral class. In Chapter 3, the accuracy 
achieved for positive and negative classes with N-gram using SVM with weighting schema 
TF-IDF was 85.24, while when the neutral class was added, the accuracy became 84.25. In 
contrast, adding the neutral class would simplify the labelling process of the human operator 
and improve the training and classification process by enabling better coverage of the vector 
space constructed by the training dataset. Therefore, improving the labelling process by the 
proposed relabelling will lead to updating experts’ knowledge about the domain and may be 
considered as a preferred approach. 
 Improve the labelling process with relabelling 
High dimensionality in texts makes text pre-processing significant in text classification 
problems including sentiment analysis [177, 178]. This problem slightly increases once the 
dimensionality becomes higher, such as when adding the neutral class data. For example, in 
the previous experiment to improve the labelling process with a neutral class, there was 
approximately 17% misclassification when SVM was used and approximately 28% 
misclassification when NB was used to classify the documents. In addition, manually labelling 
the documents may cause some mistakes, even when the neutral class is added. Thus, 
inaccurate classification creates the need to construct a relabelling process for Arabic tweets 
to identify contradictions based on the noise in the original labelling. Therefore, a relabelling 
process for Arabic sentiment analysis is proposed as follows. 
4.4.1. Process of relabelling 
Figure 7 demonstrates the relabelling process for Arabic sentiment analysis. The process 
starts with the same step as the Arabic sentiment analysis process in Chapter 3, by collecting 
the corpus of data to label and save the relevant training data and discard the irrelevant ones. 
The second step is pre-processing the data by cleaning up the hashtags, duplicate tweets, 
retweets, URLs, and special characters and preparing the collected data for the labelling 
process. The next step is labelling the cleaned data as positive, negative, or neutral by the 
expert in the domain. After that, the relabelling process starts, which consist of several steps: 
wordlist process, filtering, visualisation, extracting rules, and relabelling.  
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Figure 7: Relabelling process. 
The most challenging part of the process is feature selection, since any feature can occur in 
all classes (positive, negative, and neutral). In addition, the main difficulty is to find out how 
many times the feature occurred in each class. Therefore, the wordlist technique is utilised to 
represent the text data as a matrix to show the frequency of occurrence of each term within 
the three classes. Next, the features are filtered to select the higher frequency features 
presented by the wordlist process. Then, in order to understand the sentences’ structures and 
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the sentiments behind them, the visualisation technique is utilised on all data within the corpus. 
In other words, visualisation of the text shows the vital importance of the correlation between 
terms involved in the textual contents in general. However, visualisation only shows the 
features with all the related terms in their textual contents without showing the classes that 
belong too. Using the wordlist technique with visualisation can produce the important features 
created by the wordlist technique during the pre-processing stage. Overcoming the limitation 
of visualisation for the important features in the targeted text is an essential step in the 
relabelling process. After that, association rules are extracted from the documents that have 
features in questionable classes. Association rules are generated regardless of the minimum 
support and minimum confidence thresholds using the visualisation technique for the features 
that belong to the questionable class. By following these processes, the documents that have 
features in questionable classes can be relabelled again, and the noise of the original labelling 
will be reduced.  
4.4.2. Wordlist process  
Figure 8 shows the wordlist process. In this phase, the same corpus was classified whether 
positive, negative, or neutral was used, and the same data pre-processing procedure was 
utilised as in the opinion mining process. The goal of visualising association rules as a wordlist 
is to have a dataset that contains a row for each word, attributes for the word itself, and the 
number of labelled documents in each class for each term or word in the training data [170]. 
In other words, it represents the text data as a matrix to show the frequency of occurrence of 
each term within the three classes. The key feature in this process was the N-gram, which 
represents the correlation between the feature selection and other terms with their frequency 
of occurrence for just two nodes within all classes’ data. 
Retrieve Labeled 
Classes
Data Pre-processing WordList to Data
Replace 
Tokens
Tokenize
Filter Stopwords 
(Arabic)
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Feature 
Selection
Filter Tokens (by 
Length)
Generate n-
Grams (Terms)
 
Figure 8: Wordlist process. 
4.4.3. Filtering 
Features in the context of opinion mining are the words, phrases, or terms that strongly 
express an opinion as one of three polarities: positive, negative, or neutral. In other words, 
features are the keywords for deciding whether a text is positive or negative. That means that 
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features have a higher impact on the orientation of a text than other words in the same texts. 
The impact of feature selection is to help to reduce the dimensionality of a text to increase the 
classification accuracy. Features in the text are considered as explicit or implicit. Features that 
appear in a text are explicit, whereas features that do not appear but it are implied are implicit 
[35]. In the proposed process, only the explicit features are considered. 
4.4.4. Visualisation 
The importance of visualising a text is that it helps to understand the sentences’ structure and 
the sentiments behind them. Visualising the text shows the vital importance of the correlations 
between terms involved in the textual contents. The first step of the visualisation technique is 
producing the important features created by the wordlist process. Then, one of the features 
that appears in the dictionary created by the wordlist is selected. Selection of the feature is 
random to cover high-, average-, and low-frequency features to prove that the relabelling can 
work with different frequency levels. The next step is visualising the selected feature in all 
classes’ data as a wordlist representation. The wordlist shows how frequently the selected 
feature occurs in the positive, negative, and neutral classes. If the selected feature has a 
positive sentiment and occurs in other classes, such as neutral or negative, then the other 
classes (neutral, negative) are considered questionable. In other words, if the selected feature 
is from the positive list, then it should only occur in the positive class; otherwise, this feature’s 
incidence in different classes leads them to be considered questionable, since a strong, 
positive keyword should classify the text to as positive unless there is negation. Besides, it 
should not occur in the neutral class unless there are other words in the text that affect the 
sentiment. However, features in a questionable class need further investigation to confirm the 
correctness of the labelling.  
Figure 9 illustrates the visualisation association rules process. In this phase, again the same 
corpus classified as either positive, negative, or neutral was used, and the same data pre-
processing procedure utilised in the opinion mining process was carried out. After that, FP-
Growth was used to discover frequent items above the minimum support and minimum 
confidence thresholds. Then, association rules were generated to expose the relationships 
between seemingly unrelated data. The output of visualisation is the association of the high-
frequency terms with selected features presented previously from the wordlist process.  
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Figure 9: The visualisation generated association rules process. 
4.4.5. Association rules  
One of the most essential and popularly researched techniques of data mining is association 
rule mining, which was first introduced in [179]. Association rules are widely utilised in several 
areas, for example, telecommunication networks, markets, risk management, and inventory 
control [180]. Association rules aim to extract interesting correlations, frequent patterns, 
associations, or casual structures among sets of items in transaction databases or other data 
repositories.  
Association rules are if/then statements that help to discover relationships between unrelated 
data. An association rule has two components, an antecedent (if) and a consequent (then). 
An antecedent is an item set found in the dataset, and a consequent is an item set found in 
incorporation with the antecedent. In other words, an association rule is an implicative 
insinuation of the form A ⇒ B, where A and B are frequent item sets in a transaction database 
and A ∩ B = ∅. In practical usage, the rule is A ⇒ B [181]. 
Lopes et al. expounded the quandary of mining association rules from text [182]. They 
commenced by representing the text as a bag of words: Let I= i_(1), i_(2) …, i_(m), and let D 
be a set of transactions, where each transaction T is a set of items that represent the 
document, so T⊆I. An association rule is an involvement of the form X ⇒ Y, where X ⊂ I and 
Y ⊂ I, and X ⋂ Y = ∅. The rule X ⇒ Y holds confidence if the document D contains X and Y 
and support if the document contains X ⋃ Y. The left of the rule is the head of the rule and the 
set of residual words is the rule’s body. 
4.4.5.1. Association rules methods  
Text mining is the knowledge extracted from textual databases. However, association rules 
are produced by analysing data for frequent if/then patterns and utilising the criteria for support 
and confidence to identify the most consequential relationships. Support means how 
frequently the items appear in the database, and confidence indicates the number of times the 
if/then representations have been found to be true. The frequent if/then patterns are mined 
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utilising methods such as the Apriori algorithm and the FP-Growth algorithm [21], [183]. 
Association rule mining is divided into two phases. In the first phase, frequent patterns are 
mined above the minimum support threshold. In the second one, association rules are 
generated based on the minimum confidence threshold [184]. Experts in data mining claim 
that in the dataset, some terms or words frequently appear, while others rarely occur. In this 
case, the values of the minimum support will control the rule detection. For example, if the 
minimum support value is set low, rules that frequently occur will appear. In contrast, if the 
minimum support value is set high, rules that infrequently occur will not appear. This causes 
a problem called a “rare item”, where good rules with high confidence might be ignored 
because they have very little support [185, 186]. 
4.4.5.2. Apriori algorithm 
The Apriori algorithm is one of the earliest algorithms for discovering association rules from 
data. It was proposed by Agrawal in 1933 [179]. The process of the Apriori algorithm starts 
with finding all frequent one-item sets that pass the minimum support threshold. The next step 
is to generate a potential candidate item set of size two from the outcome of the previous step 
(largest item or most frequent item). Apriori uses “downward closure” to improve the searching 
process by reducing the size of the candidate item set list during each iteration [80, 186]. 
4.4.5.3. Frequent-pattern tree algorithm 
The Frequent-Pattern Tree Algorithm (FP-growth) is an important algorithm in the data-mining 
field that does not require candidate generation. FP-growth works by storing relevant item set 
information and then allowing an efficient novel structure to determine the frequent item sets. 
FP-growth has a way of decomposing the mining process into small tasks on a conditional FP-
tree. First, it considers the dataset to find the frequent items at level 1 by computing the support 
for frequent items. Those frequent one-item sets are stored in descending order of their 
supports. Then, the dataset is scanned again to build an FP-tree using the head table with a 
null label root. The database scanning process continues for each transaction T to re-sort the 
frequent items in the header table according to their frequencies of occurrence and insert them 
into the FP-tree [80]. FP-growth has been applied successfully in several sentiment 
classification method mining tasks. However, for this study, the FP-growth method was used 
due to its advantage over the Apriori method—for instance, only two passes over the dataset, 
no candidate generation, and compresses_data-set [187]. Figure 10 shows how to discover 
frequent item sets by the FP-growth algorithm. 
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Figure 10: FP-tree construction (taken from [24]). 
4.4.6. Extracting rules 
In this phase, association rules are extracted from the collection of documents based on the 
features created by the wordlist. Association rules are generated about the minimum support 
and minimum confidence thresholds using the previous process of visualisation; the only 
difference here is that the data we are going to use belong to the questionable class. This step 
focuses on extracting the rule that occurs less frequently in the questionable class within a 
specific document.  
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4.4.7. Relabelling 
In this step, the training data are searched for a sentiment that contains less frequently 
occurring terms in other classes that the feature does not belong to according to the wordlist 
matrix. To ensure reliability, the relabelling is performed by an expert on a specific document. 
Then, the sentiment with labelling noise is sent as a recommendation to an expert to check its 
labelling. 
4.4.8. Experiment: Relabelling 
The relabelling process starts by representing the text data as a matrix to show the frequency 
of occurrence of each term within the three classes. The relabelling process focuses on 
representing the correlation between feature selection and other highly frequent terms for just 
two nodes within all classes’ data. Table 17 shows the feature “earnings” (حابرا) as a positive 
sentiment in the Saudi stock market domain. In addition, Table 17 shows the occurrence of 
the feature “earnings” (حابرا) in the positive, negative, and neutral classes. 
Table 17: Occurrence of the feature “Earnings” (حابرأ ). 
Feature Occurrence Neutral Positive Negative 
حابرا 377 77 773 79 
 
Figure 11 shows the association rules related to the feature “earnings” (حابرا) in all classes with 
respect to the minimum support and minimum confidence thresholds. The feature “earnings” 
(حابرا) entailed sharing the profits of firms in the Saudi stock market. In addition, Figure 11 
shows the most important rules for the feature “earnings” (حابرا), which are [حابرا] → [عيزوت] 
(support: 0.031 confidence: 1), [حابرا] → [عافترا] (support: 0.017 confidence: 1), and [حابرا] → 
[عجارت] (support: 0.013 confidence: 1). The term “sharing out” [عيزوت] correlated with the feature 
“earnings” [حابرا] to compose positive phrases about distributing profits in the sentence. 
Further, the term “rising” [عافترا] correlated with the feature “earnings” [حابرا] to compose 
positive phrases about rising profits in the sentence. On the other hand, the term “decline” 
[عجارت] correlated with the feature “earnings” [حابرا] to compose negative phrases about profit 
decline in the sentence.  
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Figure 11: Visualisation of the association rules for the feature “earnings” (حابرا). 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases correlated with the feature “earnings” (حابرا). Table 18 shows that the phrase “rising 
profits” [ عيزوت-حابرا ] occurred 79 times: three in the neutral, 66 in the positive, and 10 in the 
negative class.  
Table 18: Phrases for the feature “earnings” ( براحا ) in all the data. 
 
 
 
 
From Table 18, the phrase “rising profits” [ عافترا-حابرا ] does not need further investigation since 
it only occurred in the positive class. In addition, the phrase “profits decline” [ عجارت-حابرا ] does 
not need further investigation since it only occurred in the negative class. However, since the 
phrase “distribute profits” [ عيزوت-حابرا ] occurred in both the negative and neutral classes, both 
classes become questionable. Therefore, the feature “earnings” (حابرا) needs further 
investigation in order to find out the association rules in the both classes. As result, two 
scenarios will be followed: The first scenario is extracting association rules for the feature 
“earnings” (حابرا) in the neutral class. The second scenario is extracting association rules for 
the feature “earnings” (حابرا) in the negative class. The association rules are generated with 
regard to the minimum support and minimum confidence thresholds using the previous 
process of visualisation. 
Figure 12 shows that the feature “earnings” (حابرا) can occur with many rules that appear in 
the premises column with the minimum support and minimum confidence values. However, 
according to the first scenario, the interested rule here is [حابرا] → [ عيزوت-حابرا ] (support: 0.005 
Phrase -
Terms 
Occurrence Neutral Positive Negative 
عيزوت-حابرا  95 3 77 77 
عافترا-حابرا  37 0 37 0 
عجارت-حابرا  31 0 0 31 
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confidence: 1), which represents the phrase “distribute profits” [ عيزوت-حابرا ] illustrated in the 
wordlist matrix in the neutral class. 
 
Figure 12: The correlation rules of the feature “earnings” (حابرا) in the neutral class. 
According to Figure 12, the rule [حابرا] → [ عيزوت-حابرا ] (support: 0.005 confidence: 1), which 
represents the phrase “distribute profits”, occurred in the neutral class. Therefore, the next 
step is to search for the phrase “distribute profits” [ عيزوت-حابرا ] in the neutral class documents. 
Table 19 shows that the phrase “distribute profits” [ عيزوت-حابرا ] occurred in three documents. 
Table 19: The term “distribute profits” [ عيزوت-حابرا ] in the neutral class documents. 
Original 
labelling 
class 
Original Arabic tweets with English translation 
  
New 
labelling 
class 
Neutral 
 
 ماع نم يناثلا فصنلا حابرأ عيزوت ةقيرطو خيرات نع كلاسأ كلاسﻷا عناصم داحتا ةكرش نلعت
7777  
Positive 
Union Wire Mills Company announces the date and method of 
distributing dividends for the second half of 2014 
Neutral  يف ةيهتنملا ةيلاملا ةنسلا نع نيمهاسملا ىلع حابرأ عيزوت نع ريمعتلاو ءاشنلإل ةكم ةكرش نلعت
37/7/7737ـه  
Positive Makkah Construction & Development Company announces the 
distribution of dividends to shareholders for the fiscal year ended 
30/4/1436 H. 
Neutral  نم يناثلا فصنلا نع نيمهاسملا ىلع حابرأ عيزوت نع هاكرشو ريكحلا زيزعلادبع زاوف ةكرش نلعت
 ماعلا7777  Positive 
Fawaz Abdul-Aziz Al Hokair & Co. announces a dividend distribution for 
the second half of 2014 
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Figure 13 shows that the feature “earnings” (حابرا) can occur with many rules that appear in 
the premises column with the minimum support and minimum confidence values. However, 
according to the second scenario, the interested rule here is [حابرا] → [ عيزوت-حابرا ] (support: 
0.021 confidence: 1), which represents the phrase “distribute profits” [ وتعيز-حابرا ] illustrated in 
the wordlist matrix in the negative class. 
 
Figure 13: The correlation rules of the feature “earnings” (حابرا) in the negative class. 
According to Figure 13, the rule [حابرا] → [ عيزوت-حابرا ] (support: 0.021 confidence: 1), which 
represents the phrase “distribute profits”, occurred in the negative class. Therefore, the next 
step is to search for the phrase “distribute profits” [ عيزوت-حابرا ] in the negative class documents. 
Table 20 shows that the phrase “distribute profits” [ عيزوت-حابرا ] happened in 10 documents. In 
addition, ten documents has been found to satisfy the rule [حابرا] → [ عيزوت-حابرا ]; therefore, it 
was resent to the expert who labelled the document in the first stage. Moreover, it can be seen 
from the structure of nine documents that the phrase “distribute profits” حابرأ عيزوت has occurred 
with negation [ حابرأ عيزوت] → [ مدع], so the right place for this term is the negative class. 
Moreover, only one document has been relabelled from negative to positive. 
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Table 20: The term “distribute profits” [ عيزوت-حابرا ] in the negative class documents. 
Original 
labelling 
class 
Original Arabic tweets with English translation 
  
New 
labelling 
class 
Negative 
حابرأ عيزوت ىلع ةقفاوملا ةنمضتملا وكبيف ةيمومع ليجأت 
Positive 
Vipco generality agreed to postpone the dividend distribution 
Negative 
حابرأ عيزوت مدعب يصوي نيمأتلل ةيملاعلا ةرادإ سلجم 
Negative 
Global Insurance Board recommend not to distribute dividend 
Negative 
حابرأ عيزوت مدع ىلع ةقفاوملل يبرعلا عردلا ةيمومع ويام 77 
Negative May 21 general Arabian Shield for approval on not distributing 
dividend 
Negative 
حابرأ عيزوت مدع ةنمضتملاو لوناميك ةيمومع دونب ىلع دعُب نع تيوصتلا ًادغ 
Negative 
Tomorrow remote voting on the general terms of Kimanol, 
including on not distributing dividend 
Negative 
اهترادإ سلجم ءاضعأ بختنتو حابرأ عيزوت مدع رقت نيمأتلل سيا 
Negative 
ACE Insurance recognises not distributing dividend and elects its 
board of directors 
Negative 
 عبرلا نع حابرأ عيزوت مدعب ةرادﻹا سلجم ةيصوت نع يليابوم تلااصتإ داحتإ ةكرش نلعت
 يلاملا ماعلا نم لوﻷا7779م  
Negative Etihad Etisalat announces the recommendation of the Board of 
Directors to not distribute dividend for the first quarter of the fiscal 
year 2015 
Negative 
ماعلا اذه نم لوﻷا عبرلا نع حابرأ عيزوت مدع رقت يليابوم ةرادإ 
Negative 
Mobily's management confirms Directors to not distribute dividend 
for the first quarter of this year 
Negative 
حابرأ عيزوت مدع ىلع ةقفاوملل يليابوم ةيمومع وينوي 5 
Negative 
June 9 Mobily's approval for not distributing dividend 
Negative 
حابرأ عيزوت مدع ىلع ةقفاوملل ةيمومع وينوي 5 ليربأ 37 ىتح ةمكارتملا رئاسخ % 775 
Negative 
609% accumulated losses until 30 April 9 June general to 
approve not distributing dividend 
Negative 
حابرأ عيزوت مدع ىلع ةقفاوملل ةيمومع وينوي 77 يصوت لاوفاص هكرش 
Negative 
Savola recommends a June 22 general meeting to approve not 
distributing dividend 
 
 
 63 
 
Figure 14 shows the correlation rules that can happen with the feature “earnings” (حابرا) in the 
negative class. Moreover, this process can identify the negation terms such as مدع, which 
means the opposite of positive, to help solve the negation problem in Arabic sentiment 
analysis. 
 
Figure 14: The correlations of the “negation term” (مدع) and the feature “earnings” (حابرا) in 
the negative class. 
The second example verifies our hypothesis with another positive sentiment, “rise” (عافترا). 
Table 21 shows the feature “rise” (عافترا) as a positive sentiment in the Saudi stock market 
domain. In addition, Table 21 shows the occurrence of the feature “rise” (عافترا) in the positive, 
negative, and neutral classes. 
Table 21: Feature “rise” (عافترا) occurrence. 
Feature Occurrence Neutral Positive Negative 
عافترا 773 3 773 77 
 
Figure 15 shows the association rules related to the feature “rise” (عافترا) in all classes with 
respect to the minimum support and minimum confidence thresholds. The feature “rise” (عافترا) 
refers to obtaining a financial advantage or benefit from an investment of some company in 
the Saudi stock market. In addition, Figure 15 shows the most important rules for the feature 
“rise” (عافترا), which are [حابرا] → [عافترا] (support: 0.091 confidence: 1) and [هبسن] → [عافترا] 
(support: 0.013 confidence: 1). The term “earnings” [حابرا] correlated with the feature “rise” 
(عافترا) to compose positive phrases about rising profits in the sentence. Further, the term 
“percentage” [هبسن] correlated with the feature “rise” (عافترا) to compose positive phrases about 
high ratios in the sentence.  
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Figure 15: Visualisation of the association rules for the feature “rise” (عافترا). 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases correlated with the feature “rise” (عافترا). Table 22 shows that the phrase “increase – 
percentage” [عافترا – -هبسن] occurred 30 times: zero in the neutral, 23 in the positive, and seven 
in the negative class. 
Table 22: Phrases for the feature “rise” (عافترا ) in all the data. 
 
 
From Table 22, the phrase “rising profit” [ عافترا-حابرا ] does not need further investigation, since 
it only occurred in the positive class. 
The phrase “increase – percentage” [  عافترا– هبسن ] occurred in the negative class, the negative 
class becomes questionable. Therefore, the feature “increase” (عافترا) in the negative class 
needs further investigation to find out the association rules in the negative class. As a result, 
the second scenario will be followed: extracting association rules that occurred for the feature 
“increase” (عافترا) in the negative class. Association rules are generated about the minimum 
support and minimum confidence thresholds using the previous process of the visualisation. 
Figure 16 shows that the feature “increase” (عافترا) occurred with many rules in the premises 
column with the minimum support and minimum confidence values. However, according to 
the second scenario, the interested rule here is [عافترا] → [  عافترا– سنهب ] (support: 0.015 
confidence: 1), which represents the phrase “increase – percentage” [  عافترا– هبسن ] illustrated in 
the wordlist matrix in the negative class. 
Phrase -Terms Occurrence Neutral Positive Negative 
 عافترا– حابرا  37 0 37 0 
 عافترا– هبسن   30 0 23 7 
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Figure 16: The correlation rules of the feature “rise” (عافترا) in the negative class. 
According to Figure 16, the rule [عافترا] → [  عافترا– هبسن ] (support: 0.015 confidence: 1), which 
represents the phrase “increase – percentage” [  عافترا– هبسن ], occurred in the negative class. 
Therefore, the next step is to search for the phrase “increase – percentage” [  عافترا– هبسن ] in the 
negative class documents. Table 23 shows that the phrase “increase – percentage” [  عافترا– 
هبسن] occurred in three documents. Moreover, three documents have been found to satisfy the 
rule [عافترا] → [  عافترا– هبسن ], therefore they were resent to the expert who labelled the documents 
in the first stage. Moreover, it can be seen from the structure of the three documents that 
Arabic is a derivation language which can create new words from other words. For example, 
عافترا can create اعفترم ,عفتري, عفترت,   عفترا . All those words have the same meaning (“raise” in 
English), but each term has a different shape; this is one of the problems that can be solved 
by light stemming in the pre-processing phase. Moreover, replacing the token operator was 
used to replace % with the term هبسن during the pre-processing phase. For this reason, the term 
“هبسن” cannot be seen in the original documents. 
Table 23: The phrase “increase – percentage” [ عافترا-ةبسن ] in the negative class documents. 
Original 
labelling 
class 
Original Arabic tweets with English translation 
  
New 
labelling 
class 
Negative 
هتاكرش ثلث عجارت مغر %77 عفترت ةئزجتلا عاطق حابرأ يفاص 
Positive Net profit for the retail sector increased 12% despite a third of its 
companies falling 
Negative 
اهعاطقب عجارتت لاوفاصو عوبسﻷا ةياهنب %77 عفتري يدوعسلا قوسلا 
Positive The Saudi market is up 4% at the end of the week, and Savola is 
falling in its sector 
Negative %0 نم رثكأب عجارتي فلغديمو  
ًاعفترم قلغي ماعلا رشؤملا Positive 
General index closes higher and Medgulf went down more than 8% 
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The third example is for “losses”, (رئاسخ) which is a negative sentiment. First, we should 
visualise the most important rules for the term “losses” (رئاسخ). Table 24 shows the feature 
“losses” (رئاسخ) as a negative sentiment in the Saudi stock market domain. In addition, Table 
24 shows the occurrence of the feature “losses” (رئاسخ) in the positive, negative, and neutral 
classes. 
Table 24: Phrases for the feature “losses” (رئاسخ) in all the data. 
feature Occurrence Neutral Positive Negative 
رئاسخ 87 0 25 62 
 
Figure 17 shows the association rules related to the feature “losses” (رئاسخ) in all class with 
respect to the minimum support and minimum confidence thresholds. The feature “losses” 
(رئاسخ) meaning the fact of losing in investment of some business in the Saudi stock market. 
In addition, Figure 17 shows the most important rule for the feature “losses” (رئاسخ), which is 
[رئاسخ] → [ةمكارتملا] (support: 0.013 confidence: 1). The term “losses” [رئاسخ] correlated with the 
term “Accumulated” (ةمكارتملا) to compose the positive phrase “accumulated losses” in the 
sentence.  
 
 Figure 17:  Visualisation of the association rules for the feature “losses” (رئاسخ).  
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases correlated with the feature “losses” (رئاسخ). Table 25 shows that the phrase 
“accumulated losses” [ رئاسخ-ةمكارتملا ] occurred 14 times: zero in the neutral, four in the positive, 
and 10 in the negative class.  
Table 25: Phrases for the feature “accumulated losses” ( رئاسخ-كارتملاةم ) in all the data. 
 
 
 
Since the phrase Accumulated losses [ رئاسخ-ةمكارتملا ] occurred in the positive class, the positive 
class becomes questionable. Therefore, the feature “losses” (رئاسخ) in the positive class needs 
further investigation in order to find out the association rules in the positive class. As result, 
the second scenario will be followed, extracting association rules that occurred for the feature 
Phrase -Terms Occurrence Neutral Positive Negative 
رئاسخ-ةمكارتملا  14 0 4 10 
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“losses” (رئاسخ) in the positive class. Association rules are generated with regard to the 
minimum support and minimum confidence thresholds using the previous process of 
visualisation. Figure 18 shows that the feature “accumulated losses” ( رئاسخ-ةمكارتملا ) occurred 
with many rules in the premises column with the minimum support and minimum confidence 
values. 
 
Figure 18: The correlation rules of the feature “accumulated losses” ( رئاسخ-ةمكارتملا ) in the 
positive class. 
 
According to Figure 18, the rule [رئاسخ] → [ رئاسخ-ةمكارتملا ] (support: 0.005 confidence: 1), which 
represents the phrase “accumulated losses” [ رئاسخ-ةمكارتملا ], occurred in the positive class. 
Therefore, the next step is to search for the phrase “accumulated losses” [ رئاسخ-ةمكارتملا ] in the 
positive class documents.  
Table 26 shows that the phrase “accumulated losses” [ رئاسخ-ةمكارتملا ] occurred in four 
documents. Moreover, four documents have been found to satisfy the rule [رئاسخ] → رئاسخ-
]ةمكارتملا]; therefore, they were resent to the expert who labelled the documents in the first 
stage. Moreover, it can be seen from the structure of the three documents that the term 
“descent” (ضافخنإ), a negative sentiment, came before the phrase “accumulated losses” [ رئاسخ-
ةمكارتملا], another negative phrase that makes the three documents positive. 
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Table 26: The phrase “Accumulated losses” [ رئاسخ-ةمكارتملا ] in the positive class documents. 
Original 
labelling 
class 
Original Arabic tweets with English translation 
  
New 
labelling 
class 
Positive 
 ىلإ ةمكارتملا اهرئاسخ ضافخنإ نع نيماتلل افو هينواعتلا نيماتلل ةيدنهلا ةيدوعسلا ةكرشلا نلعت
 نم لقأ97 % اهلامسأر نم  
Positive 
Saudi Indian Cooperative Insurance Company (WAFA) announces 
its decrease in accumulated losses to less than 50% of its capital 
Positive اهلامسأر نم %97 نع نيمأتلل افو ـل ةمكارتملا رئاسخلا ضافخنا Positive 
Wafa Insurance's decreased accumulated loss of 50% of its capital 
Positive 
 نم % 97 نم لقأ ىلإ ةمكارتملا اهرئاسخ ضافخنإ نع ينواعتلا نيمأتلل ةدحتملا ةكرشلا نلعت
اهلامسأر Positive 
United Cooperative Insurance Company announces a decrease in its 
accumulated losses to less than 50% of its capital 
Positive اهلامسأر نم %97 نع نيمأتلل افو ـل ةمكارتملا رئاسخلا ضافخنا Positive 
Decreased loss of Wafa Insurance accumulated 50% of its capital  
 
Finally, green represents a positive sentiment in the stock market domain, and red represents 
a negative sentiment in the HMI field in computing. In other words, colour can be a sentiment 
in this domain. Table 27 shows the feature “green” (رضخلاا) as a positive sentiment in the Saudi 
stock market domain. In addition, Table 27 shows the occurrence of the feature “green” 
(رضخلاا) in the positive, negative, and neutral classes. 
Table 27: Phrases for the feature “green” (رضخلاا) in all the data 
Feature Occurrence Neutral Positive Negative 
رضخلاا 79 0 77 9 
 
Figure 19 shows the association rules related to the feature “green” (رضخلاا) in all class with 
respect to the minimum support and minimum confidence threshold. The feature “green” 
(رضخلاا) means that the Saudi stock market values have closed in the green. In addition, Figure 
19 shows the most important rule for the feature “green” (رضخلاا), which is [رضخلاا] → [نوللاب] 
(support: 0.006 confidence: 1). The feature “green” ( لاارضخ ) correlated with the term “colour” 
(نوللا) to compose the positive phrase “green colour” in the sentence.  
 
Figure 19: Visualisation of the association rules for the feature “green” (رضخلاا). 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases correlated with the feature “green” (رضخلاا). Table 28 shows that the phrase “green 
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colour” [رضخلاا_نوللاب] occurred 14 times: zero in the neutral, eight in the positive, and five in the 
negative class.  
Table 28: Phrases for the feature “green colour” (رضخلاا_نوللاب) in all the data. 
 
 
 
Since, the phrase “green colour” [رضخلاا_نوللاب] occurred in the negative class, the negative 
class becomes questionable. Therefore, the feature “green” (رضخلاا) in the negative class 
needs further investigation in order to find out the association rules in the positive class. As a 
result, the second scenario will be followed: extracting association rules that occurred for the 
feature “green” (رضخلاا) in the negative class. Association rules are generated with regard to 
the minimum support and minimum confidence thresholds using the previous process of 
visualisation. Figure 20 shows that the feature “green colour” (رضخلاا_نوللاب) occurred with many 
rules in the premises column with the minimum support and minimum confidence values. 
 
 
Figure 20: The correlation rules of the feature “green colour" (رضخلاا_نوللاب) in the positive 
class. 
According to Figure 20 the rule [رضخلاا] → [رضخلاا_نوللاب] (support: 0.011 confidence: 1), which 
represents the phrase “green colour” [رضخلاا_نوللاب], occurred in the negative class. Therefore, 
the next step is to search for the phrase “green colour” [رضخلاا_نوللاب] in the negative class 
documents. Table 29 shows that the phrase “green colour” [رضخلاا_نوللاب] occurred in five 
Phrase -Terms Occurrence Neutral Positive Negative 
رضخلاا_نوللاب 14 0 0 9 
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documents. Moreover, five documents have been found to satisfy the rule [رضخلاا] → 
[رضخلاا_نوللاب]; therefore, they were resent to the expert who labelled the documents in the first 
stage. Moreover, it can be seen from the structure of the five documents that the term “decline” 
(  عجارت( as a negative sentiment came sometimes before and after the phrase “green colour” 
[رضخلاا_نوللاب], making the five documents negative. In addition, the same process was carried 
out for random features (positive or negative), namely, “growing” (هدايز), “distribution” (عيزوت), 
“decrease” (ضافخنا), “financial penalty” (ةمارغ), and “delay”  يجأتل) ). The result shows that, after 
completing the process, 23 documents were sent to experts to check the labelling (see 
Appendix A). In total, 48 tweets were examined, and 20 tweets were relabelled. In last stage, 
the original data were updated according to the new labelling. Then, the updated data were 
loaded to run a new classification process. A comparison was carried out between the original 
classification and the new classification. 
Table 29: Phrase “green colour” [رضخلاا_نوللاب] in the negative class documents 
Original 
labelling 
class 
Original Arabic tweets with English translation 
  
New 
labelling 
class 
Negative 
%3 عجارتي يراقعلا ريوطتلاو رضخﻷا نوللاب قلغي ماعلا رشؤملا 
Positive 
Index closes in green and real estate development falls 3% 
Negative 
رضخﻷا نوللاب يبظوبأو مزحلا ةفصاع ةيفلخ ىلع عجارتت ةيجيلخلا قاوسﻷا 
Negative Gulf markets retreat against the drop of the Al-Hazm Storm and Abu 
Dhabi in green 
Negative 
رضخﻷا نوللاب دحاو عاطقو %79 ةبسنب  ًاعجارتم قلغي يدوعسلا قوسلا 
Negative 
The Saudi market closed down 17% and one sector in green 
Negative 
رضخﻷا نوللاب ًادحاو ًاعاطقو ةطقن 5997 نود يدوعسلا قوسلا قلغت حابرا ينج تايلمع 
Negative 
Profit taking closes the Saudi market below 9750 points and one 
sector in green 
Negative 
رضخﻷا نوللاب دحاو عاطقو رمحﻷا نوللاب قلغي يدوعسلا قوسلا Negative 
The Saudi market closes in red and one sector in green 
 
Tables 30 and 31 show the performance accuracy for the SVM with TF-IDF schema without 
the N-gram feature for both the original classification and the new classification, respectively. 
For the neutral class, the precision for the original classification was 93.86%, which rose to 
96.99%for the new classification after the relabelling process. Likewise, the recall for the 
original classification for the neutral class was 84.75%, which rose to 85.49% for the new 
classification after the relabelling process. 
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Table 30: All-class performance accuracy in original classification for SVM with TF-IDF 
schema 
 true neutral true positive true negative class precision 
pred. neutral 550 24 12 93.86% 
pred. positive 90 739 97 79.81% 
pred. negative 9 65 357 82.83% 
class recall 84.75% 89.25% 76.61%  
 
Table 31: All-class performance accuracy in new classification for SVM with TF-IDF schema. 
 true neutral true positive true negative class precision 
pred. neutral 548 10 7 96.99% 
pred. positive 87 788 134 78.10% 
pred. negative 6 45 318 86.18% 
class recall 85.49% 93.48% 69.28%  
 
Table 32 shows the comparison carried out between the original and the new classification. 
The obtained result shows that there was improvement when using SVM with the TF-IDF 
schema without the N-gram feature for the new classification.  
Table 32: All-class performance accuracy comparison for SVM with TF-IDF schema without 
N-gram. 
Classifier Accuracy Recall Precision 
SVM with the original labelling 
dataset 
84.71% 83.54% 85.63% 
SVM with the new labelling 
dataset 
85.13% 82.74% 87.28% 
 
On the other hand, a better result took place with NB using the BTO schema with the N-gram 
feature to examine the new labelling dataset. Tables 33 and 34 show the performance 
accuracy for NB using the BTO schema with the N-gram feature for the new classification. For 
example, the neutral class precision for the original classification was 75.90%, which rose to 
79.66% for the new classification after the relabelling process. On the other hand, the recall 
for the original classification for the neutral class was 87.37%, which fell to 87.36% for the new 
classification after the relabelling process. 
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Table 33: All-class performance accuracy in original classification NB with BTO schema with 
N-gram. 
 true neutral true positive true negative class precision 
pred. neutral 567 117 63 75.90% 
pred. positive 67 596 84 79.79% 
pred. negative 15 115 319 71.05% 
class recall 87.37% 71.98% 68.45%  
 
Table 34: All-class performance accuracy in new classification NB with BTO schema with N-
gram 
 true neutral true positive true negative 
class 
precision 
pred. neutral 560 85 58 79.66% 
pred. positive 65 646 91 80.55% 
pred. negative 16 112 310 70.78% 
class recall 87.36% 76.63% 67.54%  
 
Table 35 shows the comparison carried out between the original and the new classification. 
The obtained result shows that there was improvement when using NB with the BTO schema 
with the N-gram feature for the new classification. 
Table 35: All-class performance accuracy comparison for NB with BTO schema with N-gram. 
Classifier Accuracy Recall Precision 
NB with the original labelling 
dataset 
76.27% 75.94% 75.82% 
NB with the new labelling 
dataset 
78.02% 77.17% 77.11% 
 
This study has shown that our process can easily classify Arabic tweets and can handle many 
text association rules for positive, negative, and neutral classes. The analysis shows the 
importance of a neutral class in sentiment analysis of Arabic documents, as adding a neutral 
class leads to an improvement in classification accuracy. The results are different because 
the new vectors dictionary for the text data consists of all the words that belong to positive and 
negative classes as well. On the other hand, the relabelling process might lead to improving 
the classification accuracy results. Moreover, the results show that good understanding of the 
text structure is necessary, as it can affect a full document. Finally, all experiments can be 
mutually beneficial for both developing expert knowledge and helping machine learning 
methods to obtain better predictions in future. 
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 Summary 
In this chapter, techniques for improving the labelling process of sentiment analysis have been 
explored and validated by classifying Arabic texts about the Saudi stock market. A neutral 
class has been introduced to improve the sentiment analysis, with a positive result. In addition, 
visualisation of financial Arabic texts was conducted to learn the sentences’ structure along 
with the sentiments behind them. Besides, misclassification could be identified and eliminated 
during the relabelling process. Further work is required in the Arabic financial domain to 
compare and address other metrics such as lift, correlation, and collective strength. These 
metrics can be utilised to extract and examine interesting association patterns from textual 
data. However, in order to select the right measures for the correlations between textual data 
attributes, several key properties should be considered in the examination. Moreover, to 
enhance the relabelling system, it is necessary to develop software that can work with the 
same relabelling concept by using more nodes to determine questionable classes and check 
even the small rules that occurred in the text. This may help to build robots dictionary in the 
future. 
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Chapter 5: Tuning of CRM via CEM using sentiment analysis on 
aspects level 
 Introduction 
Today, social media has become a method for maintaining strong relationships between users 
and companies [111]. To meet users’ expectations and understand their opinions via social 
media platforms, companies are keen to adjust their CRM based on the feedback from social 
media platforms. In other words, CRM can be fine-tuned based on the differences between its 
own prediction of users’ opinions and the actual feedback from CEM. The differences between 
the opinions predicted by CRM and the actual opinions collected from social media are 
important to improve CRM further. The inconsistency in the opinions comes from two sources 
of error in CRM: 
 The criteria or weights employed in CRM are not accurate. 
 The structure of CRM is not optimised. 
 
In the former case, CRM and CEM cover similar aspects in a given domain; their difference is 
solely due to the inaccuracy of the criteria or weights employed in the CRM system. In the 
latter case, CRM could have missed a few key aspects that are important for CEM. The 
difference in the latter case is inherent in the structure of the CRM system.  
 
Facing the problem, tuning CRM via CEM needs to be organised in two levels: 
 Tuning on the aspect level: In this case, CRM and CEM have been constructed from 
similar aspects; sentiment analysis could be applied to adjust the criteria or weights in 
the CRM via the difference between CRM and CEM. This part of the problem will be 
investigated in this chapter. A framework for adjusting CRM via CEM will be proposed 
and validated by a real-word example from the educational sector.  
 Tuning on the sentence level: In this case, CRM and CEM have been constructed 
separately with different aspects. Opinions can only be collected on the sentence level 
for certain subjects in this domain. Tuning for this kind of system will be investigated 
in the next chapter. The framework above will be revised and validated by a selected 
case study from the service sector. 
 
This chapter organised as follows: In Section 5.2, a framework for integrating CRM and CEM 
is introduced. Section 5.3 contains the CRM tuning based on CEM at the aspect level—a case 
study from King Abdul-Aziz University. Section 5.3.4 presents sentiment analysis for CEM 
along with experimental results and evaluations. In Section 5.3.6, classification using CRM 
along with results and evaluations is shown. In Section 5.3.8, tuning of CRM via CEM is 
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presented along with experimental results and evaluations. Finally, a summary of this chapter 
is presented in Section 5.4.  
 Framework on tuning CRM via CEM 
This study proposes a framework that combines a supervised machine learning and a 
semantic orientation approach to tune CRM via CEM. The framework extracts data from social 
media first and then integrates CRM and CEM by tuning and optimising CRM to reflect the 
needs and expectations of users on social media. In other words, in order to reduce the gap 
between the users’ predicted opinions in CRM and their opinions on social media, the existing 
data from CEM will be applied to determine the similar behavioural patterns of customers 
towards similar outcomes within CRM. The framework will lead to a quantitative approach to 
uncover relationships between the extracted data from social media and the CRM data. 
Figure 21 illustrates the proposed framework for integrating CRM with CEM. The framework 
consists of three processes: (1) sentiment analysis for CEM, (2) classification using CRM, and 
(3) data tuning of CRM via CEM. In terms of data modelling, the main components of the three 
processes are very similar. The difference between process one and process two is in the 
input: one takes unstructured social media input, while the other takes a structured customer 
database. In process three, CRM data can be labelled automatically by CEM or vice versa. In 
this work, we will focus on the fine-tuning of CRM through CEM. 
CEM
CRM
Text Mining 
Sentiment Analysis
Integration
Positive
Negative
Neutral
DBM
Unstructured data Structure data
Relabeling
Structure data
Twitter’S API
CRM
CEM
Structure data
Data Mining Association Rules
Visualisation
Tuning
Optimisation of  the 
structure of the 
CRM
Optimisation of 
the weight of the 
CRM
Sentence level
Aspects level
Clustering data 
mining technique
 
Figure 21: The process of the proposed framework of tune CRM via CEM 
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5.2.1. Sentiment Analysis for CEM 
This is a process that extracts key features for CEM using social media. The extracted features 
will be represented by a semantic schema. The schema can be applied directly to the social 
media input. The process 
 Collects tweets based on a set of keywords that describe the case study using Twitter’s 
streaming API. 
 Performs text-processing techniques based on the proposed ontology model to reduce 
the amount of noise and extracts key features. 
 Apply supervised learning method. By exploring relevant data mining approaches such 
as sentiment analysis and NLP on building models, which have been described in 
Chapter 3 and 4, the component classifies tweets according to their sentiment polarity 
into one of the classes of positive, negative, and neutral. 
5.2.2. Classification using CRM 
This is a process that extracts key features for CRM using an existing customer database. 
The extracted features are also represented by a semantic schema, which can be applied 
directly to the consumer database. The process 
 Collects structured data for the CRM using the database’s API. 
 Performs pre-processing techniques based on the existing CRM model to reduce the 
amount of noise and extracts key features. 
 Apply supervised learning method, which is again similar to the CEM process. 
5.2.3. Tuning on CRM via CEM 
A model has been developed that cross-validates features extracted from both CEM and CRM. 
In this case, if CRM and CEM are not consistent, CRM’s semantic schema can be updated by 
CEM’s output directly. In this process, 
 Statistical algorithms (such as Index and Matching utilised where Match locates and 
feeds a position to Index of records) will be applied to discover patterns and 
correlations in features extracted from both CEM and CRM.  
 The confidence of the discovery will be examined automatically by comparing 
validation between the outputs. False positives, negatives, and neutrals will be 
identified during the process.  
 CRM’s semantic schema will be revised iteratively. If CRM and CEM are constructed 
from similar aspects, the tuning will be focused on the criteria or weights in CRM. 
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Otherwise, CRM and CEM will need to be interpreted on the sentence level, so the 
structure of the CRM will be optimised based on its difference from CEM at this level.  
 Tuning the weight of CRM 
By asking social media users for their opinions on specific aspects or details about entities of 
an existing CRM, the CEM can be constructed on the aspect level. In this way, CEM will have 
coverage and complete matching for details regarding the CRM information. In order to reflect 
the social media users’ needs, the weight of some aspects of the CRM criteria can be tuned 
to close the gap between CRM and CEM. 
 Tuning the structure of CRM 
By asking social media users for their opinions on general aspects or details about entities of 
an existing CRM, the CEM can be constructed on the sentence level. In this way, CEM will 
lack coverage and will have incomplete matching for details regarding the CRM information. 
In order to reflects the social media users’ needs, the structure of some aspects of the CRM 
can be tuned to close the gap between CRM and CEM. 
 Case study for Tuning CRM via CEM at the aspect level: Optimisation of CRM of 
King Abdul-Aziz University 
The Deanship of e-Learning and Distance Education at King Abdul-Aziz University’s Twitter 
account was chosen as a platform for opinion mining. The investigation was conducted on 
students’ sentiments on the aspect level, with students being asked specific questions about 
e-learning criteria. The aim of this case study was to validate the proposed framework by 
adjusting the criteria or weights employed in the targeted CRM system. 
5.3.1. Background of King Abdul-Aziz University 
Students use social media and social networking sites on a daily basis to express their views 
and activities. Therefore, it follows that universities utilise social media in educational practice 
for the purpose of improving their teaching processes, as well as for the purpose of analysing 
opinions and learning about experiences. This is especially relevant for students who mostly 
depend on the web, such as online distance education students. Therefore, this chapter aims 
to investigate whether social media could change experts’ knowledge about their users and 
help them understand them more. For example, in universities, some students, such as 
distance education students, fail not because they are not good enough but because the 
university does not make the right efforts to help them. To achieve this aim, our goal is to 
combine the results of social network users’ sentiments with existing students’ data based on 
their behaviour patterns. Therefore, in this chapter, an experiment is carried out to understand 
distance education students’ learning experiences by analysing students’ opinions from the 
Twitter account of the Deanship of e-Learning and Distance Education at King Abdul-Aziz 
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University in Saudi Arabia. The experiment examines the aspect level for students’ opinions 
of King Abdul-Aziz University. 
 
The Deanship of e-Learning and Distance Learning at King Abdul-Aziz University’s Twitter 
account, which, with 38,000 followers, is a leading account in the Gulf region, has been chosen 
as a platform for opinion mining. The Deanship’s Twitter account has won the Khalifa 
Educational Award in the Field of New Media at the Arab World Level, and the Deanship also 
received the Khalifa Prize for Education in the Field of New Media and Distance Education in 
the Arab World for spreading e-learning culture through new media (Facebook, Twitter, 
YouTube, and other new media tools) on 1 April 2015. The award is widely recognized in the 
educational and academic communities and granted annually under the patronage of HH 
Sheikh Khalifa bin Zayed, President of the UAE, and Sheikh Mohammed bin Zayed, Crown 
Prince of Abu Dhabi. 
5.3.2. Preparing the sentiment analysis for CEM using the criteria from CRM 
In order to prepare the sentiment and to clean the text to hand it off to the classifier, links, 
URLs, and hashtags were removed from the sentiments. In the following case study, the 
experimental collection process was based on certain hashtags that represent important 
topics, using Twitter hashtags as the domain.  
5.3.3. CEM based on sentiment on the aspect level 
In this experiment, a hashtag was created to ask users for opinions on and reactions toward 
distance education criteria in order to identify students’ positive, negative, and neutral 
opinions. The aspect level of sentiment analysis was followed for the students’ opinions on 
the Twitter platform. The collection process was based on certain hashtags that represent the 
criteria, such as “#دعُب نع ميلعتلا ةيلآ روط” “# Enhance Distance education criteria”. Following 
techniques developed in Chapters 3 and 4, the experiment aimed to illustrate the relationship 
between the sentiments conveyed in Arabic tweets and the students’ learning experiences at 
universities.  
5.3.4. Experiment on sentiment analysis for CEM 
During this stage, a hashtag was created to ask users for opinions on and reactions toward 
distance education criteria in order to identify students’ positive, negative, and neutral 
opinions. Figure 22 shows the announcement conducted to encourage students to participate 
in the hashtag.  
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Figure 22: Announcement conducted to encourage students to participate in the Hashtag. 
5.3.4.1. Experimental parameter settings  
The same experimental parameter settings used in Chapter 3 for sentiment analysis of CEM 
were utilised in this experiment. For example, the classifier settings followed the default values 
for most of the parameters to get more accurate results. Ten-fold cross-validation was used 
one time to find the best values of these parameters. In addition, both SVM and NB had the 
same operator parameter settings used. 
5.3.4.2. Data collection and description 
To collect opinions that were comprehensive for the time period on the targeted objectives, 
tweets from different students on the Deanship of e-Learning and Distance Education page 
were obtained using Twitter’s official developer’s API. The data were collected over four 
months between 14 April and 13 August 2017. The data distribution depended on the methods 
Twitter’s API utilised and the number of tweets posted on the distance education Twitter 
account page. Downloaded tweets were marked manually by employees of the distance 
education deanship as positive, negative, or neutral. In addition, the labelled tweets were 
stored in a database for experiments (see Appendix B). 
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Distance education students’ CRM data were obtained from the Learning Management 
System (LMS) Blackboard at King Abdul-Aziz University, which consists of the most important 
fields that can describe the students’ activities. In this experiment, the collection process was 
based on students’ data from one course chosen randomly from the student schedule of the 
second semester in 2017. Distance education students were labelled as “neutral” who had 
total marks in a course between 60 and 75 and attended 9 to 10 out of 12 lectures. For 
students who had total marks in a course less than 60 and attended fewer than 9 out of 12 
lectures, the label was “negative”. If a student had total marks above 75 and attended more 
than 10 out of 12 lectures, then he or she was considered an active student and labelled as 
“positive”. Table 36 shows the number of tweets that were involved in the classification 
experiment. One hundred and forty-three students’ details were collected from the Blackboard 
CRM. All of them were anonymised. After that, the data were labelled depending on distance 
education criteria, and then the data were stored. Rapidminer was used to load the dataset in 
normalized form with no duplicate records and no null attribute values. After the data collection 
stage, the data model layout was created. This included a tweets description table (Tweet ID, 
Tweet Original, Tweet Filtered, Tweet Time, Tweet User, Tweet Label) and selected attributes 
from Blackboard databases. Again, this information was anonymised to protect privacy. Each 
student record contained the individual student’s positive, negative, and neutral opinions, as 
well as the original tweet and the tweet labelled as an opinion from the CEM data for each 
individual student. Each student’s record thus had two labels. The CRM label depended on 
the CRM criteria and the CEM label, which came from the sentiment analysis model.  
 
Ten thousand six hundred and three students viewed the hashtag and agreed to start the 
experiment. Only 567 students registered their Twitter accounts and allowed the university to 
follow their tweets. One of the obstacles to letting students continue the survey was that the 
authentication from Twitter is in English. However, 242 of the 567 students have records in 
Blackboard, since only distance education students must use Blackboard regularly, whereas 
regular students and external students in some colleges still do not use Blackboard. Of these 
242 students, 143 completed the survey. 
 
The similar proposed model for sentiment analysis of Saudi Arabic (Standard and Arabian 
Gulf dialects) tweets was applied to extract feedback features from King Abdul-Aziz University 
data. The main idea was to examine the aspect level in sentiment analysis. Moreover, we 
proved in Chapter 4 that generalization of our classification with a neutral class shows the 
importance of a neutral class in sentiment analysis. In addition, the neutral class is important 
in the Arabic sentiment analyses, so our experiment was carried out with the neutral class as 
well as the negative and positive classes. The following tables show the type of tuning to 
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provide the best accuracy in sentiment analysis for Arabic text in relation to King Abdul-Aziz 
University. For this experiment, 143 students’ tweets responding to four questions were 
utilised. Table 36 shows the four questions asked of participants. A survey with four questions 
for e-learning criteria6 was created and made available on Twitter via hashtags (see Table 37). 
Three questions asked a specific question on the criteria, while the last one was an open 
question asking students about their opinions in general about e-learning. Table 37 shows the 
total number of tweets for the 143 students utilized for this experiment. 
 
Table 36: A survey with four questions for e-learning criteria 
Question 
No. 
Question 
Q1 
What do you think about the following criteria: 
The student evaluates from 100 degrees: the quarterly work (30 degrees of the 
total) and the final test (70 degrees of the total). 
Q2 
What do you think about the following criteria: 
The student is denied entry to the final exam of the distance learning course if 
his absence exceeds 3 (25%) of the lectures. 
Q3 
What do you think about the following criteria: 
The quarterly work is divided as follows: four duties for each subject and the 
calculation of a single assignment three degrees, two periodic tests and each 
test six degrees, participation in the forums (discussion board) three posts, and 
each class two degrees (2). 
Q4 
Are there any comments you would like to share with us about the distance 
learning mechanism? 
 
Table 37: e-learning criteria. 
Number E-learning criteria 
1 
Classwork: includes interaction with the instructor through the given activities 
available in the learning management system (30 marks of the grand total). Final 
examination: 70 marks of the grand total. 
2 
If student absence exceeded three lectures (equivalent to 25% of the 
synchronous online lectures) offered throughout the semester, then the student 
is prevented from taking the final exam of the distance learning course. 
3 
The quarterly work is divided as follows: assignments 4 (3 marks per 
assignment), activities 2 (6 marks per activity), forums (discussion board) 3 (2 
marks per forum). 
4 Any comments about the distance learning mechanism. 
                                                          
6 http://elearning.kau.edu.sa/Content.aspx?Site_ID=214&lng=EN&cid=241446 
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Table 38: Number of tweets utilized for Sentiment analysis for CEM. 
Question Positive Negative Neutral Total 
Q1 73 11 59 143 
Q2 54 80 9 143 
Q3 87 37 19 143 
Q4 39 42 62 143 
Total 253 170 149 572 
5.3.4.3. Data pre-processing 
A selection of 28 words and idioms in Arabic from the emotion corpus such as growth, good, 
excellent, problem, and inappropriate (see Table 399) was then formed into the following three 
classes: positive, negative, and neutral. The most common Arabic words in the standard Saudi 
dialect represent positive and negative classes. 
Table 39: Common Arabic words and standard Saudi dialect representing the classes 
Arabic Positive 
Sentiment 
English Translation 
Arabic Negative 
Sentiment 
English Translation 
هديدج تاصصخت حتف open new courses ةلكشم problem 
 بسانم suitable دروب كلاب ريوطت develop Blackboard 
ديج good بواجت دجوي لا no response 
لماكتم complementary بسانم ريغ unsuitable 
زاتمم excellent مئلام ريغ inappropriate 
ادج عيرس very fast يفاك ريغ inadequate, 
 ماظنةديج  good platform نامرح 
absence exceeds 
limits 
قفاوم agree ةبسنلا ةدايز Increase percentage 
 
Two distance education employees who have experience in e-learning labelled the data 
manually. Positive tweets were given the label "1", while negative tweets were given the label 
"-1". Neutral tweets were given the label "0", and irrelevant tweets were deleted from the 
database. After data labelling was completed, the data were stored in our system in 
normalized form, as mentioned in the framework, with no hashtags, no duplicate tweets, no 
retweets, no URLs, and no special characters. After loading the dataset, the data were pre-
processed with RapidMiner. The first step was to replace some Arabic words taking different 
shapes and icons. For example, Table 40 shows replacement of words in the pre-processing 
phase. 
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Table 40: Replacing words in the pre-processing stage 
Words and Icons English Replaced  
✋� Bye هملاسلا عم 
😔, 🙏🙏 Wonder بجعت 
🌹, 👍, 🌺, 💓, 💔, 
🍂💙🙏� 
Positive يباجيا 
☻ Negative يبلس 
إ-أ-آ-ﻷ-ﻵ-ﻹ-ؤ-ة-ي  
Arabic 
letters 
ا-لا-ه-و-ى  
زااااااااتمم Perfect زاااتمم 
يووووووخأ Brother ىوووخا 
بادﻵا Arts بادلاا 
ننننووووووفكت Please نووفكت 
ةعماجلا لاوج MyKAU ةعماجلا لاوج 
 
Then, the same pre-processing steps were performed: tokenization, removal of stop words, 
light stemming, filtering tokens by length, and application of the N-gram feature. Next, the 
'Process Documents from Data' operator generated a word vector from the dataset after pre-
processing and represented the text data as a matrix to show the frequency of occurrence of 
each term; then, relevant data mining approaches, i.e., NB and SVM, were explored for 
building models to classify tweets according to their sentiment polarity into positive, negative, 
and neutral. Finally, an evaluation was carried out using precision and recall methods.  
5.3.4.4. Experiment results and evaluations 
The results were divided into four groups for each question to show the sentiment analysis 
classification accuracy, precision, and recall for the NB and SVM classifiers with and without 
the N-gram feature. 
5.3.4.5. Sentiment analysis classification for Question 1 
Table 41: Accuracy, precision, and recall for all classes using SVM and NB classifiers without 
N-gram shows Q1 classification accuracy, precision, and recall for the NB and SVM classifiers 
without the N-gram feature: Crosse-validation=10, sampling type=stratified sampling, 
prune=none. 
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Table 41: Accuracy, precision, and recall for all classes using SVM and NB classifiers 
without N-gram 
 
Table 42 shows the class accuracy, precision, and recall for the NB and SVM classifiers with 
the N-gram feature, which is set to two: Crosse-validation=10, sampling type=stratified 
sampling, prune=none. 
Table 42: Accuracy, precision, and recall for all classes using SVM and NB classifiers with 
N-gram 
 
In conclusion, the experiment shows that NB performance was better when we used the N-
gram feature with both schemas (TF-IDF and BTO). On the other hand, there was a slight 
performance increase when SVM used the same feature. However, the best accuracy was 
achieved by SVM with the TF-IDF schema when the N-gram feature was not involved.  
5.3.4.6. Sentiment Analysis Classification for Question 2 
Table 43 shows Q2 classification accuracy, precision, and recall for the NB and SVM 
classifiers without the N-gram feature: Crosse-validation=10, sampling type=stratified 
sampling, prune=none. 
Table 43: Accuracy, precision, and recall for all classes using for SVM and NB classifiers 
without N-gram 
 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy Class recall  
Class 
precision 
All Class 
NB 
BTO 39.24% 43.95% 48.18% 
TF-IDF 55.19% 54.59% 54.54% 
SVM 
BTO 99.57% 99.06% 97.73% 
TF-IDF 03.19% 95.65% 97.74% 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy Class recall  
Class 
precision 
All  
Class 
NB 
BTO 99.24% 93.36% 97.42% 
TF-IDF 79.86% 77.65% 77.66% 
SVM 
BTO 90.95% 77.73% 77.42% 
TF-IDF 07.05% 73.59% 77.97% 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
All 
Class 
NB 
BTO 77.62 66.44 63.18 
TF-IDF 76.24 65.47 62.26 
SVM 
BTO 90.29 97.11 97.81 
TF-IDF 97.76 75.67 97.48 
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Table 44 shows the class accuracy, precision, and recall for the NB and SVM classifiers with 
the N-gram feature, which is set to two: Crosse-validation=10, sampling type=stratified 
sampling, prune=none. 
Table 44: Accuracy, precision, and recall for all classes using for SVM and NB classifiers 
with N-gram 
 
In conclusion, the experiment shows that NB performance was better when we used the N-
gram feature with both schemas (TF-IDF and BTO). On the other hand, there was a 
performance decrease when SVM used the same feature. However, the best accuracy was 
achieved by SVM with the BTO schema when the N-gram feature was not involved.  
5.3.4.7. Sentiment Analysis Classification for Question 3 
Table 45 shows Q3 classification accuracy, precision, and recall for the NB and SVM 
classifiers without the N-gram feature: Crosse-validation=10, sampling type=stratified 
sampling, prune=none. 
Table 45: Accuracy, precision and recall for all classes using for SVM and NB classifiers 
without N-gram. 
 
Table 46 shows the class accuracy, precision, and recall for the NB and SVM classifiers with 
the N-gram feature, which is set to two: Crosse-validation=10, sampling type=stratified 
sampling, prune=none. 
 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy Class recall  
Class 
precision 
 
All Class 
NB 
BTO 90.33 77.86 73.54 
TF-IDF 99.67 77.31 73.06 
SVM 
BTO 97.90 97.53 97.81 
TF-IDF 97.00 77.94 75.80 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy class recall  
Class 
precision 
 
All Class 
NB 
BTO 72.05 64.58 66.34 
TF-IDF 76.95 67.22 67.20 
SVM 
BTO 07.33 77.85 77.91 
TF-IDF 07.52 79.19 70.74 
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Table 46: Accuracy, precision and recall for all classes using for SVM and NB classifiers with 
N-gram. 
 
In conclusion, the experiment shows that NB performance was better when we used the N-
gram feature with both schemas (TF-IDF and BTO). On the other hand, there was a 
performance drop when SVM used the N-gram feature with both schemas (TF-IDF and BTO). 
5.3.4.8. Sentiment Analysis Classification for Question 4 
Table 47 shows Q6 classification accuracy, precision, and recall for the NB and SVM 
classifiers without the N-gram feature: Crosse-validation=10, sampling type=stratified 
sampling, prune=none. 
Table 47: Accuracy, precision, and recall for all classes using for SVM and NB classifiers 
without N-gram. 
 
Table 48 shows the class accuracy, precision, and recall for the NB and SVM classifiers with 
the N-Gram feature, which is set to two: Crosse-validation=10, sampling type=stratified 
sampling, prune=none. 
Table 48: Accuracy, precision, and recall for all classes using for SVM and NB classifiers 
with N-gram. 
 
 
 
 
 
 
 
 
 
 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
class 
recall  
Class 
precision 
 
All Class 
NB 
BTO 07.48 97.46 79.66 
TF-IDF 07.86 97.76 97.15 
SVM 
BTO 95.67 77.69 73.60 
TF-IDF 07.05 77.39 77.32 
Classes Classifier 
Name 
Weighting 
schemes 
Accuracy Class 
recall  
Class 
precision 
All Class 
NB 
BTO 60.00% 61.51% 59.15% 
TF-IDF 69.10% 71.34% 70.53% 
SVM 
BTO 90.00% 93.27% 79.65% 
TF-IDF 70.43% 79.48% 97.74% 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
Class 
recall 
Class 
precision 
All Class 
NB 
BTO 95.29% 77.03% 90.54% 
TF-IDF 75.81% 97.90% 97.59% 
SVM 
BTO 75.81% 77.33% 70.96% 
TF-IDF 77.86% 77.89% 97.66% 
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In conclusion, the experiment shows that NB performance was better when we used the N-
gram feature with both schemas (TF-IDF and BTO). On the other hand, there was a reduction 
when SVM used the N-gram feature with both schemas (TF-IDF and BTO).  
5.3.5. Classification using CRM 
Component two presented the design and implementation of students’ CRM data (or 
classification through different algorithms, such as SVM and NB. In this part of the experiment, 
the collection process was based on students’ Blackboard attributes assigned according to 
their points of view on different classes in Blackboard data. It was labelled according to the 
university’s e-learning criteria. 
5.3.5.1. Details of using the classifiers with RapidMiner for CRM classification 
The classifier settings followed the default values for most of the parameters to get more 
accurate results. Ten-fold cross-validation was used several times to find the best values of 
these parameters. 
5.3.5.2. Support vector machine (SVM) operator parameter settings  
The SVM operator generates the SVM classification model. This model can be used for 
classification and provides good results for many learning tasks. In addition, it supports various 
kernel types, including dot, radial, polynomial, and neural [170]. 
 SVM type: C-SVM, which is for classification tasks. 
 linear: A linear classifier works based on the value of a linear combination. 
 C is the penalty parameter of the error term and was set to its default value, which is 
zero.  
 Cache size is an expert parameter. It specifies the cache size in megabytes and was 
set to default value, which is 80.  
 Epsilon: This parameter specifies the tolerance of the termination criterion and was set 
to the default value, which is 0.001 [170].  
5.3.5.3. Naïve Bayes (NB) operator parameter settings  
The NB operator generates a NB classification model. It is a probabilistic classifier based on 
applying Bayes’ theorem with powerful independence assumptions. The NB classifier 
assumes that the presence or absence of a particular feature of a class is unrelated to any 
other feature[170].  
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 Laplace correction: 
This parameter indicates whether Laplace correction should be used to prevent high influence 
of zero probabilities. Assume that our training set is so large that adding one to each count 
will make a small difference in the estimated likelihoods [170]. 
5.3.6. Experiment on the Classification using CRM 
Similar approach for CRM in the previous chapter applied to classify student’s data structured 
inputs from King Abdul-Aziz university blackboard database each student record labelled 
according to the university e-learning criteria. For this experiment 567 student registered their 
twitter account and allow the university to follow their tweets.  However, only 242 students are 
distance education students and have full record in Blackboard, where other students do not 
use Blackboard. Error! Reference source not found.49 shows the total number of students 
ecord for the 242 students utilised for this experiment. For this experiment 567 student 
registered their twitter account and allow the university to follow their tweets.  However, only 
242 students are distance education students and have full record in Blackboard, where other 
students do not use Blackboard.  
Table 49: Number of CRM utilized for Classification using CRM. 
Question Positive Negative Neutral Total 
Q1 84 65 93 242 
Q2 90 122 30 242 
Q3 84 89 69 242 
Q4 80 93 69 242 
Total 338 369 261 968 
5.3.6.1. Data Description for Question 1 
Table 50 shows the data description for question 1, and Table 51 show the criteria utilised for 
question 1. Table 51 shows the criteria utilised to label record as positive, negative, or neutral 
for question 1. 
Table 50: Question 1 data description. 
SEM Semester 
STUD_NO Student ID 
CRN_NO Division number 
BB_F_MARK_NO Student Mark at Blackboard (total mark is 30) 
ODS_MARK 
Student Final Exam Mark at Online Demand University 
System (ODUS) from (total mark is 70) 
TOT_MARK Student Final Mark in ODUS from (total mark is 100) 
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Table 51: Question 1 Criteria. 
 Labeled Criteria 
Student Mark at Blackboard (total mark 
is 30) 
Positive >20 
Neutral 15-20 
Negative <15 
Student Final Exam Mark in ODUS 
from (total mark is 70) 
Negative <35 
Neutral 35-45 
Positive >45 
Student Final Mark in ODUS from (total 
mark is 100) 
Negative <50 
Neutral 50-75 
Positive >75 
TOT_MARK = BB_F_MARK_NO + ODS_MARK 
 
5.3.6.2. Data Description for Question 2 
Table 52 shows the data description for question 2, and Table 53 show the criteria utilised for 
question 2.  
Table 53 shows the criteria utilised to label record as positive, negative, or neutral for question 
2. 
Table 52: Question 2 data description. 
SEM Semester 
STUD_NO Student ID 
CRN_NO Division number 
REC_MARK_COUNT Number of recorded attendance 
ONLINE_MARK Number of online attendance 
ATTEND_MARK Total student attendance 
 
Table 53: Question 2 Criteria 
 labeled Criteria 
Number of recorded attendance Negative >5 days 
Neutral 4-5 days 
Positive <4 days 
Number of online attendance Negative <9 lectures 
Neutral 
9-10 
lectures 
Positive 
>10 
lectures 
ATTEND_MARK = REC_MARK_COUNT + ONLINE_MARK 
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5.3.6.3. Data Description for Question 3 
Table 54 shows the data description for question 3, and Table 55 show the criteria utilised for 
question 3.  
Table 55 shows the criteria utilised to label record as positive, negative, or neutral for question 
3. 
Table 54: Question 3 data description 
SEM Semester 
STUD_NO Student ID 
CRN_NO Division number 
FORUM_TEST_MARK_FORUM 
Number of times student participate in the 
discussion  
FORUM_TEST_MARK_TEST 
Number of student participation in quizzes 
and assignments 
FORUM_TEST_MARK_TOTAL 
Total posts of discussions, quizzes, and 
assignments 
 
Table 55: Question 3 Criteria 
 labeled Criteria 
Number of times student participate in the discussion, 
quizzes and assignments 
Negative <5 
Neutral 5-6 
Positive >6 
FORUM_TEST_MARK_TOTAL =  
FORUM_TEST_MARK_FORUM + FORUM_TEST_MARK_TEST 
 
5.3.6.4. Data Description for Question 4 
Table 56 shows the data description for question 4, and Table 57 show the criteria utilised for 
question 4. Table 57 shows the criteria utilised to label record as positive, negative, or neutral 
for question 4. 
Table 56: Question 4 data description. 
SEM Semester 
STUD_NO Student ID 
CRN_NO Division number 
BB_F_MARK_NO Student Mark at Blackboard (total mark is 30) 
ODS_MARK 
Student Final Exam Mark in ODUS from (total mark 
is 70) 
TOT_MARK 
Student Final Mark in ODUS from (total mark is 100) 
TOT_MARK = (BB_F_MARK_NO+ ODS_MARK) 
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REC_MARK_COUNT Number of recorded attendance 
ONLINE_MARK Number of online attendance 
ATTEND_MARK 
Total student attendance 
ATTEND_MARK = (REC_MARK_COUNT+ 
ONLINE_MARK) 
FORUM_TEST_MARK_FORUM Number of times the discussion took place 
FORUM_TEST_MARK_TEST Number of test sessions 
FORUM_TEST_MARK_TOTAL 
Total posts of discussions and tests 
FORUM_TEST_MARK_TOTAL = 
(FORUM_TEST_MARK_FORUM+ 
FORUM_TEST_MARK_TEST) 
FORUM_TEST_MARK_RESULT 
Evaluate the total number of posts with discussions, 
quizzes, and assignments 
 
Table 57: Question 4 Criteria. 
 labeled Criteria 
Total Mark Negative <4 
Neutral 5-4 
Positive >5 
TOTAL_EVA_CHAR = (TOT_MARK + ATTEND_MARK + 
FORUM_TEST_MARK_RESULT) / 3 
 
5.3.6.5. Experimental results and evaluations 
The results were divided into groups for each question to show the Blackboard students’ 
data classification accuracy, precision, and recall for the NB and SVM classifiers. 
5.3.6.6. CRM classification for Question 1 
The following table shows the type of tuning to provide the best accuracy in King Abdul-Aziz 
University’s CRM classification. Table 58 shows the classification accuracy, precision, and 
recall for the NB and SVM classifiers: Crosse-validation=10, sampling type=stratified 
sampling. The best accuracy was achieved by NB due to the advantages of NB, such as its 
simplicity, ease of implementation, and combination of efficiency with acceptable accuracy, as 
is stated in Chapter 2. 
Table 58: Accuracy, precision, and recall with all classes for SVM and NB classifiers. 
 
Classes Classifier name Accuracy Class recall  Class precision 
Positive, 
negative, and 
neutral  
NB 93.43% 53.95% 57.12% 
SVM 09.25% 07.55% 05.74% 
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5.3.6.7. CRM classification for Question 2 
The following table shows the type of tuning to provide the best accuracy in King Abdul-Aziz 
University’s CRM classification. Table 59 shows the classification accuracy, precision, and 
recall for the NB and SVM classifiers: Crosse-validation=10, sampling type=stratified 
sampling. The best accuracy was achieved by NB due to the advantages of NB, such as its 
simplicity, ease of implementation, and combination of efficiency with acceptable accuracy, as 
is stated in Chapter 2. 
Table 59: Accuracy, precision, and recall with all classes for SVM and NB classifiers. 
5.3.6.8. CRM classification for Question 3 
The following table shows the type of tuning to provide the best accuracy in King Abdul-Aziz 
University’s CRM classification. Table 60 shows the classification accuracy, precision, and 
recall for the NB and SVM classifiers: Crosse-validation=10, sampling type=stratified 
sampling. The best accuracy was achieved by NB due to the advantages of NB, such as its 
simplicity, ease of implementation, and combination of efficiency with acceptable accuracy, as 
is stated in Chapter 2. 
Table 60: Accuracy, precision, and recall with all classes for SVM and NB classifiers. 
5.3.6.9. CRM classification for Question 4 
The following table shows the type of tuning to provide the best accuracy in King Abdul-Aziz 
University’s CRM classification. Table 61 shows the classification accuracy, precision, and 
recall for the NB and SVM classifiers: Crosse-validation=10, sampling type=stratified 
sampling. The best accuracy was achieved by NB due to the advantages of NB, such as its 
simplicity, ease of implementation, and combination of efficiency with acceptable accuracy, as 
is stated in Chapter 2. 
 
Classes 
Classifier 
name 
Accuracy 
Class 
recall  
Class 
precision 
Positive, negative, 
and neutral  
NB 95.05% 57.69% 57.48% 
SVM 07.80% 77.82% 99.83% 
Classes Classifier 
name 
Accuracy Class recall  Class precision 
Positive, negative, 
and neutral  
NB 98.33% 97.44% 97.31% 
SVM 57.72% 79.44% 77.52% 
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Table 61: Accuracy, precision and recall with all classes for SVM and NB classifiers. 
 
 
 
 
 
5.3.7. Tuning of CRM via CEM 
This process aims to find a way to support CRM (or Blackboard in this case study). For 
instance, what exactly do students want or think about experiences? This is especially relevant 
for students who mostly depend on the Web, such as online distance education students, also 
proving that the value of social media information can bring better understanding of a student’s 
study situation. Therefore, similar tweets are grouped such that tweets within the same group 
bear similarity to each other, while tweets in different groups are dissimilar from each other. 
This will help to understand students‘behaviours and find out the most common problems. 
Moreover, this will give the university the ability to learn about and validate students’ data with 
more support from social media to develop new e-learning criteria to match the inputs from 
social media. 
This case study investigates an alternative solution for supporting CRM by social media inputs 
on the aspect sentiment level and tuning CRM weights for some aspects of the e-learning 
criteria that students need, according to their posts on social media. Optimisation of the CRM 
weights was applied to update some aspects’ values in CRM. The results show closely CRM’s 
student labels match CEM’s, especially in the negative and neutral classes. Furthermore, they 
show that optimising CRM’s weights can enhance classification accuracy in the Blackboard 
data and help to understand more students’ studying statues. 
5.3.8. Experiment in tuning on CRM via CEM 
To be included in this experiment, students should have records in CRM and have completed 
the survey. Out of the 143 with records on Blackboard, only 79 completed the survey. Table 
62 shows the difference between CRM and CEM in this case study before the tuning. 
 
 
Classes Classifier 
name 
Accuracy Class 
recall  
Class 
precision 
Positive, negative, 
and neutral  NB 85.13% 07.61% 09.88% 
SVM 03.05% 07.47% 03.12% 
 94 
 
Table 62: Number of integrated records utilized for tuning of CRM via CEM. 
 
 
 
 
 
 
 
 
 
5.3.8.1. Experiment results and evaluations 
The results were divided into four groups for each question to show the comparison between 
the CRM and CEM labelling classes. 
5.3.8.2. Integration results for Question 1 
Figure 23 shows a comparison between CRM labelling and CEM labelling. Thirty-one tweets 
were labelled similarly by CRM and CEM. On the other hand, 48 tweets were labelled 
dissimilarly by CEM and CRM. In other words, 62% of collected tweets were labelled differently 
by CRM and CEM, and only 38% were similarly labelled by CEM and CRM.  
 
 
Figure 23: Comparing CEM labelling with CRM labelling for Question 1. 
 
 
31
48
0
10
20
30
40
50
60
CEM equal CRM CEM not equal CRM
Comparing CEM Labelling with CRM Labelling
Question CEM/CRM Positive Negative Neutral 
Q1 
CEM 46 5 28 
CRM 31 23 25 
Q2 
CEM 29 46 4 
CRM 37 24 18 
Q3 
CEM 28 26 25 
CRM 36 13 30 
Q4 
CEM 18 26 35 
CRM 31 20 28 
Total CEM 121 103 92 
Total CRM 135 80 101 
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From Figure 24, there are 46 positive tweets in CEM, compared to 31 tweets in CRM. In 
contrast, there are only five negative tweets in CEM, compared to 23 negative tweets in CRM. 
For the neutral class, there are 28 tweets in CEM and 25 in CRM. 
 
 
Figure 24: Comparing CEM labelling class with CRM labelling class for Question 1. 
Figure 25 shows the number of tweets with similar labelling between CRM positive class and 
the CEM (positive, negative and neutral) labelling for Question 1. The total number of tweets 
labelled as positive in the CEM is 22. In contrast, 10 tweets were labelled as negative and 14 
tweets as neutral. Overall, 52% of the labelling was inconsistent between CRM and CEM for 
CEM’s positive class. 
 
 
Figure 25: Comparing CEM all labelling classes with CRM positive labelling for Question 1. 
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Figure 26 shows the number of tweets with similar labelling between the CRM negative class 
and the CEM (positive, negative, and neutral) labelling for Question 1. The number of tweets 
labelled as negative in the CEM is only one tweet. In contrast, 1 tweet were labelled as positive 
and 3 tweets as neutral. 
 
Figure 26: Comparing CEM all labelling classes with CRM negative labelling for Question 1. 
 
Figure 27 shows the number of tweets with similar labelling between the CRM neutral class 
and the CEM (positive, negative, and neutral) labelling for Question 1. In CEM, 28 tweets were 
labelled as neutral. By contrast, CRM labelled eight of these tweets as neutral, eight as 
positive, and 12 as negative.  
 
 
Figure 27: Comparing CEM all labelling classes with CRM neutral labelling for Question 1. 
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5.3.8.3. Integration Results for Question 2 
Figure 28 shows a comparison between CRM labelling and CEM labelling. Twenty-three 
tweets were labelled similarly between CRM and CEM. On the other hand, 56 tweets were 
labelled dissimilarly between CEM and CRM. In other words, 71% of collected tweets were 
labelled differently between CRM and CEM, and only 29% had the same labelling between 
CEM and CRM.  
 
Figure 28: Comparing CEM labelling with CRM labelling for Question 2. 
 
From Figure 29, there are 29 positive tweets in CEM compared to 37 tweets in CRM, 24 
negative tweets in CEM compared to 46 in CRM, and four neutral tweets in CEM compared 
to 18 in CRM. 
 
Figure 29: Comparing CEM labelling with CRM labelling for Question 2. 
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Figure 30 shows the number of tweets with similar labelling between the CRM positive class 
and to the CEM (positive, negative, and neutral) labelling for Question 2. In CEM, 29 tweets 
were labelled as positive. By contrast, CRM labelled 11 of these tweets as negative, 10 as 
positive, and eight as neutral.  
 
Figure 30: Comparing CEM all labelling classes with CRM positive labelling for Question 2. 
 
Figure 31 shows the number of tweets with similar labelling between the CRM negative class 
and the CEM (positive, negative, and neutral) labelling for Question 2. In CEM, 46 tweets were 
labelled as negative. By contrast, CRM labelled 11 of these tweets as negative, 27 as positive, 
and eight as neutral.  
 
Figure 31: Comparing CEM all labelling classes with CRM negative labelling for Question 2. 
 
Figure 32 shows the number of tweets with similar labelling between the CRM neutral class 
and the CEM (positive, negative, and neutral) labelling for Question 2. In CEM, only four tweets 
were labelled as neutral. By contrast, CRM labelled two of these tweets as negative, two as 
neutral, and none as positive. 
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Figure 32: Comparing CEM all labelling classes with CRM neutral labelling for Question 2. 
5.3.8.4. Integration Results for Question 3 
Figure 33 shows a comparison between CRM labelling with CEM labelling. Twenty tweets 
were labelled similarly between CRM and CEM. On the other hand, 59 tweets were labelled 
dissimilarly between CEM and CRM. In other words, 75% of collected tweets were labelled 
differently between CRM and CEM, and only 25% had similar labelling.  
 
Figure 33: Comparing CEM labelling with CRM labelling for Question 3. 
Figure 34 there were 28 positive tweets in CEM, compared to 36 tweets in CRM. In contrast, 
CEM had only 13 negative tweets, compared to 26 in CRM. The neutral class contained 25 
tweets in CEM and 30 in CRM, a difference of only five tweets.  
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Figure 34: Comparing CEM labelling with CRM labelling for Question 3. 
 
Figure 35 shows the number of tweets with similar labelling between the CRM positive class 
and the CEM (positive, negative, and neutral) labelling for Question 3. In CEM, only 28 tweets 
were labelled as positive. By contrast, CRM labelled seven of these tweets as negative, eight 
as positive, and 13 as neutral.  
 
Figure 35: Comparing CEM all labelling classes with CRM positive labelling for Question 3. 
 
Figure 36 shows the number of tweets with similar labelling between the CRM negative class 
and the CEM (positive, negative, and neutral) labelling for Question 3. In CEM, 26 tweets were 
labelled as negative. By contrast, CRM only labelled one of these tweets as negative, six as 
neutral, and 19 as positive. Overall, 73% of the labelling was the exact opposite in CEM and 
CRM.  
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Figure 36: Comparing CEM all labelling classes with CRM negative labelling for Question 3. 
 
Figure 37 shows the number of tweets with similar labelling between the CRM neutral class 
and the CEM (positive, negative, and neutral) labelling for Question 3. In CEM, 25 tweets were 
labelled as neutral. By contrast, CRM labelled five of these tweets as negative, 11 as neutral, 
and nine as positive. Overall, 56% of the tweets labelled neutral in CRM were labelled as 
either positive or negative in CEM.  
 
Figure 37: Comparing CEM all labelling classes with CRM neutral labelling for Question 3. 
5.3.8.5. Integration Results for Question 4 
Figure 38 shows a comparison between CRM labelling and CEM labelling. Twenty-four tweets 
were labelled similarly between CRM and CEM. On the other hand, 55 tweets were labelled 
dissimilarly between CEM and CRM. In other words, 70% of the collected tweets were labelled 
differently between CRM and CEM, and only 30% had the same labelling.  
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Figure 38: Comparing CEM labelling with CRM labelling for Question 4. 
 
From Figure 39, there were 18 positive tweets in CEM, compared to 31 tweets in CRM. In 
contrast, there were 26 negative tweets in CEM, compared to 20 negative tweets in CRM. For 
the neutral class, there were 35 tweets in CEM, compared to 28 in CRM. 
 
Figure 39: Comparing CEM labelling with CRM labelling for Question 4 
 
Figure 40 shows the number of tweets with similar labelling between the CRM positive class 
and the CEM (positive, negative, and neutral) labelling for Question 4. In CEM, 17 tweets were 
labelled as positive. By contrast, CRM labelled five of these tweets as negative, four tweets 
as neutral, and eight as positive. 
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Figure 40: Comparing CEM all labelling classes with CRM positive labelling for Question 4. 
 
Figure 41 shows the number of tweets with similar labelling between the CRM negative class 
and the CEM (positive, negative, and neutral) labelling for Question 4. In CEM, 26 tweets were 
labelled as negative. By contrast, CRM labelled five of these tweets as negative, nine as 
neutral, and twelve as positive.  
 
Figure 41: Comparing CEM all labelling classes with CRM negative labelling for Question 4. 
 
Figure 42 shows the number of tweets with similar labelling between the CRM neutral class 
and the CEM (positive, negative, and neutral) labelling for Question 4. In CEM, 32 tweets were 
labelled as neutral. By contrast, CRM labelled 10 of these tweets as negative, 11 as neutral, 
and 11 as positive.  
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Figure 42: Comparing CEM all labelling classes with CRM neutral labelling for Question 4. 
5.3.9. Tuning the CRM weights 
The aim of this experiment was to tune CRM weights for some aspects of e-learning criteria 
that students need, according to their social media posts. To achieve this aim, first, CRM 
weights were updated by changing the values of some attributes that reflected the aspect-
level opinions in CEM. After that, the criteria were also updated according to the input of the 
opinions in CEM. Then, the validation was carried out for the new criteria. Last, classification 
was carried out in order to compare the original criteria with the updated ones. The weight of 
CRM changed based on the input from social media. For this study, the values of the criteria 
were changed for aspects of Q1. Changes occurred for students with Blackboard marks 
between 30 and 40 and student final exam marks in ODUS from 70 to 60. After updating the 
weight of CRM, another classification was carried out in order to evaluate the accuracy, 
precision, and recall of all classes for the SVM and NB classifiers. After that, a comparison 
was carried to find out the accuracy, precision, and recall of all Classes for the SVM and NB 
classifiers before and after CRM weight tuning. Table 63 shows that the accuracy before the 
tuning is higher than after the tuning since the matching between the CRM criteria weights 
and students’ opinions on social media are nearly the same for Q1. This indicates that there 
was no need to update the criteria weights for the aspects in Q1.  
Table 63: Evaluation for accuracy, precision, and recall with all classes for SVM and NB 
classifiers for Question1. 
10
11
14
0
2
4
6
8
10
12
14
16
neutral=negative neutral=positive neutral=neutral
Comparing CEM Labelling with CRM Neutral Labelling
Tuning 
Classifier 
name 
Accuracy 
Class 
recall 
Class 
precision 
Before 
NB 93.43% 53.95% 57.12% 
SVM 09.25% 07.55% 05.74% 
After 
NB 92.58% 57.38% 57.59% 
SVM 09.18% 03.37% 07.70% 
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Table 64 shows the validation of the classification accuracy, precision, and recall for the NB 
and SVM classifiers for Question 1: Crosse-validation=10, sampling type=stratified sampling. 
Values of the criteria were changed for aspects in Q2: Changes occurred in student 
attendance in CRM from seven days to 14 days. Table 64 shows the comparison between the 
evaluation of the classification before and after the tuning. The results show that the accuracy 
after the tuning is higher than before for the aspects in Q2. 
 
Table 64: Evaluation for accuracy, precision, and recall with all classes for SVM and NB 
classifiers for Question 2. 
 
 
 
 
 
 
 
Values of the criteria were changed for aspects in Q3: Changes occurred in evaluating the 
total number of posts, including discussions and tests. Table 65 shows the comparison 
between the evaluation of the classification before and after the tuning. The results show that 
the accuracy after the tuning is almost the same. 
 
Table 65: Evaluation for accuracy, precision, and recall with all classes for SVM and NB 
classifiers for Question 3. 
 
Q4 combines the aspects in Q1, Q2, and Q3. Table 66 shows the comparison between the 
evaluation of the classification before and after the tuning. The results show that the accuracy 
after the tuning is higher than before. This indicates that changing some aspects of the criteria 
can help to enhance the classification accuracy in the CRM data. 
 
Tuning 
Classifier 
name 
Accuracy 
Class 
recall  
Class 
precision 
Before 
NB 95.05% 57.69% 57.48% 
SVM 07.80% 77.82% 99.83% 
After 
NB 95.85% 57.09% 59.76% 
SVM 07.70% 79.96% 99.98% 
Tuning Classifier name Accuracy Class recall  Class precision 
Before 
NB 98.33% 72.44% 72.31% 
SVM 96.72% 65.44% 64.52% 
After 
NB 98.35% 97.44% 97.37% 
SVM 59.92% 77.96% 73.92% 
 106 
 
Table 66: Evaluation for accuracy, precision, and recall with all classes for SVM and NB 
classifiers for Question 4. 
 
To sum up King Abdul-Aziz University’s validation CRM experiments, the best accuracy was 
achieved by NB due to the advantages of NB such as its simplicity, ease of implementation, 
and combination of efficiency and acceptable accuracy, as is stated in Chapter 2. 
 
Figure 43 shows a comparison between the CEM labelling and the distance education criteria 
with suggestion one for Question 1. The number of positive tweets increases, as does the 
number of negative tweets, while the number of neutral tweets sharply decreases. 
 
Figure 43: Comparing CEM labelling with CRM with the old and new criteria for Question 1. 
 
Figure 44 shows a comparison between the CEM labelling and the distance education criteria 
with suggestion one for Question 1. The number of positive tweets increases, and the number 
of negative tweets decreases, as does the number of neutral tweets. 
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Tuning 
Classifier 
name 
Accuracy Class recall  
Class 
precision 
Before 
 
NB 85.13 07.61 09.88 
SVM 03.05 07.47 03.12 
After 
NB 92.58 57.38 57.59 
SVM 09.18 03.37 07.70 
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Figure 44: Comparing CEM labelling with CRM with the old and new criteria for Question 2. 
 
Figure 45 shows a comparison between the CEM labelling and the distance education criteria 
with suggestion one for Question 1. The number of positive tweets approximately doubles, 
and the number of negative tweets approximately halves. In addition, the number of neutral 
tweets drops to zero. 
 
Figure 45: Comparing CEM labelling with CRM with the old and new criteria for Question 3. 
 
Figure 46 shows a comparison between the CEM labelling and the distance education criteria 
with suggestion one for Question 1. The number of positive and neutral tweets increases, and 
the number of negative tweets decreases. In conclusion, the result of this experiment shows 
that social media can support CRM with more details. The main aim of this study was achieved 
by showing the gap between the criteria and students’ needs. The validation result 
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demonstrates the gap between the students’ perspectives and the criteria. This might help 
universities to adapt the distance education criteria in a way that helps the students to deal 
with the university. The validation results confirm that tuning the criteria will help students.  
 
 
Figure 46: Comparing CEM labelling with CRM with the old and new criteria for Question 4. 
 Summary  
This chapter has documented the first set of experiments carried out to investigate whether 
social media could help experts to understand users’ perspectives and could support 
academics’ knowledge about their students. Therefore, a framework was proposed for 
integrating CRM with CEM on the aspect level. The framework consists of three components: 
sentiment analysis for CEM, classification using CRM Blackboard data, and tuning of CRM via 
CEM, which integrates both results to study the level of matching between both resources’ 
information, namely, social media and Blackboard data. In other words, there is good 
consistency between the CRM structure and students’ opinions on the aspect level. This takes 
the study further by investigating King Abdul-Aziz University in e-learning and distance criteria, 
which brings the similarity between CEM and CRM opinions closer. Moreover, the final stage 
of this experiment shows an interesting result after changing the e-learning criteria according 
to the necessary requirements of input on social media requested in students’ feedback 
comments through the Twitter platform. The results show that changing some aspects of the 
e-learning criteria that were required by students in their social media posts can help to 
enhance the classification accuracy in the Blackboard data and to understand more students’ 
studying statuses. Furthermore, the results show matching between students’ opinions in 
CRM and CEM, especially in the negative and neutral classes. In other words, applying 
changes in the criteria in the Blackboard data can help the university to keep students’ loyalty 
and develop its education business in future. 
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Chapter 6: Tuning of CRM via CEM using sentiment analysis on 
sentence level 
 
 Introduction  
In real-world applications, CRM and CEM might not always have same structures and aspects. 
CRM could lack a few key aspects important for CEM and vice versa. The difference comes 
from the structure of the CRM system. In this case, opinions can only be collected on the 
sentence level for some subjects in the domain. Sentiment analysis can be applied to optimise 
the structure of CRM by adding the missing key aspects into CRM and removing unhelpful 
and confusing aspects. This part of the problem will be investigated in this chapter. The 
framework for adjusting CRM via CEM in Chapter 5 will be revised and validated by a selected 
case study from service sector. 
This chapter is organised as follows: In Section 6.2 Case study for tuning CRM based on CEM 
at the sentence level is presented. In Section 6.2.1, the background of Mubasher products is 
presented. Section 6.2.2 contains the preparing the sentiment analysis for CEM using the 
criteria from CRM. CEM based on sentiment on the sentence level is presented in Section 
6.2.3. Section 6.2.4 Sentiment analysis for CEM along with experimental results and 
evaluations. In Section 6.2.5, Classification for CRM is presented along with results and 
evaluations. In Section 6.2.6, Tuning CRM via CEM along with experimental results and 
evaluations. Finally, a summary of this chapter is presented in Section 6.3. 
 Case study for tuning CRM based on CEM at the sentence level: Optimisation of 
CRM for Mubasher  
Mubasher is a major financial service company in the Middle East. It has a traditional legacy 
CRM, which contains very simple information about the users and their transactions and 
activities. To modernise this CRM, customers have been asked general questions on different 
aspects regarding their services. The aim of this experiment is to add the missing key aspects 
to their existing CRM from the user opinions. Due to the difference between the legacy CRM 
and CEM, the tuning of CRM can only be carried out on the sentence level.  
6.2.1. Background of Mubasher’s products 
The Capital Market Authority (CMA) was established in order to protect investors and the 
public in Saudi Arabia from unfair and fraudulent trading practices. Currently, Tadawul is the 
only Saudi Stock Exchange in Saudi Arabia. The CMA regulates Tadawul, and within Tadawul, 
there are many sectors, such as banks, financial services, petrochemical industries, retail, 
 110 
 
telecommunications, and technology. Tadawul authorises Mubasher to access real-time price 
dissemination for a wide variety of products. Mubasher produces customised products for all 
types of investment needs, such as Mubasher Pro 10, Mubasher Pro 9, Mubasher NetPlus, 
Mubasher iPhone, Mubasher Android Phone, Mubasher iPad, and Mubasher Touch for 
Android Tab. 
6.2.2. Preparing the sentiment analysis for CEM using the criteria from CRM 
Twitter is a relatively new method of mass communication that has arguably become popular 
because it operates in real time and was designed for mobility [188]. Twitter has textual 
features such as retweet, mention, link or URL, and hashtag, which have been pre-processed 
during the first stage of the opinion mining model to clean the text before handing it to the 
classifier. Hashtags are an important feature of social networking sites that can be inserted 
anywhere within a message: before, within, or after the body of a message [103]. In addition, 
topic hashtags are used as search key on Twitter’s track interface to proactively search Twitter 
for more tweets belonging to a particular topic [189]. In the following case study experiments, 
the collection process was based on certain hashtags that represent important topics using 
Twitter hashtags for the domain. 
6.2.3. CEM based on sentiment on the sentence level 
In this experiment, a hashtag was created to ask users for opinions and reactions toward 
Mubasher’s products in order to identify positive, negative, and neutral opinions. The sentence 
level of sentiment analysis was followed to analyse customers’ opinions on the Twitter 
platform. The collection process was based on certain hashtags that represent important 
events for Mubasher’s products, such as “# _ورب_رشابم79ماع ” (# Mubasher_Pro_15 Years).  
A similar approach could be extended to CEM analysis, which was introduced in Chapter 5 for 
the Arabic opinion mining process. 
6.2.4. Experiment of sentiment analysis for CEM 
During the first stage, a hashtag was created to ask users for opinions and reactions toward 
Mubasher products in order to identify positive, negative, and neutral opinions. Figure 47 
summarises the sentiment analysis process of Arabic tweets. The machine learning approach 
is a supervised method in which a set of data labelled as positive or negative is represented 
by feature vectors. After that, the classifier uses those vectors as training data in order to 
identify the combination of specific features that relate to a specific class.  
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Figure 47: The process of sentiment analysis in Arabic tweets (Mubasher case study) 
Since the first task is loading the dataset, the “Retrieve” operator was used; then, “Process 
documents from data” pre-processed the text using available operators to create the word 
vector list. After that, a set role operator was used to change the role of the attributes, which 
is, in this case, labelling the text into positive, negative, and neutral classes. Finally, an X-
validation operator was used to evaluate the accuracy. The X-validation operator is a nested 
operator. It has two sub processes: a training process and a testing process. The training 
process is used for training a model. Then, the trained model is applied in the testing process. 
The performance of the model is also measured during the testing phase. RapidMiner was 
applied for text processing. It has a list of text processing operators. Those operators 
processed Arabic text in order to create our vector list, such as tokenisation and removal of 
stop words [170]. 
6.2.4.1. Experiment parameter settings  
The same experiment parameter settings used in Chapter 3 for sentiment analysis for CEM 
were utilised in this experiment. For example, the classifier settings followed the default values 
for most of the parameters to get results that are more accurate. Ten-fold cross-validation was 
used several times to find the best values of these parameters. In addition, both SVM and NB 
had the same operator parameter settings used. 
6.2.4.2. Data description  
To collect opinions that were comprehensive for the time on the targeted objectives, tweets 
from different users on Mubasher’s page were obtained using Twitter’s official developers’ 
API.  The data were collected over a 57-day period between 15 July and 12 September 2015. 
The data distribution depended on the Twitter API’s methods utilised and the number of tweets 
posted on Mubasher page. Downloaded tweets were marked manually by humans as positive, 
negative, and neutral. In addition, the marked tweets are stored in a database for experiments. 
The Twitter API has several methods, such as GET statuses / user-timeline, GET statuses / 
home-timeline, and GET search / tweets, which return a timeline of tweet data. In addition, 
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timelines can grow very large, so there are limits to how much of a timeline a client application 
may fetch in a single request. 
The preliminary data were received from the company and it contained two attributes (Tweet-
Text, data-type=text, Tweet-Label, data-type=text). The RapidMiner wizard was used to import 
the dataset; RapidMiner studio uses strongly typed attributes. The Tweet-Text data type 
remained the same. On the other hand, the Tweet-Label data type changed to nominal, since 
nominal scales were used for labelling variables, without any quantitative value [190]. After 
that, the data were loaded, and the set role operator was used to change the role of one or 
more attributes to specify the label columns for RapidMiner. 
6.2.4.3. Data pre-processing 
The dataset included 2,797 tweets. A selection of over 20 words and idioms in Arabic from the 
emotion corpus (including “liberality”, “growth”, “magnificent”, “abruption”, “ineligible”, and “not 
accurate”) was then formed into the following three classes: positive, negative, and neutral. 
The most common Arabic words in the standard Saudi dialect representing the positive and 
negative classes are in Table 67. 
Table 67: Common Arabic words in standard Saudi dialect representing the classes. 
Arabic Positive 
Sentiment 
English 
Translation 
Arabic Negative 
Sentiment 
English Translation 
ءاطع liberality عاطقنا abruption 
روطت growth ةلكشم trouble 
ليمج magnificent ئيطب slow 
احيشرت رثكﻷا most rated لضفأ هاجتلاا جمانرب Etjah product better 
ديج good لضفأ تراشركت جمانرب ticker chart product best 
لماكتم complementary دفتسا مل uninteresting 
فرتحم professional طوبضم وم not accurate 
زاتمم excellent رعسلا يلاغ the price is high 
ادج عيرس very fast ريدج ريغ ineligible 
ةيفارتحا ةصنم 
professional 
platform 
لشاف unsuccessful 
 
Two Mubasher employees, who have experience with Mubasher products, labelled the data 
manually. Positive tweets were given the label "1", while negative tweets were given the label 
"-1". Neutral tweets were given the label "0", and irrelevant tweets were deleted from the 
database. Table 68 shows the number of tweets in our database; 979 tweets were deleted in 
the labelling process.  
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Table 68: Number of tweets 
Total Positive Negative Neutral 
1331 390 999 750 
 
After the data labelling was completed, the data were stored in our system in normalised form, 
as mentioned in the framework, with no hashtags, no duplicate tweets, no retweets, no URLs, 
and no special characters. After loading the dataset, the data were pre-processed with 
RapidMiner. The first step was to replace some words, such as percent signs (percentage), 
Arabic words taking different shapes, and English words, with standard Arabic equivalents 
(see Table 69). 
Table 69: Replacing words in pre-processing 
Words English Replaced Words 
INTRADAY OR 
Intraday 
intraday ايظحل 
Tools OR tools tools تاودا 
DDE or dde 
Dynamic Data 
Exchange 
تانايبلا لدابت 
إ-أ-آ-ﻷ-ﻵ-ﻹ-ؤ-ة-ي  Arabic letters ا-لا-ه-و-ى  
وووووووخا brother وووخا 
% percentage هبسن 
Tasi or tasi 
Saudi Share Index 
(TASI) 
يدوعسلا قوسلا رشؤم 
moving moving كرحتم 
plus plus دئاز 
program program جمانرب 
real real يقيقح 
time time تقو 
vendor vendor عئاب 
windows windows ليغشت ماظن 
 
Five pre-processing steps took place after that. In the 'Process Documents from Data' operator 
in RapidMiner software, 
 Tokenisation splits each tweet into a sequence of tokens.  
 Removal of stop words removes the Arabic stop words, such as "ىلا" and ''نم'', which 
mean "to” and from". 
 Light stem removes the suffixes and prefixes to return a word to its root. 
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 Filter token by length removes useless words, and it is set to two. 
 The N-gram feature is a subsequence of N items from a given text. 
Then, the 'Process Documents from Data' operator generates a word vector from the dataset 
after pre-processing and represents the text data as a matrix to show the frequency of 
occurrence of each term [16]. TF-IDF (term frequency–inverse document frequency) and BTO 
(binary term occurrence) were used as weighting schemes to create the word vectors, after 
which relevant data mining approaches, i.e., NB and SVM, were explored for building models 
that classify tweets according to their sentiment polarity into positive, negative, and neutral. 
Finally, the evaluation was carried out using precision and recall methods.  
6.2.4.4. Experimental results and evaluations 
The proposed model for sentiment analysis of Saudi Arabic (standard and Arabian Gulf 
dialects) tweets was applied to extract feedback about Mubasher products. A hybrid of natural 
language processing and machine learning approaches for building CEM were used to classify 
tweets according to their sentiment polarity into one of the classes of positive or negative. 
First, a document’s pre-processing was explored on the dataset. Second, NB and SVM were 
applied with different weighting schemes (TF-IDF and BTO). Third, the proposed model for 
sentiment analysis was expanded to obtain the results for the N-gram’s term of tokens, which 
is a subsequence of N items from a given text [16]. Finally, humans labelled the data, which 
may have introduced some mistakes into the labelling process. At this moment, a neutral class 
with generalisation of our classification will improve results’ classification accuracy. 
The following tables show the type of tuning to provide the best accuracy in sentiment analysis 
for Arabic text in relation to Mubasher’s products. Table 70 shows the classification accuracy, 
precision, and recall for the NB and SVM classifiers: Crosse-validation=10, sampling 
type=stratified sampling, prune=none. 
Table 70: Accuracy, precision, and recall for positive and negative classes for SVM and NB 
classifiers without N-gram. 
 
Classes 
Classifier 
name 
Weighting 
schemes 
Accura
cy 
Class 
recall 
Class 
precision 
Positive and 
negative  
NB 
BTO 03.12% 07.23% 07.83% 
TF-IDF 82.50% 07.81% 07.17% 
SVM 
BTO 03.83% 99.26% 09.81% 
TF-IDF 07.90% 95.10% 07.34% 
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Table 71 shows the class precision and recall for the NB classifier with the N-gram feature 
set to two. 
Table 71: Accuracy, precision, and recall for positive and negative classes for SVM and NB 
classifiers with N-gram 
 
To sum up the first experiments, the best accuracy was achieved by SVM without the N-gram 
feature. On the other hand, almost the same accuracy was attained by NB and SVM when the 
N-gram feature was involved. 
ROC graphs are a utilisable technique to evaluate and visualise both classifiers’ performance. 
The SVM and NB classifiers with the N-gram feature were chosen to visualise their 
classification performance due to the better results in terms of accuracy, precision, and recall 
for the positive and negative classes only. Figure 48 and Figure 49 show the performance of 
both techniques when TF-IDF and BTO weighting schemes were used. Moreover, it was 
decided to choose neutral selections, which could be a better option to represent the ROC 
graph. 
 
Figure 48: Roc for BTO weighting scheme for both classifiers (NB in red, SVM in blue) 
Classes 
Classifier 
name 
Weighting 
schemes 
Accura
cy 
Class 
recall 
Class 
precision 
Positive and 
negative  
NB 
BTO 07.19% 07.92% 07.25% 
TF-IDF 03.92% 07.52% 07.00% 
SVM 
BTO 03.93% 97.38% 00.20% 
TF-IDF 84.55% 77.19% 89.03% 
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Figure 49: Roc for TF-IDF weighting scheme for both classifiers (NB in red, SVM in blue) 
 
Moreover, humans labelled the data, and this may have introduced some mistakes into the 
labelling process; only for this reason, generalisation of our classification with a neutral class 
will show the importance of a neutral class in sentiment analysis by improving the results of 
classification accuracy. The neutral class was added here to be classified among the positive 
and negative classes. The SVM technique paid attention to the new neutral class. 
Table 72 shows the class accuracy, precision, and recall for the NB and SVM classifiers: 
Crosse-validation=10, sampling type=stratified sampling, prune=none. 
Table 72: Accuracy, precision, and recall for all classes using SVM and NB classifiers 
without N-gram 
 
Table 73 shows the class accuracy, precision, and recall for the NB and SVM classifiers with 
the N-gram feature set to two: Crosse-validation=10, sampling type=stratified sampling, 
prune=none. 
Classes Classifier name 
Weighting 
schemes 
Accuracy Class recall  
Class 
precision 
All Class 
NB 
BTO 79.30% 73.13% 77.17% 
TF-IDF 79.52% 77.52% 77.99% 
SVM 
BTO 97.09% 95.51% 97.91% 
TF-IDF 97.74% 77.40% 99.26% 
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Table 73: Accuracy, precision, and recall for all classes using SVM and NB classifiers with 
N-gram 
  
In conclusion, the experiment shows that NB performance was better when we used the N-
gram feature with both schemas (TF-IDF and BTO). On the other hand, there was a slight 
performance drop with TF-IDF and rise with BTO when SVM used the same feature. 
Furthermore, both experiments demonstrate the robustness of the proposed data model. 
Using social media input, the proposed model could extract key features required by CEM with 
good accuracy.  
In general, the lift chart is a way to discretely represent and visualise classifier performance. 
In this stage, it was decided to generate a lift chart for the neutral class with SVM using the 
TF-IDF schema without the N-gram feature as result of its better accuracy. Figure 50 shows 
a depiction of the performance of the SVM with TF-IDF without the N-gram feature using a lift 
chart. 
  
Figure 50: Lift chart for the neutral class for SVM using the TF-IDF schema 
Classes 
Classifier 
name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
All 
Class 
NB 
BTO 97.90% 77.90% 77.82% 
TF-IDF 97.05% 77.48% 77.85% 
SVM 
BTO 97.62% 90.91% 07.17% 
TF-IDF 99.76% 95.89% 07.56% 
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6.2.4.5. Reproducing the experiment 
The main purpose of the existing experiment was to demonstrate the success of the proposed 
method on sentiment analysis of the Arabic language, particularly when the neutral class is 
added. This is essential for the success of the first proposed component. Moreover, the same 
model found a clear relationship between Twitter messages and the Saudi Stock Market Index 
(see Chapter 4). Regarding the comparison between SVM and the Bayesian method, we have 
split the data into two independents subsets from different periods, and the experiments were 
carried out for each subset respectively.  
First part: 
Table 74 shows the class accuracy, precision, and recall for the NB and SVM classifiers 
without the N-gram feature: Crosse-validation=10, sampling type=stratified sampling, 
prune=none. 
Table 74: Number of tweets 
Total Positive Negative Neutral 
665 189 377 99 
  
Table 75 shows the class accuracy, precision, and recall for the NB and SVM classifiers with 
the N-gram feature set to two: Crosse-validation=10, sampling type=stratified sampling, 
prune=none. 
Table 75: NB & SVM for all classes 
  
Table 76 shows the class accuracy, precision, and recall for the NB and SVM classifiers with 
the N-gram feature for all classes. 
Table 76: NB & SVM with N-gram for all classes 
 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
Classification 
Error 
All Class 
NB 
BTO 75.95 79.11 73.80 30.05 
TF-IDF 97.10 73.63 77.94 29.90% 
SVM 
BTO 90.07 77.45 07.24 21.93% 
TF-IDF 90.53 73.45 90.09 21.47% 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
Classification 
Error 
 
 
All Class 
NB 
BTO 93.41 79.18 77.38 26.59% 
TF-IDF 73.56 77.20 79.90 26.44% 
SVM 
BTO 99.97 90.66 97.00 24.03% 
TF-IDF 99.67 90.03 99.52 24.33% 
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Second part:  
Table 77 shows the class accuracy, precision, and recall for the NB and SVM classifiers 
without the N-gram feature: Crosse-validation=10, sampling type=stratified sampling, 
prune=none. 
Table 77: Number of tweets 
Total Positive Negative Neutral 
666 189 378 99 
  
Table 78 shows the class accuracy, precision, and recall for the NB and SVM classifiers with 
the N-gram feature set to two: Crosse-validation=10, sampling type=stratified sampling, 
prune=none. 
Table 78: NB & SVM for all classes 
 
Table 79 shows the class accuracy, precision, and recall for the NB and SVM classifiers with 
the N-gram feature for all classes. 
Table 79: NB & SVM with N-gram for all classes 
 
At this stage, the data in this experiment were split into two independent parts for different 
time periods, and the experiment was reproduced for each part to compare the NB and SVM 
methods in terms of accuracy with the N-gram feature and the neutral class as well as in their 
absence. The analysis shows similar results when we split the data, though adding a neutral 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class 
precision 
 
Classification 
Error 
All Class 
NB 
BTO 95.87 97.62 99.02 40.13% 
TF-IDF 60.93 99.11 99.26 39.07% 
SVM 
BTO 70.40 95.45 79.23 31.60% 
TF-IDF 75.76 77.04 70.09 30.24% 
Classes 
Classifier 
Name 
Weighting 
schemes 
Accuracy 
Class 
recall  
Class  
precision 
Classification 
Error 
All Class 
NB 
BTO 77.90 77.44 77.57 35.10% 
TF-IDF 64.74 95.82 95.90 35.26% 
SVM 
BTO 77.57 97.30 77.46 33.43% 
TF-IDF 75.92 95.51 97.95 30.08% 
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class yielded different results in classification accuracy. The author believes that the reason 
the results are different is that the pre-processed text data consist of all the words that belong 
to the positive and negative classes as well. However, the best accuracy was attained by SVM 
in both cases, with the absence and presence of the N-gram feature. 
6.2.4.6. Relabelling experiment 
Chapter 4 mentioned that there was a need to construct a relabelling framework for Arabic 
tweets to remove noise in the labelling. This would lead to updating experts’ knowledge about 
labelling and may lead to better classification. The relabelling process starts by representing 
the text data as a matrix to show the frequency of occurrence of each term within the three 
classes. The relabelling process focuses on representing the correlation between the feature 
selection and other terms with highly frequent occurrence for just two nodes within all classes’ 
data. Table 80 shows the feature “the problem” )هلكشملا) as a negative sentiment in Mubasher’s 
product review domain. In addition, Table 80 shows the occurrence of the feature “the 
problem” )هلكشملا) in the positive, negative, and neutral classes. 
Table 80: Occurrence of the feature “the problem” (ةلكشملا) 
Feature Occurrence Neutral Positive Negative 
هلكشملا 161 6 29 126 
 
Figure 51 shows the association rules related to the feature “the problem” )هلكشملا) in all classes 
with respect to the minimum support and minimum confidence threshold. In addition, Figure 
51 shows the most important rule for the feature “the problem” )هلكشملا), which is [هلكشملا] --> 
[رشابم] (support: 0.0 79;  confidence: 1). The term “Mubasher” was correlated with the feature 
“the problem” [هلكشملا] to compose the negative phrase “problem of Mubasher” in a sentence.  
 
Figure 51: Visualisation of the association rules for the feature “the problem” (هلكشملا) 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases related with the feature “the problem” )هلكشملا). Table 81 shows that the phrase 
“problem of Mubasher” [ هلكشملا-رشابم ] occurred 29 times: eertt in the neutral, four in the positive, 
and 18 in the negative class.  
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Table 81: Phrases for the feature “the problem” (ةلكشملا) in all data 
 
 
 
Since the phrase “problem of Mubasher” [ هلكشملا-رشابم ] occurred in the positive and neutral 
classes, both classes become questionable. Therefore, the feature “the problem” )هلكشملا) 
needs further investigation to find out the association rules in both classes. As a result, two 
scenarios will be followed: The first scenario is extracting association rules that occurred for 
the feature “the problem” )هلكشملا) in the neutral class. The second scenario is extracting 
association rules that occurred for the feature “the problem” )هلكشملا) in the positive class. 
Association rules are generated with regard to the minimum support and minimum confidence 
thresholds using the previous process of visualisation in Chapter 4. 
Figure 52 shows that the feature “the problem” )هلكشملا) can occur with many rules that 
appeared in the premises column with the minimum support and minimum confidence values. 
However, according to the first scenario, the interested rule here is [هلكشملا] --> [ هلكشملا-رشابم ] 
(support: 0.005 confidence: 1), which represents the phrase “problem of Mubasher” [ هلكشملا-
رشابم] illustrated in the wordlist matrix in the neutral class. 
 
Figure 52: The correlation rules of the feature “the problem” (هلكشملا) in the neutral class 
According to Figure 52, the rule [هلكشملا] --> [ هلكشملا-رشابم ] (support: 0.005 confidence: 1), which 
represents the phrase “problem of Mubasher”, occurred in the neutral class. Therefore, the 
next step is to search for the phrase “problem of Mubasher” [ هلكشملا-رشابم ] in the neutral class 
documents. Table 82 shows that the phrase “problem of Mubasher” [ هلكشملا-رشابم ] occurred in 
three documents. 
Phrase -Terms Occurrence Neutral Positive Negative 
هلكشملا-رشابم  79 3 7 70 
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Table 82: Phrase “problem of Mubasher” [ هلكشملا-رشابم ] in the neutral class documents 
Original 
labelling 
class 
Original Arabic tweets with English translation 
  
New 
labelling 
class 
Neutral 
تنرتنلاا ةمدخ دوزم ببسب نوكت نايحلاا بلغا رشابم لكاشم 
Negative 
Mubasher problems are often caused by an ISP 
Neutral 
هلكشملا ترمتسا اذا صاخلا ع لصاوتلا مقر يل لسرت تيلاي رشابم عم 
Negative If the Mubasher problem continues please send me your 
contact number 
Neutral 
 ادبا  7 طغضا يهو هوطخ هوطخ ادباو لصتم رشابم نوكي ثيحب لكاشملا هذه لحل
7  مكحتلا هحول3 هيامحلا رادج  
Negative  To resolve these problems so that it is Mubasher 
connected and never takes a step, press 1 Start 2 Control 
Panel 3 Firewall 
 
Therefore, they were resent to the expert who labelled the documents in the first stage. 
Moreover, it can be seen from their structure that the above documents have negative 
meanings, so the right class for those documents is the negative class. Figure 53 shows that 
the feature “the problem” )هلكشملا) can occur with many rules that appeared in the premises 
column with the minimum support and minimum confidence values. However, according to 
the second scenario, the interested rule here is [هلكشملا] --> [ هلكشملا-رشابم ] (support: 0.017 
confidence: 1), which represents the phrase “problem of Mubasher” [ هلكشملا-رشابم ] illustrated in 
the wordlist matrix in the positive class. 
 
Figure 53: The correlation rules of the feature “the problem” (هلكشملا) in the negative class 
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According to Figure 53, the rule [هلكشملا] --> [ هلكشملا-رشابم ] (support: 0.008 confidence: 1), which 
represents the phrase “problem of Mubasher”, occurred in the positive class. Therefore, the 
next step is to search for the phrase “problem of Mubasher” [ هلكشملا-رشابم ] in the positive class 
documents. Table 83 shows that the phrase “problem of Mubasher” [ هلكشملا-رشابم ] occurred in 
four documents.  
Table 83: Phrase “problem of Mubasher” [ هلكشملا-رشابم ] in the positive class documents 
Original 
labelling 
class 
Original Arabic tweets with English translation 
  
New 
labelling 
class 
Positive 
 
 ىتح جمانرب لضفا نامك فيضا بحاو لكاشم يا هيفام لاصتا نيدعبو جمانربلاع ثيدحت هيف ناك
 ورب رشابم نلاا Positive 
 It was a great update the program and then the connection has no 
problems and I would like to, the best program so far is Mubasher Pro 
Positive 
 
 دوجو لكاشملل دعي مل نلاا نكلو ورب رشابم يف هدع لكاشم نم يناعا تنك 
 ورب رشابم ىلا لوخدلا مث هبيصنتو زاهجلا ىلا جمانربلا اذه ليمحتب Positive 
 I was having several problems with Mubasher Pro but now no longer 
having the same problems 
positive 
 
 يا دجوي لاو يوق يلاصتا ئيطب كلاصتا نكمم رود هل لاصتلاا نكل ةرشع ىلع ةرشع رشابم
عم لكاشم ورب رشابم 
Positive 
  Mubasher ten is good but the connection has a role as possible Your 
connection is slow.my internet communication is strong and there are 
no problems with Mubasher Pro 
positive 
 
 انكونب وا يمسرلا لوادت عقومل رظنن امدنع انقوس يف يباجيلاا ديحولا ئيشلا وهف رشابم صوصخب
ةليلق يهف لكاشملا ضعب هل دجو ناو هتمدخ يف ازيمتم هدجن Positive 
 Regarding Mubasher is the only thing positive in our market when we 
look at Tadawul official website or our banks, we find Mubasher 
outstanding in his service and if it has some problems it is few 
 
Therefore, they were resent to the expert who labelled the documents in the first stage. 
Moreover, it can be seen from their structure that the above documents have positive 
meanings, so the right class for those documents is the positive class.  
The second example to verify our experiment with another sentiment was mentioned in 
Chapter 2—comparative sentiment analysis—and the goal of this sentiment is to identify the 
sentences that contain comparative opinions. Therefore, “better” (لضفا) is comparative 
sentiment to determine which product users prefer to use in this domain. Table 84 shows the 
feature “better” (لضفا); as a comparative sentiment, it can be either positive or negative. In 
addition, Table 84 shows the occurrence of the feature “better” (لضفا) in the positive, negative, 
and neutral classes. 
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Table 84: Occurrence of the feature “better” (لضفا) 
Feature Occurrence Neutral Positive Negative 
لضفا 103 5 41 57 
 
Figure 54 shows the association rules related to the feature “better” (لضفا) in all classes with 
respect to the minimum support and minimum confidence threshold. In addition, Figure 54 
shows the most important rules for the feature “better” (لضفا), such as [لضفا] --> [رشابم] (support: 
0.071 confidence: 1. The term “Mubasher” correlated with the feature “better” [لضفا] to 
compose positive phrases in the sentences indicating that the user prefers Mubasher’s 
products. 
  
Figure 54: Visualisation of the association rules for the feature “better” (لضفا) 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases related to the feature “better” )لضفا). Table 85 shows phrases that occurred in all 
classes with the feature “better” )لضفا). 
Table 85: Phrases for the feature “better” (لضفا) in all data 
 
 
 
From Table 85, the phrase “Mubasher is better” [ رشابم-لضفا ] occurred in the positive, negative 
and neutral classes, and the feature “better” )لضفا) is a positive sentiment towards Mubasher’s 
product. As a result, the neutral and negative classes become questionable. Therefore, the 
feature “better” )لضفا) needs further investigation to find out the association rules in both 
classes. As a result, two scenarios will be followed: The first scenario is extracting association 
rules that occurred for the feature “better” )لضفا) in the neutral class. The second scenario is 
extracting association rules that occurred for the feature “better” )لضفا) in the negative class.  
Association are rules generated about the minimum support and minimum confidence 
thresholds using the previous process of visualisation. 
Figure 55 shows that the feature “better” )لضفا) can occur with many rules that appeared in 
the premises column with the minimum support and minimum confidence values. However, 
Phrase -Terms Occurrence Neutral Negative Positive 
رشابم- لضفا  79 7 77 77 
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according to the first scenario, the interested rule here is [لضفا] --> [ رشابم- لضفا ] (support: 0.005 
confidence: 1), which represents the phrase “users prefer Mubasher’s product” [ رشابم- لضفا ] 
illustrated in the wordlist matrix in the neutral class. 
 
Figure 55: The correlation rules of the feature “better” (لضفا) in the neutral class 
According to Figure 55, the rule [لضفا] --> [ رشابم- لضفا ] (support: 0.005 confidence: 1), which 
represents the phrase “users prefer Mubasher’s product”, occurred in the neutral class. 
Therefore, the next step is to search for the phrase “users prefer Mubasher’s product” [ رشابم- 
لضفا] in the neutral class documents.  
ight class for that documents.  
 
Table 86 shows the phrase “users prefer Mubasher’s product” [ رشابم- لضفا ] occurred in one 
document. Therefore, it was resent to the expert who labelled the document in the first stage. 
Moreover, it can be seen from its structure that the above document has a meaning of 
discussion among users and comparison between three products, which makes the neutral 
class the right class for that documents.  
 
Table 86: Phrase “users prefer Mubasher’s product” [ رشابم- لضفا ] in the neutral class 
documents 
Original 
labelling 
class 
Original Arabic tweet with English translation 
  
New 
labelling 
class 
Neutral 
تراشتركتلا و ورب هاجتلااو رشابم برج نمل لضفأ مهيأ 
Neutral 
Which is better for those who try Mubasher and Ettijah 
Program and tekiertchart 
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Figure 56 shows that the feature “better” )لضفا) can occur with many rules that appeared in 
the premises column with the minimum support and minimum confidence values. However, 
according to the second scenario, the interested rule here is [لضفا] --> [ رشابم- لضفا ] (support: 
0.011 confidence: 1), which represents the phrase “users prefer Mubasher’s product” [ رشابم- 
لضفا] illustrated in the wordlist matrix in the negative class. 
 
Figure 56: The correlation rules of the feature “better” (لضفا) in negative class 
 
The next step is to search for the phrase “users prefer Mubasher’s product” [ رشابم- لضفا ] in the 
negative class documents. Table 87 shows that the phrase “users prefer Mubasher’s product” 
[ رشابم- لضفا ] occurred in 11 documents. Therefore, they were resent to the expert who labelled 
the documents in the first stage. Moreover, it can be seen from their structure that the above 
documents have meanings of users’ judgment and comparison among three products, which 
makes the labelling clearer than any statements in the targeted corpus. Moreover, the same 
process was carried out for random features (positive or negative), namely, “works” (لاغش), 
“subscription” (كارتشا), “support” (معدلا), and “disrupt” (نلاطع). The results show that, after 
completing the process, 19 documents were sent to experts to check the labelling (see 
Appendix C). In total, 42 tweets were examined, and 18 tweets were relabelled. In last stage, 
the original data were updated according to the new labelling. Then, the updated data were 
loaded to run a new classification process. A comparison was carried out between the results 
with the original and the new classification.  
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Table 87: Phrase “problem of Mubasher” [ هلكشملا-رشابم ] in the negative class documents 
Original 
labelling 
class 
Original Arabic tweets with English translation 
  
New 
labelling 
class 
Negative 
كوربم رعسلا وأ جتنملا يف ءاوس لضفﻷا سيلو ديج ورب رشابم 
Positive 
Mubasher Pro is good and not the best either in product or price 
congratulations 
Negative 
 بيرقت حصلااب ، هيكذلا فتاوهلا يف مدختسملا جمانربلا و ورب رشابم نيب غارفلا ليلقت لضفا
اركشو مهنيب همدقملا تامدخلاو ايازملا 
Neutral Better reduce the gap between Mubasher Pro and the program 
used in smart phones, bring the advantages and services provided 
by them and thank you 
Negative 
لضفلاا تراشركت ريالب لاو ورب رشابم 
Negative 
Mubasher Pro is not the best  
Negative 
 تراش ترامس جمانرب يل هبسنلاب هتظحل يلا اذه لكاشملا ضعب اهيف هريخلاا هخسنلا نا عقوتا
رشابم نم لضفا عقوتا 
Negative 
I expect the latest version to have some problems to this moment 
for me Smart Chart I expect better than Mubasher 
Negative 
 ورب رشابمل ةخسن لضفأ ليمحت يراج5  ةخسن77  ًادج ًادج  ًادج ءيس  
Negative Download the best version of Mubasher Pro 9 version 10 very, 
very, very bad 
Negative 
 عبرلا نع حابرأ عيزوت مدعب ةرادﻹا سلجم ةيصوت نع يليابوم تلااصتإ داحتإ ةكرش نلعت
 ماعلا نم لوﻷا يلاملا7779م  
Negative 
both and Mubasher Pro together have a slightly better Ettijah, but 
their breakout problem is like Pro's 
Negative 
رشابم نم ريثكب لقأ هرعسو هنم لضفأ هاجتلاا 
Negative 
The Ettijah product is better than it and its price is much lower than 
Mubasher 
Negative 
 هرعس ريصي ول هراعسأ عفري ورب رشابم ينتكحض777  يبغ جمانرب ةيرتشأ ام ةبعكلا برو
ريثكب هنم لضفأ لاملاو هاجتﻹا هتقو ىهتنا فقوتو عطقيو ادج 
Negative Mubasher Pro raises its prices if it becomes a price of 100 and the 
Lord of the Kaaba not going to buy a program is very stupid and 
interrupts and stopped so many time and Ettijah much better 
Negative 
لضفأ رشؤملا كوخأ اناو طغضلا  عفريو عطقيو ثيثغ رشابم 
Negative 
Mubasher grinds and cuts and raises pressure and the best smart 
chart 
Negative 
 ورب رشابم نم لضفا جمانرب نع ينوديفا ريغا بحاو يكارتشا صلخ 
Negative 
I would like to change the program better than Mubasher 
Negative 
 كنبلا قيرط نع ورب رشابم يف كرتشا7  ضايرلا كنب قيرط  نع كرتشم انا كل لضفا روهش
يش لاو نحش لاو عيطقتلا هعووور 
Positive 
Subscribe to Mubasher Pro through the bank 6 months better for 
you I am a subscriber through Riyad Bank Rowaoh for cutting and 
not shipping and nothing.  
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Tables 88 and 89 show the performance accuracy for the SVM with TF-IDF schema with the 
N-gram feature for both the original classification and the new classification, respectively. For 
the neutral class, the precision for the original classification was 82.76%, which dropped to 
80.77% for the new classification after the relabelling process. On the other hand, the recall 
for the original classification for the neutral class was 24.24%, which rose to 21.76% for the 
new classification after the relabelling process. Table 88 shows performance accuracy with 
the original labelling. In the last stage, the original data were updated according to the new 
labelling. Then, the updated data were loaded to run a new classification process. A 
comparison was carried out between the original classification and the new classification. 
Table 88: All class performance accuracy in original classification for SVM with TF-IDF 
schema without N-gram 
 true neutral true positive true negative class precision 
pred. neutral 48 4 6 82.76% 
pred. positive 129 744 154 72.44% 
pred. negative 21 7 211 88.28% 
class recall 24.24% 98.54% 56.87%  
 
Table 89: All class performance accuracy in new classification for SVM with TF-IDF schema 
with N-gram 
 true neutral true positive true negative class precision 
pred. neutral 42 2 8 80.77% 
pred. positive 131 749 156 72.30% 
pred. negative 20 10 206 87.29% 
class recall 21.76% 98.42% 55.68%  
 
Table 90 shows a performance accuracy comparison for SVM with the TF-IDF schema before 
and after the relabelling process. The obtained result shows that there is no improvement 
using SVM with the TF-IDF schema with the N-gram feature for the new classification 
Table 90: All class performance accuracy comparison for SVM with TF-IDF schema 
Classifier Accuracy Recall Precision 
Classification 
Error 
SVM with the original 
labelling dataset 
97.74 77.40 99.26 
 
23.26 % 
SVM with new labelling 
Dataset 
75.31 58.63 81.85 24.69% 
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On the other hand, a better result was obtained when NB with the TF-IDF schema with the N-
gram feature was used to examine the new labelling dataset. Tables 91 and 92 show the 
performance accuracy for NB using the TF-IDF schema with the N-gram feature for the new 
classification. For example, the neutral class precision for the original classification was 
43.75%, which rose to 54.26% for the new classification after the relabelling process. On the 
other hand, the recall for the original classification for the neutral class was 45.96%, which 
rose to 36.27% for the new classification after the relabelling process. 
Table 91: All class performance accuracy in original classification NB with TF-IDF schema 
with N-gram. 
 true neutral true positive true negative class precision 
pred. neutral 91 70 47 43.75% 
pred. positive 62 621 82 81.18% 
pred. negative 45 64 242 68.95% 
class recall 45.96% 82.25% 65.23%  
 
Table 92: All class performance accuracy in new classification NB with TF-IDF schema with 
N-gram. 
 true neutral true positive true negative class precision 
pred. neutral 70 36 23 54.26% 
pred. positive 72 657 91 80.12% 
pred. negative 51 68 256 68.27% 
class recall 36.27% 86.33% 69.19%  
 
Table 93 shows the comparison carried out between the results with the original and the new 
classification. The obtained results show that there is an improvement using NB with TF-IDF 
schema with the N-gram feature for the new classification. 
Table 93: All class performance accuracy comparison for NB with BTO schema with N-gram. 
Classifier Accuracy Recall Precision 
NB with the original labelling 
dataset 
97.05% 77.48% 77.85% 
NB with the new labelling 
dataset 
74.25% 63.92% 67.40% 
 
To sum up the experiment in Arabic text classification regarding Mubasher’s product, the 
results show that NB has greater performance improvements than SVM after the relabelling 
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process, which can enhance classification accuracy as well as take out some noise that 
occurred during the original labelling. 
6.2.5.  Classification using CRM 
A similar approach could also be extended to CRM analysis with structured inputs from a 
consumer database. Furthermore, the research proven that there is a strong link between 
behaviour patterns and customer attitudes. For example, form the data obtained for this 
experiment 205 Mubasher customers out of 472 started trading and then stopped for some 
reason such as session interruption, high price, and lack of customer services. 
6.2.5.1. Experiment for classification using CRM   
The interest of CRM investment is to build applications to automate a firm’s sales. Moreover, 
having consumer information in databases and applying data mining techniques can help to 
identify customer patterns. Thus, companies can distinguish their loyal customers and develop 
new marketing strategies. In this experiment, the collection process was based on customer 
data divided according to business points of view into different classes in CRM. For example, 
Mubasher’s data was labelled according to the following criteria: 
The label was “neutral” for users who had never done any trading on Mubasher’s platform. 
For a user who started trading and then stopped for some reason, the label was “negative”. If 
the user continued to trade throughout Mubasher’s platforms, the label was “positive”. The 
label was created by seeing when each user had started to trade and comparing that with his 
last order. If his last order was before the last week (i.e., he had not placed a single trade in 
the last week of the period when we collect the data), then the customer must have stopped 
trading at a certain point before. Figure 57 summarises the classification process of 
Mubasher’s CRM data.  
CRM
CRM Data
Replacing missing 
value
Cross Validation
Evaluation
Feature Selection
Classification
Normalisation
Data Pre-processing
 
Figure 57: The process of Mubasher’s CRM classification. 
Since the first task is loading the dataset, the “Retrieve” operator was used to load Mubasher’s 
CRM data, then the “Replace missing values” operator was used to replace the missing values 
with the average value of the attributes used for the classification process. After that, the 
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“Normalise” operator was used to pre-process and normalise the selected attributes from 
Mubasher’s CRM. In addition, the “Set role” operator was used to change the role of a specific 
field to the target variable or class for each record in the data. Finally, the X-validation operator 
was used to evaluate the accuracy using the SVM algorithm. The X-validation operator is a 
nested operator. It has two sub processes: a training process and a testing process. The 
training process is used for training a model. Then, the trained model is applied in the testing 
process. The performance of the model is also measured during the testing phase.  
6.2.5.2. Experiment parameter settings  
The same experiment parameter settings used in Chapter 5 for classification using CRM were 
utilised in this experiment. For example, the classifier settings followed the default values for 
most of the parameters to get results that are more accurate. Ten-fold cross-validation was 
used several times to find the best values of these parameters. In addition, both SVM and NB 
had the same operator parameter settings used. 
6.2.5.3. Data description  
Mubasher’s CRM data contain the most important fields that describe the customers’ 
patterns or behaviour. For example, 
 Customer No: A unique identifier for each user.  
 Status: The status of the user’s account. It can either be “Active”, “Locked”, or 
“Deleted”. The users who sign up start with the status “Active”. “Locked” accounts are 
those that were stopped by Mubasher staff, because their accounts were either 
changed to a different one or eliminated. “Deleted” is self-explanatory.  
 Trading: “Yes” if the customer had done at least one trade in the past three months, 
otherwise “No”.  
 Relationship Manager: This field was used to track the different signup channels for 
the Mubasher platform. The channels include Facebook, Twitter, and our new hub, 
Mubasher.info.  
 Signup Date: The signup date of the customer.  
 Preferred Platform: The platform in which the user executed most of his orders.  
The RapidMiner wizard was used to import the dataset; RapidMiner studio uses strongly typed 
attributes. The numerical data type remains the same, and the string data are changed to text. 
On the other hand, the CRM-Label data type was changed to nominal, since nominal scales 
are used for labelling variables without any quantitative value [190]. After that, the data were 
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loaded, and the set role operator was used to change the role of one or more attributes to 
specify the label columns for Rapidminer. 
6.2.5.4. Experimental results and evaluation 
The proposed model for classifying Mubasher’s CRM data needed to understand the data and 
then to classify them in order to learn the importance of the data in the targeted CRM. It was 
decided to label each customer record depending on the company criteria in different classes 
(positive, negative, and neutral) to prove whether the results of CRM classification are 
consistent from the previous result in the first experiment related to opinion mining. 
Mubasher’s CRM classification model collects structured CRM data using its database’s API. 
It performs normalisation techniques based on the existing CRM data to rescale the selected 
attribute values to fit in a specific range. Finally, it extracts key features with supervised 
learning, which is again like the opinion mining model. The number of records collected from 
Mubasher’s CRM was 488; each record was labelled based on Mubasher’s criteria, and then 
the data were stored. Rapidminer was used to load the dataset in normalised form, as 
mentioned in the framework, with no duplicate records and no null attribute values. Table 94 
shows the number of raw data involved in the classification experiment. 
Table 94: Number of records 
Total Positive Negative Neutral 
488 156 119 213 
 
Table 95 shows the classification accuracy, precision, and recall for the NB and SVM 
classifiers: Crosse-validation=10, sampling type=stratified sampling. To sum up Mubasher’s 
CRM experiments, the best accuracy was achieved by NB due to the advantages of NB stated 
in Chapter 2. 
Table 95: Accuracy, precision, and recall with all classes for SVM and NB classifiers 
 
 
 
Figure 58: Comparing CEM labelling with CRM shows a comparison between CRM labelling 
and CEM labelling. One hundred thirty-four tweets were labelled similarly between CRM and 
CEM. On the other hand, 354 tweets were labelled dissimilarly between CEM and CRM. On 
other words, 72.5% of collected tweets labelled differently by CRM and CEM, and only 27.5% 
had similar labelling between CEM and CRM.  
Classes Classifier 
name 
Accuracy Class 
recall  
Class 
precision 
Positive, Negative 
and Neutral  
NB 86.89% 07.99% 07.14% 
SVM 93.37% 77.19% 97.92% 
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Figure 58: Comparing CEM labelling with CRM labelling 
 
Figure 59 shows the number of tweets with similar labelling between CRM’s positive labelling 
and CEM’s (positive, negative, and neutral) labelling. The total number of tweets labelled 
positive in CRM is 156. Only 25 tweets had the same labels between CRM and CEM, whereas 
CEM labelled 20 of the tweets as neutral and 111 as negative. Overall, 84% of the labelling in 
CRM’s positive class was different from CEM. 
 
Figure 59: Comparing CEM labelling with CRM positive labelling 
 
Figure 60 shows the number of tweets with similar labelling between CRM’s Negative Labelling 
and CEM’s (positive, negative, and neutral) labelling. The total number of tweets with labelled 
negative in CRM is 119 tweets. Eighty-six tweets have the same labelled between CRM and 
CEM, and 12 tweets labelled as neutral.  On the other hand, 21 tweets labelled positive in 
CEM, while it is negative in CRM. Overall, 72% of the labelling in CRM’s negative class 
labelled similar with CEM. 
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Figure 60: Comparing CEM labelling with CRM negative labelling 
Figure 61 shows the number of tweets with similar labelling between CRM’s neutral labelling 
and CEM’s (positive, negative, and neutral) labelling. The total number of tweets labelled 
neutral in CRM is 23. On the other hand, CEM labelled 49 of the tweets as positive and 141 
as negative. Overall, 90% of the labelling in CRM’s neutral class was labelled differently than 
in CEM. 
 
Figure 61: Comparing CEM labelling with CRM neutral labelling 
6.2.6.  Tuning CRM via CEM 
Generally, schema integration is the process by which structures from different databases are 
conceptually integrated into a single consistent schema [191]. Integration is performed when 
multiple sources of data must be combined to retrieve all data that do not have the same 
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schemas. For example, in this research, first information about the tweet (text document in 
which the user can express his or her opinion) is obtained from the Twitter platform (CEM 
Data). In addition, a second database stores information about the customer, which can be 
obtained from Mubasher’s CRM.  
The aim of this study is to find a way to support CRM. For instance, what exactly customers 
want or think about a particular product also proves that the value of social media information 
can bring better business decisions. Therefore, similar tweets were grouped such that tweets 
within the same group bore similarity to each other, while tweets in different groups were 
dissimilar from each other. This helps to understand customers’ behaviours, find out the most 
common problems, and contact customers within the same group and answer their inquiries 
faster. Moreover, this will give companies the ability to learn and to make strategic plans about 
what to sell, how and where to advertise, and what price to set. 
After the data collection stage, the data model layout was created. This included a tweet 
description table (Tweet ID, Tweet Original, Tweet Filtered, Tweet Time, Tweet User, Tweet 
Label) and selected attributes from Mubasher’s CRM databases (Customer ID, Comments). 
Please note that all information above was anonymised by the data provider. Then, the 
integration between CRM and CEM was identified by customer number and Twitter user for 
each customer record with the individual customer's positive, negative, and neutral opinions. 
Moreover, the same record also has the original tweet and the tweet label as an opinion from 
the CEM data for each individual customer. Each customer record now has two labels: a CRM 
label dependent on CRM’s criteria and a CEM label from the sentiment analysis model. Then, 
design and implementation of Arabic text clustering over social media were presented to 
Mubasher’s customers in order to identify the absent aspects, since the sentence level is more 
general, and it is not based on targeted positive or negative opinions like the entity and aspect 
level. In addition, users can express their opinions in different topics that makes determining 
opinions challenging. Therefore, a clustering technique was applied to group similar and 
dissimilar tweets as well as tweets’ opinions into groups. This will help Mubasher to 
understand the missing aspects in their CRM structure. 
6.2.6.1. Optimising the structure of CRM 
Traditional CRM contains three modules, marketing, sales, and support, which rely on the 
customer relationship and profiling information input by an operator [192]. The missing part for 
the traditional CRM is how to benefit from the inputs of social media. This case study for 
Mubasher’s products tried to find a relationship between customers and their opinions over 
social media platforms. This information can be used to enrich and direct CRM to perform 
better in supporting business objectives. Extracting customers’ opinions from platforms such 
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as Twitter requires Arabic sentiment analysis to be developed and then integrating those 
opinions with CRM data. This study provides a model of data mining that can utilise and tune 
traditional CRM to reflect the needs and expectations of customers on social media. This study 
contributes to CRM enhancement by optimising and updating the CRM structure to become 
integrated with customers’ opinions on social media using a clustering technique to determine 
the main topics that need to be added in the CRM structure. 
6.2.6.2. Experiment in tuning of CRM via CEM 
Text mining tools have been proposed in the form of a framework after the integration 
processes are performed through the clustering technique to group users’ text details to find 
out those missing aspects related to each CRM customer record, which can lead to updating 
the CRM structure. Figure 62 outlines the grouping procedure for Arabic tweets. Integrated 
tweets were saved in the main dataset. After that, there were five steps for pre-processing 
documents using Rapidminer. The first was to replace English terms with Arabic equivalent 
terms; all Hamza forms such as ئ ,ؤ ,ء were removed because of diacritics and replaced with 
initial,  ,أ آإ ى  and with Alif ا. The second was the tokenisation step, in which each tweet was 
divided into multiple token-based whitespace characters. The third was removing the Arabic 
stop words. In the fourth step, the suffixes and prefixes were removed, and words were 
returned to their roots by the Arabic stemmer. The fifth step was the filtering of tokens by 
length, which removed useless words and was set to four. Finally, the N-gram set of words 
within a given text was set to two. Then, clustering techniques were applied when there was 
no class predicted. Clustering is a type of unsupervised learning used when one has 
unlabelled data. The classical clustering technique is called K-means. The following steps 
describe how K-means works [152]: (1) The user determines in advance how many clusters 
are needed by the set-up K parameter; (2) cluster centres are randomly initialised using K 
points; (3) Clusters are assigned to their closest centre according to the Euclidean distance 
metric; (4) Centroids are moved by recalculating the position of the centroid of the instances 
in each cluster; and (5) Steps 3 and 4 are reiterated until the centroids no longer move. 
Twitter’s API
Arabic Tweets
Data Pre-
processing
Cross 
Validation
Clustering Evaluation
Feature Selection
 
Figure 62: The process of clustering analysis in Arabic tweets. 
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The idea here is to find the semantic similarities between words according to the information 
in the collection of tweets—in other words, to calculate semantic similarity between words or 
concepts in a sentence. It was decided to use TF-IDF followed by obtaining the smaller 
distances within centroids for the targeted corpus.  
6.2.6.3. Details of using clustering with Rapidminer 
 K: The number of clusters that should be detected.  
 Measure Types: Numerical measure with the default setting for Rapidminer. 
 Education Distance was the smaller distance within centroids 
 Max Run is the maximal number of runs of K-means with random initialisation and set 
to the default, which is 10. 
 Max Optimisation Steps specifies the maximal number of iterations performed for one 
run of the K-means and is set to the default, which is 100. 
6.2.6.4. Experimental results and evaluation 
After the clustering process was implemented in four clusters as requested by Mubasher, 
humans interfered by looking carefully into each cluster’s documents. They came up with the 
main topics discussed among the customers.  
Table 96 shows the cluster numbers with the records and the main topic for each cluster. 
Table 96: Cluster number and main topic 
  
 
 
 
 
 
Figure 63 shows all the tweets grouped and organised into four clusters. The cluster distance 
performance task was applied to determine the average distance between the centroid 
clusters. The results lead us to conclude that the best clustering works were the smaller 
distances within centroids. It was achieved with TF-IDF using the N-gram feature. Moreover, 
humans interfered by looking carefully into our data cluster to make sure of the main topic into 
each cluster. 
Cluster 
Number of 
records 
Topic 
0 23 Customer service (training) 
1 61 Price 
2 323 Session interruption (Tec) 
3 81 Comparison with other product 
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Figure 63: Topics found by clustering 
Figure 64 shows a comparison between CRM labelling and CEM labelling for the four clusters. 
In Cluster 0, 36 tweets were labelled the same in both CRM and CEM, and 77 tweets were 
labelled otherwise. In Cluster 1, 16 tweets were labelled the same in CRM and CEM, and 45 
were different. In Cluster 2, 59 tweets were labelled the same in CRM and CEM, and 174 were 
different. In Cluster 3, 17 tweets were labelled the same in CRM as in CEM, and 64 were 
dissimilar. Figure 65 shows the percentage of labelling similarity between CRM and CEM. 
Cluster 0 has the highest similarity scores with 32% (47% difference between CRM’s labelling 
and CEM’s labelling), followed by Cluster 1 (26%), Cluster 2 (25%), and Cluster 3 (21%). 
Overall, approximately 70% of the labelling is dissimilar between CRM and CEM.    
 
Figure 64: Comparing CEM labelling with CRM labelling 
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Figure 66 illustrates the number of tweets in Cluster 0 labelled the same in CRM and in CEM. 
The most labelling similarity between CRM and CEM is in the negative labelling (11 tweets 
dissimilar and 25 similar), followed by the neutral labelling. Only one same labelling occurred 
between CEM and CRM in the positive labelling. In addition, the most dissimilarity occurred 
between CRM and CEM in CRM with the neutral class (47 tweets dissimilar and 10 similar). 
 
Figure 65: Labelling similarity between CRM and CEM  
 
 
Figure 66: Comparing CRM labelling with CEM labelling for Cluster 0 
Figure 67 illustrates the number of tweets in Cluster 1 whose labelling in CRM and CEM was 
and was not equal. The most labelling similarity between CRM and CEM is in the negative 
labelling (three tweets dissimilar and 13 similar), followed by the positive labelling. In cluster 
1, zero neutral labelling occurred in CEM, indicating that most people had clear opinions on 
the topic. In addition, the most dissimilarity occurred between CRM and CEM in CRM’s neutral 
class (23 tweets dissimilar and only three similar). 
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Figure 67: Comparing CRM labelling with CEM labelling for Cluster 1 
Figure 68 shows a comparison between the tweet labelling in CRM and CEM for Cluster 2. 
The most dissimilarity occurred between CRM and CEM in CRM’s neutral class (85 tweets 
dissimilar and only seven similar). On the other hand, the most similarity occurred in CRM’s 
negative class (10 tweets dissimilar and 38 similar). 
 
Figure 68: Comparing CRM labelling with CEM labelling for Cluster 2 
Figure 69 illustrates the number of tweets labelling in CRM is equal and not equal to CEM for 
cluster 3. The most labelling similarity between CRM and CEM is in the negative labelling, 
followed by the positive labelling. Cluster 3 is similar to cluster 1, a zero-labelling occurred on 
CEM as neutral, that indicate that most people have a clear opinion for the topic. In addition, 
the most dissimilarity occurred between CRM and CEM is in CRM’s neutral class (35 tweets 
dissimilar). On the other hand, the most similarity occurred between CRM and CEM is in 
CRM’s negative class (six tweets dissimilar and 10 similar). 
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Figure 69: Comparing CRM labelling with CEM labelling for Cluster 3 
In conclusion, the previous results lead us to conclude that the most label matching occurred 
between CRM and CEM in the negative class since negative opinions are usually clear for 
people. In addition, the neutral class is essential for ambiguous topics such as customer 
service. On the other hand, it’s not important for some certain topics, such as whether 
Mubasher’s price is high or low and comparing Mubasher with other products. Therefore, for 
certain topics, expert should not label sentiments as neutral. 
 Summary 
This chapter has documented the second set of experiments carried out to investigate whether 
social media could help experts understand users’ perspectives and could change experts’ 
knowledge about their users. Therefore, a framework was proposed for integrating CRM with 
CEM. It can be concluded that social media can indeed change experts’ knowledge and 
support CRM by updating its structure to cover more aspects that customers have mentioned 
in their social media posts. Consequently, this will make any new prediction study on customer 
patterns more realistic and better corresponding to another information source, such as social 
media platforms. 
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Chapter 7: Conclusion and Future Work 
 
7.1 Conclusion 
This work attempted to move the state-of-the-art in Arabic sentiment analysis, labelling 
techniques, and CRM optimisation techniques forward. Returning to the first main questions 
posed at the beginning of this research, it is now possible to state that CRM could benefit from 
the inputs of social media and emerging data mining techniques. With the proposed 
framework, CRM can be tuned and revised based on feedback from social media to realise its 
full potential. The proposed framework involves three processes, using supervised and 
unsupervised methods that require less human involvement: first, Arabic sentiment analysis 
with the new method of relabelling to reduce the conflicts in the original labelling (the key 
enabling techniques have been addressed in Chapters 3 and 4); second, CRM classification 
techniques according to the best understanding of users’ behaviour in each case study’s data 
structure; and finally, integration of the information from the previous two processes to address 
users’ satisfaction and understand their sentiments, likes, and dislikes. It helps to give 
actionable insights for the targeted domain. These two processes are addressed in Chapters 
5 and 6. 
 
Returning to question 1.1 posed in Chapter 1, it is now possible to state that the most 
favourable techniques for pre-processing are tokenization, stemming, stop words removal, 
and filtering tokens by length and N-gram feature. In addition, for the classification of Arabic 
sentiment analysis, the SVM classifier performs better without N-grams with both schemas 
TF-IDF and BTO, while with N-grams, with both schemas TF-IDF and BTO, performance 
drops. The NB classifier performs better with N-grams with both schemas TF-IDF and BTO, 
while without N-grams, with both schemas TF-IDF and BTO, performance drops. In general, 
the SVM classifier with both schemas TF-IDF and BTO outperforms the NB classifier. In other 
words, using the SVM classifier without the N-gram feature with TF-IDF schema is the first 
recommendation, and the NB classifier with the N-gram feature with the BTO schema is the 
second recommendation. To explore optimal techniques for pre-processing and classification 
of Arabic sentiment analysis, the process of sentiment analysis in Arabic tweets has been 
deployed in real-world applications from three different domains—the Saudi stock market, 
product reviews (Mubasher products), and education (E-learning in King Abdulaziz 
University)—to ensure the repeatability of the findings. 
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As the Arabic sentiment analysis model is a supervised learning technique requiring annotated 
training data, it is now possible to state that adding a neutral class would give humans more 
flexibility to express their uncertainty. In addition, the neutral class would improve the training 
and classification process by enabling better coverage of the vector space constructed by the 
training data set. In addition, a relabelling technique for Arabic tweets to identify the noise 
generated by the original labelling has been introduced to identify the potential contradictions 
via the noise visualised during the classification. Altogether, they help us to tackle the 
ambiguous information in the feedback collected from the CEM. 
 
Returning to the second main question posed at the beginning of this study, it is now possible 
to state that CRM can be fine-tuned based on the differences between the opinions predicted 
by CRM and the actual opinions collected via social media for both the structure of the CRM 
system (sentence level) and the inaccuracy of the criteria or weights employed in the CRM 
system (aspect level).To meet users’ expectations and understand their opinions through 
social media platforms, CRM can now be adjusted based on feedback from social media 
platforms. Two case studies have been carried out, the first one to integrate CRM with CEM 
on the aspect level in the educational domain. The results show that changing some aspects 
of the criteria required by students in their texts over social media can help enhance the overall 
classification accuracy in the LMS data and improve the understanding of students’ studying 
status. The second experiment carried out integrated CEM into CRM on the sentence level. 
This experiment was carried out in the service domain. The results show that social media can 
change expert knowledge and support CRM by updating its structure, which can cover all the 
aspects that customers have mentioned in their posts on social media. 
7.2 Research Contributions 
This section illustrates the contributions for each research question introduced in Chapter 1. 
 
 Research contributions regarding the first research question  
 
“First, how can hidden information (opinions) significant to CEM be extracted from Arabic 
social media data? This question can be divided into two sub-questions.”  
The first sub question is “What are the optimal techniques for pre-processing and classification 
of Arabic sentiment analysis?” 
 The innovation of this research question implemented through new knowledge on 
identifying optimal techniques for pre-processing and classification of Arabic sentiment 
analysis. The novelty of this question provide is using the SVM classifier without the N-
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gram feature with TF-IDF schema is the first recommendation, and the NB classifier with 
the N-gram feature with the BTO schema is the second recommendation. The limitation of 
this contribution was the labelling conducted manually and NLP is not applicable to Arabic 
because of its morphological richness. 
The second sub question is “How should ambiguity be tackled during the labelling process in 
sentiment analysis?” 
 
 The thesis contributes to literature by introducing neutral class to improve the training and 
classification process by enabling better coverage of the vector space constructed by the 
training data set. In addition, a relabelling technique for Arabic tweets introduced to identify 
the potential conflict via the noise visualised during the classification. Altogether, they help 
us to tackle the ambiguous information in the feedback collected from the CEM. The 
limitation was in the relabelling process that valid only for two nodes to determine the 
questionable class and check even the small rules that occurred in the text. 
 
 Research contributions regarding the second research question  
 
The second main question is “How should CRM be adjusted via CEM to reduce the differences 
between the opinions predicted by CRM and the actual opinions collected in social media?”. 
 
 The thesis contributes to literature by fine-tuned CRM based on the differences between 
the opinions predicted by CRM and the actual opinions collected via social media for both 
the structure of the CRM system and the criteria or weights employed in the CRM system. 
That carried out by using the sentence level of the sentiment analysis to update the 
structure of the CRM system, and using the aspect level of the sentiment analysis to adjust 
the criteria or weights employed in the CRM system. Setting new benchmark for this 
contribution was difficult because the difficulties to obtain real data for both CRM and CEM. 
7.3 Future Work 
The scope of future work is wide. There is plenty of room for more research in different 
domains using these research approaches, for example, in health services and the 
communications business. 
 
 Building a dictionary application for Arabic sentiment analysis will solve the manual input 
and human interference problems, since the main issue with sentiment analysis is the 
domain adaptation problem. 
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 The relabelling system could be enhanced by developing applications to do the same 
job carried out in Chapter 4 (relabelling process) automatically. This software would need 
to use more nodes to determine the questionable class and check even the small rules 
that occurred in the text. This may help to build a robots dictionary in the future. 
 
 More investigation is required into the influence of posts or tweets about products or 
services by users with more followers. 
 
 The current study should be repeated using sentence-level and aspect-level sentiment 
analysis for more companies or organizations regardless of domain in order to cover 
both the structure of the CRM system and the inaccuracy of the criteria or weights 
employed in the CRM system at the same time. 
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Appendix A 
Table 97: (1) Real data collected from Saudi Stock Market, and (2) Real data collected from 
Saudi Stock Market multiplied by constant. 
( 1 )   ( 2 ) 
tweetTagDes
c 
Column Labels 
  
Convert from current unite to ( Unite * 100 ) 
Row Labels Negative 
Neutra
l 
positiv
e 
  Date TASI 
Negativ
e 
Neutra
l 
Positiv
e 
03/17/15 
2 4 5   
03/17/1
5 
9303.13 1200 1400 1500 
03/18/15 
13 22 29   
03/18/1
5 
9133.87 2300 3200 3900 
03/19/15 
7 14 30   
03/19/1
5 
9174.41 1700 2400 4000 
03/22/15 
4 16 23   
03/22/1
5 
9314.53 1400 2600 3300 
03/23/15 
20 14 17   
03/23/1
5 
9319.69 3000 2400 2700 
03/24/15 
11 9 7   
03/24/1
5 
9331.19 2100 1900 1700 
03/25/15 
14 11 6   
03/25/1
5 
8868.12 2400 2100 1600 
03/26/15 
13 12 8   
03/26/1
5 
8903.49 2300 2200 1800 
03/29/15 
2 21 13   
03/29/1
5 
9071.20 1200 3100 2300 
03/30/15 
7 15 23   
03/30/1
5 
8957.05 1700 2500 3300 
03/31/15 
11 25 22   
03/31/1
5 
8778.89 2100 3500 3200 
04/01/15 
13 13 19   
04/01/1
5 
8812.35 2300 2300 2900 
04/02/15 
7 12 17   
04/02/1
5 
8733.79 1700 2200 2700 
04/05/15 
13 16 18   
04/05/1
5 
8589.70 2300 2600 2800 
04/06/15 
6 19 18   
04/06/1
5 
8618.63 1600 2900 2800 
04/07/15 
10 14 20   
04/07/1
5 
8802.36 2000 2400 3000 
04/08/15 
6 21 17   
04/08/1
5 
8851.83 1600 3100 2700 
04/09/15 
2 23 14   
04/09/1
5 
8950.11 1200 3300 2400 
04/12/15 
5 18 13   
04/12/1
5 
8961.13 1500 2800 2300 
04/13/15 
8 23 21   
04/13/1
5 
9041.12 1800 3300 3100 
04/14/15 
13 15 8   
04/14/1
5 
8966.33 2300 2500 1800 
04/15/15 
5 15 24   
04/15/1
5 
9164.44 1500 2500 3400 
04/16/15 
13 20 34   
04/16/1
5 
9251.19 2300 3000 4400 
04/19/15 
11 23 30   
04/19/1
5 
9619.97 2100 3300 4000 
04/20/15 
27 30 41   
04/20/1
5 
9589.42 3700 4000 5100 
04/21/15 
14 36 27   
04/21/1
5 
9558.89 2400 4600 3700 
04/22/15 
5 13 13   
04/22/1
5 
9572.27 1500 2300 2300 
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04/23/15 
13 13 14   
04/23/1
5 
9614.61 2300 2300 2400 
04/26/15 
2 12 19   
04/26/1
5 
9725.17 1200 2200 2900 
04/27/15 
7 11 11   
04/27/1
5 
9710.93 1700 2100 2100 
04/28/15 
4 6 16   
04/28/1
5 
9713.07 1400 1600 2600 
04/29/15 
3 17 16   
04/29/1
5 
9812.40 1300 2700 2600 
04/30/15 
2 10 15   
04/30/1
5 
9834.49 1200 2000 2500 
05/03/15 
5 18 18   
05/03/1
5 
9764.24 1500 2800 2800 
05/04/15 
2 8 20   
05/04/1
5 
9787.00 1200 1800 3000 
05/05/15 
7 10 8   
05/05/1
5 
9751.03 1700 2000 1800 
05/06/15 
7 7 13   
05/06/1
5 
9781.69 1700 1700 2300 
05/07/15 
5 22 18   
05/07/1
5 
9717.90 1500 3200 2800 
05/10/15 
8 12 16   
05/10/1
5 
9710.52 1800 2200 2600 
Grand Total 327 620 701     362162 71700 
10100
0 
109100 
 
 
Relabeling for Saudi Stock Market 
 Feature “growing” (ةدايز) 
Table 98 shows the feature “growing” (ةدايز) as positive sentiment in Saudi Stock market 
domain. In addition, Table 98 shows the occurrence of the feature “growing” (ةدايز) in positive, 
negative, and neutral class. 
Table 98: Occurrence of the term “growing” (ةدايز). 
 
 
Figure 70 shows the association rules that related to the feature “growing” (ةدايز) in all class 
with respect to the minimum support and minimum confidence threshold. The feature 
“growing” (ةدايز) meaning some company in the Saudi stock market raise share capital by giving 
existing shareholders the right to subscribe to new shares for cash. In addition, Figure 70 
shows the most important rules for the feature “growing” (ةدايز) which is [ةدايز] --> [سأر] (support: 
0.042 confidence: 1). The term (share capital) [سأر] correlated with the feature “growing” [ةدايز] 
to compose positive phrases capital increase in the sentence. 
Feature Occurrence Neutral Positive Negative 
ةدايز 779 7 777 5 
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Figure 70: Visualize the association rules for the feature “growing” (ةدايز) in all class. 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases that related with feature “growing” (ةدايز). Table 99 shows that phrases capital 
increase [  ةدايز- سأر ] occurred 99 times, 2 in neutral, 92 in positive class, and 5 in negative 
class.  
Table 99: rules for the term “growing” (ةدايز)in the all data. 
 
 
Since, the phrase “capital increase” [  ةدايز- سأر ] occurred in negative and neutral class, then 
the both classes becomes questionable classes. Therefore, the feature “growing” (ةدايز) needs 
further investigation in order to find out the association rules in the both classes. As result, two 
scenarios will be followed: First scenario is extracting association rules that occurred for the 
feature “growing” (ةدايز) in the neutral class. Association rules generated with regard to the 
minimum support and minimum confidence threshold using the previous process of the 
visualisation. 
Figure 71, shows that the feature “growing” (ةدايز) can occurred with many rules that appeared 
in the premises column with the minimum support and minimum confidence values. However, 
according to the First scenario, the interested rule here is [ةدايز] --> [  ةدايز- سأر ] (support: 0.003 
confidence: 1) which represent the phrase “capital increase” [  ةدايز- سأر ] that illustrate in the 
wordlist matrix in the neutral class. 
phrase -
Terms 
Occurrence Neutral Positive Negative 
ةدايز - سأر  55 2 57 9 
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Figure 71: The correlation rules of the feature “growing” (ةدايز) in neutral class. 
According to Figure 71 the rule [ةدايز] --> [  ةدايز- سأر ] (support: 0.003 confidence: 1) which 
represent the phrase “capital increase” [  ةدايز- سأر ] that illustrate in the wordlist matrix in the 
neutral class. Therefore, the next step is to search for the phrase “capital increase” [  ةدايز- سأر ] 
in the neutral class documents. Table 100 shows the phrase “capital increase” [  ةدايز- سأر ] 
happened in two documents. 
Table 100: Term “capital increase” [  ةدايز- سأر ] in two documents. 
Figure 72, shows that the feature “growing” (ةدايز) can occurred with many rules that appeared 
in the premises column with the minimum support and minimum confidence values in the 
negative class. However, according to the Second scenario, the interested rule here is [ةدايز] -
-> [  ةدايز- سأر ] (support: 0.011 confidence: 1) which represent the phrase “capital increase” 
[  ةدايز- سأر ] that illustrate in the wordlist matrix in the negative class. 
Original 
Labelling 
class 
Original Arabic tweets with English translation 
New 
Labelling 
class 
Neutral 
 
 لامسأر ةدايز نع ةجتانلا مهسﻷا روسك عيب غلابم دئاع عاديإ نع ةيلاملا ابماس ةعومجم نلعت
نيمهاسملا تاباسح يف كنبلا 
Positive Samba Financial Group announces the deposit of the proceeds of 
the sale of the fractional shares resulting from the increase of the 
Bank's capital in the shareholders' accounts 
Neutral 
 لاملا سأر يف ةدايزلا ةيصوت صوصخب تاروطتلا رخا نع ةيحصلا هلد ةكرش نلعت
ودقاب ىفشتسم ةكرش يف صصحلا لماك ىلع ذاوحتسلال 
Positive Dallah Health Company announces the latest developments 
regarding the capital increase recommendation for the acquisition 
of full stake in Bagdo Hospital Company 
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Figure 72: The correlation rules of the feature “growing” (ةدايز) in negative class. 
According to Figure 72 the rule [ةدايز] --> [  ةدايز- سأر ] (support: 0.003 confidence: 1) that illustrate 
in the wordlist matrix in represent the phrase “capital increase” occurred in the negative class. 
Therefore, the next step is to search for the phrase “capital increase” [  ةدايز- سأر ] in the negative 
class documents. Table 101 shows the phrase “capital increase” [  ةدايز- سأر ] happened in five 
documents which is satisfy the rule [ةدايز] --> [  ةدايز- سأر ], therefore it has been send again to 
the expert who labelled the document in the first stage. Moreover, it can have been seen form 
the structure three documents have been relabelled again to positive class the rest of the 
documents which is documents the phrase “capital increase” [  ةدايز- سأر ] has been occurred 
with the negation [  ةدايز- سأر ] --> [ مدع] which is the right place for this terms in the negative 
class.  
Table 101: Term “capital increase” [  ةدايز- سأر ] in the neutral class documents. 
original 
Labelling 
class 
Original Arabic tweets with English translation 
New 
Labelling 
class 
Neutral 
 
 ةنمضتملاو ةكرشلل ةيداعلا ريغ ةماعلا ةيعمجلا عامتجا داقعنا مدع يدوعسلا فزخلا ةكرش نلعت
لاملا سأر ةدايز 
Positive 
Saudi Ceramic Company announces that the Extraordinary 
General Meeting of the Company will not be held, including capital 
increase 
Neutral 
 ةيداعلا ريغ ةماعلا ةيعمجلا عامتجا داقعنا مدع ةروطتملا تاعانصلل ةيدوعسلا ةكرشلا نلعت
ةكرشلا لام سأر ةدايز ةنمضتملا  
Positive 
Saudi Advanced Industries Company announces that the 
Extraordinary General Meeting (EGM) will not be held 
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Neutral جيلخلا داحتا لامسأر ةدايزل طورش ءافيتسا بلطت اماس 
Negative 
 
SAMA seeks to meet conditions to increase the capital of the Gulf 
Union 
Neutral يبلس رارقلا قلعي ريبخو ةديدج ةكرش سيسأت لداعي غبارورتب لامسأر ةدايز positive 
 
Petro Rabigh's capital increase is equivalent to establishing a new 
company and an expert suspends the negative decision  
Neutral اهلام سأر ةدايز ىلع اهتردق مدع دكؤت ةماهت Negative 
 Tihama confirms its inability to increase its capital  
 
Five documents have been found to satisfy the rule above and only three documents have 
been relabelled again to positive class. Moreover, the terms [ ةدايز –سأر ] has been occurred in 
the rest of the documents which is 2 documents with the negation [ مدع] which is the right place 
for this terms in the negative class. 
 Feature “distribution” (عيزوت) 
Table 102 shows the feature “distribution” (عيزوت) as positive sentiment in Saudi Stock market 
domain. In addition, Table 102 shows the occurrence of the feature “distribution” (عيزوت) in 
positive, negative, and neutral class. 
Table 102: Occurrence of the term “distribution” (عيزوت). 
 
 
Figure 73 shows the association rules that related to the feature “distribution” (عيزوت) in all class 
with respect to the minimum support and minimum confidence threshold. The feature 
“distribution” (عيزوت) meaning entailed sharing out the profits of some company in the Saudi 
stock market. In addition, Figure 73 shows the most important rules for the feature 
“distribution” (عيزوت) which is [عيزوت] --> [حابرا] (support: 0.047 confidence: 1). The term (earnings) 
[حابرا] correlated with the feature “distribution” [عيزوت] to compose positive phrases "distribute 
profits" in the sentence. The term (agree) [قفاوت] correlated with the feature “distribution” [عيزوت] 
to compose positive phrases "Agree to distribution" in the sentence. 
Term Occurrence Neutral Positive Negative 
عيزوت 779 9 797 77 
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Figure 73: Visualize the association rules for the feature “Distribution” (عيزوت) in all class. 
Table 103 shows the phrase “Agree to distribution” phrase [ قفاوت-حابرا ] does not need further 
investigation since only occurred in the positive class. While, the “distribute profits” [ عيزوت-حابرا ] 
needs more further investigation since its occurred 10 times in the negative class and three 
times in the neutral class. Since, the phrase “distribute profits” [ عيزوت-حابرا ] occurred in negative 
and neutral class, then the both classes becomes questionable classes. Therefore, the feature 
“Distribution” (عيزوت) needs further investigation in order to find out the association rules in the 
both classes. As result, two scenarios will be followed: First scenario is extracting association 
rules that occurred for the feature “Distribution” (عيزوت) in the neutral class. Association rules 
generated with regard to the minimum support and minimum confidence threshold using the 
previous process of the visualisation. 
Table 103: Rules for the term “Distribution” (عيزوت ) in the all data. 
 
 
 
Figure 74, shows that the feature “Distribution” (عيزوت) can occurred with many rules that 
appeared in the premises column with the minimum support and minimum confidence values. 
However, according to the First scenario, the interested rule here is [عيزوت] --> [ عيزوت-حابرا ] 
(support: 0.005 confidence: 1) which represent the phrase “distribute profits” [ عيزوت-حابرا ] that 
illustrate in the wordlist matrix in the neutral class. 
phrase -
Terms 
Occurrence Neutral Positive Negative 
عيزوت-حابرا  57 3 90 77 
قفاوت-حابرا  75 7 75 7 
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Figure 74: The correlations of the term “Distribution” (عيزوت) in neutral class. 
According to Figure 74 the rule [عيزوت] --> [ عيزوت-حابرا ] (support: 0.005 confidence: 1) that which 
represent the phrase “distribute profits” [ عيزوت-حابرا ] that illustrate in the wordlist matrix in the 
neutral class. Therefore, the next step is to search for the phrase “distribute profits” [ عيزوت-حابرا ] 
in the neutral class documents. 
Table 104: Term “Exchange of profits” [  فرص-حابرأ ] in the neutral class documents. 
original 
Labelling 
class 
Original Arabic tweets with English translation 
 
New 
Labelling 
class 
Neutral ءاشنلإل ةكم ةكرش نلعت  ةيلاملا ةنسلا نع نيمهاسملا ىلع حابرأ عيزوت نع ريمعتلاو
 يف ةيهتنملا37/7/7737ـه  
positive 
 
Makkah Construction & Development Company announces the 
distribution of profits to shareholders for the fiscal year ended 
30/4/1436 H. 
 
Neutral 
 فصنلا نع نيمهاسملا ىلع حابرأ عيزوت نع هاكرشو ريكحلا زيزعلادبع زاوف ةكرش نلعت
 ماعلا نم يناثلا7777  positive 
Fawaz Abdulaziz Al Hokair & Co. announces a dividend 
distribution for the second half of 2014 
Neutral 
 يناثلا فصنلا حابرأ عيزوت ةقيرطو خيرات نع كلاسأ كلاسﻷا عناصم داحتا ةكرش نلعت
 ماع نم7777 م  
positive 
Union Wire Mills Company announces the date and method of 
distributing dividends for the second half of 2014 
Neutral 
 يلاملا ماعلا نم لوﻷا عبرلا حابرأ فرص ةقيرط نع تايواميكورتبلل ةمدقتملا ةكرشلا نلعت
7779م  
positive 
Advanced Petrochemical Company announces the payment of 
profits for the first quarter of fiscal year 2015 
Neutral 
 يلاملا ماعلا حابرأ فرص ةقيرطو خيرات نع وكتباس يعامجلا لقنلل ةيدوعسلا ةكرشلا نلعت
7777ةيئانثتسلاا حابرﻷاو م  
positive Saudi Mass Transit Company (SAPTCO) announces the date 
and method of paying the profits for the fiscal year 2014 and the 
extraordinary profits 
Neutral 
 يلاملا ماعلا نم عبارلا عبرلا حابرأ فرص ةقيرط نع تايواميكورتبلل ةمدقتملا ةكرشلا نلعت
7777م  
positive 
Advanced Petrochemical Company announces the payment of 
profits for the fourth quarter of fiscal year 2014 
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Table 104 shows the phrase “distribute profits” [ عيزوت-حابرا ] happened in six documents which 
is satisfy the rule [عيزوت] --> [ عيزوت-حابرا ], therefore it has been send again to the expert who 
labelled the document in the first stage. Moreover, it can have been seen form the structure 
six documents have been relabelled again to positive class. moreover, there are three 
documents the phrase “Exchange of profits” [ فرص-حابرأ] has been occurred with them which 
has the same meaning the phrase “distribute profits” [ عيزوت-حابرا ].in other words, in Arabic 
language the word “distribution” (عيزوت) has the same meaning for the term “cashing” (فرص). 
Six documents have been found to satisfy the rule above and all three documents have been 
relabelled again to positive class. Moreover, the terms عيزوت-حابرا  has been occurred in the the 
three documents above with ‘’ Announces’’ نلعت which is very important term in the neutral 
class and we believe this is the main reason that make the expert label the three documents 
above as neutral class. Moreover, the term “cashing” “فرص” has the same meaning in Arabic 
language for the term“distribution”  “عيزوت” and this was done by replacing “cashing” “فرص” by 
“Distribution” “عيزوت”. 
Figure 75, shows that the feature “distribution” (عيزوت) can occurred with many rules that 
appeared in the premises column with the minimum support and minimum confidence values. 
However, according to the second scenario, the interested rule here is [عيزوت] --> [ عيزوت-حابرا ] 
(support: 0.021 confidence: 1) which represent the phrase “distribute profits” [ عيزوت-حابرا ] that 
illustrate in the wordlist matrix in the negative class. 
 
Figure 75: The correlations of the term “Distribution” (عيزوت) in negative class. 
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According to Figure 75 the rule [عيزوت] --> [ عيزوت-حابرا ] (support: 0.041 confidence: 1) that 
illustrate in the wordlist matrix in represent the phrase “capital increase” occurred in the 
negative class. Therefore, the next step is to search for the phrase “distribute profits” [ عيزوت-
حابرا] in the negative class documents. Table 105 shows the phrase “distribute profits” [ عيزوت-
حابرا] happened in ten documents which is satisfy the rule [عيزوت] --> [ عيزوت-حابرا ], therefore it has 
been send again to the expert who labelled the document in the first stage. Moreover, it can 
have been seen form the structure just one document have been relabelled again to positive 
class. Moreover, it can been seen form the structure in the rest of the documents which is 9 
documents that phrase “distribute profits” حابرأ عيزوت has been occurred with the negation [  عيزوت
حابرأ] -->[ مدع] which is the right place for this terms in the negative class.  
Table 105: Term “distribute profits” [ عيزوت-حابرا ] in the negative class documents. 
Original 
Labelling 
class Original Arabic tweets with English translation 
  
New 
Labelling 
class 
Negative حابرأ عيزوت ىلع ةقفاوملا ةنمضتملا وكبيف ةيمومع ليجأت Positive 
Postpone the Vipco generality agreed on dividend distribution 
Negative حابرأ عيزوت مدعب يصوي نيمأتلل ةيملاعلا ةرادإ سلجم Negative 
Global Insurance Board recommend on not distribute dividend 
Negative 
حابرأ عيزوت مدع ىلع ةقفاوملل يبرعلا عردلا ةيمومع ويام 77 
Negative May 21 general Arabian Shield for approval on not distribute 
dividend 
Negative 
حابرأ عيزوت مدع ةنمضتملاو لوناميك ةيمومع دونب ىلع دعُب نع تيوصتلا ًادغ 
Negative Tomorrow remote voting on the general terms of Kimanol, 
including on not distribute dividend 
Negative 
اهترادإ سلجم ءاضعأ بختنتو حابرأ عيزوت مدع رقت نيمأتلل سيا 
Negative ACE Insurance recognizes on not distribute dividend and 
elects its board of directors 
Negative 
 نع حابرأ عيزوت مدعب ةرادﻹا سلجم ةيصوت نع يليابوم تلااصتإ داحتإ ةكرش نلعت
 يلاملا ماعلا نم لوﻷا عبرلا7779م  
Negative Etihad Etisalat announces the recommendation of the Board of 
Directors on not distribute dividend for the first quarter of the 
fiscal year 2015 
Negative 
ماعلا اذه نم لوﻷا عبرلا نع حابرأ عيزوت مدع رقت يليابوم ةرادإ 
Negative Mobily's management confirms Directors on not distribute 
dividend for the first quarter of this year 
Negative حابرأ عيزوت مدع ىلع ةقفاوملل يليابوم ةيمومع وينوي 5 Negative 
June 9 Mobily's approval for not distribute dividend 
Negative 
 عيزوت مدع ىلع ةقفاوملل ةيمومع وينوي 5 ليربأ 37 ىتح ةمكارتملا رئاسخ % 775
حابرأ 
Negative 
 %775 accumulated losses until 30 April 9 June general to 
approve on not distribute dividend 
Negative 
حابرأ عيزوت مدع ىلع ةقفاوملل ةيمومع وينوي 77 يصوت لاوفاص هكرش 
Negative Savola recommends a June 22 general meeting to approve not 
distribute dividend 
 
 Feature “reduction” (ضافخنا) 
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Table 106 shows the feature “reduction” (ضافخنا) as positive sentiment in Saudi Stock market 
domain. In addition, Table 106 shows the occurrence of the feature “reduction” (ضافخنا) in 
positive, negative, and neutral class. 
Table 106: Occurrence of the feature “reduction” (ضافخنا). 
 
 
 
Figure 76 shows the association rules that related to the feature “reduction” (ضافخنا) in all class 
with respect to the minimum support and minimum confidence threshold. The feature 
“reduction” (ضافخنا) meaning some company in the Saudi stock market made their losses in 
stock market lower. In addition, Figure 76 shows the most important rules for the feature 
“reduction” (ضافخنا) which is [ضافخنا] --> [رئاسخ] (support: 0.042 confidence: 1). The term 
(Losses) [رئاسخ] correlated with the feature “reduction” [ضافخنا] to compose positive phrases 
Low losses in the sentence. 
 
Figure 76: Visualize the association rules for the feature “reduction” (ضافخنا) in all class. 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases that related with feature “reduction” (ضافخنا). Table 107 shows that phrase Low losses 
[ ضافخنا-رئاسخ ] occurred 5 times, 0 in neutral, 4 in positive class and 1 in negative class.  
Table 107: rules for the term “reduction” (ضافخنا) in the all data. 
 
 
 
 
Same process has been done to find out the association rules that related to the feature 
“reduction” (ضافخنا) in the negative class with respect to the minimum support and minimum 
confidence threshold. Table 108 shows the phrase “Low losses” [ ضافخنا-رئاسخ ] happened in 
one documents which is satisfy the rule [ضافخنا] --> [ ضافخنا-رئاسخ ]. Therefore, it has been send 
Feature Occurrence Neutral Positive Negative 
ضافخنا 22 7 9 72 
phrase -Terms Occurrence Neutral Positive Negative 
ضافخنا-رئاسخ  9 7 7 7 
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again to the expert who labelled the document in the first stage. one document has been found 
to satisfy the rule above and it is having been relabelled again to positive class 
Table 108: Term “Low losses” [  ضافخنا- رئاسخ ] in the negative class documents. 
Original 
Labelling 
class 
Original Arabic tweets with English translation 
  
New 
Labelling 
class 
Negative 
لوﻷا عبرلاب %9 بيبانأ رئاسخ ضافخنا 
Positive 
Loss of 7% pipe losses in the first quarter 
 
On the other hand, same process carried out for another negative feature “Fine” [ ةمارغ]. 
Table 109 and Table 110 shows the number of Occurrence of the feature “Fine” (ةمارغ). 
Table 109: Occurrence of the feature “Fine” (ةمارغ). 
 
 
 
Table 110: Rules for the term “Fine” (ةمارغ) in the all data. 
 
 
Table 111 shows in this negative sentiment feature, it could not find any noise because the 
rule has been filtering by the wordlist process and all the rules happened in the negative class 
which the right place. Same process carried out for other negative feature “postponement”  
(ليجات). 
Table 111: Occurrence of the feature “postponement” (ليجات). 
 
 
Table 112 shows that in this negative sentiment, it could not find any noise because the rule 
has been filter by the wordlist process and all the rules happened in the negative class which 
the right place. 
Table 112: Rules for the term “postponement” (ليجات) in the all data. 
 
 
Term Occurrence Neutral Positive Negative 
ةمارغ 26 0 0 26 
Rule-Terms Occurrence Neutral Positive Negative 
ةيلام_ةمارغ 77 7 7 77 
ةمارغ_ضرف 77 7 7 77 
Term Occurrence Neutral Positive Negative 
ليجات 37 7 0 73 
Rule-Terms Occurrence Neutral Positive Negative 
ليجات-هيمومع  75 7 7 75 
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Appendix B – e-Learning Application 
The Deanship of e-learning and distance education at King Abdulaziz University develop 
application to collect tweets from their twitter account (see Figure 77, and 78). The data 
distribution depended on the methods Twitter’s API utilised and the number of tweets posted 
on the distance education Twitter account page. The Twitter API has several methods, such 
as GET statuses, user_timeline, home_timeline, and GET search / tweets. This study 
implemented two methods to download tweets GET statuses/mentions_timeline, and GET 
statuses/user_timeline in order to collect the data from twitter platform. The application help 
the university to collect data from twitter, allow operators to label tweets as positive, negative, 
and neutral without the need to access the database. In addition, it helps to filter users 
according to their program types (such as e-learning students, full time student, part time 
students, or instructors). 
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Figure 77: show reports for collected tweets. 
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Figure 78: labelling students tweets. 
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Appendix C – Relabeling for Mubasher Case study 
Third example, when users try to describe mubasher in case of it is interruption. The feature 
“Works ”(لاغش). Table 113 shows the feature “Works ”(لاغش) as negative sentiment and it can 
be happened in positive and neutral class. In addition, Table 113 shows the occurrence of the 
feature “Works ”(لاغش) in positive, negative, and neutral class. 
Table 113: Occurrence of the feature “Works” (لاغش). 
Feature Occurrence Neutral Positive Negative 
لاغش 80 8 73 55 
 
Figure 79 shows the association rules that related to the feature “Works ”(لاغش) in all class with 
respect to the minimum support and minimum confidence threshold. In addition, Figure 79 
shows the most important rules for the feature “Works ”(لاغش) such as [لاغش] --> [رشابم] (support: 
0.071 confidence: 1. The term (Mubasher) correlated with the feature “Works” [لاغش] to 
compose positive phrases mubasher is working during the trading time in the sentence. 
 
Figure 79: Visualize the association rules for the feature “Works” “لاغش”. 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases that related with feature “Works” )لاغش). Table 114 shows that phrases that happened 
in all class with the feature “Works” )لاغش). 
Table 114: phrase for the feature “Works” لاغش)) in the all data. 
 
 
 
From Table 114 the phrase “Mubasher is working” [ رشابم-  لاغش ] occurred in positive, negative 
and neutral class, and the feature “Works” )لاغش) is consider as negative sentiment towards 
the mubasher product. As result, the neutral and positive classes become questionable 
classes. Therefore, the feature “Works” )لاغش) needs further investigation in order to find out 
the association rules in the both classes. As result, two scenarios will be followed: First 
Phrase-Terms Occurrence Neutral Positive Negative 
رشابم-  لاغش  27 4 9 73 
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scenario is extracting association rules that occurred for the feature “Works” )لاغش) in the 
neutral class. Association rules generated with regard to the minimum support and minimum 
confidence threshold using the previous process of the visualisation. 
Figure 80, shows that the feature “Works” )لاغش) can occurred with many rules that appeared 
in the premises column with the minimum support and minimum confidence values. However, 
according to the First scenario, the interested rule here is [لاغش] --> [ رشابم- لاغش ] (support: 0.011 
confidence: 1) which represent the phrase “mubasher is working” [ رشابم- لاغش ] that illustrate in 
the wordlist matrix in the neutral class. 
 
Figure 80: The correlation rules of the feature “Works” لاغش)) in neutral class. 
According to Figure 80 the rule [لضفا] --> [ رشابم- لاغش ] (support: 0.079 confidence: 1) which 
represent the phrase “mubasher is working” occurred in the neutral class. Therefore, the next 
step is to search for the phrase “mubasher is working” [ رشابم- لاغش ] in the neutral class 
documents. Table 115 shows the phrase “mubasher is working” [ رشابم- لاغش ] happened in four 
documents. 
Table 115: phrase “user prefer mubasher product” [ رشابم- لاغش ] in the neutral class 
documents. 
Original 
Labelling 
class Original Arabic tweets with English translation 
  
New 
Labelling 
class 
Neutral 
 رشابم لها اي عينصتلا هبولطم مك نيز يدنع لاغش وهام رشابم 
Negative Mubasher is not working with me I need to know how much Zain 
share price.  
Neutral 
كاملا ماظن يلع لغتشي ورب رشابم جمانرب دجوي له 
Neutral 
Is there a mubasher program running on the Mac? 
Neutr  
Neutral 
دابيلاا ىلع رشابم لغتشي نولشو ينملع يخاي Negative 
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He taught me how to work mubasher on the iPad 
 
 ىلا طخلا ريغ  لاقو ادج فيعض هليمحت يليابوم لاصتا يلاق رشابم ىلع تيقدو كلثم انا
لغتشي رخا طخ يا وا تلااصتلاا 
 
Neutral 
 
I'm just like you and I called on mubasher, they told me Mobily's 
connection is very weak and they said I have to change the line 
to STC line that can works. 
Negative  
 
Table 115 shows the phrase “mubasher is working” [ رشابم- لاغش ] happened in four documents. 
Therefore, it has been sent again to the expert who labelled the document in the first stage. 
Moreover, it can have been seen form the structure in the of the above documents has 
meaning of discussion among users about mubasher products and its platforms which make 
the right class for those documents is the neutral class.  
 
Figure 81, shows that the feature “Works” )لاغش) can occurred with many rules that appeared 
in the premises column with the minimum support and minimum confidence values. However, 
according to the second scenario, the interested rule here is [لاغش] --> [ رشابم- لاغش ] (support: 
0.011 confidence: 1) which represent the phrase “mubasher is working” [ رشابم- لضفا ] that 
illustrate in the wordlist matrix in the negative class. 
 
Figure 81: The correlation rules of the feature “Works” لاغش)) in negative class. 
 
The next step is to search for the phrase “mubasher is working” [ رشابم- لاغش ] in the negative 
class documents. Table 116 shows the phrase “mubasher is working” [ رشابم- لاغش ] happened 
in 9   documents. 
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Table 116: phrase “user prefer mubasher product” [ رشابم- لاغش ] in the positive class documents. 
Original 
Labelling 
class 
Original Arabic tweets with English translation 
  
New 
Labelling 
class 
Positive 
لاغشو ديوردنلاا تخسن تلزنو 77 ورب رشابم يدنع  انا 7 تون ىلع 
Positive I have a mubsher Pro 10 and I downloaded the version of the 
android and its work on Note 4 
Positive 
 نم نينثلاا مهلغشو تنلا لفقو هلفق كحصنأ 5ورب رشابم ىلع لسعلا لثم لاغش انأ
ديدج 
Positive 
It works like honey on mubasher Pro 9 I advise you to have 
to lock it and lock the net and lunch them again  
Positive 
%777 لاغش يحجارلا لوادت عقوم نم رشابم يدنع انا ملاس 
Positive Salam, I have mubasher from the site of trading Al Rajhi 
100% working 
Positive حاتتفلاا لبق نم رشابم عم يدنع لاغش Positive 
I was working with mubasher by opening 
Positive 
زوللا يز نينس نم ضايرلا كنب نم يدنع لاغش ورب رشابم 
Positive Mubasher Pro has been working for me from Riyad Bank 
since the years of almonds 
Positive 
  راسفتسأ يأ كدنع وأ ةلكشم يأ كتهجاو اذإ للهدمحلا لسعلا لثم لاغش ورب رشابم
عيرس كعم بواجتيو ينفلا معدلا ىلع لصتأ 
Positive Mubasher Pro is working like honey if you have any problem 
or you have any questions contact technical support and 
respond quickly 
Positive 
زاتمم يدنع لاغش رشابم سب لحلا وشو ديفأ ردقا ام يوخاي اللهو 
Positive 
my brother, I do not know what I can say, but mubasher 
working with me excellent 
 
 
Table 116 shows the phrase “mubasher is working” [ رشابم- لاغش ] happened in 7 documents. 
Therefore, it has been sent again to the expert who labelled the document in the first stage. 
Moreover, it can have been seen form the structure in the of the above document has meaning 
of user’s trying to write about their experience about mubasher product during daily trading 
which make the labelling process very clear and there was no mislabeling has happened in 
the above documents. 
Fourth example, when users try to describe mubasher in case of it is work or interruption. The 
feature “subscription ”(كارتشا). Table 117 shows the feature “subscription ”(لاغش) as positive 
sentiment and it can be happened in negative and neutral class. In addition, Table 117 shows 
the occurrence of the feature “subscription ”(كارتشا) in positive, negative, and neutral class. 
Table 117: Occurrence of the feature “subscription” (كارتشا) 
Feature Occurrence Neutral Positive Negative 
كارتشا 777 77 75 53 
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Figure 82 shows the association rules that related to the feature “subscription ”(كارتشا) in all 
class with respect to the minimum support and minimum confidence threshold. In addition, 
Figure 82 shows the most important rules for the feature “subscription ”(كارتشا) such as [كارتشا] 
--> [رشابم] (support: 0.034 confidence: 1. The term (Mubasher) correlated with the feature 
“subscription” [كارتشا] to compose positive phrases subscription with mubasher in the 
sentence. 
 
Figure 82: Visualize the association rules for the feature “subscription” كارتشا)). 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases that related with feature “subscription” )كارتشا). Table 118 shows that phrases that 
happened in all class with the feature “subscription” )كارتشا). 
Table 118: phrase for the feature “subscription” كارتشا)) in the all data 
 
 
From Table 118 the phrase “subscription with mubasher” [ رشابم-  كارتشا ] occurred in positive, 
negative and neutral class, and the feature “subscription” )كارتشا) is consider as positive 
sentiment towards the mubasher product. As result, the neutral and negative classes become 
questionable classes. Therefore, the feature “subscription” )كارتشا) needs further investigation 
to find out the association rules in the both classes. As result, two scenarios will be followed: 
First scenario is extracting association rules that occurred for the feature “subscription” )كارتشا) 
in the neutral class. Association rules generated regarding the minimum support and minimum 
confidence threshold using the previous process of the visualisation. 
Figure 83, shows that the feature “subscription” )كارتشا) can occurred with many rules that 
appeared in the premises column with the minimum support and minimum confidence values. 
However, according to the First scenario, the interested rule here is [كارتشا] --> [ رشابم- كارتشا ] 
(support: 0.005 confidence: 1) which represent the phrase “subscription with mubasher” [ رشابم- 
كارتشا] that illustrate in the wordlist matrix in the neutral class. 
Phrase-Terms Occurrence Neutral Positive Negative 
رشابم -    كارتشا  47 7 25 75 
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Figure 83: The correlation rules of the feature “subscription” “كارتشا” in neutral class. 
According to Figure 83 the rule [كارتشا] --> [ رشابم- كارتشا ] (support: 0.079 confidence: 1) which 
represent the phrase “mubasher is working” occurred in the neutral class. Therefore, the next 
step is to search for the phrase “subscription with mubasher” [ رشابم- كارتشا ] in the neutral class 
documents. Table 119 shows the phrase “subscription with mubasher” [ رشابم- كارتشا ] happened 
in seven documents. 
Table 119: phrase “subscription with mubasher” [ رشابم- كارتشا ] in the negative class 
documents 
Original 
Labelling 
class 
Original Arabic tweets with English translation 
  
New 
Labelling 
class 
Neutral 
 يحجارلا ورب رشابم يف كارتشلال ىرخا هقيرط هيف  له انديفي ملع هدنع نم 
Negative From him aware Is it tells us another way to make 
subscription with mubasher in the -Rajhi 
Neutral 
 تراشتركتلاو ورب رشابم يفلا كارتشا يدنعام ناوخااي مكيلع ملاسلا 
لضفلاا نم Neutral 
Salam alaikoum. I do not have subscription to mubasher  
Neutral 
 لوقت سان  هيف سب افاج هيفام فرعا.. دابيلاا ىلع رشابم لغشا فيك بابش
 جمارب نولمحي يردم رشابم عقوم نم كارتشا 
Negative 
How to work with mubasher on iPad. Some people say 
subscription from the site direct  
Neutral 
 نم هيبيرجت هدم يهو رهش هدمل كرتشم نوكت دقف ضايرلا رشابم كدصق اذ
  كنبلا 
 Neutral 
What do you mean mubasher Riyadh may be a joint for 
a month is an extended period  
Neutral 
 ينايبلا مسرلاو تارشؤملا فوشت ردقت رشابم يحجارلا لوادتل ةبسنلاب مازع وبا
يحجارلاب ركفاو يهتني برق ورب رشابم يف يكارتشا ورب رشابم  لثم 
Negative 
Abu Azzam for Al Rajhi mubasher trading estimated to 
show indicators and chart like Mubasher Pro, my 
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subscription in Mubasher Pro near ends and think of Al 
Rajhi 
Neutral 
 مكيلع ملاسلا 
 دابيلال كارتشلاا نأب مايا ةرشع لبق ينودافا مكمقر ىلع ينفلا معدلا عم تلصاوت
؟اهلح مت له ةيلاكشا هيف رشابم يف 
Negative Hi, I have continued with the technical support on your 
number. They told me ten days ago that the subscription 
to the iPad in Mubasher is problematic. Has it been 
resolved? 
Neutral 
ريخلا حابص 
لاوجلا ع لاو ليميلاا ع مكتلاسر ينتجامو دابيا رشابم ف كارتشا تددس Negative 
Good morning, I paid a mubasher subscription to IBAD 
and did not got any e-mail or text message  
 
Table 119 shows the phrase “subscription with mubasher” [ رشابم- كارتشا ] happened in 7 
documents. Therefore, it has been sent again to the expert who labelled the document in the 
first stage. Moreover, it can have been seen form the structure in the of the above document 
has meaning of user’s trying to write about their normal experience about mubasher product. 
However, some of those documents has been labelled wrong due to unclearly negative 
experience among the text. 
Figure 84, shows that the feature “subscription” )كارتشا) can occurred with many rules that 
appeared in the premises column with the minimum support and minimum confidence values. 
However, according to the First scenario, the interested rule here is [كارتشا] --> [ رشابم- كارتشا ] 
(support: 0.005 confidence: 1) which represent the phrase “subscription with mubasher” [ رشابم- 
كارتشا] that illustrate in the wordlist matrix in the neutral class. 
 
Figure 84: The correlation rules of the feature “subscription” “كارتشا” in negative class. 
According to Figure 84 the rule [كارتشا] --> [ رشابم- كارتشا ] (support: 0.021 confidence: 1) which 
represent the phrase “mubasher is working” occurred in the neutral class. Therefore, the next 
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step is to search for the phrase “subscription with mubasher” [ رشابم- كارتشا ] in the neutral class 
documents. Table 120 shows the phrase “subscription with mubasher” [ رشابم- كارتشا ] happened 
in seven documents. 
Table 120: phrase “subscription with mubasher” [ رشابم- كارتشا ] in the negative class 
documents. 
Original 
Labelling 
class 
Original Arabic tweets with English translation 
  
New 
Labelling 
class 
Negative 
 له نلاطع هضرب تاكارتشا ثلاث نم رثكا تبرج لمعلا ورب رشابم قيبطت ضفر
 اذام وا هئيهلا لبق نم فاقيا  مت Negative 
mubasher Application does not work, I have tried more than 
three subscriptions and all of them have been suspended  
Negative 
ىهتنا كارتشلاا نا ملعلا عم رشابم تحتف لذا حيحص ريغ قيثوت يطعي يدنع 
Neutral I have given incorrect authentication, when I opened 
mubasher with the knowledge that the subscription is over 
Negative 
 ببسلا  وهام ملعأ لا نلاطع هنا ةاجافتو نوفيا يليابوم رشابم كارتشا يدنع 
Negative I have joint mubasher Mobily iPhone and surprise that it is 
a failure I do not know why 
Negative 
  دلجمو ةيظحللا رخأتت اهنكل ةديج تانايبلا ةقد ورب رشابم عم نينس نم يكارتشا ناك
اهيف ةحيار عومشلا علطتو نيز ثدحيام يدنع لكاشم يروتسيهلا 
Negative I have been a subscripted for years with Mubasher Pro. 
The accuracy of the data is good, but the delay is 
temporary and the folder is hysterical.  
Negative 
 تحبصأو ةلكشملا تهتناو تراشتركتل تلقتنا ورب رشابمب يكارتشا ءاهتنا دع
ميلس لكشب جرخت  تاعمشلا 
Negative After the end of my subscription, Mubasher Pro moved to 
Tkrchat, and the problem ended and the candles came out 
properly  
Negative 
 هنم لضفا تراشتركتو هاجتلاا لااو رشابم كارتشا هدنعام يلل عفني جمانربلا ًاعبط
ريثكب 
Negative 
Of course, the program can benefit who has no mubasher 
involvement the trend, and it is much better 
Negative 
 رشابم نم لضفا ووه له كارتشلاا راعسا مك تراشركت نع ينوديفت تيلاي ناوخاي
ورب 
Neutral 
Brothers, tells me about Tkrchart how much subscription 
prices are better than mubasher Pro 
Negative 
 797  يرهش كارتشا كل فش كونبلا رشابم ربع لوادتي دحا هيف للاحلا نبا اي
 وا يراشتسم779 كسار حيرو ورب وا رمثتسم  
Neutral 
If you are a trader, you will have a monthly subscription of 
170 advisors, 215 investors or mubasher  
Negative 
هاجتلاا برجن و ورب رشابم كارتشا صلخي رظتن 
Negative We wait for mubasher subscription to end and we will try 
the trend 
Negative 
 نوكتشي اولازامو اقباس رشابم نم اوكتشا ريثكلةكرشلا  اذهو ةيناجم تاكارتشا عزوت
طبخت ليلد 
Negative Many complained of Mubasher previously and still complain 
about the company distributing free subscriptions and this 
guide is floundering 
Negative 
تاشتركت يف تكرتشا نيحذ ددجا ينادم امو رشابم يف يكارتشا ليللا سما صلخ 
Negative Last night, my subscription with mubasher and i 
participated in Tkrchat 
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Negative 
 ورب رشابم نم لضفا جمانرب نع ينوديفا ريغا بحاو يكارتشا صلخ 
 
Neutral 
My subscription end and I would like to change the program 
better than Mubasher 
Negative 
 قيرط  نع كرتشم انا كل لضفا روهش 7 كنبلا قيرط نع ورب رشابم يف كرتشا
يش لاو نحش لاو عيطقتلا هعووور ضايرلا كنب 
Positive Subscribe with Mubasher Pro through the bank 6 months 
better for you I am a subscriber through Riyad Bank 
Rowaoh for cutting and not shipping and nothing 
Negative 
ورب رشابم لبق نم هيخيراتلا تانايبلا ديوزت تضفر كوتساتيملل هجتنملا هكرشل 
هيلصلاا كوتس اتيملا يف كارتشلاا ىلع كرابجلا 
Negative The Metastock company refused to provide historical data 
by Mubasher  
To force you to subscribe to the original Stock Market 
Negative 
مهلسنكأبو نيموي دعب كارتشلاا صلخيب ورب رشابم 
Negative Mubasher subscription will end after two days and I will 
leave them 
 
Table 120 shows the phrase “subscription with mubasher” [ رشابم- كارتشا ] happened in 15 
documents. Therefore, it has been sent again to the expert who labelled the document in the 
first stage. Moreover, it can have been seen form the structure in the of the above documents 
has meaning of user’s trying to write about their observation about mubasher product 
subscription and most of that was negative experience. On the other hand, labelling process 
also has been done wrongly in some situation due to the complexity among the text to decide 
in which class should be belong to. 
Fifth example, when users try to contact mubasher technical team in order to solve some 
technical issues. The feature “Support ”(معدلا). Table 121 shows the feature “Support ”(معدلا) as 
negative sentiment and it can be happened in positive and neutral class. In addition, Table 
121 shows the occurrence of the feature “Support ”(معدلا) in positive, negative, and neutral 
class. 
Table 121: Occurrence of the feature “Support” (معدلا) 
Feature Occurrence Neutral Positive Negative 
معدلا 34 7 8 19 
 
Figure 85 shows the association rules that related to the feature “Support ”(معدلا) in all class 
with respect to the minimum support and minimum confidence threshold. In addition, Figure 
85 shows the most important rules for the feature “Support ”(معدلا) such as [ امعدل ] --> [ىنفلا] 
(support: 0.079 confidence: 1. The term (Technical) correlated with the feature “Support” [معدلا] 
to compose positive phrases technical support in the sentence. 
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Figure 85: Visualize the association rules for the feature “Support” “معدلا”. 
 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases that related with feature “Support” )معدلا). Table 122 shows that phrases that 
happened in all class with the feature “Support” )معدلا). 
Table 122: phrase for the feature “Support” معدلا)) in the all data. 
 
 
 
From Table 122 the phrase “Technical support” [ معدلا -  ىنفلا ] occurred in positive, negative and 
neutral class, and the feature “Support” )معدلا) consider as negative sentiment towards the 
mubasher product. As result, the neutral and positive classes become questionable classes. 
Therefore, the feature “Support” معدلا) ) needs further investigation in order to find out the 
association rules in the both classes. As result, two scenarios will be followed: First scenario 
is extracting association rules that occurred for the feature “Support” )معدلا) in the neutral class. 
Association rules generated with regard to the minimum support and minimum confidence 
threshold using the previous process of the visualisation. 
Figure 86, shows that the feature “Support” )معدلا) can occurred with many rules that appeared 
in the premises column with the minimum support and minimum confidence values. However, 
according to the First scenario, the interested rule here is [معدلا] --> [  معدلا- ىنفلا ] (support: 0.017 
confidence: 1) which represent the phrase “Technical support” [  معدلا- ىنفلا ] that illustrate in the 
wordlist matrix in the neutral class. 
phrase -Terms Occurrence Neutral Positive Negative 
ىنفلا -     معدلا  25 4 4 17 
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Figure 86: The correlation rules of the feature “Support” “معدلا” in neutral class. 
According to Figure 86 the rule [معدلا] --> [  معدلا- ىنفلا ] (support: 0.020 confidence: 1) which 
represent the phrase “Technical support” occurred in the neutral class. Therefore, the next 
step is to search for the phrase “Technical support” [  معدلا- ىنفلا ] in the neutral class 
documents.  
Table 123: shows the phrase “Technical support” [  معدلا- ىنفلا ] happened in neutral class 
documents. 
Original 
Labelling 
class 
Original Arabic tweets with English translation 
  
New 
Labelling 
class 
Neutral 
 قيرف موقي فوس و 577775333 يناجملا مقرلا ىلع لاصتﻹا ءاجرلا
كتدعاسمب ينفلا معدلا 
Neutral 
Please call toll free number 920019333 and the 
technical support team will assist you 
Neutral 
 لوح نيفظوم مهارت77 ةلماك بتاور نوملتسيو ينفلا  معدلا يف دحاو  
Negative see about 40 employees in technical support and 
receive full salaries 
Neutral 
 
ءاطخلاا مكل اوحلصي ينفلا معدلا ىلع اوقد 
Neutral 
 call technical support in order to correcting your 
mistakes 
 
 كارتشلاا نأب مايا ةرشع لبق ينودافا مكمقر ىلع ينفلا معدلا عم تلصاوت
؟اهلح مت له ةيلاكشا هيف رشابم يف دابيلال 
 
Neutral 
 
I have continued with the technical support on your 
number. They told me ten days ago that the 
subscription to the iPad in Mubasher is problematic. 
Has it been resolved? 
Negative  
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Table 123 shows the phrase “Technical support” [  معدلا- ىنفلا ] happened in 4 documents. 
Therefore, it has been sent again to the expert who labelled the document in the first stage. 
Moreover, it can have been seen form the structure in the of the above documents has 
meaning of user’s trying to write about their observation about mubasher technical support 
team and all most of that was negative experience. On the other hand, labelling process also 
has been done wrongly in some situation due to the complexity among the text to decide in 
which class should be belong to. 
Figure 87, shows that the feature “Support” )معدلا) can occurred with many rules that appeared 
in the premises column with the minimum support and minimum confidence values. However, 
according to the Second scenario, the interested rule here is [معدلا] --> [  معدلا- ىنفلا ] (support: 
0.017 confidence: 1) which represent the phrase “Technical support” [  معدلا- ىنفلا ] that illustrate 
in the wordlist matrix in the neutral class. 
 
Figure 87: The correlation rules of the feature “Support” “معدلا” in positive class 
 
According to Figure 87 the rule [معدلا] --> [  معدلا- ىنفلا ] (support: 0.013 confidence: 1) which 
represent the phrase “Technical support” occurred in the positive class. Therefore, the next 
step is to search for the phrase “Technical support” [  معدلا- ىنفلا ] in the positive class documents 
Table 124 shows the phrase “Technical support” [  معدلا- ىنفلا ] happened in 4 documents.  
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Table 124: shows the phrase “Technical support” [  معدلا- ىنفلا ] happened in neutral class 
documents. 
Original 
Labelling 
class 
Original Arabic tweets with English translation 
  
New 
Labelling 
class 
Positive 
كرسيام دجتسو 577775333 ينفلا معدلا ىلع لصتا 
Positive 
Call Technical Support 920019333 and you will find 
your help 
Positive 
 ضورع صخيام لكو ورب رشابم جمانربل ينفلا معدلا وأ كارتشلال
 تاكارتشلاا 
باسحلا ىلع 
Neutral 
To subscribe or technical support to Mubasher Pro and 
all the benefits of subscription offers on the account 
 
Positive 
 يف انلعج نم وه انئلامع عم عيرسلا انلصاوتو انفادها مهأ نم عيبلا دعب ام ةمدخ
577775333 ينفلا معدلا فتاه ئلع وا انه انعم لصاوت ةمقلا 
Positive 
After sales service is one of our main goals 
Our fast connection with our customers is who made us 
at the top Contact us here or call our technical support 
number 920019333 
Positive 
 يأ كدنع وأ ةلكشم يأ كتهجاو اذإ للهدمحلا لسعلا لثم لاغش ورب رشابم
عيرس كعم بواجتيو ينفلا معدلا ىلع لصتأ  راسفتسأ 
Positive 
Mubasher Pro is working like honey if you have any 
problem or you have any questions contact technical 
support and respond quickly  
 
Table 124 shows the phrase “Technical support” [  معدلا- ىنفلا ] happened in 4 documents. 
Therefore, it has been sent again to the expert who labelled the document in the first stage. 
Moreover, it can have been seen form the structure in the of the above documents has 
meaning of user’s trying to write about their observation about mubasher technical support 
team and all most of that was negative experience. On the other hand, labelling process also 
has been done wrongly in some situation due to the complexity among the text to decide in 
which class should be belong to. 
Finally, when users try to describe mubasher in case of it is interruption. The feature “Disrupt ”
(نلاطع). Table 125 shows the feature “Disrupt ”(نلاطع) as negative sentiment and it can be 
happened in positive class. In addition, Table 125 shows the occurrence of the feature 
“Disrupt ”(نلاطع) in positive, negative, and neutral class. 
Table 125: Occurrence of the feature “Disrupt” (نلاطع) 
Feature Occurrence Neutral Positive Negative 
نلاطع 82 0 2 80 
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Figure 88 shows the association rules that related to the feature “Disrupt ”(نلاطع) in all class 
with respect to the minimum support and minimum confidence threshold. In addition, Figure 
88 shows the most important rules for the feature “Disrupt ”(نلاطع) such as [نلاطع] --> [رشابم] 
(support: 0.077 confidence: 1. The term (Mubasher) correlated with the feature “Disrupt” 
[نلاطع] to compose negative phrases mubasher is not working during the trading time in the 
sentence.Morover, the rule [نلاطع] --> [يدنع] (support: 0.071 confidence: 1. The term (Disrupt) 
correlated with the feature “Disrupt” [يدنع] to compose negative phrases mubasher is not 
working with me during the trading time in the sentence.Morover, 
 
Figure 88: Visualize the association rules for the feature “Disrupt” “نلاطع”. 
The next step is to find out from the wordlist representation the occurrence of the most frequent 
phrases that related with feature “Disrupt” )نلاطع). Table 126 shows that phrases that 
happened in all class with the feature “Disrupt” )نلاطع). 
Table 126: phrase for the feature “Disrupt” نلاطع)) in the all data. 
 
 
 
From Table 126 the phrase “Mubasher is not working” [ رشابم-  نلاطع ] occurred in negative class 
only, the feature “Disrupt” )نلاطع) is consider as negative sentiment towards the mubasher 
product. As result, no need for more investigation. On the other hand, the phrase “Mubasher 
is not working with me” [ نلاطع- يدنع ] occurred in negative class and positive class.as result, the 
positive class become questionable class. Therefore, the feature “Disrupt” )نلاطع) needs 
further investigation in order to find out the association rules in the positive classes. As result, 
second scenarios will be followed: second scenario is extracting association rules that 
occurred for the feature “Disrupt” )نلاطع) in the neutral class. Association rules generated with 
phrase -Terms Occurrence Neutral Positive Negative 
رشابم-   نلاطع  28 0 7 70 
    نلاطع- يدنع  17 0 1 16 
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regard to the minimum support and minimum confidence threshold using the previous process 
of the visualisation.  
Figure 89, shows that the feature “Disrupt” )نلاطع) can occurred with many rules that appeared 
in the premises column with the minimum support and minimum confidence values. However, 
according to the Second scenario, the interested rule here is [نلاطع] --> [ يدنع - نلاطع ] (support: 
0.011 confidence: 1) which represent the phrase “mubasher is not working with me” [ يدنع - 
نلاطع] that illustrate in the wordlist matrix in the positive class. 
 
Figure 89: The correlation rules of the feature “Disrupt” “نلاطع” in positive class. 
According to Figure 89 the rule [نلاطع`] --> [ يدنع - نلاطع ] (support: 0.073 confidence: 1) which 
represent the phrase “mubasher is not working with me” occurred in the positive class. 
Therefore, the next step is to search for the phrase “mubasher is not working with me” [ يدنع - 
نلاطع] in the neutral class documents. Table 127 shows the phrase “mubasher is not working 
with me” [  يدنع- نلاطع ] happened in one document. 
Table 127: phrase “user prefer mubasher product” [  يدنع- نلاطع ] in the positive class 
documents 
Original 
Labelling 
class 
Original Arabic tweets with English translation 
  
New 
Labelling 
class 
Positive 
 طقف ةطيسب ةرتف لطعت يدنع زاتمم يحجارلا رشابم بيرغ 
Negative Mubasher is not working with me I need to know how much Zain 
share price,  
 
Table 127 shows the phrase “mubasher is not working with me” [  يدنع- نلاطع ] happened in one 
documents. Therefore, it has been sent again to the expert who labelled the document in the 
first stage. Moreover, it can have been seen form the structure in the of the above documents 
has meaning of discussion among users about mubasher interruption which make the right 
class for those documents is the negative class. 
