ABSTRACT. If a regression experiment is realized in two stages, then two possibilities can occur in the second stage. Estimates of the first stage parameters either may be corrected by use of second stage measurements or they must stay unchanged. In the latter case, this requirement must be taken into account when estimating the second stage parameters. The situation is a little more complicated when constraints on both groups of parameters are imposed.
Introduction
A frequently occurring problem, mainly in geodesy, can be described as follows. In the first stage of the experiment some parameters (the first stage parameters) are estimated. In the second stage experiment some other parameters (the second stage parameters) must be estimated, however some first stage parameters have to be included in the second stage measurement process (in more detail see [2] ). After the second stage experiment it can happen that some constraints on the first stage and also on the second stage parameters must be taken into account. In this situation a frequent requirement is that the estimates of the first stage parameters must not be corrected after the second stage experiment, i.e., the second stage measurement must not be used for a more precise estimation of the first stage parameters (in more detail see [3] and [4] ). The usual reason is the fact that in the time between the first stage experiment and the second stage experiment some engineering objects (buildings, bridges, tunnels, etc.) were constructed and their position in the state coordinate system is given by the first stage parameters. They cannot be changed during the existence of the objects.
In practice the second stage parameters are estimated by the formula given in Remark 1, however, it is not known, whether these estimators are optimal in some sense or not.
In this situation the goal is to find an optimal estimator (in some sense) for the second stage parameters.
Some solutions of the problem are given except in [3] and [4] mainly in [1] , [5] , [6] , [7] , [8] . Here the algorithm is developed which enables us to determine the best estimator of a given linear function of the second stage parameters. This algorithm, called the H-optimum estimation, is given as follows. The H-optimum estimator β minimizes the quantity Tr H Var( β) under the condition + C Θ + B β = 0, which holds with probability one. Here H is a positive semidefinite matrix chosen by a statistician. If H = , ∈ R k , then the H-optimum estimator β minimizes the dispersion Var( β) of the estimator of the function β.
A disadvantage of this algorithm is that the dispersions of the estimators of other linear functions of the second stage parameters can be inadmissible large. This occurs also in the case that the second stage measurement is much more precise than the first stage measurement.
Thus it seems that an estimator which would be uniformly optimum, with respect to all linear functions, will be useful. Unfortunately such estimator does not exist. Therefore some reasonable admissible estimator is sought.
Symbols and preliminaries
The following two stage model will be under consideration
where Θ is the l-dimensional first stage parameter, Θ is its estimator from the first stage, is the n-dimensional random vector (observation vector of the second stage), I is the n-dimensional identity matrix, D is an n × l given matrix, X is an n × k given matrix with the full rank in columns, i.e. r(X) = k ≤ n, β is the second stage unknown k-dimensional parameter, W is the covariance matrix of the estimator Θ and Σ is a covariance matrix of the observation vector .
Both matrices W and Σ are known and positive definite. The q × l matrix C and q × k matrix B are known and r(B) = q < k. The q-dimensional vector is known. No assumptions on the rank of the matrices D and C are given.
The symbol B − denotes the class of all generalized inverse B − of the matrix B, i.e. BB − B = B. More detail about generalized inverse of the matrix see in [9] . Analogous meaning has the symbol X − . The symbol (X ) − m(Σ) means the minimum Σ-norm generalized inverse of the matrix X , i.e.
Here
Analogous meaning has the symbol (B )
− m(CW C ) ; one version of this matrix is
The symbol M B means the projection matrix (in the Euclidean norm) on the orthogonal complement of the subspace
+ is the Moore-Penrose generalized inverse of the matrix M B X Σ −1 XM B , i.e. a matrix A + must satisfy the following equalities
In our case
Since the estimator Θ cannot be changed after the second stage experiment, the aim is to find the linear unbiased estimatorβ of β, such that +C Θ+Bβ = 0, on the basis of − D Θ, Θ, W and Σ. The random constraints must hold with probability one.
Instead the model (1), the following model
LUBOMÍR KUBÁČEK will be considered. The models (1) and (2) 
U β -admissible estimators of β
The linear estimator of β in the model (2) is of the form
The class of all linear unbiased estimatorsβ of β which satisfy the constraints + C Θ + Bβ = 0, is
P r o o f. The estimatorβ is unbiased iff
i.e.
∀{Θ, β : + CΘ
Thus the estimator is of the formβ = EC Θ + (I + EB)X − ( − D Θ) + E and it must satisfy the constraints, i.e.
, the constraints can be rewritten as
Thus B(I + EB)X − = 0 =⇒ B + BEB = 0, + BE = 0, and from (3) Ä ÑÑ 2º Let A be any q × l matrix. Then 
Ò Ø ÓÒº The estimator
Ì ÓÖ Ñ 1º The estimator If Ù is chosen as
If 1 ∈ M(I − B (B )
− m(CW C ) ), then
The choice
makes the dispersion Var( 1 β) of 1 β minimum, i.e.
∀{X ∈ X
is U β -admissible estimator and in addition it is valid that for any function β, where
the estimator β has the smallest dispersion.
The covariance matrix of β from (4) is
Remark 1º
In practice the estimator
has been used frequently. The estimatorβ is unbiased and it satisfies the identity + C Θ + Bβ = 0 as well. However we do not know whether this estimator is in general U β -admissible, or not.
Examples
Example 1. Let a levelling traverse {A, P 1 , P 2 , B} between points A, B be considered. Here P 1 and P 2 are points which heights must be determined. The heights H A = Θ 1 and H B = Θ 2 of the points A and B, respectively, are measured in the first stage, i.e.
and the differences
Let 1 = (1, . . . , 1) and i is the vector with 1 on the ith position and other entries are zero.
It must be valid that 1 β + (1, −1)Θ = 0. The estimator Θ 1 Θ 2 must not be changed after the second stage measurement. We have
The U β -admissible estimator from (4) is
and the estimator used in practice is
i.e. it is also U β -admissible estimator. Here M 3 = I 3 − 1 3 11 .
Example 2. Let in the preceding experiment the design of measurement be changed in the following way
Var( β) = (0.05m) 
Some linear function of β may be better estimated by the U β -admissible estimator (e.g. 3 β, β), however 2 β is better estimated by the procedure used in practice. The U β -admissible estimator is not the uniformly (with respect to the class U β ) best estimator and thus such behaviour of the U β admissible estimator must be expected.
Conclusion
Two stage regression models with constraints occur frequently mainly in geodetical practice. A less precise measurement in the first stage can enlarge the variance of the estimators of the second stage parameters significantly. Therefore several attempts were made to introduce algorithms which suppress the influence of the not sufficient precision of the first stage measurement on the variance of the second stage parameter estimators. They were already mentioned in the text.
If a single linear function of the second stage parameters is estimated only, then the H-optimum estimator is a solution.
The aim of the research was to find the class of all U β -admissible estimators, however this aim was not attained. Until now it is even not known whether procedures frequently used in practice are in general U β -admissible. Therefore using the U β -admissible estimator is more safe.
