ABSTRACT. We prove several basic extension theorems for reductive group schemes. In particular, our first basic theorem is the following purity result. Let Y = Spec(R) be a local, regular scheme of dimension two. Let y be the maximal point of Y . Let k(y) be the residue field of y. Let U := Y \ {y}. Let E U be a reductive group scheme over U . If char(k(y)) is 2 or 3 (resp. is 5), then we assume that the adjoint groups of the geometric fibres of E U have all simple factors of classical Lie types (resp. of some Lie types different from E 8 ). Then we show that E U extends uniquely to a reductive group scheme E over Y . We show that these extensions theorems when combined with de Jong extension theorem, have a new and meaningful crystalline application.
§1. Introduction
The fibres of reductive group schemes are assumed to be connected. Let Y = Spec(R) be a local, regular scheme of dimension d ∈ N \ {1}. Let y be the maximal point of Y . Let k(y) be the residue field of y. Let U := Y \ {y}. Let E U be a reductive group scheme over U . The main goal of this paper is to prove the following Theorem and to present a new crystalline application of it.
1.1. First Basic Theorem. Suppose d = 2. If char(k(y)) ∈ {2, 3} (resp. if char(k(y)) = 5), then we assume that the adjoint groups of the geometric fibres of E U have all simple factors of classical Lie types (resp. of some Lie types that are not E 8 ). Then E U extends uniquely to a reductive group scheme E over Y .
The case of a torus over U is well known being a direct application of the classical purity theorem of Nagata and Zariski of [Gr2, Exp. X, 3.4 (i) ] (see 3.1). See [FC] , [Va1] , and [Va2] for different analogues of 1.1 for abelian schemes. For instance, in [Va2, 1.3] we proved that if char(k(y)) is a prime p, R is of characteristic 0, and R/pR is regular, then any abelian scheme over U extends (automatically in a unique way) to an abelian scheme over Y . We do not know any other literature pertaining to 1.1. In general, 1.1 does not hold if d > 2 (see 3.4 (a)). However, we point out that many results of this paper hold for arbitrary reduced schemes (like 2.8, 2.9.1, 4.2, and 4.3) or for any d > 2 (like 3.1, beginning of 3. 2, 3.3, etc.) . In Part II we will present several criteria of when E U extends to a reductive group scheme over Y in contexts when either d > 2 or R is only normal.
In §2 we include notations and eight basic results. In §3 we prove 1.1. In §4 we include three results on extending homomorphisms between reductive group schemes. The first one is an application of 1.1 (see 4.1) and the other two are refinements of results of [Va1] (see 4.2 to 4.3). Our main motivation in obtaining 1.1 stems from the meaningful applications to crystalline cohomology one gets by combining 1.1 with de Jong extension theorem of [dJ, 1.1] . In §5 we formalize such applications in a purely abstract context.
The idea behind the crystalline reductive extension principle of 5.3 can be summarized as follows. Let M be a good moduli space over the spectrum of a perfect field k. Often to each k-valued point X of M one can associate a flat, affine group scheme G X over the spectrum of the Witt ring of k, in such a way that M is smooth at X iff (the normalization of) G X is a reductive group scheme; in such a case, the philosophy of 5.3 is that (outside few exceptional cases excluded by the limitations of 1.1 for p ∈ {2, 3, 5}): the smooth locus of M over Spec(k) is an open closed subscheme of M.
In future work we will use §5 to extend our work on integral canonical models of Shimura varieties of Hodge type in unramified mixed characteristic (0, p) with p ≥ 5 a prime (see [Va1] ) to unramified mixed characteristics (0, 2) and (0, 3) (see already math.NT/0311042). Though our Second Basic Theorem (see 4.3) is used in §5 only in a particular case, for the sake of completeness we have included it in full generality: it reviews a fundamental result of [Va1] in a significantly refined and simplified manner and it implicitly emphasizes the importance of 1.1 and of its main application 5.3.
We would like to thank U of Utah and U of Arizona for good conditions for the writing of this work. We would like to thank G. Prasad for pointing out that [Va1, 3.1.2 .1 c)] omits to exclude few cases with p = 2 (this is corrected now in 2.6.1 (b), cf. also 2.6.2 (a)); this indirectly helped us to a have proper handling of sections 2.7 and 3.2.2 in equal characteristic 2 and in mixed characteristic (0, 2). §2. Preliminaries
Our notations are gathered in 2.1. In 2.2 to 2.9 we include eight basic results that are of different nature and are often used in §3 to §5.
2.1. Notations. Let F be a reductive group scheme over a scheme S. We recall that F is smooth and affine over S (and so of finite presentation) and that the fibres of F are connected reductive groups over spectra of fields, cf. [DG, Vol. III, Exp. XIX, 2.7, 2.1, and 2.9] . Let Z(F ), F der , F ad , and F ab denote the center, the derived group, the adjoint group, and respectively the abelianization of F . So Z ab (F ) = F/F der and F ad = F/Z(F ). Let Z 0 (F ) be the maximal torus of Z(F ). Let F sc be the simply connected semisimple group cover of the derived group F der . Let O S be the structure ring sheaf on S. See [DG, Vol. I, Exp. VI A , 3.2 and 5.2] for the quotient group scheme G/H of a flat, affine group scheme G over S by a normal, flat, closed subgroup H of G. If X or X S is an S-scheme, let X A 1 (resp. X S 1 ) be its pull back via a morphism Spec(A 1 ) → S (resp. via S 1 → S). If X is reduced, let K X be the ring of fractions of X. If S is normal, noetherian, and integral, let D(S) be the set of local rings of S that are discrete valuation rings. Let G mS be the rank 1 split torus over S; similarly, the group schemes G aS , SL nS , µ nS , etc., will be understood to be over S. If S = Spec(A) is affine, then let G mA := G mS , SL nA := SL nS , etc., and let Lie(F ) be the Lie algebra over A of a closed subgroupF of F . As A-modules, we identify Lie(F ) = Ker(F (A[x]/x 2 ) →F (A)), where the A-homomorphism A[x]/(x 2 ) ։ A takes x into 0. The Lie bracket on Lie(F ) is defined by taking the differential of the commutator morphism [, ] :F × SF →F at identity sections.
If N is a free A-module of finite rank, let N * := Hom A (N, A), let GL(N ) be the reductive group scheme of automorphisms of N , let gl(N ) := Lie(GL(N )), and let SL(N ) := GL(N )
der . We will use identifications End A (End A (N, N )) = End
. A bilinear form b N on N is called perfect if it induces an A-linear map N → N * that is an isomorphism. If b N is symmetric, then by the kernel of b N we mean the A-submodule Ker(b N ) := {x ∈ N |b N (x, y) = 0 ∀y ∈ N } of N . For a Lie algebra g over A that is a free A-module of finite rank, let ad : g → gl(g) be the adjoint representation of g and let K g : g ⊗ A g → A be the Killing form on g. So for a, b ∈ g we have ad(a)(b) = [a, b] and K g (a, b) is the trace of the endomorphism ad(a) • ad(b) of g. So Ker (K g ) is an ideal of g.
We denote by k an arbitrary field. Let n ∈ N. See [Bou2, §4] and [Hu1, §11] for the classification of connected Dynkin diagrams. We say F is of isotypic DT ∈ {A n , B n , C n |n ∈ N} ∪ {D n |n ≥ 3} ∪ {E 6 , E 7 , E 8 , F 4 , G 2 } Dynkin type if the connected Dynkin diagram of any simple factor of every geometric fibre of F ad is DT ; if F ad is absolutely simple we drop the word isotypic. Proof: See [Ma, (17.H) ] for (a). The only if part of (b) is trivial. We now check the if part of (b) 
Proposition. Let
(a) for the first and third equalities). So b N is perfect. So (b) holds. See [FC, Lemma 6.2, p. 181] for (c).
2.3. Proposition. Let G be a reductive group scheme over some scheme X. Then locally in theétale topology of X, G has maximal split tori.
2.3.1. Lemma. Suppose G is a semisimple group scheme over a reduced scheme X.
of semisimple groups such that the q-morphism (resp. the 1-morphism) R 1 → R of root data associated to fK : G 1K → GK does not depend on the K-algebraK that is an algebraically closed field. We have:
(a) There is a unique q-isogeny (resp. central isogeny) f :
Proof: The statements of the Lemma are local for theétale topology of X. So based on 2.3, we can assume that G has a maximal split torus T . The reduced scheme T 1K of the inverse image of T K in G 1K is a split torus. So G 1K is split. The q-morphism (resp. 1-morphism) R 1 → R is in the sense of [DG, Vol. III, Exp. XXI, 6.8] . Letf :G 1 → G be a q-isogeny (resp. a central isogeny) of split, semisimple groups over X such that the q-morphism (resp. 1-morphism) of root data associated to it is R 1 → R (cf. [DG, Vol. III, Exp. XXV, 1.1] ). From loc. cit. we also get that there is an isomorphism
1 ; it is a q-isogeny (resp. a central isogeny) between G 1 and G. So (a) holds.
We check (b). Asf is an isogeny, it is a finite morphism. But G 1 is normal, as it is a smooth scheme over the normal scheme X. So G 1 is the normalization of G in G 1K .
Proposition. (a)
We recall k is a field. Let F be a semisimple group over Spec(k) . Then K Lie(F ) is perfect iff the following two conditions hold: 
and so Lie(F ) = Lie(F ad ). So to prove (a) we can assume that F = F ad is simple of some L Lie type. If L is not of classical Lie type, then K Lie(F ) is perfect iff either p > 5 or p = 5 and L = E 8 (cf. [Hu2, TABLE, p. 49] ). So to prove (a), we can assume that L is a classical Lie type. We fix a morphism Spec(C) → Spec(W (k)). Let * C be the pull back through it of a semisimple group scheme
Let now L be A n or C n . By the standard trace form on Lie(F sc ) (resp. on Lie(F sc W (k) ) or on Lie(F sc C )) we mean the trace form T (resp. T W (k) or T C ) associated to the faithful representation of [He, (5) ) = 2(n + 1)T W (k) and K Lie(F sc ) = 2(n + 1)T. If p does not divide 2(n + 1), then Lie(F sc ) = Lie(F ) and it is well known that T is perfect; thus K Lie(F sc ) = K Lie(F ) = 2(n + 1)T is perfect. We now assume p divides 2(n + 1). So K Lie(F sc ) is the trivial bilinear form on Lie(F sc ). From this and (iv) we get that the restriction of K Lie(F ) to Im(Lie(F sc ) → Lie(F )) is trivial. As dim k (Lie(F )/Im(Lie(F sc ) → Lie(F ))) = 1 and as dim k (Lie(F )) ≥ 3, we get that K Lie(F ) is degenerate.
If L = B n (resp. if L = D n with n ≥ 4), then for p > 2 we have Lie(F sc ) = Lie(F ). Moreover, using [He, (11) and (15) of pp. 188-189] entirely as in the previous paragraph we argue that K Lie(F ) is perfect if p does not divide 2(2n − 1) (resp. if p does not divides 2(n − 1)) and is degenerate if p divides 2n − 1 (resp. if p divides 2(n − 1)).
We are left to show that K Lie(F ) is degenerate if p = 2 and L = B n . So F is the SO-group of the quadratic form x 2 0 + x 1 x n+1 + ... + x n x 2n on W := k 2n+1 . Let {e i,j |i, j ∈ {0, 1, ..., n} be the standard k-basis of gl(W ). The direct sum n n := ⊕ 2n i=1 ke 0,i is a nilpotent ideal of Lie(F ) (cf. [Bo, 23.6] ). Thus n n ⊂ Ker(K Lie(F ) ), cf. [Bou1, Ch. I, §4, Prop. 6 (b) ] applied to the adjoint representation ad of Lie(F ). So K Lie(F ) is degenerate.
Thus K Lie(F ) is perfect iff both (i) and (ii) hold. So (a) (and so also (b)) holds.
2.5. Lemma. Suppose k =k. Let F be a reductive group over Spec(k) . Let n be a non-zero ideal of Lie(F ) that is a simple F -module and such that the following thing holds:
Then char(k) = 2 and F der has a normal, subgroup F 0 that is an SO 2n+1k group for some n ∈ N and such that n ⊂ Lie(F 0 ).
Proof: Let n ad := Im(n → Lie(F ad )). As Z(F ) is a subgroup of any maximal torus of F , from (i) we get that Lie(Z(F )) = Ker(Lie(F ) → Lie(F ad )) has a trivial intersection with n. So the Lie homomorphism n → n ad is an isomorphism. Thus n ad is a nonzero ideal of Lie(F ad ) that is a simple F ad -module. Let F ad = i∈I F i be the product decomposition into simple groups. There is no element of Lie(F ad ) fixed by F ad . So as n ad is a simple F ad -module, there is i 0 ∈ I such that n ad ⊂ Lie(F i 0 ). So to prove the Lemma, we can assume F ad is simple. Let T 0 be the image of T in F ad . Let r := dim k (T 0 ) be the rank of the Lie type L of F ad . We have Lie(
). Due to this and (i), we have Lie
ad is the unique proper ideal of Lie(F ad ) and so it is the ideal generated by the direct sum s of eigenspaces of the inner conjugation action of T 0 on Lie(F ad ) that correspond to short roots. Thus dim k (n ad ) is 26 (resp. 7) and n ad ⊂ s ⊕ Lie(T 0 ), cf. [Hi, applied to a split, semisimple group over Spec(F p ) whose pull back to Spec(k) is F . The Lie type L has 24 (resp. 6) short roots, cf. [Bou2, plate VIII and IX] . So dim k (Lie(T 0 ) ∩ n ad ) is 2 = 26 − 24 (resp. 1 = 7 − 6).
where ε is 1 if n is even and is 0 if n > 1 is odd (cf. [Hi, p. 409] and [Bou2, plate III] ).
As a conclusion, the equality Lie(T 0 ) ∩ n ad = {0} implies that (char(k), L) = (2, B n ) for some n ∈ N. As n ad is a simple F ad -submodule of Lie(F ad ), from [Pi, Prop. 1 .11] we get that n ad is the ideal of Lie(F ad ) associated to short roots and has dimension 2n (note that is the ideal n n of the proof of 2.4). So n is a non-trivial F -module and so we have n ⊂ Lie(F der ). Thus we can also assume F = F der . Let n sc be the inverse image of n in Lie(F sc ) and let z := Lie(Ker( 
(b) If char(k) = 2, we assume that F 1K has no normal subgroups that are adjoint of isotypic B n Dynkin type for some n ∈ N. Then q is a closed embedding.
Proof: We consider a closed embedding homomorphism ρ : F 2 ֒→ GL(L), with L a free V -module of finite rank (cf. [DG, Vol. I, Exp. VI B , 11.11 .1]). To prove this Proposition we can assume that V is complete, that k =k, and that F 2 is the Zariski closure of F 1K in F 2 . Let F 0k := Ker(q k ). Following [Va1, 3.1.2.2 3) and proof of 3.1.6] we check that the group F 0k ∩ T 1k is trivial. As V is strictly henselian and complete, T 1k is split and (cf. [DG, Vol. II, ) it lifts to a split torus T 1 of F 1 (this can be also deduced from 2.3). The representation of T 1 on L is a direct sum of representations of T 1 of rank 1, cf. [Ja, 2.11] . Thus Ker(ρ • q : T 1 → GL(L)) is a flat group scheme of multiplicative type. So as the generic fibre of Ker(T 1 → GL(L)) is trivial (as the generic fibre of ρ • q is a closed embedding of T 1K ), we get that Ker(ρ • q) is a trivial group scheme. So the restriction of ρ • q to T 1 is a closed embedding. So the restriction T → F 2 of q to T 1 is also a closed embedding. Thus F 0k ∩ T 1k is a trivial group. So (a) holds.
We check (b). We show that the assumption that Lie(F 0k ) = {0} leads to a contradiction. From 2.5 applied to Lie(F 0k ) and to a simple F k -submodule of Lie(F 0k ), we get that char(k) = 2 and that F k has a normal subgroup that is an SO 2n+1k group. As F 0k is adjoint, we have a product F k = F 0k × F ′ 0k of reductive groups. It lifts (cf. [DG, Vol. III, Exp. XXIV, 1.21] ) to a product F = F 0 × Spec(V ) F ′ 0 , where F 0 is an SO 2n+1V group scheme and F ′ 0 is a reductive group scheme over Spec(V ) . This contradicts the extra hypothesis of (b). So we have Lie(F 0k ) = {0}. So F 0k is a normal, finite,étale subgroup of F 1k . But F 1k is connected and so its action on F 0k via inner conjugation is trivial. So 2.7. On adjoint groups of B n Dynkin type. Let V , X, and K be as in 2.6.1. Let π be a uniformizer of V . Let G be an adjoint group over X of B n Dynkin type. Let SO 2n+1V be the split, adjoint group scheme over X of B n Lie type.
be the quadratic form on L, with respect to a fixed V -basis {e 0 , ..., e 2n } of L. Letē 0 be e 0 mod π. It is well known that SO 2n+1V is the closed subgroup of SL(L) fixing Q (see [Bo, 23.5 and 23.6] for why the fibres of such a group are split, adjoint groups of B n Lie type even in characteristic 2). Let B be the symmetric bilinear form on L defined by B(a,
2.7.1. The case char(k) = 2. Until 2.8 we assume char(k) = 2. We check that we have a short exact sequence 0 →L 0 → L/πL →L 1 → 0 of G k -modules, wherē L 0 (resp.L 1 ) is a trivial (resp. a simple) G k -module of dimension 1 (resp. 2n). As there is a Galois extension k 1 of k such that the representations [Bo, Ch. AG, 14 .2]), to check the previous sentence we can assume G = SO 2n+1V and this case follows from [Bo, 23.6 ]. More precisely, we have (cf. loc. cit.): (i) kē 0 is the kernel of B mod π and so is a trivial SO 2n+1k -module, and (ii) the bilinear form B induces a perfect alternating form on L/(πL + V e 0 ) and so the homomorphism SO 2n+1k → GL(L/(πL + V e 0 )) is the composite of an inseparable isogeny SO 2n+1k → Sp 2nk with the standard faithful representation of Sp 2nk of dimension 2n. So Ker(G k → GL(L 1 )) is non-trivial and its Lie algebra is the nilpotent ideal n n of the proof of 2.4 applied with F = G k (cf. [Bo, 23.6] 
Proof: Let s ∈ Z be the smallest number such that π sL ⊂ L. We show that the assumption π sL = L leads to a contradiction. The image of π sL in L/πL is a proper G k -submodule of L/πL and so isL 0 . But the G k -moduleL/πL has a composition series whose factors are isomorphic (in some order) toL 1 andL 0 (cf. [Ja, Part 1, 10.9] ). SoL/πL =L 0 ⊕L 1 , cf. also our hypothesis onL/πL. But as the homomorphism
has a non-trivial kernel (cf. 2.7.1), we get that G k is not a closed subgroup of GL(L/πL). Contradiction. So π sL = L and so we can take a = π −s .
2.7.3. The mixed characteristic (0, 2) case. In this subsection we assume that
Let B be a V -basis of L that contains l and such that for each i ∈ {1, ..., 2n} it contains an element f i ∈ L that lifts e i mod π. Let B l be the bilinear form on L such that for u, v ∈ B we have:
The following Theorem is a general form of [Va1, Claim 2, p. 464].
2.8. Theorem. Let X = Spec(A) be a reduced, affine scheme and let
is perfect and all of its geometric fibres have dimension m. Let g be a Lie algebra over A such that the following two properties hold:
is free of finite rank equal to m and we have Lie(G
Then there is a unique adjoint group scheme G over X extending G K and such that we have Lie(G) = g.
Proof:
With respect to an A-basis of g, the structure coefficients of the Lie bracket of g involve a finite number of coefficients. Moreover, G K is of finite presentation. So to prove the theorem we can assume A is a localization of a finitely generated Z-algebra. Let H be the closed subgroup of GL(g) of Lie automorphisms of g. Under the adjoint representation of G K , we can view G K as a closed subgroup of H K . Let G be the Zariski closure of G K in H. Let k be the residue field of an arbitrary point x of X. The Lie algebra Lie(H k ) is the Lie algebra of derivations of g ⊗ A k. As the Killing form K g⊗ A k is perfect (cf. (ii)), as in [Hu, 5.3] we get that any derivation of g ⊗ A k is an inner derivation. Thus we have Lie( [DG, Vol. III, Exp. XXII, 4.1.7] . As G K is adjoint, we get that Z(G) K is trivial and so Z(G) is the trivial group scheme over X. Thus G is an adjoint group scheme over X.
Let i G : Lie(G) ֒→ g ⊗ A K be the Lie monomorphism extending the identification of (i). To check that Im(i G ) = g we can work locally in the Zariski topology of X. So we can also assume that A is local. As G is a closed subgroup of H and so also of GL(g), we also have a natural Lie monomorphism j G : Lie(G) ֒→ gl(g) of Lie algebras over A. But as K g is perfect, the adjoint representation ad : g → gl(g) is injective and dim k (Im(ad) ⊗ 1 k ) does not depend on x. Taking x to be the maximal point of X, we get that Im(ad) is a direct summand of gl(g).
We are left to check the uniqueness of G. Let G 1 be another adjoint group scheme over X extending G K and such that Lie(G 1 ) = g. Let G 1 → H be the homomorphism defined by the adjoint representation of G 1 on Lie(G 1 ) = g; it factors through G as its pull back to Spec(K) does. The resulting homomorphism q : G 1 → G induces an isomorphism Lie(G 1 )→Lie(G) at the level of Lie algebras. So the kernels of the fibres of q have trivial Lie algebras and so (as G 1 is adjoint) are trivial. So the fibres of q are closed embeddings. Thus q is a closed embedding, cf. 2.6. So as q K is an isomorphism, from the definition of G we get that q is an isomorphism.
Definitions. (a)
Let p ∈ N be a prime (resp. an odd prime). We say a finite subset S of Z is of p-type 1 (resp. of p-type 2), if the natural map S → Z/pZ is injective (resp. if it is a subset of { 1−3p
(b) Let X = Spec(A) be a reduced scheme and let T be a split torus over X of rank 1. A character of T of rank 1 will be called diagonal with respect to a fixed isomorphism i T : T ∼ → G mX , if it is the composite of i T with the pull back to X of an endomorphism of G mZ . We identify naturally the group of diagonal characters of T with Z = End(G mZ ). If X is connected, then any character of T is a diagonal character with respect to i T .
2.9.1. Lemma. Let X = Spec(A) be a reduced, local scheme whose residue field k has characteristic a prime p ∈ N.
We also assume that one of the following two conditions hold:
and the Lie monomorphism Lie(G
K ) ֒→ gl(M ) ⊗ A K extends to a Lie monomorphism Lie(G) ֒→ gl(M ).
Then the monomorphism T K ֒→ GL(M ⊗ A K) extends to a closed embedding homomorphism T ֒→ GL(M ).
Proof: Let m A be the maximal ideal of A; we have k = A/m A . Let h be the standard generator of Lie(T ) = Lie(G mA ). Let M γ := M ∩ M γK , the intersection being taken inside M ⊗ A K. We show that the natural injective A-linear map i : ⊕ γ∈S M γ ֒→ M is an isomorphism. For this, it suffices to show that the k-linear map i k :
We show that the assumption that there is a relation of the form u := i k ( γ∈S x γ ) = 0, where x γ ∈ M γ /m A M γ and where the number of non-zero terms i k (x γ ) is s ∈ N, leads to a contradiction. We choose such a relation with the smallest possible value s ∈ N. We have s > 1, cf. definition of the M γ 's. Let s γ ∈ Z be such that h acts on M γ as the multiplication with s γ . As s > 1, there is γ 0 ∈ S such that s γ 0 / ∈ pZ. If (i) holds, then the relation h(u) − s γ 0 u = i k ( γ∈S y γ ) = 0 is such that the number of non-zero terms i k (y γ ) is exactly s − 1 ∈ N. This contradicts the choice of s.
We assume (ii) holds. So
. By considering the isomorphism of Lie(G) that takes (h, x, y) into (−h, y, x), to fix the ideas we can assume that
, where the number of times we apply y is p−1. But as γ 2 / ∈ {−p, p}, x(...(x(y...(y(x γ 2 ))))) (with x and y applied p − 1 times) is a multiple of x γ 2 by a non-zero element of k (cf. the formulas of [Hu1, 7 .2]; they hold for any field k as p − 1 < p). This also holds if v = 3 and if we replace γ 2 by γ 3 . So the number of non-zero terms of the relation x(...(x(y...(y(u))))) = 0 (with x and y applied p − 1 times) is s − 1 ∈ N. This contradicts the choice of s.
and so by reasons of dimensions we get that i k is an isomorphism. So i is an isomorphism. So (as X is local) each M γ is a free A-module. So we have a homomorphism h : T → GL(M ) such that T acts on M γ via the diagonal character γ of T with respect to i T . But h is a closed embedding as its pull back to Spec(K) is. §3. Proof of the First Basic Theorem 1.1 Let R, d, U , y, E U , and k(y) be as in §1. In this chapter we prove 1.1; so we have d = 2. Let η := K Y be the field of fractions of R. Let R E be the R-algebra of global functions of E U . If E exists, then we have D(E) = D(E U ) and so E as a scheme is Spec(R E ) (cf. 2.2 (a)) and moreover the identity section, the multiplication, and the inverse operations of E are uniquely determined by the corresponding analogues of E U . This takes care of the uniqueness part of 1.1. We are left to show that the morphism Spec(R E ) → Y is smooth and defines naturally a reductive group scheme over Y extending E U . It suffices to prove this under the extra assumption that R is strictly henselian. We refer to [BLR, 7.6] for the Weil restriction Res functor of reductive groups over spectra of fields. For V ∈ D(Y ), let k(V ) be the residue field of V .
3.1. On E ab U . Let η 1 be the smallest Galois extension of η such that E ab η 1 is a split torus. Let R 1 be the normalization of R in η 1 . From 2.3 we get that Spec(R 1 ) hasétale points above any point of Y of codimension 1. So as η 1 is a Galois extension of η, the morphism Spec(R 1 ) → Y is anétale cover above U and so from the classical purity theorem we get that it is anétale cover. So as R is strictly henselian, we have R 1 = R. So E ab η is a split torus. So there is s ∈ N ∪ {0} such that we have an isomorphism G s mη
Argument: to check this we can work locally in theétale topology of U and so we can assume E ab U is split (cf. 2.3); but this case is trivial. Thus E ab U extends to a split torus E ab over Y of rank s.
In this long section we show that E ad U extends to an adjoint group scheme over U . We write E ad η = i∈I E iη as a product of simple, adjoint groups over Spec(η) (cf. [Ti, 3.1.2] ). Let η i be the finite separable field extension of η such that
, with E i η i as an absolutely simple, adjoint group over Spec(η i ) (cf. loc. cit.). Let R i be the normalization of R in η i . Let V ∈ D(Y ); so V is a local ring of R that is a discrete valuation ring. Let V 0 be an integral, faithfully flat,étale V -algebra such that the group E ad V 0 is split (cf. 2.3). Let η 0 be the field of fractions of V 0 . As the group E
is split and adjoint, we get that for each i ∈ I the η 0 -algebra η i ⊗ η η 0 is isomorphic to a product of a finite number of copies of η 0 . This implies that the V 0 -algebra R i ⊗ R V 0 is a product of a finite number of copies of V 0 and so is ań etale V 0 -algebra. So R i ⊗ R V is anétale V -algebra. So as in the previous paragraph we argue that we have R i = R for all i ∈ I. So E iη is an absolutely simple, adjoint group for all i ∈ I. Let E iU be the Zariski closure of E iη in E ad U . We have a direct product decomposition E U = i∈I E iU (one checks this locally in theétale topology of U , starting from [DG, Vol. III, Exp. XXIV, 5.5 and 5.10]).
Let S i be the split, simple, adjoint group scheme over Y of the same Lie type L i as any geometric fibre of E iU (cf. [DG, Vol. III, Exp. XXII, 2.8] ). We have a short exact sequence 0 → S iU → Aut(S iU ) → M iU → 0, where M iU is a finite,étale group scheme over U (cf. [DG, Vol. III, Exp. XXIV, 1.3] ). It is well known that we have a short exact sequence 0 → (Z/3Z)
, and is (0, 0) otherwise. Let γ i ∈ H 1 (η, Aut(S iη )) be the class defining E iη . Let δ i and δ i,2 be the images of
η ). The non-trivial torsors of (Z/2Z) η and (Z/3Z) η are in one-to-one correspondence to quadratic and cubic Galois extensions of η (respectively). Let η i,2 be the smallest Galois extension of η over which δ i,2 becomes the trivial class; we have [η i,2 : η] ≤ 2. As in the previous two paragraphs, the fact that E U extends E η implies that the normalization of R in η i,2 is R itself. So δ i,2 is the trivial class and so δ i is the image of some class δ i,3 ∈ H 1 (η, (Z/3Z) ε i,3 η ). As for δ i,2 we argue that δ i,3 is the trivial class. So δ i is the trivial class and so E iη is an inner form of S iη . We now show that E iU extends to an adjoint group scheme over Y . We will consider five Cases.
3.2.1. Case 1: L i = A n , with n ∈ N. As E iη is an inner form of S iη , Z(E sc iη ) is isomorphic to µ n+1η . The finite, flat group scheme Z(E sc iU ) is of multiplicative type (cf. [DG, Vol. III, Exp. XXII, 4.1.7] ) and so it is isomorphic to µ n+1U locally in theétale topology of U . We check that in fact Z(E sc iU ) is isomorphic to µ n+1U . It suffices to consider the case when µ n+1k is connected and so when char(k(y)) is a prime and n + 1 is a power of char(k(y)). But this case follows easily from Cartier duality. So Z(E sc iU )→µ n+1U . We embed µ n+1U in G mU × U E sc iU via the natural embedding µ n+1U ֒→ G mU and via the composite of the inverse automorphism µ n+1U ∼ → µ n+1U with the natural embedding µ n+1U ֒→ E sc iU . Let G iU := G mU × U E sc iU /µ n+1U . Let a i be the locally free R-module of rank (n+1) 2 of global sections of the Lie algebra sheaf Lie(G iU ) over O U , cf. 2.2 (c). As G iη is an inner form of GL n+1η , it is the group of invertible elements of a semisimple η-algebra. So a i ⊗ R η has a canonical structure of a semisimple η-algebra. Let T i be the canonical trace form on a i ⊗ R η. As G iU locally in theétale topology of U is isomorphic to GL n+1U , for any V ∈ D(Y ) the η-algebra structure and the trace form T iη on a i ⊗ R η extend uniquely to a V -algebra structure and a perfect trace form T iV on a i ⊗ R V (respectively). These V -algebra structures and trace forms T iV glue together to define an R-algebra structure and a perfect trace form on a i (respectively), cf. 2.2 (a) and (b).
Let H i be the group scheme over Y of invertible elements of the R-algebra a i . As a scheme, H i is an affine, open subscheme of the vector group scheme over Y defined by the R-module a i . So H i is smooth, has connected fibres, and Lie(H i ) is a i endowed with the Lie bracket defined by the R-algebra structure of a i . For any V ∈ D(Y ), the canonical identification G iη = H iη extends to a canonical identification G iV = H iV ; this is so as Lie(G iV ) = Lie(H iV ) = a i ⊗ R V and as locally in theétale topology of Spec(V ), G iV is the group scheme of invertible elements of a i ⊗ R V . Thus H iU is the group scheme G iU considered in the previous paragraph.
We now check that H i is a reductive group scheme over Y . As H i is smooth and affine and extends G iU , to check the previous sentence it suffices to show that the fibre of H i over the maximal point y of Y is a reductive group. To check this last thing it suffices to show that a i ⊗ R k(y) is a semisimple k(y)-algebra. LetṼ be an R-algebra that is a complete discrete valuation ring having an algebraically closed residue field and such that we have: (i) H iη splits over the spectrum of the field of fractionsη ofṼ , and (ii) the natural morphism Spec(Ṽ ) → Y has as image two distinct points, one of them being y. We consider a homomorphism H iṼ → GL(Ṽ n+1 ) over Spec(Ṽ ) which over Spec(η) is an isomorphism, cf. [Ja, 10.4 of Part 1]. As the trace form T i on a i is perfect, the Lie homomorphism h i :
is an isomorphism. So as theη-algebra structure on a i ⊗ Rη is defined by theη-isomorphism a i ⊗ Rη = Endη(η n+1 ) induced by h i , we get that h i defines an isomorphism a i ⊗ RṼ → EndṼ (Ṽ n+1 ) ofṼ -algebras. So a i ⊗ RṼ is a semisimpleṼ -algebra. So a i ⊗ R k(y) is a semisimple k(y)-algebra. So the fibre of H i over y is a reductive group. So H i is a reductive group scheme. So E i := H ad i is an adjoint group scheme over Y whose restriction to U is G ad iU = E iU . 3.2.2. Case 2: L i = B n , with n ∈ N. Let ρ i : E iη ֒→ GL(W i ) be the faithful standard representation of dimension 2n + 1 (see 2.7). So if char(η) = 2, then there is a trivial E iη -submodule of W i of dimension 1 (cf. 2.7.1). We first check that there is a free R-submodule L i of W i of rank 2n + 1 such that the following two things hold:
. If V is as in (ii), then (cf. 2.7 and 2.7.1) we will choose L i (V ) such that (ii) holds. Each L i (V ) is uniquely determined up to a G mR (η)-multiple. Argument: the case char(k(V )) = 2 is implied by 2.7.2 while the case char(k(V )) = 2 is a direct consequence of the well known fact that
) j∈J be a finite, affine, open cover of U such that for all j ∈ J, there is a free R[
with the property that the monomorphism E iη ֒→ GL(W i ) extends to a closed embedding homomorphism E iR[
])-multiple. This is so as each L i (V ) is uniquely determined up to a G mR (η)-multiple and as R[
] is a unique factorization domain. So as R is itself a unique factorization domain, there are non-zero elements
Let η sep be the separable closure of η. As E iη sep is split, there is a non-degenerate quadratic form Q iη sep on W i ⊗ η η sep such that E iη sep is the subgroup of SL(W i ⊗ η η sep ) fixing Q iη sep (see 2.7). The quadratic form Q iη sep is uniquely determined by E iη sep up to a G mR (η sep )-multiple. Argument: any non-degenerate quadratic form on W i ⊗ η η sep is isomorphic to the quadratic form x 2 0 + x 1 x 2 + x 3 x 4 + ... + x 2n−1 x 2n on W i ⊗ η η sep corresponding to a fixed ordered basis of W i ⊗ η η sep (see [Bo, 23.6] for the case when char(η) = 2); so the statement follows from the fact that the normalizer of E iη sep in GL(W i ⊗ η η sep ) is generated by E iη sep and by Z(GL(W i ⊗ η η sep )).
So from Hilbert Theorem 90 we get that a G m (η)-multiple of Q iη sep is definable over η, i.e. is the scalar extension of a quadratic form Q iη on W i . We fix a uniformizer π V of V ∈ D(Y ). There is a unique u iV ∈ Z such that π u iV V times Q iη extends to a quadratic form Q iV on L i ⊗ R V whose tensorization with k(V ) is non-zero. Argument: to check this one can work locally in theétale topology of Spec(V ) and so (cf. 2.3) it suffices to consider the case when E iV is split; but this case is trivial (cf. 2.7).
As R is a unique factorization domain, there is u i ∈ η such that for any
. Let B iU be the bilinear form on F iU defined by B i .
Next we have to consider three disjoint subcases. 0 + x 1 x n+1 + ... + x n x 2n . Let F iD be the pull back of F iU to Spec(D). Let L iU be the locally free O U -submodule of F iU that is locally a direct summand and whose pull back to a locally free O Spec(D) -submodule of F iD is generated by the global section l iD . Let l i ∈ L i be a generator of the R-module of global sections of
Subcase 3a: char(k(y)) = 2. If char(k(y)) = 2, then for any
Let m i ∈ L i be such that we have B i (l i , m i ) ∈ G m (V j ) for any j ∈ {s + 1, ..., s + t}. We check that by replacing l i with l i + 2 n i m i , where n i ∈ N, n i >> 0, we can assume that
) has a image that does not contain p(V ). As this image is a constructible subset of Spec(A(V )) (cf. Chevalley theorem of [Ma, (6.E) ]), we get that by shrinking Spec(A(V )) we can assume that this image is empty. So there is a smallest number n(V ) ∈ N such that we have
is a quasi-compact scheme and thus there areṼ 1 , ...,Ṽs ∈ D(U ) \ {V 1 , ..., V s } such that U = ∪s j=1 Spec(A(Ṽ j )). So we can take n i to be max{n(Ṽ j )|j ∈ {1, ..., s}}.
Let ∈ G m (R). So the quadratic form on L i ⊗ R k(y) is non-degenerate in the standard sense of [Bo, 23.5] . So the closed subgroup of SL(L i ) fixing Q i is an affine group scheme E i over Y that extends E iU and whose fibre over y is an SO 2n+1k(y) group (cf. [Bo, 23.6] 3.2.3. Case 3: L i = D n , with n ≥ 4. We denote also by γ i the class of H 1 (η, E iη ) whose image in H 1 (η, Aut(E iη )) is γ i . LetS i be the central, isogeny cover of S i that is an SO 2nR group scheme. We have a central short exact sequence 0 → µ 2η →S iη → S iη → 0. Let γ i (2) ∈ H 2 (η, µ 2η ) be the coboundary of γ i ∈ H 1 (η, S iη ). Let G iη be the group scheme of invertible elements of the central division algebra D iη over η defining γ i (2). As E iU is an adjoint group scheme over U , for any V ∈ D(Y ) the class γ i (2) is the image of a class in H 2 et (Spec(V ), µ 2V ) and so D iη extends naturally to a semisimple algebra over any V ∈ D(Y ). So G iη extends naturally to a reductive group scheme G iU over U and so also to a reductive group scheme G i over Y (cf. Case 1). As Y is strictly henselian, G i is split (cf. 2.3). So the η-algebra D iη is a matrix η-algebra and so it is η itself. So γ i (2) is the identity element of H 2 (η, µ 2η ). Thus there isγ i ∈ H 1 (S iη ) that maps into γ i . LetẼ iη → E iη be the central isogeny of degree 2 that is the twist ofS iη viaγ i . The normalizationẼ iU of E iU inẼ iη is a semisimple group scheme over U having E iU as its adjoint, cf. 2.3.1. We consider a faithful representationẼ iη ֒→ GL(W i ) of dimension 2n.
As in Case 2 we argue that there is a free R-submodule L i of W i of rank 2n such that we have a closed embedding homomorphismẼ iU ֒→ GL(L i ) U and there is a quadratic form on L i such that its extension to a quadratic form on L i ⊗ V k(V ) is non-zero and is fixed byẼ iV for any V ∈ D(Y ). The only modifications needed to be made are as follows: -2n + 1 and the quadratic form x 2 0 + x 1 x 2 + x 3 x 4 + ... + x 2n−1 x 2n need to be replaced by 2n and respectively by the quadratic form x 1 x 2 + x 3 x 4 + ... + x 2n−1 x 2n ; -no references to 2.7 are needed and thus we do not have an analogue of 3.2.2 (ii); -Ẽ iη sep is the identity component of the subgroupẼ
of SL(L i ) fixing Q i is an affine group scheme over Y whose geometric fibres are O 2n groups (see [Bo, 23.6] for such fibres in characteristic 2). From [DG, Vol. I does not show up. We only have to replace quadratic (or bilinear) by alternating and the references to [Bo, 23.5 and 23.6 ] by references to [Bo, 23.3] .
3.2.5. Case 5: L i is E 6 , E 7 , E 8 , F 4 , or G 2 . Let e i be the locally free R-module of finite rank of global sections of the Lie algebra sheaf Lie(E iU ) over O U , cf. 2.2 (c). The Lie structure on e i ⊗ R η = Lie(E iη ) extends to a Lie structure on e i . From the hypothesis of 1.1 and (ii) of 2.4 (a), we get that the Killing form K e i ⊗ R V is perfect for any V ∈ D(Y ). So the Killing form K e i is perfect, cf. 2.2 (b). Let F i be the adjoint group scheme over Y extending E iη and having e i as its Lie algebra, cf. 2.8. From the uniqueness part of 2.8 (applied with X = Spec(V )) we get that the identification E iη = F iη extends to an identification E iV = F iV for any V ∈ D(Y ). These identifications glue together to produce an identification E iU = F iU . So E iU extends to an adjoint group scheme E i := F i over Y .
3.2.6. Conclusion. For i ∈ I, E iU extends to an adjoint group scheme over Y . So E ad U = i∈I E iU extends to an adjoint group scheme E ad := i∈I E i over Y .
.3). As we have a central isogeny E
U , the group scheme E U is also split. So the fact that E U extends to a split, reductive group scheme E over Y follows from the uniqueness of a split reductive group scheme associated to a root datum, see [DG, Vol. III, Exp. XXIII, 5.2] . So indeed the morphism Spec(R E ) → Y is smooth and defines naturally a reductive group scheme over Y extending E U . We include a second way to check the existence of E.
Let E
(1)
U is an affine group scheme over U and E sc U is naturally a normal, closed subgroup of it. The quotient group E (1) U /E sc U is a group scheme of multiplicative type and so the extension of a finite, flat group scheme of finite type by a split torus E
U is a reductive group scheme isomorphic to E sc U × U E ab U and so it extends to a reductive group scheme E (2) over
The kernel of the natural central isogeny E
U → E U extends to a finite, flat, closed subgroup Z (2) of Z(E (2) ). The quotient group scheme E (2) /Z (2) is a split reductive group scheme E over Y extending E U . This ends the proof of 1.1. The restriction F U of F to U is locally free. Let E U be the reductive group scheme over U of automorphisms of F U . We show that the assumption that E U extends to a reductive group scheme E over Y leads to a contradiction. The group scheme E is GL mR (as R is strictly henselian) and so there is a free R-submodule N of η m of rank m and such that we can identify E = GL(N ). As R is a unique factorization domain, using arguments as in 3.2.2, we get that there is f ∈ η such that the equality M ⊗ R V = f N ⊗ R V holds for any V ∈ D(Y ). This implies M = f N and so M is free. Contradiction.
(b) We do not know if one can use alternative or Jordan algebras to eliminate the restrictions of 1.1 for char(k(y)) ∈ {2, 3, 5} and for the non-classical Lie types (this is so as a great part of the literature on such algebras over a field k that are related to the non-classical Lie types, assumes char(k) > 3; for instance, see [KMRT, §41] 
). §4. Extending homomorphisms via Zariski closures
In this chapter we prove three results on extending homomorphisms of reductive group schemes via taking (normalizations of) Zariski closures. The first one is a complement to 1.1 and the other two refine parts of [Va1] .
4.1. Proposition. Let Y = Spec(R) be a local, regular scheme of dimension 2. Let y, k(y), and U be as in §1. Let η := K Y . Let m ∈ N and let E η be a closed subgroup of GL mη . Let E U be the normalization of the Zariski closure of E η in GL mU . Let ρ U : E U → GL mU be the resulting homomorphism. We assume that E U is a reductive group scheme over
U . If char(k(y)) ∈ {2, 3} (resp. if char(k(y)) = 5), then we also assume that the adjoint groups of the geometric fibres of E U have all simple factors of classical Lie types (resp. of some Lie types that are not E 8 ). Then the following two things hold:
(a) The homomorphism ρ U extends uniquely to a finite homomorphism ρ : E → GL mY between reductive group schemes over Y .
(b) If char(k(y)) = 2, we assume that E η has no normal subgroup that is adjoint of isotypic B n Dynkin type for some n ∈ N. Then ρ is a closed embedding.
Proof: Let E be the reductive group scheme over Y extending E U , cf. 1.1. We write E = Spec(R E ) and GL mY = Spec(R GL mY ). So R E and R GL mY are the R-algebras of global functions of E U and respectively GL mU (cf. 2.2 (a)). Let R GL mY → R E be the R-homomorphism defined by ρ U and let ρ : E → GL(F) be the morphism of Y -schemes it defines. The morphism ρ is a homomorphism as it is so generically. To check that ρ is finite, we can assume that R is complete. So E and GL mY are spectra of excellent rings (cf. [Ma, §34] ). So the normalization E ′ = Spec(R E ′ ) of the Zariski closure of E U in GL mY is a finite, normal, noetherian GL mY -scheme. But E U = E ′ U and so we have
2.2 (a)) and so it is an isomorphism. So ρ is finite. So (a) holds.
We prove (b). The pull back of ρ via any dominant morphism Spec(V ) → Y , with V a discrete valuation ring, is a closed embedding (cf. 2.6.1 (b)). Thus the fibres of ρ are closed embeddings. Thus q is a closed embedding, cf. 2.6.
We have the following refinement of [Va1, Lemma 3.1.6].
4.2. Proposition. Let X = Spec(A) be a reduced, affine scheme. Let K := K X . Let m, s ∈ N. For j ∈ {1, ..., s} let G jK be a reductive, closed subgroup of GL mK . We assume that the group schemes G jK 's commute among themselves and that one of the following two things holds: G 1K is a torus, and G 2K is a semisimple group. Let G 0K be the reductive, closed subgroup of GL mK generated by G jK 's. Then the following two properties hold:
We assume that for any j ∈ {1, ..., s} the Zariski closure G j of G jK in GL mA is a reductive group scheme over X. Then the Zariski closure G 0 of G 0K in GL mA is a reductive, closed subgroup of GL mA .
Proof: Using induction on s ∈ N, it suffices to prove this for s = 2. As (a) and (b) are local statements for theétale topology of X, from 2.3 we get that it suffices to prove the Proposition under the extra assumptions that G 1 and G 2 are split. Let
It is a closed subgroup of G jK commuting with G jK , j ∈ {1, 2}. The Lie algebra Lie(C K ) is included in Lie(G 1K ) ∩ Lie(G 2K ) and so is trivial if (i) holds. So if (i) holds, then C K is a finite,étale, closed subgroup of Z(G jK ). If (ii) holds, then C K is a closed subgroup of Z(G 2K ) and so is a finite, closed subgroup of Z(G jK ) of multiplicative type. Let C be the Zariski closure of C K in GL mA . It is a subgroup of any maximal torus T j of G j .
Let T 1 × X T 2 → GL mA be the product homomorphism. Its kernel K is a group scheme over X of multiplicative type isomorphic to T 1 ∩T 2 . But K K ∼ → C K is a finite group scheme over Spec(K) and so K is a finite, flat group scheme over X of multiplicative type. So T 1 ∩T 2 is a finite, flat group scheme over X and so it is equal to C. We embed C in G 1 × X G 2 via the natural embedding C ֒→ G 1 and via the composite of the inverse isomorphism C ∼ → C with the natural embedding C ֒→ G 2 . Let G 1,2 := (G 1 × X G 2 )/C; it is a reductive group scheme over X. We have a natural product homomorphism q : G 1,2 → GL mA whose pull back to Spec(K) can be identified with the closed embedding homomorphism G 0K ֒→ GL mK . So if (i) holds, then as C K isétale we get that Lie(G 1K ) ⊕ Lie(G 2K ) = Lie(G 1,2K ) = Lie(G 0K ). So (a) holds. If q is a closed embedding, then q induces an isomorphism G 1,2→ G 0 and so G 0 is a reductive, closed subgroup of GL mA . So to end the proof of (b), we only have to show that q is a closed embedding.
We write A = lim α∈Λ A α as an inductive limit of noetherian Z-algebras, indexed by a filtered category Λ. The affine group schemes G 1 , G 2 , G 1,2 , and GL mA are of finite presentation. So based on [Gr1, (8.8 .2) and (8.10.5)], to show that q is a closed embedding we can assume that A = A α for some α ∈ Λ. So we can assume A is a noetherian Z-algebra. Based on 2.6, to check that q is a closed embedding it suffices to check that the fibres of q are closed embeddings. For this we can assume A is a complete discrete valuation ring having an algebraically closed residue field k; this implies that G 0 is a flat, closed subgroup of GL mA . Let n := Lie(Ker(q k )). From 2.6.1 (a) and 2.5 we get that: either (i) n = {0}, or (ii) char(k) = 2 and there is a normal subgroup F k of G 1,2k that is an SO 2n+1k group and such that Lie(F k ) ∩ n = {0}. We show that the assumption that (ii) holds leads to a contradiction. Let F be an SO 2n+1A normal, closed subgroup of G 1,2 lifting F k (cf. proof of 2.6.1 (b)). Let j ∈ {1, 2} be such that F ⊳ G j ⊳ G 1,2 . As G j is a closed subgroup of GL mA , we have Lie(G jk ) ∩ n = {0} and so also Lie(F k ) ∩ n = {0}. Contradiction. So (ii) does not hold and thus (i) holds. So Ker(q k ) is a finite,étale, normal subgroup of G 1,2 k . So Ker(q k ) Z(G 1,2 k ). From this and 2.6.1 (a) we get that Ker(q k ) is trivial. So q k is a closed embedding. So q is a closed embedding.
We have the following significant refinement and simplification to the fundamental result [Va1, 4. 3 10 b) or 4.3.10.1 1) ].
4.3. Second Basic Theorem. Let X = Spec(A) be a local, reduced, connected scheme. Let K := K X and let k be the residue field of the maximal point x of X. Let M be a free A-module of finite rank. Let G K be a reductive, closed subgroup of GL(M ⊗ A K) and let
We assume the following four conditions hold:
is a torus;
(ii) the Lie algebra h is a direct summand of gl(M ) that is the Lie algebra of a semisimple group scheme H over X that extends G der K ; (iii) if X is not normal, than for any K-algebra K 1 that is an algebraically closed field and for every nilpotent element u ∈ h ⊗ A K 1 on whose
(iv) there is a faithfully flat, reduced K-algebraK such thatTK is spit and we have a finite family (T iK ) i∈I of subtori ofTK that are equipped with isomorphisms iT iK : T iK ∼ → G mK and for which the following four things hold: 
Then G is a reductive, closed subgroup of GL(M ).
Proof: The closed subgroups G 1K := Z 0 (G K ) and G 2K := G der K of GL(M ⊗ A K) commute and 4.2 (ii) holds. So (cf. 4.2 and (i)), to prove the Theorem it suffices to show that G der is a semisimple, closed subgroup of GL(M ). As G 1K and G 2K are of finite presentations and as h is a direct summand of gl(M ), to prove the Theorem we can assume A is a local ring of a finitely generated Z-algebra. So A is an excellent, local, reduced ring (cf. [Ma, (34) 
in what follows we will only use these properties. The statement that G der is a semisimple, closed subgroup of GL(M ), is local for theétale topology of U . So we can assume that H and Z 0 (G) are split (cf. 2.3) and that G der S is a semisimple, closed subgroup of GL(M ) S , where
Any two maximal tori of GK are G ad K (K)-conjugate (cf. [DG, Vol. III, Exp. XXIV, 1.5] ) and so, up to a replacement of Spec(K) by a finite, faithfully flat scheme over it, are GK (K)-conjugate. So we can assume there is a maximal split torus T of H such that for any i ∈ I there is a G mA subgroup T i of Z 0 (G) × X T such that T iK is (cf. (ivd)) anétale cover ofT iK of degree a i ∈ N; so a i is prime to p. LetT i be the image of T i in G ′ and let iT i :T i ∼ → G mX be the isomorphism whose pull back to Spec(K) is iT iK . If moreover, we are in the case of (ivc) whenT iK is a torus ofS iK , then T i =T i is a torus of a semisimple subgroup S i of H whose adjoint is a form of P GL 2X and which is normalized by T . Let s i ∈ Lie(T i ) be the standard generator. The element
) ⊕ h and so of gl(M ), whose eigenvalues are integers. We check that we have a direct sum decomposition M = ⊕ l∈Z M il (automatically in free A-modules) with the property that 1 a i s i acts on M il via the multiplication by l and so that M is naturally a T i -module. The case when char(k) = 0 is well known. The case when char(k) = p and S i is of p-type 1 follows from 2.9.1 (applied with (G,
(ivb) and (ivc). The case when char(k) = p and S i is of p-type 2 follows from 2.9.1 (applied with (G,
(ivb) and (ivc). So we have a natural homomorphism T i → GL(M ) (it is a closed embedding as its pull back to Spec(K) is).
Let h : Z 0 (G) × × i∈I T i → GL(M ) be the natural product homomorphism. The kernel Ker(h) is a group scheme of multiplicative type. LetT := Z 0 (G) × × i∈I T i /Ker(h). It is a split torus over X that liftsT K , that is a subtorus of GL(M ), and that has T as a subtorus. So we will identify naturally T with a maximal split torus of H as well as with a subtorus of GL(M ) (or ofT ) contained in G der . The role of T is that of an arbitrary maximal split torus of H. So for the rest of the proof that G der is a semisimple subgroup of GL(M ), we will only use the following property: and (iii) holds. 4.3.1. A quasi-finite morphism. Let Aut(h) be the group scheme of Lie automorphisms of h. The adjoint representation defines a homomorphism H ad → Aut(h) whose fibres are closed embedding and so (cf. 2.6) which is a closed embedding. As h is a direct summand of gl(M ), we can speak about the normalizer N of h in GL(M ). Obviously G der is a closed subscheme of N and so we have a natural morphism G der → Aut(h) that factors through the closed subscheme H ad of Aut(h) (as this happens after pull back to Spec(K)). So we have a morphism q : G der → H ad extending the central isogeny q S : G der S → H ad S (cf. (*)). We check that q is a quasi-finite morphism whose fibres are surjective.
Obviously q is of finite type. So it suffices to check that the fibre q k : G der k → H ad k of q over x is a quasi-finite, surjective morphism. But the reduced scheme (G der k ) red of G der k is a finite union of reduced subgroups of GL(M ⊗ A k) and the restrictions of q k to them are homomorphisms. So to check that q k is quasi-finite with surjective fibres, we can assume A is a complete discrete valuation ring. As A is a discrete valuation ring, G der is a subgroup of GL(M ) and q is a homomorphism. Any maximal split torus of H k lifts to a torus of H, cf. [DG, Vol. II, . So from (*) we get that the image of q k contains any maximal split torus of H ad k . So q k is surjective and so by reasons of dimensions an isogeny. Thus q k is a quasi-finite, surjective morphism. For the rest of the proof we consider two cases.
4.3.2. The normal case. In this subsection we assume A is also normal. We can assume A is integral. As q is quasi-finite (see 4.3.1), from Zariski Main Theorem (see [Gr1, (8.12.6 contains H K and all generic point of the fibres of H. Thus H \ U der has codimension in H at least 2. So the morphism U der → GL(M ) extends to a morphism f : H → GL(M ) that is a homomorphism as its pull back to S is so. But as h = Lie(H) is a direct summand of gl(M ), the fibre f k of f over x has a kernel whose Lie algebra is trivial. So Ker(f k ) is anétale, normal subgroup of H k and so a trivial group. So the fibres of f are closed embeddings and so f is a closed embedding (cf. 2.6). So G der is a semisimple, closed subgroup of GL(M ) isomorphic to H. 4.3.3. The general case. Let X n = Spec(A n ) be the normalization of X. The morphism X n → X is finite, as A is excellent. Based on 4.3.2 we know that we have a finite morphism f n : H X n → GL(M ). We show that f n factors as a morphism f : H → GL(M ). Let h = Lie(T ) ⊕ α∈Φ h α be the Weyl decomposition of h = Lie(H) with respect to the split torus T of H. So Φ is a root system formed by characters of T . We choose a basis of Φ and with respect to it let Φ + (resp. Φ − ) be the set of roots of Φ that are positive (resp. are negative). For α ∈ Φ, let G a,α be the G aX subgroup of H normalized by T and having h α as its Lie algebra, cf. [DG, Vol. III, Exp. XXII, 1.1] . It is known that the product morphism Ω : α∈Φ + G a,α × X T × X α∈Φ − G a,α → H is an open embedding regardless of the orders in which the two products of G aX subgroups are taken (cf. [DG, Vol. III, Exp. XXII, 1.1 
]). Let O be the open subscheme of H that is Im(Ω).
Let c(x) be char(k) if char(k) ∈ N and be ∞ if char(k) = 0. Due to (iii), the exponential map Exp(u) 
To check the existence of f , we can assume that A is strictly henselian. So any k-valued point b of H lifts to an A-valued point a of H. Let aO be the left translation of O by a. The restriction of f n to aO X n factors through a morphism aO → GL(M ). As k is infinite, H(k) is Zariski dense in H k (cf. [Bo, 18.3] ). Thus H is the union of H S and of its open subschemes of the form aO. This implies the existence of f : H → GL(M ). As in 4.3.2 we argue that the fibres of f are closed embeddings, that f is a closed embedding, and that G der is a subgroup of GL(M ) isomorphic to H. (b) Conditions 4.3 (i), (ii), and (ivb) (resp. 4.3 (iii) and (ivc)) are (resp. are not) implied by the assumption that G is a reductive subgroup of GL(M ). The condition 4.3 (ivc) is needed in general. Example: let p be an odd prime, let A = Z p , let G = P GL 2Z p , let M 1 be an irreducible G-module of rank p+1, and let a p and a −p ∈ M 1 be such that they generate a direct summand of M 1 on each a G mZ p subgroup of G acts via the p-th power and the −p-th power (respectively) of the identity character of G mX ; so
is a Lie(G)-module but not a G-module. We do not known when 4.3 (iii) and (ivc) are implied by the other conditions of 4.3. If X is integral but not normal, char(K) = 0, and char(k) > 2, then 4.3 (iii) implies 4.3 (ivc).
For future references we state here as a Corollary the following practical form of 4.3.
4.5. Corollary. Let p be a prime. Let X = Spec(A) be a local, integral scheme. Let K := K X and let k be the residue field of the maximal point x of X. Let M be a free A-module of finite rank. Let G K be a reductive subgroup of GL(M ⊗ A K) and let T K be a maximal torus of
We assume that char(k) = p and that the following three conditions hold:
is a torus;
(ii) the Lie algebra h is a direct summand of gl(M ) and K h is perfect;
(iii) the torus T K is generated by minuscule cocharacters that act on M ⊗ A K via the trivial and the identical character of G mK .
Then G is a reductive, closed subgroup of GL(M ).
Proof: We check the properties 4.3 (i) to (iv). Obviously 4.3 (i) holds. From 2.4 (b) and (ii) we get that Lie(G
ad be the adjoint group scheme over X extending G ad K and having h as its Lie algebra, cf. 2.8. The fibres of the central isogeny H sc → H ad areétale isogenies, cf. 2.4 (b) and (ii). So the normalization H of H ad in G K is a semisimple group scheme over X (cf. 2.3.1 (b)) that is anétale cover of H. So Lie(H) = Lie(H ad ) = h and so 4.3 (ii) holds. We takeK = K. Let (T iK ) i∈I be the family of G mK subgroups of T K that are the images of the cocharacters of (iii). Obviously 4.3 (iva), (ivb), and (ivc) hold. As H → H ad is anétale cover, we easily get that 4.3 (ivd) holds. So 4.3 (iv) holds. The torus
be the Weyl decomposition with respect to T K . For α ∈ Φ let i ∈ I be such thatT iK does not fix h α,K . From (iii) applied toT iK we get x 
For general properties of F -crystals over k, k [[x] ], or k 1 we refer to [Be] , [BM] , and [Ka] . The goal of this chapter is to combine 1.1 and de Jong extension theorem to obtain a new and meaningful crystalline result pertaining to specializations (see 5.3). In 5.1 and 5.2 we introduce the setting and the axioms (respectively) needed for 5.3.
We recall that C is uniquely determined by a triple (M, Φ, ∇), where M is a free R-module of finite rank, Φ : M → M is a Φ R -linear endomorphism, and ∇ : M → M ⊗ R dxR is an integrable, nilpotent connection on M , such that the following two properties hold:
Let C y 1 be the F -crystal over k 1 that is the pull back of C via y 1 . As {x} is a finite p-basis of k 1 in the sense of [BM, 1.1.1] , from [BM, 1.3.3] we get that C y 1 is uniquely determined by
) that is the tensor product of i copies of the F -crystal B over Spec(k 1 ) (or Spec(k[[x] ])). For a commutative R-algebra A, let T A be the trace form on End A (M ⊗ R A). 
The axioms. Let
(ii) if p = 2, then E K 1 has no normal subgroup that is adjoint of isotypic B n Dynkin type for some n ∈ N;
has no factor that is of isotypic E 8 (resp. E 6 , E 7 , E 8 , F 4 , or G 2 ) Dynkin type;
(v) there is a subset J 1 of J with the property that for any α ∈ J 1 , there is n(α) ∈ Z such that p n(α) t α is a projector of End K 1 (M ⊗ R K 1 ) having a image that is the Lie algebra of a normal, semisimple subgroup E K 1 ,α of E der K 1 of some isotypic Dynkin type; (vi) for any α ∈ J 1 , the kernel ker(p n(α) t α ) is the perpendicular on Lie(E K 1 ,α ) with respect to the trace form T K 1 and moreover the Killing form K Lie(E K 1 ,α ) is a G m (Q)-multiple of the restriction of T K 1 to Lie(E K 1 ,α ); (vii) if J 1 is as in (v), then we have a natural isogeny α∈J 1 E K 1 ,α → E [dJ, 1.1] ) asserts that t α extends to an endomorphism of D; so we have t α ∈ End R (M ) ⊂ End O 1 (M 1 ) for all α ∈ J. Thus we can speak about the subgroup E η of GL(M ⊗ R η) fixing t α for all α ∈ J. The notations match, i.e. E K 1 of 5.2 (i) is the pull back of E via Spec(K 1 ) → Y . We need to check that E is a reductive subgroup of GL(M ).
We recall that E U := E × Y U (cf. 2.1). So E U is a flat, affine group scheme. Based on 5.2 (iii), the hypotheses of 4.1 pertaining to a prime p ∈ {2, 3, 5} hold. So based on 4.1 (a), to prove (a) we only need to check that E U is a reductive group scheme over U . Let E O be the pull back of E U via the natural morphism Spec(O) → Y . As W (k) is an excellent ring (cf. [Ma, (34) 
(i).
Let V ∈ D(Y ) \ {O}; it is a local ring of Y that is a discrete valuation ring of equal characteristic 0. Let E V be the pull back of E U via the natural morphism Spec(V ) → Y ; it is the normalization of the Zariski closure of E η in GL(M ⊗ R V ). To end the proof we only need to check that E V is a reductive group scheme over Spec(V ). We will show that in fact E V is a reductive, closed subgroup of GL(M ⊗ R V ). We have a direct sum decomposition Lie(E der η ) = ⊕ α∈J 1 t α (End V (M ⊗ R η)), cf. 5.2 (v) and (vii). So for each α ∈ J 1 , t α (End V (M ⊗ R η)) is a semisimple Lie subalgebra of Lie(E der η ) and so the Lie algebra of a unique normal, semisimple subgroup E η,α of E η . The pull back of E η,α to Spec(K 1 ) is E K 1 ,α , cf. [Bo, Ch. I, 7 .1] or cf. the mentioned uniqueness.
5.3.1. Using 4.2. Let Z 0 (E V ) be the Zariski closure of Z 0 (E η ) in GL(M ⊗ R V ). For α ∈ J 1 let E V,α be the Zariski closure of E η,α in GL(M ⊗ R V ). The natural Lie homomorphism Lie(Z 0 (E η )) ⊕ α∈J 1 Lie(E η,α ) → Lie(E η ) is an isomorphism (as it is so after tensorization with K 1 over η, cf. 5.2 (vii)). The reductive, normal subgroups Z 0 (E η ) and E η,α 's (with α ∈ J 1 ) of E η , commute pairwise as this holds after pulls back to Spec(K 1 ). So based on 4.2, to show that E V is a reductive subgroup of GL(M ⊗ R V ) we only have to show that Z 0 (E V ) and E V,α 's (with α ∈ J 1 ) are reductive group schemes over V .
5.3.2. On Z 0 (E V ). As we have t α ∈ End R (M ) for all α ∈ J 0 , we can identify A of 5.2 (ii) with a semisimple Z p -subalgebra of End R (M ). The center of the centralizer of A ⊗ Z p R in GL(M ) is a torus T . But Z 0 (G η ) is a subtorus of T η as this holds after extension to Spec(K 1 ), cf. 5.2 (iv). So Z 0 (E V ) is a subtorus of T V and so a torus over Spec(V ). as its algebra. So from 4.3 (applied with (X, K, G K , H) = (Spec(V ), η, E η,α , E ′ V,α )), we get that E V,α is a semisimple, closed subgroup of GL(M ⊗ R V ).
5.3.4. End of the proof of 5.3. We now recapture our conclusions. As Z 0 (E V ) and the E V,α 's (with α ∈ J 1 ) are reductive group schemes over Spec(V ) (cf. 5.3.2 and 5.3.3), E V is a reductive, closed subgroup of GL(M ⊗ R V ) (cf. 4.2). Thus E U is a reductive group scheme over U and so (as we have seen before 5.3.1) E is a reductive group scheme over Y . So 5.3 (a) holds. We now prove 5.3 (b). If the axiom 5.2 (ii) also holds, then E |eta has no normal subgroup that is adjoint of isotypic B n Dynkin type. Thus E is a closed subgroup of GL(M ), cf. 4.1 (b). So 5.3 (b) also holds. (b) Let V be a finite, totally ramified, discrete valuation ring extension of W (k). Let e := [V : W (k)] ∈ N. Let R e be the p-adic completion of the R-subalgebra of η generated by X ea a! , with a ∈ N. Let R n e be the normalization of R e . If π V is an uniformizer of V , then we have a natural W (k)-epimorphism R n e ։ V (resp. R n e ։ W (k)) that takes x into π V (resp. into 0). Let R n,P D e be the p-adic completion of the divided power hull of the kernel of R n e ։ V . One can redo [Va1, 5.2 and 5.3] entirely in the context of R n e and R n,P D e and this (together with 4.3.2) explains why 4.5 (applied with X = Spec(R n e )) forms a major shortcut to [Va1, 4.3.10 b) ] and its crystalline applications of [Va1, 5.2 and 5.3] . We also note that 4.5 excludes the prime p = 2 (cf. 2.4) and [Va1, 5.2 and 5 .3] require p > 3. On the other hand, 5.3 also holds for p ∈ {2, 3} and (a) has many applications even for p = 2 (see math.NT/0311042).
