Efficient Bandwidth Allocation for Integrated Services in Broadband Wireless ATM Networks by Liu, Hong et al.
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
   
 
Downloaded from orbit.dtu.dk on: Dec 19, 2017
Efficient Bandwidth Allocation for Integrated Services in Broadband Wireless ATM
Networks
Liu, Hong; Dittmann, Lars; Gliese, Ulrik Bo; Danielsen, Per Lander
Published in:
1999 IEEE International Conference on Communications, 1999. ICC '99.
Link to article, DOI:
10.1109/ICC.1999.765591
Publication date:
1999
Document Version
Publisher's PDF, also known as Version of record
Link back to DTU Orbit
Citation (APA):
Liu, H., Dittmann, L., Gliese, U. B., & Danielsen, P. L. (1999). Efficient Bandwidth Allocation for Integrated
Services in Broadband Wireless ATM Networks. In 1999 IEEE International Conference on Communications,
1999. ICC '99. (Vol. 3). IEEE. DOI: 10.1109/ICC.1999.765591
Efficient Bandwidth Allocation for Integrated Services 
in Broadband Wireless ATM Networks 
H. Liu, L. Dittmann, U. Gliese and P. Danielsen 
Research Center COM, Technical University of Denmark, 
Building 349, DK-2800 Lyngby, Denmark 
Phone: +45 45 25 38 76, Fax: +45 45 93 65 81, E-mail: hl@com.dtu.dk 
Abstract-An efficient bandwidth allocation scheme is pro- 
posed for supporting integrated services in wireless ATM net- 
works. These include CBR, VBR and ABR types of traffic. The 
proposed scheme is based on A-PRMA for carrying ATM traffic 
in a dynamic TDMA type access system. It allows mobile users 
to adjust the reserved bandwidth according to their current 
demands and the wireless channel status. Extensive simulation 
results show that the proposed scheme can provide QoS guaran- 
tees with low cell transfer delay, high channel utilization (more 
than 70%) and short buffer length requirements. 
1. INTRODUCTION 
Second generation wireless communication networks con- 
centrate on voice and a few narrowband data services, while 
the future wireless networks will be required to provide a 
wide ranges of multimedia services, such as voice, data, 
video, images, etc. ATM is viewed as a promising method for 
transmitting multimedia traffic in a single network. For sup- 
porting multimedia traffic in the wireless link, one solution is 
to extend multimedia services from the ATM based wireline 
B-ISDN to the broadband wireless ATM (WATM) [l], [2]. 
This demands an efficient medium access control (MAC) 
protocol to provide end-to-end QoS for a variety of ATM 
traffic, such as constant bit rate (CBR), variable bit rate 
(VBR) and available bit rate (ABR) traffic. 
Broadband WATM networks are most likely to carry VBR 
and ABR traffic with some CBR traffic support. VBR traffic, 
like video, requires handling of very high bit rates with un- 
predictable bursts and stringent QoS requirements. Contrary 
to the video traffic, CBR voice traffic is a low bit rate and 
delay sensitive traffic with predicable behavior. The charac- 
teristic of ABR traffic is much more like VBR traffic except 
with very loose QoS requirements. When all the traffic is 
integrated in the access system, the main difficulty of the 
MAC protocol is how to efficiently support multi-class traffic 
with varied bit rate in the limited bandwidth wireless channel. 
Many multiple access schemes with polling [3], [4], and 
contention and reservation [5]-[8] techniques have been pub- 
lished. It seems very difficult to achieve high throughput 
while providing QoS guarantee to CBR, VBR and ABR users 
at the same time. In this paper, we propose a new bandwidth 
allocation scheme based on the adaptive packet reservation 
multiple access (A-PRMA) protocol [8], which is a dynamic 
version of PRMA [9]. A-PRMA is a statistical multiplexing 
method for transmitting VBR traffic via a time division mul- 
tiple access (TDMA) system [lo]. We have enhanced the 
capability of A-PRMA for handling integrated services 
(CBR, VBR and ABR) in the broadband WATM networks. 
The new bandwidth allocation scheme still allows VBF. users 
to reserve more time slots per frame by contention according 
to their current needs. The contention is controlled by an op- 
timized permission parameter based on the congestion of the 
wireless channel to decrease the collision. In contrast, the 
bandwidth allocation for CBR and ABR traffic is controlled 
by the base station (BS) on the basis of their cell rate re- 
quirements and the wireless channel situation. 
In section 11, the wireless ATM access system for seemless 
extension to the wireline ATM network is introduced. The 
MAC frame structure is given in section 111. Section IV de- 
scribes proposed bandwidth allocation scheme. Performance 
of the proposed scheme is discussed in section V. Finally, 
section VI draws the conclusions. 
11. WATM ACCESS SYSTEM 
The wireless access system performs the ATM cell trans- 
mission through the radio link and the seemless extension to 
the wireline ATM network. In the mobile terminal, user data 
are first packaged as ATM cells. Then radio packets are 
formed by adding a header and a tail to each ATh4 cell ac- 
cording to the MAC protocol. The radio packets are sent to 
the BS through the wireless channel. When the BS receives 
the radio packets successfully, it unpacks the Am cells from 
the radio packets and routes them to the wireline ATM net- 
work. 
The WATM access system proposed in [lo] is shown in 
Fig. 1. It consists of mobile terminals (MT) and a EIS. The 
transceivers perform the wireless transmission, carrier syn- 
chronization, modulation/demodulation and bit timing. The 
MAC handles wireless channel multiple access, while the 
data link controller (DLC) deals with wireless link reliability. 
In the BS, an ATM switch is included for internal routing of 
ATM cells and the ATM line driver provides physical layer 
connection to the wireline ATM network. An ATM Segmen- 
tation and Re-assembly (SAR) is included for unpacking the 
ATM cells. Software is used for providing QoS control and 
mobility management, etc. 
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Fig. 1 .  Architecture for wireless ATM access system 
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A TDM frame structure is adopted for supporting CBR, 
VBR and ABR traffic statistically multiplexed in the wireless 
channel. The TDM frame shown in Fig. 2 is divided into 20 
identical time slots. Each time slot is used to transfer one ra- 
dio packet. The up and downlink are transmitted using fre- 
quency division duplex (FDD). The radio packet consists of 
an ATM cell and MAC protocol overhead, which is used for 
synchronization, ATM cell identification, error detection, 
acknowledgments and transmission of in-band information, 
-etc. As seen the MAC protocol introduces 22% overhead. 
Therefore, a 32 Mb/s wireless channel rate is necessary for a 
transparent interface to a 25 Mb/s wireline ATM network. 
During connection setup, an MT is required to send the 
characteristics of its traffic and its QoS requirements. The 
management software in the BS will then decide whether to 
establish or reject the new connection based on the current 
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Fig. 2. TDM frame structure. 
downlink embedded acknowledgements (ACK). 
For CBR and ABR connections, the BS assigns and re- 
leases time slots based on their required cell rate, in-band 
information and current channel load. VBR connections will 
contend for available time slots by sending information pack- 
ets randomly, and each VBR connection is allowed to con- 
tend for more than one slot per frame according to its current 
burst and the channel load. Basically, CBR connections have 
the highest priority, and the second priority is assigned to 
VBR connections. 
- 
Iv .  BANDWIDTH ALLOCATION FOR ATM TRAFFIC 
The difficulties for bandwidth allocation are that: the wire- 
less resource is limited, different traffic sources have differ- 
ent characteristics, and the BS cannot know the status of the 
buffers distributed in the MTs in time without using the 
wireless channel. An overloaded channel will result in de- 
graded QoS, while an under loaded channel will decrease the 
channel utilization. 
A dynamic multiple access protocol is necessary to support 
ATM traffic in the wireless cannel with guaranteed QoS. We 
focus on the characteristics of ATM traffic classes and pro- 
pose a self-adaptive bandwidth allocation scheme. Different 
allocation methods are used for the different traffic classes: 
CBR: fixed assignment. 
VBR: dynamic contention and reservation. 
ABR: round-robin scheduling. 
According to the above wireless ATM access system, let 
the information rate R,=25Mb/s, and the duration of one 
time slot tb,0,=17ps. Since the behavior of CBR connections is 
predictable, and the buffer delay of the current transmitting 
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cell can be sent in band, the BS may assign time slots to each 
CBR connection periodically. The period TF between cell 
j and cell j+l  can be expressed as: 
ATMTRAFFIC 
CLASSES 
PCR 
SUSTAINABLE 
CELL RATE 
MCR 
MAX BURST SIZE 
MAX DELAY 
MAX JITTER 
where R ,  denotes the peak cell rate (PCR) of the CBR traf- 
fic, fFf is the buffer delay of cell j in the MT, and tyr 
denotes the elapsed time of the time slot reserved for trans- 
mitting cell j .  
Because ABR data can be stored in the upper ATM layer, 
ABR traffic does not have delay requirements. It only re- 
quires a minimum cell rate (MCR) and a PCR. Although 
ABR connections could use the VBR channel access scheme, 
the contention process will generate unnecessary collisions, 
which will degrade the performance of the VBR connections, 
and reduce the channel utilization. Therefore, the BS will 
assign some available time slots to each ABR connection 
according to their MCR and PCR. The ABR access control 
scheme is implemented as round-robin scheduling. The num- 
ber of available time slots lV:+l that can be assigned to the 
ABR connections in frame n+l  is predicted in the BS as fol- 
lows: 
N:+] = N,, - NT - 2 x N r '  
where N,,  denotes the number of time slots in each frame 
(i.e. 20), NT represents the number of reserved slots in the 
last frame, and N r '  is the number of slots experiencing col- 
lision in the last frame. To make sure that ABR connections 
will not occupy all the available time slots in the next frame, 
twice the number of slots that experienced collision is util- 
ized for reserving bandwidth for the VBR contentions. This 
assumes that a collision is due to at least two VBR connec- 
tions contending for the same available time slot. In case, 
there are no collisions in the last frame, the PCR of the ABR 
traffic will be used as basis for the slot assignment so that 
there are still some available time slots left for VBR conten- 
tion. 
VBR traffic does not behave like CBR traffic with almost 
constant bit rate, but as opposed to ABR traffic, still has 
stringent QoS requirements. The main characteristic of VBR 
traffic is burstyness. Since all the data are distributed in the 
MTs buffers, it is difficult for the BS to predict the burst size 
and burst length of the VBR traffic during the connection 
time. Therefore, it is better to let the VBR connections access 
the wireless channel based on their current requirements with 
some reasonable limitations. A self-adaptive bandwidth allo- 
cation scheme is proposed for achieving high statistically 
multiplexing efficiency. The concept is illustrated in Fig. 3. 
The comparison conditions between the number of data 
stored in the MT buffer and the number of slots reserved for 
CBR VBRrt 
(Video- (MPEG 
phone) video) 
256kbls lOMbls 
1.5Mbls 
8 cells 
5ms 5ms 
0.08ms 0.4111s 
Wait until 
Next time slot 
after transmission 
SLOTS PER FRAME 
FRAME DURATION 
SLOT DURATION 
Transmission and 
keep memation 
20 
17p 
Fig. 3. The concept of bandwidth allocation scheme for VBR tral'fic. 
the MT, give both freedom and limitation to VBR connec- 
tions for using the available wireless bandwidth. In crder to 
decrease the collision probability, all the contentions are con- 
trolled by a permission parameter p :  
p = 1 S / M  
where M denotes the total number of VBR connections. Be- 
fore contention, VBR connections generate a random number 
between 0 and 1. The VBR connection is only allowed to 
contend for an available slot, if the generated random number 
is less than p .  
V. PERFORMANCE 
A simulator has been implemented for evaluating the 
bandwidth allocation scheme. CBR traffic is generated peri- 
odically with little random deviation based on the PCF.. VBR 
traffic is generated using the leaky-bucket as proposed by the 
ATM Forum. Only the MCR of the ABR traffic sowces is 
considered in the simulation. It is assumed that no new call 
arrives and no old user disconnects during the simulation pe- 
riod. Table l shows the QoS requirements used for thi: ATM 
traffic, and Table 2 gives the access system parameters. 
TABLE 1 .  ATM TRAFFIC 00s PARAMETERS 
lOMbls 
l.SMb/s 
8 cells 
TABLE 2. ACCESS SYSTEM PARAMETERS 
INFORMATION CHANNEL RATE I 25Mbls -1 
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Fig. 4. Mean transfer delay for CBR, VBRrt and VBRnrt connections. Fig. 6. Channel utilization versus the packet loss rate of VBRrt connections. 
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Fig. 5. Packet loss rate for CBR and VBRrt connctions. Fig. 7. Required buffer length against the number of VBRrt connections. 
To demonstrate that the protocol can handle all the ATM 
traffic classes at the same time, four kinds of ATM traffic are 
considered. During the whole simulation period, there are 15 
CBR, 18 ABR, and 4 non real time VBR (VBRnrt) connec- 
tions, while the real time VBR (VBRrt) connections are 
added gradually. 
Fig. 4 shows the mean packet transfer delay versus the 
number of VBRrt connections for CBR, VBRrt and VBRnrt 
connections. Since the CBR connections have the highest 
priority, they experience much lower transfer delay than the 
VBR connections, and the delay is almost constant, whereas 
the delay for the VBR connections increases with a rise in the 
number of connections. 
The packet loss rate for CBR and VBR connections against 
the number of VBRrt connections is presented in Fig. 5 .  The 
packet loss rates for VBRnrt and ABR connections are less 
than 10.' at all times. It can be seen that the VBRrt connec- 
tions dominate the performance. When more VBRrt connec- 
tions are served, the heavy traffic load congests the channel, 
because the VBR connections will keep their reservations 
longer and leave very few available time slots for other ATM 
traffic. As seen, this results in a high packet loss rate for CBR 
connections. It is also illustrated in Fig. 5 that if the maxi- 
mum packet loss rate of VBR traffic is 3x104, the proposed 
bandwidth allocation scheme can serve up to 5 MPEG video 
users, 4 video-on-demand users, 15 video-phone users and 18 
internet users at the same time with equivalent QoS guaran- 
tees as those provided by the wireline ATM networks. 
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Fig. 8. Jitter distribution for CBR connections. Fig. 9. Jitter distribution for VBRrt connections 
The channel utilization against the packet loss rate of 
VBRrt connections is given in Fig. 6, to show the efficiency 
of the proposed bandwidth allocation scheme. It is seen that 
when the QoS demands are fulfilled, a channel utilization of 
more than 70% is achieved even though a variety of ATM 
traffic is served together. 
Figure 7 gives the maximum buffer length requirements in 
the MTs as a function of the number of VBRrt connections. 
Since the VBR connections are allowed to reserve more time 
slots per frame, when there are more packets in their buffers, 
they may empty the buffer quickly. Therefore, only very 
short buffer lengths are required. 
Both CBR and VBRrt traffic have stringent jitter (delay 
variation) requirements. The jitter distributions for CBR and 
VBRrt connections are shown in Fig. 8 and Fig. 9, respec- 
tively. For most CBR connections, the jitter is less than 5 
time slots corresponding to 8 5 p ,  and the jitter for VBR con- 
nections is within one frame (20 time slots) corresponding to 
3 4 0 ~ s .  These low jitters values make the seemless extension 
of QoS guaranteed ATM into the wireless domain feasible. 
VI. CONCLUSIONS 
In this paper, we have presented a self-adaptive bandwidth 
allocation scheme for transmitting ATM traffic with guaran- 
teed QoS in the wireless ATM networks. Extensive simula- 
tions have been carried out for evaluating the proposed 
scheme. All the results show that the self-adaptive bandwidth 
allocation scheme can achieve 73% channel utilization with 
guaranteed QoS for multimedia services including video, 
voice and data. It also shows that the proposal makes the ex- 
tension of ATM into the networks much easier. 
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