Abstract. We use the modified Riemannian extension of an affine surface to construct Bach flat manifolds. As all these examples are VSI (vanishing scalar invariants), we shall construct scalar invariants which are not of Weyl type to distinguish them. We illustrate this phenomena in the context of homogeneous affine surfaces.
Introduction
The gravitational field equations in General Relativity arise from the HilbertEinstein functional variation of the metric. Different modifications to General Relativity have been extensively studied in a quest for a quantum theory of gravity. Conformal gravity is a theory of gravity in four dimensions which is invariant under conformal transformations (hence sensitive to angles but not distances). Indeed, any Weyl transformation of the metric, g ij → Ψ
2 (x)g ij , is an exact symmetry of this action. In the simplest form, its action consists of the L 2 -norm of Weyl curvature tensor S conf := d 4 x √ g W 2 (see, for example [16, 17] and the references therein for more information). The field equations of four-dimensional conformal gravity therefore require the vanishing of the Bach tensor.
It is a well known fact that the solutions of Einstein gravity are also solutions of conformal gravity. But conformal gravity has other solutions. Indeed, since the Bach tensor vanishes identically for Einstein metrics and since the Bach tensor is conformally invariant, the conformally Einstein metrics provide a large class of solutions. A more intriguing problem is the construction of strict solutions to conformal gravity, meaning those which are neither conformally Einstein nor half conformally flat. We refer to the work in [14, 15, 18] for examples of strictly Bach flat four-manifolds (see also [1, 2] ). Nevertheless, there is a paucity of Bach flat manifolds which are not conformally Einstein.
A modification of the classical Patterson-Walker Riemannian extension [20] was used in [7] to provide a new source of strictly Bach flat metrics which support gradient Ricci solitons. This construction requires the existence of a background affine surface admitting a parallel nilpotent tensor field, which is a rather restrictive condition (see [5] ). In this paper, we shall generalize the construction of [7] to characterize Bach flat Riemannian extensions of affine surfaces admitting a nilpotent structure. We use the Cauchy-Kovalevski Theorem to show that any such modified Riemannian extension can be locally deformed to a Bach flat one in the real analytic setting. It is worth emphasizing that any real analytic affine surface gives rise to a (locally defined) Bach flat Riemannian extension. We show that all these metrics have vanishing scalar curvature invariants (VSI). For that reason, we shall introduce suitable invariants which are not of Weyl type to distinguish different classes; these invariants are, of course, of interest in their own right.
Let N = (N, g) be a pseudo-Riemannian manifold and let g ∇ be the associated Levi Civita connection. With our sign convention, the curvature operator takes the form R(X, Y ) : ] . Let W be the Weyl conformal curvature tensor, and let ρ be the Ricci tensor. Adopt the Einstein convention and sum over repeated indices. The Bach tensor of N is the conformally invariant, trace-free, and divergence-free symmetric (0, 2)-tensor field given by setting:
We say that N is Bach flat if B = 0. We shall be interested in the case that N has neutral signature (2, 2) . Let M = (M, ∇) be an affine surface. If (x 1 , x 2 ) are local coordinates on M , let (y 1 , y 2 ) be the associated dual coordinates on the cotangent bundle where a 1-form is expressed as ω = y 1 dx 1 + y 2 dx 2 . Let T = T r i ∂ x r ⊗ dx i be a tensor field of type (1, 1) on M (i.e. an endomorphism of the tangent bundle T M ) and let Φ ij be a symmetric 2-tensor on M . The associated modified Riemannian extension
is invariantly defined and independent of the particular system of local coordinates (see, for example, the discussion in [6] ). Let
The space S T is the set of points where T is a scalar multiple of the identity; O T is the complementary space. We will establish the following result in Section 2.
Theorem 1.1. Let M = (M, ∇) be an affine surface, let T be a tensor of type (1, 1), and let Φ be a symmetric 2-tensor. Let N := (T * M, g T,∇,Φ ).
(1) If M = S T , then N is half conformally flat and hence Bach flat.
If T is nilpotent on M and if T (P ) = 0, then there exist local coordinates near P so that T = ∂ x 1 ⊗ dx 2 . The following assertions are equivalent in such a coordinate system.
Remark 1.2. We note that the auxiliary tensor Φ plays no role in the analysis. If
, and so forth. We can express the conditions of Assertion (3b) in the form
for smooth functions c = c(x 2 ) and φ = φ(x 1 , x 2 ). Assertion (1) generalizes a result of [7] which considered Bach flat manifolds in the context of parallel tensor fields T .
If T is a scalar multiple of the identity, then N is half conformally flat. We focus, therefore, on the case T is nilpotent henceforth and assume, unless otherwise noted, that M = O T . We work locally. Fix P ∈ M and a local system of coordinates defined near P . We wish to find 0 = T nilpotent so that N is Bach flat. Since either T 1 2 (P ) = 0 or T 2 1 (P ) = 0, we assume for the sake of definiteness that T 1 2 (P ) = 0. This implies that we may expand T near P in the form
Definition 1.3. We introduce the following operators:
Theorem 1.1 permits us to construct connections so the Riemannian extension is Bach flat once the nilpotent endomorphism is given. We will establish the following result in Section 3 which focuses on the reverse problem of constructing nilpotent endomorphisms so the Riemannian extension is Bach flat once the connection is given; this is, in a certain sense, a more natural question. Suppose M is real analytic. The operator P 1 (ξ) of Definition 1.3 takes the form:
Given a real analytic function ξ 0 (x 2 ), the Cauchy-Kovalevski Theorem shows that there is a unique local solution to the equation P 1 (ξ) = 0 with ξ(0, x 2 ) = ξ 0 (x 2 ). Once ξ is determined, the operator P 2 (ξ, α) of Definition 1.3 takes the form
Given real analytic functions α 0 (x 2 ) and α 1 (x 2 ), there exists a unique local solution to the equation P 2 (ξ, α) = 0 with α(0, x 2 ) = α 0 (x 2 ) and α (1,0) (0, x 2 ) = α 1 (x 2 ). Thus given ∇, there are many nilpotent T so that N is Bach flat in this setting; the auxiliary tensor Φ plays no role in the analysis. In Section 4, we exhibit some specific examples of Bach flat manifolds.
Let 0 = T = T j i (x 1 , x 2 ) be a nilpotent tensor field of type (1, 1) as in Equation (1.b). A straightforward calculation shows that
Therefore, W − is always non-null and the non-symmetry of ρ ∇ guarantees that (T * M, g T,∇,Φ ) is not half conformally flat. In Section 5, we explore the geometry of the Riemannian extension defined by a nilpotent tensor. We say a pseudo-Riemannian manifold N = (N, g) is VSI (vanishing scalar invariants) if all the scalar Weyl invariants (i.e. invariants formed by a complete contraction of indices in the Riemann curvature tensor R ijkℓ and its covariant derivatives) vanish (see [8, 12] and references therein for more information and examples of VSI manifolds). Let τ be the scalar curvature. (
In Example 5.1, we will show that the conditions R 2 = τ 2 = 0 do not suffice to show that T is nilpotent nor does the condition ρ 2 = 0 suffice to show that T is nilpotent. In Section 6, we construct invariants of N which are not of Weyl type. Both invariants rely upon the fact that N is a Walker manifold, i.e. that there exists a parallel totally isotropic 2-plane V. Examples are presented; the auxiliary endomorphism Φ enters for the first time in the analysis.
2. The proof of Theorem 1.1
, then N is half conformally flat [6] , and thus B = 0; this establishes Assertion (1) of Theorem 1.1. In Sections 2.1 and 2.2, we establish the second and third assertions, respectively, of Theorem 1.1. Let B = 0. By Theorem 1.1 (3), we may decompose M = S T∪ O T as the disjoint union of the set of points where T is a scalar multiple of the identity and the set of points where T is nilpotent and has non-trivial Jordan normal form. In the real analytic setting, if O T is non-empty and if M is connected, then O T is dense in M and T is always nilpotent. In Section 2.3, we provide an example in the smooth category where this observation fails.
2.1. The proof of Theorem 1.1 (2) . Let Θ ijkℓ be the coefficient of y i y j in B kℓ . A straightforward computation shows that Θ ijkℓ is a polynomial which is homogeneous of degree 6 in the T u v variables for k, ℓ ∈ {1, 2} and zero otherwise; the Christoffel symbols and their derivatives, the auxiliary endomorphism Φ and its derivatives, and the derivatives of T do not appear in these terms. Consequently, Θ = {Θ ijkℓ } is tensorial. Assume that N is Bach flat. This implies Θ(T ) = 0. We suppose P ∈ O T , i.e. T (P ) is not a scalar multiple of the identity. Let {λ 1 , λ 2 } be the (possibly complex) eigenvalues of T (P ). We can make a complex linear change of coordinates in the {x 1 , x 2 } variables to put T in upper triangular form; this induces a corresponding dual complex linear change of coordinates in the {y 1 , y 2 } variables. This is, of course, just Jordan normal form. Thus we may assume that:
Suppose λ 1 = λ 2 . We compute:
Note that the parameter ε does not appear; these two terms are not sensitive to the precise Jordan normal form but only to the eigenvalues. Since B = 0 and since
If λ 1 = 0, then λ 2 = 0 and Equation (2.c) fails; if λ 2 = 0, then λ 1 = 0 and Equation (2.b) fails. Thus λ 1 = 0 and λ 2 = 0 and we obtain
Subtracting these two identities yields 6λ 
; this term is sensitive to the Jordan normal form. Since T (P ) is not a scalar multiple of the identity, ε = 0. Thus λ 1 = 0 and T (P ) is nilpotent. If we perturb an endomorphism which is not a scalar multiple of the identity, we obtain a similar endomorphism. This shows that O T is open and completes the proof of the second assertion of Theorem 1.1.
The proof of Theorem 1.1 (3)
. Let T be a nilpotent tensor of Type (1,1) on a surface M . Assume T (P ) = 0. Let Z 2 be a non-zero vector field which is defined near P so that T Z 2 = 0. Then Z 1 := T Z 2 spans ker(T ) and
Since {X 1 , X 2 } are linearly independent, we can choose local coordinates so ∂ x 1 = X 1 and ∂ x 2 = X 2 . We then have T = ∂ x 1 ⊗ dx 2 . Suppose B = 0. Examining B 11 yields Γ 11 2 = 0. Examining B 22 yields the remaining relation of Assertion (3b). A direct computation shows that if the relations of Assertion (3b) are satisfied, then the Riemannian extension is Bach flat.
The relation between S T and O
be a smooth real valued function which vanishes to infinite order at x 2 = 0 and which is positive for x 2 = 0. Impose the conditions of Theorem 1.1 (3b) and assume that Γ 11 2 = 0 and (
One may then compute that B = 0 so this yields a Bach flat manifold where the Jordan normal form of T changes at x 2 = 0. Furthermore, if we only assume that α is C k for k ≥ 2, we still obtain a solution; thus there is no hypo-ellipticity present when considering the solutions to the equations B = 0.
The proof of Theorem 1.4
We suppose T is a nilpotent tensor field of type (1, 1). Then Trace(T ) = 0 and det(T ) = 0. If we assume that T 1 2 (P ) = 0, then T has the form given in Equation (1.b). A direct computation shows B(∂ x k , ∂ yj ) = 0 and B(∂ yi , ∂ yj ) = 0, and thus only B 11 , B 12 , and B 22 , where B ij = B(∂ x i , ∂ x j ), are relevant. We observe that
We therefore define Q 1 := B 11 − B 12 ξ, Q 2 := B 11 − B 22 ξ 2 , and Q 3 := 2Q 1 − Q 2 . We may then express Q 3 = −4α 2 (P 1 ) 2 and thus the vanishing of Q 3 is equivalent to the vanishing of P 1 . We set P 1 = 0 and express 1) ). Differentiating this relation permits us to express
. Substituting these relations then yields Q 1 = 0 and Q 2 = 0. Thus only B 11 plays a role. Substituting these relations permits us to express B 11 = −4ξ 2 P 2 , B 12 = −4ξP 2 , and B 22 = −4P 2 . The desired result now follows.
Examples of Bach flat manifolds
A pseudo-Riemannian manifold (N n , g) is said to be (locally) conformally Einstein if every point P ∈ N has an open neighborhood U and a positive smooth function ϕ defined on U such that (U,ḡ := ϕ −2 g) is Einstein. Brinkmann [3] showed that a manifold is conformally Einstein if and only if the equation
has a positive solution. Although the conformally Einstein equation is quite simple, integrating it is surprisingly difficult (see [13] and references therein for more information). It was shown in [10, 11] that any four-dimensional conformally Einstein manifold satisfies
We say that (N, g) is weakly-generic if the Weyl tensor is injective viewed as a map from T N to 3 T N . In this setting, the relations of Equation (4.b) suffice to imply (N, g) is conformally Einstein.
The existence of a null distribution V on a four-dimensional pseudo-Riemannian manifold of neutral signature defines a natural orientation. This orientation is characterized by the fact that if {u, v} is any basis for V, then the bivector u ∧ v is self-dual (see [9] ).
Let π : T * M → M be the natural projection. Then V := ker π * is a null distribution. We give T * M the orientation induced by V; self-duality and antiself-duality are no longer interchangeable in this context. For the remainder of this section, let N := (T * M, g T,∇,Φ ) be the Riemannian extension.. We define a local orthonormal frame of signature (+ + −−) for the tangent bundle by setting:
be the spaces of self-dual and anti-self-dual 2-forms. Let
(e 12 ± e 34 ),
(e 14 ∓ e 23 ).
Then {E
2 ) be a nilpotent tensor field of type (1, 1) which has the form given in Equation (1.b) . A straightforward calculation shows that
Since N is not weakly-generic, we must work directly with Equation (4.a). Let
Consequently any solution of Equation (4.a) has the form ϕ = ιX + ψ • π, where ιX is the evaluation of a vector field X = A∂ x 1 + B∂ x 2 on M and ψ ∈ C ∞ (M ).
4.1.
The locally homogeneous setting. An affine surface M = (M, ∇) is said to be locally homogeneous if given any two points of M , there is a local diffeomorphism from a neighborhood of the first point to a neighborhood of the second commuting with ∇. Opozda [19] has classified the local geometry of such structures dividing them into three classes; the classes are not exclusive and we refer to [4] for further details.
Theorem 4.1 (Opozda) . Let M = (M, ∇) be a locally homogeneous affine surface which is not flat. Then at least one of the following three possibilities holds which describe the local geometry:
(A) There exists a coordinate atlas so the Christoffel symbols Γ ij k are constant. (B) There exists a coordinate atlas so the Christoffel symbols have the form
∇ is the Levi-Civita connection of a metric of constant Gauss curvature.
We now provide some examples of Bach flat manifolds where the underlying affine structure is homogeneous. define a type A affine surface. The Ricci tensor of ∇ is −(dx 1 − dx 2 ) 2 so this structure is not flat. We can exhibit nilpotent tensor fields of Type (1,1) which give rise to Bach flat structures as follows. If α i ∈ C ∞ (R), let
The endomorphisms T andT lead to Bach flat manifolds.
We now use Theorem 1.1 to construct Bach flat manifolds. Note that the Ricci tensor of any Type A structure is symmetric. One has that ϕ −2 g T,∇,Φ is Einstein, and thus N is conformally Einstein. Next suppose Φ = 0, Γ 11 1 = Γ 11 2 = 0, and Γ 12 2 = 0. One has
A straightforward calculation shows that the possible conformal factors have the form ϕ = κ e
2 where κ ∈ R . In this situation,
2 ∂ x 1 , we have ∇T = 0 in this case.
Example 4.4. Let ∇ be a Type B structure on R + × R. This means that the Christoffel symbols of ∇ take the form Γ ij k = (
defines an action of the "ax + b" group on such structures and modulo such an action, we may assume T takes one of the following two forms:
(1) T = ∂ x 1 ⊗ dx 2 . A direct computation shows that N is Bach flat if and only if C 11 2 = 0 and ( (1) Suppose C 11 2 = 0 and C 11 1 = 1. We note that ∇T = 0 in this case since
Further assume that ρ ∇ is not symmetric (i.e. C 12 1 + C 22 2 = 0). Then N is not half conformally flat. A straightforward calculation shows that any solution of the conformally Einstein equation (4.a) takes the form ϕ = (x 1 )
2−C12
2 P (x 2 ). In this setting 2( 
The possible conformal factors take the form ϕ = x 1 P (x 2 ) where 2P
′′ (x 2 ) + A(x 2 )P (x 2 ) = 0 and 2C
then N is conformally Einstein if and only if the deformation tensor Φ satisfies Φ
) and the conformal factor satisfies ϕ = κ(x 1 )
2−C12
2 where κ ∈ R. (2) Suppose C 11 2 = 0 and C 12 2 = C 11 1 . In this case ∇T is determined by
1 + C 22 2 = 0, then N is not half conformally flat and, moreover, any solution of (4.a) takes the form ϕ = (x 1 )
. In such a case,
Suppose ρ ∇ is not symmetric. If C 22 2 = C 12 1 , then N is strictly Bach flat. On the other hand, if C 22 2 = C 12 1 then a straightforward calculation shows that N is conformally Einstein if and only if
and any possible conformal factor takes the form ϕ = (x 1 )
Case (2) Suppose C 22 1 = 0 and C 22 2 (C 12 1 − C 22 2 ) = 0. The Ricci tensor ρ ∇ is symmetric if and only if C 12 1 = 0. Again, we distinguish cases.
(1) Suppose C 22 1 = 0, C 22 2 = 0, and ρ ∇ is not symmetric (i.e. C 12 1 = 0). Then N is not half conformally flat. Moreover, a straightforward calculation shows that the solutions of Equation (4.a) take the form ϕ = e −Γ12 1 x 2 P (x 1 ). In such a case,
so N is strictly Bach flat. Moreover, ∇T = 0 since (
, and the Ricci tensor ρ ∇ is non-symmetric. Then N is not half conformally flat. The possible conformal factors take the form ϕ = e 
We consider the nilpotent endomorphism T 1 1 = 0, T 2 2 = 0, T 2 1 = 0, and T 1 2 = e f . This yields Bach flat manifold if and only if
In particular, any function f = f (x 2 ) will work in this instance.
Example 4.6. We now impose further relations interchanging the roles of the indices to specialize the remaining 3 Christoffel symbols:
Then in addition to the solution of Example 4.5 we have ef ∂ x 2 ⊗ dx 1 where
5. The proof of Theorem 1.5
Thus Assertion (1) of Theorem 1.5 implies Assertions (2) and (3). In Section 5.1, we will show Assertion (2) or Assertion (3) imply Assertion (4), i.e. R 2 = ρ 2 = 0 or ρ 2 = τ = 0 implies T is nilpotent. In Example 5.1, we exhibit a structure where R 2 = τ 2 = 0 and T is not nilpotent. We will also exhibit a structure where ρ 2 = 0 and T is not nilpotent. Although the fact that T is nilpotent implies N is VSI follows from the results in [8, 12] , we include a direct proof in Section 5.2 for sake of completeness.
Vanishing scalar invariants.
A direct computation shows that τ is a quadratic polynomial in the components of T and that R 2 and ρ 2 are fourth order polynomials in the components of T ; the other variables do not enter. Let {λ 1 , λ 2 } be the eigenvalues of T . We make a complex linear change of coordinates in the (x 1 , x 2 ) variables to put T (P ) in upper triangular form of Equation (2.a). The parameter ε plays no role and we obtain at P that
2 . Assertion (2) implies Assertion (4). Assume R 2 = 0 and ρ 2 = 0. If the eigenvalues are real, then the vanishing of R 2 implies λ 1 = 0 and λ 2 = 0 so T is nilpotent. Thus we assume the eigenvalues are complex so λ 2 =λ 1 = 0. Set λ 1 = re iθ and λ 2 = re −iθ for r = 0. The equations in question are homogeneous so we may assume without loss of generality r = 1. We have
Dividing this equation by λ 1 λ 2 yields 0 = 2λ
. Setting λ 1 = e iθ and λ 2 = e −iθ we obtain 0 = e 4iθ + 1 + e −4iθ so cos(4θ) = − Example 5.1. Let r(x 1 , x 2 ) > 0 be an arbitrary smooth function and let θ be constant. Set
Of particular interest is the fact that R 2323 = −1. Let o(·) be the maximal order of an expression in the dual variables {y 1 = x 3 , y 2 = x 4 }. Thus if o(·) = 0, these variables do not occur, if o(·) = 1, the expression is linear in the variables {x 3 , x 4 }, and so forth. In other words, we define o(x 3 ) = o(x 4 ) = 1 and extend o to a derivation. If o(R ijkℓ ) = 2, then R ijkℓ is at most quadratic in {x 3 , x 4 }; if o(R ijkℓ ) = 1, then R ijkℓ is at most linear in {x 3 , x 4 }; and if o(R ijkℓ ) = 0, then R ijkℓ does not involve {x 3 , x 4 }. We have
We define the defect by setting
In brief, we count, with multiplicity, each lower index '1' or '2' with a −1 and '3' or '4' with a +1 and reverse the sign for upper indices. This will play an important role in contracting indices subsequently. We then set x = o + d and compute: Proof. Let R ijkℓ = 0. By Equation (5.c), x(R ijkℓ ) ≤ 0 with equality if and only if R ijkℓ = ±R 2323 . This establishes the result if ν = 4. Next we suppose ν = 5 and examine g ∇R. Suppose R i1i2i3i4;n is non-zero as a polynomial formula and that x(R i1i2i3i4;n ) ≥ 0. We argue for a contradiction. We expand
There are several possibilities that can ensure R i1i2i3i4;n is potentially non-zero as a polynomial formula which we examine seriatim.
If n ∈ {3, 4}, then necessarily o(R i1i2i3i4 ) > 0 to ensure R i1i2i3i4 in fact depends on (x 3 , x 4 ). Thus R i1i2i3i4 = R 2323 . We have
Thus in any event, x(R i1i2i3i4;n ) < 0 which contradicts our initial assumption.
Case 2. Suppose g Γ ni1 a R ai2i3i4 ≥ 0 for some a; the remaining 4 cases involving g Γ ni2 a R i1ai3i4 , g Γ ni3 a R i1i2ai4 , and g Γ ni4 a R i1i2i3a are similar. As 0 ≥ x( g Γ ni1 a ) and 0 ≥ x(R ai2i3i4 ),
Thus x( g Γ ni1 a ) = 0 and x(R ai2i3i4 ) = 0. By Equation (5.c),
} so a ∈ {1, 4}. This is not possible.
We conclude that if R i1i2i3i4;i5 = 0, then x(R i1i2i3i4;i5 ) < 0. The argument for g ∇ ℓ R for ℓ ≥ 2 now proceeds by induction; we do not have the additional complexity involved in considering variables R i1i2i3i4;i5...iν where x(R i1i2i3i4;i5...iν ) = 0.
Let W be a Weyl scalar invariant formed from the curvature tensor and its covariant derivatives. By equation (5.b), we can contract an index '1' against an index '3' and an index '2' against an index '4'. We can also contract indices {3, 4} against {3, 4}. Thus if A = R i1i2i3i4;i5...iν . . . is a monomial, then
The inequality can, of course, be strict as we can also contract an index 3 or 4 against an index 3 or 4. Thus d(A) ≥ 0. Since o(A) ≥ 0, this implies x(A) ≥ 0. By Lemma 5.3, x(A) ≤ 0. Consequently, x(A) = 0 so A is a power of R 2323 . As we can not contract an index '2' against an index '3', W = 0.
Invariants which are not of Weyl Type
Let M = (M, ∇) be an affine surface, let T be nilpotent, and let
be the associated VSI Riemannian extension. We do not impose the condition that N is Bach flat. We begin by decomposing the curvature of R g and the associated Ricci tensor. Choose coordinates so T = ∂ x 1 ⊗dx 2 and keep the notation of Section 5 so that y 1 = x 3 and y 2 = x 4 . Let {R, ρ} be the curvature operator and Ricci tensor of N and let {R ∇ , ρ ∇ , ρ ∇ a , ρ ∇ s } be the curvature operator, Ricci tensor, alternating Ricci tensor, and symmetric Ricci tensor of M. Let V := Span{∂ x3 , ∂ x4 } be the "vertical" and let H := Span{∂ x 1 , ∂ x 2 } be the "horizontal" space. These are, of course, not invariantly defined. We may then decompose
The following result follows by a direct computation.
It is obvious from the discussion given above that β 1 and β 2 are isometry invariants of N where defined. Generically, β 1 and β 2 are very complicated expressions which involve non-trivial dependence on the fiber variables and which involve the endomorphism Φ.
Example 6.3. Let M be a Type A-surface. Since the Ricci tensor is symmetric, β 1 = 0 whenever defined and β 2 is not defined. Let T = ∂ x 2 ⊗ dx 1 . Proceeding in a completely analogous way as in Lemma 6.1, one constructs the invariants β 1 and β 2 . Example 4.4 now leads the following two possibilities.
(1) Suppose C 22 1 = 0, C 22 2 = 0, and ρ H is non-degenerate. One then has that β 1 = (C In contrast with the previous cases, β 1 is constant while β 2 is never constant. This observation perhaps can be useful in studying when a general Walker manifold is one of our special examples. All of these are pull-backs of similar identities on the base.
