Abstract-In this paper, a loan default prediction model is constricted using three different training algorithms, to train a supervised two-layer feed-forward network to produce the prediction model. But first, two attribute filtering functions were used, resulting in two data sets with reduced attributes and the original data-set. Back propagation based learning algorithms was used for training the network. The neural networks are trained using real world credit application cases from a German bank datasets which has 1000 cases; each case with 24 numerical attributes; upon, which the decision is based. The aim of this paper was to compare between the resulting models produced from using different training algorithms, scaled conjugate gradient backpropagation, Levenberg-Marquardt algorithm, One-step secant backpropagation (SCG, LM and OSS) and an ensemble of SCG, LM and OSS. Empirical results indicate that training algorithms improve the design of a loan default prediction model and ensemble model works better than the individual models.
I. Introduction
Credit risk is one of the most studied and researched areas in banking. The loan default predicting model makes use of analysis techniques that use the current and historic information of the credit customer to make prediction about the credit customer ability to pay back on time [2] . An accurate consumer loan default detection system is an important reason for the bank profitability. Although techniques of credit measurement had advanced still it is a large risk [1] . The main aim of this paper is applying three different neural network-training algorithms; on a German bank real world credit application cases datasets, to produce a loan default prediction model. The original dataset has 1000 cases; each case with 24 numerical attributes. The creditability of a customer for loan giving depend on several parameters, such parameters include credit history, Installment rate, employment …etc. Another aim of this paper is to test benefit of using attribute filter on the model accuracy and develop an ensemble model by combining the outputs of the three different learning methods. The remaining part of this paper is organized as follows. Section 2 provides a summary of related work and short definitions of data mining techniques used. Section 3 describes the methods and ways of applying the used technique. Section 4 describes the data used in the study and introduces the results of the experiment. Section 5 discusses the results of the experiment and Section 6 concludes this paper.
II. Related Works
Angelini et al. [1] used a feed-forward neural network with classical topology and a feed-forward neural network with ad hoc connections, justifying their use of neural network that it is one of the best methods to design a prediction model. In their experiments, data of 76 small businesses from a bank in Italy were used. The conclusions reached that both methods produced efficient models that can correctly predict default with low error.
Tsai et al. [2] produced loan default prediction model using advanced Data Envelopment Analysis Discriminant Analysis (DEA-DA), the statistics-oriented discriminant analysis (DA), logistic regression (LR), and the neural networks (NN). A comparison was done between all these methods, using the accuracy percentage and found that DEA-DA and NN produced the best prediction models.
Akkoç [3] , used a three stage hybrid Adaptive Neuro-Fuzzy Inference model, which is combination of statistics and Neuro-Fuzzy. A 10-fold cross was used for validation and a comparison with traditional models show that the produced model is much better.
Credit risk or loan default is considered part of CRM (customer relationship management). Jafarpour and Garvandani [4] showed the importance of the use of CRM system in banks, taking Iranian banks as an example. The suggested banking CRM model is based on relation between banks and customers dimensions through different relationship channels, which cause improvement in loyalty, life cycle and lifetime value of a customer. A Table and formula is designed that banks can use them to find their customers who can change to higher-level customers and can invest on them to change such customers to more loyal and profiTable customers. However it was not explained well how this Table and formula were designed and which technique was used.
Rani and Loshma [5] presented a framework of an evolving information system based on knowledge from data mining, and 978-1-4673-6232-0/13/$31.00 ©2013 IEEE has discussed the framework by focusing on knowledge of classification. Their main focus was to research customer classification and prediction in Customer Relation Management concerned with data mining based on Back propagation technique. However back propagation can be time demanding but the use of multicore computers can solve the problem.
Ngai et al. [6] identified eighty seven articles related to application of data mining techniques in CRM, and published between 2000 and 2006. The majority of the reviewed articles relate to customer retention. The classification model is the most commonly applied model in CRM for predicting future customer behaviors. They also stated that neural networks were used in a wide range of CRM domains. However this study has some limitations, it surveyed articles published between 2000 and 2006.
Hsu and Hung [7] illustrated that support vector machine (SVM) is suiTable for the bank credit rating classifications. Furthermore, if the data samples increases and applied normal correlation significant test, or adopt other feature selection approach, the SVM predicting accuracy may increase, to make it more effective in rating issues such as the bank credit rating. As for multiple discriminate analysis (MDA), although it has the lowest training errors, it is likely to result in over-fitting, which caused the testing accuracy not accepTable. General if well chosen, feature selection approach improve the model accuracy.
This real world dataset, which classifies credit applicants described by a set of attributes as good or bad credit risks, has been successfully used for credit scoring and evaluation systems in many previous works [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] .
ConsistencySubsetEval (CFs) "assesses each attribute predictive ability individually and degree of redundancy among the attributes, preferring sets of attributes that are highly correlated with the class but have low inter-correlation. An option iteratively adds attributes that have the highest correlation with the class, provided that the set does not already contain an attribute whose correlation with the attribute in question is even higher. ConsistencySubsetEval evaluates attribute sets by the degree of consistency in class values when the training instances are projected onto the set. The consistency of any subset of attributes can never improve on that of the full set, so this evaluator is usually used in conjunction with a random or exhaustive search that seeks the smallest subset whose consistency is the same as that of the full attribute set" [24] .
PLsFilter "performs partial least square regression over the given instances and computes the resulting beta matrix for prediction" [24] .
III. Methodology
An Artificial Neural Network (ANN) is characterized by the network architecture, the connection strength between pairs of neurons (weights), node properties, and updating rules. The updating or learning rules control weights and/or states of the processing elements. The network is initially randomized to avoid imposing any of our own prejudices about an application on the network. The training patterns can be thought of as a set of ordered pairs {(x 1 , y 1 ), (x 2 , y 2 ), … , (x P , y P )} where x i represents an input pattern and y i represents the output pattern vector associated with the input vector x i .
Most of the ANN training algorithms use the gradient of the function to determine how to adjust the weights to minimize performance. The gradient is determined using a technique called backpropagation, which involves performing computations backwards through the network. One iteration of this algorithm can be written as:
where k x is a vector of current weights and biases, k g is the current gradient, and k  is the learning rate.
In the Conjugate Gradient Algorithm a search is performed along conjugate directions, which produces generally faster convergence than steepest descent directions. A search is made along the conjugate gradient direction to determine the step size, which will minimize the performance function along that line. The Scaled Conjugate Algorithm (SCG) was designed to avoid the time consuming the line search. The key principle is to combine the model trust region approach with the conjugate gradient approach [22] .
In a Quasi -Newton method (or secant), an approximate Hessian matrix is updated at each iteration of the algorithm. The update is computed as a function of the gradient. The One Step Secant (OSS) method is an attempt to bridge the gap between the computational complexity of conjugate gradient algorithms and the storage and computation in each iteration requirement in the QuasiNewton algorithm. This algorithm does not store the complete Hessian matrix, it assumes that at each iteration the previous Hessian was the identity matrix [23] . Levenberg-Marquardt (LM) algorithm was designed to approach second order training speed without having to compute the Hessian matrix. When the performance function has the form of a sum of squares, then the Hessian matrix can be approximated to
and the gradient can be computed as e J g T  , where J is the Jacobian matrix, which contains first derivatives of the network errors with respect to the weights, and e is a vector of network errors. The LM algorithm uses this approximation to the Hessian matrix in the following Newtonlike update [23] :
When the scalar μ is zero, this is just Newton's method, using the approximate Hessian matrix. When μ is large, this becomes gradient descent with a small step size.
IV. Data Pre-processing and Experimental Setep
A. Data description A German bank real world credit application cases datasets consists of 20 attributes (7 numerical, 13 categorical). The categorical attributes were coded to form 24 attributes. The number of instances is1000. The last attribute (21st in the original dataset and 25th in the coded data set) is the output "should the customer be granted the loan, yes/no". Table (I) shows the attributes in the original dataset they did not change much in the coded dataset only few attributes were broken into two or more attributes so they could be represented numerically. 
B. Data Cleaning and Preparation
The first step in data preparation was a descriptive statistics of the data shown in Table (II) . The second step is to check for missing values or extreme values because if found they could affect the results of the experiment. As seen in the above Table  there is no extreme values were found, since all the StdDev valves are relatively small. Also no missing valves were found in the dataset. The third step is to normalize the data; all the attributes were scaled to real numbers in the interval (0, 1). The normalization is important step before the use of neural network.
C. Experimental setup
A two-stage experiment was designed. In the first stage, two-attribute filtering functions (PLsFilter) and (ConsistencySubsetEval) were implied on the dataset, resulting in three different datasets. The original dataset with 24 attributes the second with 20 attributes and the third with 9 attributes. The role of attribute selection is to reduce the amount of data processing. Some data may not be useful, thus can be eliminated. This has the advantage of memory needs reduction, processing time reduction and improving the model [8] .
In the second stage of the experiment a supervised two layer feed forward network, with sigmoid hidden neurons and output neurons was used. Back propagation learning algorithm was used for the network. After a trial and error approach by varying the number of neurons from 10 (default) to fifty, we finalized the architecture with 25 neurons. The input layer has 24 neurons, 20 neurons and 9 neurons. The output layer has 1 neuron. The network will be trained using SCG, OSS and LM algorithms. We use a default split of 60% data for training, 20% for testing, and the remaining 20% for validation. We used 10000 epochs. Join the output of the three models of each dataset to produce another three ensemble models. Two attribute filtering functions were applied on the original 24 attribute dataset (DS1). PLsFilter was used on the original dataset and the result was a 20-attribute dataset (DS2). Then another attribute selection function was applied CfsSubsetEval, and the result was 9 attribute dataset (DS3).
The number of hidden neurons was adjusted starting from 10 up to 50, and the resulting networks were compared. Then the percentage of data allocated for testing and validation was changed from 15% up to 35%, observing the improvement in the accuracy percentage. A neural network with 25 hidden neurons was chosen, since it gives meaningful result with reasonable computational cost. The datasets were split 60% for training and 40% for testing and validation. The neural network models final parameters are as follows; input layer neurons are 24, 20 and 9 respectively, hidden layer neurons 25, output neuron 1, maximum allowed iteration 10000 which was seen as suiTable size, training to validation and testing ratio 60% to 40% and training algorithms (LM, SCG and OSS). These models were run on three datasets (DS1, DS2 and DS3). For each one of the datasets three neural networks are modeled each one using one of the three training algorithms which are studied in this paper. The experiment layout is shown in Figure 1 . Table 3 . In this experiment we have 9 models for each one of this model the accuracy percentages are calculated. These percentages are recorded in Table 4 . After that three models were produced the output of the three models are combined as illustrated in Figure 2 . If all three output agree then it is taken as the output of the ensemble model, if not then the output of the model with the higher weight is taken as the output of the ensemble model. The accuracy percentages of these three models were again calculated. The results are shown in Table 5 .
Attribute
In Tables 4 and 5 , non-default % is the percentage of non-default consumers that were correctly predicted, default% is the percentage of default consumers that were predicted correctly and the accuracy% is the total percentage. Table 3 it is clear that OSS is the slowest of the three algorithms (13:35, 13:13 and 5:55), which mean that it is the most computationally expensive. The LM algorithm has the higher R (0.77, 0.84, and 0.83), making it very suiTable for models that use regression. SCG algorithm is had the highest R for DS1 making it more suiTable for larger datasets. The accuracy percentage is the best parameter for comparison between the nine models. The best of the datasets is DS2 ( 92%, 89%, 84%) showing that the (PLsFilter) filtering function is the better filtering function which is logical since the other filtering function (ConsistencySubsetEval) produced a very small number of attributes. LM models are the best (83%, 92%) except in DS3 (78%). The results up to this stage show that the best model is that using (PLsFilter) filtering function and LM algorithm (92%). All three ensemble models gave much better results than all previous models (89%, 97%, 86%). The best of all these three models is the ensemble model of DS2 (97%).
VI. Conclusions
This paper presented an investigation of the use of supervised neural network models for customer loan default prediction under different training algorithms scaled conjugate gradient backpropagation, Levenberg-Marquardt algorithm and One-step secant backpropagation (SCG, LM and OSS). This paper also compared between two filtering functions and evaluation of the ensemble models. Several parameters were used in the experiment to do this comparison; training time , iteration, MSE and R. The slowest algorithm was OSS. The best algorithm was LM because it had the largest R.
The accuracy percentages of all models were calculated. First the filtering function was applied on the original dataset producing another two datasets. Then for each dataset three supervised neural network models, each one using different training algorithms. The results in Table 4 shows that LM algorithm and (PLsFilter) filtering function gave the best model. The ensemble models accuracy percentage were calculated and recorded in Table 5 , showing that the ensemble model of the three algorithms (LM, OSS and SCG) of dataset (DS2) was the best model.
