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Abstract
In this paper we ascertain the blow-up rate of the large solutions of a class of sublinear
elliptic boundary value problems with a weight function in front of the nonlinearity that
vanishes on the boundary of the underlying domain, O; at different rates according to the
point of the boundary, xNA@O: All previous results in the literature assumed the decay rate of
the underlying weight function to be the same at any point of @O: This hypothesis
substantially simpliﬁed the mathematical analysis of the problem, as it allowed constructing
global sub and supersolutions in an open neighborhood of @O: Obtaining general results
requires localizing at each particular point of the boundary, making particularly involved the
mathematical analysis of the problem.
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1. Introduction
In this work we characterize the blow-up rate of the regular positive solutions
(strong solutions) of the singular boundary value problem
Du ¼ VðxÞu  aðxÞup in O;
u ¼N on GN;
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where GNa| is an open and closed subset of @O and
GB :¼ @O\GN:
These solutions will be refereed to as the positive large solutions of
Du ¼ VðxÞu  aðxÞup in O ð1:2Þ
subject to the boundary operator B on GB: Most precisely, by a large solution of




Subsequently, O is a bounded domain of RN ; NX1; with boundary @O of class C2;
VALNðOÞ; p41; and aACð %O;RþÞ\f0g; Rþ :¼ ½0;þNÞ: Moreover, B stands for the
boundary operator
Bu :¼ u on G
0
B;
@nu þ bu on G1B;
(
ð1:3Þ
where G0B and G
1
B are two disjoint open and closed subsets of GB such that GB ¼
G0B,G1B; bACðG1BÞ; and nAC1ðG1B;RNÞ is an outward pointing nowhere tangent
vector ﬁeld. Necessarily, GN; G0B and G
1
B possess ﬁnitely many components. Note
that B is the Dirichlet boundary operator on G0B; denoted in the sequel by D; and the
Neumann or a ﬁrst-order regular oblique derivative boundary operator on G1B: It
should be pointed out that either G0B or G
1
B might be empty, or both simultaneously.
Throughout the rest of this paper, n : @O-RN ; x/nx; stands for the outward unit
vector ﬁeld to O: The main result of this paper reads as follows:
Theorem 1.1. Suppose there exist






g ¼ 1: ð1:4Þ
Then, for each oA 0; p
2
 
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where
a :¼ gþ 2
























vðxÞ ¼ 1 ð1:9Þ
for any pair ðu; vÞ of positive solutions of (1.1). Moreover, if (1.7) is true and there exist






¼ 1 uniformly in xNAGN; ð1:10Þ
then, (1.8), and hence (1.9), holds uniformly in GN ¼ @O; with
b ¼ bðxNÞ and a ¼ gðxNÞ þ 2
p  1 :
Therefore, the problem
Du ¼ VðxÞu  aðxÞup in O;
u ¼N on @O

ð1:11Þ
possesses a unique positive solution if aðxÞ40 for each xAO:
Theorem 1.1 is a substantial sharp improvement of Du and Huang [13, Theorem
2.1] and Garcı´a-Melia´n et al. [16, Theorem 1], where it was assumed that
aðxÞ ¼ b½distðx; @OÞ
g½1þ r distðx; @OÞ þ oðdistðx; @OÞÞ
 as distðx; @OÞr0





g ¼ 1 uniformly in xNA@O;
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while, in the present paper, the weight function aðxÞ is allowed decaying to zero on
GN with arbitrary rates, depending upon the particular point, or region, of GN;
which might have several components. Hence, aðxÞ might exhibit several different
decays at @O: Such a possibility was not allowed in the previous two references.
Actually, the proofs of the main results in those references cannot be applied to cover
our general situation.
All these results are substantial extensions of the pioneering founds by Loewner
and Nirenberg [21], Kondratiev and Nikishin [20], Bandle and Marcus [4–6], Marcus
and Veron [24], and Ve´ron [29], who exclusively treated the very special case when
aðxÞ is bounded away from zero in %O: In this special case, large positive constants
provide us with a priori bounds for the positive solutions of the underlying
homogeneous Dirichlet boundary value problem. When aðxÞ decays to zero
somewhere in %O; as it occurs in the case we are dealing with, live is much harder
as large positive constants are not supersolutions anymore, and, in general, the a
priori bounds of the positive solutions of those underlying problems are lost (cf.
[14,15,23,18], as well as the pioneering works by Keller [19], Osserman [26], Brezis
and Oswald [7], Ouyang [27], and Del Pino [12]).
As claimed by Theorem 1.1, the blow-up rates of the large solutions depend upon
the precise decay of aðxÞ on each of the corresponding points of @O; and,
hence, in order to prove Theorem 1.1, one cannot adapt the strategy of proof
adopted in [13,16], where a global construction of some adequate sub and
supersolutions was carried out. Instead of that, in our general case one must use a
localization method at each speciﬁc point of the boundary where (1.4) is satisﬁed.
Our localization method consists in constructing a global subsolution and a local
supersolution supported on that particular point of the boundary and having the
adequate growth rate.
We must emphasize that the proof of Theorem 2.2 in [13], where a particular case
of Theorem 1.1 was obtained, might be fraught with difﬁculties. In fact, it seems to
contain some serious gaps, since the uniqueness of the large solution was
incorporated in its proof and, simultaneously, the uniqueness was obtained as a
consequence from (1.9).
This paper is distributed as follows. In Section 2, by means of a direct one-
dimensional calculation, we ascertain the growth rate of the large solution in terms
of the decay rate of aðxÞ: Although such calculation is rather simple, we are including
it here because we have missed it in [13,16]; it will be really helpful for the interested
reader. In Section 2, we collect some comparison principles that will be useful in the
proof of Theorem 1.1. In Section 3, we show the existence of large solutions for two
special radially symmetric problems. Although such results follow straight ahead
from the main theorem of Du and Huang [13], we have decided including our speciﬁc
proofs here because in such a way our paper will be completely self-contained. All
those results conform the basic cells used in Section 4 for building up a proof of
Theorem 1.1.
For the information of the reader, this paper was submitted on January 18th 2002
and the referee’s report was received on May 23th 2003. During this period, several
other papers and notes have appeared in other journals which deal with similar but
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distinct problems; namely, Cirstea and Radulescu [9–11], and Marcus and Ve´ron
[25]. Some results in the same spirit, though in a different context, can be found
in [28].
2. A natural way of ﬁnding out the blow-up rate
In one space dimension, N ¼ 1; as well as in the radially symmetric case, the fact
that (1.4) entails (1.5) follows in a very natural manner. Suppose that we want
ascertaining the blow-up rate at R40 of the following one-dimensional singular
boundary value problem







where, for some gX0;
aðxÞ ¼ bðxÞðR  xÞg; xAð0; RÞ; bðRÞa0:
Then, the change of variable
uðxÞ ¼ ðR  xÞacðxÞ; xA½0; R
;
where a40 has to be determined, transforms (2.1) into the differential equation
ðR  xÞac00ðxÞ þ 2aðR  xÞa1c0ðxÞ þ aðaþ 1ÞðR  xÞa2cðxÞ
¼ bðxÞðR  xÞgapcpðxÞ  VðxÞðR  xÞacðxÞ ð2:2Þ
subject to the boundary conditions
cð0Þ ¼ 0; cðRÞAð0;NÞ;
so that a provides us with the exact blow-up rate of u at R: Multiplication by
ðR  xÞaþ2 transforms (2.2) into
ðR  xÞ2c00ðxÞ þ 2aðR  xÞc0ðxÞ þ aðaþ 1ÞcðxÞ




ðR  xÞ2c00ðxÞ ¼ lim
xsR
ðR  xÞc0ðxÞ ¼ 0;
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one is driven to impose
g ap þ aþ 2 ¼ 0; aðaþ 1ÞcðRÞ ¼ bðRÞcpðRÞ;
and, therefore,
a :¼ gþ 2





in complete agreement with the statement of Theorem 1.1.
3. Some preliminary results
In this section we collect some of most important comparison results that we are
going to use in the proof of Theorem 1.1. Among them, some have a great interest in
their own right. Subsequently, for any qAð1;NÞ; we will denote




As an immediate consequence from the abstract theory developed by Amann in [2,3],
the following result is satisﬁed.
Theorem 3.1. Let gBACðGBÞ; gNACðGNÞ; q4N; and
%







up and  D %uXVðxÞ %u  aðxÞ %up in O;
B
%
upgBpB %u on GB and
%
upgNp %u on GN;
and
%
up %u in O:
Then, the problem
Du ¼ VðxÞu  aðxÞup in O;
u ¼ gN on GN;
Bu ¼ gB on GB
8><
>: ð3:1Þ
possesses a solution uAW 2BðOÞ in between %u and %u:
As an easy consequence from Theorem 3.1, the following substantial extension of
[16, Lemma 4] holds. It should be noted that B is a very general boundary operator
of non-classical type, since b is allowed to change sign.
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Theorem 3.2. Let q4N and
%







up and  D %uXVðxÞ %u  aðxÞ %up in O;
B
%
up0pB %u on GB;
lim
distðx;GNÞr0 %





up %u in O:
Then, (1.1) possesses a solution uAW 2B;locðOÞ in between %u and %u:
Proof. For each nX1 sufﬁciently large, say nXn0; we consider




n0X1 must be chosen in such a way that @On is of class C2 and




for each nXn0: Then, thanks to Theorem 3.1, for each nXn0 the problem
Du ¼ VðxÞu  aðxÞup in On;
u ¼ ð
%
u þ %uÞ=2 on @On\GB;
Bu ¼ 0 on GB
8><
>: ð3:2Þ
possesses a solution unAW 2BðOnÞ such that
%
ujOnpunp %ujOn in On: ð3:3Þ
Thanks to (3.3), combining the results of [1] together with the Ascoli-Arzela´ theorem
gives the existence of a subsequence of fungnXn0 ; say funmgmX1; for which
lim
m-N
jjunm  u0jjCð %On0 Þ ¼ 0
for some solution u0 of (3.2) in On0 : Now consider the new sequence funm jOn1gmX1:
The previous argument also shows the existence of a subsequence of funm jOn1gmX1;
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labeled again by nm; such that, for some u1ACð %On1Þ;
lim
m-N
jjunm  u1jjCð %On1 Þ ¼ 0:
Necessarily, u1jOn0 ¼ u0: Repeating this procedure inﬁnitely many times, the
pointwise limit of the diagonal sequence provides us with a solution satisfying all
required conditions. &
Finally, the next results follows easily by adapting the theory developed in
[8,22,23].
Theorem 3.3. Suppose gBACðGBÞ; gNACðGN;RþÞ and (3.1) admits a non-negative
solution ua0: Then, uðxÞ40 for each xAO and @nuðxÞo0 for any xA@O such that
uðxÞ ¼ 0: Moreover, the positive solution is unique, and if we denote it by y and
%
u (resp.
%u) is a non-negative subsolution (resp. supersolution) of (3.1), then
%
upy (resp. yp %u).
Proposition 3.4. Suppose (1.1) possesses a non-negative solution, say y: Then, the
problem
Du ¼ VðxÞu  aðxÞup in O;
u ¼ gN on GN;
Bu ¼ 0 on GB
8><
>: ð3:4Þ
possesses a unique non-negative solution for each gNACðGN;RþÞ: Let denote it by
ugN : Then, ugNpy: Furthermore,
yL :¼ lim sup
infGNgNsN
ugN
provides us with the minimal positive solution of (1.1).
4. Two auxiliary radially symmetric problems
The main result of this section is the following. Subsequently, we denote by BRðzÞ
the ball of radius R centered at z:
Theorem 4.1. Consider the singular problem
c00  N  1
r
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where R40; lAR; p41; gX0; and bACð½0; R
; ð0;NÞÞ: Then, for each e40 the
problem (4.1) possesses a positive solution ce such that















where we have denoted
a :¼ gþ 2
p  1; b :¼ bðRÞ: ð4:3Þ
Therefore, for each x0ARN ; the function
ueðxÞ :¼ ceðrÞ; r :¼ jx  x0j;
provides us with a radially symmetric positive solution of
Du ¼ lu  bðrÞ½distðx; @BRðx0ÞÞ
gup in BRðx0Þ;






















dðxÞ :¼ distðx; @BRðx0ÞÞ ¼ R  jx  x0j ¼ R  r:
Proof. First, we show that, for each e40 sufﬁciently small, a constant Ae40 exists
for which the function




provides us with a positive supersolution of (4.1) for each A4Ae if
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Indeed, %c0eð0Þ ¼ 0 and limrsR %ceðrÞ ¼N; since a40: Thus, %ce is a supersolution of
(4.1) if, and only if,
 2N Bþ
R2
ðR  rÞa  aðN þ 3ÞBþ
R2




XlðR  rÞa AðR  rÞa þ Bþ r
R
 2 




Thus, multiplying this inequality by ðR  rÞaþ2 and taking into account that
aþ 2þ g ap ¼ 0;
we ﬁnd that %ce is a supersolution of (4.1) if, and only if,
 2N Bþ
R2
ðR  rÞ2  aðN þ 3ÞBþ
R2
rðR  rÞ  aðaþ 1ÞBþ r
R
 2
XlðR  rÞ2 AðR  rÞa þ Bþ r
R
 2 




At r ¼ R; (4.7) becomes into
aðaþ 1ÞBþX bðRÞBpþ ¼ bBpþ;







Therefore, by making the choice (4.6), inequality (4.7) is satisﬁed in a left
neighborhood of r ¼ R; say ðR  d; R
; for some d ¼ dðeÞ40: Finally, by choosing
A sufﬁciently large it is clear that the inequality is satisﬁed in the whole interval
½0; R
; since p41 and b is bounded away from zero. This concludes the proof of the
claim above.
Now, we will construct an adequate subsolution for problem (4.1). For doing this
we shall distinguish two different cases according to the sign of the parameter l:
First, we assume
lX0:
Then, for each sufﬁciently small e40; there exists Co0 for which the function
%
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provides us with a non-negative subsolution of (4.1) if




Indeed, it is easy to see that
%
ce is a subsolution of (4.1) if in the region where
C þ B r
R
 2
ðR  rÞaX0 ð4:9Þ
the following inequality is satisﬁed:
 2N B
R2
ðR  rÞa  aðN þ 3ÞB
R2




plðR  rÞa CðR  rÞa þ B r
R
 2 







ðR  rÞ2  aðN þ 3ÞB
R2
rðR  rÞ  aðaþ 1ÞB r
R
 2
plðR  rÞ2 CðR  rÞa þ B r
R
 2 




Now, note that for each Co0 a constant
z ¼ zðCÞAð0; RÞ
exists for which
C þ B r
R
 2
ðR  rÞao0 if rA½0; zðCÞÞ;
while
C þ B r
R
 2
ðR  rÞaX0 if rA½zðCÞ; RÞ:
Moreover, zðCÞ is decreasing and
lim
CrN
zðCÞ ¼ R; lim
Cs0
zðCÞ ¼ 0: ð4:11Þ
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Thus, since lX0; for each rA½zðCÞ; RÞ the following condition implies (4.10):













for each rA½zðCÞ; RÞ:
Making the choice (4.8) and using the continuity of bðrÞ; it is easy to see that a
constant
d ¼ dðeÞ40
exists for which (4.13) is satisﬁed in ½R  d; RÞ: Moreover, thanks to (4.11), there
exists Co0 such that
zðCÞ ¼ R  dðeÞ:
For this choice of C; it readily follows that
%
ce provides us with a subsolution of (4.1).

















BðR  rÞa ¼ limrsR %
*cðrÞ
BðR  rÞa ¼ 1;
where Bþ and B are the constants deﬁned through (4.6) and (4.8), it readily follows
the existence of a solution of (4.1), denoted by ce; satisfying (4.2). The remaining
assertions of the theorem are easy consequences from these features. &
As an immediate consequence from Theorem 4.1, combining a translation
together with a reﬂection around
r0 :¼ rþ R
2
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it readily follows the corresponding result in each of the annuli
Ar;Rðx0Þ :¼ fxARN : 0orojx  x0joRg:
Corollary 4.2. Consider the problem
Du ¼ lu  bðrÞ½distðx; @Ar;Rðx0ÞÞ
gup in Ar;Rðx0Þ;
u ¼N on @Ar;Rðx0Þ;
(
ð4:14Þ
where lAR; p41; gX0; 0oroR; and bACð½r; R
; ð0;NÞÞ is the reflection around
r ¼ r0 of some function
b˜ACð½r0; R
; ð0;NÞÞ:
Then, for each e40; (4.14) possesses a positive solution veðxÞ satisfying

















where a and b are defined through (4.3) and
dðxÞ :¼ distðx; @Ar;Rðx0ÞÞ ¼
R  jx  x0j if r0pjx  x0joR;
jx  x0j  r if rojx  x0jor0:

5. Proof of Theorem 1.1
Let u be a positive solution of (1.1) and suppose that, for some xNAGN; b ¼





g ¼ 1: ð5:1Þ
Since O is of class C2; there exist R40 and d040 such that
BRðxN  ðR þ dÞnxNÞCO for each dA½0; d0
 ð5:2Þ
and
%BRðxN  RnxNÞ-@O ¼ fxNg:
In Fig. 1 we have represented this one-parameter-dependent family of balls.
Fix a sufﬁciently small Z40: Thanks to (5.1), R40 can be shortened, if necessary,
so that, for each dA½0; d0
;
aXðb ZÞðR  rÞg in BRðxN  ðR þ dÞnxNÞ; ð5:3Þ
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where
r :¼ jx  ½xN  ðR þ dÞnxN 
j:
In obtaining (5.3) it should be remarked that, in BRðxN  ðR þ dÞnxNÞ;
distðx;GNÞX distðx; @BRðxN  ðR þ dÞnxNÞÞ
¼R  distðx; xN  ðR þ dÞnxNÞ ¼ R  r:
Thanks to (5.3), for any dAð0; d0
; the restriction
%
ud :¼ ujBRðxNðRþdÞnxN Þ
is a positive smooth subsolution of
Du ¼ lu  ðb ZÞðR  rÞgup in BRðxN  ðR þ dÞnxNÞ;







Thus, thanks to Proposition 3.4, for any positive solution Yd of (5.4), we have
%
ud ¼ ujBRðxNðRþdÞnxN ÞpYd: ð5:5Þ
Now, for each sufﬁciently small e40; let Ce be any positive radially symmetric
solution of
Du ¼ lu  ðb ZÞðR  rÞgup in BRðxN  RnxNÞ;






Fig. 1. The balls where the supersolutions are supported.











a :¼ gþ 2
p  1; CeðxÞ :¼ ceðrÞ; r :¼ jx  ½xN  RnxN 
j:
The existence of these functions is guaranteed by Theorem 4.1. Fix one of those e’s
and for each sufﬁciently small d40 consider the function Yd deﬁned by
YdðxÞ :¼ Ceðx þ dnxNÞ; xABRðxN  ðR þ dÞnxNÞ:
By construction, for each sufﬁciently small d40; Yd provides us with a large positive
solution of (5.4) and, hence, (5.5) implies
uðxÞpCeðx þ dnxNÞ for each xABRðxN  ðR þ dÞnxNÞ and dAð0; d0
:
Thus, passing to the limit as dr0 gives
upCe in BRðxN  RnxNÞ



















R  r ¼ limx-xN
xACxN ;o
distðx;GNÞ
distðx; @BRðxN  RnxNÞÞ
¼ 1:
As estimate (5.8) is valid for any e40 and Z40 sufﬁciently small, (1.5) holds.











To prove (5.9) we will build up a large subsolution having the adequate growth at xN:
For doing this, we can argue as follows. Since O is of class C2; there exist R24R140





AR1;R2ðxN þ ðR1 þ dÞnxNÞ
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and
@O- %AR1;R2ðxN þ R1nxNÞ ¼ fxNg:







In Fig. 2 we have represented these annuli.
Fix a sufﬁciently small Z40: Thanks to (5.1), there exists a radially symmetric
function
aˆ : AR1;R2ðxN þ R1nxNÞ-ð0;NÞ
such that aˆXa in O;
max




and, for each xAAR1;R2ðxN þ R1nxNÞ;





Fig. 2. The annuli where the subsolutions are supported.
J. L !opez-G !omez / J. Differential Equations 195 (2003) 25–4540
for some continuous function b : ½R1; R2
-ð0;NÞ satisfying
bðR1Þ ¼ bþ Z:




a continuous positive function. Finally, consider the auxiliary problem
Du ¼ mu  aˆup in AR1;R2ðxN þ R1nxNÞ;







Thanks to Corollary 4.2, for each sufﬁciently small e40 problem (5.10) possesses a
radially symmetric positive solution Fe such that









a :¼ gþ 2
p  1; FeðxÞ :¼ jeðrÞ; r :¼ jx  ½xN þ R1nxN 
j:
Fix one of those e’s and for each dAð0; d0
 consider the function U d deﬁned by
U dðxÞ :¼ Ceðx  dnxNÞ; xAAR1;R2ðxN þ ðR1 þ dÞnxNÞ:
For each sufﬁciently small d40; U d is a large positive solution of
Du ¼ mu  aˆð þ dnxNÞup in AR1;R2ðxN þ ðR1 þ dÞnxNÞ;
u ¼N on @AR1;R2ðxN þ ðR1 þ dÞnxNÞ:

ð5:12Þ
Moreover, by construction, the restriction U djO provides us with a subsolution of
(1.1). Thus, thanks to Proposition 3.4, for each dAð0; d0
 we have that
Feðx  dnxNÞpuðxÞ for each xAAR1;R2ðxN þ ðR1 þ dÞnxNÞ and dAð0; d0
:
Thus, passing to the limit as dr0 gives
Fepu in AR1;R2ðxN þ R1nxNÞ
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and, hence, (5.11) implies
















distðx; @AR1;R2ðxN þ R1nxNÞÞ
distðx;GNÞ ¼ 1:
As this estimate is valid for any sufﬁciently small Z; (5.9) holds true. This concludes
the proof of (1.8), and hence of (1.9).
For the rest of this proof, we suppose (1.7) and that there exist bACðGN; ð0;NÞÞ
and gACðGN; ½0;NÞÞ satisfying (1.10). Fix ZAð0; 1Þ: Then, there exists dAð0; 1Þ such
that, for each xNAGN ¼ @O;
aðxÞXð1 ZÞbðxNÞ½distðx; @OÞ
gðxNÞ if distðx; xNÞpd: ð5:13Þ
Fix xNA@O; set S :¼ %Bd
2




%BRðy  RnyÞCBdðxNÞ- %O: ð5:14Þ
Then, we ﬁnd from (5.13) that
aðxÞXð1 ZÞbðxNÞ½distðx; @OÞ
gðxNÞ 8xA %BdðxNÞ-O: ð5:15Þ
Subsequently, for each xAK-O with distðx; @OÞpR we denote by yx the unique
point of Bdðx0Þ-@O for which
distðx; @OÞ ¼ jx  yxj ¼ R  jx  ðyx  RnyxÞj: ð5:16Þ
Now, set l :¼ maxK V and, for each e40; let Ce be any positive radially symmetric
solution of
Du ¼ lu  ð1 ZÞbLðR  jxjÞgM up in BRð0Þ;
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where
aðxÞ :¼ gðxÞ þ 2
p  1 ; xA@O:
The existence of Ce is guaranteed by Theorem 4.1. Fix, one of those e’s. Then,
arguing as in the ﬁrst part of the proof, it is apparent that
uðxÞpCeðx  ðyx  RnyxÞÞ for each xAK : ð5:19Þ
















where we have denoted
zx :¼ x  ðyx  RnyxÞ;
























Similarly, reducing d; if it is necessary, one can use the large solutions on the exterior












It should be noted that K depends on d and that d depends on Z; in such a way that
limZr0 dðZÞ ¼ 0: Henceforth, limZr0 K ¼ fxNg: Moreover, d; and, hence, K are











uniformly in xNA@O; since @O is compact.
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We now show the uniqueness. Suppose that (1.9) is satisﬁed uniformly in @O for
any pair of positive solutions ðu; vÞ of (1.11). Then, for any e40 there exists d40
such that
ð1 eÞvpupð1þ eÞv in O\ %Od;
where, for each small enough d40; we have denoted
Od :¼ fxAO: distðx; @OÞ4dg:
Now, consider the problem
Dw ¼ VðxÞw  aðxÞwp in Od;
w ¼ u on @Od:

ð5:23Þ
Thanks to Theorem 3.3, (5.23) possesses a unique positive solution, necessarily u:
Moreover, since the pair ðð1 eÞv; ð1þ eÞvÞ provides us with an ordered sub-
supersolution pair of (5.23), we have that
ð1 eÞvpupð1þ eÞv in Od
and, therefore,
ð1 eÞvpupð1þ eÞv in O:
As this is true for any e40; we obtain that u ¼ v:
Finally suppose, in addition, that aðxÞ40 for each xAO: Then, thanks to the
uniqueness, it follows from the abstract existence theory of [23] that, for each lAR;
the problem
Du ¼ lu  aðxÞup in O;
u ¼N on @O

ð5:24Þ
possesses a unique positive solution. Let denote it by Ul: Thanks to Theorem 3.3, we
have that
UinfO VpUsupO V ;
and, therefore, thanks to Theorem 3.2, (1.11) possesses a positive solution; as we
have already seen, necessarily unique. This concludes the proof of the theorem. &
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