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CONVERGENCE TO THE PRODUCT OF THE STANDARD
SPHERES AND EIGENVALUES OF THE LAPLACIAN
MASAYUKI AINO
Abstract. We show a Gromov-Hausdorff approximation to the product of
the standard spheres Sn−p ×Sp for Riemannian manifolds with positive Ricci
curvature under some pinching condition on the eigenvalues of the Laplacian
acting on functions and forms.
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1. Introduction
In this article we show that if an n-dimensional closed Riemannian manifold
with positive Ricci curvature admits an almost parallel p-form (2 ≤ p < n/2) in
L2-sense and if the first (n+1)-th eigenvalues of the Laplacian acting on functions
take almost optimal values, then the Riemannian manifold is close to the product
of the standard spheres Sn−p × Sp with appropriate radii (Main Theorem below).
Before giving the precise statement, we provide some backgrounds.
The Lichnerowicz-Obata theorem is one of the classical theorem about the first
eigenvalue of the Laplacian. Lichnerowicz showed the optimal comparison result
for the first eigenvalue when the Riemannian manifold has positive Ricci curvature,
and Obata showed that the equality of the Lichnerowicz estimate implies that the
Riemannian manifold is isometric to the standard sphere. In the following, λk(g)
denotes the k-th positive eigenvalue of the minus Laplacian −∆ := −trgHess acting
on functions.
Theorem 1.1 (Lichnerowicz-Obata theorem). Take an integer n ≥ 2. Let (M, g)
be an n-dimensional closed Riemannian manifold. If Ric ≥ (n−1)g, then λ1(g) ≥ n.
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The equality λ1(g) = n holds if and only if (M, g) is isometric to the standard sphere
of radius 1.
Petersen [26], Aubry [8] and Honda [21] showed the stability result of the Lichnerowicz-
Obata theorem. In the following, dGH denotes the Gromov-Hausdorff distance and
Sn denotes the n-dimensional standard sphere of radius 1. (see Definition 2.13 for
the definition of the Gromov-Hausdorff distance).
Theorem 1.2 ([8], [21], [26]). For given an integer n ≥ 2 and a positive real
number ǫ > 0, there exists δ(n, ǫ) > 0 such that if (M, g) is an n-dimensional closed
Riemannian manifold with Ric ≥ (n−1)g and λn(g) ≤ n+δ, then dGH(M,Sn(1)) ≤
ǫ.
Note that Petersen considered the pinching condition on λn+1(g), and Aubry
and Honda improved it independently.
When the Riemannian manifold admits a non-trivial parallel differential form,
we have the stronger estimate.
Theorem 1.3 ([18], [1]). Let (M, g) be an n-dimensional closed Riemannian man-
ifold. Assume that Ric ≥ (n − p − 1)g and that there exists a nontrivial parallel
p-form on M (2 ≤ p ≤ n/2). Then, we have λ1(g) ≥ n − p. Moreover, if p < n/2
and λn−p+1(g) = n−p hold, then (M, g) is isometric to a product Sn−p(1)×(X, g′),
where (X, g′) is some p-dimensional closed Riemannian manifold.
To simplify the numbers appearing in the theorem, we consider the assumption
Ric ≥ (n− p− 1)g instead of Ric ≥ (n− 1)g. By scaling, the estimate in Theorem
1.1 becomes λ1(g) ≥ n(n− p− 1)/(n− 1) when Ric ≥ (n − p− 1)g. Note that we
have n− p > n(n− p− 1)/(n− 1).
To state the almost version of Theorem 1.3, we introduce the first eigenvalue
of the connection Laplacian acting on p-forms λ1(∆C,p) for a closed Riemannian
manifold (M, g):
λ1(∆C,p) := inf
{
‖∇ω‖2L2
‖ω‖2L2
: ω ∈ Γ(
p∧
T ∗M) with ω 6= 0
}
.
Note that there exists a non zero p-form ω with ‖∇ω‖2L2 ≤ δ‖ω‖2L2 for some δ > 0
if and only if λ1(∆C,p) ≤ δ holds. For arbitrary integers n, p with 2 ≤ p ≤ n/2 and
a real number ǫ > 0, considering a small perturbation of Sn−p(1)×Sp(rn,p), we can
find an n-dimensional closed Riemannian manifold with Ric ≥ (n−p−1)g such that
0 < λ1(∆C,p) < ǫ holds. Here we defined rn,p :=
√
(p− 1)/(n− p− 1). In other
words, we do not have the gap theorem for the first eigenvalue of the connection
Laplacian λ1(∆C,p) if we only assume a lower Ricci curvature bound.
Let us state the eigenvalue estimate.
Theorem 1.4 ([1]). For given integers n ≥ 4 and 2 ≤ p ≤ n/2, there exists a
constant C(n, p) > 0 such that if (M, g) is an n-dimensional closed Riemannian
manifold with Ricg ≥ (n− p− 1)g, then we have
λ1(g) ≥ n− p− C(n, p)λ1(∆C,p)1/2.
This theorem recovers the estimate in Theorem 1.3 when λ1(∆C,p) = 0.
We next state the approximation result to the product space.
Theorem 1.5 ([1]). For given integers n ≥ 5 and 2 ≤ p < n/2 and a positive real
number ǫ > 0, there exists δ = δ(n, p, ǫ) > 0 such that if (M, g) is an n-dimensional
closed Riemannian manifold with Ricg ≥ (n− p− 1)g,
λn−p+1(g) ≤ n− p+ δ
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and
λ1(∆C,p) ≤ δ,
then M is orientable and
dGH(M,S
n−p(1)×X) ≤ ǫ,
where X is some compact metric space.
In this article we study the structure of the metric space X in this theorem and
show that X with some appropriate Borel measure satisfies the RCD∗(n− p− 1, p)
condition (see Proposition 3.2), which means a synthetic notion of “Ric ≥ n−p− 1
and dim ≤ p with Riemannian structure” (see Definition 2.6). As a consequence,
we can show the estimate λn−p+2(g) ≥ p(n−p−1)/(p−1)−ǫ under the assumption
of Theorem 1.5 (see Theorem 4.1) and the following theorem.
Main Theorem . For given integers n ≥ 5 and 2 ≤ p < n/2 and a positive real
number ǫ > 0, there exists δ = δ(n, p, ǫ) > 0 such that if (M, g) is an n-dimensional
closed Riemannian manifold with Ricg ≥ (n− p− 1)g,
λn−p+1(g) ≤ n− p+ δ, λn+1(g) ≤ p(n− p− 1)
p− 1 + δ
and
λ1(∆C,p) ≤ δ,
then
dGH
(
M,Sn−p(1)× Sp
(√
p− 1
n− p− 1
))
≤ ǫ.
We show the main theorem including the case when λ1(∆C,n−p) ≤ δ (see Theo-
rem 4.2). By the topological stability theorem due to Cheeger-Colding [12, Theorem
A.1.12], we get that M is diffeomorphic to Sn−p×Sp if ǫ is sufficiently small in our
main theorem.
Acknowledgments. I am grateful to Professor Shouhei Honda for helpful dis-
cussions. I also thank Professor Dario Trevisan for answering my questions about
the regular Lagrangian flow. This work was supported by RIKEN Special Postdoc-
toral Researcher Program.
2. Preliminaries
2.1. Basic Notation. We first recall some basic definitions and fix our convention.
Let (M, g) be a closed Riemannian manifold. For any p ≥ 1, we use the normal-
ized Lp-norm:
‖f‖pLp :=
1
Vol(M)
∫
M
|f |p dµg,
and ‖f‖L∞ := ess sup
x∈M
|f(x)| for a measurable function f on M . We also use these
notation for tensors. We have ‖f‖Lp ≤ ‖f‖Lq for any p ≤ q ≤ ∞.
Let ∇ denotes the Levi-Civita connection. Throughout in this paper, 0 =
λ0(g) < λ1(g) ≤ λ2(g) ≤ · · · → ∞ denotes the eigenvalues of the minus Lapla-
cian −∆ = −trHess acting on functions. For p = 0, 1, . . . , n, let
λ1(∆C,p) := inf
{
‖∇ω‖2L2
‖ω‖2L2
: ω ∈ Γ(
p∧
T ∗M) with ω 6= 0
}
.
For metric space (X, d) and k ∈ R≥0, let Hk denotes the k-dimensional Haus-
dorff measure. If 0 < Hk(X) < ∞, let Hk denotes the normalized k-dimensional
Hausdorff measure:
Hk := 1Hk(X)H
k.
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In this article, for metric spaces (Xi, di) (i = 1, 2), let d1×d2 denotes the distance
on X1 ×X2 satisfying
(d1 × d2)2 ((x1, x2), (y1, y2)) = d21(x1, y1) + d22(x2, y2)
for (x1, x2), (y1, y2) ∈ X1 ×X2.
2.2. Metric Measure Spaces. In this article we only consider a compact metric
measure space with full support and unit total mass for simplicity of the description
because it is enough for our purpose.
Definition 2.1. In this article we say that (X, d,m) is a compact metric measure
space if (X, d) is a compact metric space and m is a Borel measure with suppm = X
and m(X) = 1.
We introduce some functional analytic tools on a metric measure space. Our
main references are [2], [15] and [16]
Definition 2.2. Let (X, d,m) be a compact metric measure space.
• (Local Lipschitz Constant) Let LIP(X) denotes the set of the Lipschitz
functions on X . For each f ∈ LIP(X) and x ∈ X , we define a local
Lipschitz constant Lip(f)(x) by
Lip(f)(x) := lim sup
y→x
|f(x)− f(y)|
d(x, y)
if x ∈ X is not an isolated point, and Lip(f)(x) = 0 otherwise.
• (Cheeger Energy) For each f ∈ L2(X), we define the Cheeger energy
Ch(f) ∈ [0,∞] by
Ch(f) :=
1
2
inf
{
lim inf
i→∞
∫
X
(Lip(fi))
2 dm : fi ∈ LIP(X) and lim
i→∞
‖f − fi‖L2 = 0
}
.
Define
W 1,2(X) =W 1,2(X, d,m) := {f ∈ L2(X) : Ch(f) <∞}.
We have thatW 1,2(X) is a Banach space with the norm ‖f‖W 1,2 = (‖f‖2L2+
2Ch(f))1/2.
• (Minimal Relaxed Gradient) We say that |Df | ∈ L2(X) is the minimal re-
laxed gradient of f ∈ W 1,2(X) if there exists a sequence {fi}∞i=1 of Lipschitz
function such that limi→∞ ‖f − fi‖L2 = 0, limi→∞ ‖|Df | − Lip(fi)‖L2 = 0
and
Ch(f) =
1
2
∫
X
|Df |2 dm.
For any f ∈ W 1,2(X), the minimal relaxed gradient |Df | ∈ L2(X) exists
and unique. See [2, Definition 4.2, Lemma 4.3].
• (Sobolev-to-Lipschitz Property) We say that (X, d,m) satisfies the Sobolev-
to-Lipschitz property if any f ∈W 1,2(X) with |Df | ≤ 1 m-a.e. in X is a 1-
Lipschitz function onX (more precisely, f has a 1-Lipschitz representative).
• (Infinitesimally Hilbertian) We say that (X, d,m) is infinitesimally Hilber-
tian if Ch is a quadratic form. This condition holds if and if (W 1,2(X), ‖ ·
‖W 1,2) is a Hilbert space. In this case, we define E : W 1,2(X)×W 1,2(X)→ R
by
E(f, g) = 1
2
(Ch(f + g)− Ch(f − g)).
• (Laplacian) If (X, d,m) is infinitesimally Hilbertian, then we define
D(∆) :=
{
f ∈W 1,2(X) : there exists ∆f ∈ L
2(X) such that we have
E(f, g) = − ∫
X
g∆f dm for any g ∈W 1,2(X)
}
.
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For each f ∈ D(∆), ∆f ∈ L2(X) is uniquely determined.
• (The Function 〈Df1, Df2〉) If (X, d,m) is infinitesimally Hilbertian, then
we define 〈Df1, Df2〉 ∈ L1(X) for f1, f2 ∈W 1,2(X) by
〈Df1, Df2〉 = lim
ǫ→0
1
2ǫ
(|D(f1 + ǫf2)|2 − |Df1|2) ∈ L1(X).
This notion is well-defined by the convexity of the minimal relaxed gradient
(see [3, Definition 4.12]). We have that 〈Df1, Df1〉 = |Df1|2 m-a.e. in X ,
that |〈Df1, Df2〉| ≤ |Df1||Df2| m-a.e. in X , that 〈·, ·〉 is a symmetric
bilinear form, and that
E(f1, f2) =
∫
X
〈Df1, Df2〉 dm
by [3, Proposition 4.13, Proposition 4.14, Theorem 4.18].
• (Heat Flow) Let (X, d,m) be infinitesimally Hilbertian. Let {Ptf}t>0 de-
notes the gradient flow of the Cheeger energy Ch starting from f ∈ L2(X)
(see [16, Definition 5.2.5]). The flow {Ptf}t>0 is called the heat flow and
characterized as the unique C1 map (0,∞)→ L2(X) satisfying the follow-
ing conditions (see [16, Theorem 5.1.12, Proposition 5.2.12]):
– We have Ptu→ u strongly in L2(X) as t→ 0.
– For each t > 0, we have that Ptf ∈ D(∆) and that
d
dt
Ptf = ∆Ptf
in L2(X).
Moreover, we have the following properties (see [16, Subsection 5.2.2]):
– For each t > 0 and f ∈ L2(X), we have
Ch(Ptf) ≤ inf
g∈W 1,2(X)
(
Ch(g) +
‖f − g‖2L2
2t
)
,
‖∆Ptu‖2L2 ≤ inf
g∈D(∆)
(
‖∆g‖2L2 +
‖f − g‖2L2
t2
)
.
See also [16, Theorem 5.1.12].
– For each t > 0, Pt : L
2(X)→ L2(X) is a linear map satisfying∫
X
gPtf dm =
∫
X
fPtg dm
for any f, g ∈ L2(X).
– For each s, t > 0, we have Ps+t = Ps ◦ Pt.
– For each f ∈ D(∆) and s > 0, we have that
lim
t→0+
Ptf − f
t
= ∆f
in L2(X) and that ∆Psf = Ps∆f .
– For each t > 0, c ∈ R and f ∈ L2(X) with f ≤ c m-a.e. in X , we have
Ptf ≤ c m-a.e. in X .
– For each t > 0, p ∈ [1,∞) and f ∈ L2(X)∩Lp(X), we have ‖Ptf‖Lp ≤
‖f‖Lp. In particular, we can extend the map Pt : L2(X) ∩ Lp(X) →
L2(X) ∩ Lp(X) to Pt : Lp(X)→ Lp(X).
We can also show the following properties by the above properties:
– For each f ∈ W 1,2(X), we have Ch(Ptf − f)→ 0 as t→ 0.
– For each p ∈ [1,∞) and f ∈ Lp(X), we have ‖Ptf − f‖Lp → 0 as
t→ 0.
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• (Test Functions) Let (X, d,m) be infinitesimally Hilbertian. We define
TestF(X) :=
{
f ∈ D(∆) ∩ L∞(X) : |∇f | ∈ L∞(X) and ∆f ∈W 1,2(X)} .
• (Pre-cotangent Module) We define
PCM :=
{
{(fi, Ai)} : {Ai}
∞
i=1 is a pairwise disjoint family of Borel subsets of X
with
⋃
iAi = X , fi ∈W 1,2(X) with
∑
i
∫
Ai
|Dfi|2 dm <∞
}
.
We say that {(fi, Ai)} ∈ PCM is equivalent to {(gi, Bi)} ∈ PCM (denote
it by {(fi, Ai)} ∼ {(gi, Bi)}) if
|D(fi − gj)| = 0 m-a.e. in Ai ∩Bj for each i, j ∈ Z>0.
We define
| · | : PCM/ ∼→ L2(X), [{(fi, Ai)}] 7→
∞∑
i=1
χAi |Dfi|,
‖ · ‖L2 : PCM/ ∼→ [0,∞), [{(fi, Ai)}] 7→
∥∥|[{(fi, Ai)}]|∥∥L2 =
(∑
i
∫
Ai
|Dfi|2 dm
)1/2
,
where χAi denotes the characteristic function. Then, (PCM/ ∼, ‖·‖) is nat-
urally equipped with the structure of the normed vector space. Moreover,
we define( ∞∑
i=1
aiχAi
)
· [{(fi, Bi)}] := [{(aifj, Ai ∩Bj)}i,j ]
for each
∑∞
i=1 aiχAi ∈ Sf(X) and [{(fi, Bi)}] ∈ PCM/ ∼, where Sf(X) is
defined by
Sf(X) :=
{ ∞∑
i=1
aiχAi :
{Ai}∞i=1 is a pairwise disjoint family of Borel subsets of X
with
⋃
iAi = X , ai ∈ R with supi |ai| <∞
}
.
Then, we have ‖f · ω‖L2 ≤ ‖f‖L∞‖ω‖L2 for each f ∈ Sf(X) and ω ∈
PCM/ ∼.
• (Cotangent Module) We define the cotangent module L2(T ∗X) as a com-
pletion of the normed vector space (PCM/ ∼, ‖ · ‖L2). We can extend the
action Sf(X) × PCM/ ∼→ PCM/ ∼ to L∞(X) × L2(T ∗X) → L2(T ∗X),
and | · | : PCM/ ∼→ L2(X) to | · | : L2(T ∗X)→ L2(X). Then, L2(T ∗X) is
equipped with the structure of an L2-normed L∞(X) module, i.e., we have
that
(fg) · ω =f · (g · ω),
1 · ω =ω,
|ω| ≥0 m-a.e. in X,
‖ω‖L2 =
∥∥|ω|∥∥
L2
,
|f · ω| =|f ||ω|
for each f, g ∈ L∞(X) and ω ∈ L2(T ∗X). Note that we use W 1,2(X) in-
stead of the Sobolev class S2(X) (see [15, Definition 2.1.4]) in the definition
of PCM. However, we can approximate elements of S2(X) by elements of
W 1,2(X) (see [15, Proposition 2.2.5]), and so our definition of L2(T ∗X)
coincides with [15, Definition 2.2.1]. In general, L2(T ∗X) does not need to
be a Hilbert space, and L2(T ∗X) is a Hilbert space if and only in (X, d,m)
is infinitesimally Hilbertian ([15, Proposition 2.3.17]).
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• (Pointwise Scalar Product) If (X, d,m) is infinitesimally Hilbertian, we can
define a pointwise scalar product
〈[{(fi, Ai)}], [{(gi, Bi)}]〉 :=
∞∑
i,j=1
χAi∩Bj 〈Dfi, Dgj〉
for each [{(fi, Ai)}], [{(gi, Bi)}] ∈ PCM/ ∼ and extend it to 〈·, ·〉 : L2(T ∗X)×
L2(T ∗X) → L1(X). Then, 〈·, ·〉 is symmetric and L2(T ∗X) is a Hilbert
space with the inner product defined by
(ω, η) 7→
∫
X
〈ω, η〉 dm
for each ω, η ∈ L2(T ∗X). Clearly, for each ω, η ∈ L2(T ∗X), we have
〈ω, ω〉 = |ω|2 and |〈ω, η〉| ≤ |ω||η| m-a.e. in X .
• (Differential) We define the differential d : W 1,2(X) → L2(T ∗X) by df =
[(f,X)] for each f ∈ W 1,2(X). Clearly, we have that |Df | = |df | ∈ L2(X)
for each f ∈ W 1,2(X). Moreover, if (X, d,m) is infinitesimally Hilbertian,
then we have 〈Df,Dg〉 = 〈df, dg〉 ∈ L1(X) for each f, g ∈W 1,2(X).
• (Tangent Module) We define the tangent module L2(TX) by
L2(TX) :=
{
V :
V : L2(T ∗X)→ L1(X) is a bounded linear operator such that
V (f · ω) = fX(ω) holds for all f ∈ L∞(X) and ω ∈ L2(T ∗X)
}
.
If (X, d,m) is infinitesimally Hilbertian, then the map
L2(T ∗X)→ L2(TX), ω 7→ 〈ω, ·〉
is bijective (see [15, Theorem 1.2.24]). Under this identification, L2(TX)
is equipped with the structure of an L2-normed L∞(M) module and a
pointwise scalar product 〈·, ·〉 : L2(TX)×L2(TX)→ L1(X). Note that even
if (X, d,m) is not infinitesimally Hilbertian, the tangent module L2(TX) is
naturally equipped with the structure of a L2-normed L∞(M) module (see
[15, Definition 1.2.6, Proposition 1.2.14]).
• (Gradient) If (X, d,m) is infinitesimally Hilbertian, we define a map∇ : W 1,2(X)→
L2(TX) by ∇f = 〈df, ·〉 for each f ∈ W 1,2(X). Clearly, we have that
|∇f | = |Df | = |df | ∈ L2(X) and 〈∇f,∇g〉 = 〈Df,Dg〉 ∈ L1(X) for each
f, g ∈ W 1,2(X).
• (Divergence) If (X, d,m) is infinitesimally Hilbertian, then we define
D(div) :=
{
V ∈ L2(TX) : there exists divV ∈ L
2(X) such that we have∫
X〈V,∇g〉 dm = −
∫
X gdivV dm for any g ∈W 1,2(X)
}
.
For each V ∈ D(div), divV ∈ L2(X) is uniquely determined.
• (Symmetric Part of the Covariant Derivative [7, Definition 5.4]) Let (X, d,m)
be infinitesimally Hilbertian. For a vector field V ∈ D(div) we write
DsymV ∈ L2(X) if there exists c > 0 such that we have∣∣∣∣∫
X
〈V,∇f〉∆g + 〈V,∇g〉∆f − 〈∇f,∇g〉divV dm
∣∣∣∣ ≤ c‖∇f‖L4‖∇g‖L4
for any f, g ∈ D(∆) with |∇f |, |∇g| ∈ L4(X) and ∆f,∆g ∈ L4(X).
2.3. The RCD∗ Condition and Some Properties. In this subsection we recall
the definition of the RCD∗(K,N) space and its properties.
Definition 2.3. We say that an infinitesimally Hilbertian metric measure space
(X, d,m) satisfies the Bakry-E´mery condition BE(K,N) with K ∈ R and N ∈
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[1,∞) if for all u ∈ D(∆) with ∆u ∈ W 1,2(X) and all φ ∈ D(∆) ∩ L∞(X) with
φ ≥ 0 and ∆φ ∈ L∞(X), we have
1
2
∫
X
∆φ|∇u|2 dm ≥
∫
X
φ
(
〈∇∆u,∇u〉+K|∇u|2 + 1
N
(∆u)2
)
dm.
Definition 2.4. We say that an infinitesimally Hilbertian metric measure space
(X, d,m) satisfies the Bakry-Ledoux condition BL(K,N) with K ∈ R and N ∈
[1,∞) if for all u ∈ W 1,2(X) and t > 0 we have
|∇Ptf |2 + 2tC(t)
N
|∆Ptf |2 ≤ e−2KtPt(|∇f |2)
m-a.e. in X, where C(t) > 0 is a function satisfying C(t) = 1 +O(t) as t→ 0.
Theorem 2.5 (Theorem 4.8 and Proposition 4.9 in [14]). An infinitesimally Hilber-
tian metric measure space (X, d,m) satisfies the BE(K,N) condition if and only if
it satisfies the BL(K,N) condition.
Let us recall an equivalent version of the definition of the RCD∗(K,N) condition.
The following is equivalent to the definition of the RCD∗(K,N) condition (see [14,
Theorem 7, Definition 3.16]). If the total mass is finite, the RCD∗(K,N) condition
is equivalent to the RCD(K,N) condition by [9, Corollary 13.7].
Definition 2.6. We say that a compact infinitesimally Hilbertian metric measure
space (X, d,m) satisfies the RCD∗(K,N) condition with K ∈ R and N ∈ [1,∞) if
(X, d,m) satisfies the BE(K,N) condition and the Sobolev-to-Lipschitz property.
For more general metric measure space, we add the volume growth assumption
to Definition 2.6. However, it is automatically satisfied in our situation because we
assume that m(X) = 1.
The definition of the RCD∗(K,N) condition is consistent to the smooth case.
Proposition 2.7 (Proposition 4.21 in [14]). For any n-dimensional closed Rie-
mannian manifold (M, g) and real numbers K ∈ R and N ∈ [1,∞), we have that
(M,dg,Hn) satisfies the RCD∗(K,N) condition if and only if Ric ≥ Kg and n ≤ N
hold.
Let us compare the local Lipschitz constant and the minimal relaxed gradient for
Lipschitz functions. If the RCD∗(K,N) condition holds, then we have the doubling
condition ([32, Corollary 2.4]) and the weak Poincare´ inequality ([28, Theorem
1.1]). Moreover, our minimal relaxed gradient coincides with Cheeger’s minimal
generalized upper gradient [10, Definition 2.9] by [2, Theorem 6.2]. Thus, we have
the following theorem by [10, Theorem 6.1]:
Theorem 2.8. Let (X, d,m) be a compact infinitesimally Hilbertian metric measure
space satisfying the RCD∗(K,N) condition. Then, for any f ∈ LIP(X), we have
Lipf = |∇f | m-a.e. in X.
Under the RCD∗(K,N) condition, we have that
TestF(X) =
{
f ∈ D(∆) ∩ LIP(X) : ∆f ∈W 1,2(X)} .
Let us make a remark on the heat kernel. Let (X, d,m) be a compact infinitesi-
mally Hilbertian metric measure space satisfying the RCD∗(K,N) condition. Then,
E is a strongly local Dirichlet form on (X,m) by [2, Proposition 4.8], [3, Proposition
4.11], and we have
d(x, y) = sup{|f(x)− f(y)| : f ∈ LIP(X) with |∇f | ≤ 1 m-a.e. in X}
by [4, Theorem 3.9]. Since we have the doubling condition by [32, Corollary 2.4]
and the strong local (2, 2) Poincare´ inequality [30, Property (Ic)] by [28, Theorem
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1.1] and [19, Theorem 1] (note that (X, d) satisfies the hypothesis of [19, Lemma
1] by [31, Remark 4.6] and [32, Corollary 2.4]), we can apply [29, Proposition 2.3]
and [30, Proposition 3.1] (see also [30, Theorem 3.5]), and so there exists a locally
Ho¨lder continuous function p : (0,∞)×X ×X → R such that
Ptf(x) =
∫
X
p(t, x, y)f(y) dm(y)
holds for any f ∈ L1(X). By [23, Theorem 1.2], for any ǫ > 0, there exist constants
Ci = Ci(ǫ,K,N) > 1 such that
C−11
m(B√t(x))
exp
(
−d
2(x, y)
(4− ǫ)t − C2t
)
≤ p(t, x, y) ≤ C1
m(B√t(x))
exp
(
−d
2(x, y)
(4 + ǫ)t
+ C2t
)
holds for each x, y ∈ X and t > 0. By this and the Bishop-Gromov inequality [32,
Theorem 2.3], we have the following:
• For any f ∈ L1(X), we have
‖Ptf‖L∞ ≤ C(t)‖f‖L1.
• For any f ∈ C(X), the function
[0,∞)×X → R, (t, x) 7→ (Ptf)(x)
is continuous. Here, we defined P0f := f .
For any f ∈ W 1,2(X) and t > 0, we have Ptf ∈ LIP(X) by the BL(K,N) condi-
tion and the Sobolev-to-Lipschitz property, and so Ptf ∈ TestF(X). In particular,
TestF(X) ⊂ W 1,2(X) is dense. Note that since we assumed that (X, d,m) is com-
pact and m(X) = 1, we can skip the truncation procedure.
We next recall some basic facts about the spectrum of −∆ on a compact in-
finitesimally Hilbertian metric measure space (X, d,m) satisfying the RCD∗(K,N)
condition. By [28, Theorem 1.1], [19, Theorem 1] and [20, Theorem 8.1], the in-
clusion W 1,2(X) → L2(X) is a compact operator. Thus, the spectrum of −∆ is
discrete and positive:
0 = λ0 < λ1 ≤ λ2 ≤ · · · → ∞
as the smooth case. See also the proof of [14, Theorem 4.22]. Let {φi}∞i=0 be the
corresponding eigenfunctions. Then,
∞⊕
i=0
Rφi =
{
k∑
i=1
aiφi : k ∈ Z≥0 and ai ∈ R (i = 1, . . . , k)
}
is dense in L2(X).
Finally, let us recall the notion of the regular Lagrangian flow, which is a flow
for a vector field in a non-smooth setting. Although time dependent vector fields
are considered in [6], we only deal with time independent vector fields because it is
enough for our purpose.
Definition 2.9 ([6]). Let (X,m) be a compact infinitesimally Hilbertian metric
measure space (X, d,m) satisfying the RCD∗(K,N) condition and take T > 0.
We say that FlV : [0, T ] × X → X is a regular Laglangian flow for a vector field
V ∈ L2(TX) if the following properties hold:
(i) There exists a constant C > 0 such that
(FlVs )∗m ≤ Cm
holds for any s ∈ [0, T ].
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(ii) For each x ∈ X , the curve
[0, T ]→ X, s 7→ FlVs (x)
is continuous and FlV0 = IdX . Moreover, the map X → C([0, T ];X), x 7→
FlV (·, x) is Borel measurable. Here, C([0, T ];X) is equipped with the topol-
ogy induced by the uniformly convergence.
(iii) For any Lipschitz function f on X , we have that f(FlV (·, x)) ∈ W 1,1(0, T )
for m-a.e. x ∈ X and
d
dt
f(FlV (t, x)) = df(V )(FlV (t, x))
for L1 ×m-a.e. (t, x) ∈ (0, T )×X .
Note that the Borel measurability in (ii) can be verified under the assumption
of the following existence theorem because we construct the flow using the disinte-
gration theorem in [6, Theorem 8.4] and [7, Theorem 7.8].
We use the following form of the result of [6]. See also [7].
Theorem 2.10 (Ambrosio-Trevisan [6]). Let (X,m) be a compact infinitesimally
Hilbertian metric measure space (X, d,m) satisfying the RCD∗(K,N) condition
and take T > 0. For any vector field V ∈ D(div) with DsymV ∈ L2(X) and
(divV )− ∈ L∞(X) ((divV )− denotes the negative part of the divergence divV ), a
regular Lagrangian flow FlV : [0, T ]×X → X exists and unique, in the sense that
F˜l
V
is another flow, then for m-a.e. x ∈ X we have that FlV (s, x) = F˜lV (s, x) for
every s ∈ [0, T ]. Moreover, we have that
(1) (FlVs )∗m ≤ exp(T ‖(divV )−‖L∞)m
for all x ∈ [0, T ].
Remark 2.11. Let us give some comments about which assertions in [6] correspond
to Theorem 2.10. We set A := LIP(X). The concept of the regular Lagrangian
flow is closely related to the continuity equation
d
dt
ut + div(utV ) = 0.
For u ∈ L∞(X) with u ≥ 0, there exists a weakly continuous weak solution (in
the duality with A) u ∈ L∞([0, T ];L∞(X)) of the continuity equation with initial
condition u in the sense of [6, Definition 4.2] satisfying
‖ut‖L∞ ≤ ‖u‖L∞ exp(T ‖(divV )−‖L∞)
and ut ≥ 0 for each t ∈ [0, T ] by [6, Theorem 4.3, Theorem 4.6] (see also [7, Theorem
6.1]). Note that [6, Theorem 4.6] deals with approximated solutions. However, since
we get the solution of the continuity equation as a weak limit of them, we have the
same estimate. Moreover, since we have the L4 − Γ inequality [6, Definition 5.1,
Corollary 6.3], the solution is unique by [6, Theorem 5.4] (see also [7, Theorem
6.4]) putting p = s = r = 4 and q = 2. Thus, by [6, Theorem 9.2], we can apply
[7, Theorem 7.7] (see also [6, Theorem 8.3]), and so there exists a unique regular
Lagrangian flow for V . Moreover, its proof shows the estimate (1).
2.4. Gromov-Hausdorff Convergence and Functions. In this subsection we
recall some properties about the Gromov-Hausdorff convergence.
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Definition 2.12 (Hausdorff distance). Let (X, d) be a metric space. For each point
x0 ∈ X , subsets A,B ⊂ X and r > 0, define
d(x0, A) := inf{d(x0, a) : a ∈ A},
Br(x0) :={x ∈ X : d(x, x0) < r},
Br(A) :={x ∈ X : d(x,A) < r},
dH,d(A,B) := inf{ǫ > 0 : A ⊂ Bǫ(B) and B ⊂ Bǫ(A)}.
We call dH,d the Hausdorff distance.
The Hausdorff distance defines a metric on the collection of compact subsets of
X .
Definition 2.13 (Gromov-Hausdorff distance). Let (X, dX), (Y, dY ) be metric spaces.
Define
dGH(X,Y ) := inf
{
dH,d(X,Y ) :
d is a metric on X
∐
Y such that
d|X = dX and d|Y = dY
}
.
The Gromov-Hausdorff distance defines a metric on the set of isometry classes
of compact metric spaces (see [27, Proposition 11.1.3]).
Definition 2.14 (ǫ-Hausdorff approximation map). Let (X, dX), (Y, dY ) be metric
spaces. We say that a map ψ : X → Y is an ǫ-Hausdorff approximation map for
ǫ > 0 if the following two conditions hold.
(i) For all a, b ∈ X , we have |dX(a, b)− dY (ψ(a), ψ(b))| < ǫ,
(ii) ψ(X) is ǫ-dense in Y , i.e., for all y ∈ Y , there exists x ∈ X with dY (ψ(x), y) <
ǫ.
If there exists an ǫ-Hausdorff approximation map from X to Y , then we can
show that dGH(X,Y ) ≤ 3ǫ/2. Conversely, if dGH(X,Y ) < ǫ, then there exists a
2ǫ-Hausdorff approximation map from X to Y .
Definition 2.15. Suppose that a sequence of n-dimensional closed Riemannian
manifolds {(Mi, gi)}i∈Z>0 with Rici ≥ Kgi and diam(Mi) ≤ D (K ∈ R, D > 0)
converges to a metric space (X, d) in the Gromov-Hausdorff topology. Then, there
exists a sequence of positive real numbers {ǫi} with limi→∞ ǫi = 0, and a sequence
of ǫ-Hausdorff approximation maps ψi : Mi → X . Fix such a sequence.
• We say a sequence {xi} with xi ∈Mi converges to x ∈ X if limi→∞ ψi(xi) =
x in X (denote it by xi
GH→ x).
• Let m be a Borel measure on X . We say that a sequence {(Mi, gi,Hn)}
converges to a metric measure space (X, d,m) in the measured Gromov-
Hausdorff topology if
lim
i→∞
Hn(Br(xi)) = m(Br(x))
holds for any r > 0, xi ∈Mi and x ∈ X with xi GH→ x. Note that taking sub-
sequence, such a limit measure exists by [12, Theorem 1.6, Theorem 1.10].
Moreover, (X, d,m) satisfies the RCD∗(K,N) condition by [14, Theorem
3.22].
Suppose that a sequence {(Mi, gi,Hn)} converges to (X, d,m) in the measured
Gromov-Hausdorff topology.
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• We say that fi ∈ L2(Mi) (i ∈ Z>0) converges to f ∈ L2(X) strongly at
x ∈ X ([22, Definition 3.7]) if we have that
lim
r→0
lim sup
i→∞
(
1
Hn(Br(xi))
∫
Br(xi)
∣∣∣∣∣fi − 1m(Br(x))
∫
Br(x)
f dm
∣∣∣∣∣ dHn
)
= 0,
lim
r→0
lim sup
i→∞
(
1
m(Br(x))
∫
Br(x)
∣∣∣∣∣f − 1Hn(Br(xi))
∫
Br(xi)
fi dHn
∣∣∣∣∣ dm
)
= 0
for all xi ∈Mi with xi GH→ x.
• We say that fi ∈ L2(Mi) (i ∈ Z>0) converges to f ∈ L2(X) weakly in L2
(L2 boundedness and weakly convergence [22, Definition 3.4, Proposition
3.17]) if
sup
i
‖fi‖L2 <∞,
and for all r > 0, xi ∈Mi and x ∈ X with xi GH→ x, we have
lim
i→∞
∫
Br(xi)
fi dHn =
∫
Br(x)
f dm.
Note that we have ‖f‖L2 ≤ lim infi→∞ ‖fi‖L2 by [22, Proposition 3.29].
• We say that fi ∈ L2(Mi) (i ∈ Z>0) converges to f ∈ L2(X) strongly in L2
([22, Definition 3.21, Proposition 3.31]) if fi converges to f weakly in L
2,
and
lim sup
i→∞
‖fi‖L2 ≤ ‖f‖L2
holds.
• We say that Vi ∈ L2(TMi) (i ∈ Z>0) converges to V ∈ L2(TX) weakly in
L2 ([22, Definition 3.42]) if
sup
i
‖Vi‖L2 <∞,
and for all r > 0, yi, zi ∈ Xi and y, z ∈ X with yi GH→ y, zi GH→ z, we have
lim
i→∞
∫
Br(yi)
〈Vi,∇rzi〉 dHn =
∫
Br(y)
〈V,∇rz〉 dm,
where rz(x) := d(z, x) for each x ∈ X . Note that we have ‖V ‖L2 ≤
lim infi→∞ ‖Vi‖L2 by [22, Proposition 3.64].
• We say that Vi ∈ L2(TMi) (i ∈ Z>0) converges to X ∈ L2(TX) strongly
in L2 ([22, Definition 3.58, Proposition 3.66]) if Vi converges to V weakly
in L2 and
lim sup
i→∞
‖Vi‖2 ≤ ‖V ‖2
holds.
Proposition 2.16 (Proposition 3.32 in [22]). Suppose that a sequence of n-dimensional
closed Riemannian manifolds {(Mi, gi,Hn)}i∈Z>0 with Rici ≥ Kgi and diam(Mi) ≤
D (K ∈ R, D > 0) converges to a compact metric measure space (X, d,m) in
the measured Gromov-Hausdorff topology. For any fi ∈ L∞(Mi) with (i ∈ Z>0)
sup ‖fi‖L∞ <∞ and f ∈ L∞(X), the following conditions are mutually equivalent:
(i) fi → f strongly at a.e. x ∈ X.
(ii) fi → f strongly in L2.
Note that the implication (i) ⇒ (ii) is a direct consequence of [22, Definition
3.21, Proposition 3.24, Definition 3.25].
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Theorem 2.17 (Theorem 1.3 in [22]). Suppose that a sequence of n-dimensional
closed Riemannian manifolds {(Mi, gi,Hn)}i∈Z>0 with Rici ≥ Kgi and diam(Mi) ≤
D (K ∈ R, D > 0) converges to a compact metric measure space (X, d,m) in the
measured Gromov-Hausdorff topology. If fi ∈ L2(Mi)∩C2(Mi) (i ∈ Z>0) converges
to f ∈ L2(X) weakly in L2, and satisfies
sup
i∈Z>0
(‖fi‖W 1,2 + ‖∆fi‖L2) <∞,
then we have the following:
(i) fi → f and ∇fi → ∇f strongly in L2,
(ii) f ∈ D(∆X) and ∆fi → ∆f weakly in L2.
2.5. Convergence to the Product Space Sn−p(1)×X. We summarize several
results proven in [1] for later use.
Proposition 2.18 (Proposition 4.18, Lemma 4.24 and Theorem 4.50 in [1]). For
given integers n ≥ 5 and 2 ≤ p < n/2 and a positive real number ǫ > 0, there
exists δ = δ(n, p, ǫ) > 0 such that the following properties hold. Let (M, g) be an
n-dimensional closed Riemannian manifold with Ricg ≥ (n− p− 1)g. Assume that
λn−p+1(g) ≤ n− p+ δ and that either λ1(∆C,p) ≤ δ or λ1(∆C,n−p) ≤ δ. Then, for
any f ∈ SpanR{f1, . . . , fn−p+1} with ‖f‖22 = 1/(n− p− 1), we have the following:
(i) There exists a measurable subset Vf ∈M such that Vol(M \Vf ) ≤ ǫVol(M)
and |f2 + |∇f |2 − 1| ≤ ǫ holds in Vf .
(ii) There exists a non-empty compact subset Af ⊂M such that |f(x)− 1| ≤ ǫ
for any x ∈ Af , |f(x)−cos d(x,Af )| ≤ ǫ for any x ∈M and supx∈M d(x,Af ) ≤
π + ǫ hold.
(iii) Define Ψ˜ : M → Rn−p+1 by Ψ(x) = (f1(x), . . . , fn−p−1(x)) (x ∈M). Then,
we have ||Ψ˜(x)| − 1| ≤ ǫ for any x ∈M .
(iv) Choose af (x) ∈ Af such that d(x,Af ) = d(x, af (x)) for each x ∈M . Then,
we have that the map
Φf : M → Sn−p(1)×Af , x 7→
(
Ψ˜(x)
|Ψ˜(x)|
, af (x)
)
is an ǫ-Hausdorff approximation.
Proposition 2.19 (Corollary 4.57 in [1]). For given integers n ≥ 5 and 2 ≤ p < n/2
and a positive real number ǫ > 0, there exists δ = δ(n, p, ǫ) > 0 such that if
(M, g) is an n-dimensional closed Riemannian manifold with Ricg ≥ (n− p− 1)g,
λn−p(g) ≤ n− p+ δ and λ1(∆C,n−p) ≤ δ, then we have λn−p+1(g) ≤ n− p+ ǫ.
If we assume λ1(∆C,p) ≤ δ instead of λ1(∆C,n−p) ≤ δ in Proposition 2.19, the
assertion fails (see [1, Corollary 3.2, Proposition 3.3]).
3. Structure of the Limit
3.1. Splitting of the Measure. In this subsection we show that there exists a
Borel measure mX on X such that m = Hn−p × mX holds under Assumption 3.1
below.
Assumption 3.1. Take n ≥ 5 and 2 ≤ p < n/2. Let {(Mi, gi)}i∈N be a se-
quence of n-dimensional closed Riemannian manifolds with Ricgi ≥ (n − p − 1)gi
that satisfies limi→∞ λn−p+1(gi) = n − p and either limi→∞ λ1(∆C,p, gi) = 0 or
limi→∞ λ1(∆C,n−p, gi) = 0. Let f1,i, . . . , fn−p+1,i denotes the first (n − p − 1)-th
eigenfunctions on (Mi, gi) with ‖f‖2L2 = 1/(n− p+ 1). Put
Ψi : Mi → Sn−p(1), x 7→ (f1,i(x), . . . , fn−p−1,i(x))|(f1,i(x), . . . , fn−p−1,i)|(x) .
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Let X be a compact metric space and m be a Borel measure on Sn−p(1)×X with
unit volume. Suppose that, for each i, there exists a map bi : Mi → X such that
the map
(Ψi, bi) : Mi → Sn−p(1)×X
is a ǫi-approximation, where {ǫi} is some sequence of positive real numbers with
ǫi → 0 as i→∞. Suppose that the sequence {(Mi, gi,Hn)} converges to (Sn−p(1)×
X,m) in the measured Gromov-Hausdorff topology. Put M := Sn−p(1) ×X . Let
p1 : M → Sn−p(1) and p2 : M → X be the projections. Define fu : M → R by
fu(x) := p1(x) · u for each u ∈ Sn−p(1) ⊂ Rn−p+1. Note that (M,m) satisfies the
RCD∗(n− p− 1, n) condition by [14, Theorem 3.22].
The goal of this section is to prove the following proposition.
Proposition 3.2. Under Assumption 3.1, there exists a Borel measure mX on
X such that m = Hn−p × mX holds and (X,mX) satisfies the RCD(n − p − 1, p)
condition.
In this subsection, we show the splitting of the measure m = Hn−p × mX . Our
approach has been inspired by [17]. We first show the following easy lemma.
Lemma 3.3. Define
fk : S
n−p(1)×X → R, ((u1, . . . , un−p+1), x) 7→ uk
for each k = 1, . . . , n− p+1. Then, we have that fk ∈ TestF(M) and the following
properties:
(i) For each k = 1, . . . , n− p+ 1, the sequence {fk,i} converges to fk strongly
in L2 as i→∞.
(ii) For each k = 1, . . . , n−p+1, the sequence {∇fk,i} converges to ∇fk strongly
in L2 as i→∞.
(iii) For each k = 1, . . . , n− p+ 1, we have that ∆fk = −(n− p)fk.
(iv) For each k, l = 1, . . . , n− p+ 1 with k 6= l, we have that
fkfl + 〈∇fk,∇fl〉 =0,
f2k + |∇fk|2 =1
m-a.e. in M .
Proof. Clearly, fk is a Lipschitz function. If we get (iii), we have ∆fk = −(n−p)fk ∈
W 1,2(M), and so we have fk ∈ TestF(M).
We first show that {fk,i} strongly converges to fk as i→∞ at each point z ∈M .
Note that by the gradient estimate for eigenfunctions [27, Theorem 7.3], there exists
a constant C > 0 such that ‖fk,i‖L∞ + ‖∇fk,i‖L∞ ≤ C holds for all i ∈ Z>0 and
k = 1, . . . , n−p+1. Take arbitrary z = (u, x) ∈ Sn−p(1)×X and zi ∈Mi (i ∈ Z>0)
with zi
GH→ z. Since we have Ψi(zi)→ u in Sn−p(1), we have that
lim
i→∞
∣∣∣∣ fk,i(zi)|(f1,i, . . . , fn−p+1,i)|(zi) − fk(z)
∣∣∣∣ = 0,
and so limi→∞ |fk,i(zi)− fk(z)| = 0 by Proposition 2.18 (iii). Since fk,i and fk are
Lipschitz functions whose Lipschitz constants are bounded independently of i, we
have that
1
Hn(Br(zi))
∫
Br(zi)
∣∣∣∣∣fk,i − 1m(Br(z))
∫
Br(z)
fk dm
∣∣∣∣∣ dHn
≤ 1Hn(Br(zi))
∫
Br(zi)
(
|fk,i − fk,i(zi)|+ |fk,i(zi)− fk(z)|+ 1
m(Br(z))
∫
Br(z)
|fk − fk(z)| dm
)
dHn
≤Cr + |fk,i(zi)− fk(z)|.
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Thus,
lim
r→0
lim sup
i→∞
1
Hn(Br(zi))
∫
Br(zi)
∣∣∣∣∣fk,i − 1m(Br(z))
∫
Br(z)
fk dm
∣∣∣∣∣ dHn = 0.
Similarly, we have
lim
r→0
lim sup
i→∞
1
m
n(Br(z))
∫
Br(z)
∣∣∣∣∣fk − 1Hn(Br(zi))
∫
Br(zi)
fk,i dHn
∣∣∣∣∣ dm = 0.
Therefore, we get (i) by Proposition 2.16. We get (ii) by Theorem 2.17 (i). By
Theorem 2.17 (ii), we have
‖∆fk + (n− p)fk‖L2 ≤ lim inf
i→∞
‖∆fk,i + (n− p)fk,i‖L2 = 0,
and so we get (iii). For each k = 1, . . . , n− p+ 1, we have that
‖f2k + |∇fk|2 − 1‖L1 = lim
i→∞
‖f2k,i + |∇fk,i|2 − 1‖L1,
by [22, Proposition 3.11, Proposition 3.45] and the original definition of the L2
strong convergence [22, Definition 3.25, Definition 3.58]. See also [5, Proposition 3.3,
Theorem 5.7]. By Proposition 2.18 (i), we have limi→∞ ‖f2k,i+ |∇fk,i|2− 1‖L1 = 0,
and so we get f2k + |∇fk|2 = 1 m-a.e. in M . Similarly, applying Proposition
2.18 (i) to (fk ± fl)/
√
2, we get fkfl + 〈∇fk,∇fl〉 = 0 m-a.e. in M for each
k, l = 1, . . . , n− p+ 1 with k 6= l. These imply (iv). 
Let us apply Theorem 2.10 to vector fields generating rotations in Sn−p(1).
Lemma 3.4. Take arbitrary u = (u1, . . . , un−p+1), v = (v1, . . . , vn−p+1) ∈ Sn−p(1)
with u · v = 0 and T > 0. Then, the vector field
Vuv :=
n−p+1∑
i,j=1
uivj(fi∇fj − fj∇fi) = fu∇fv − fv∇fu
is an element of D(div) with DsymVuv ∈ L2(M) and divVuv = 0. Moreover, the
regular Lagrangian flow FlVuv : M × [0, T ] → M for Vuv exists and satisfies, for
m-a.e. x ∈M ,
fu(Fl
Vuv
t (z)) =fu(z) cos t− fv(z) sin t,
fv(Fl
Vuv
t (z)) =fu(z) sin t+ fv(z) cos t,
fw(Fl
Vuv
t (z)) =fw(z) (w ∈ Sn−p(1) with u · w = v · w = 0),
p2(Fl
Vuv
t (z)) =p2(z)
for any t ∈ [0, T ]. Moreover, FlVuv preserves the measure m, i.e.,
(FlVuvt )∗m = m
for any t ∈ [0, T ].
Proof. Since we have
div(fk∇fl) = −(n− p)fkfl + 〈∇fk,∇fl〉
for each k, l by (2.3.13) in [15], we get div(Vuv) = 0. We next check D
symVuv ∈
L2(X). It is enough to show (2.2) when f, g ∈ TestF(M) because we have ‖∇f −
∇Ptf‖L4 → 0 and ‖∆f −∆Ptf‖L4 → 0 as t → 0 for each f ∈ D(∆) with |∇f | ∈
L4(M) and ∆f ∈ L4(M). Note that
L4(TM) := {V ∈ L2(TM) : |V | ∈ L4(M)}
is a uniformly convex Banach space with the norm ‖V ‖L4 := ‖|V |‖L4, and that
‖∇Ptf‖L4 ≤ ‖∇f‖L4 for each f ∈W 1,2(X) with |∇f | ∈ L4(X) by the BL(n− p−
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1, n) condition for (M,m). Combining these and ∇Ptf → ∇f in L2(TM), we get
∇Ptf → ∇f in L4(TM).
Take f, g ∈ TestF(M). A simple calculation implies∫
M
〈Vuv ,∇f〉∆g + 〈Vuv,∇g〉∆f − 〈∇f,∇g〉divVuv dm
=
∫
M
〈∇fv,∇f〉div(fu∇g) + 〈∇fv,∇g〉div(fu∇f) + fu〈∇fv,∇〈∇f,∇g〉〉 dm
−
∫
M
〈∇fu,∇f〉div(fv∇g) + 〈∇fu,∇g〉div(fv∇f) + fv〈∇fu,∇〈∇f,∇g〉〉 dm.
Note that we have 〈∇f,∇g〉 ∈W 1,2(M) by [15, Proposition 3.1.3]. By [15, Defini-
tion 3.3.1, Theorem 3.3.8], we get DsymVuv ∈ L2(M). Thus, there exists a regular
Lagrangian flow FlVuv : M × [0, T ]→M for Vuv by Theorem 2.10.
For m-a.e. z ∈M , we have
d
dt
fw
(
FlVuv (t, z)
)
=(fu〈∇fv,∇fw〉 − fv〈∇fu,∇fw〉)
(
FlVuv (t, z)
)
=

−fv
(
FlVuv (t, z)
)
(w = u)
fu
(
FlVuv (t, z)
)
(w = v)
0 (w ∈ Sn−p(1) with u · w = v · w = 0)
for a.e. t ∈ (0, T ) by Lemma 3.3. This implies that for m-a.e. z ∈M ,
fw
(
FlVuv (t, z)
)
=

fu(z) cos t− fv(z) sin t (w = u)
fu(z) sin t+ fv(z) cos t (w = v)
fw(z) (w ∈ Sn−p(1) with u · w = v · w = 0)
for any t ∈ [0, T ].
A simple calculation implies that
〈∇fk,∇(g ◦ p2)〉 = 0
m-a.e. in M for each g ∈ LIP(X) and k = 1, . . . , n− p+1 similarly to Lemma 3.11
(iv) below. Therefore, for each g ∈ LIP(X) and m-a.e. z ∈M , we have
d
dt
(g ◦ p2)
(
FlVuv (t, z)
)
= 0
for a.e. t ∈ [0, T ], and so
(g ◦ p2)
(
FlVuv (t, z)
)
= g ◦ p2(z)
for any t ∈ [0, T ]. Let {xj}j∈Z>0 be a countable dense subset of X . Then, by
considering gj := d(xj , ·), we get that for m-a.e. z ∈M ,
d
(
xj , p2
(
FlVuv (t, z)
))
= d(xj , p2(z))
holds for any j ∈ Z>0 and t ∈ [0, T ]. This implies form-a.e. z ∈M , p2
(
FlVuv (t, z)
)
=
p2(z) for any t ∈ [0, T ].
We have that FlVuvt ◦ Fl−Vuvt = IdX m-a.e. in M for all t ∈ [0, T ] (note that
−Vuv = Vvu), and so
m =
(
FlVuvt
)
∗
(
Fl−Vuvt
)
∗
m ≤
(
FlVuvt
)
∗
m ≤ m.
This implies the final assertion. 
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Corollary 3.5. For any T ∈ SO(n− p+ 1), the transformation
T : Sn−p(1)×X → Sn−p(1)×X, (u, x) 7→ (Tu, x)
preserves the measure m.
Proof. Modifying onm-negligible subset, we have that FlVuvt ∈ SO(n−p+1) for each
u, v ∈ Sn−p(1) with u ·v = 0 and t ∈ [0, 2π]. Conversely, any T ∈ SO(n−p+1) can
be expressed as a composition of several transformations of the form FlVuvt . Thus,
we get the corollary. 
The following proposition is the goal of this subsection.
Proposition 3.6. Define a Borel measure on mX on X by
mX := (p2)∗m.
Then, we have m = Hn−p ×mX .
Proof. We first fix a Borel subset B ⊂ X . Define a Borel measure µB on Sn−p(1)
by
µB := (p1)∗(m|p−1
2
(B)),
i.e., we define
µB(A) := m(A×B)
for any subset A ⊂ Sn−p(1).
Claim 3.7. Each T ∈ SO(n− p+ 1) preserves the measure µB.
Proof. We immediately have the claim by Corollary 3.5. 
Claim 3.8. µB << Hn−p.
Proof. By the volume estimate relative to Hn−p on Sn−p(1), there exists a constant
C > 0 such that
max
{
k ∈ Z>0 : there exist x1, . . . , xk ∈ S
n−p(1) such that
Br(xi) ∩Br(xj) = ∅ holds for each i 6= j
}
≥ r−(n−p)/C
for each r > 0.
Take r > 0. We can choose k ∈ Z>0 with k ≥ r−(n−p)/C and x1, . . . , xk ∈
Sn−p(1) such that Br(xi)∩Br(xj) = ∅ holds for each i 6= j. By Claim 3.7, we have
that
µB(Br(xi)) = µB(Br(xj)) = µB(Br(x))
for all i, j = 1, . . . , k and x ∈ Sn−p(1). Therefore, we get that µB(Br(x)) ≤
Crn−pµB(Sn−p(1)) for all x ∈ Sn−p(1).
Take arbitrary subset A ⊂ Sn−p(1) with Hn−p(A) = 0 and ǫ > 0. Then, by the
definition of the Hausdorff measure, there exist a sequence of subsets {Sj}j∈Z>0 of
Sn−p(1) such that A ⊂ ⋃∞j=1 Sj and
∞∑
j=1
(diamSj)
n−p < ǫ.
Choose xj ∈ Sj for each j. Then, we have Sj ⊂ B2diamSj (xj), and so
µB(A) ≤
∞∑
j=1
µB(2BdiamSj (xj))
≤C
∞∑
j=1
(diamSj)
n−pµB(Sn−p(1)) ≤ CǫµB(Sn−p(1)).
Letting ǫ→ 0, we obtain µB(A) = 0 and get the claim. 
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By Claim 3.8 and the Radon-Nikodym theorem, we have the representation
µB = ρHn−p, where ρ : Sn−p(1)→ [0,∞] is some Borel function. By Claim 3.7, we
have that for each T ∈ SO(n− p+ 1)
ρ ◦ T = ρ
Hn−p-a.e. in Sn−p(1). This implies that ρ is constant Hn−p-a.e. in Sn−p(1). We
have that
ρHn−p(Sn−p(1)) = µB(Sn−p(1)) = m(Sn−p(1)×B) = mX(B),
and so µB = mX(B)Hn−p.
For each Borel sets A ⊂ Sn−p(1) and B ⊂ X , we get that
m(A×B) = µB(A) = Hn−p(A)mX(B).
This implies the proposition. 
3.2. Product Metric Measure Spaces and the RCD∗ Condition. In the pre-
vious subsection we showed that there exists a Borel measure mX on X such that
m = Hn−p × mX holds under Assumption 3.1. In this subsection we show that
(X,mx) satisfies the RCD(n− p− 1, p) condition.
More generally, we consider the following assumption.
Assumption 3.9. Let K,N ∈ R with N ≥ 1 and (Xi, di,mi) (i = 1, 2) be compact
metric measure spaces. Put (M,d,m) := (X1 ×X2, d1 × d2,m1 × m2). Moreover,
we assume the following:
• mi(Xi) = 1 (i = 1, 2).
• (M,d,m) satisfies the RCD∗(K,N) condition.
For each i = 1, 2, let pi : M → Xi denotes the projection.
The goal of this subsection is to prove the following proposition:
Proposition 3.10. In addition to Assumption 3.9, we assume that (X1, d1,m1) is
an n-dimensional closed Riemannian manifold with the Riemannian distance and
m1 = Hn. Then, (X2, d2,m2) satisfies the RCD∗(K,N −n) condition if N −n ≥ 1.
Note that if (Yi, d
′
i,m
′
i) (i = 1, 2) are RCD
∗(K,Ni) spaces, then the product
space (Y1 × Y2, d′1 × d′2,m′1 ×m′2) satisfies the RCD∗(K,N1 +N2) condition by [14,
Theorem 3.23].
We first show the following easy lemma.
Lemma 3.11. Under Assumption 3.9, we have the following properties:
(i) For any f ∈ LIP(M) and x = (x1, x2) ∈M , we have that
LipM (f)(x) ≥
(
LipX1(f(·, x2))
)
(x1)
and that
LipM (f)(x) ≥
(
LipX2(f(x1, ·))
)
(x2).
(ii) For any f ∈ LIP(Xi) (i = 1, 2), we have that
(LipXif) ◦ pi = LipM (f ◦ pi).
(iii) For each i = 1, 2, the map p∗i : L
2(Xi,mi)→ L2(M,m), f 7→ f ◦ pi induces
an isometric immersion p∗i : W
1,2(Xi)→W 1,2(M), and we have that
|∇(f ◦ pi)| = |∇f | ◦ pi
m-a.e. in M for any f ∈ W 1,2(Xi) (i = 1, 2).
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(iv) For any f ∈ W 1,2(X1) and h ∈ LIP(M), we have that
〈∇(f ◦ p1),∇h〉(x) = 〈∇f,∇(h(·, x2))〉(x1)
for m-a.e. x = (x1, x2) ∈ M . The similar result holds for the element of
W 1,2(X2).
(v) For any fi ∈ W 1,2(Xi) (i = 1, 2), we have that
〈∇(f1 ◦ p1),∇(f2 ◦ p2)〉 = 0
m-a.e. in M .
Proof. We get (i) and (ii) straightforward by the definition.
We show (iii) for i = 1. Take arbitrary f ∈ W 1,2(X1). For any sequence {fn} ⊂
LIP(X1) with limn→∞ ‖fn − f‖L2 = 0, we have limn→∞ ‖fn ◦ p1 − f ◦ p1‖L2 = 0,
and so
ChM (f ◦ p1) ≤ 1
2
lim inf
n→∞
∫
M
(LipM (fn ◦ p1))2 dm =
1
2
lim inf
n→∞
∫
X1
(LipX1fn)
2 dm1
by (ii). This implies ChM (f ◦ p1) ≤ ChX1(f) and f ◦ p1 ∈W 1,2(M).
We next show ChM (f ◦p1) ≥ ChX1(f). Take any sequence {fn} ⊂ LIP(M) with
ǫn := ‖fn − f ◦ p1‖2L2 → 0 as n→∞. We can assume ǫn < 1 for each n. We have
that
ǫn =
∫
X2
∫
X1
(fn(x1, x2)− f(x1))2 dm1(x1) dm2(x2),
1
2
∫
M
(LipMfn)
2 dm ≥1
2
∫
X2
∫
X1
(LipX1fn(·, x2))2(x1) dm1(x1) dm2(x2)
by (i), and so
m2
(
{x2 ∈ X2 :
∫
X1
(fn(·, x2)− f)2 dm1 > 2ǫ1/2n }
)
≤1
2
ǫ1/2n ,
m2
(
{x2 ∈ X2 :
∫
X1
(LipX1(fn(·, x2)))2 dm1 > (1 + ǫ1/2n )
∫
M
(LipMfn)
2 dm}
)
≤ 1
1 + ǫ1/2
.
Since we have
1
2
ǫ1/2n +
1
1 + ǫ
1/2
n
< 1,
we can take a sequence {x2(n)} ⊂ X2 such that∫
X1
(fn(·, x2(n))− f)2 dm1 ≤2ǫ1/2n ,∫
X1
(LipX1(fn(·, x2(n))))2 dm1 ≤(1 + ǫ1/2n )
∫
M
(LipMfn)
2 dm
for each n. Put gn := fn(·, x2(n)) ∈ LIP(X1). Then, we have ‖gn − f‖L2 → 0 as
n→∞ and
ChX1(f) ≤
1
2
lim inf
n→∞
∫
X1
(LipX1gn)
2 dm1 ≤ 1
2
lim inf
n→∞
∫
M
(LipMfn)
2 dm.
Thus, we get ChM (f ◦ p1) ≥ ChX1(f), and so ChM (f ◦ p1) = ChX1(f). Therefore,
p∗1 : W
1,2(X1)→ W 1,2(M) is isometric
Let us show that |∇(f ◦ p1)| = |∇f | ◦ p1 m-a.e. in M . Take fn ∈ LIP(X1)
such that fn → f and LipX1fn → |∇f | in L2. Then, we have fn ◦ p1 → f ◦ p1,
LipM (fn ◦ p1) = (LipX1fn) ◦ p1 → |∇f | ◦ p1 in L2 and
ChM (f ◦ p1) = ChX1(f) =
1
2
∫
M
(|∇f | ◦ p1)2 dm.
This implies |∇(f ◦ p1)| = |∇f | ◦ p1 m-a.e. in M .
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Let us prove (iv). We first consider the case f ∈ Lip(X1). Then, we have
〈∇(f ◦ p1),∇h〉(x1, x2) = lim
ǫ→0
1
2ǫ
(
LipM (f ◦ p1 + ǫh)2 − LipM (f ◦ p1)2
)
(x1, x2)
≥ lim
ǫ→0
1
2ǫ
(
LipX1(f + ǫh(·, x2))2 − LipX1(f)2
)
(x1)
=〈∇f,∇(h(·, x2))〉(x1).
for m-a.e. (x1, x2) ∈M . By considering −h instead of h, we also get
〈∇(f ◦ p1),∇h〉(x1, x2) ≤ 〈∇f,∇(h(·, x2))〉(x1),
and so
〈∇(f ◦ p1),∇h〉(x1, x2) = 〈∇f,∇(h(·, x2))〉(x1)
for m-a.e. (x1, x2) ∈ M . For general f ∈ W 1,2(X), approximating f by Lipschitz
functions, we get (iv).
Finally we show (v). We have (v) for each fi ∈ LIP(Xi) (i = 1, 2) by (iv). For
general fi ∈ W 1,2(Xi), approximating fi by Lipschitz functions, we get (v). 
We immediately get the following corollary by Lemma 3.11 (iii).
Corollary 3.12. Under Assumption 3.9, we have that the metric measure space
(Xi, di,mi) is infinitesimally Hilbertian and satisfies the Sobolev-to-Lipschitz prop-
erty for each i = 1, 2.
For any f ∈ L2(Xi), we shall denote f ◦ pi ∈ L2(M) by f briefly if there is no
confusion.
Lemma 3.13. Under Assumption 3.9, we have f1f2 ∈W 1,2(M)
∇(f1f2) = f1∇f2 + f2∇f1 ∈ L2(TM)
for any fi ∈W 1,2(Xi) (i = 1, 2).
Proof. Take sequences {fi,n}n∈Z>0 ⊂ LIP(Xi) (i = 1, 2) such that fi,n → fi and
LipXi(fi,n) → |∇fi,n| in L2(Xi) as n → ∞. We have f1,nf2,n ∈ W 1,2(M) and∇(f1,nf2,n) = f1,n∇f2,n+f2,n∇f1,n by [15, Theorem 2.2.6]. Then, f1,nf2,n → f1f2
in L2(M) and
∇(f1,nf2,n) = f1,n∇f2,n + f2,n∇f1,n → f1∇f2 + f2∇f1
in L2(TM). Thus, we get that f1,nf2,n → f1f2 inW 1,2(M) and ∇(f1f2) = f1∇f2+
f2∇f1 ∈ L2(TM). 
Let us consider the Laplacian on M .
Lemma 3.14. Under Assumption 3.9, we have the following properties:
(i) For each i = 1, 2, the map p∗i : L
2(Xi)→ L2(M) induces a map p∗i : D(∆Xi )→
D(∆M ), and we have that
(∆Xif) ◦ pi = ∆M (f ◦ pi)
for any f ∈ D(∆Xi ) (i = 1, 2). Thus, we use the same notation ∆ for ∆M
and ∆Xi (i = 1, 2). For any f ∈ D(∆Xi ), we shall denote (∆Xif) ◦ pi by
∆f briefly if there is no confusion.
(ii) For any fi ∈ D(∆Xi) (i = 1, 2), we have that f1f2 ∈ D(∆M ) and that
∆(f1f2) = f1∆f2 + (∆f1)f2.
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Proof. We show (i) for i = 1. Take arbitrary f ∈ D(∆X1). Then, for any φ ∈
LIP(M), we have∫
M
〈∇(f ◦ p1),∇φ〉 =
∫
X2
∫
X1
〈∇f,∇(φ(·, x2))〉(x1) dm1(x1) dm2(x2)
=−
∫
X2
∫
X1
∆X1f(x1)φ(x1, x2) dm1(x1) dm2(x2)
=−
∫
M
(∆X1f) ◦ p1 · φdm.
Since LIP(M) ⊂W 1,2(M) is dense with respect to the norm ‖ · ‖W 1,2 , we get (i).
We next show (ii). Take arbitrary fi ∈ D(∆Xi ) (i = 1, 2). Then, for any
φ ∈ LIP(M), we have∫
M
〈∇(f1f2),∇φ〉 =
∫
X1
∫
X2
f1(x1)〈∇f2,∇(φ(x1, ·))〉(x2) dm1(x1) dm2(x2)
+
∫
X1
∫
X2
f2(x2)〈∇f1,∇(φ(·, x2))〉(x1) dm1(x1) dm2(x2)
= −
∫
M
(f1∆f2 + (∆f1)f2)φdm.
Since LIP(M) ⊂W 1,2(M) is dense, we get (ii). 
Our goal is to show (X2, d2,m2) satisfies the RCD
∗(K,N − p) condition under
the assumption of Proposition 3.10. However, we can show the following weaker
assertion under Assumption 3.9.
Corollary 3.15. Under Assumption 3.9, we have that the metric measure space
(Xi, di,mi) satisfies the RCD
∗(K,N) condition for each i = 1, 2.
Proof. We only need to show that (Xi, di,mi) satisfies the BE(K,N) condition by
Corollary 3.12. For any ui ∈ D(∆Xi) with ∆ui ∈ W 1,2(Xi) and φi ∈ D(∆Xi ) ∩
L∞(Xi) with φi ≥ 0 and ∆Xiφi ∈ L∞(Xi), applying the BE(K,N) condition for
(M,d,m) to ui◦pi, φi ◦pi ∈ D(∆M ), we get the BE(K,N) condition for (Xi, di,mi).

The following proposition is crucial to show Proposition 3.10. We show the
BE(K,N − n) condition with an error term.
Proposition 3.16. In addition to Assumption 3.9, we assume that n is an integer
with N −n ≥ 1 and that (X1, d1,m1) is an n-dimensional closed Riemannian man-
ifold with the Riemannian distance and m1 = Hn. Then, for all u ∈ D(∆X2 ) with
∆u ∈ W 1,2(X2) and all φ ∈ D(∆X2) ∩ L∞(X2) with φ ≥ 0 and ∆φ ∈ L∞(X2), we
have
1
2
∫
X2
∆φ|∇u|2 dm2
≥
∫
X2
φ
(
〈∇∆u,∇u〉+K|∇u|2 + (∆u)
2
N − n −
2n
N(N − n) (∆u− 2(N − n)u)
2
)
dm2.
Proof. Take ψ ∈ C∞(R) such that
ψ(t) =
{
1 |t| ≤ 12
0 |t| ≥ 1
and ψ ≥ 0. Fix p ∈ X1. Take sufficiently small ǫ > 0 so that we can take ψǫ and fǫ
below as smooth functions. Define ψǫ ∈ C∞(X1) by
ψǫ(x1) := ψ
(
d(p, x1)
ǫ
)
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for each x1 ∈ X1, and take fǫ ∈ C∞(X1) such that
fǫ(x1) =
{
1 + d1(p, x1)
2 d(p, x1) ≤ ǫ
0 d(p, x1) ≥ 2ǫ.
Then, there exists a constant C > 0 such that∣∣∣∣Hessfǫ − ∆fǫn gX1
∣∣∣∣ (x1) ≤Cd(p, x1),
|∆fǫ − 2n|(x1) ≤Cd(p, x1),
|∇fǫ|(x1) ≤Cd(p, x1),
|fǫ − 1|(x1) ≤Cd(p, x1)
(2)
for all x1 ∈ Bǫ(p). Note that we can take such a constant independently of ǫ.
Claim 3.17. There exists a constant C > 0 such that for all sufficiently small
ǫ > 0, all u ∈ D(∆X2 ) with ∆u ∈ W 1,2(X2) and all φ ∈ D(∆X2) ∩ L∞(X2) with
φ ≥ 0 and ∆φ ∈ L∞(X2), we have
1
2
∫
X2
∆φ|∇u|2 dm2
≥
∫
X2
φ
(
〈∇∆u,∇u〉+K|∇u|2 + (∆u)
2
N − n
)
dm2
−Cǫ2
∫
X2
φ(u2 + |∇u|2 + (∆u)2) dm2 − 2n
N(N − n)
∫
X2
φ (∆u− 2(N − n)u)2 dm2.
(3)
Proof. We have that fǫu ∈ D(∆M ) with ∆(fǫu) = fǫ∆u+ (∆fǫ)u ∈W 1,2(M) and
that ψǫφ ∈ D(∆M )∩L∞(M) with ψǫφ ≥ 0 and ∆(ψǫφ) = ψǫ∆φ+(∆ψǫ)φ ∈ L∞(M)
by Lemma 3.13 and Lemma 3.14. Thus, we can apply the BE(K,N) condition to
the pair (fǫu, ψǫφ) and get
1
2
∫
M
∆(ψǫφ)|∇(fǫu)|2 dm2 ≥
∫
M
(ψǫφ)〈∇∆(fǫu),∇(fǫu)〉 dm2
+K
∫
M
ψǫφ|∇(fǫu)|2 dm2 + 1
N
∫
M
ψǫφ(∆(fǫu))
2 dm2
We calculate each terms.
We have
1
2
∫
M
∆(ψǫφ)|∇(fǫu)|2 dm2
=
∫
X1
ψǫ
(〈∇∆fǫ∇fǫ〉+Ric(∇fǫ,∇fǫ) + |Hessfǫ|2) dm1 ∫
X2
φu2 dm2
+
∫
X1
ψǫ|∇fǫ|2 dm1
∫
X2
φu∆u dm2 +
∫
X1
ψǫ(fǫ∆fǫ + 2|∇fǫ|2) dm1
∫
X2
φ|∇u|2 dm2
+
1
2
∫
X1
ψǫf
2
ǫ dm1
∫
X2
∆φ|∇u|2 dm2.
(4)
Here, we used the Bochner formula
1
2
∆|∇fǫ|2 = 〈∇∆fǫ∇fǫ〉+Ric(∇fǫ,∇fǫ) + |Hessfǫ|2
and the equation∫
X2
(∆φ)u2 dm2 = 2
∫
X2
φu∆u dm2 + 2
∫
X2
φ|∇u|2 dm2,
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which can be justified by approximating u by Ptu.
We have∫
M
ψǫφ〈∇∆(fǫu),∇(fǫu)〉 dm2
=
∫
X1
ψǫ〈∇∆fǫ,∇fǫ〉 dm1
∫
X2
φu2 dm2 +
∫
X1
ψǫ|∇fǫ|2 dm1
∫
X2
φu∆u dm2
+
∫
X1
ψǫfǫ∆fǫ dm1
∫
X2
φ|∇u|2 dm2 +
∫
X1
ψǫf
2
ǫ dm1
∫
X2
φ〈∇∆u,∇u〉 dm2.
(5)
We have
K
∫
M
ψǫφ|∇(fǫu)|2 dm2
=K
∫
X1
ψǫ|∇fǫ|2 dm1
∫
X2
φu2 dm2 +K
∫
X1
ψǫf
2
ǫ dm1
∫
X2
φ|∇u|2 dm2.
(6)
We have
1
N
∫
M
ψǫφ(∆(fǫu))
2 dm2
=
1
N
∫
X1
ψǫ(∆fǫ)
2 dm1
∫
X2
φu2 dm2 +
2
N
∫
X1
ψǫfǫ∆fǫ dm1
∫
X2
φu∆u dm2
+
1
N
∫
X1
ψǫf
2
ǫ dm1
∫
X2
φ(∆u)2 dm2.
(7)
Take K˜ > 0 such that RicX1 ≤ K˜gX1 . Then, we get
1
2
∫
X1
ψǫf
2
ǫ dm1
∫
X2
∆φ|∇u|2 dm2
≥−
∫
X1
ψǫ
(
(K˜ −K)|∇fǫ|2 +
∣∣∣∣Hessfǫ − ∆fǫn gX1
∣∣∣∣2
)
dm1
∫
X2
φu2 dm2
−2
∫
X1
ψǫ|∇fǫ|2 dm1
∫
X2
φ|∇u|2 dm2
− 1
Nn(N − n)
∫
M
ψǫφ ((N − n)(∆fǫ)u− nfǫ∆u)2 dm
+
∫
X1
ψǫf
2
ǫ dm1
∫
X2
φ
(
〈∇∆u,∇u〉+K|∇u|2 + 1
N − n (∆u)
2
)
dm2
by (3), (4), (5), (6) and (7). Since we have
0 <
∫
X1
ψǫ dm1 ≤
∫
X1
ψǫf
2
ǫ dm1 ≤ (1 + ǫ2)2
∫
X1
ψǫ dm1
and ∥∥∥√ψǫφ ((N − n)(∆fǫ)u− nfǫ∆u− 2n(N − n)u+ n∆u)∥∥∥
L2
≤Cǫ
(∥∥∥√φu∥∥∥
L2
+
∥∥∥√φ∆u∥∥∥
L2
)(∫
X1
ψǫ dm1
)1/2
,
we get the claim by (2). 
Letting ǫ→ 0 in Claim 3.17, we get the proposition. 
Let us complete the proof of Proposition 3.10. Since we have already showed
Corollary 3.12, we only need to check the BL(K,N − n) condition for (X2, d2,m2).
The proof of the following proposition has been inspired by the proof of [24, Theo-
rem 1.2].
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Proposition 3.18. In addition to Assumption 3.9, we assume that n is an inte-
ger with N − n ≥ 1 and that (X1, d1,m1) is an n-dimensional closed Riemannian
manifold with the Riemannian distance and m1 = Hn. Then, the metric measure
space (X2, d2,m2) satisfies the BL(K,N − n) condition.
Proof. Similarly to the proof of the assertion that the BE(K,N) condition implies
the BL(K,N) condition ([14, Proposition 4.9]), we have the following claim:
Claim 3.19. For any u ∈ D(∆X2) and t > 0, we have
|∇Ptu|2 + 1− e
−2Kt
K(N − n)
(
(∆Ptu)
2 − 2n
N
Pt
(
(∆u− 2(N − n)u)2)) ≤ e−2KtPt(|∇u|2)
m-a.e. in X2.
Proof. Take arbitrary φ ∈ L∞(X2) with φ ≥ 0. Define h : [0, t]→ R by
h(s) := e−2Ks
∫
X2
Psφ|∇Pt−su|2 dm2.
Then, for each 0 < s < t, we have
∂
∂s
h(s)
=− 2Ke2Ks
∫
X2
Psφ|∇Pt−su|2 dm2
+e−2Ks
∫
X2
∆Psφ|∇Pt−su|2 dm2 − 2e−2Ks
∫
X2
Psφ〈∇∆Pt−su,∇Pt−su〉 dm2
≥2 e
−2Ks
N − n
(∫
X2
Psφ(∆Pt−su)2 dm2 − 2n
N
∫
X2
Psφ(∆Pt−su− 2(N − n)Pt−su)2 dm2
)
≥2 e
−2Ks
N − n
(∫
X2
φ(∆Ptu)
2 dm2 − 2n
N
∫
X2
φPt
(
(∆u− 2(N − n)u)2) dm2) .
Here, we used
∂
∂s
Psφ = ∆Psφ,
∂
∂s
Pt−su = −∆Pt−su
in W 1,2, |∇Pt−su|2 ≤ e−2K(t−s)Pt−s(|∇u|2) (by the BL(K,N) condition), Propo-
sition 3.16 and the Jensen inequality
(∆Ptu)
2 ≤Ps
(
(∆Pt−su)2
)
(∆Pt−su− 2(N − n)Pt−su)2 ≤Pt−s
(
(∆u− 2(N − n)u)2)
m-a.e. in X2. Combining this and
lim
s→0
h(s) =h(0) =
∫
X2
φ|∇Ptu|2 dm2,
lim
s→t
h(s) =h(t) = e−2Kt
∫
X2
φPt|∇u|2 dm2,
we get∫
X2
φ
(
e−2KtPt|∇u|2 − |∇Ptu|2
)
dm2
≥ 1− e
−2Kt
K(N − n)
(∫
X2
φ(∆Ptu)
2 dm2 − 2n
N
∫
X2
φPt
(
(∆u − 2(N − n)u)2) dm2) .
This implies the claim. 
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Let us show that (X2, d2,m2) satisfies the BL(K,N − n) condition. Take u ∈
W 1,2(X2) and fix s > 0. Define
v := ∆Psu− 2(N − n)Psu
and vx := v − v(x) for each x ∈ X2. Then, the functions vx : X2 → R and
[0,∞)×X2 → R, (t, y) 7→ Pt(v2x)(y)
are continuous. Thus, for fixed ǫ > 0 and any x ∈ X2, there exists δx, τx > 0 such
that we have
|Pt(v2x)(y)| < ǫ
for any y ∈ Bδx(x) and t ∈ (0, τx). Since X2 is compact, there exist points
x1, . . . , xk ∈ X2 (k ∈ Z>0) such that
X2 =
⋃
i
Bδxi (xi).
Put τ := min τxi . Define
v˜i := Psu− (Psu)(xi) + 1
2(N − n)∆(Psu)(xi).
Then, we have u ∈ D(∆X2 ) with ∆u ∈W 1,2(X2) and
∆v˜i− 2(N −n)v˜i = ∆Psu− 2(N −n)Psu+2(N −n)(Psu)(xi)−∆(Psu)(xi) = vxi .
Applying Claim 3.19 to v˜i, for each i and t ∈ (0, τ), we get
e−2KtPt(|∇Psu|2) ≥|∇Ps+tu|2 + 1− e
−2Kt
K(N − n)
(
(∆Ps+tu)
2 − 2n
N
Pt(v
2
xi)
)
≥|∇Ps+tu|2 + 1− e
−2Kt
K(N − n)
(
(∆Ps+tu)
2 − 2n
N
ǫ
)
m-a.e. in Bδxi (xi). Thus, for each i and t ∈ (0, τ), we get
e−2KtPt(|∇Psu|2) ≥ |∇Ps+tu|2 + 1− e
−2Kt
K(N − n)
(
(∆Ps+tu)
2 − 2n
N
ǫ
)
m-a.e. in X2. Letting ǫ→ 0, we get
e−2KtPt(|∇Psu|2) ≥ |∇Ps+tu|2 + 1− e
−2Kt
K(N − n) (∆Ps+tu)
2
m-a.e. in X2. Letting s→ 0, we get the following inequality as the limit in L1(X2):
e−2KtPt(|∇u|2) ≥ |∇Ptu|2 + 1− e
−2Kt
K(N − n) (∆Ptu)
2
m-a.e. in X2. This is the BL(K,N − n) condition. 
By Corollary 3.12 and Proposition 3.18, we get Proposition 3.10. By Proposition
3.6 and Proposition 3.10, we get Proposition 3.2.
4. Proof of the Main Theorem
In this section we complete the proof of our main theorem.
Theorem 4.1. For integers n ≥ 5 and 2 ≤ p < n/2 and a positive real number
ǫ > 0, there exists δ = δ(n, p, ǫ) > 0 such that the following property holds. Let
(M, g) be an n-dimensional closed Riemannian manifold with Ricg ≥ (n− p− 1)g,
and assume one of the following:
• λ1(∆C,p) ≤ δ and λn−p+1(g) ≤ n− p+ δ,
• λ1(∆C,n−p) ≤ δ and λn−p(g) ≤ n− p+ δ.
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Then, we have
λn−p+2(g) ≥ p(n− p− 1)
p− 1 − ǫ.
By the Lichnerowicz estimate for the first eigenvalue of the Laplacian acting on
functions for metric measure spaces satisfying the RCD∗(n−p−1, p) condition [14,
Theorem 4.22]:
λ1 ≥ p(n− p− 1)
p− 1 ,
we get Theorem 4.1 similarly to Theorem 4.2 below. Thus, we only give the proof
of Theorem 4.2.
The following theorem is the main result of this article.
Theorem 4.2. For integers n ≥ 5 and 2 ≤ p < n/2 and a positive real number
ǫ > 0, there exists δ = δ(n, p, ǫ) > 0 such that the following property holds. Let
(M, g) be an n-dimensional closed Riemannian manifold with Ricg ≥ (n− p− 1)g,
and assume one of the following:
• λ1(∆C,p) ≤ δ, λn−p+1(g) ≤ n−p+δ and λn+1(g) ≤ p(n−p−1)/(p−1)+δ,
• λ1(∆C,n−p) ≤ δ, λn−p(g) ≤ n−p+δ and λn+1(g) ≤ p(n−p−1)/(p−1)+δ.
Then, we have
dGH
(
M,Sn−p(1)× Sp
(√
p− 1
n− p− 1
))
≤ ǫ.
Proof. We show the theorem by a contradiction. Suppose that the theorem does
not holds. Then, there exists a sequence of n-dimensional Riemannian manifolds
{(Mi, gi)}∞i=1 with Ricgi ≥ (n − p − 1)gi that does not converge to Sn−p(1) ×
Sp(
√
(p− 1)/(n− p− 1)) and that satisfies one of the following:
• limi→∞ λn−p+1(gi) = n − p, limi→∞ λn+1(gi) = p(n − p − 1)/(p − 1) and
limi→∞ λ1(∆C,p, gi) = 0,
• limi→∞ λn−p(gi) = n − p, limi→∞ λn+1(gi) = p(n − p − 1)/(p − 1) and
limi→∞ λ1(∆C,n−p, gi) = 0.
Taking a subsequence, we have that Assumption 3.1 holds by Proposition 2.18,
Proposition 2.19, the Gromov compactness theorem (see also [27, Theorem 11.1.10]
and [1, Theorem 4.58]) and [12, Theorem 1.6, Theorem 1.10]. Then, there exists
a Borel measure mX on X such that m = Hn−p × mX holds and (X,mX) satisfies
the RCD(n − p − 1, p) condition by Proposition 3.2. By the spectral convergence
theorem [13, Theorem 7.9] and Theorem 4.1, we have
λn−p+2(Sn−p(1)×X,m) = · · · = λn+1(Sn−p(1)×X,m) = p(n− p− 1)
p− 1 .
Since the spectrum of the Lalpacian on (Sn−p(1)×X,m) coincides with
{λi(Sn−p(1),Hn−p) + λj(X,mX) : i, j ∈ Z≥0}
and λn−p+2(Sn−p(1),Hn−p) = 2(n− p+ 1) > p(n− p− 1)/(p− 1), we get that
λ1(X,mX) = · · · = λp(X,mX) = p(n− p− 1)
p− 1 .
By the Obata Rigidity theorem for metric measure spaces satisfying the RCD∗
condition [25, Theorem 1.4] with scaling, we have that (X,mX) is isomorphic to
either (Sp(rn,p),Hp) or (Sp+(rn,p),Hp), where rn,p :=
√
(p− 1)/(n− p− 1) and
Sp+(rn,p) denotes the p-dimensional hemisphere with radius rn,p. In particular,
{(Mi, gi,Hn)} is a non-collapsing sequence. Thus, we get (X,mX) is isomorphic to
(Sp(rn,p),Hp) by [12, Theorem 6.2]. This contradicts to the assumption, and so we
get the theorem. 
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