Abstract. In the paper, the authors establish some asymptotic formulas and double inequalities for the factorial n! and the gamma function Γ in terms of the tri-gamma function ψ ′ .
Introduction and motivation
We recall that the classical Euler's gamma function may be defined by
for ℜ(z) > 0, that the logarithmic derivative of Γ(x) is called psi or di-gamma function and denoted by
for x > 0, that the derivatives ψ ′ (x) and ψ ′′ (x) for x > 0 are respectively called tri-gamma and tetra-gamma functions, and that the derivatives ψ (i) (x) for i ∈ N and x > 0 are called polygamma functions.
We also recall from [3, Chapter XIII] and [13, Chapter IV] that a function f (x) is said to be completely monotonic on an interval I if it has derivatives of all orders on I and satisfies 0 ≤ (−1) n f (n) (x) < ∞ for x ∈ I and all integers n ≥ 0. The class of completely monotonic functions may be characterized by the celebrated Bernstein-Widder Theorem [13, p. 160, Theorem 12a] which reads that a necessary and sufficient condition that f (x) should be completely monotonic in 0 ≤ x < ∞ is that
where α(t) is bounded and non-decreasing and the integral converges for 0 ≤ x < ∞. In [12, Theorem 2.1], it was proved that the function
is completely monotonic on (0, ∞) if and only if α ≥ 1 2 and that the function −F α (x) is completely monotonic on (0, ∞) if and only if α = 0. Consequently, the double inequality
was derived in [12, Corollary 2.1]. These results were also established in [5] and its preprint [6] independently from a different origin and by a different motivation. For some more information on bounding the gamma function Γ, please refer to the newly published paper [10] , the survey articles [7, 8, 9] , and plenty of references collected therein. The goal of this paper is to discover best asymptotic formulas and double inequalities for the factorial n! = Γ(n + 1) and the gamma function Γ(x) in terms of the tri-gamma function ψ ′ x + 1 2 . These results have something to do with the function F α (x) and the double inequality (1.5).
2. An asymptotic formula and a double inequality for n! In this section, we establish a best asymptotic formula and a double inequality for the factorial n! = Γ(n + 1) in terms of the tri-gamma function ψ ′ x + 1 2 . Theorem 2.1. As n → ∞, the asymptotic formula
is the most accurate one among all approximations of the form
where a ∈ R.
Proof. For n ≥ 1, define a sequence w n by
Taking into account
Hence, we have
Lemma 1.1 in [4, 11] states that if the sequence {ω n : n ∈ N} converges to 0 and
Consequently, the sequence w n converges fastest only if a = Theorem 2.2. For every integer n ≥ 1, we have
Proof. The double inequality (2.6) may be rewritten as f (n) = ln Γ(n+ 1 This shows that u(x) is strictly convex and v(x) is strictly concave on (0, ∞).
Further considering lim x→∞ u(x) = lim x→∞ v(x) = 0, we obtain that u(x) > 0 and v(x) < 0 on (0, ∞). Consequently, the sequence f (n) is strictly increasing and g(n) is strictly decreasing while they both converge to 0. As a result, we conclude that f (n) < 0 and g(n) > 0 for every integer n ≥ 1. The proof of Theorem 2.2 is complete.
3. An asymptotic series and a double inequality for Γ We now discover an asymptotic series and a double inequality for the gamma function Γ(x) in terms of the tri-gamma function ψ ′ x + 1 2 . Theorem 3.1. As x → ∞, we have
Proof. Motivated by the inequality (2.6), we now consider a new function h(x) defined by
that is,
Using the formulas 
where B k for k ≥ 0 denote Bernoulli numbers which may be generated by
Making use of
, where a k is any sequence and The proof of Theorem 3.1 is complete. 
Proof. Let f (x) and g(x) for x ∈ [1, ∞) be defined by (2.7) and (2.8) respectively. Making use of inequalities
which may be deduced from [ The proof of Theorem 3.2 is thus complete.
