As autonomous vehicle technology advances rapidly, the design and operation of networks composed of fully autonomous vehicles have attracted immense interest. It is widely anticipated that fully autonomous vehicle networks will drastically improve performance. In this paper, we consider a widely studied problem, in which autonomous vehicles arriving at an intersection adjust their speeds to traverse the intersection as rapidly as possible, while avoiding collisions. We propose a coordination control algorithm, assuming stochastic models for the arrival times of the vehicles. The proposed algorithm extends the widely studied polling systems analysis to the case involving customers subject to second-order differential constraints. We provide provable guarantees on 1) safety, no collisions occur surely, and 2) performance, rigorous bounds on the expected delay. We also provide a stability analysis for the resulting queueing system. We demonstrate the algorithm in an extensive simulation study, providing one to two orders of magnitude improvement in delays over the traditional traffic light.
. Illustration of a fully autonomous traffic intersection. Autonomous vehicles arriving near the intersection are controlled by a central control system. The control system ensures that the vehicles safely pass through the intersection; furthermore, the central control system provides provable guarantees on performance, e.g., an upper bound on the average time for a typical vehicle to pass through the intersection.
work in coordination to enable efficient transportation and logistics services. High-performance coordination algorithms for autonomous vehicles would also pave the way for the design of future urban centers with shared autonomous vehicles [10] , next generation air transportation systems [11] , and industrial environments that house autonomous vehicles to shuttle goods [12] .
In systems involving autonomous vehicles, "traffic intersections," where flows of vehicles intersect, are among the most critical for high performance. Efficient coordination algorithms are most beneficial in these places where interaction between vehicles is frequent. In this paper, we study "signalless traffic intersections" in which vehicles coordinate among each other to carefully adjust their speed to maximize traffic performance. Vehicles arrive stochastically at the ends of two roads that intersect at their other end (see Fig. 1 ). A central controller commands each vehicle, governed by second-order differential constraints with bounded velocity and acceleration. In this setting, we propose a novel coordination algorithm that provides guarantees on safety and performance.
A. Related Work
Most of the existing literature on autonomous intersection control addresses two tightly coupled aspects: i) assign viable time schedules or priorities to vehicles traversing the intersection, and ii) design safe vehicle trajectories fulfilling these assignments. A large body of literature focuses on the second aspect, using heuristics to determine vehicle priority, e.g., first-in-first-out. Trajectory-focused protocols include multiagent simulations [13] - [18] , an auction-based approach [19] , discrete-time occupancy trajectories [20] , a token-based approach [21] , and an MPC-based approach [22] . By using heuristics for aspect (i), these methods focus on safety, often at the expense of optimal traffic performance; for example, the motion planner may revert to a "safe" conservative mode from time to time, to preserve the safety of the intersection, as in [22] . Although these approaches exhibit good performance, a mathematically rigorous analysis of performance, e.g., delay, throughput, and fairness, is not available in these frameworks, which rely on simulation studies to verify performance metrics. In this paper, we utilize well-known results in polling systems theory to determine the (near) optimal crossing order of vehicles in the intersection in the average case. In this manner, a rigorous analysis of performance of our algorithm is inherited, as we extend polling systems theory to this intersection problem.
Another group of approaches solve a scheduling problem to address aspect i) informed by the dynamical constraints of the vehicles; and then solve aspect ii) explicitly, based on the solution for aspect (i). In this manner, these methods optimize performance. However, the scheduling problem is computationally challenging; in fact, computing the optimal schedule was shown to be NP-hard [23] . Hence, this second group of literature explores a tradeoff between computational complexity and optimality. In particular, many algorithms use relaxations or approximations, yielding suboptimal solutions or even infeasible solutions at times [24] in order to reduce the computational load of the scheduling problem. The literature in this direction includes Colombo et al. [23] , [25] - [28] , Hult et al. [24] , and Tallapragada et al. [29] . We depart from [23] - [29] in that we focus on optimal performance in the average-case. For instance, while in the optimal control formulation of Hult et al. [24] and the scheduling problems considered by many others [23] , [25] - [28] , the initial states of all vehicles are known a priori, our formulation is stochastic and online, i.e., the arrival times of the vehicles are unknown (but statistics are available). The run time of our proposed algorithm scales linearly with increasing number of vehicles.
Problems similar to that presented in this paper were also discussed in the context of air traffic control [30] - [42] . Our work is similar in principle to the analysis of two intersecting aircraft flows by Mao et al. [39] - [42] . They consider series of aircraft, one after another, aimed at finding the maximum throughput achievable in the worst case by various aircraft maneuvers, such as heading change. In contrast, our analysis is tailored for ground vehicles in a lane, which have to slow down and speed up, but cannot maneuver sideways. Also, our analysis assumes stochastic arrivals, allowing performance results for the average case.
Finally, the algorithm proposed in this paper builds on existing algorithms from polling systems literature [43] - [47] . Motivated by applications in communication systems, transportation systems, and manufacturing, the literature has flourished in the last few decades. Optimal polling policies were characterized for a large class of input processes [48] and analytical expressions were derived for a range of polling policies [43] - [45] . These foundational results have been utilized in several application domains [46] , [47] , including urban traffic flows [46] . However, to the best of the authors' knowledge, the application of polling systems to all-autonomous traffic intersections is novel. Furthermore, this paper studies for the first time polling systems with differentially constrained customers.
B. Contributions
First, we formulate a stochastic online version of the autonomous intersection problem studied in the literature. This problem generalizes polling systems in two ways: 1) vehicle geometry to model collisions, and 2) vehicle dynamics to model differential constraints. Furthermore, the problem formulation includes regularity assumptions for the proper handling of vehicle arrivals.
Second, we propose a novel online algorithm that provides guarantees on safety, performance, and computational efficiency. Also, we show that the proposed algorithm can emulate a large class of polling policies designed for classical polling systems. Our results indicate that, under reasonable assumptions, the performance analysis of classical polling systems carries over to the autonomous intersection problem considered in this paper. In addition, we show that our algorithm is computationally efficient. In fact, the run time of the proposed algorithm is linear in the number of vehicles. To the best of our knowledge, our results bring together the literature on polling systems and the literature on autonomous intersections for the first time.
Finally, we provide further insight into signalless traffic intersection control in the context of smart platooning, i.e., effective clustering of vehicles, crucial for achieving high traffic efficiency, as has also been proposed in these high-performing coordination algorithms [29] . To achieve the best throughput, vehicles in the same lane slow down to form a cluster, crossing the intersection as a platoon, minimizing time wasted in switching between lanes. This behavior naturally arises from our motion coordination algorithm.
A preliminary version of our results was presented at the Conference on Decision and Control in 2014 [49] . In addition to the results presented there, this paper provides a full proof of safety and performance results for a slightly more general setting, provides new results on stability, and provides conjectures and open problems based on new simulation results. Also, a distributed version of the algorithm presented here has appeared recently in [50] .
C. Organization
This paper is ordered as follows. We formalize the problem of signalless intersection control with stochastic arrivals in Section II. We describe our control policy in Section III. We state our main theoretical results in Section IV, and provide supporting simulation studies in Section V. Concluding remarks are in Section VI. Technical proofs are given in the Appendix.
II. PROBLEM DEFINITION
Consider a traffic intersection in which two orthogonal lanes intersect. Each vehicle is subject to second-order dynamics
where . The input signal u(t) of each vehicle is directly controlled by a central control system for all vehicles that are in the control region. We assume that model uncertainties, exogenous disturbances, and communication-related imperfections are neglected. This central control system does not know a priori the precise times that each vehicle will arrive at the control region. We model the arrival times {t i,k : i ∈ N} as a suitable stochastic process, where t i,k is the time that the ith vehicle from lane k ∈ {1, 2}, or vehicle (i, k), enters the control region. We say that a vehicle arrives at the control region at time t i,k when its front bumper is exactly a distance of L away from the intersection region, i.e., x i,k (t i,k ) = −L, where x i,k (t) denotes the position of vehicle (i, k) at time t. Since then, its position x i,k (t) is governed according to the dynamics given in (1) . If the lane number of vehicle (i, k) is clear from context, we drop the lane subscript, i.e., x i denotes the trajectory of vehicle (i, k), t i denotes the arrival time of vehicle (i, k), etc. Vehicles enter the control region with maximum speed, i.e.,ẋ(t i,k ) = v m for all i ∈ N and for all k ∈ {1, 2}. Since these vehicles are autonomous, we can assume that far away from intersections, the vehicles are designed to travel at the speed limit; however, in future work, we would like to consider a stochastic distribution on the arrival velocities of vehicles. In this more general setting, a motion planner would attempt to increase velocities of the arriving vehicles in order to achieve good performance. We note that the results of this paper can be readily extended to certain scenarios: an intersection with k one-way-traffic lanes intersecting at the origin or in a setting where the lengths of incoming vehicles are governed by a general stochastic distribution. However, generalizing the vehicle dynamics and generalizing the intersection to allow for multiway traffic are both nontrivial extensions of this work. From a practical standpoint, this work would directly be applicable to and efficacious for intersecting highways of traffic.
We represent each vehicle as a two-dimensional, rectangular rigid body with length l and width w. The position of this rigid body, which is the location of its front bumper, is encoded with respect to a corner of the intersection region, see Fig. 2 . Define the rigid body at position y ∈ R in lane k as R k (y) ⊆ R 2 , i.e., R 1 (y) := (y − l, y) × (0, w) and R 2 (y) := (0, w) × (y − l, y). With this notation, the location of vehicle (i, k) at time t can be represented as R k (x i,k (t)). Let I k (t) denote the indices for all lane k vehicles inside the control or intersection regions at time t. For instance, if the third, fourth, and fifth vehicles are in lane 1 at time t, then we have I 1 (t) = {3, 4, 5}. Clearly, I k (t) is a set of consecutive natural numbers for all t ≥ 0 and all k ∈ {1, 2}. We define safety as follows.
Definition 1 (Safety): The intersection is safe at time t ∈ R ≥0 , if there are no pairwise collisions among the vehicles, i.e., 
Next, for each vehicle, we define the delay incurred in traveling through the intersection, or delay for short, as follows. Let T i,k be the time that vehicle (i, k) exits the intersection region (the rear bumper is not in the intersection region anymore):
x i,k (T i,k ) = l + w. Then, the time that vehicle (i, k) has spent in the intersection is T i,k − t i,k . The delay is the difference between this duration and (L + l + w)/v m , the amount of time required for the vehicle to travel through an empty intersection.
Definition 2 (Delay): The delay of vehicle (i, k) is
We are interested in developing coordination algorithms such that both performance (e.g., in terms of delay) and safety (avoiding collisions) are simultaneously guaranteed. We discuss such algorithms in the next section. We discuss the arrival process as a part of our model and assumptions in Section IV. It is possible to extend this problem definition to more complex intersections, which we outline in the conclusion.
III. CONTROL POLICY
In this section, we propose a coordination algorithm for the intersection problem in Section II. Since our algorithm is based on polling policies that appear in polling systems literature [45] , we first briefly introduce queueing and polling systems.
A. Introduction to Polling Systems
A typical queueing model is the following. Suppose customers arrive stochastically into a single queue in which their requests are processed by a server, one by one. The time required for the server to process a typical customer is called the service time. Polling systems are extensions of queueing systems. Suppose customers arrive stochastically into multiple queues. A server chooses to service a customer in any queue. However, the server must pay a cost, called the switchover time or the setup time, to begin servicing customers in a different queue. No setup time is required, if the server continues to service customers from the same queue. Consider a polling system with two queues and a single server. Let t i,k denote the arrival time of the ith customer in queue k, and let s i,k denote the service time of this customer, where k ∈ {1, 2}. Both {t i,k : i ∈ N} and {s i,k : i ∈ N} are stochastic processes. Denote W i,k as the waiting time of the customer, which is the time spent in the queue plus its service time. Customers are serviced by the server one at a time. To switch between queues, the server pays a setup time r, which is a random variable.
Central to a polling system is a controller determining when to switch between queues. The polling systems literature analyzes the performance of various polling policies [45] . Popular examples include the exhaustive policy and the k-limited policy.
In the exhaustive policy, the server services customers from one queue until empty. In the k-limited policy, the server services at most k customers from one queue per visit. The server visits all queues usually in a cyclic manner. These policies can be formalized. For details, we refer the reader to the seminal paper by Takagi [45] .
Most of the existing literature focuses on independent identical memoryless distribution for customer interarrival times. For example, conditions for stability, the mean waiting time, and the mean queue length are known for the three policies considered above [45] . For more general arrival processes, some performance bounds and stability results have been derived for exhaustive and gated policies [51] - [53] .
B. Simulating Polling Systems
The coordination algorithm we present in Section III-C relies on simulating the future behavior of a polling system which we describe in this section. Consider a polling system P with two queues and deterministic service time s and deterministic setup time r. When a vehicle arrives in lane k of the control region, we add a corresponding customer to the end of queue k of polling system P, via the procedure P.AddToQueue(k).
We will speak of a vehicle as being in the polling system, when we are referring to its corresponding customer in the polling system. The procedure P.Simulate() simulates the polling system with the vehicles currently present in the polling system, returning two sequences of future time instances, T 1 = (τ i 1 ,1 , τ i 2 ,1 , . . . , τ i n 1 ,1 ) and T 2 = (τ j 1 ,2 , τ j 2 ,2 , . . . , τ j n 2 ,2 ), where τ i,k is the time that the server is tentatively scheduled to begin servicing vehicle (i, k), assuming no future vehicles arrive. We call τ i,k the schedule time of vehicle (i, k). Sets T 1 and T 2 are uniquely determined by the polling policy, the service time s, the setup time r, the order of vehicles in the two queues, and the time that the server begins (1, 2, 9, 10, 11) . The schedule order is ((a, 2), (b, 2), (c, 1), (d, 1), (e, 1), (f, 1), (g, 2), (h, 2), (i, 2), (j, 1)).
servicing the first vehicle. Given T 1 and T 2 , we define the corresponding service order of vehicles ((i 1 , k 1 ), . . . , (i n , k n )) as the order in which the server will tentatively service the customers according to T 1 and T 2 . See Fig. 3 for an example of computing schedule times and service order under the exhaustive policy.
We emphasize that simulating the polling system does not remove these vehicles from the polling system. A vehicle exits the polling system when the server has completed the service of that vehicle, not when the vehicle receives a tentative schedule time. Moreover, we will see in the next section that a vehicle is designed to be serviced by the server much earlier than the time instant it reaches the intersection region. This implies the existence of vehicles that have exited the polling system, which are still in the control region; the schedule times of such vehicles cannot be altered. Also, the vehicles in the polling system are only a subset of all the vehicles in the control region; such vehicles have schedule times that may be altered upon a later simulation of the polling system.
C. Intersection Coordination Algorithm
We propose an event-triggered algorithm that plans the motions of vehicles in the control region. The algorithm computes trajectory x i,k for vehicle (i, k) in the polling system, such that trajectory x i,k is dynamically feasible and no two vehicles collide. Whenever a new vehicle arrives in the control region, Algorithm 1 is triggered, computing the trajectories x i,1 for all i ∈ {i 1 , i 2 , . . . , i n 1 } and x j,2 for all j ∈ {j 1 , j 2 , . . . , j n 2 }, where these index sets correspond only to the vehicles that are currently in the polling system.
Before presenting the coordination algorithm, let us introduce the following motion planner. The procedure
MotionSynthesize generates a trajectory for a vehicle given the current time t of the simulation (not necessarily the vehicle's arrival time), the current state (p, v) of the vehicle, the terminal time t f (the time that the vehicle is tentatively scheduled to reach the intersection region, which is not the same as its schedule time), and the trajectory y : [t 0 , t f ] → R of the vehicle ahead in the same lane. MotionSynthesize computes a trajectory x : [t , t f ] → R such that the vehicle reaches the intersection region with full speed v m at time t f , and is safe with trajectory y:
The integrand of the cost function is selected such that the vehicle stays as close to the intersection region as possible. 1 Suppose a vehicle arrives in the control region in lane q, triggering Algorithm 1. The procedure GetCurrentTime() returns the current time of the simulation, which is the arrival time of the vehicle triggering Algorithm 1 (Line 1). Next, P.AddToQueue(q) adds a customer to the end of queue q, representing the newly arrived vehicle (Line 2). The current polling system is simulated, assuming no future customers, with service time s = l/v m and setup time r = w/v m (Line 3). The terminal time of each vehicle (i, k) in the polling system is updated to τ i,k + L/v m . 2 Finally, MotionSynthesize generates a trajectory for each vehicle in the polling system, starting with the first vehicle in each queue and then using this newly generated trajectory as the "trajectory y of the vehicle ahead" when calling MotionSynthesize for the second customer, and so on (Lines 4-10). 3 The durations of the service time and setup time are selected to ensure that no collisions occur in the intersection region. A natural interpretation of the service time is depicted in the transition from Fig. 4 (a) to (b), which is the amount of time 1 One may generalize this motion planner to take into account other performance metrics, such as deviation from a prescribed velocity, fuel efficiency, and travel experience. In this paper, we prove the feasibility of our algorithm with the optimal control problem shown here; in future work, we hope to extend the feasibility of the motion planner to a more general setting. 2 Given schedule time τ , the time scheduled to reach the intersection region is τ + L/v m . This distinction can be seen in the following scenario. Suppose at time t 0 , a vehicle arrives in an empty control region. At time t 0 , the vehicle is added to the empty polling system, is given schedule time t 0 , and its service begins. At time t 0 + s, the server has completed the service and the vehicle exits the polling system, yet the vehicle is still in the control region. Only at time t 0 + L/v m does the vehicle arrive at the intersection region. 3 Since the vehicle closest to the intersection region in each lane does not have a vehicle ahead of it, the safety constraint in MotionSynthesize, |x(t) − y(t)| ≥ l, can be ignored when updating its trajectory. from when a vehicle's front bumper exits the control region to when its rear bumper exits the control region, assuming the vehicle travels at speed v m . The service time of the polling system is set to this duration in order for the polling policy to imitate this behavior when tentatively scheduling vehicles. Upon service completion, the server may immediately begin the service of another vehicle from the same queue; similarly, when a vehicle, having reached the intersection region, exits fully the control region, a vehicle from the same lane may also safely follow into the intersection region.
The setup time is chosen to match the amount of time needed to ensure that a vehicle from another lane can safely enter the intersection region. This is depicted in the transition from Fig. 4 (b) to (c), which is the amount of time from when a vehicle's rear bumper enters the intersection region to when its rear bumper exits the intersection region. 4 We emphasize that by the design of our algorithm, a vehicle fully exits the control region exactly L/v m time units after the same vehicle had exited the polling system.
IV. ANALYSIS
In this section, we show that the coordination algorithm presented in Section III-C has two important properties. First, the algorithm maintains the safety of the intersection at all times, in that no collisions occur in the control or intersection regions. (See Definition 1.) Second, the algorithm provides good performance in which the delay of a vehicle in the intersection is exactly the waiting time of its corresponding customer in the polling system. These guarantees hold under certain assumptions. We present a class of stochastic process models for vehicle arrival times and two important assumptions. Then, we present our theoretical results.
A. Vehicle Arrival Time Model
We model the arrival times {t i,k : i ∈ N} as a hard-core stochastic point process on the nonnegative real line [54] such that t i+1,k − t i,k ≥ l/v m for all i ∈ N and k ∈ {1, 2}. This inequality ensures that no two vehicles are in collision upon arrival, since the quantity l/v m is the time required for a vehicle to fully enter the control region. This is a continuous analog of the discrete model for incoming traffic of Stone [13] - [15] . Although our analysis applies to any such processes, in our computational experiments we make use of the widely studied Matérn process, which is generated from a Poisson process [55] - [57] . Poisson processes are commonly used to model traffic arrivals at parking lots, roundabouts, isolated intersections, and networks of intersections [58] - [61] . Poisson processes are considered to be a satisfactory model in the case of light traffic; see [58, Sec. 3.2.1.5] for a discussion of the limitations of the Poisson process in modeling traffic flow.
In addition, we model the effect of overcrowding in the control region to rule out other cases that trivially contradict safety. If a vehicle arrives in a lane at which time no control input would prevent a collision with the vehicle ahead, then the same vehicle does not enter the control region. 5 We call this phenomenon diversion, since this vehicle is diverted from the control region. The result is that the stochastic process is "thinned" by the removal of unsafe vehicles. This assumption does not immediately guarantee safety, since the initial schedule time and trajectory of a vehicle are tentative and subject to change upon future vehicle arrivals.
However, without this assumption, one is faced with trivial cases in which any algorithm would cause an unsafe intersection with a nonzero probability. In computational experiments, we find that the chance that a vehicle is diverted from the control region is small, when the road length L is very large or the intensity of the arrival times is very small (i.e., in light traffic). We conjecture that our analysis applies in these limiting cases, even without this assumption.
B. Assumptions on Polling Policies and Road Length
We introduce an assumption on the kinds of polling policies that may govern the polling system in the coordination algorithm.
Assumption 1 (Regular Polling Policies): Suppose vehicle A arrives in lane q. At that time, we add vehicle A to the end of queue q and simulate the polling system under a certain polling policy to obtain schedule times (T 1 , T 2 ). We say that the polling policy is regular if the following two properties hold: 1) vehicles within each queue are serviced in a first-come-first-serve (FCFS) manner, i.e., T k (i) ≤ T k (i + 1) for all i and all k, and 2) vehicle A is inserted into the previous service order ((i 1 , k 1 ), . . . , (i n , k n )), without otherwise permuting it, i.e., the updated service order is ((i l , k l ), . . . ,
The FCFS property is a natural requirement, since vehicles within each lane exit the control region in the same order in which they had arrived in that lane. The second property of a regular polling policy implies that a newly arrived vehicle does not influence the service order (and thus, the time schedules) of vehicles present in its lane; and it also implies that the newly arrived vehicle may only delay the schedule times of vehicles in the other queue.
Many widely studied polling policies are regular, as stated in the proposition below, the proof of which is trivial, and thus, omitted.
Proposition 1: The exhaustive, gated, and k-limited polling policies (see Section III-A) satisfy Assumption 1.
Our second assumption is that the length of the control region is bounded from below by a certain distance L * . This minimum road length L * is a function of the dynamics of the vehicles, but not of the geometry of the vehicles. 6 Assumption 2 (The Length of the Control Region): The length L of each of the control regions is bounded from below as follows: L ≥ 2v 2 m /a m =: L * . As we will show later, Assumptions 1 and 2 allow safe coordination of vehicles while guaranteeing good performance.
C. Theoretical Results: Safety, Performance, and Stability
We first present our theoretical results on the safety and performance guarantees, presented below in Corollaries 1 and 2. These results are enabled by the following lemma. Whenever a vehicle arrives in the control region, each vehicle in the polling system is reassigned a terminal time and a trajectory corresponding to its updated terminal time. The lemma states that one can always find a feasible trajectory corresponding to the updated terminal time of a vehicle. The newly arrived vehicle is guaranteed a feasible trajectory due to diversion. Some vehicles have already crossed the intersection region, others are in the intersection but have already exited the polling system; still others are in the polling system, yet are reassigned identical terminal times and trajectories. All these vehicles do not affect the safety of the intersection. Now, certain vehicles in the polling system are reassigned terminal times which have been altered. Only such vehicles may pose a challenge to safety; however, the lemma guarantees that MotionSynthesize generates feasible trajectories even for such vehicles. The sketch of this proof can be found in the Appendix.
The following two corollaries follow directly from the lemma. First, the algorithm guarantees safety surely: no collisions occur in the control or intersection regions. Second, the delays of vehicles can be computed from the polling system.
Corollary 1 (Safety):
Suppose Assumptions 1 and 2 hold. Then, the intersection is safe at all times t ≥ 0 in the sense of Definition 1.
Corollary 2 (Performance): Suppose Assumptions 1 and 2 hold. Recall that the delay of vehicle (i, k) is denoted by D i,k (see Section II), and the waiting time of the corresponding customer (see Algorithm 1, Line 2) is denoted by W i,k (see Section III-A). Then, under the coordination algorithm (Section III-C), we have D i,k = W i,k , almost surely.
Corollary 2 states that the differential constraints that govern the vehicles are irrelevant. The delay of a vehicle is the waiting time of its corresponding customer in the polling system. Hence, one can employ any (regular) polling policy in the coordination algorithm and inherit its performance. The expected waiting time is known for many polling policies, in particular the exhaustive and gated policies, when the arrival process is Poisson [45] .
Our third main result is a stability criterion, presented in Theorem 1. Our notion of a stable intersection is inspired by polling systems literature [45] , but adapted for the intersection problem If the algorithm is not stable, in the above sense, then we say that the algorithm is unstable. The stability of the coordination algorithm depends on the arrival process and the polling policy, but not on the control region length. Intuitively, stability requires the intensity of the diverted vehicles to vanish as the control region lengthens.
Define S L,p
The quantity S L,p 1 (t) + S L,p 2 (t) counts the vehicles that have entered the polling system during time interval [0, t], these vehicles can be decomposed into serviced and unserviced vehicles. If the server were to work without rest for a duration of t time units, then the number of serviced vehicles would be bounded above by 1 + t s . Due to the finite length L of the control region, the number of unserviced vehicles is always bounded above by 2 1 + L l . The inequality S L,p 1 (t) + S L,p 2 (t) ≤ 3 + 2 L l + t s holds. Also, by ergodicity, independence from the initial condition, of the prediverted arrival processes, the equality E [A k (t)/t] = λ k holds for any t > 0, where λ k is the intensity of the prediverted arrival process in lane k. We now present a sufficient condition for the instability of the algorithm. The superscript p is dropped for readability.
Theorem 1 (Sufficient Condition for Instability): The coordination algorithm is unstable, if λ 1 + λ 2 > 1 s .
Proof: For any L > 0 and t > 0, we have
Dividing by t, taking expectation, and then taking the limit, we obtain
Since this holds for any L > 0, the intersection is unstable. Furthermore, we conjecture the following.
Conjecture 1 (Sufficient Condition for Stability):
Let the coordination algorithm have a regular polling policy. If
then the algorithm is stable. The restriction to regular polling policies in the conjecture above is crucial. For instance, consider the polling policy that only allows one lane access; this policy is not regular, since vehicles from the neglected lane are never inserted into the service order. Even when arrival rates λ 1 and λ 2 are chosen to satisfy Inequality (2), the intensity of diverted vehicles will always be greater than some > 0, for any L. Thus, this irregular policy creates instability. These conditions are inspired by similar results in the polling systems literature [45] . However, the proof for the sufficient condition for stability in our setting is challenging since thinning the arrival process destroys the stochastic independence assumption between the two lanes, an important assumption made in polling systems literature to derive similar conditions for stability.
V. COMPUTATIONAL EXPERIMENTS
In this section, we evaluate the proposed coordination algorithm in simulation studies. We describe the simulation setup in Section V-A. Then, we describe the results of the computational experiments in light, medium and heavy traffic in Section V-B. Next, we study the effects of diversion in Section V-D. Finally, we compare the performance of our algorithm with an intersection managed by a traditional traffic light in Section V-C.
A. Simulation Environment and Computational Methods
We used MATLAB to generate the simulation results presented here, solving the linear programs (LPs) with Gurobi [62] on a Macbook Pro 2014. Arrival times were generated by a Matérn process [57] , independent in each lane, but symmetric, i.e., equal arrival intensities.
The vehicle length, width, minimum velocity, maximum velocity, minimum acceleration, and maximum acceleration were taken to be 2 m, 1 m, 0 m/s, 10 m/s, −4 m/s 2 , and 4 m/s 2 , respectively. Vehicle trajectories were obtained by a uniform discretization of MotionSynthesize. Let Δt be the timestep size, N the number of discretization points, t the current time in the simulation, and t f the terminal time, so that Δt = (t f − t )/(N − 1). Let p 0 and v 0 be the current position and velocity of the vehicle (at time t ). Let vectors p, v, and u denote the position, velocity, and control sequences, respectively, with p[j], v[j], and u[j], denoting the j th element of that vector, i.e., p[j] is the position of the vehicle at time t + (j − 1) · Δt, etc. Let y be the trajectory of the vehicle ahead. This leads to the following LP:
where we solve for vectors p, v, and u. To solve this LP for each vehicle, we interpolate the position vector p of the vehicle ahead when evaluating the (continuous) trajectory y. Also, since positions are in the range [−L, 0], minimizing the sum of absolute values of positions is equivalent to maximizing the sum of positions. The polling system is simulated with service and setup times, as described in Section III-C. We use the "wait-and-see" rule [45] to govern the case of empty queues. 7 Algorithm 1 with the discretized MotionSynthesize is computationally efficient: the run time scales linearly in the number of vehicles, since there at most 2(1 + L l ) calls to the LP upon a vehicle arrival. Also, one can design a hybrid centralized/distributed version of MotionSynthesize that is practically implementable [50] .
Delay (see Definition 2) was estimated by running the simulation for a long time and averaging the delay of all vehicles. We find that N = 800 yields sufficiently smooth trajectories, corresponding to a sample time Δt of about 0.01. In general, the required degree of discretization increases with longer control regions. Given these parameters, we simulated a heavy traffic scenario corresponding to about 2.3 veh/s, which is 91% of the instability limit for the arrival rate, for 100 s of simulation; this took about 22 s of continuous computation time. Similarly, a simulation of 100 s in light traffic, about 1.4 veh/s, which is 57% of the instability limit for arrival rate, took about 7 s of computation time.
B. Effects of Loading Conditions and Platooning
We studied the behavior of our coordination algorithm under various parameters. In Fig. 5 , we display vehicle trajectories under the exhaustive policy for low, medium, and high arrival intensities. In Fig. 6 , we depict vehicle trajectories under the klimited policy. During these simulations, MotionSynthesize was never infeasible, a consequence of Lemma 1 and Corollaries 1 and 2. 7 When all queues are empty, the server waits in the queue it last serviced. First, notice that in light traffic, vehicles pass through the intersection with only slight adjustment in speed; low delay is observed in this case. Next, notice the "platooning behavior" in Figs. 5 and 6 when the load becomes substantial (in medium and heavy traffic). Vehicles slow down to form a cluster with other vehicles. This cluster of vehicles speeds up to cross the intersection region at maximum speed. In this way, the intersection region, the shared resource, is utilized as efficiently as possible. Vehicles that slow down do so late in their trajectories, which allows for more vehicles to be in the control region simultaneously.
The performance of our coordination algorithm under the exhaustive policy and Matérn arrivals is plotted in Fig. 7 . Define Matérn process with parameter λ as the Matérn process obtained by thinning a Poisson process with intensity λ. The intensity of a Matérn process with parameter λ is λ I (λ) = 1−exp(−2λs) 2s , where s is the service time [57] . According to Corollary 2, the delay in our algorithm is equal to the waiting time of the polling system with the same arrival process. Also, the expected waiting time of a Matérn arrival process is bounded above by that of a Poisson arrival process.
C. Comparison With a Traditional Traffic Light
We now compare the performance of our coordination algorithm with a discrete-time green-yellow-red phase traffic simulation. This traffic light simulation provides a lower bound on the average delay caused by a traditional traffic light.
Consider two lanes of vehicles approaching an intersection of the same dimensions as described in Section II. Vehicle dynamics and geometry are the same as in Section V-A. However, instead of vehicles arriving (with full velocity) into the control regions according to a Matèrn process in time, we populate the control regions with vehicles (at full velocity) according to a Matérn process in space, maintaining the same intensity of vehicles. 8 Each vehicle is allowed to maneuver at any point along its lane, no matter its distance to the intersection region. We define delay in the traffic light simulation to be comparable to the definition of delay in Definition 2: the delay of a vehicle is the additional time required for the vehicle to traverse the intersection due to the presence of other vehicles on the road and the traffic light. We compute the average delay by averaging the delays of all vehicles in the traffic simulation over a long period of time.
Each lane cycles through the phases in the following order: green, yellow, red, yellow, and so on, such that one lane is in the green phase while the other lane is in the red phase. The durations of the red and green phases are equal. The duration of the yellow phase is a constant, determined by the vehicle geometry and dynamics: the minimum time required to guarantee safety between two lanes of intersecting traffic. 9 Vehicles maneuver as follows. The first vehicle in each lane takes into account its lane's phase, while all other vehicles, regardless of the lane phase, maneuver as quickly as possible to catch up and form a platoon with the vehicles ahead. Safety is always maintained, while allowing vehicles to cluster bumperto-bumper, just as in our coordination algorithm. Furthermore, vehicles move with the maximally allowable acceleration until reaching maximum speed, at which point they continue with this speed.
During a lane's green phase, the first vehicle in that lane accelerates with maximum acceleration, attempting to pass through the intersection. When transitioning from green to yellow phase, the first vehicle of that lane determines whether or not it is able to stop at the entrance of the intersection region. If the vehicle foresees that it cannot, then it accelerates with maximum acceleration and passes through the intersection region. During a lane's red phase, the first vehicle in that lane decelerates with maximum deceleration to come to a stop at the entrance of the 8 Long traffic light simulation requires a long control region. However, a longer control region does not necessarily incur greater delay, since the definition of delay in the traffic light simulation takes into account the control region length. This adjustment is necessary since, unlike our coordination algorithm, a short control region causes a significantly high fraction of diverted vehicles in the traffic light simulation. On the other hand, the comparison study may become unfair when diversion is significant in our coordination algorithm: in the regime of very high arrival rates, see Fig. 10 . Yet even at a high arrival rate of 2.1 veh/s (84% of the instability limit), the fraction of diverted vehicles is only about 10 −4 . 6 ≈ 2.5 × 10 −5 . 9 A yellow-phase duration of v m 2 a m + l + w v m is both necessary and sufficient for safety. To derive this quantity, consider the following. Suppose a vehicle is traveling at full speed v m at the instant its green phase ends. The distance required for the vehicle to fully stop is v 2 m /(2a m ). Suppose the road length ahead is slightly less than this quantity so that the vehicle must continue forward. Then, the time required to pass through the intersection is slightly less than v m 2 a m + l + w v m . Thus, the yellow phase must be at least as long. Furthermore, one can show that this duration is also sufficient. intersection region. A yellow phase immediately following a red phase is simply an extension of the red phase.
In Fig. 8 , we compare the vehicle trajectories of our proposed algorithm with those of the traffic light, given identical vehicle arrivals. The intensity of the vehicle arrival stream used is 1.99 veh/s (per lane). The top subplot of Fig. 8 depicts the trajectories of our proposed algorithm under the exhaustive policy. The middle subplot of Fig. 8 depicts trajectories from the traffic light simulation. The green and red phase durations are each 5 s, and a yellow phase duration is used to preserve the safety of the system as described earlier. The blue lines demarcate the time instants when either lane 1 or lane 2 enter into a green phase. The red-dashed trajectories that extend above the 0 m mark and Further results of the comparison study are provided in Fig. 9 . Algorithm 1 with the exhaustive policy outperforms the traffic light scenario by one to two orders of magnitude of delay. Although shorter green/red phases incur lower delays, they engender rapidly increasing queue lengths, a phenomenon indicating premature instability in the system. Note that for an arrival rate of 1.5 veh/s in each lane, the delay in the traffic light scenario increases drastically, even though the instability limit is 2.5 veh/s in each lane. Our intersection algorithm can handle arrival rates even up to 2 veh/s with low delay.
We find that the inefficiency of the traffic light stems from its inefficient use of the intersection region. First, vehicles stop at the boundary of the intersection region, such that the first few vehicles of each green phase take longer to cross the intersection region, incurring more delay; whereas under the coordination algorithm, all vehicles pass through the intersection region at maximum velocity. Second, during the yellow phase, neither lane is fully utilizing the intersection region, while vehicles in both lanes continue to steadily approach the intersection region. The setup time w/v m of our coordination algorithm may be compared functionally to the yellow phase duration, yet it is an order of magnitude smaller. Third, for long green/red phases, there is roughly a 0.5 chance that a vehicle will arrive during a red phase, incurring significant delay, while for short green/red phases, the inefficient yellow phase becomes a significant part of the total traffic light cycle.
D. Quantifying Diversion
We studied the effect of control region length and arrival rate on diversion. The Matérn arrival process is used along with the exhaustive policy. In our simulations, we noticed that the fraction/intensity of diverted vehicles vanishes exponentially fast with increasing control region length as well as with decreasing (prediverted) arrival rate. In fact, we observe that diversion is extremely rare, when the control region length is reasonably large (e.g., twice the limit given in Assumption 2) and the arrival process is slightly below the instability limit (e.g., 90% of the instability limit).
In Fig. 10 , the logarithm of the fraction of diverted vehicles is plotted against the (prediverted) arrival rate below instability. These quantities are each per lane, i.e., arrival rate in each lane, and fraction of vehicles per lane. Up to approximately 2.15 vehicles per second (veh/s), virtually no diversion occurs. These results were obtained from 50 000 s of simulation time. The shortest possible control region length L * is used (Assumption 2). Longer control regions push the onset of diversion even closer toward the instability limit (2.5 veh/s in each lane).
VI. CONCLUSION
In this paper, we considered control of vehicles approaching an autonomous intersection. We proposed a coordination algorithm that provides provable guarantees on both safety and performance. The proposed algorithm schedules vehicles to use the intersection region according to a polling policy, which can be selected from a wide variety of policies from the polling systems literature. Provable performance bounds were established for the average delay of the proposed algorithm by considering its corresponding polling policy, and inheriting the rigorous analysis from polling systems theory. Our algorithm is computationally efficient in the sense that the run time scales linearly in the number of vehicles. In simulation studies, the proposed algorithm was compared to a traffic light cycle; it was shown that the proposed algorithm achieves delays of one to two orders of magnitude smaller than a traffic light cycle.
Future work will seek to extend our coordination algorithm to more complex traffic interactions. For example, polling systems with multiple coupled servers [63] seem promising as an analysis tool of complex intersections, where multiple vehicles simultaneously traverse a large intersection region. In this setting, multiple incoming lanes of traffic can be modeled by individual queues and each conflict zone by a server. Furthermore, allowing for a variety of vehicle geometries and terminal velocities can be accommodated by a polling system with random service and setup times. Finally, our approach may be generalized to networks of intersections, using recent analysis of polling system networks [64] , [65] .
The dynamical aspects of a more complex intersection in the average case may be addressed with insights from the worstcase scenario of Mao et al. [39] - [42] . A more general class of vehicle dynamics, including sensor impairments and communication delays, may be addressed by lengthening the control region. In all these generalizations, the main challenge is to establish feasibility (Lemma 1) of a coordination algorithm similar to Algorithm 1.
APPENDIX
We devote the Appendix to the Proof of Lemma 1. We present a number of intermediate results leading to the Proof of Lemma 1. Then, we provide proofs of these intermediate results separately. Due to page limitations, the proofs of the intermediate results are sketched here; the detailed proofs can be found in the full-version available online [66] .
(Lemma 1) Suppose Assumptions 1 and 2 hold. Then, each time a new vehicle arrives and Algorithm 1 is called, every call to the MotionSynthesize procedure (Line 8 of Algorithm 1) yields a feasible optimization problem.
Suppose a new vehicle, denoted vehicle A, enters the control region at time t 0 . Without loss of generality, we assume vehicle A enters lane 2. By our diversion assumption, there exists a feasible trajectory for vehicle A. Suppose every call to MotionSynthesize strictly before time t 0 was feasible. To prove the lemma, we show that at time t 0 each call to MotionSynthesize is feasible. We introduce the following notation. Denote t 0 as the last time Algorithm 1 had been called strictly before the arrival of vehicle A, i.e., t 0 = max{t < t 0 : Algorithm 1 is called at time t}. Denote τ i,k as the schedule time of vehicle (i, k) that had been assigned at time t 0 . Denote x i,k as the trajectory of vehicle (i, k) that had been assigned by MotionSynthesize at time t 0 . Denote τ i,k and x i,k as the schedule time and trajectory assigned at time t 0 . Denote τ A as the schedule time of newly arrived vehicle A assigned at time t 0 . See Table I for a summary of this notation. We use the boldface notation as follows. Denote a state z := (p, v). Denote a state history z := (x,ẋ). Denote C (z 0 ,t 0 ,t f , x ) as the set of all trajectories with initial state z 0 := (p 0 , v 0 ) at timet 0 that reach the intersection region with full velocity at timet f and are safe with some trajectory x ; see Fig. 11 . More precisely, define the set of feasible trajectories as
where u ∈ U is a measurable function, u : [t 0 ,t f ] → R, and D(x ) is the domain of trajectory x . Also, we write C i,k for C (z i,k (t 0 ), t 0 , τ i,k + L/v m , x i−1,k ). The call to MotionSynthesize at time t 0 for vehicle (i, k) computes
Hence to prove Lemma 1, one must check that (3) is feasible for each vehicle (i, k) present in the polling system at time t 0 . We restate Lemma 1 using the new notation. Lemma 2: Suppose Assumptions 1 and 2 hold. Suppose a new vehicle arrives at time t 0 and Algorithm 1 is called. Then, for every vehicle (i, k) in the polling system at time t 0 , the optimization problem (3) is feasible.
To prove this lemma, we consider two cases separately: 1) vehicles that are now scheduled to arrive at the intersection region before vehicle A, and 2) vehicles that are now scheduled to arrive at the intersection region after vehicle A.
Lemma 3: Suppose that at time t 0 , vehicle (i, k) is scheduled before vehicle A, i.e., τ i,k < τ A . Then, C i,k is nonempty and the minimum in (3) is attained. Moreover, the trajectory x i,k is simply a truncation of x i,k , i.e., x i,k = x i,k | {t:t≥t 0 } . This lemma states that vehicles now scheduled to arrive at the intersection region before vehicle A simply continue on their previous trajectories. We prove this by induction, using Bell- For each vehicle scheduled after vehicle A, its value of ν i is displayed directly below. Fig. 13 . Sets F i and ∂F i are shown. Set F i is shaded in gray. Set ∂F i , the right-hand side boundary of F i , is traced in red. State I i has coordinates (−(ν i − l)l, v m ). Set F i can be described as the set of all states from which state I i can be reached at a time indefinitely far into the future. We use doubly arrowed lines to depict absolute values of lengths.
man's optimality principle to show that the previous trajectory is still optimal, in in [66, Sec. A of the Appendix].
Next, we verify (3) for vehicles that are now scheduled later than vehicle A. We prove the following lemma.
Lemma 4: Suppose that at time t 0 vehicle (i, k) is scheduled after vehicle A, i.e., τ i,k > τ A . Then, C i,k is nonempty and the minimum in (3) is attained.
Since all regular polling policies (see Assumption 1 for a definition) are first-come first-serve (FCFS), vehicles scheduled after vehicle A must be in lane 1, not in the lane of vehicle A. For the remainder of the proof, we drop the k subscript, i.e., denote τ i,k by τ i , and x i,k by x i , etc. For each vehicle i scheduled after vehicle A, define ν i := i − min{ i | τ i,1 > τ A } + 1. Vehicle i is the ν th i vehicle scheduled after vehicle A, see Fig. 12 . For each vehicle i scheduled after vehicle A, define
Denote the right-hand side boundary of the set F i as ∂F i (see Fig. 13 )
Let us provide some insights into sets ∂F i and F i . For ν i = 1, vehicle i, moving along ∂F i , will fully stop a distance v 2 m /(2a m ) from the intersection region. For ν i > 1, vehicle i, moving along ∂F i , will fully stop an additional ν i − 1 vehicle lengths. Hence, k vehicles with ν i ∈ {1, 2, . . . , k}, moving along their respective ∂F i , all fully stop, bumper-to-bumper, such that the foremost vehicle is a distance v 2 m /(2a m ) from the intersection region. These vehicles can move together as a platoon at maximum acceleration (a m ) to reach the intersection with maximum speed (v m ).
Set F i is critical in proving Lemma 4. We prove Lemma 4 in three steps. First, we show that the state z i (t 0 ) of ν th i vehicle after vehicle A at time t 0 is in set F i , see Fig. 13 . Next, we show that this vehicle has a feasible trajectory satisfying a particular property: the ν th i vehicle moves along its last assigned trajectory x i as long as possible (until time t c [x i ], which we will define later), see Fig. 14. Finally, we show that MotionSynthesize returns such a trajectory. This last step is technical, requiring results from optimal control theory to show (3) is well posed. These steps are formalized in Lemmas 5, 6, and 7, respectively. We state these lemmas below, providing insights into their proofs.
First, we show that at time t 0 , the state of the ν th i vehicle after vehicle A is in F i . These vehicles are able to stop far enough from the intersection region, such that they can attain full speed when crossing it.
Lemma 5: For any vehicle i scheduled after vehicle A at time t 0 , i.e., τ i > τ A , we have z i (t 0 ) ∈ F i .
Define state I i := ( −(ν i − 1)l, v m ), see Fig. 13 . By the construction of MotionSynthesize, the ν th i vehicle after vehicle A arrives at state I i and then continues at maximum speed until the intersection region. One can observe this phenomenon in the heavy load case of Fig. 5 . Due to the regular polling policy condition (Assumption 1) and the minimum road length condition (Assumption 2), it turns out that the time between the arrival of vehicle A and the arrival of vehicle i at state I i (according to previous trajectory x i ) is at least 2v m /a m , i.e.,
By using Pontryagin's Minimum Principle, we show that z i (t 0 ) ∈ F i . Note that if z i (t 0 ) ∈ F i , then there can be only two outcomes: either vehicle i is not able to reach state I i , or vehicle i can reach state I i but only in an amount of time strictly less than 2v m /a m , violating the above inequality. Detailed proof is given in [66, Sec. B of the Appendix].
Second, we show that not only does there exist a feasible trajectory for vehicle i, i.e., C i = ∅, but we also show that vehicle i moves along its last assigned trajectory x i for as long as possible, see Fig. 14 . Denote E (y,t 0 ,t f , x ) as the set of all extensions of trajectory y starting at timet 0 that reach the intersection region at timet f and are safe with trajectory x . More precisely, we define E (y,t 0 ,t f , x ) := x ∈ C y(t 0 ),ẏ(t 0 ) ,t 0 ,t f , x
We denote t c [x i ] as the time that trajectory x i leaves the set ∂F i , i.e., t c [x i ] := sup{t | z i (t) ∈ ∂F i }. For shorthand, we write E i for E (x i [t 0 ,t c [x i ]] , t 0 , τ i + L/v m , x i−1 ). Note that E i ⊆ C i . We now formalize our second intermediate result.
Lemma 6: Consider vehicle i scheduled after vehicle A at time t 0 , i.e., τ i > τ A . Suppose z i (t 0 ) ∈ F i and x i−1 ∈ E i−1 . Then, E i = ∅.
This lemma states that there always exists a feasible trajectory for the ν th i vehicle such that it moves along its last assigned trajectory x i while in set F i , i.e., until time t c [x i ], see Fig. 14 
The proof of Lemma 6 is the construction of a trajectory in the set E i , given in [66, Sec. C of the Appendix]. This construction is quite elaborate in the general case. However, we present here a simple case that demonstrates the basic building blocks of the construction. Consider the case ν i = 1. We construct a feasible trajectory in E i for this vehicle as follows: vehicle i moves along its last assigned trajectory x i until it reaches the boundary ∂F i , decelerates along ∂F i , accelerates to full speed, and then continues at full speed. The transition point from deceleration to acceleration hinges on the vehicle's updated terminal time τ i + L/v m . Then, we argue that this constructed trajectory must be safe with the updated trajectory x i−1 of the vehicle ahead. Clearly, the constructed trajectory is safe with x i−1 ; also, x i−1 and x i−1 are identical, by Lemma 3. The general case (ν i > 1) is more complicated in its construction due to the fact that the updated trajectory x i−1 of the vehicle ahead changes. Now, we formalize our final intermediate result.
Lemma 7: Suppose vehicle i is scheduled after vehicle A at time t 0 , and E i = ∅. Then, (3) returns a solution from the set
This lemma states that if E i is nonempty, then MotionSynthesize admits a trajectory in E i . This straightforward lemma is technical in nature, while adding no further insight. The details of the proof of Lemma 7 are given in [66, Sec. D of the Appendix]. Now, let us give a brief overview. From Lemmas 3 and 4, the proof of Lemma 1 follows. Recall that Lemma 3 verifies the feasibility of (3) for vehicles with updated schedule times earlier than vehicle A, i.e., τ i,k < τ A . Similarly, Lemma 4 shows the feasibility of (3) for vehicles with updated schedule times later than vehicle A, i.e., τ i,k > τ A . We prove Lemma 4 by induction, using Lemmas 5-7.
Consider the case ν i = 1. By Lemmas 5 and 6, E i is nonempty. Next, by Lemma 7, trajectory x i , as defined in (3), exists and is contained in E i . Now, consider the case ν i > 1, and assume (by induction) that trajectory x i−1 , as defined in (3), exists and is contained in E i−1 . Then, by Lemmas 5 and 6, the set E i is nonempty. By Lemma 7, MotionSynthesize admits a solution x i contained in E i ⊆ C i .
