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ABSTRACT
The primary objective of this study is twofold: 1) to develop an efficient and accurate
non-hydrostatic wave model for fully dispersive highly nonlinear waves, and 2) to investigate
the interaction between waves and submerged flexible vegetation using a fully coupled wave-
vegetation model. This research consists of three parts. Firstly, an analytical dispersion relation-
ship is derived for waves simulated by utilizing the Keller-box scheme and central differencing
for vertical discretization. The phase speed can be expressed as a rational polynomial function
of the dimensionless water depth, kh, and the layer distribution in the water column becomes an
optimizable parameter in this function. For a given tolerance dispersion error, the range of kh
is extended and the layer thicknesses are optimally selected. The derived theoretical dispersion
relationship is tested with linear and nonlinear standing waves generated by an Euler model.
The optimization method is applicable to other non-hydrostatic models for water waves.
Secondly, an efficient and accurate approach is developed to solve Euler equations for
fully dispersive and highly nonlinear water waves. Discontinuous Galerkin, finite difference,
and spectral element formulations are used for horizontal discretization, vertical discretization,
and the Poisson equation, respectively. The Keller-box scheme is adopted for its capability of
resolving frequency dispersion accurately with low vertical resolution (two or three layers).
A three-stage optimal Strong Stability-Preserving Runge-Kutta (SSP-RK) scheme is employed
for time integration. Thirdly, a fully coupled wave-vegetation model for simulating the interac-
tion between water waves and submerged flexible plants is presented. The complete governing
equation for vegetation motion is solved with a high-order finite element method and an implicit
time differencing scheme. The vegetation model is fully coupled with a wave model to explore
the relationship between displacement of water particle and plant stem, as well as the effect of
vegetation flexibility on wave attenuation. This vegetation deformation model can be coupled
with other wave models to simulate wave-vegetation interactions.
v
CHAPTER 1 INTRODUCTION
Waves, the most familiar features existing from ocean to rivers, exhibit the power of nature
and influence the life of all residence in this planet. Water wave motions include wind-generated
surface waves, tidal waves and long-period oscillations in estuaries, tsunami waves generated
by earthquakes, waves generated by a moving ship, landslides, or explosions near or under
the water, etc.. In physical oceanography, and coastal and ocean engineering, an accurate and
efficient prediction of surface waves is of paramount importance. With the rapid development
in computational technology, substantial efforts have been devoted to developing numerical
models for simulating the propagation and evolution of water waves from deep water to the
shoreline, as well as wave-structure interactions in the coastal area.
1.1 Numerical Modeling of Water Waves
Existing numerical wave models can be categorized as (i) phase-averaged models and (ii)
phase-resolving models. The former type of model, based on the wave energy balance principle,
simulates the spectral evolution of dispersive waves. Over the last three decades, various phase-
averaged models have been developed. For instance, Simulating Waves Nearshore (SWAN)
model (Booij et al. 1999; Ris et al. 1999) has been widely used in the coastal engineering and
science community to predict or simulate wind-generated waves in oceans, coastal regions and
inland waters.
Phase-resolving wave models are based on the conservation laws of mass and momen-
tum for fluid motions. Examples of this type of models include mild-slope equations (e.g.
Refraction-Diffraction Wave (REFDIF1) model (Kirby and Dalrymple 1994)), Boussinesq-type
equations (e.g. Fully Nonlinear Boussinesq Wave (FUNWAVE) model (Kirby et al. 1998)), and
incompressible Navier-Stokes (N-S) equations or Euler equations for fluid motions (e.g. Sim-
ulating WAves till SHore (SWASH) model (Zijlema and Stelling 2005; Zijlema et al. 2011),
Non-Hydrostatic Wave (NHWAVES) model (Ma et al. 2012)).
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To model nearshore waves with strong nonlinearity, Boussinesq or N-S/Euler models are
more desirable. The classic Boussinesq models (e.g. Peregrine 1967) have the drawback of
weak dispersion and weak nonlinearity, or a limited range of applicability. By introducing a
reference velocity at an arbitrary vertical location as the velocity variable and choosing the
location to match the Padé [2, 2] expansion of the exact linear dispersion relationship, Nwogu
(1993) extended the applicability of the model to kh ≈ 3, here k is the wave number, and h is
the water depth. The dimensionless wave number kh serve as a measure of dispersion.
Many efforts have been devoted to enhancing the deep-water accuracy of the depth-integrated
approach by developing high-order Boussinesq-type models. By utilizing a quartic polynomial
approximation for the vertical profile of velocity field, Gobbi and Kirby (1999) developed a
model with excellent linear dispersion properties up to kh ≈ 6. The models of Madsen and
Schäffer (1998), and Chen et al. (1998) also showed good linear dispersive wave properties
up to kh ≈ 6. Madsen et al. (2002) further improved the Boussinesq-type model and made it
applicable to extremely deep-water waves with kh ≈ 40. Agnon et al. (1999) presented a new
procedure to achieve good nonlinear dispersion properties up to kh ≈ 6.
Lynett and Liu (2004a and 2004b) introduced another approach to improve the dispersion
accuracy of Boussinesq-type models. Instead of using a high-order approximation for the ver-
tical profile of the flow field, they used N independent quadratic polynomial approximations
for the velocity profiles. These polynomial approximations match at the interfaces that divide
the water column into N layers. Good dispersion accuracy up to kh ≈ 8 was achieved with
an optimized two-layer model. Chazel et al. (2009) combined the approach in Madsen et al.
(2002) and the approach in Lynett and Liu (2004a), and developed an efficient model with less
complexity. This model exhibits good linear and nonlinear dispersion properties up to kh ≈ 10.
Navier-Stokes or Euler models are derived from the mass and momentum conservation
laws without assuming a vertical distribution of the velocity field, which describe the general
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fluid flow including water waves. Navier-Stokes or Euler models are capable of simulating
complex problems, such as wave breaking, wave-current interaction, wave-structure interac-
tion, etc. The momentum equations are solved at every layer for this type of models, thus the
computational cost is higher compared with Boussinesq-type models. Therefore, the practical
applications of such models are restricted to small-scale problems.
The challenges in developing a N-S/Euler model lie in (i) solving a Poisson equation
for non-hydrostatic pressure; (ii) tracking the free-surface; (iii) devising a stable and efficient
scheme; (iv) handling nonlinearity and capturing shocks for applications related to wave break-
ing; and (v) achieving high accuracy without sacrificing efficiency.
Navier-Stokes or Euler models do not assume that the pressure in a flow is hydrostatic;
therefore, are able to accurately simulate short wave propagation. The non-hydrostatic pressure
is a passive variable that depends on the velocity field. The non-hydrostatic pressure can be
determined by solving a Poisson equation, obtained by taking the divergence of the momentum
equations and employing the continuity equation.
One of the techniques to couple velocity field and pressure is the projection method pro-
posed by Chorin (1968, 1969). This method fully splits the advection and pressure gradient
terms into two steps. An intermediate velocity field is calculated with the absence of pressure
at first, and then the non-hydrostatic pressure is solved from a Poisson equation. The velocity
filed is updated with the resulting pressure. This method is easy to implement but introduces
splitting error because of the lack of information passing between the advection and pressure
terms.
Casulli and Zanolli (2002) proposed to add a correction for the water level in the sec-
ond step. Zijlema and Stelling (2005) introduced a prediction-correction procedure with the use
of semi-implicit time stepping. This algorithm is divided into hydrostatic and non-hydrostatic
parts. In the hydrostatic part, the free surface is computed, whereas in the non-hydrostatic part,
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the non-hydrostatic pressure is computed. Firstly, in the hydrostatic part, an estimate of the
velocity field is achieved by solving the momentum equations including the non-hydrostatic
pressure at the current time level. Secondly, in the non-hydrostatic part, the pressure correction,
i.e. the difference of non-hydrostatic pressure between the current and next time levels, is com-
puted by solving a Poisson equation. Lastly, through the pressure correction, the intermediate
velocity field is corrected, resulting in a divergence-free velocity field.
The non-hydrostatic pressure on the top layer can be enforced by means of: (1) employing
edge-based grid systems (e.g. Lin and Li 2002; Zijlema and Stelling 2005, 2008; Zijlema et
al. 2011; Chen et al. 2011; Ma et al. 2012), (2) using the integration method (e.g. Yuan and
Wu 2004), (3) implementing interpolation approaches (e.g. Walters 2005; Choi and Wu 2006;
Young et al. 2007; Badiei et al. 2008), and (4) embedding Boussinesq-type equations into the
Navier-Stokes models (e.g. Wu et al. 2010). Among these approaches, the edge-based grid
systems allow precise assignment of pressure on the top layer, thereby more favored.
Numerical techniques to resolve a free surface in the flow simulation include marker and
cell (MAC) (e.g. Harlow and Welch 1965), arbitrary Lagrangian-Eulerian (ALE) (e.g. Donea et
al. 1982) volume of fluid (VOF) (e.g. Hirt and Nichols 1981), and level set methods (e.g. Osher
and Sethian 1988). Curvilinear boundary-fitted coordinates are often used in wave models for
mapping the irregular physical domain vertically with wavy surface and uneven bottom (e.g. σ-
coordinate), and horizontally (e.g. Shi et al. 2001) into a regular domain. The surface elevation
can be computed by solving the kinematic free surface boundary conditions or integrated mass
equation (e.g. Zhu et al. 2014).
1.2 Wave-Vegetation Interaction
Coastal wetlands have been recognized as a buffer zone protecting the inner land and a nat-
ural erosion barrier stabilizing the shoreline. By attenuating incoming waves and trapping sedi-
ment in vegetated areas, the coastal vegetation can provide substantial protection from erosion.
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Considerable efforts have been devoted to field studies (e.g. Bradley and Houser 2009; Jadhav
et al. 2013; Jadhav and Chen 2013), laboratory experiments (e.g. Stratigaki et al. 2011; Koftis
et al. 2013; Ozeren et al. 2013; Anderson and Smith 2014) and numerical simulations (e.g. Li
and Yan 2007; Dijkstra and Uittenbogaard 2010; Suzuki et al. 2011; Wu et al. 2012; Tang et
al. 2013; Blackmar et al. 2014; Zhan et al. 2014) aimed at quantifying vegetation-induced wave
attenuation, and understanding wave-vegetation interactions.
With regard to field studies, a recent work by Jadhav et al. (2013) analyzed spectral energy
dissipation of random waves due to salt marsh vegetation using data collected during a tropical
storm. A frequency-dependent velocity attenuation parameter inside the canopy was utilized to
parameterize the spectral variation and predict energy dissipation.
With regard to laboratory experiments, a recent study by Anderson and Smith (2014) inves-
tigated the relationship between wave attenuation and stem density, submergence, incident wave
height, and peak period based on laboratory data. The transformation of wave energy spectra
was analyzed and estimation for a bulk drag coefficient CD was proposed. A summary of field
and laboratory studies can be found in Anderson et al. (2011). Most of the studies, however,
assumed vegetation is rigid and neglected the plant motion.
Field works and laboratory experiments can provide valuable data, but they are either dif-
ficult to control, impossible to replicate, or expensive to conduct. Numerical simulations, on the
other hand, can provide useful results in an inexpensive manner. In the past several decades,
various numerical models have been developed to study wave attenuation caused by vegetation.
These models are either phase-resolving models based on Navier-Stokes equations (e.g. Li and
Yan 2007; Wu et al. 2012; Ma et al. 2013; Zhan et al. 2014), Boussinesq equations (e.g. Au-
gustin et al. 2009; Iimura and Tanaka 2012; Blackmar et al. 2014), and shallow water equations
(e.g. Tang et al. 2013), or phase-averaged models based on the wave-action or wave energy
balance equations (e.g. Suzuki et al. 2011; Chen and Zhao 2012). To consider the vegetation
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effect, these models either treat the vegetation as a rough bottom with high friction (e.g. Möller
et al. 1999; Fathi-Moghadam et al. 2011), or add the drag (and inertial) force to the momentum
equations (e.g. Dalrymple et al. 1984; Ikeda et al. 2001; Maza et al. 2013).
Most natural vegetation is deformable, which reduces the flow resistance. In contrast to the
large number of models neglecting vegetation motions, only a small number of models consider
the vegetation swaying effect. A simple but less robust way is to reduce the drag coefficient
to achieve the equivalent wave attenuation (Kobayashi et al. 1993). The drag coefficient due
to swaying is not only a function of the plant rigidity but also influenced by the degree of
submergence and hydrodynamic conditions. The calibrated drag coefficients are on the order of
0.1 in Kobayashi et al. (1993). However, application of this method is limited because of the
uncertainty of the drag coefficient.
Zhao and Chen (2013) extended and unified resistance formulations for rigid and de-
formable plants under both emergent and submergent conditions. A resistance formulation and
an empirical relationship between the deflected vegetation height and the flow drag exerted on
vegetation elements were utilized to iteratively determine the changing drag force and vege-
tation deformation. Li and Xie (2011) investigated the hydrodynamics of submerged flexible
vegetation with and without foliage using a 3D non-hydrostatic model with the σ-coordinate
for the treatment of the free surface. The effective stem height was determined by an empiri-
cal formulation obtained by solving a bending equation in a sufficient large number of cases
with different conditions. Only the effective height of the deformed vegetation was included to
account for the reduction of drag due to plant deformation under combined wave and current
conditions.
A different methodology is to solve the vegetation motion from a force balance equation
and incorporate relative velocities into the vegetation-induced resistance (Asano et al. 1992;
Dubi and Torum 1996; Mendez et al. 1999; Ikeda et al. 2001; Maza et al. 2013). The balance
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of forces for the vegetation motion includes buoyancy, damping, stiffness of the vegetation, and
gravity as restoring forces, and drag and inertia as driving forces (Asano et al. 1992; Ikeda et al.
2001). Mullarney et al. (2010) presented a theoretical relationship between the movements of
single-stem vegetation and water particle based on the cantilever beam theory, balancing stiff-
ness with drag on stem elements. The model assumed negligible inertia and buoyancy, small
deformations, and thin near-vertical stems. A dimensionless parameter S was proposed to mea-
sure vegetation stiffness. This parameter incorporates material and geometric properties of the
vegetation, as well as wave period and velocity. When S approaches 0, stems move with the
surrounding fluid particles except in a thin near-bed elastic boundary layer, whereas when S
approaches infinity, stem deflections approach zero but lead the displacements of surrounding
fluid particles by 90◦. Mullarney et al. (2010) also concluded that the simulated dissipation by
the flexible stems was about 30% of the dissipation caused by equivalent rigid stems.
1.3 Numerical methods
The traditional mesh-based numerical methods include finite difference (FD), finite volume
(FV) and finite element (FE) methods. When deciding which numerical method to use, we
need to take into account the following factors: (1) simplicity to implement, (2) flexibility to
accommodate complex geometries, (3) efficiency, and (4) accuracy.
Finite difference methods are the easiest to implement and the discretization is intuitive.
Extensive theories have been developed for FD methods (e.g. Gustafsson et al. 2001). However,
they have difficulties in resolving geometries with complex boundaries. Finite volume methods,
enabling element-based discretization, are close to FD methods but with better geometric flex-
ibility. For a complex domain, FV methods allow unstructured meshes (e.g. triangle meshes)
that can be conformal to irregular domain boundaries. Riemann problems appear in FV meth-
ods for the need of evaluating the fluxes at the element boundaries. Exact Riemann solvers are
considered costly, thus approximate Riemann solvers have been developed to reduce the com-
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putational cost. The commonly used methods to compute numerical fluxes include Roe flux,
Lax-Friedrichs flux, Harten-Lax-Val Leer (HLL) flux, Osher flux, etc. A general discussion of
these fluxes can be found in Toro (1999) and LeVeque (2002).
The main limitation of FV methods is the inability to extend to higher-order accuracy on
general unstructured grids. Finite element methods, constructing local approximated solutions
using piecewise polynomial test functions, enable high-order accuracy and remain the geometric
flexibility. However, since the test functions are globally defined, for time-dependent problems
with implicit scheme, it is disadvantagous to invert the globally defined mass matrix.
A special type of FE methods, discontinuous Galerkin (DG) methods, is introduced to
wave problems in the past decades. DG methods, firstly proposed by Reed and Hill (1973)
and then generalized for systems of hyperbolic conservation laws by the pioneering work of
Cockburn et al. (e.g. Cockburn and Shu 1989, 1990, 1991, 1998; Cockburn et al. 1989), are in
essence a combination of FV and FE methods, thus combine the merit of both. DG methods
are capable of handling complex physical domains, capturing shocks, steep gradient and sharp
fronts, and providing high-order approximations within elements with the use of high-order
interpolating functions. Moreover, the elementwise formulation of DG methods enables local
conservation of mass and momentum, makes the model highly parallelizable, and renders hp-
adaptivity (here h is the mesh size and p is the polynomial degree) which allows locally refining
the mesh and high-order approximations within elements. The high-order approximations make
possible more accurate solutions on unstructured grids. One main drawback of DG methods,
however, is that the employment of high-order polynomial brings in large degrees of freedom,
which increases the computational cost. An extensive review of DG methods can be found in
Cockburn et al. (2000).
DG methods are known well-suited for hyperbolic problems but with one potential disad-
vantage over continuous Galerking (CG) methods, that is the degrees of freedom in DG methods
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are associated with the number of elements, while in CG methods they are associated with the
number of nodes. By coupling a CG method with a DG method, the overall degrees of free-
dom can be reduced (Dawson and Proft 2002a) while still retaining a local conservative, flux
continuous solution.
In this study, all of the aforementioned numerical methods are implemented into an Euler
solver for water waves, and are utilized to investigate the wave-vegetation interaction. Particu-
larly, a FD method is used to develop a non-hydrostatic wave model for studying the dispersion
property of numerically simulated waves in Chapter 2. A hybrid DG-CG-FD scheme is devel-
oped to solve the Euler equations for fully dispersive highly nonlinear waves in Chapter 3. In
Chapter 4, a fourth order FE method is utilized to solve the governing equation for vegetation
motion with a fourth order derivative term, and the vegetation model is incorporated into a
hybrid FV-FD Euler model to study the wave-vegetation interaction.
1.4 Objective and Outline
Although a number of open-source wave models exist, there is still a need to improve the
accuracy and efficiency of wave models for practical applications. The distribution of variables
in the water column controls the dispersion properties of non-hydrostatic models. Navier-Stokes
or Euler models requires fine vertical resolutions to simulate highly dispersive waves in deep
water. It is highly desirable to reduce the number of unknowns in the water column by placing
them at optimal locations.
Finer vertical resolution is utilized near the free surface for capturing the rapid velocity
and pressure variation while coarse resolution is used at the bottom due to the mild change
of velocity and pressure in this region. Yuan and Wu (2006) presented a so-called top-down
resolving (TDR) technique to determine a set of suitable layer thicknesses. Young and Wu
(2009) provided the top-layer thickness for their two-layer non-hydrostatic model. For kh =
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3.14, the top layer takes 50% of the water depth; for kh = 6, the top layer takes 39.3% of the
water depth, and for kh = 15, the top layer takes 15.7% of the water depth.
However, there was no theoretical guidance for non-hydrostatic wave models to determine
the layer distribution. One of the objectives of this study is to derive a theoretical dispersion
relationship of waves simulated by non-hydrostatic models, and obtain the optimal layer distri-
bution for a given tolerance dispersion error.
It is desirable to develop an efficient and accurate approach to solve Euler equations for
fully dispersive and highly nonlinear water waves. DG methods, combining the merits of FV
and FE methods, are capable of handling complex physical domains, capturing shocks, steep
gradient and sharp fronts, and providing high-order approximations within elements with the
use of high-order interpolating functions. Discontinuous Galerkin methods have been developed
for nonlinear shallow water (NSW) equations, Boussinesq equations, and incompressible N-S
equations; however, there are shortcomings: 1) NSW models are unable to accurately predict
the propagation of short waves due to the hydrostatic assumption; 2) Boussinesq models lack
varying velocities in the water column; and 3) N-S models are limited to flow problems in
a small domain because of the expensive computational cost. There is no application of DG
methods to solve Euler equations for water waves in a large area.
With respect to wave-vegetation interaction, although models with the capability of sim-
ulating wave interaction with vegetation have been developed already, they assume that either
the vegetation stem is rigid or swaying in a linear or exponential pattern. In reality, vegetation
stems may move like a cantilever or a whip driven by waves (Paul et al. 2012). The deflection
of flexible vegetation, such as sedge Schoenoplectus americanus and seagrasses, exhibits a non-
linear whip-like motion, which cannot be approximated using linear or exponential functions.
In such cases, solving the complete force balance equation for beam deformation is necessary.
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However, there is no pre-existing model that solves the complete force balance equation for the
vegetation motion coupled with a nonlinear, dispersive wave model.
The following scientific questions are addressed in this study. (1) What is the analytical
dispersion relationship of waves simulated by an Euler model? (2) What is the optimal layer
distributions for a given tolerance dispersion error? (3) Can this layer distribution be extended
to non-linear waves case? (4) How can we devise a numerical scheme that combines the merits
of DG, CG, and FD methods to achieve the optimal efficiency and accuracy of Euler wave
model? (5) What is the relationship between the movements of single-stem vegetation and water
particle? (6) How does the vegetation flexibility affect wave attenuation? In order to answer
these questions, three research objectives are formulated as follows.
1) Derive a theoretical dispersion relationship of waves simulated by an Euler model, and
obtain the optimal layer distribution for a given tolerance dispersion error;
2) Develop a hybrid discontinuous Galerkin, spectral element (SE), and finite difference
(DG-SE-FD) scheme to solve the Euler equations for fully dispersive highly nonlinear
waves with higher accuracy, hp-adaptivity and good dispersion property;
3) Develop a deformable vegetation model to investigate wave and vegetation interaction,
and provide insights on the relationship between displacement of water particle and
plant stem, as well as on vegetation flexibility on wave attenuation.
In Chapter 2, an analytical dispersion relationship of waves simulated by a non-hydrostatic
Euler model is derived. The horizontal discretization and vertical discretization are separated.
With infinitely small dx (horizontal element size) and dt (time step), a theoretical dispersion re-
lationship of numerically simulated waves by non-hydrostatic wave models is derived from the
semi-discretized governing equations. The phase speed of linear waves simulated by the semi-
discretized Euler model is expressed as a rational polynomial function of the dimensionless
water depth, kh, and the layer thicknesses encompassing the water column become optimiz-
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able parameters in this function. The dispersion error is obtained by comparing this phase speed
against the exact solution based on the linear wave theory. It is shown that for a given dispersion
error (e.g. 1%), the range of kh can be extended if the layer thicknesses are optimally selected.
The optimal two- and three-layer distributions for such Euler models are provided. Although the
optimization method is applicable to all non-hydrostatic models, for demonstration purpose, an
Euler model using FD method in a σ-coordinate is developed and utilized. The algorithm and
numerical scheme presented in Zijlema and Stelling (2005) are applied. The derived phase speed
is tested against both numerical and exact solutions of standing waves for various cases. The
model is also tested using the fifth-order Stokes theory for nonlinear standing waves.
In Chapter 3, a hybrid nodal DG-SE-FD scheme is developed to solve the Euler equations
for fully dispersive highly nonlinear waves. σ-coordinate is employed to allow high resolu-
tion near the bottom and capture the changing free surface. An Euler solver can generally be
divided into hydrostatic and non-hydrostatic parts corresponding to procedures for solving hy-
drostatic and non-hydrostatic pressure. In the non-hydrostatic part, a Poisson equation needs
to be solved. Horizontal and vertical derivatives can be treated with different numerical meth-
ods to combine the merit of each method. In this study, to take advantage of the high-order
accuracy, hp-adaptivity, and geometry flexibility, the DG method is utilized for horizontal dis-
cretization in the hydrostatic part. The CG method is applied to solve the Poisson equation
in the non-hydrostatic part for the sake of reducing the overall degrees of freedom, and the
FD method is used for the vertical discretization. The third order strong stability-preserving
Runge-Kutta method (SSP-RK) provides high-order temporal accuracy and minimize unphys-
ical disturbances introduced by the time integration. The variables at the element interface are
evaluated using the Lax-Friedrichs and HLL Riemann solvers. The model is tested for linear and
nonlinear standing waves using analytical solutions. And the numerical dispersion relationship
is verified using the theoretical dispersion relationship presented in Chapter 2.
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In Chapter 4, a fully coupled wave-vegetation model for simulating the interaction between
water waves and submerged flexible plants is presented. The governing equation for vegeta-
tion motion is solved by a high-order finite element method and an implicit time differencing
scheme. A vegetation deformation model is developed, and the algorithm and numerical scheme
by Ma et al. (2012) are implemented into the Euler solver. This fully coupled vegetation-wave
model is rigorously verified by comparing numerical results with theoretical solutions for single
swaying vegetation cases and with experimental data for large-scale swaying vegetation cases.
A scaling analysis is performed on the governing equation for vegetation motion to under-
stand the importance of each force involved in the vegetation vibration. For cases that damping
becomes significant compared with other restoring forces, a theoretical relationship between
movements of vegetation stem and water particle is derived, and a dimensionless parameter, in-
corporating characteristics of waves and material as well as geometric properties of vegetation
is obtained. Finally, all the findings are summarized and conclusions are provided in Chapter 5.
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CHAPTER 2 OPTIMIZATION OF NON-HYDROSTATIC EULER MODEL FOR WATER
WAVES 1
2.1 Introduction
In physical oceanography, and coastal and ocean engineering, an accurate and efficient
prediction of surface waves is of paramount importance. In the past several decades with the
rapid advances in computational technology, substantial efforts have been devoted to developing
numerical models for simulating the propagation and evolution of water waves from deep water
to the shoreline.
A widely used type of models is based on depth-averaged equations, such as Boussinesq-
type models. The conventional Boussinesq models (e.g. Peregrine 1967) have the drawback
of weak dispersion and weak nonlinearity, or a limited range of applicability. By introducing
a reference velocity at an arbitrary vertical location as the velocity variable and choosing the
location to match the Padé [2, 2] expansion of the exact linear dispersion relationship, Nwogu
(1993) extended the applicability of the model to kh ≈ 3, here k is the wave number, and h is
the water depth. The dimensionless wave number kh serve as a dispersion criterion.
Many efforts have been put in to enhance the deep-water accuracy of the depth-integrated
approach by developing high-order Boussinesq-type models. By utilizing a quartic polynomial
approximation for the vertical profile of velocity field, Gobbi and Kirby (1999) developed a
model with excellent linear dispersion properties up to kh ≈ 6. The models of Madsen and
Schäffer (1998), and Chen et al. (1998) also showed good linear dispersive wave properties
up to kh ≈ 6. Madsen et al. (2002) further improved the Boussinesq-type model and made it
applicable to extremely deep-water waves with kh ≈ 40. Agnon et al. (1999) presented a new
procedure to achieve good nonlinear dispersion properties up to kh ≈ 6.
1This chapter has appeared in “Coastal Engineering”. Zhu, L., Chen, Q., and Wan, X., 2014. Optimization of non-hydrostatic Euler model
for water waves. Coast. Eng. 91, 191-199. doi:10.1016/j.coastaleng.2014.06.003. It is reprinted by permission of Elsevier.
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Lynett and Liu (2004a and 2004b) introduced another approach to improving the disper-
sion accuracy of Boussinesq-type models. Instead of using a high-order approximation for the
vertical profile of the flow field, they used N independent quadratic polynomial approximations
for the velocity profiles. These polynomial approximations match at the interfaces that divide
the water column into N layers. Good dispersion accuracy up to kh ≈ 8 was achieved with
an optimized two-layer model. Chazel et al. (2009) combined the approach in Madsen et al.
(2002) and the approach in Lynett and Liu (2004a), and developed an efficient model with less
complexity. This model exhibits good linear and nonlinear dispersion properties to kh ≈ 10.
Another widely used type of models is based on the Navier-Stokes equations (NSE) or the
Euler equations of fluid motion. The momentum equations are solved at every layer for this type
of models, thus the computational cost is higher compared with the Boussinesq type models. To
capture the rapid changing free surface and to apply the pressure boundary condition precisely
on the free surface of the waves, Navier-Stokes models involve the non-hydrostatic pressure on
the top layer, and solve this problem by methods of: (1) employing edged-based grid systems
(e.g. Lin and Li, 2002; Zijlema and Stelling, 2005, 2008; Zijlema et al., 2011; Chen et al., 2011;
Ma et al., 2012), (2) using the integration method (e.g. Yuan and Wu, 2004), (3) implementing
interpolation approaches (e.g. Walters, 2005; Choi and Wu, 2006; Young et al., 2007; Badiei et
al., 2008), and (4) embedding Boussinesq-type like equation into the Navier-Stokes model (e.g.
Wu et al., 2010).
To improve the model dispersion properties, non-uniform layer distribution has been used.
Finer vertical resolution is utilized near the free surface for capturing the rapid velocity and
pressure variation while coarse resolution is used at the bottom due to the mild change of veloc-
ity and pressure in this region. Yuan and Wu (2006) presented a so-called top-down resolving
(TDR) technique to determine a set of suitable layer thicknesses. The basic concept of this tech-
nique is to keep a fine resolution from the top layers down to the one just above the bottom
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layer, and use a coarse resolution for the bottom layer. With this TDR method, their model can
achieve the same dispersion accuracy using 5 non-uniform layers rather than using 10 uniform
layers for waves with kh = 4.
Young and Wu (2009) provided the top-layer thickness for their two-layer non-hydrostatic
model. For kh = 3.14, the top layer takes 50% of the water depth; for kh = 6, top layer takes
39.3% of the water depth, and for kh = 15, top layer takes 15.7% of the water depth. However,
the dependence of top layer thickness on kh values hinders the model application in resolving
highly dispersive random waves. Young and Wu (2010) proposed an adapted top-layer control
(ATLC) method that eliminates the model layer thickness dependence on kh. The basic concept
is that the finer resolution of the top layer is given by ∆σN = 0.5/(N − 1), where ∆σN is the
top layer size, and N is the number of layers. The size of the rest layers exponentially stretches
to the bottom layer. The top layer size is set as 50%, 25% and 12.5% for two-, three-, and
five-layer models, respectively. For a given tolerance phase error of 1%, the two-, three-, and
five-layer models are capable of resolving linear wave dispersion up to kh = 3.14, 6.28 and
15.7, respectively.
Zijlema and Stelling (2005, 2008) and Zijlema et al. (2011) proposed a non-hydrostatic,
free-surface flow model, SWASH (an acronym of Simulating WAves till SHore) for simulat-
ing wave propagation from deep water to the surf zone, using a semi-implicit, staggered finite
volume method. The adoption of the Keller-box scheme in this model enabled the pressure to
be assigned at the free surface without any approximation, and also enabled good dispersion
properties at very low vertical resolution (two or three layers). Using two uniform layers, for
a 1% tolerance phase error, SWASH achieves good linear dispersion properties up to kh ≈ 7
and 3 for standing waves and progressive waves, respectively. Using three uniform layers, for a
1% tolerance phase error, SWASH achieves good linear dispersion properties up to kh ≈ 7 for
progressive waves. Zijlema et al. (2011) suggested that adjusting layer thicknesses could signif-
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icantly improve wave dispersion accuracy. With layer thicknesses tuned as 10%, 20%, 70% of
the total water depth, their three-layer model is able to simulate waves with kh ≈ 15.7 with a
relatively small phase error.
Bai and Cheung (2013) provides theoretical dispersion relationships for anN -layer Boussinesq-
type system. The derived dispersion relationships follow a [2N − 2, 2N ] Padé expansion. The
accumulative dispersion error is computed over 0.01 ≤ kh ≤ 6 for covering a wide spectrum
of ocean waves from deep water to shoreline. The layer arrangement appears as free parame-
ter and can be adjusted for minimizing the accumulative dispersion error, and optimizing the
proposed model. The two-layer model with the optimal layer arrangement of 50% - 50% of the
water depth gives a minimum error of 3.445%. The three-layer model with the optimal layer
arrangement of 29% - 32% - 39% of the water depth gives a minimum error of 3.09%.
Similar to Boussinesq-type models in which the location of the horizontal velocity in the
water column controls the dispersion properties, the vertical distribution of the variables in non-
hydrostatic free surface flow models dictates the model dispersion accuracy. Because solving
the Poisson equation is the most time consuming part of a non-hydrostatic model, it is highly
desirable to reduce the number of variables in the water column by placing them at optimal
locations. The objective of our study is to derive an analytical dispersion relationship of a non-
hydrostatic free surface flow model and optimize it for extremely dispersive and highly nonlin-
ear waves with only two or three layers. Although the optimization method is applicable to all
non-hydrostatic models, for the demonstration purpose, the present work chose an Euler model
that uses the algorithm and numerical scheme presented in Zijlema and Stelling (2005), except
using the finite difference method in a sigma-coordinate. In this chapter, we will present: (1) the
derivation of the phase speed of linear waves simulated by the semi-discretized non-hydrostatic
Euler model, and (2) the optimal two- and three-layer distributions. For a 1% tolerance disper-
sion error, the optimal two-layer distribution from bottom to top is 67% and 33% of the total
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water depth and the Euler model is capable of simulating linear waves up to kh = 9. For a
1% tolerance dispersion error, the optimal three-layer distribution from bottom to top is 68%,
26.5% and 5.5% of the total water depth and the Euler model is capable of simulating extremely
dispersive waves up to kh = 49.5.
Furthermore, nonlinear standing wave tests have been performed to examine the effect of
nonlinearity. Kirby and Dalrymple (1986) proposed a nonlinear dispersion relation, which ef-
fectively approximated the dispersion characteristics of waves propagating from deep to shallow
waters. The nonlinear effect was scaled by wave steepness ka0, and the phase speed became a
function of kh and ka0. In this chapter, numerical experiments with different ka0 are conducted.
A fifth-order Stokes-type exact solution for standing waves (Sobey 2009) is utilized to test our
model. We have found that the phase speed of nonlinear waves follows the analytically derived
linear phase speed, although the discrepancy rises as ka0 increases. Therefore the optimal layer
distribution can also be applied to the nonlinear wave simulation.
2.2 The Euler model
2.2.1 Governing equations
The propagation of fully dispersive, nonlinear water waves is governed by the continuity































where, (x∗, z∗) is the Cartesian coordinates, u and w are the velocity components in the x∗-,
z∗-direction respectively, p is the total pressure. p is normalized by the water density ρ, and
divided into hydrostatic part g(η − z∗) and non-hydrostatic part q. Here, g is the gravitational
acceleration, and η is the free surface elevation.
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The physical computational domain is vertically bounded by the bottom z∗ = −h(x∗)
and the free surface z∗ = η(x∗, t∗). To accurately represent the uneven bottom and the time
dependent free surface, a σ-coordinate (Phillips 1957) is adopted.




where D(x, t) = η(x, t) + h(x) is the total water depth. The mapped computational domain is
a stationary rectangular area, with σ ranging from 0 to 1 corresponding to the bottom and the
free surface, respectively. Based on the chain rule, the governing equations in the σ-coordinate























































































The kinematic boundary conditions at the free surface (σ = 1) and the impermeable bot-












The dynamic boundary condition at the free surface (σ = 1) is zero atmospheric pressure
q|σ=1 = 0 (2.12)
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The depth-integrated continuity equation can be obtained by integrating Equation (2.1)
through the water column. After applying the kinematic boundary conditions, the resulting













Waves are generated at the inflow boundary by prescribing the velocities and the surface
elevation from the linear wave theory. At the outflow boundary, a sponge zone with a width
of two wave lengths is enforced to eliminate the wave reflection from the boundary. Inside the
sponge zone, the primitive variables are attenuated in the following manner:
ηj = ηj/Cs, uj = uj/Cs, wj = wj/Cs (2.14)
in which Cs is the damping coefficient defined by
Cs = (αs)
γsi , i = 0, . . . , n (2.15)
where αs and γs are free parameters, and n is the number of grids in the sponge zone. Numerical
tests showed that best elimination of reflected waves from the boundary is attained with αs = 2
and γs = 0.88 for short waves; whereas the so-called Sommerfeld radiation boundary condi-
tion needs to be utilized for long waves. Treatments of these two types of outflow boundary
conditions can be found in Chen et al. (1999).
2.2.2 Numerical scheme and algorithm
The numerical method of this model follows the framework of SWASH (Zijlema and
Stelling 2005). The discretization of the governing equations is based on the Crank-Nicholson
method, which gives second order accuracy in space and time. The adoption of the Keller-box
scheme in this model enabled the pressure at the free surface to be assigned with the dynamic
boundary condition without any approximation, and also enabled good dispersion properties at
very low vertical resolution (two or three layers). The computational domain in σ-coordinate is
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divided into NX × NZ rectangular cells with width ∆x and height ∆σk = σk − σk−1, k =
1, . . . , NZ. The grid points in x- and σ-direction are denoted as
{X | xi+1/2 = i∆x, i = 0, . . . , NX} and {Z | σk = σk−1 + ∆σk, k = 1, . . . , NZ}
(2.16)
The velocity components are distributed in a staggered manner, (i.e. u and w are located at
(i + 1/2, k + 1/2) and (i, k), respectively). The non-hydrostatic pressure q is located at the
same place as w in the Keller-box scheme. The free surface elevation, η, is defined at the center
of the surface cell. Figure 2.1 illustrates the layout of the all variables in the Keller-box scheme.
σK	  =	  1	  
σK-­‐1	  
σ1	  






xi	  -­‐	  1/2	   xi	  +	  1/2	   xi	  +	  3/2	  
FIGURE 2.1. The layout of the variables in the Keller-box scheme
Owing to the implementation of the Keller-box scheme, instead of solving the vertical
momentum equation (2.7) at the layer interface, where the vertical velocity w is located, we






















with w0 imposed by the bottom kinematic boundary condition. Central difference scheme is
used to discretize the vertical derivative terms in the governing equations.
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The algorithm can be decomposed into two phases to handle the hydrostatic and non-
hydrostatic pressure separately. The employment of the pressure correction technique enables
global mass conservation and local mass conservation. In the first phase (i.e. the hydrostatic
phase), the hydrostatic part of the pressure, or the surface elevation (η), is computed. The hor-
izontal moment equation (Equation (2.6)) and the depth-integrated continuity equation (Equa-
tion (2.13)) are discretized and coupled into a linear system of equations in ∆η, which is the
temporal change in the surface elevation. In the second phase (i.e. the non-hydrostatic phase),
the non-hydrostatic part of the pressure, q, is computed. The boundary conditions with zero
non-hydrostatic pressure at the free surface and zero pressure gradient at the bottom are applied
to get closed solutions. The momentum equations (Equation (2.6) and (2.7)) and continuity
equation (Equation (2.5)) are discretized and coupled into the Poisson equation in ∆q, which
is the temporal change in the non-hydrostatic pressure. The Poisson equation is solved by the
HYPRE (http://acts.nersc.gov/hypre), a software library for solving large-scale linear systems
of equations on massively parallel computers. The BiCGSTAB method (Van Der Vorst 1992) to-
gether with ILU preconditioner (Meijerink and Van Der Vorst 1977) is chosen from the library.
Velocities u, w, and pressure q are updated in this phase. The sequence of the computation for
a time step is summarized as follows, and more details about the numerical procedure can be
found in Zijlema and Stelling (2005).
Hydrostatic Step:
1. Start from the previous time step with unknowns ηn, un, wn, andqn;



















3. Solve a tridiagonal linear system (Equation (2.19)) to obtain the correction ∆η = ηn+1−


























where j denotes layer index.
4. Correct the water level and horizontal velocity using Equations (2.20) and (2.21) for
ηn+1 and u∗
























































































3. Update the non-hydrostatic pressure and velocities using Equations (2.24), (2.25), and
(2.26) for un+1, wn+1 and qn+1































The dispersion accuracy of the Euler model was examined through simulation of linear and
non-linear dispersive waves. Tests results were compared with exact solutions from the linear
wave theory. To study the capability of this model in resolving linear dispersion properties and
nonlinear effect, three test cases are discussed in this section: (1) linear standing waves in a
closed basin; (2) linear progressive waves in a flume; and (3) non-linear standing waves in a
closed basin.
2.3.1 Linear standing waves
The numerical model was first tested against the exact solution of standing waves with an
amplitude a0 = 0.1 m in a 20 m long closed basin. Dispersive waves (kh = 2π) were simulated
to test the accuracy of this model. The computational domain contains 200 grids with uniform
spacing of 0.1 m in the horizontal direction, and two layers with uniform thickness in the vertical
direction. The time step ∆t was set as T/400, where T is the wave period. Figure 2.2 (upper
panel) shows the comparison of the numerical and exact surface elevations at x = 10 m. The
surface elevation was normalized by the wave amplitude a0 and time was normalized by the
wave period T . The computed surface elevations agree very well with the exact solution.
Define the relative dispersion error as ∆e = |cmodel−ce| / ce. Figure 2.3 shows that the rel-
ative dispersion error reduces as the number of the layers increases, and approaches a constant.
For highly dispersive waves, more layers are required for achieving sufficiently accurate results.
Finer vertical resolution can help improve the dispersion accuracy, but the computational cost
goes up quickly as the vertical resolution of a non-hydrostatic Euler model increases. For this
reason, in Section 2.4, we present a method to achieve high dispersion accuracy using a small
number of layers (e.g. two or three layers).
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FIGURE 2.2. Comparisons between the numerical (circles) and exact (solid line) surface elevations for standing
waves (upper panel) and progressive waves (lower panel) with kh = 2π using two uniform layers.
2.3.2 Linear progressive waves on a flat bottom
The second test case is the linear progressive waves propagating in constant water depth. A
wave train with amplitude a0 = 10−3 m and wavelength L = 10 m is generated at the left end of
a 160 m long flume. The water depth is set as 10 m to make waves highly dispersive (kh = 2π).
A 20 m long sponge zone is added at the right end of the flume to absorb the outgoing waves








The computational domain used a uniform grid spacing of 0.2 m in the horizontal direction,
and two layers with uniform thickness in the vertical direction. The time integration with respect
to the convection terms is of explicit type. Thus, the Courant number was set as 0.1567, and the
time step ∆t was determined accordingly, which gives ∆t = T/800, where T is the wave
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FIGURE 2.3. Relative dispersion error at x = 10 m as a function of the number of layers and wave dispersion
parameter kh
period. The high horizontal and temporal resolution minimizes the discretization errors in the x
direction and time. Figure 2.2 (lower panel) shows the comparisons of numerical and analytical
surface elevations at t = 80 s. The surface elevation was normalized by the wave amplitude a0
and time was normalized by the wave period T . The computed surface elevations agree well
with the exact solution from the linear wave theory. The numerical result was taken one wave
length from the left boundary to avoid small disturbances introduced by the inflow boundary.
2.4 Linear dispersion analysis
2.4.1 Linear dispersion properties for an N -layer model
In this section, the phase speed of linear waves simulated by the aforementioned non-
hydrostatic Euler model is derived. The Keller-box scheme and the same layout of variables (i.e.,
velocities, pressure and surface elevation) are used in the derivation for the sake of consistency.
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The dispersion error is obtained by comparing this phase speed against the analytical phase
speed from the linear wave theory.





























udz = 0 (2.31)
The computational domain is divided into N layers. The layer thickness is denoted as
∆zj = αjh (j = 1, 2, . . . , N, from bottom layer to top layer), where ∆zj is the thickness of




The derivation starts with the quasi-discrete vertical momentum equation, obtained by dis-













= 0, j = 0, . . . , N − 1 (2.32)
The vertical momentum equation is discretized at the center of the layer, rather than at the
interface of the layer. A flat bottom is considered here, thus w0 = 0 and ∂w0/∂t = 0. The time
derivative of vertical velocity is obtained from Equation (2.32).
∂w1
∂t









, j = 2, . . . , N (2.34)
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By taking the temporal derivative of Equation (2.28) and the spatial derivative of Equa-





















= 0, j = 1, . . . , N (2.35)
The time derivative of vertical velocity from Equation (2.33) and (2.34), and the free sur-





































= 0, j = 2, . . . , N
(2.37)
The pressure, the horizontal velocity and the surface elevation can be expressed in har-
monic forms
qj = Qje
iθ, uj = Uje
iθ, η = Aeiθ (2.38)
where θ = kx − ωt, k is the wave number, and ω is the angular frequency. According to the
linear wave theory, the pressure can be further expressed as
qj = mjgAe
iθ (2.39)
Substituting Equation (2.39) into Equation (2.36) and (2.37) leads to a system of linear equa-























(kh)2 = 0, j = 2, . . . , N
(2.41)
By virtue of the Cramer’s rule (Cramer, 1750), mj can be expressed as a rational polynomial
function of kh, with the maximum power equals to 2N . The ratios of layer thicknesses to the
water depth (αj) play as free parameters in this function.
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uj∆zj = 0 (2.42)
By substituting the expression ofmj , and harmonic forms of u, q and η into Equation (2.29)












gkA− ωUj = 0, j = 1, . . . , N (2.44)
In order to get a non-trivial solution for Uj and A, the determinant of the matrix must be
equal to zero, which leads to the phase speed of linear waves simulated using this Euler model.
The calculations were performed using MATHEMATICA.
2.4.2 Two-layer model
For a two layer model (j = 2), the pressure coefficients mj can be expressed as:
m0 =
−2(a1 − a2 + a3)(kh)2
(kh)4 + (a1 − 2a2 + a3)(kh)2 + a1a3
(2.45)
m1 =
−2(kh)4 − 2(a1 − a2)(kh)2
(kh)4 + (a1 − 2a2 + a3)(kh)2 + a1a3
(2.46)
m2 = 0 (2.47)
where a1 = 4/α21, a2 = −8/α1α2, a3 = 4/α22. The dispersion relationship for the two-layer






























The dispersion error is obtained by comparing this phase speed against the analytical phase















For a 1% tolerance dispersion error, the two-equidistant-layer model can simulate waves
with kh up to 7. This dispersion accuracy is consistent with that of SWASH. A simple loop
algorithm is devised to find out the optimal layer thickness. Since α1 plays as the only free
parameter in the dispersion error expression for the two-layer model, we started at α1 = 0.01
(1% of water depth h) with increment of 0.001 and select the optimal α1 to maximize the range
of kh for a given tolerance dispersion error. A summary of the optimization results is shown
in Table 2.1. For simulating waves with a fixed kh value, Equation (2.50) can be utilized to
determine an appropriate layer distribution for achieving the minimum dispersion error.
TABLE 2.1. Optimal layer distribution for the two-layer model
Tolerance dispersion error (%) Upper limit of kh range Layer distribution (percentage of the water depth)
from bottom to top
0.1 0.32 51% - 49%
0.5 0.86 50% - 50%
1 9.08 67% - 33%
To examine the model’s dispersion properties, a series of numerical tests, both standing
wave tests and progressive wave tests, were conducted. The phase errors were quantified and
compared with the theoretically derived results (i.e. Equation (2.50)). Excellent agreement has
been obtained although small discrepancies between numerical and analytical phase speeds
were observed for progressive wave test cases because of the inflow and outflow boundary
effect. In the following parts of this chapter, only standing wave test results are discussed. The
wavelength L is fixed as 20 m, and the water depth h varies. The wave amplitude a0 is set as
10−4 m to eliminate nonlinear effects.
30
Figure 2.4 shows the comparison of the relative phase errors obtained theoretically and
numerically using equidistant (upper panel) and optimal (lower panel) layer distributions with
a 1% tolerance dispersion error. The numerical results exhibit excellent agreement with the the-
oretical estimates, which indicates that the derived phase speed accurately represents the linear
dispersion properties of this model. Figure 2.5 shows the theoretical and numerical phase speeds
with the optimal layer distribution. The wave speeds were normalized by the exact solution from
the linear wave theory. As seen in the inset, the simulated free surface elevations are in good
agreement with the exact solution for kh = 9.08.


















FIGURE 2.4. Comparison of the relative phase errors obtained theoretically (solid lines) and numerically (cir-
cles) using two equally distributed (upper panel) and optimally distributed (lower panel) layers bounded by a 1%
tolerance dispersion error.
2.4.3 Three-layer model






C0 + C1(kh)2 + C2(kh)4 + C3(kh)6
(2.51)
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FIGURE 2.5. Comparison of the theoretically derived (solid line) and numerically obtained (circles) phase speeds
with two optimally distributed layers. Inset: comparison of numerical (circles) and exact (solid line) solutions of












C0 + C1(kh)2 + C2(kh)4 + C3(kh)6
(2.53)
m3 = 0 (2.54)












3 , C0, C1, C2 and C3 are given in



















































For a 1% tolerance dispersion error, the three-equidistant-layer model can simulate waves
with kh up to 16.4. Two variables α1 and α2 play as free parameters in the selection of the
optimal layer thicknesses. A summary of the optimization results is shown in Table 2.2.
TABLE 2.2. Optimal layer distribution for the three-layer model
Tolerance dispersion error (%) Upper limit of kh range Layer distribution (percentage of the water depth)
from bottom to top
0.1 0.5 33.4% - 33.3% - 33.3%
0.5 23.5 45% - 43% - 12%
1 49.5 68% - 26.5% - 5.5%
Figure 2.6 shows the comparison of the relative phase errors obtained theoretically and nu-
merically using equidistant (upper panel) and optimal (lower panel) layer distributions bounded
by a 1% tolerance dispersion error. The numerical results exhibit excellent agreement with the
theoretical estimates. Figure 2.7 shows the theoretical and numerical phase speeds with the op-
timal layer distribution. The wave speeds were normalized by the exact solution from the linear
wave theory. As seen in the inset, the simulated free surface elevations are in good agreement
with the exact solution for kh = 49.5.
For the three-layer model, the highest polynomial order of kh in the numerator and denom-
inator in the expression of phase speed reaches 6, compared with 4 for the two-layer model. This
explains why the three-layer model can produce more accurate results than the two-layer model.
The dispersion accuracy is drastically improved by increasing the number of layers or by using
optimal layer distribution as shown in Figure 2.8.
2.5 Evaluation of the nonlinear effect
2.5.1 Nonlinearity parameter
The aforementioned dispersion relationships were derived assuming wave steepness ka
(where a is the characteristic wave amplitude) was infinitely small, or ka  1. However, for
large amplitude waves, the wave properties and analytical dispersion relationships involve a
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FIGURE 2.6. Comparison of the relative phase errors obtained theoretically (solid lines) and numerically (circles)
using three equally distributed (upper panel) and optimally distributed (lower panel) layers bounded by a 1%
tolerance dispersion error.


























FIGURE 2.7. Comparison of the theoretically derived (solid line) and numerically obtained (circles) phase speeds
with three optimally distributed layers. Inset: comparison of numerical (circles) and exact (solid line) solutions of
surface elevations for kh = 49.5.
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FIGURE 2.8. Comparison of relative phase speeds for the two-layer and three-layer model using equidistant and
optimal layer distributions. Curve (1): Two layers with constant layer thickness; (2) Two layers with optimal layer
distribution; (3): Three layers with constant layer thickness; (4): Three layers with optimal layer distribution.
power series of ka (e.g. Sobey 2009); therefore, the nonlinearity can be scaled by the wave
steepness ka. The breaking criterion limits the maximum amplitude of wave to be 2a/L ≈
0.14 (ka ≈ 0.44) in deep water (Michell 1893; Longuet-Higgins 1973). The derivation of
dispersion relationship for nonlinear waves is not trivial due to nonlinear terms in the governing
equations. However we can attain the dispersion curves numerically.
Nonlinear standing waves with an amplitude a0 sloshing in a 20 m long closed basin were
simulated to examine the performance of this Euler model in simulating nonlinear dispersive
waves. Exact solutions, based on a fifth-order Stokes theory (Sobey 2009), were used to specify
the initial conditions and verify the model results. The analytical solutions of surface elevation







(i−1)Di = 2π/T (2.58)
where Di are dimensionless coefficients given in Appendix B. The phase speed, affected by
the wave nonlinearity, becomes a function of kh and ka0. The three-layer model using the
optimal vertical layout was utilized to predict waves with four wave steepnesses, ranging from
linear (ka0 = 0.000314), weakly nonlinear (ka0 = 0.157), strongly nonlinear (ka0 = 0.314)
to the wave breaking limit (ka0 = 0.44). Also, for a given tolerance dispersion error (1%), the
maximum kh is found for ka0 ranging from 0.000314 to 0.44 with an increment of 0.05.
2.5.2 Numerical results
Figure 2.9 shows the comparison of the relative phase speeds (c/ce) obtained theoretically
(linear) and numerically (nonlinear) for the four types of waves. For nonlinear waves the phase
speed follows a similar trend to the derived phase speed for linear waves but deviates propor-
tionally with the increase of ka0; therefore, the optimal layer distribution based on the linear
dispersion relationship of the discretized Euler equations can also be utilized to simulate non-
linear waves within a range of ka0 and kh. Table 2.3 lists the maximum kh for different ka0
with the dispersion error limited to 1% . In practical applications, if ka0 is known, a rough range
of kh can be estimated and within this range the optimized model can provide numerical results
with a dispersion error less than 1% .
Figure 2.10 shows the comparison of the modeled surface elevation and fifth-order Stokes
solution (Sobey 2009) under four types of wave conditions corresponding to the maximum
kh values of 49.50, 11.95, and 2.83, respectively. It is seen that the numerical model with the
optimized layer thickness captures the wave nonlinearity quite well in comparison with the
Stokes solutions of nonlinear stranding waves.
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FIGURE 2.9. Comparison of relative phase speeds obtained from theoretical derivation (black solid line) and
numerical experiments for linear waves (ka0 = 3e − 4, cross), weakly nonlinear waves (ka0 = 0.157, triangle),
strongly nonlinear waves (ka0 = 0.314, square), and extremely nonlinear waves (ka0 = 0.440, circle).
TABLE 2.3. The maximum kh for different ka0 with 1% dispersion error.
ka0 maximum kh







































FIGURE 2.10. Comparison of numerical (circles) and fifth-order Stokes (solid line) solutions of sur-
face elevations for linear waves (ka0 = 3e − 4, and kh = 49.50), weakly nonlinear waves
(ka0 = 0.157, and kh = 49.50), strongly nonlinear waves (ka0 = 0.314, and kh = 11.94), and extremely
nonlinear waves (ka0 = 0.440, and kh = 2.83).
2.6 Conclusions
A model for simulating the propagation of fully dispersive, nonlinear water waves was de-
veloped following the Keller-box scheme and the numerical algorithm presented in the SWASH
model. The aim of this chapter was to develop a theoretically sound method to optimize non-
hydrostatic Euler models for extremely dispersive, nonlinear water waves. The key findings are
as follows:
1. The theoretical phase speed of linear waves simulated by the non-hydrostatic Euler
model is provided in this chapter. It is a rational polynomial function of the dimension-
less water depth, kh, and the layer thicknesses encompassing the water column appear
as free parameters in this function. The dispersion error thereupon is obtained by com-
paring this phase speed against the exact solution from the linear wave theory;
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2. For a 1% tolerance dispersion error, the optimal layer distribution of a two-layer model
from bottom to top is 67% and 33% of the water depth, and with this optimal layer
distribution the model can simulate waves up to kh = 9.08;
3. For a 1% tolerance dispersion error, the optimal layer distribution of a three-layer model
from bottom to top is 68%, 26.5% and 5.5% of the water depth, and with this optimal
layer distribution the model can simulate waves up to kh = 49.5;
4. The phase speed of simulated nonlinear waves follows a trend similar to linear waves;
therefore, the optimal layer distribution can be applied to nonlinear waves simulations
as well. A table is provided for estimating the applicable range of kh for a given ka0 to
simulate nonlinear waves with less than a 1% dispersion error;
5. It has been shown that the derived dispersion relationships for two- and three-layer mod-
els are valid. Such a technique can be extended to any number of layers. Moreover, the
methodology can be applied to other non-hydrostatic models for water waves to min-
imize the number of layers needed to simulate a wide spectrum of ocean waves from
deep to shallow waters.
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CHAPTER 3 A NEW APPROACH TO NON-HYDROSTATIC EULER MODEL FOR
WATER WAVES
3.1 Introduction
In past two decades, discontinuous Galerkin (DG) methods have gain popularity in com-
putational fluid dynamics owing to their high-order accuracy and geometric flexibility. The DG
methods, firstly proposed by Reed and Hill (1973), have been generalized for systems of hyper-
bolic conservation laws by the pioneering work of Cockburn et al. (e.g. Cockburn and Shu 1989,
1990, 1991, 1998; Cockburn et al. 1989). The class of DG methods is in essence a combination
of finite volume (FV) and finite element (FE) methods. It combines merits of both methods. An
extensive review of DG methods can be found in Cockburn et al. (2000).
DG methods have been applied to shallow water equations (e.g. Aizinger et al. 2000;
Aizinger and Dawson 2002; Blain and Massey 2005; Eskilsson and Sherwin 2004; Kubatko
et al. 2006; Dawson et al. 2011; Lai and Khan 2012; Xing et al. 2010; Xing and Zhang 2013),
Bousinessq-type equations (e.g. Eskilsson and Sherwin 2005, 2006; Engsig-Karup et al. 2006,
2008; Kesserwani et al. 2008a, 2008b), and compressible Euler equations for gas dynamics (e.g.
San and Kara 2014; Tang and Warnecke 2005; Bassi et al. 2005). DG methods have also been
applied to computational fluid dynamic (CFD) problems based on Navier-Stokes (N-S) equa-
tions, both compressible (e.g. Bassi and Rebay 1997; Hartmann and Houston 2006a, 2006b)
and incompressible flows (e.g. Liu and Shu 2000; Cockburn et al. 2005a, 2005b; Grooss and
Hesthaven 2006; Mozolevski et al. 2006; Shahbazi et al. 2007; Steinmoeller et al. 2013).
Eskilsson and Sherwind (2004) presented a modal spectral/hp element DG model for sim-
ulating nonlinear shallow water waves on unstructured triangular meshes. Optimal convergence
was achieved for smooth problems. Unlike the CG models, in the dam-break test case, the Gibbs
oscillations owing to the sharp gradients were confined to the neighboring of the shock fronts
without polluting the solutions in the whole domain. Dawson et al. (2011) presented an appli-
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cation of a DG method to hurricane storm surge modeling. Features such as handling spherical
coordinates, maintaining still flows (well-balanced scheme), improving the slope-limiting (sta-
bility post-processing) were added to the DG method for capturing water overtopping of levees
and other structures. Giraldo and Warburton (2008) presented a high-order nodal DG method
for the two-dimensional oceanic nonlinear shallow water (NSW) equations. The adoption of
straight-edged triangular elements obviates the need for a mass matrix, and better represents the
continental coastlines for tsunami modeling. Test results show that the DG model is superior
to the spectral element (SE) model for all polynomial orders and test cases considered. Xing et
al. (2010) constructed high order DG methods for NSW equations, which can maintain the still
water steady state exactly and preserve the non-negativity of the water height without violating
mass conservation. Xing and Zhang (2013) extended the methods on unstructured triangular
meshes. The positivity-preserving limiter is reformulated and the resulting scheme guarantees
the positivity of the water depth.
DG methods are known well-suited for hyperbolic problems but with one potential disad-
vantage over continuous Galerkin (CG) methods, that is the degrees of freedom in DG methods
are associated with the number of elements, while in the CG methods they are associated with
the number of nodes. By coupling CG methods with DG, the overall degrees of freedom can be
reduced while still retaining a local conservative, flux continuous solution. Dawson and Proft
(2002a) developed and analyzed two approaches for shallow water flow modeling based on dis-
continuous and continuous approximating spaces. In the first approach, the primitive continuity
equation was discretized using a DG method, while the momentum equation was approximated
with a continuous approximation. In the second approach, both equations were solved by DG
methods. A particular DG method, non-symmetric interior penalty Galerkin (NIPG) method
(Riviere et al. 1999) was utilized for the momentum equation. Dawson and Proft (2002b) for-
mulated a coupled DG-CG method for transport equations, where convection is dominant. Blain
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and Massey (2005) presented a coupled DG-CG shallow water model to simulate coastal ocean
dynamics. Dawson et al. (2006) proposed a new approach for the NSW equations by combining
a DG method for solving continuity equation with a standard CG method for solving momentum
equation. This model was compared with the advanced circulation (ADCIRC) model, which is
based on the finite element methods.
Boussinesq-type equations are also commonly used in coastal engineering. Up to certain
limits in dispersion, Boussinesq-type equations capture all the important nearshore wave phe-
nomena including diffraction, refraction, nonlinear wave-wave interactions and wave-structure
interactions. Eskilsson and Sherwind (2005, 2006) applied the DG method to the Boussinesq
equations for weakly nonlinear, weakly dispersive water waves. A scalar method was employed
to improve the computational efficiency for high-order expansions. Engsig-Karup et al. (2006)
developed a nodal DG method solving a set of high-order Boussinesq-type equations for mod-
elling highly nonlinear and dispersive water waves in one horizontal dimension. And later this
method was extended to two horizontal dimensions by Engsig-Karup et al. (2008) and was
demonstrated high accuracy in solving linear and weakly nonlinear wave-structure problems in
complex domains of arbitrary shapes.
Since most Boussinesq-type models assume an irrotational or a partially-rotational flow
field, they are valid up to the breaking point. Beyond the breaking point, vortices are generated,
and any model neglecting the horizontal vorticity component will not be able to capture the
vertical variation of wave-induced currents. An alternative to the Boussinesq modeling of surf-
zone dynamics is the so-called Boussinesq-Green-Naghdi equations that retain the polynomial
structure and rotational features in the velocity fields. Panda et al. (2014) presented a local
DG (LDG) method for Boussinesq-Green-Naghdi equations. A stability analysis based on the
Fourier transformation was carried out for the linearized equations and numerical tests were
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conducted for testing not only linear dispersion properties but also non-linear transformation of
dispersive waves.
The Boussinesq-Green-Naghdi equations are only capable of modeling nonlinear disper-
sive waves up to a certain limit in dispersion and assume polynomial approximations for the
vertical profile of the velocity field. Another type of models is based on the incompressible N-S
equations or the Euler equations of fluid motion.
Shahbazi et al. (2007) introduced an effective three-step algebraic splitting DG scheme for
the incompressible N-S equations with explicit treatment of the nonlinear term and an implicit
treatment of the Stokes operator. The interior penalty (IP) method was employed for the viscous
term. Grooss and Hesthaven (2006) presented a nodal high-order DG method on a fully unstruc-
tured grid for unsteady free surface flows. The problem was treated as a two-fluid problem with
the interface described by a level set.
An N-S or Euler solver can generally be divided into hydrostatic and non-hydrostatic
parts corresponding to procedures for solving hydrostatic (or the surface elevation) and non-
hydrostatic pressure. In the non-hydrostatic part, a Poisson equation, an elliptic problem for
which the DG methods are not originally intended, is always yielded. For a unified analysis
of DG methods for elliptic problems, the reader is referred to Arnold et al. (2000, 2002). An
overview of the performance of DG methods with different fluxes can be found in Cockburn et
al. (2000). The standard procedure in DG methods when discretizing second order derivatives
is to split the system into two first order equations through the introduction of an auxiliary vari-
able. The choice of flux at the element interfaces determines the type of DG formulation. Two
commonly used DG formulations are the classical Bassi-Rebay (Bassi and Rebay 1997) and the
LDG schemes (Cockburn and Shu 1998). Other formulations include the interior penalty (IP)
method developed by Douglas et al. (1976).
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The Poisson solver is considered as the most computationally expensive; therefore con-
tinuous approximations are more efficient compared with discontinuous approximations due to
smaller degrees of freedom. Botti and Pietro (2011) presented a pressure-correction scheme for
the incompressible N-S equations combining a DG approximation for the velocity and a stan-
dard CG approximation for the pressure. In particular, the velocity is approximated by modal
shape functions (i.e. monomials), while pressure is discretized by means of nodal shape func-
tions (i.e. Lagrange polynomials). Liu and Shu (2000) developed a DG method for the two-
dimensional incompressible N-S equations in the vorticity stream-function formulation. The
momentum equation is treated explicitly using a DG method and the stream function is ob-
tained by a standard Poisson solver using a continuous Galerkin method.
How to choose the numerical flux at the element boundaries is an essential component of
the DG methods. The selection of numerical flux is problem-dependent. For practical appli-
cations involving large-amplitude waves, discontinuous flows or shocks, models with a care-
ful design of numerical flux (e.g. Bradford and Sanders 2005; Ma 2012) can circumvent the
spurious oscillations caused by the nonlinear nature of the problem. Approximate Riemann
solvers, such as Lax-Friedrichs flux, Roe flux (Roe 1981), Engquist-Osher (Engquist and Os-
her 1981), Harten-Lax-Van Leer (HLL) or Harten-Lax-van Leer-Contact (HLLC) flux (Toro et
al. 1994), etc., provide a wide range of choices. The commonly used numerical flux for wave
problems are Lax-Friedrichs flux (e.g. Engisg-Karup et al. 2007, Xing et al. 2010), local Lax-
Friedrichs flux (e.g. Dawson et al. 2011) and HLL/HLLC flux (e.g. Eskilsson et al. 2011; Ma
et al. 2012; Schwanenberg and Harms 2004 ; Tassi et al. 2007). A comprehensive discussion
and details of different numerical fluxes can be found in LeVeque (2002). A study of the per-
formance of the Runge-Kutta DG method based on different numerical fluxes is provided by
Qiu et al. (2006). Shock-capturing methods, such as essentially non-oscillatory (e.g. Shu and
Oscher 1988), monotone upwind, total variation diminishing (e.g. Harten 1983; Gottlieb and
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Shu 1998; Zhang and Shu 2010) have been proposed to suppress unphysical oscillations around
shocks and discontinuities. Such techniques render stability and robustness of models without
degrading the high-order accuracy. San and Kara (2014) investigated the performance of the
extended high-resolution shock capturing schemes by solving hyperbolic conservation laws in
gas dynamics.
The primary objective of this chapter is to develop an efficient and accurate approach to
solve Euler equations for fully dispersive and highly nonlinear water waves. DG methods, com-
bining the merits of FV and FE methods, are capable of handling complex physical domains,
capturing shocks, steep gradient and sharp fronts, and providing high-order approximations
within elements with the use of high-order interpolating functions. Moreover, the elementwise
formulation of DG methods enables local conservation of mass and momentum, makes the
model highly parallelizable, and renders hp-adaptivity (here h is the mesh size and p is the poly-
nomial degree) which allows locally refining the mesh and high-order approximations within
elements. The high-order approximations make possible more accurate solutions on unstruc-
tured grids.
One main drawback of DG methods is that the employment of high-order polynomial
brings in large degrees of freedom, which increase the computational cost. Coupling a CG
method, in particular a SE method with DG, can greatly reduce the overall degrees of freedom.
Although DG methods have been developed for nonlinear shallow water (NSW) equations,
Boussinesq equations, and incompressible N-S equations, there are shortcomings like: 1) NSW
models are unable to accurately predict the propagation of short waves due to the hydrostatic
assumption, 2) Boussinesq models lack varying velocities throughout the water column, and 3)
N-S models are limited to small scale flow problems because of the expensive computational
cost. There is no application of DG methods to solve Euler equations for water waves in a large
area.
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The Keller-box scheme (Zijlema and Stelling 2005, 2008; Zhu et al. 2014) based on the
FD method is suitable for simulating highly dispersive waves with a relatively small number of
layers in the vertical direction (two or three layers). The merits of DG, SE, and FD methods are
combined by applying all three methods to the Euler solver for horizontal discretization in the
hydrostatic part, horizontal discretization in the Poisson equation, and vertical discretization for
the whole model, respectively. The numerical libraries provided by Hesthaven and Warburton
(2007) have been extended to solve the hydrostatic part of the model. To obtain third-order
temporal accuracy, a three-stage optimal Strong Stability-Preserving Runge-Kutta (SSP-RK)
scheme (Gottlieb et al. 2001) is employed for time integration.
3.2 Governing equations and boundary conditions
3.2.1 Governing equations
The propagation of fully dispersive, nonlinear water waves is governed by the continuity



































where u and w are the velocity components in the x∗-, z∗-direction respectively, p is the total
pressure. The physical computational domain is vertically bounded by the bottom z∗ = −h(x∗)
and the free surface z∗ = η(x∗, t∗). D(x∗, t∗) = η(x∗, t∗) + h(x∗) is the total water depth.
To accurately represent the uneven bottom and the time dependent free surface, a σ-coordinate
(Phillips 1957) is adopted.





The mapped computational domain is a stationary rectangular area, with σ ranging from 0 to 1
corresponding to the bottom and the free surface, respectively. Normalize the total pressure p
by the water density ρ, and divide it into hydrostatic part g(η − z∗) and non-hydrostatic part q.
Here, g is the gravitational acceleration. Applying the chain rule, the governing equations in the






































































































The kinematic boundary conditions at the free surface (σ = 1) and the impermeable bot-












The dynamic boundary condition at the free surface (σ = 1) is zero atmospheric pressure
q|σ=1 = 0 (3.12)
The depth-integrated continuity equation can be obtained by integrating Equation (3.1)
through the water column. After applying the kinematic boundary conditions, the resulting














To achieve high dispersion accuracy with two or three layers throughout the water column,
we only apply the DG approach for discretizations in x-direction, and use FD method for dis-
cretizations in σ-direction to keep the merit of Keller-box scheme. The governing equations in














]T is the numerical flux. The superscript “>” denotes the transpose. S(U)



































Boundary conditions are required at all boundaries of the physical domain to obtain a
unique solution. The present model includes the following types of boundaries:
(i) At the free surface, the zero atmospheric pressure (q = 0) is enforced when solving the
Poisson equation. The normal velocity w at the free surface can either be obtained by
















(iii) At the closed boundaries, free-slip boundary conditions are imposed, which means that
both the normal velocity and the tangential stress are set to zero. The pressure gradient
is set to zero in the Poisson equation.
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3.3 Numerical method
In this paper, we present a non-hydrostatic wave model using DG and SE methods for the
horizontal discretization and a FD method for the vertical discretization. More specifically, in
the hydrostatic phase, a nodal DG formulation is applied to horizontally discretize Equation
(3.14) to obtain discontinuous approximations of the surface elevation and velocities, while in
the non-hydrostatic phase, a SE formulation is applied to horizontally discretize the Poisson
equation to obtain continuous approximations of the non-hydrostatic pressure. The Keller-box
scheme (Keller 1971; Lam and Simpson 1976), based on a FD method, has the capability of
resolving frequency dispersion accurately with low vertical resolution (two or three layers)
(Zhu et al. 2014). The FD formulation is applied to vertically discretize Equation (3.14) and
the Poisson equation. The computational domain in σ-coordinate [0, L] × [0, 1] is divided
into NX × NZ rectangular cells with width of ∆x and height of ∆σk = σk+1 − σk, (k =
1, . . . , NZ). The grid points in x- and σ-direction are denoted as
{xi | xi = i∆x, i = 0, . . . , NX} and {σk+1 | σk+1 = σk + ∆σk, k = 1, . . . , NZ}
(3.17)
The velocity components are distributed in a vertically-staggered manner, (i.e. u and w are
located at (i, k+ 1/2) and (i, k), respectively). The free surface elevation η is defined at (i) and
the non-hydrostatic pressure q at (i, k). The pressure is defined at the layer interface due to the
implementation of the Keller-box scheme. Therefore, the zero pressure boundary condition at
the free surface can be enforced without approximation. Figure 3.1 illustrates the layout of the
all variables.
3.3.1 The discontinuous Galerkin horizontal discretization
The non-overlapping elements in x-direction is denoted by Ik = [xk, xk+1]. The super-
script “k” is the element index. In each element the local approximate solution Ukh is represented
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FIGURE 3.1. The layout of the variables
by a Lagrange interpolating polynomial of order Np − 1 based on local nodes xki as








where lki (x) is the ith Lagrange interpolating polynomial. The subscript “h” indicates that it is






























where n̂ is the outward pointing normal vector on element boundary ∂Ik. The numerical flux
F∗ is the solution at the element boudary. The specification of numerical flux is crucial since it
passes information between adjacent elements. The choices for the numerical flux are problem-
dependent. A comprehensive discussion of fluxes and approximated Riemann solvers can be
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found in LeVeque (2002). Techniques for designing appropriate fluxes to minimize the dissi-
pation can be found in Burmann and Steamm (2007) and Cockburn and Dong (2007). In this


























is the maximum wave speed. For the sake of simplicity, we only
present the elementwise operation of the u-momentum equation. The momentum equations in
other directions and the free-surface governing equation can be treated in a similar way. Also
the superscript “k” and subscript “h” are omitted for simplicity. The u-momentum component











n̂ · ((F u)− (F u)∗) · li(x)dx+
∫
I
Su · li(x)dx (3.22)
where U = Du. The superscript “u” denotes the corresponding u-component in Equation
(3.20). Within each element, the unknowns are defined at local quadrature points. Putting them
in a vector form yields ~U =
[
U(x1), U(x2), · · · , U(xNp)
]>. ~F u and ~Su are defined as














To facilitate the computations, we map the kth element x ∈ [xk, xk+1] onto a reference
interval ζ ∈ [−1, 1] by
x(ζ) = xk +
∆x
2
(1 + ζ) (3.24)
The local Gauss-Lobatto-Legendre points {xi}i=1, 2, ..., Np are then mapped to {ζi}i=1, 2, ..., Np .

























~F u − ~F u
∗))
+M · ~Su (3.26)




~F u − ~F u
∗))
+ ~Su. Equation
(3.26) can be written as a system of ODE
d~U
dt
= L (~U) (3.27)
The implementation of stability post-processing or slope limiter is desirable and neces-
sary to prevent non-physical oscillations. The classic MUSCL (Monotone Upstream-centered
Scheme for Conservation Laws) limiter (Thomas 1999; LeVeque 2002) is employed in this
model. Details on this limiter can be found in Hesthaven and Warburton (2008).
3.3.2 Vertical discretization
Owing to the implementation of the Keller-box scheme, instead of solving the vertical
momentum equation at the layer interface, where the vertical velocityw is located, we discretize










= L ( ~Wj−1/2) (3.28)
with ~W0 imposed by the bottom kinematic boundary condition. The second-order central dif-
ference scheme is used to discretize the vertical derivative terms in the governing equations.
In the Poisson equation, the boundary conditions with zero non-hydrostatic pressure at the free
surface and zero pressure gradient at the bottom are applied to close the system.
Keller-box scheme is advantageous for highly dispersive waves because it takes the aver-
age of the vertical momentum equation at both the upper and lower interfaces of the same layer.
As demonstrated in Stelling and Zijlema (2003), the accuracy of the frequency dispersion for
relative short waves can be significantly improved by applying the Keller-box method. Zhu et
al. (2014) presents an analytical dispersion relationship of a numerical model with Keller-box
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scheme. For a 1% tolerance dispersion error, the Euler model with uniform two-layer distri-
bution is capable of simulating linear waves up to kh = 7.7, and with the optimal two-layer
distribution (67% and 33% of the total water depth from bottom to top) the model is capa-
ble of simulating linear waves up to kh = 9.1, where kh is the dimensionless wave number,
representing the dispersion property of the waves.
3.3.3 The Runge-Kutta time discretization
The optimal third-order three-stage Strong Stability-Preserving Runge-Kutta (SSP-RK)
(Gottlieb et al. 2001) method is adopted for time integration. At each stage, the free-surface
governing equation is treated explicitly, the momentum equations are handled with a projection
method. At each stage, the computation procedure can be divided into two phases, hydrostatic
and non-hydrostatic. In the hydrostatic phase, the hydrostatic part of the pressure, or the surface
elevation, and intermediate velocities are computed, whereas in the non-hydrostatic phase, the
non-hydrostatic pressure is computed and velocities are updated. The slope limiter is applied at
each stage of the SSP-RK scheme. The procedure of stage I is illustrated as follows.
Hydrostatic phase at stage I:
The continuity equation is discretized as
~D(1) − ~Dn
∆t
= −(M)−1 ·Q · ~FD + (M)−1 ·H
(
n̂ ·
( ~FD − ~FD∗))+ ~SDh (3.29)
The non-hydrostatic pressure, q, is excluded from the momentum equations at this phase. The
momentum equations are discretized as
~U∗ − ~Un
∆t








~W ∗ − ~W n
∆t








with the superscript “∗” for U and W denoting intermediate values.
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Non-hydrostatic phase at stage I:
~U (1) − ~U∗
∆t
= ~Sup (3.32)
~W (1) − ~W ∗
∆t
= ~Swp (3.33)






in Equation (3.31) and (3.33) to
represent the averaged vertical momentum equation as shown in Equation (3.28). Substituting




































































A SE method is utilized to solve the Poisson equation as described in Section 3.3.4. The
solution to the Poisson equation updates velocities in the non-hydrostatic phase, which give the
final first stage estimates ( ~D(1), ~U (1), ~W (1)).
The same procedure is followed at stage II and results in ( ~D(2), ~U (2), ~W (2)). According to
the three-stage SSP-RK method, we update the final estimates of unknowns at stage II through
the following formulation
(












~D(2), ~U (2), ~W (2)
)
(3.36)
Stage III results in ( ~D(3), ~U (3), ~W (3)) and the final estimates of unknowns at stage III are
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3.3.4 Discretizations of the Poisson equation
A hybrid FD-SE formulation is employed to discretize the Poisson equation (3.35). A
second-order central differencing method is utilized for the vertical discretization and a SE












= r4(x, σ) (3.38)
with
r1(x, σ) = 2
∂σ
∂x∗



















































































+ b(j)q(j) + c(j)
dq(j−1)
dx
+ g(j)q(j−1) + e(j)
dq(j+1)
dx
+ f (j)q(j+1) = r
(j)
4 . (3.42)
Following the Galerkin method, we multiply Equation (3.42) by the Lagrange interpolation






















































where {xki }i=1, 2, ..., m is a set of local Gauss-Lobatto-Legendre points, q(j)
k
(xki ) is the unknown
nodal value, and the superscript “k” is the element index. For simplicity the superscript “k” is
omitted.
In this approach, we employ equal-order velocity and pressure approximations; thus the
same set of Gauss-Lobatto-Legendre points are utilized in both DG and SE formulations. Ap-






















































































































































































· · · , q(j)(ζNp)
]> and ~r4(j) = [r(j)4 (ζ1), r(j)4 (ζ2), · · · , r(j)4 (ζNp) ]>, respectively. Equation
(3.49) can be written as
L · ~q(j) + A(j) · ~q(j) +B(j) · ~q(j) + C(j) · ~q(j−1) +G(j) · ~q(j−1)
+E(j) · ~q(j+1) + F (j) · ~q(j+1) = M · ~r4(j) (3.50)
or
(L+ A(j) +B(j)) · ~q(j) + (C(j) +G(j)) · ~q(j−1) + (E(j) + F (j)) · ~q(j+1) = M · ~r4(j) (3.51)











































































This system is closed by enforcing the Neumann boundary condition ( ∂q
∂σ
= 0) at the bottom
and Dirichlet boundary condition (q = 0) at the free surface. The overall degree of freedom of
this system is Ng (Ng = Np ·NX ·NZ). The global unknowns q and the right-hand side term





1 (ζ1), · · · , q
(1)
1 (ζNp), · · · , q
(1)
NX(ζ1), · · · , q
(1)
NX(ζNp), · · · , q
(NZ)










1 (ζ1), · · · , r4
(1)
1 (ζNp), · · · , r4
(1)
NX(ζ1), · · · , r4
(1)
NX(ζNp), · · · , r4
(NZ)





And the global discretized governing equation can be assembled as

L+ A(1) +B(1) C(1) +G(1) + E(1) + F (1) 0 · · · 0
C(2) +G(2) L+ A(2) +B(2) E(2) + F (2)
...
0
. . . . . . . . . 0
... C(NZ−1) +G(NZ−1) L+ A(NZ−1) +B(NZ−1) E(NZ−1) + F (NZ−1)








 · ~r4 (3.58)
The resulting linear system is solved using the BiCGSTAB method with the ILU (incomplete
LU) preconditioner.
3.3.5 Overall algorithm
The computation within one time step is comprised of three stages, and each stage is com-
prised of hydrostatic and non-hydrostatic phase. The sequence of the computation in one time
step can be summarized as follows:
1. Start the sequence from the previous time step with unknowns Dn, (Du)n, (Dw)n, qn;
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2. Solve Equations (3.29), (3.30), and (3.31) to obtain D(1), (Du)∗ and (Dw)∗;
3. Solve Equation (3.58) to obtain the non-hydrostatic pressure q;
4. Update velocities with Equations (3.32) and (3.33) for (Du)(1) and (Dw)(1). So far, we
have estimates for unknowns at stage I;
5. Repeat steps 1-4 and obtain D(2), (Du)(2) and (Dw)(2);
6. Update the final estimates of unknowns at stage II using Equation (3.36);
7. Repeat steps 1-4 and obtain D(3), (Du)(3) and (Dw)(3);
8. Update the final estimates of unknowns at stage III using Equation (3.37);
9. (Dn+1, (Du)n+1, (Dw)n+1) = (D(3), (Du)(3), (Dw)(3)).
3.4 Model verifications
We firstly demonstrate the numerical convergence rate of the Poisson solver by considering
a manufactured partial differential problem. To study the accuracy and capability of this model
in resolving linear dispersion properties and nonlinear effect, linear and nonlinear standing wave
test cases are conducted. The dispersion accuracy of the Euler model is examined through the
analytical dispersion relationship (Zhu et al. 2014). In linear and nonlinear standing waves tests,
we setNp = 3 andNX = 10. To examine the numerical dispersion relationship, finer horizontal
resolutions are required, and we set Np = 5 and NX = 10. The time step ∆t is adaptive,
determined by




















where CFL is the Courant-Friedrichs-Lewy numer, taken to be 0.1. “k” is element index, “i” is
local quadrature point index, and “j” is layer index. g is fixed to 9.806 m/s2.
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3.4.1 Convergence tests of Poisson solver
The convergence rate of the Poisson solver is tested using a manufactured solution. Let
r1(x, σ) = r2(x, σ) = r3(x, σ) = cos(x)















in the Poisson equation (3.38), and the manufactured solution qexact becomes






Firstly, the convergence rate of the vertical discretization is studied by fixing NX = 50 and
Np = 2, and varyingNZ. The errors are measured in theL1-norm (‖ q − qexact ‖L1 =
∫
| q − qexact |dxdσ).

























: slope = −1.9244
FIGURE 3.2. Convergence rate of the Poisson solver of the vertical disretization.
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To minimize the computational cost, we consider a 1D Poisson equation to study the h-
convergence of the Poisson solver, because for cases of Np > 2 and with limited vertical
layers (around 10 layers), the computational errors introduced by the vertical discretization
could be overwhelming compared with the ones introduced by the horizontal discretization.






+ r2(x)q = r4(x, σ) (3.60)
with r1(x, σ) = r2(x, σ) = cos(x) and r4(x, σ) = − cos(x) − r1(x) sin(x) + r2(x) cos(x).
The manufactured solution is qexact(x, σ) = cos(x). In Figure 3.3 we observe that the solutions











Np = 1, Slope = −2







Np = 2, Slope = −3.1
Np = 3, Slope = −4
Np = 4, Slope = −5
X	  
FIGURE 3.3. h-convergence of the Poisson solver with Np = 1, 2, 3 and 4
3.4.2 Linear standing waves in a closed basin
We first consider a standing wave with an amplitude a0 = 0.1 m in a 10 m long closed
basin with 10 m deep water. The model is initially set up as




, 0 ≤ x ≤ 20 (3.61)
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The computational domain is divided to 100 grids with uniform spacing of 0.1 m in the
horizontal direction. The wave with kh = 2π is highly dispersive, but only two uniform layers is
needed with relative dispersion error of 0.25% owing to the Keller-box scheme. The numerical
solution are compared with the analytical solution from the linear wave theory




cos(ωt), 0 ≤ x ≤ 20 (3.62)
where ω is the wave frequency determined by the dispersion relationship. Figure 3.4 shows a
comparison of the numerical and exact surface elevations at x = 10 m. The surface elevation
was normalized by the wave amplitude a0 and time was normalized by the wave period T . The
computed surface elevations agree well with the exact solution.
















FIGURE 3.4. A comparison between the numerical (dash line) and exact (solid line) surface elevations for standing
waves with kh = 2π using two uniform layers.
3.4.3 Nonlinear standing waves in a closed basin
Nonlinear standing waves with an amplitude a0 sloshing in a 20 m long closed basin were
simulated to examine the performance of this Euler model in simulating nonlinear dispersive
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waves. Exact solutions, based on a fifth-order Stokes theory (Sobey 2009), were used to specify
the initial conditions and verify the model results. The analytical solutions of surface elevation






(i−1)Di = 2π/T (3.63)
where Di are dimensionless coefficients given in Appendix B. The phase speed, affected by the
wave nonlinearity, becomes a function of kh and ka0. Two layers with the suggested optimal
layer distribution from Chapter 2 are employed to predict waves with four wave steepnesses,
ranging from linear (ka0 = 0.000628), weakly nonlinear (ka0 = 0.157), strongly nonlinear
(ka0 = 0.314) to the wave breaking limit (ka0 = 0.44). Figure 3.5 shows the comparison of
the modeled surface elevation and fifth-order Stokes solution (Sobey 2009) under four types
of wave conditions corresponding to kh = 9.0478. It is seen that the numerical model with
the optimized layer thickness captures the wave nonlinearity quite well in comparison with the
Stokes solutions of nonlinear stranding waves.
3.4.4 Numerical dispersion relationship
Chapter 2 presents the analytical dispersion relationship of a two-/three-layer numerical
model using the Keller-box scheme. Figure 3.6 - 3.7 shows the comparison of the relative phase
errors obtained theoretically and numerically using two layers with equal and optimal distribu-
tions with a 1% tolerance dispersion error. The wavelength L is fixed as 10 m, and the water
depth h varies. The wave amplitude a0 is set as 10−4 m to eliminate nonlinear effects. The
numerical results exhibit excellent agreement with the theoretical dispersion relationship.
3.5 Conclusions
An efficient and accurate approach is developed to solve Euler equations for fully disper-
sive and highly nonlinear water waves. Discontinuous Galerkin, finite difference, and spectral
element formulations are used for horizontal discretization, vertical discretization, and the Pois-
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FIGURE 3.5. Comparison of numerical (circles) and fifth-order Stokes (solid line) solutions of surface eleva-
tions for linear waves (ka0 = 0.00628), weakly nonlinear waves (ka0 = 0.157), strongly nonlinear waves
(ka0 = 0.314), and extremely nonlinear waves (ka0 = 0.440) with kh = 9.0478.
























Numerical Phase Error (up−crossing)
FIGURE 3.6. Comparison of the relative phase errors obtained theoretically (solid lines) and numerically (circles)
using two equally distributed bounded by a 1% tolerance dispersion error
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FIGURE 3.7. Comparison of the relative phase errors obtained theoretically (solid lines) and numerically (circles)
using three equally distributed bounded by a 1% tolerance dispersion error
son equation, respectively. The Keller-box scheme is adopted for its capability of resolving fre-
quency dispersion accurately with low vertical resolution (two or three layers). A three-stage
optimal Strong Stability-Preserving Runge-Kutta (SSP-RK) scheme is employed for time inte-
gration. The local elements are connected together by numerical fluxes, evaluated using the Lax-
Friedrichs and HLL Riemann solvers. Besides the well-recognized advantages of DG methods,
this hybrid DG-SE-FD approach significantly reduces the overall degree of freedom compared
with a complete DG approach. The methodology is proved to produce accurate results for fully
dispersive and highly nonlinear wave problem. The numerical dispersion relationship agrees
well with the theoretical dispersion relationship.
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CHAPTER 4 NUMERICAL MODELING OF SURFACE WAVES OVER SUBMERGED
FLEXIBLE VEGETATION 1
4.1 Introduction
Coastal wetlands have been recognized as a buffer zone protecting the inner land and a nat-
ural erosion barrier stabilizing the shoreline. By attenuating incoming waves and trapping sedi-
ment in vegetated areas, the coastal vegetation can provide substantial protection from erosion.
Considerable effort has been devoted to field studies (e.g. Bradley and Houser 2009; Jadhav
et al. 2013; Jadhav and Chen 2013), laboratory experiments (e.g. Stratigaki et al. 2011; Koftis
et al. 2013; Ozeren et al. 2013; Anderson and Smith 2014) and numerical simulations (e.g. Li
and Yan 2007; Dijkstra and Uittenbogaard 2010; Suzuki et al. 2011; Wu et al. 2012; Tang et
al. 2013; Blackmar et al. 2014; Zhan et al. 2014) aimed at quantifying vegetation-induced wave
attenuation, and understanding wave-vegetation interactions.
Most natural vegetation is deformable, which reduces the flow resistance. In contrast to the
large number of models neglecting vegetation motions, only a small number of models consider
the vegetation swaying effect. A simple but less robust way is to reduce the drag coefficient
to achieve the equivalent wave attenuation (Kobayashi et al. 1993). The drag coefficient due to
swaying is not only a function of the plant rigidity but also influenced by the degree of sub-
mergence and hydrodynamic conditions. The calibrated drag coefficients are on the order of
0.1 in Kobayashi et al. (1993). However, application of this method is limited because of the
uncertainty of the drag coefficient. Zhao and Chen (2013) extended and unified resistance for-
mulations for rigid and deformable plants under both emergent and submergent conditions. A
resistance formulation together with an empirical relationship between the deflected vegetation
height and the flow drag exerted on vegetation elements were utilized to iteratively determine
1This chapter has appeared in “Journal of Engineering Mechanics”. Zhu, L. and Chen, Q. (2015). ”Numerical Modeling of Surface Waves
over Submerged Flexible Vegetation.” J. Eng. Mech., A4015001. doi:10.1061/(ASCE)EM.1943-7889.0000913. It is reprinted by permission of
ASCE.
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the changing drag force and vegetation deformation. Li and Xie (2011) investigated the hydro-
dynamics of submerged flexible vegetation with or without foliage using a 3D non-hydrostatic
model with the σ-coordinate for the treatment of the free surface. The effective stem height
was determined by an empirical formulation obtained by solving a bending equation in a suffi-
cient large number of cases with different conditions. Only the effective height of the deformed
vegetation was included to account for the reduction of drag due to plant deformation under
combined wave and current conditions.
A different methodology is to solve the vegetation motion from a force balance equation
and incorporate relative velocities into the vegetation-induced resistance (Asano et al. 1992,
Dubi and Torum 1996; Mendez et al. 1999; Ikeda et al. 2001; Maza et al. 2013). The balance
of forces for the vegetation motion includes buoyancy, damping, stiffness of the vegetation, and
gravity as restoring forces, and drag and inertia as driving forces (Asano et al. 1992; Ikeda et
al. 2001). Mullarney et al. (2010) presented a theoretical relationship between the movement of
single-stem vegetation and water particle based on the cantilever beam theory, balancing stiff-
ness with drag on stem elements. The model assumed negligible inertia and buoyancy, small
deformations, and thin near-vertical stems. A dimensionless parameter S was proposed to mea-
sure vegetation stiffness. This parameter incorporates material and geometric properties of the
vegetation, as well as wave period and velocity. When S approaches 0, stems move with the
surrounding fluid particles except in a thin near-bed elastic boundary layer, whereas when S
approaches infinity, stem deflections approach zero but lead the displacements of surrounding
fluid particles by 90◦. Mullarney et al. (2010) also concluded that the simulated dissipation by
the flexible stems was about 30% of the dissipation caused by equivalent rigid stems.
Maza et al. (2013) presented a two-dimensional model on the vertical plane based on the
Reynolds Average Navier-Stokes (RANS) equations for modeling wave attenuation due to sub-
mergent flexible vegetation. Instead of solving the full force balance equation for the deforma-
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tion of each stem, their model solves the displacement at the top of each stem and assumes a
linear variation of vegetation deflection along the stem as proposed by Dupont et al. (2010).
The linear assumption of stem deformation is limited to small deflections and applicable only
to intermediate and completely rigid vegetation. Ikeda et al. (2001) included the wavy motion of
deformable plants into a two-dimensional large eddy simulation to identify the effect of honami
on turbulent flow structure. The model utilized a plant grid to track the displacement of each
stem. An exponential distribution of drag force was assumed for computing the stem displace-
ment. The relative velocities were utilized to compute the vegetation-induced resistance in both
models.
The motivation of this paper is to develop a robust vegetation model that solves the com-
plete force balance equation for plant deformation in an efficient way. This model can be cou-
pled with any phase-resolving wave model, such as Boussinesq-type models (e.g. Madsen et
al. 1992; Chen et al. 2000; Lynett and Liu 2004; Shi et al. 2012), non-hydrostatic models (e.g.
Wu et al. 2010; Zijlema et al. 2011; Ma et al. 2012), and RANS-VOF models (e.g. Lin and Liu
1998). At each computation step of the wave model, the flow information such as velocities and
surface elevation will be fed into the vegetation model, which computes the effective vegetation
height and vegetation-induced resistance in return. These outcomes will be fed back to the wave
model for the next step of computation. To reduce the computational cost, a high order finite el-
ement method (FEM) is utilized for the proposed vegetation model. In this paper, the proposed
vegetation model is coupled with an existing non-hydrostatic model for testing and demonstra-
tion purpose. The results of the vegetation model exhibit a 4th-order convergence rate. Rigorous
verifications are carried out to assure the accuracy of the proposed model.
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4.2 Model Description
4.2.1 Governing equations for wave propagation and numerical model
In the current study, the Non-Hydrostatic WAVE model (NHWAVE), excluding turbu-
lence and diffusion, is adapted to simulate wave propagation over a patch of submerged de-
formable vegetation. For completeness, the continuity equation and momentum equations with































where, (x∗, z∗) is the Cartesian coordinate, u and w are the velocity components in the x∗-,





CDbvN |u− uv|(u− uv) + V N
[
CM u̇− (CM − 1)u̇v
]
(4.4)
in whichCD, bv,N , u, uv, V andCM are drag coefficient, area per unit height of each vegetation
stand normal to the horizontal velocity, number of vegetation stands per unit horizontal area,
fluid velocity, vegetation motion, volume per unit height of each vegetation stand, and inertia
coefficient, respectively. The first term of Fv is drag and the second term is inertia.
The wave model is based on the σ-coordinate (x, σ), which can accurately capture the
moving free surface and uneven bottom geometry. The mapping formulation is given by





where D(x, t) = h(x) + η(x, t), in which h(x) is the still water depth, η(x, t) is the surface















































where ω(x, σ, t) is the vertical velocity in the σ-coordinate, equaling zero at the bottom (σ = 0)
and free surface (σ = 1). Fv is the vegetation-induced forces and q is the non-hydrostatic













The wave model employs a combined finite volume and finite difference method with a
second order nonlinear Strong Stability-Preserving (SSP) Runge-Kutta scheme (Gottlieb et al.
2001). All variables are defined at the cell center and the numerical fluxes at the cell interfaces
are approximated using the HLL Riemann solver (Harten et al. 1983). To avoid spurious oscilla-
tions introduced by the large nonlinearity in the simulations of large amplitude waves, especially
for short waves, a Total Variation Diminishing (TVD) method is used by applying the minmod
pre-processing slope limiter (Toro 2001). The details of numerical schemes, discretization and
the algorithm can be found in Ma et al. (2012) and Shi et al. (2012).
4.2.2 Governing equation for vegetation motion and vegetation model
The balance of forces for the vegetation motion includes buoyancy, damping, stiffness
of the vegetation, and gravity as restoring forces, and drag and inertia as driving forces. At










∣∣∣Ẇ n+1 − ξ̇n+1∣∣∣(Ẇ n+1 − ξ̇n+1)
+ ρf (CM − 1)V (Ẅ n+1 − ξ̈n+1)
+ ρfV Ẅ




ξ(0, tn+1) = ξ(1)z (0, t
n+1) = 0 and ξ(2)z (l0, t
n+1) = ξ(3)z (l0, t
n+1) = 0 (4.11)
where ξ is the horizontal displacement of the vegetation stand, W is the water particle move-
ment, ρv is the vegetation density, ρf is the fluid density, E is the Young’s modulus, I is the
second moment of stem area, C1 is the damping coefficient and l0 is the vegetation length. The
overhead dot denotes time derivative, and the subscript z denotes the differentiation along the
vegetation stem and the superscript denotes the order of the derivative in z. The superscript n de-
notes the time step. Viscous shear stresses acting on the interface and the bottom are neglected
because the drag resistance of the vegetation is predominant for most practical applications.
This vegetation motion model has the following assumptions: (i) plant motion remains inside
the same fluid grid cell, and (ii) there is no interaction between neighboring plants.
High-order finite element methods (FEM) have been utilized in structural and fluid dy-
namic analysis. A high-order FEM (Hughes 1987), and the semi-implicit time scheme, is em-
ployed to solve the deformation equation for each vegetation stem. The vegetation stem l0 is di-
vided intoN elements, intercepted withN+1 nodes: {zi | 0 = z0 < z1 < z2 < . . . < zN = l0}.
The length of each element is he = l0/N . At element [zk, zk+1], Hermite cubic shape functions
Ni(z), i = 1, . . . , 4, defined below are introduced as weight functions for achieving fourth-order
accuracy,
































and semi-implicit method is employed to discretize the quadratic term in the drag force as∣∣∣Ẇ n+1 − ξ̇n+1∣∣∣(Ẇ n+1 − ξ̇n+1) ' ∣∣∣Ẇ n − ξ̇n∣∣∣(Ẇ n+1 − ξ̇n+1). (4.13)
For simplicity, we remove the superscript “n+ 1” in Equation (4.10) and rewrite the governing
equation as




z = f5Ẇ + f6Ẅ (4.14)
where
f1 = ρvV + ρf (CM − 1)V (4.15)




∣∣∣Ẇ − ξ̇∣∣∣n (4.16)
f3 = EI (4.17)





∣∣∣Ẇ − ξ̇∣∣∣n (4.19)
f6 = ρfV CM (4.20)





where ξi(t) = ξ(zi, t) is the nodal value at node zi and ri(z) is the weight function. Multiply
Equation (4.14) with rj(z), j = 1, . . . , 4, integrate over [zk, zk+1] and apply the chain rule in























































i (z)rj(z)dz = f5
∫ zk+1
zk





Let weight functions to be the same as Hermite shape functions. Exchanging the sequence of the
integration and summation in Equation (4.23) and performing mapping to element [zk, zk+1] as
s = (z − zk)/he, we obtain the local equation in the matrix form
f1JkẌk + f2JkẊk + f3KkXk + f4MkXk = f5Bk + f6Ck (4.24)
where Kk, Jk, Mk and Bk, Ck, defined below are local matrices and vectors over element



































Assemble the local matrices Kk, Jk, Mk and local vectors Bk, Ck into global ones, K, J, M and
B, C. The global matrix form of the governing equation can be expressed as
f1JẌ + f2JẊ + f3KX + f4MX = f5B + f6C (4.30)
The temporal discretization of Equation (4.30) utilizes an implicit time stepping scheme as
follows
f1J





+f3KXn+1 +f4MXn+1 = f5B+f6C (4.31)
















As the deflection ξ as well as the gradient of the deflection (ξz) are fixed to be zero at the







J + f3K +
f4M
]
to be zero, and its upper left 2 × 2 submatrix to be an identity matrix. Also, we enforce
the first two elements of the vector on the right hand side of Equation (4.32) to be zero.
A procedure is provided in Appendix to calculate the vegetation deflection and swaying
motion. To couple the vegetation model and wave model, we first solve the vegetation motion
equation using fluid velocities from previous time steps, and calculate the drag and inertia forces
using the relative velocity, urel (= Ẇ − ξ̇). The forces will be substitute back to the horizon-
tal momentum equation for the next time step of computation. This vegetation model can be














FIGURE 4.1. A sketch of wave and vegetation model coupling
The FEM with cubic weight functions gives fourth-order convergence rate while the central-
differencing finite-difference method (FDM) gives second-order. Compared to FDM, the high-
order FEM permits the use of a small number of elements to achieve the desired accuracy, which
will reduce computational costs for large-scale vegetation computation. Figure 4.2 shows the
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numerical convergence rates of our model using both FEM and FDM. This demonstrates the


















FDM, slope = −1.9149
FEM, slope = −4.0022
FIGURE 4.2. Numerical convergence rates of FEM and FDM for solving vegetation motion
4.3 Model Verification
4.3.1 Deflection of single-stem swaying vegetation
The numerical results of single-stem vegetation deflection obtained from our fully-coupled
wave and vegetation model are compared with analytical solutions presented in Mullarney et
al. (2010). In that work, a theoretical relationship between the movements of water particle and
single-stem vegetation was derived based on the Euler-Bernoulli equation and compared with
field observation. Buoyancy, inertia, damping and gravity were neglected and an assumption of










where ρf is water density, CD is drag coefficient, r0 is stem radius, |U∗| is characteristic ve-
locity magnitude defined as
√
8/π times the depth-averaged RMS relative velocity, W is water
particle movement, and ξ is vegetation deformation.








where E is Young’s modulus, T0 is wave period, l0 is stem length, and W0 is characteristic
water particle displacement, defined as the 2W0 = |U∗|T0. The vegetation motion leads water
motion, but such a phase difference decreases (from 90◦ to 0◦) as S decreases. The magnitude
of vegetation deformation decreases as S increases.
The computational domain has a constant water depth of 1.5 m. Regular waves with a
height of 4 cm and a period of 2.95 s are generated at the inflow boundary. A single-stem plant
is placed at one wavelength away from the inflow boundary. The length, radius of the stem is l0
= 0.85 m, r0 = 16 mm, respectively. The drag coefficient is considered to be constant: CD = 2.0.
The Young’s modulus value, E, is the only free parameter for tuning S. A total of 8 simulations
are carried out with different S, ranging from 0.0042 to 42. The numerical results of vegetation
deformation (ξ) and water particle movement (W ) are expanded as Fourier modes in time t
and normal mode in the vertical coordinate z. The first few modes dominate the free vibration
of vegetation stem. In this test case, we only compare the coefficients 〈ξ〉 and 〈W 〉 of the first
mode with the analytical solution for model verification.
Depending on the stiffness, vegetation stems may move like a cantilever or a whip driven
by waves (Paul et al. 2012). Figure 4.3 illustrates the computed bending and swaying of ex-
tremely flexible vegetation (S = 0.0042), moderately flexible vegetation (S = 0.42), and stiff
vegetation (S = 42), respectively. The deflection of stiff vegetation (e.g. salt-marshes) appears
to follow a linear variation along the stem (Asano et al. 1992; Mendez et al. 1999; Maza et al.
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2013); while the deflection of moderately flexible vegetation (e.g. sedge Schoenoplectus amer-
icanus) exhibits a non-linear variation under exponential forces (Ikeda et al. 2001). However
for flexible vegetation (e.g. seagrasses) the blades show a whip-like motion, which can only
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 S = 0.0042
FIGURE 4.3. The computed bending and swaying of extremely flexible vegetation (S = 0.0042), moderately
flexible vegetation (S = 0.42), and stiff vegetation (S = 42), respectively
surface elevation and deflection at the top end of the vegetation stem for aforementioned three
vegetation cases. Because of the phase difference between the surface elevation and the water
particle excursion (90◦) as well as the phase differences between the vegetation deflection and
water particle motion (0◦ ∼ 90◦), the maximum vegetation deflection and wave crests never
synchronize for flexible vegetation. Figure 4.5 presents the comparison of theoretical and nu-
merical relationships of 〈ξ〉/〈W 〉. The upper panel gives the phase angle of 〈ξ〉/〈W 〉, and the
lower panel gives the magnitude of 〈ξ〉/〈W 〉. Excellent agreement is achieved. For extremely
stiff vegetation, the plant stem barely moves in the water, thus exhibits almost a 90◦ phase shift
between the vegetation deflection and water particle movement (or no phase difference between
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FIGURE 4.4. Modeled time series of surface elevation (solid line) and deflection (dashed line) at the top end of the
vegetation stem for extremely flexible vegetation (S = 0.0042), moderately flexible vegetation (S = 0.42), and
stiff vegetation (S = 42), respectively
the vegetation deflection and the free surface elevation). For extremely flexible vegetation, the
stem follows the movement of surrounding water particles, thus exhibits almost 0◦ phase shift
and the same movement as water particles.
Figure 4.6 illustrates the computed phase differences between the fluid velocity (dW/dt)
and vegetation deflection speed (dξ/dt) at the top end of the vegetation stem for aforementioned
three vegetation cases. The numerical results are consistent with the theoretical relationships of
〈ξ〉/〈W 〉 shown in Figure 4.5.
Figure 4.7 shows the time series of the modeled unit drag force at the top end of the
vegetation stem for aforementioned three vegetation cases. For stiff vegetation (S = 42), a
larger drag force is produced and leads to larger energy dissipation; while for flexible vegetation
(S = 0.0042), a smaller drag force is produced and leads to less energy dissipation.
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FIGURE 4.5. Theoretical and numerical relationships of 〈ξ〉/〈W 〉





































FIGURE 4.6. Computed fluid velocity (dW/dt, solid line) and vegetation deflection speed (dξ/dt, dashed line) at
the top end of the vegetation stem for extremely flexible vegetation (S = 0.0042), moderately flexible vegetation
(S = 0.42), and stiff vegetation (S = 42), respectively
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FIGURE 4.7. Modeled time series of unit drag forces at the top end of the vegetation stem for extremely flexible
vegetation (S = 0.0042, dashed line), moderately flexible vegetation (S = 0.42, thin line), and stiff vegetation
(S = 42, thick line), respectively
4.3.2 Wave attenuation due to multiple swaying vegetation
Asano et al. (1988) conducted a series of laboratory experiments using artificial seaweeds
in a 27 m long, 0.5 m wide, and 0.7 m deep flume. The 8 m long vegetation patch was placed
from 3 m to 11 m away from the wave maker, and artificial seaweeds were evenly distributed in
this area with the density of 1490 and 1110 units/m2. Each seaweed was 0.25 m long, 5.2 cm
wide, and 0.03 mm thick, with a specific gravity of ρv/ρf = 0.9. A schematic of the numerical
setup of the flume is shown in the top panel of Figure 4.9. The other properties of the vegetation
stem, inertia coefficient, stiffness, are determined as CM = 2.0 andE = 9.8×106 Pa, respectively
(Asano et al. 1992). Eight numerical simulations are carried out with two different water depths,
0.45 and 0.52 m, respectively for waves with different frequencies, ranging from 0.5 to 1.4 Hz,
and different heights. The wave surface elevations are measured at 1 m, 3 m, 5 m, and 7 m away
from the front end of the vegetation patch. The complete form of Equation (4.10) is solved in the
fully coupled wave-vegetation models with ∆x = L/50 and ∆t = T/400, where L is the wave
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length and T is the wave period. The water column is divided into 10 layers and each vegetation
stem is divided into 30 segments to minimize any numerical errors. The drag coefficient is
the only calibration parameter to best fit the numerical results with experimental data using
the method of least squares. Wave conditions, calibrated values of CD, Reynolds number (Re),
and Keulegan-Carpenter number (KC) as well as the vegetation population density are listed in
Table 4.1. Re is defined as Re = bvuc/ν and KC is defined as KC = ucT/bv, where bv is the plant
width, uc is the characteristic velocity acting on the vegetation, T is the wave period and ν is
the kinematic viscosity.
TABLE 4.1. Wave conditions, calibrated values of CD, Re and KC for 8 test cases of Asano et al. (1988)
Case Water depth Wave height Wave period Population density Re CD KC
(m) (m) (s) (units/m2)
1 0.52 0.086 2.00 1490 8544 0.25 6.32
2 0.52 0.093 1.43 1490 8015 0.40 4.24
3 0.45 0.136 1.43 1490 13668 0.40 7.23
4 0.45 0.061 0.83 1110 3897 1.50 1.20
5 0.45 0.138 1.00 1490 10842 0.25 4.01
6 0.45 0.113 1.25 1110 10512 0.40 4.86
7 0.52 0.166 1.25 1490 12802 1.00 5.92
8 0.45 0.123 1.43 1110 12362 0.70 6.54
Figure 4.8 shows the comparison of the experimental and numerical wave heights for 8
runs. The solid line represents the wave height computed by the fully-coupled wave-vegetation
models and the dots represent the wave heights from the laboratory experiments. Good agree-
ment is achieved.
A more recent experiment was conducted by Ozeren et al. (2013) (also see Wu et al. 2011)
in a 20.6 m long, 0.69 m wide, and 1.22 m deep flume at the USDA-ARS National Sedimenta-
tion Laboratory (NSL) in Oxford, Mississippi. A 3.66 m long vegetation patch was placed 11.5
m away from the wave maker. A schematic of the numerical setup of the flume is shown in the
lower panel of Figure 4.9. In order to reduce the computational cost, the numerical wave maker
is placed 2 m from the edge of the vegetation patch. Nine test cases with submergent artifi-
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cial plants (rigid and flexible) are selected to further verify our fully coupled wave-vegetation
models.
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FIGURE 4.8. Numerical and experimental (Asano et al. 1988) wave heights (H) over submerged vegetation field
The rigid model vegetation was made of birch dowels with a length of 0.63 m and a diam-
eter of 9.4 mm. Stems were evenly placed with densities of 350 and 623 units/m2. The flexible
model vegetation was ethylene propylene diene monomer (EPDM) foam-rubber cords with a
length of 0.48 m and a diameter of 9.4 mm. The EPDM foam rubber has a density of 368 kg/m3
and a modulus of elasticity of 4 MPa. Stems were evenly placed with a population density of
350 units/m2.
The water depth in all nine simulations is 0.7 m. The wave surface elevations are measured
at 1.5 m, 3 m, 4.5 m, and 6 m sway from the numerical wave maker. The complete form of
Equation (4.10) is solved in the fully coupled wave-vegetation models with ∆x = L/50 and
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FIGURE 4.9. Schematic of the experimental setup of Asano et al. (1988) and Wu et al. (2011)
∆t = T/400, where L is the wave length and T is the wave period. The water column is divided
into 10 layers and each vegetation stem is divided into 30 segments. The inertia coefficient CM
is fixed to be 2.0. The drag coefficient is the only calibration parameter to best fit the numerical
results with experimental data using the method of least squares. Wave conditions, calibrated
values of CD, Re and KC as well as the vegetation population density are listed in Table 4.2.
TABLE 4.2. Wave conditions, calibrated values of CD, Re and KC for 9 test cases of Wu et al. (2011)
Case Wave conditions Vegetation type Population density Re CD KC
(units/m2)
1 Wave height = 0.052 m
rigid
350 1098 2.70 14.92
2 Wave period = 1.20 s 623 1098 2.90 14.92
3 flexible 350 735 20.0 9.97
4 Wave height = 0.117 m
rigid
350 2556 2.00 31.80
5 Wave period = 1.10 s 623 2556 2.00 31.80
6 flexible 350 1570 10.0 19.54
7
Wave height = 0.0846 m
flexible 350 1414 17.0 24.94
Wave period = 1.60 s
8
Wave height = 0.0752 m
flexible 350 1022 18.0 11.27
Wave period = 1.00 s
9
Wave height = 0.0752 m
flexible 350 892 18.0 8.36
Wave period = 1.00 s
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Figure 4.10 shows the comparison of the experimental and numerical wave heights for 9
runs. The solid line represents the wave height computed by the fully-coupled wave-vegetation



















































FIGURE 4.10. Numerical and experimental (Wu et al. 2011) wave heights (H) over submerged vegetation field
Kobayashi et al. (1993) proposed an empirical formula of CD as a function of the Reynolds
number Re. In the simulation, uc is computed as the maximum value of the horizontal velocity at
the front end of the vegetation patch at the top of the vegetation stem. The formula proposed by
Kobayashi et al. (1993) assumed rigid vegetation, with CD ranging from 0.15 to 0.19. However,
the use of the fluid velocity relative to the vegetation motion in the drag force calculation leads to
larger CD values due to the reduced characteristic velocity uc. Mendez et al. (1999) introduced
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an empirical formula for rigid vegetation stems based on the calibration of their theoretical
model using the laboratory data, as follows





200 < Re < 15500 (4.35)
Mendez et al. (1999) also developed an empirical formula including the swaying motion of
vegetation stems based on the calibration of their theoretical model using the laboratory data,
as follows





2300 < Re < 20000 (4.36)
Maza et al. (2013) proposed another empirical formula of CD as





2000 < Re < 7000 (4.37)
This formulation also considers the vegetation motion but is based on their numerical re-
sults calibrated for the best fit to laboratory measurements. The disagreement between these two
formulas for flexible vegetation comes from: (1) different scale of vegetation stiffness, (2) dif-
ferent Re range, and (3) different methods to take into account the wave-vegetation interaction
(Maza et al. 2013). Mendez et al. (1999) solved the problem based on the potential flow theory
without considering turbulence effects, while Maza et al. (2013) solved the RANS equations
with a k-ε turbulence model. Since our proposed model is based on the Euler equation without
turbulence closure, the calibrated CD value is compared with Mendez et al. (1999) formulation.
Figure 4.11 shows the empirical relationships of CD as a function of Re together with the cali-
brated value of CD from the present study. The solid line represents the empirical formulation
considering the vegetation swaying effect by Mendez et al. (1999), and the dashed-dotted line
represents the formulation for rigid vegetation by Mendez et al. (1999). The dashed line repre-
sents the formulation by Maza et al. (2013). The calibrated values of CD from our numerical
simulations for experiments by Asano et al. (1988) are marked with dots, scattering along the
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solid line. The calibrated values of CD from our numerical simulations of the laboratory exper-
iments described in Wu et al. (2012) are marked with crosses for rigid vegetation, and triangles
for flexible vegetation, scattering out of the ranges of empirical formulations. However, they are
in line with the extrapolation of the formulas for flexible vegetation (solid line) and rigid vege-
tation (dashed-dotted line) to low Re values. It is seen in Figure 4.11 that not only the vegetation
rigidity, but also the turbulence closure in a hydrodynamic model influence the drag coefficient
inferred from physical experiments.


















Medez et al. (1999) with vegetation motion, 
CD = 0.40 + (4600/Re)
2.90
Medez et al. (1999) without vegetation motion, 
CD = 0.08 + (2200/Re)
2.20
Maza et al. (2013) with vegetation motion, 
CD = 1.61 + (4600/Re)
1.90
Calibrated CD for Asano et al. (1998)
Calibrated CD for Wu et al. (2011) with vegetation swaying
Calibrated CD for Wu et al. (2011)  without vegetation motion
FIGURE 4.11. Empirical and calibrated CD as a function of Re
4.4 Discussion
A scaling analysis is performed to understand the importance of each force involved in
the vegetation motion. In the following derivation, we assume that the plant stem has a circular
cross-section, but the procedure can be easily applied to plant stems with rectangular cross-
section. The characteristic water particle displacement W0, wave period T0, stem length l0, and
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Ẇ ∗ − ξ̇∗












The stiffness of vegetation stem is a primary restoring force in vegetation oscillation. Dividing
Equation (4.39) by Er40W0/l
4












ξ̇∗ + I∗ξ∗(4)z +
(ρf − ρv)gl30
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The dimensionless governing equation can be rewritten as
S1V
∗ξ̈∗ + S2ξ̇
∗ + I∗ξ∗(4)z + S3V
∗ξ∗(1)z = S4(Ẇ
∗ − ξ̇∗)|Ẇ ∗ − ξ̇∗|+ S5V ∗[CMẄ ∗ − (CM − 1)ξ̈∗](4.42)
Buoyancy Damping Stiffness Gravity Drag Inertia
Equation (4.42) is an extension of the scaling analysis in Mullarney et al. (2010) to the
full equation of force balance for the vegetation motion, where the left consists of the restora-
tion forces and the right shows the driving forces. If we neglect forces other than stiffness and
drag, Equation (4.42) becomes S−14 I
∗ξ∗(4)z =
(
Ẇ ∗ − ξ̇∗
)∣∣∣Ẇ ∗ − ξ̇∗∣∣∣. S−14 is identical to S in
Equation (4.34).
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This ratio is proportional to the Keulegan-Carpenter number. For KC < 3, the inertia force is
dominant and the drag force can be neglected; for 3 ≤ KC < 15, the drag force can be assumed
to be linear; for 15 ≤ KC < 45, the full Morison equation should be employed and the drag
force can no longer be linearized; for KC ≥ 45, the drag force is dominant and the inertia can
be neglected (Journée and Massie 2001).
Comparing the restoring forces (e.g., damping, stiffness and gravity), the importance of
the stiffness of the vegetation stem over other restoring forces is expressed by the factors S2 and
S3. Damping is an important restoring force for vegetation motion compared with buoyancy
and gravity. Inclusion of damping would affect the vegetation deformation, therefore the wave
attenuation. Still ignoring inertia and gravity, but including damping, a theoretical relationship
between the movement of vegetation stem and water particle can be derived from Mullarney et
al. (2010). The drag is linearized as in Equation (4.33). The governing equation expressing a
balance between damping, stiffness, and drag becomes
S2ξ̇
∗ + I∗ξ(4)z = S4
(
Ẇ ∗ − ξ̇∗
)
(4.44)
To be consistent with the expression in Mullarney et al. (2010), Equation (4.44) is rewritten
as
(Sd + 1)ξ̇










We first look into the homogeneous differential equation
(Sd + 1)ξ̇
∗ + SI∗ξ(4)z = 0 (4.47)
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I∗φ(4)n f + φnf
′ = 0 (4.48)
We get a new dimensionless stiffness Ŝ, which incorporates characteristics of waves and mate-










The above analysis indicates that the theoretical expression of 〈ξ〉/〈W 〉 in Mullarney et al.
(2010) can be applied to the case with both restoring forces of damping and stiffness if S is
replaced by Ŝ.
4.5 Conclusions
A fully coupled wave-vegetation model for simulating the interaction between water waves
and submerged flexible plants has been developed, analyzed and validated. The wave model is
based on the non-hydrostatic free surface flow model, NHWAVE, and the vegetation model
solves the complete force balance equation for beam deformation using a high-order finite ele-
ment method. The key findings are as follows:
1. The numerical model is in excellent agreement with the analytical solution given by
Mullarney et al. (2010) for the single-stem swaying vegetation;
2. Numerical results agree well with two sets of experimental data of large-scale swaying
vegetation. The calibrated values of CD follow the empirical formulation proposed by
Mendez et al. (1999). The new model for flexible vegetation solving the complete defor-
mation equation with the fourth-order finite element method can be coupled with other
existing nonlinear, dispersive wave models;
3. A scaling analysis has been performed on the complete force balance equation for beam
deformation to help understand the significance of each force involved in the vegetation
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vibration in response to the wave action. Dimensionless parameters have been derived
to measure the relative importance of each force;
4. One of the new parameters allows for measuring the significance of the damping term
in comparison with the stiffness term. The theoretical relationship between the vege-
tation deflection and water particle movement derived by Mullarney et al. (2010) has
been extended to including both restoring forces. A new dimensionless parameter Ŝ,
incorporating characteristics of waves and material as well as geometric properties of
the vegetation has been obtained. Ŝ approaches S if the damping term is much smaller
than the stiffness term and negligible.
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CHAPTER 5 SUMMARY AND CONCLUSIONS
The primary objective of this study is to develop an efficient and accurate non-hydrostatic
wave model for fully dispersive and highly nonlinear waves, and investigate the interaction be-
tween waves and submerged flexible vegetation using a fully coupled wave-vegetation model.
Two sets of equations, Euler equations in σ-coordinate and vegetation motion equation, have
been solved. Different numerical methods including finite difference, finite volume, finite ele-
ment, spectral element, and discontinuous Galerkin methods have been applied in this study.
Chapter 2 introduced an analytical dispersion relationship of waves simulated by Euler
models utilizing the Keller-box scheme and central differencing for vertical discretization. The
phase speed of linear waves simulated by the semi-discretized Euler model is expressed as a
rational polynomial function of the dimensionless water depth, kh, and the layer distribution in
the water column becomes an optimizable parameter in this function. The dispersion error has
been obtained by comparing this phase speed against the exact solution based on the linear wave
theory. It is shown that for a given dispersion error (e.g. 1%), the range of kh can be extended
if the layer thicknesses are optimally selected.
A simple loop algorithm was devised to find out the optimal layer thickness. For instance,
for the two-layer model, since the ratio of the bottom layer thickness to the water depth, α1,
plays as the only free parameter in the dispersion error expression, we started at α1 = 0.01
(1% of water depth h) with an increment of 0.001 and select the optimal α1 to maximize the
range of kh for the given tolerance dispersion error. For the two-layer model, with the tolerance
dispersion error set as 1%, the upper limit of kh is 9.08 with the optimal layer distribution of
67%-33% (from bottom to top) of the water depth. For the three-layer model, with the tolerance
dispersion error set as 1%, the upper limit of kh is 49.5 with the optimal layer distribution of
68% - 26.5% - 5.5% (from bottom to top) of the water depth.
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For demonstration purpose, an Euler model for dispersive nonlinear water waves has been
developed using the Keller-box scheme and following the numerical algorithm presented in
Zijlema and Stelling (2005), except that the finite difference method and σ-coordinate are ap-
plied. The derived phase speed was tested against both numerical and exact solutions of standing
waves for various cases. Excellent agreement was achieved. The model was also tested using the
fifth-order Stokes theory for nonlinear standing waves. The phase speed of simulated nonlinear
waves follows a trend similar to linear waves; therefore, the optimal layer distribution can be
applied to nonlinear waves simulations as well.
The derivation of the dispersion relationships can be extended to any number of layers. The
derived dispersion relationships for two- and three-layer models can also be applied to other Eu-
ler models that utilize the Keller-box scheme and central differencing for vertical discretization.
Moreover, the methodology can be applied to other non-hydrostatic models for water waves to
minimize the number of layers needed to simulate a wide spectrum of ocean waves from deep
to shallow waters.
Chapter 3 developed an efficient and accurate approach to solve Euler equations for fully
dispersive and highly nonlinear water waves. σ-coordinate was employed to allow high resolu-
tion near the bottom and capture the changing free surface. DG formulations were adopted for
horizontal discretization. The numerical libraries provided by Hesthaven and Warburton (2007)
have been extended to solve the hydrostatic part of the model. FD formulations and SE formu-
lations were employed for vertical discretization and Poisson equations, respectively. The adop-
tion of the Keller-box scheme (Zijlema and Stelling 2005, 2008; Zhu et al. 2014) is attributed to
its capability of accurately simulating highly dispersive waves using a relatively small number
of layers (two or three layers). And the employment of the SE method for the Poisson equation
is in consideration of reducing the overall degrees of freedom since the existing DG-based N-S
models for free surface waves (e.g. Grooss and Hesthaven 2006) are computationally expensive
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due to their large degrees of freedom. The combination of DG and SE methods can improve the
model efficiency for high-order approximations. A three-stage optimal Strong Stability Preserv-
ing Runge-Kutta (SSP-RK) scheme was employed for temporal integration. The local elements
were connected together by numerical fluxes, evaluated using the Lax-Friedrichs and HLL Rie-
mann solvers. The model was tested for standing waves based on analytical solutions. Also
the numerical dispersion relationship of this model agreed well with the theoretical dispersion
relationship presented in Chapter 2.
Further testing of the model is still needed. The current application is limited to one hor-
izontal dimension and we seek to extend the model to two horizontal dimensions. The model
also needs to incorporate wetting and drying algorithms, be applied to the simulation of wave
breaking in the surf zone, wave run-up in the swash region, and breaking-generated currents,
and be validated with laboratory data.
Chapter 4 presented a fully coupled wave-vegetation model for simulating the interaction
between water waves and submerged flexible plants. Under the work of oscillatory flows, the
vegetation motion is subjected to the balance of forces including buoyancy, damping, stiffness
of the vegetation, and gravity as restoring forces, and drag and inertia as driving forces. The
force balance equation governs the deformation of vegetation plants, and was solved by a high-
order finite element method and an implicit time differencing scheme.
Mullarney and Henderson (2010) derived a theoretical relationship between the movement
of single-stem vegetation and water particle based on the cantilever beam theory, balancing
stiffness with drag on stem elements with the assumption of negligible inertia and buoyancy,
small deformations, and thin near-vertical stems. The vegetation model presented in Chapter
3 was in excellent agreement with the analytical solution given by Mullarney and Henderson
(2010) for the single-stem swaying vegetation. Also a scaling analysis has been performed on
the complete force balance equation for beam deformation to help understand the significance
93
of each force involved in the vegetation vibration in response to the wave action. Dimensionless
parameters have been derived to measure the relative importance of each force. For cases where
damping becomes significant compared with other restoring forces, a theoretical relationship
between movements of vegetation stem and water particle has been derived, and a dimensionless
parameter, incorporating characteristics of waves and material as well as geometric properties
of vegetation has been obtained.
This vegetation model can be coupled with any phase-resolving wave model, such as
Boussinesq-type models (e.g. Madsen et al. 1992; Chen et al. 2000; Lynett and Liu 2004; Shi et
al. 2012), non-hydrostatic models (e.g. Wu et al. 2010; Zijlema et al. 2011; Ma et al. 2012), and
RANS-VOF models (e.g. Lin and Liu 1998). At each computation step of the wave model, the
flow information such as velocities and surface elevation will be fed into the vegetation model,
which computes the effective vegetation height and vegetation-induced resistance in return.
These outcomes will be fed back to the wave model as a source term in the momentum equation
for the next step of computation. In this study a vegetation deformation model has been devel-
oped, and the algorithm and numerical scheme by Ma et al. (2012) were implemented into the
Euler solver. This fully coupled model has been rigorously validated by comparing numerical
results with two sets of experimental data of large-scale swaying vegetation. Excellent agree-
ment was achieved. The calibrated values of CD followed the empirical formulation proposed
by Mendez et al. (1999).
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APPENDIX A DISPERSION RELATION COEFFICIENTS FOR THE THREE-LAYER
MODEL












3 , C0, C1, C2 and C3 for the three-layer
model are given as
B01 = −4α21 − 4α22 − 4α23 − 8α1α2 − 8α1α3 − 8α2α3 (A.1)









B11 = −8α1α2 − 8α1α3 − 8α2α3 − 4α22 − 4α23 (A.4)
B12 = −α21α22 − α21α23 − 2α21α2α3 − 2α1α22α3 − 2α1α2α23 (A.5)
B21 = −8α1α3 − 8α2α3 − 4α23 (A.6)
















































APPENDIX B DIMENSIONLESS COEFFICIENTS OF DISPERSION RELATIONSHIP
FOR STOKES WAVES
Let q = tanh(kh), the dimensionless coefficients Di are given as (Sobey, 2009)
D1 = q
1/2 (B.1)














APPENDIX C A FIFTH-ORDER STOKES WAVE THEORY FOR STEEP STANDING
WAVES
The velocity potential function, water surface elevation, and velocities are given as (Sobey,
2009)






















bijm cos(jkx) cos(mωt) (C.2)































where, ε = 2ka0. bijm and Aijm are dimensionless coefficients that can be found in Sobey
(2009).
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APPENDIX D CALCULATION OF VEGETATION SWAYING MOTION
The algorithm to solve the complete force balance equation for flexible vegetation using
the fourth-order finite element method coupled with a wave model is as follows
• Step 1. Obtain water particle movementW and vegetation deflection ξ from previous time
steps n− 1 and n at each node.
• Step 2. Compute factors f1 to f6 using Eqs. (4.15) - (4.20).
• Step 3. Compute local matrices K, J, M and local vectors B, C using Eqs. (4.12), (4.25)
- (4.29).
• Step 4. Assemble the local matrices Kk, Jk, Mk and local vectors Bk, Ck into global ones,
K, J, M and B, C, and enforce the boundary conditions.
• Step 5. Solve the global vector X at time step n + 1 by solving the linear system of
equation in Eq. (4.32).
• Step 6. Obtain the vegetation deflection ξ at time step n+ 1 using Eq. (4.21).
• Step 7. Compute the vegetation swaying motion ξ̇ = (ξn+1 − ξn)/∆t.
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