Abstract-the rising number of applications serving millions of users and dealing with terabytes of data need to a faster processing paradigms. Recently, there is growing enthusiasm for the notion of big data analysis. Big data analysis becomes a very important aspect for growth productivity, reliability and quality of services (QoS). Processing of big data using a powerful machine is not efficient solution. So, companies focused on using Hadoop software for big data analysis. This is because Hadoop designed to support parallel and distributed data processing. Hadoop provides a distributed file processing system that stores and processes a large scale of data. It enables a fault tolerant by replicating data on three or more machines to avoid data loss. Hadoop is based on client server model and used single master machine called NameNode. However, Hadoop has several drawbacks affecting on its performance and reliability against big data analysis. In this paper, a new framework is proposed to improve big data analysis and overcome specified drawbacks of Hadoop. These drawbacks are replication tasks, Centralized node and nodes failure. The proposed framework is called MapReduce Agent Mobility (MRAM). MRAM is developed by using mobile agent and MapReduce paradigm under Java Agent Development Framework (JADE).
INTRODUCTION
The collection of data sets are so large and complex that become difficult to process using on-hand database management tools or traditional data processing applications referred to "Big Data". The value of big data to an organization falls into two categories: analytical use and enabling new products. Extracting information and something intelligence from these big data sets, commonly referred to as big data analytics. Big data analytics can reveal insights hidden previously by data too costly to process such as peer influence among customers, revealed by analyzing shoppers' transactions and social and geographical data. Big data analytics is shown to be useful in several scenarios; analytics enable web data mining and enable extracting business intelligence. The primary goal of big data analytics is to help companies to make better business decisions. But, analysis of large data sets in real-time requires a framework like MapReduce to distribute the work among tens, hundreds or even thousands of computers. So, many companies focused on using Hadoop for big data analysis.
Hadoop is an open source software framework written in Java by Doug cutting and Michael Cafarella [1] . Hadoop enables distributed, data intensive and parallel applications by dividing big data into smaller data blocks. These data blocks are divided into smaller partitions such that each data block processes a different partition in parallel [2] . By using Hadoop, there is no limit of storing and processing data by computational technique called MapReduce [3] and in [4] [5] , the authors proposed a design of an adaptive scheme to efficiently manage the power peaks for MapReduce clusters. Hadoop provides a distributed file processing system that stores and processes a large scale of data [6] . It enables a fault tolerant by replicating data on three or more machines to avoid data loss [7] [8] , but this method causes some problems. The first problem is about increasing the amount of data that executes on machine by replicating each block of data in two or more machines. The second one, the full system is down when the master machine failed.
So, in this paper presents a new strategy called MapReduce Agent Mobility (MRAM) to improve big data analysis and overcome the drawbacks of Hadoop. The proposed framework is developed by using mobile agent and MapReduce paradigm under Java Agent Development Framework (JADE).JADE is a promising middleware based on the agent paradigm because it supports generic services such as communication support, resource discovery, content delivery, data encoding and agents mobility [9, 10] .
Indeed, there are seven reasons for using mobile agents as follows: [11] .
So, the mobile agent is used with Hadoop to overcome the problems faced Hadoop. In the proposed strategy, mobile agents send both code and data to any machine. The machine can react dynamically for any changes in the environment. Furthermore, if a machine or environment down, the mobile agent can migrate to another machine with code and data.
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The rest of this paper is organized as follows: Section II describes Hadoop architecture, workflow, and drawbacks. Section III presents the basic concepts of JADE and Mobile Agent. Section IV introduces the proposed framework namely MapReduce Agent Mobility (MRAM). Section V presents a comparative study and performance evaluation of the proposed strategy and Hadoop. Finally, the paper is concluded in Section VI.
II. HADOOP ARCHITECTURE AND WORKFLOW
This section presents both the architecture of Hadoop and its workflow for big data analysis as follow:
A. Hadoop Architecture
Hadoop architecture consists of a Hadoop Distributed File System (HDFS) and a programming framework MapReduce. HDFS stores big files across machines in a large cluster. Each file is stored as a sequence of blocks. Each block is sent to three or more machines for fault tolerance. Hadoop uses MapReduce method for processing data allocated on each node [12, 13, and 14] .
1) HDFS
HDFS is a very large distributed file system [15, 16] that is available hardware and provides fault tolerance as well as have high throughput. Many big companies believe that within a few years, more than a half of the world's data will be stored in Hadoop. HDFS stores files as a series of blocks and replicates the data blocks for fault tolerance. HDFS is designed to store big data set, and provides global access to files in the cluster. HDFS stores metadata on a dedicated server, called "NameNode". Application data is stored on other servers called "DataNodes". All servers are fully connected and communicate with each other using TCP-based protocol [2, 15] . HDFS architecture is broadly divided into following four parts as the follows: NameNode, DataNode, JobTracker to determine the location of data and Task Tracker overseeing overall Map Reduce job execution.
a) NameNode
The NameNode is responsible of managing all metadata and file system actions. It handles the file system namespace operations like open, close, and renames both file and directory. Also, it makes all decisions regarding replication of blocks. NameNode maintains the tree of namespace and maps the file blocks to DataNodes (i.e. the physical location of file's data). A single NameNode is considered a bottleneck for handling requests in scientific application environments [12, 17] .
b) DataNode
The DataNode stores data in the Hadoop file system, Each DataNode stores data blocks on behalf of local or remote clients. Each block is saved as a separated file in the node's local file system. On startup, DataNode connects to the NameNode and performs a handshake. The purpose of the handshake is to verify the name space IDand the software version of DataNode. If NameNode does not match DataNode, the DataNode automatically shuts down. After the handshake is successful, the DataNode registers with the NameNode. DataNodes persistently store their unique storage IDs. The storage ID is an internal identifier of the DataNode which makes it as recognizable even if it is restarted with a different IP address or port. The storage ID is assigned to the DataNode, when it registers with the NameNodeon the first time and never changes later.The DataNode then responds to the requests that coming from the NameNode, for the file system operations. The DataNodes service the read, writing and file replication requests based on the direction from which NameNode coming [8, 18 ] .
c) JobTracker
The JobTracker talks to the NameNode to determine the location of the data. JobTracker schedules individual maps reduces or intermediate merging operations to specific machines. It monitors the success and failures of these individual tasks. Also, it works to complete the entire batch job. If a task fails, the JobTracker will automatically re-launch the task, possibly on a different node, up to a predefined limit of retries [17, 18] .
d) TaskTracker
The JobTracker is the master overseeing the overall execution of a MapReduce job. The TaskTrackers manage the execution of individual tasks on each slave node. Although, there is a single Task Tracker per slave node, each Task Tracker can spawn multiple Java Virtual Machines (JVMs) to handle many maps or reduces the tasks in parallel. The TaskTrackers also transmit heartbeat messages to the JobTracker, usually every a few minutes, to reassure the JobTracker that is still alive [11, 17] .
2) MapReduce
In MapReduce [13] , the first step is the map job which takes a set of data and converts it into another set of data, where individual elements are broken down into tuples (key/value pairs). The reduce job then takes the output from a map as input and combines those data tuples into a smaller set of pairs. The map function can run independently on each key/value pair, exposing enormous amounts of parallelism. Similarly, the reduce function can run independently on each intermediate key, exposing significant parallelism as well. Similar to other distributed systems, MapReduce also constitutes a master and a set of workers.The master is called JobTracker, while the workers are called TaskTrackers [14, 15] .
B. Hadoop Workflow
The workflow of Hadoop is shown in Fig. 1 . It has the following steps:
1) Input text files to a platform. 2) Server portioning file to blocks with the same size, then assigns a block of data to each computing node.
3
) The compute node runs map on the input data and producing intermediate data pair for every word, then sends its intermediate data pairs to the node designated to perform the reduce operation. 4) The reduce operation counts the number of occurrences of each word using the values and emits it as a key-value pair. 5) Server receives the results and outputs the list.
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C. Hadoop Drawbacks
From the architecture of Hadoop and its workflow of data computation, there are many drawbacks of Hadoop. These drawbacks are:
1) Hadoop needs high memory and big storage to apply replication technique. 2) Hadoop supports allocation of tasks only and do not have strategy to support scheduling of tasks. 3) Still single master (NameNode) which requires care 4) Load time is long.
These drawbacks effect on both the performance and reliability of Hadoop against big data analysis. Therefore, it is necessary to develop a new framework or modify some Hadoop features to overcome Hadoop limitations and improve its performance and reliability. So, in this paper, a new framework is proposed to overcome the drawbacks of Hadoop and improve big data analysis.
III. BASIC CONCEPTS OF JADE AND MOBILE AGENT

A. JADE Architectural Model
In the recent years, there are many platforms that can support agent mobility and developing distributed application. JADE is a promising middleware based on the agent paradigm. It supports generic services such as communication support, resource discovery, content delivery, data encoding and so on [9, 10] .The architectural of JADE contains both the libraries required to develop application agents and the run-time environment that provides the basic services. These services include agent identification and agent communication. The instance of JADE is called "Container" and the set of all containers is called platform [10] .
B. Mobile Agent
A mobile agent (MA) is a software abstraction that can migrate during execution across a heterogeneous or homogeneous network. It has the ability to suspend its execution according to some factors and resume it in another machine. Unique Identifier: it is a unique ID define agent during its lifetime. It used as a key that needed to refer for a specific agent especially, when it travels all over the network.
Itinerary: it is the group of addresses created once the MA life starts that defines the agent journey around the network.
Principals: it is the information of individual, organization or corporation that MA belongs to. Principles are needed to authenticate the MA who dispatched to several destinations on the network.
Advantages of mobile agent:
There are many advantages for using mobile agent to solve many problems on distributed application [9, 10] .
Reduce network traffic: the cooperation in a distributed system is often achieved using communication protocols. These protocols transfer a large volumes of data stored at remote hosts over the network to a central processing site resulting in high network traffic. At this case, mobile agent uses alternative communication protocols.
Off-line tasks: network connections may be fail at any time. Agents can solved this problem by perform off-line tasks and send results to server application when it come back online.
Support for heterogeneous environments:
MA can work on top of any operating system with the same its mobility framework.
Fault tolerance: Mobile agents react dynamically and autonomously to the changes in their environment. If www.ijacsa.thesai.org a host is being shut down or platform is down, all agents executing on that machine will be warned and given time to dispatch themselves and continue their operation on another host in the network [20, 21] .
Protocol Encapsulation: Protocol encapsulation allows the components of distributed system to communicate and coordinate their activities. MAs provide a solution to the problem of upgrading the protocol code at all locations in the distributed system.
IV. OUR PROPOSED FRAMEWORK
Our proposed framework is called MapReduce Agent Mobility (MRAM). It combines of advantages of mobile agent and MapReduce technique. MRAM framework improves big data analysis and overcomes the drawbacks of Hadoop during three steps.
A. First Step
Hadoop reduces CPU utilization by providing faults tolerance via replication data. The MRAM provides a fault tolerance when machine is failed by reacting dynamically to system change and can move new agent to another machine with code, data and status to continue executing task. In Hadoop, each data block is sent to three or more nodes. New strategy is completely different. Fig. 2 illustrates the steps to resolve this problem. The main idea of this strategy is each machine in the framework sending a copy of data and status to master machine every fixed time period. In falling machine case, another copy of agent is moving from master machine to a new machine. New agent is carrying copy of code, data and status to completion task.
B. Second Step
The goal of second step is comparing performance of Hadoop and MRAM. The idea of comparative study is applying the same application on Hadoop and MRAM.
The workflow of the proposed MRAM framework is shown in Fig. 3 . It has the following steps:
1) Input text files to the platform. 2) Server portioning the file to blocks with the same size 3) An application server assigns a data block to each computing node, but in our approach the server take a task as the other nodes. 4) The computing node runs map on the input data and producing intermediate data pair for every word. It then sends its intermediate data pairs to application server directly to perform the reduce operation.
5) The reduce operation counts the number of occurrences of each word using the values and emits it as a key-value pair and save the result in file or in consol. 
C. Third Step
This step uses features of mobile agent. Mobile agent can react dynamically and autonomously to change in their environment. Hadoop is still depending on single node that runs all the services needed to MapReduce task distribution and tracking. The all system is down when a single mode is failed or down. The solution of this problem, the master node is selected when a platform starts working. After that, the master node build linked list involves meta-data. These meta-data contains all information about tasks, dependences among them and information about all machines. Also, the master machine sends meta-data to all machines through network connection. Subsequently, if any node receives a job, this node is elected as a new master. When the master machine is shutdown or platform is down, all agents executing on master machine will be moved to another host that having a highest IP-address when meta-data is published. The agents continue executing tasks on new machine because it carrying its code, status and data.
A new machine becomes as a master node that is responsible for all acts of server expects to receive result from machines such as Task Tracker and informs all machines about a machine failed. After all agents finished executing tasks, it is waiting to send the result to general server when it comes back online as shown in Fig. 4 .
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D. Advantages of MRAM
The MRAM framework has several advantages derived from the features of mobile agent and MapReduce technique. The advantages of MRAM are:
1) Support allocation and scheduling tasks. 2) Provides fault tolerance and don't need high memory or big disk to support it. 3) Load time for MRAM is less than that of Hadoop. 4) Solve single master (centralized node) problem by using features of mobile agent. 5) Improve execution time because of no need to huge processing to replication data.
V. COMPARATIVE STUDY AND PERFORMANCE ANALYSIS
It is noted that MRAM improves reliability of Hadoop using mobile agent and investigate the performance of Hadoop and MRAM. The idea of comparative study is applying the same application in the same environment on Hadoop and MRAM.
A. Implementation Environment
In this paper, the Measurements have been carried out by using the following hardware and software components. The specifications of the used hardware and software are shown in Table I , and as follows:
1)
Hardware Components: Hardware contains one server namely "Server" and three nodes namely "PC1", "PC2" and "PC3" connected via a LAN.
2) Software Components: Hadoop and MRAM are the main software components. The word count application or multiply two arrays application is applying on each platform.
B. Durability of platforms
As mentioned before, there are three weaknesses for Hadoop. The first weakness, Hadoop is still single master which require care. The second one, Hadoop reduces the CPU utilization by providing faults tolerance via replication data. 
Sure, these factors effect on the reliability of Hadoop. So the solution is via mobile agent as in MRAM and will clarify each solution separately as follow. Table II contains the data used to measure the appropriate times periods that sends the in all of them the data and status about tasks. The Framework is using two arrays each one consist of two-dimensional. Theses matrix is multiplying in this step and measuring execution time in different states. First dimension is defined by i and second dimension by j.
1) Faults Tolerance Techniques
The status and data takes in each time period for each array. So, the first measurement value takes after the program began, and then used a fixed period of time to take the status and data of the task. We assume the worst case that occurs if a machine is down just before taking a status and data. All values in table on the basis of this case.
From the Table II, the relationship between time and the amount of data processing is a proportional relationship. Also, the relationship between time and amounts of processes losses is proportional relationship. Fig. 5 illustrates size of sent data in every period of time, where the amount of data sent is decreased when the period of time increased. But this in turn affects the reliability of the system because when the time period increased will be the possibility of processes losses are larger as shown in Fig. 6 . Also, the time needed to send data is greater when the amount of data sent is increased. www.ijacsa.thesai.org Based on the above factors, the framework founds the best fixed period of time used in the application is to be transfer data every second. So, the amount of losses processes rates is slightly larger for periods prior to them. In addition, we find the amount of losses processors increases in the periods after which at high rates of up to more than double. When uses a 0.5 second, the losses processes less than a second. But, if we look at other factors we find at 0.5 second the amount of data sent is larger and thus data sent takes a longer period of time to send as shown in Fig.7 .
In Hadoop, there are two techniques uses to executing task when a machine is failed. In first technique, the first copy of task starts processing after replicas tasks. But when this machine down the second copy of task is start executing from the beginning. Also, the third copy of tasks is beginning executing when the second machine is failed. The first technique is referred to "HadoopF". In contrast, the idea of second technique is the all duplicates task are start working concurrently after replication process. HDFS takes the first copy of task was executed and cancelled another copies of task. The second technique is referred to "HadoopC". The cost values for MRAM, HadoopF and HadoopC is described in two cases: The first case when one machine is failed shown in Fig. 8 and second case when two machines are failed shown in Fig. 9 . The cost is defined by "time". Indeed, the execution time of MRAM is 6.10805 minutes and Hadoop is 6.48875 minutes in optimum system. HadoopF cost is the total time spent in executing task on machines before its failing and this time is referred to (tf). Also, the time spent in executing task on the final machine is added to cost and this time is referred to (ts). In addition to that, the time between the first machine fall and the task beginning in the second machine is added to cost and this time is referred to (tcom). The cost of HadoopF is described by the equation (1) . www.ijacsa.thesai.org
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HadoopC cost is completely different from HadoopF because all replicas tasks in HadoopCare working concurrently. In this scenario, HDFS takes the result from the first task has been executed. The time spent from task executed in fastest machine is referred to (T fa ). HDFS cancels all others duplicated task and total cost is the summation of time used in all machines until the fastest machine has been finished to executing task. The cost of HadoopC is described by the equation (2) .
The cost of MRAM is dependable on the execution time for task (T e ) and total communication time between machines (T c ) and it is described by the equation (3).

In Fig.8 , the MRAM framework is the lowest cost when one machine is failed. Also, we see that the HadoopF cost is less than HadoopC because the cost of HadoopC is summation of time from all duplicated task in three machines. In HadoopF, the cost value is the summation of execution time in two machines only.
From Fig.9 , the MRAM is the lowest cost from HadoopF and HadoopC when two machines are failed. The reason for that, MRAM does not lose the output data and status because there is another copy of them sent to the master machine. Indeed, the cost of HadoopF is larger than HadoopC due to the HadoopF adds the time spent between machine fall and starts task execution on another machine to total cost.
2) Performance Analysis
The word count application is applying on each platform in this step. It is a simple program given a text file and count repeated time for each word, after that save the output as a list in the form of (<Word>, <Count>). It is possible to process each line of a text file completely independently on the other lines. The data then is combined in a central location and the results are printed out. The idea to evaluate the performance of two platforms is measure total time takes to complete assign job. The complete job is executed with different size of data on both Hadoop and MRAM. The execution time for each state is calculated. The load time and mapping task for Hadoop is larger than load time for MRAM because Hadoop takes time for replication processing. It means that each task is sent to three or more machines for fault tolerance, but in MRAM the task sent to only one machine and the mobility supports fault tolerance without needing for replication task. Also, the two platforms using the same algorithm map reducing to evaluate execution time. The total time in MRAM is less than that of Hadoop as shown in Fig.10 . MRAM gives the possibility for the server or control node to execute task as another nodes in platform, but not exist in Hadoop. 
3) Centralized Node
This step uses word count application. The total time as shown in Fig.11is composed from the execution time, the time spent from master machine to reconnect again and the time required from new master to work this time is based on the number of times master failed. The value of the time needed from master machine to reconnect is fixed and assumed the master machine is failed one time. This technique is described by the equation (4).
T Total =T execution + T Migration + T m + T startup
(4) Fig. 11 . Performance of MRAM when master machine failed.
Where the Migration time (T Migration ) is the time required for the agent migrating from the master machine to the target machine and his return. T m is the time spent from master machine to back online again. The startup time is the time spent from new master to start work, this time is based on the times of master machine failed. The word count application was applied in this step and has been assumed T m = 1 minute. www.ijacsa.thesai.org 
4) Summary of results
VI. CONCLUSION
In this paper, a new framework called MRAM is developed using mobile agent and Map Reduce paradigm under JADE. Our proposed framework is developed to improve big data analysis and to overcome the drawbacks of Hadoop. In the proposed Framework, mobile agents send both code and data to any machine and react dynamically for any changes in environment. In addition, the mobile agents have ability to move with code and data, if the machine or environment is down. Furthermore, Hadoop is still single master which requires care, this problem is solved in MRAM through send met-data contains map of network and all data about tasks and dependences between them. Also, MRAM improves performance by giving the server or control node, the possibility to execute tasks as the others nodes. Another disadvantage of Hadoop, it doesn't support scheduling tasks or does not work with dependent tasks, but MRAM support this feature. A new strategy is written in JAVA programming language based on JADE, This means it can run on different machines and different operating system without any problems.
