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Quantum spin-liquids are strongly correlated phases of matter displaying a highly entangled
ground state. Due to their unconventional nature, finding experimental signatures of these states
has proven to be a remarkable challenge. Here we show that the effects of local impurities can pro-
vide strong signatures of a Dirac quantum spin-liquid state. Focusing on a gapless Dirac quantum
spin-liquid state as realized in NaYbO2, we show that single magnetic impurity coupled to the quan-
tum spin-liquid state creates a resonant spinon peak at zero frequency, coexisting the original Dirac
spinons. We explore the spatial dependence of this zero-bias resonance, and show how different zero
modes stemming from several impurities interfere. We finally address how such spinon zero-mode
resonances can be experimentally probed with inelastic spectroscopy and electrically-driven param-
agnetic resonance with scanning tunnel microscopy. Our results put forward impurity engineering as
a means of identifying Dirac quantum spin-liquids with scanning probe techniques, highlighting the
dramatic impact of magnetic impurities in a macroscopically entangled many-body ground state.
I. INTRODUCTION
Quantum spin-liquids1–3 are exotic magnetic phases
of matter, characterized by strong quantum fluctua-
tions and frustration,4 lacking magnetic order even at
zero temperature.5 The unique properties of quantum
spin-liquids have attracted much research interest6–8,
in particular for their emergent Majorana physics,9
and their long-standing relation with unconventional
superconductivity.10,11 A variety of compounds showing
quantum spin-liquids physics have been identified12–22,
including the gapless triangular lattice Dirac quantum
spin-liquid in NaYbO2
23, and different van der Waals
materials.24–27 Interestingly, finding gapless Dirac spin-
liquids in van der Waals materials would provide a spinon
version of graphene Dirac electrons, opening the door to
explore strain gauge fields in spinons,28–30 spinon flat
bands by twist engineering31–34 and impurity-induced
spinon resonances.35,36
Impurities have been recognized as a powerful smok-
ing gun to identify exotic electronic orders.37 A paradig-
matic example of this is the non-magnetic impurities in
unconventional superconductors,38 where the emergence
of in-gap states is a well-known signature of unconven-
tional superconductivity.39–42 In contrast, conventional
s-wave superconductors do not show such in-gap states
in the presence of non-magnetic impurities,43 and only
magnetic impurities can give rise to in-gap modes.44–46
Impurities are also a simple way of imaging the Fermi
surface of metals, by measuring Friedel oscillations with
scanning probe techniques.47–49 Another paradigmatic
example are carbon vacancies35,50–55 and hydrogen ad-
atoms56,57 in graphene, giving rise to a divergent density
of states35,51 and magnetism.36,52,57 In this line, recent
experimental advances have demonstrated the possibil-
ity of single atom manipulation in a variety of systems
by means of scanning probe techniques.58–72 This moti-
vates whether single atom manipulation73 can allow to
detect unique features of quantum spin-liquid states.
Here we show that, by depositing individual magnetic
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FIG. 1. (a) Sketch of a Dirac quantum spin-liquid state in the
triangular lattice, together with (b) the effective mean field
spinon pi-flux model. (c) Sketch of a magnetic moment cou-
pled to the triangular Dirac quantum spin-liquid. The mag-
netic impurity (blue) couples to the site underneath (red),
creating a singlet state | ↑↓〉− | ↓↑〉, removing the spin degree
of freedom of the coupled site from the QSL. The combination
of the magnetic impurity with the mean-field partonic trans-
formation of Eq.(2) give rise to an effective model featuring a
pi-flux lattice with a vacant site (d).
atoms on top of a Dirac quantum spin-liquid, spinon res-
onances can be engineered. We demonstrate that the
Dirac quantum spin-liquid ground state develops reso-
nant zero modes, and we study the interference effects
between these spinon zero modes. Finally, we show that
divergent spinon density of states can be experimentally
probed by means of inelastic spectroscopy and electri-
cally driven paramagnetic resonance with scanning tun-
nel microscope. Our results put atomically controlled de-
fect engineering as a powerful local probe of Dirac quan-
tum spin-liquid physics, opening up a simple technique
to identify fractionalized quantum states of matter with
real space measurements.
Our manuscript is organized as follows. In section II we
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2show that single magnetic impurities create zero energy
resonances in a Dirac quantum spin-liquid. In section III
we study the interference effects between different spinon
resonances. In section IV we elaborate how such spinon
resonances can be probed by means of scanning tunnel-
ing spectroscopy techniques. Finally, in section V we
summarize our conclusions.
II. SINGLE SPIN IMPURITY IN A DIRAC
SPIN-LIQUID
In this section, we show the emergence of resonant zero
modes in presence of a single impurity in a gapless Dirac
spin-liquid. We consider two different limiting cases: (i)
a periodic array of impurities with each impurity in a
unit cell of size n × m and (ii) a single impurity in an
infinitely large system.
The spinon excitations in triangular spin-liquids
[Fig.1(a)] such as NaYbO2 are captured by the pi-flux
model on the triangular lattice [Fig.1(b)]. The elemen-
tary excitations of the pi-flux state are Dirac fermions at
half-filling. A local S = 1/2 magnetic moment coupled to
the quantum spin-liquid state [Fig.1(c)] gives rise to a va-
cancy in the effective spinon model [Fig.1(d)]. As we will
see below, the existence of the magnetic impurity creates
a divergent density of states in the spinon spectra. For
the sake of completeness, we first introduce the spinon
properties of the pristine quantum spin-liquid, and we
then move to study the effect of a magnetic impurity.
A. Spinon excitations in a pristine Dirac
spin-liquid
We start by taking a quantum spin model in a trian-
gular lattice with the general form
H =
∑
ij
Jµνij S
µ
i S
ν
j (1)
where Jµνij are exchange constants between sites i, j for
the spin components µ, ν, and Sµi is the µ component of
the spin operator for the site i. The previous Hamilto-
nian describes a purely many-body system, whose exact
solution can not be generically found analytically. The
previous model on a triangular lattice is known to give
rise to a quantum spin-liquid state, when one considers
first and second neighbor interactions.74–76 An approxi-
mate solution in a quantum spin-liquid state can be ob-
tained by performing the parton transformation8
S =
1
2
f†ασαβfβ (2)
to the model Eq. (1). The parton transformation sep-
arates the frozen charge degree of freedom and the free
spin degree of freedom in the quantum spin-liquid state,
with f†α and fα being fermionic spinon operators with
spin-1/2 α satisfying
∑
α f
†
αfα = 1. At the partonic
mean-field level, and upon the appropriate regime in the
exchange couplings.,75 the above spin Hamiltonian gives
rise to the pi-flux state74,77 [Fig.1(b)]:
H = t
∑
〈i,j〉
χijf
†
i fj , (3)
where χij = ±1 and t are mean-field parameters. The
pi-flux state hosts alternating 0, pi fluxes per unit cell.
The elementary excitations of the pi-flux Hamiltonian are
spinon Dirac fermions. In the following we show how the
presence of a magnetic impurity modifies the previous
picture.
B. Spinon resonances with periodic impurities
We now move on to consider the effect of magnetic im-
purities coupled to the Dirac quantum spin-liquid state.
The total Hamiltonian of the system is
H = J
∑
k∈K
sk · Sk +
∑
ij
Jµνij S
µ
i S
ν
j (4)
where sk are the spin operators for the different S = 1/2
ad-atoms considered, K denotes the sites that have an
impurity ad-atom on top, and J is the antiferromag-
netic exchange coupling between the magnetic ad-atom
and the site below. Taking the limit of strongly coupled
magnetic impurity J  Jµνij , the different sites k will
form a singlet state with the impurity on top, effectively
removing the S = 1/2 from the quantum spin-liquids
compound. As a result, the effective Hamiltonian in this
limit is
H =
∑
ij,i/∈K,j /∈K
Jµνij S
µ
i S
ν
j , (5)
an effective triangular model where the sites hosting a
magnetic impurity above disappear from the low energy
Hamiltonian. Using an analogous spinon replacement as
before, we obtain that the effective model for the spinons
becomes
H = t
∑
〈i,j〉,i/∈K,j /∈K
χijf
†
i fj , (6)
an effective pi−flux model with impurities determined by
the magnetic ad-atoms deposited.78 As a result, a mag-
netic impurity becomes equivalent to a vacancy in the
effective spinon model. We note that this equivalence
holds only for S = 1/2 impurities, as higher S impuri-
ties would generate a free degree of freedom in each site
even in the limit J  Jµνij . We also note that given
that the magnetic ad-atoms on top can be moved with
a scanning tunnel microscope,58–72 this would allow to
engineer models with an arbitrary number of vacancies
in the effective spinon model.
We now explore the spectra of this defective quantum
spin-liquid state. When considering a periodic array of
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FIG. 2. Spinon excitations in pristine and defective pi-flux
Dirac QSL. Panel (a) shows the pristine spinon bandstructure
of a pi-flux QSL in an 8× 8 unit cell. Panels (b) and (c) show
the spinon bandstructure with a periodic array of impurities
in a 8 × 8 and 7 × 8 unit cell, respectively. The insets show
the configurations of the impurity. Panel (d) shows the DOS
corresponding to the three cases (a-c). The divergent DOS
at zero frequency corresponding to case (b) indicates the ex-
istence of zero modes, in agreement with the bandstructure
shown in (b). Panel (e) shows the LDOS at zero frequency
ρ(r, ω = 0) for case (b). The zero modes are localized around
the impurities, displaying a pattern with local C6 rotational
symmetry. Panel (f) shows the DOS of the pristine QSL, and
for a single impurity in an infinite QSL.
impurities in unit cells of size n×m, the Bloch Hamilto-
nian can be used to compute the bandstructure and the
density of states (DOS). Compared to the bandstructure
of the pristine pi-flux state, a flat band at zero energy
arises for n even [Fig.2(b)], and a wiggly band near zero
energy arises for n odd [Fig.2(c)]. In both cases, the DOS
at zero frequency shows a dramatic increase [Fig.2(d)].
The dispersive zero mode for odd n stems from the self-
interaction effects of the zero mode, which are absence
in the n even case. As it is expected, as n is increased,
the zero mode band becomes flatter even for odd n due
to the decrease self-interaction between replicas. For a
finite unit cell, the DOS diverges at zero frequency only
when n is even, indicating the existence of resonant zero
modes. The nature of the zero mode can be analyzed
by looking at the local density of states (LDOS) defined
as ρ(r, ω) = = (〈r|[ω −H − i0+]−1|r〉). In particular,
the LDOS at zero frequency ρ(r, ω = 0) shows that the
zero modes are localized around the impurities [Fig.2(e)],
showing a pattern with local C6 rotational symmetry. In-
terestingly, the zero modes are mainly localized through
sites that are odd number of bonds straight away from
the impurity. The previous calculation relied on assum-
ing a periodic pattern of impurities. Experimentally, the
simplest scenario will be depositing a single impurity in
an infinite quantum spin-liquid. In the following we will
deal with this idealized case, showing that the results
are qualitatively similar to the periodic impurity pattern
considered above.
C. Spinon resonances for a single impurity in an
infinite Dirac spin-liquid
We now move on to consider a single impurity coupled
to the quantum spin-liquid. In the case of a single im-
purity in an infinite system, translational symmetry is
broken and a Bloch Hamiltonian can not be defined. To
deal with this inhomogeneous infinite problem, we com-
pute exactly the spectral function close to the impurity
using a Green’s function embedding method.57,79,80 For
the sake of completeness, we now summarize the essence
of the method. For a unit cell containing the impurity,
the Green’s function in this unit cell can be written using
Dyson’s equation as:
G(ω) = (ω −H ′ − Σ(ω))−1, (7)
where H ′ is the Hamiltonian of the unit cell and Σ(ω) is
the self-energy due to the coupling of the unit cell to the
rest of the infinite pristine system. The impurity does not
influence Σ(ω) since it does not change the hoppings that
couple the unit cell to the rest of the system. Therefore,
in the absence of the impurity, the Green’s function of
the pristine unit cell coupled to the infinite system is:
G0(ω) = (ω −H0 − Σ(ω))−1, (8)
where H0 is the Hamiltonian of the pristine unit cell.
Since the whole system is now pristine, this Green’s func-
tion can also be computed by:
G0(ω) =
1
(2pi)2
∫
d2k(ω −Hk − i0+)−1, (9)
where Hk is the Bloch Hamiltonian associated to Eq.(6)
on this unit cell. Using Eq.(8), the self-energy can be
computed as Σ(ω) = ω −H0 −G−10 (ω), and the Green’s
function of the defective unit cell can be solved with
Eq.(7). The DOS is thus ρ(ω) = − 1pi=G(ω), which di-
verges at zero frequency for a defective unit cell [Fig.2(f)],
4indicating the existence of zero modes. As a result, a sin-
gle impurity in the quantum spin-liquid state also gives
rise to a zero mode, as anticipated from the calculations
in periodic arrays of Figs.2(b,c,d,e). We note that the
embedding method presented above would allow to com-
pute an arbitrary cluster of impurities coupled to the
quantum spin-liquid, as we will address in the next sec-
tion.
We have thus verified the existence of zero modes when
there is (i) a periodic array of impurities with one in an
n × m unit cell with n even and (ii) a single impurity
in an infinite system. This resonant zero mode stems
from the vacancy boundary conditions in a Dirac system,
which is known to give rise to zero modes in other Dirac
systems.35 We finally note that so far we have focused
on single impurities, yet when several impurities are put
together, the different zero modes are expected to give
rise to interference effect. We address this interference
phenomenon in the next section.
III. INTERACTION BETWEEN ZERO MODES
In this section, we investigate the interaction between
zero modes by considering the case when more impurities
are present. For the sake of simplicity, we first consider
interference between two and three impurity sites, and
observe a large dependence of the net number of zero
modes on their relative location. We then generalize our
discussion to the thermodynamic limit when a certain
density of impurities is randomly distributed, giving rise
to a sublinear increase of DOS at zero frequency with
respect to the impurity density due to interference effects.
A. Spinon zero mode interference between
individual resonances
We first consider the case of two impurities in the Dirac
quantum spin-liquid, for both a periodic array and a sin-
gle cluster of impurities in an otherwise pristine system
Dirac QSL. In the periodic case, we consider two im-
purities per unit cell of size n × m with n even in or-
der to observe interference between zero modes, as with
n odd there is no zero mode in the single-vacancy case
(see section II). We find the relative position between
the impurities strongly impacts the overall zero modes.
We observe that only when the two impurities are an
even number of bonds straight away from each other,
will there be two zero modes. In particular, we show in
Fig.3 the bandstructure [Figs.3(a,b)], DOS [Figs.3(c,d)],
and LDOS [Figs.3(e,f)] of zero modes for the cases (i)
when the two impurities are two bonds away from each
other [Figs.3(a,c,e)] and (ii) when the two impurities are
next-nearest to each other [Figs.3(b,d,f)]. For case (i), a
flat band arises at zero energy in the presence of the two
impurities [Fig.3(a)], whereas in case (ii) wiggly bands at
zero energy arise instead [Fig.3(b)]. It is also interesting
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FIG. 3. Resonant zero modes with two impurities in the pi-
flux state. Panels (a) and (b) show the bandstructure of the
pi-flux QSL state with a periodic array of two impurities that
are (a) two bonds away from each other (b) next-nearest to
each other in unit cells of size 8 × 8. The insets show the
configurations of the impurities. Panels (c) and (d) show the
DOS of the pi-flux QSL state with periodic impurities and
impurities in an infinite system. The impurity configurations
for (c) and (d) are shown in (a) and (b), respectively. Panels
(e) and (f) show the LDOS at zero frequency ρ(r, ω = 0) of
the pi-flux state for cases (a) and (b), respectively.
to note that, in the periodic case, for case (i) the dis-
persive bulk states remain gapless [Fig.3(a)], whereas for
case (ii) they are gapped out [Fig.3(b)]. In both cases,
the DOS at zero frequency diverges for periodic impu-
rities and impurities in an infinite system [Figs.3(c,d)].
The LDOS at zero frequency for both cases are similar
to the summation of LDOS of zero modes for the two
impurities [Figs.3(e,f)].
The previous picture is dramatically different if the two
impurities were put just next to each other, in which case
no zero modes appear in the system. In this situation,
the impurity states created by each impurity give rise to
a bonding-antibonding splitting, lifting both the spinon
5resonance from zero frequency. The dependence of the
existence of zero modes on the relative position between
impurities can be understood by starting with the spa-
tial of the zero mode resonant state [Fig.2(e)]. Let us
now think in a perturbative way, in which a second va-
cancy can be understood as the limit where a local onsite
energy is ramped up to ±∞. When an additional impu-
rity is added to a site where the impurity zero mode is
finite, perturbation theory suggests that the zero mode
will be lifted from zero energy. In contrast, when the
second impurity is added to a site where the LDOS at
zero frequency vanishes, perturbation theory would sug-
gest that the original mode remains at zero. We note
that the previous picture is just perturbative and does
not quantitatively account for the true double impurity
nor the number of zero modes, but it provides a simple
argument to rationalize the persistence of zero modes.
We now move on to consider the case of three impuri-
ties as shown in Fig. 4. We will focus on arrangements
that still give rise to zero modes. We proceed in an anal-
ogous way, by showing the bandstructure [Figs. 4(a,b)],
DOS [Figs. 4(c,d)] and LDOS [Figs. 4(e,f)]. We first
focus on the case in which impurities are arranged in a
C3 symmetric fashion [Figs. 4(a,c,e)], in a fashion similar
to the double impurity of [Figs. 3(a,c,e)]. As is shown
in Fig. 4(c), a zero mode appears even with three im-
purities close to each other, giving rise to a zero mode
with C3 rotational symmetry. The interference of the
three impurities is again highly sensitive to their relative
position. In particular, by taking the limiting case of
two impurities next to each other and one further apart
[Figs. 4(b,d,f)], we observe a zero frequency peak sur-
rounded by two peaks at positive and negative frequency
[Fig. 4(d)]. The two peaks above and below zero can
be understood as the bonding and antibonding impurity
resonances associated to the closest impurities, whereas
the remaining zero frequency peak will be be associated
to the remaining impurity. This is also shown in Fig.
4(f), where it can be seen that the zero mode is located
around the remaining impurity, with a small C6 symme-
try breaking induced by the other two impurities. These
results highlight that the interaction between zero modes
created by different impurities will give rise to non-trivial
interference effects. In particular, this will give rise to a
density of zero modes sublinear with the impurity density
as we address below.
B. Thermodynamic limit and zero mode quenching
We now address the emergence of zero modes in a
disordered system with a varying number of impurities.
In particular, we will show how the interference of zero
modes can be observed by tracking the spinon DOS near
zero frequency for different impurity density. We start
by discussing an idealized case in which there are no in-
terference effect. If there were no interactions between
different zero modes, the density of zero modes should
0 max 0 max
(a) (b)
(c) (d)
(e) (f)
0
x
y
0
x
y
FIG. 4. Resonant zero modes with three impurities in the
pi-flux state. Panels (a) and (b) show the bandstructure of
the pi-flux QSL state with three impurities of different config-
urations shown in the insets in a unit cell of size 8×8. Panels
(c) and (d) show the DOS of the pi-flux QSL state with pe-
riodic impurities and impurities in an infinite system. The
impurity configurations for (c) and (d) are shown in (a) and
(b), respectively. Panels (e) and (f) show the LDOS at zero
frequency ρ(r, ω = 0) of the pi-flux state for cases (a) and (b),
respectively.
increase linearly with respect to the impurity density,
assuming that each new impurity would create a new
zero mode. In this idealized case, the expected density
of states ρ0(ν, ω) at a certain impurity density ν would
fulfill
lim
ω→0
ρ0(ν, ω) = lim
ω→0
(
ρ(0, ω) +
ν
ν0
ρ(ν = ν0, ω)
)
(10)
with ω near 0, ν0 a small finite impurity concentration.
and ρ(ν, ω) the true density of states of the system com-
puted exactly. In the following we take ν0 = 0.01, and
we verify that our results remain qualitatively similar
with other small values. We now compute the density of
states ρ(ν, ω) for different impurity densities and at dif-
60
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FIG. 5. (a) Ratio of the computed DOS over the expected
DOS in the absence of interference effects ρ(ν, ω)/ρ0(ν, ω) for
different impurity density ν in the pi-flux state. The sublinear
increase of such ratio with respect to ν at ω = 0 indicates the
existence of interference effects between different zero modes.
Panel (b) shows the DOS for the pi-flux state at impurity den-
sity ν = 0.01, a low impurity concentration showing negligible
interference. Panel (c) shows the DOS for the pi-flux state at
impurity density ν = 0.25, showing a broader peak stemming
from the interference and quenching between vacancy states.
ferent energy using kernel polynomial method (KPM)81,
and averaging over impurity distributions. We consider
random impurity distribution with density ν from 0.01 to
0.3, where ν = 1 would mean vacancies in every site. We
take a unit cell of size 50×50, and show ρ(ν, ω)/ρ0(ν, ω),
the ratio of the computed exact DOS over the expected
DOS in the absence of interference, for different ν and ω
[Fig.5].
In the ideal case in which impurity interferences are
negligible, the ratio ρ(ν, ω)/ρ0(ν, ω) would be one for
ω → 0, as it is observed at small ν in Fig.5(a). This is eas-
ily rationalized by taking into account that at small con-
centrations, interference effects between impurities are
statistically unlikely, and therefore the system behaves
as if each impurity is isolated. This is also seen by in-
specting the disorder average DOS for ν = 0.01 as shown
in Fig.5(b), which resembles the result obtained for a
single impurity in an infinite system shown in Fig.2(d).
This situation dramatically changes as the impurity con-
centration increases, as can be observed for large values
of ν in Fig.5(a). In particular, it is shown in Fig.5(c)
the DOS for ν = 0.25, highlighting that the zero mode
peak has become less sharp in comparison with the bulk
states.
It is finally worth to note that for larger impurity conc-
retations, the spinon ground state may suffer a recon-
struction in a real experiment and lose its Dirac nature,
QSL
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FIG. 6. (a) Sketch of the experimental setup to measure the
resonant Dirac spinons close to the impurity by means of in-
elastic spectroscopy or electrically driven paramagnetic reso-
nance. Panels (b) and (c) show the local spin structure factor
S(ri, ω), computed on the site near the impurity, for (b) a sin-
gle impurity in an infinite system and for (c) a single impurity
in a large finite system (with 100× 100 sites). It is observed
that a zero bias peak appears, which is associated with the
original divergent spinon density of states at zero frequency.
and therefore impurity interference effects are better ex-
perimentally explored at low impurity densities. This
brings up the question on how such zero energy reso-
nances in the spinon spectra can be experimentally de-
tected, which is addressed in the next section.
IV. EXPERIMENTAL DETECTION OF SPINON
ZERO MODES
We now consider the potential experimental signatures
of these spinon zero modes. In particular, scanning tun-
nel spectroscopic techniques have been demonstrated to
be very well suited to detect quantum spin excitations,73
as demonstrated in a variety of experiments showing
atomic-scale magnons,82 quantum critical transitions,83
and quantum transitions in nanomagnets.71 In particu-
lar, two different techniques can be used to probe mag-
netic excitations with STM: inelastic spectroscopy60,69,84
and electrically driven paramagnetic resonance.85–88 In-
elastic resonance experiments rely on measuring cur-
rent versus voltage between the tip and the sample, and
identifying steps in the differential conductance dI/dV .
These steps are associated with inelastic processes in
which an electron tunnels creating an excitation, namely
a phonon89 or spin excitation.82 In particular, neglecting
phonon contributions at small biases, inelastic steps will
appear as peaks in the d2I/dV 2 and are proportional to
7the spectral function of spin excitations82
d2I/dV 2 ∼ 〈GS|S+i δ(ω −H+ EGS)S−i |GS〉 (11)
where |GS〉 is the many-body ground state and EGS is
the many-body ground state energy. The quantity in Eq.
11 is proportional to the so-called spin structure factor
S(ri, ω), which can be understood as the magnon density
of states in a ferromagnet, or the ∆S = 1 excitations in a
generic spin system. In the particular case of a quantum
spin-liquid state, ∆S = 1 involves creating two-spinon
excitations, and as a result provides information about
the two-spinon spectral function. Furthermore, besides
inelastic spectroscopy, the spin structure factor can be
accessed by electrically driven paramagnetic resonance
with STM.86 This technique has further demonstrated
to allow for measuring spin excitations with a resolution
not limited by temperature,85–88 turning it into a well
suited technique to probe the low energy scales expected
in quantum spin-liquid systems.
In the partonic spinon language, the spin structure
factor will be proportional to the density-density re-
sponse function of the spinons. We will compare our
results between a single impurity coupled to an infi-
nite and otherwise pristine QSL computed with the
embedding method [Fig.6(b)], and a single impurity
in a finite large system computed with the KPM81
[Fig.6(c)]. It is important to note that, in the fol-
lowing and for the sake of simplicity, we will be ne-
glecting gauge fluctuations. Within this approxima-
tion, the spin structure factor becomes S(ri, ω) ∼∑
n,n′
fn−fn′
ω+εn−εn′+iηψ
∗
n(ri)ψn′(ri)ψn(ri)ψ
∗
n′(ri), where ψn
is the n-th spinon eigenstates with energy εn, and fn
is the Fermi-Dirac distribution. It is now convenient to
rewrite S(ri, ω) in terms of the local spectral function
ρ(ri, ri, ω) =
∑
n ψ
∗
n(ri)ψn(ri)δ(ω−En), so that the spin
structure factor becomes
S(ri, ω) ∼
∫
dω1dω2
ρ(ri, ri, ω1)ρ(ri, ri, ω2)
ω + ω1 − ω2 + iη ×
(f(ω1)− f(ω2)) . (12)
The local spin structure factor is computed for the site
near the impurity [Fig.6(b)], where the Green’s function
is computed using the embedding method introduced in
section II. Alternatively, we also show the spin structure
factor computed for a finite quantum spin-liquid system
with 10000 sites [Fig.6(c)] using the KPM81. In both
instances, it is observed a zero bias peak, which is as-
sociated to the divergent density of states of the spinon
excitations.
The previous result highlights that the spinon zero
mode resonances will appear as a divergent peak at small
biases. In a similar fashion, the different arrangements
between magnetic impurities will give rise to spectras
resembling a self-convolution of the spinon density of
states. This feature may allow to distinguish Dirac spin-
liquid states from another generic kind of magnetically
ordered state, as resonant-like zero bias peak for S = 1/2
will not appear for a generically coupled magnetic state.
We finally note that the previous picture relies on assum-
ing that the tunneling signal stems solely from spin flip
processes, and neglects orbital or Kondo-like transitions
that can be present in the real setup.
V. CONCLUSION
We have shown that individual magnetic S = 1/2 im-
purities coupled to a Dirac quantum spin-liquid state, as
realized in NaYbO2, give rise to a divergent spinon den-
sity of states at zero frequency. The emergence of such
zero modes is associated with the low energy Dirac na-
ture of the spinon excitations, and as a result provides a
simple spectroscopic signature distinguishing Dirac spin-
liquids from generic gapless Dirac liquids with a finite
Fermi surface. We have shown that such spinon zero
modes give rise to a zero frequency divergence in the
spin structure factor, that can be measured by means
of inelastic spectroscopy and electrically-driven param-
agnetic resonance with scanning tunnel microscopy. In-
terestingly, although the emergence of zero-bias peaks
in inelastic spectroscopy due to a magnetic impurity is
commonly associated with Kondo physics, the phenom-
ena presented relies on single particle spinon physics, and
it is therefore not related with a spinon-induced Kondo
state. Our results put forward impurity engineering by
scanning probe techniques as a simple method to probe
quantum spin-liquid physics by a local real space mea-
surement.
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