ABSTRACT This paper proposes a new active-learning approach for multi-feature hyperspectral image classification. First, the extended multi-attribute morphological profiles (EMAPs) are introduced as features into the classifier of the multinomial logistic regression (MLR). Second, discontinuity preserving relaxation (DPR) is used to improve the precision of the labels predicted using the MLR classifier. Finally, in order to improve the efficiency of the training process using the EMAP-MLR-DPR classifier, we proposed selecting the informative training samples based on both the uncertainty and representativeness of the data. The breaking ties scheme is taken as the metric uncertainty of the samples, and the mean shift cluster is used to denote the representativeness of the unlabeled samples. The proposed method reasonably combines the spatial information and spectral information of hyperspectral data and effectively selects the key training samples with the most information. The effectiveness of the method is confirmed in the experiments on multiple hyperspectral data sets.
I. INTRODUCTION
With the fast development of remote sensing technology, hyperspectral data has been applied widely in many fields, such as agriculture, environmental protection, city monitoring, etc. Hyperspectral data, with hundreds of narrow continuous bands, contains very rich spectral information that can reveal subtle differences in the spectral characteristics of land-cover classes that cannot be observed using multispectral sensors. Therefore, hyperspectral data has attracted attention in many areas [1] , [37] . Hyperspectral classification is one of the most commonly used algorithms in various hyperspectral data analysis.
Because of the high dimensionality of the data, the curse of dimensionality is prone to occur [2] , [39] , [41] . Many studies use feature extraction or the selection technique to solve the dimensional problem while retaining the most The associate editor coordinating the review of this manuscript and approving it for publication was Weiyao Lin. useful information. To reduce the dimension of the feature space [3] , the more commonly used methods are transformbased feature extraction, such as principal component analysis (PCA) [4] , linear discriminant analysis (LDA) [5] , Hilbert-Huang [38] and minimum noise fraction (MNF) [6] . PCA is the most widely used dimension reduction method. For the spectral domain, a single pixel, which has many bands, is treated as a separate information entity. Traditional feature-extraction methods usually only consider the extraction of spectral information and ignore the extraction of spatial information, thus failing to achieve precise classification. Therefore, the method that combines the spatial and spectral information found in hyperspectral data is a better choice.
In remote sensing images, adjacent pixels usually have the same context attributes. Spectral-spatial multi-features can be used to effectively improve the accuracy of classification [7] . Many studies have focused on the classification of spectral-spatial multi-features. Velasco-Forero et al. [8] proposed extracting texture information from hyperspectral images using efficient image-enhancement algorithms and then classifying them using spectral information. Wang [9] used sparse representations to extract spatial and spectral information. Furthermore, mathematical morphology is a powerful technique for extracting spatial features by preserving the geometric features of the structure in the image (i.e., not distorting the boundary) [10] . Morphological profiles (MPs) are constructed using opening and closing operations with structuring elements that increase in size. Ghamisi et al. [11] proposed an extended multivariate attribute profile (EMAP) that takes spectral and spatial information into account.
However, for remote sensing applications, constructing a good feature is often not enough to classify images with high precision. In recent years, deep learning as a method of automatically feature learning has become very popular in remote sensing image classification. Most of deep learning based classifiers still need large number of training samples. But it is not easy to label training samples in many remote sensing applications [40] . Who would be labeled as the training samples is one of key problem for classifiers. Active learning (AL) is a popular strategy to select training samples. AL technology is a learning mechanism that actively asks experts for certain categories of unlabeled samples. It repeatedly selects small amounts of the most informative samples from a large number of unlabeled samples, and then the selected samples are labeled. AL gradually expands the training set until it achieves the desired classification. Commonly used methods include query by committee [12] , uncertain sampling [15] , and margin sampling [14] . The AL method is based on uncertain sampling. For multi-class classification problems, Tuia et al. [16] proposed the breaking ties (BT) strategy to select the desired sample. The BT algorithm is a commonly used in the AL method; however, it is easy to produce redundant samples when selecting samples. Li et al. [17] proposed a modified BT algorithm (MBT) to solve this problem by taking into account samples from different regions; however, this method does not consider the representativeness of the sample. A cluster analysis that is related to the representativeness of the sample can effectively improve the efficiency of sample selection. Patra et al. [18] proposed an AL method for SVM classifiers that uses k-means clustering algorithm to minimize redundancy between samples. To consider the uncertainty of the spatial and spectral dimensions simultaneously, Xue et al. [19] used simple linear iterative clustering to extract superpixels. Patra et al. [20] also used the properties of k-means clustering to improve the efficiency of AL. Recently, sparse representation have also been used as active learning. Most of the AL methods that use data representativeness are based on SVM and cannot be used for remote sensing image with spatial-spectral multi-features.
In this paper, we develop a new AL method for spatialspectral multi-feature hyperspectral remote-sensing images. For construction of spatial-spectral features, we incorporate an improved the EMAP method to extract spatial and spectral information and insert it into the probability-based logistic regression classifiers. The discontinuity preserving relaxation (PR) method as a postprocessing method is used to further improve the classification of hyperspectral images. We propose a new screening strategy that combines the uncertainty and representation of unlabeled samples, which can guarantee the importance of the selected sample. The BT method and mean-shift cluster are combined to select the most informative samples for the multi-feature classification process.
The rest of this paper is organized as follows: Section II discusses the spatial-spectral feature map, multinomial logistic regression (MLR) classifier, and DPR. Section III proposes the AL schemes with uncertainty and representativeness, and Section IV presents the experimental results. Finally, Section V presents the conclusions of the experiments.
II. MULTINOMIAL LOGISTIC REGRESSION WITH SPATIAL-SPECTRAL FEATURES
This section first discusses the extended multi-attribute morphological profiles (EMAPs), which are applied to extract features. Next, the MLR is discussed, which is the classifier used in this study. Finally, DPR is introduced to smooth out the classification results.
A. CONSTRUCTING FEATURES WITH MORPHOLOGICAL PROFILES
The construction of features is very important when classifying hyperspectral data; however, most deep learning methods are only suitable for large data sets. When training data is insufficient, or data is very difficult to map, it is still important to build features manually. Mathematical morphology is a powerful framework for the spatial information analysis of remote sensing images, especially the application of attribute morphological profiles (APs) to generate remote sensing data classification maps. The basic idea is to use different attributes to filter the data in order to extract structural information. Then, the filtered results are stacked to obtain the spatial geometric characteristics of the data [28] , [29] . We define H = {H , · · · , H c , · · · , H C } as a hyperspectral image where H c represents the cth band of the image, H. However, when classifying hyperspectral data, the calculation of the feature map is too complicated due to the high dimension of the data. Therefore, we use dimension reduction before generating the feature maps. The PCA method is also used to reduce the dimension of H before the attribute thresholding and morphological filtering. When the dimensions have been reduced, W = {W 1 , · · · , W γ , · · · W } where W is the first principal components (PC) of the data set H. For an arbitrary PC W γ , the value of the jth attribute (area, length of the diagonal, moment of inertia, and standard deviation) of its each local region is compared with a threshold, λ, to generate its attribute maps, A γ ,j . Then, thickening or thinning are undertaken on the attribute maps to get (A γ ,j ) or (A γ ,j ). More detailed steps can refer to the paper [11] . We get APs for W γ using the ordered threshold, {λ 1 , · · · , λ m } and after generating the attribute maps and applying the morphological operation. The APs for the γ th PC of the jth attribute with m Algorithm 1 Constructing Feature Maps. Input: Hyperspctral image H Output: EMAPs X 1) Use PCA to extract the first γ PCs
2) For each PCs W γ , calculate attributes A γ ,j and obtain the feature map P γ ,j . 3) Get the Aps, P j , from all the feature maps, P γ ,j , using equations (1) and (2). 4) Stack each attribute of P j to obtain the EMAPs using equation (3).
FIGURE 1.
Step diagram to obtain the EMAP from the hyperspectral data.
thresholds are denoted as
where W γ is the γ th PC unchanged, and (A γ ,j,m ) or (A γ ,j,m ) are the feature map obtained by applying the thickening or thinning operators to the mth attribute map. As mentioned above, this formula is for a single feature for an arbitrary γ th PC. For multiple PCs (or bands),
the extended attribute morphological profiles (EAPs) feature maps are defined as
When considering multiple attributes, as in equation (2), the spatial structures of the EMAPs become so complex that a max-tree algorithm or a min-tree algorithm must be used to calculate the attribute filtering [28] , [29] . For multiple attributes, we define the final feature map EMAP as X.
Therefore, generating an EMAP from an image can be summarized in the following four steps (the structure of EMAP is shown in Figure 1 :
We have defined the feature map as equation (3). In another dimension, X is also the input for the classifier.
Then, X = {x 1 , · · · , x i , · · · , x I } represents the set of feature vectors of the EMPA feature maps, where x i represents the feature vector at the location with index i. Then, S is a set of location indexes on the feature map, which means S = {1, · · · , i, · · · , I }. Our goal is to obtain the corresponding label, y i ∈ {1, · · · , k, · · · , K }, for each pixel, x i . The model is based on the posterior probability that the pixel, x i , belongs to each of the K labels, which are expressed as p(y i = k|x i ). MLR uses the maximum posterior probability to predict the label. The MLR method corresponds to the discriminativegenerative model of discriminant pairs of p(x i |y i ) (Gaussian) and p(y i ) (polynomial), which is expressed as [31] :
where
is a set of logistic regressor of class k, and
}, which represents the estimated probability vector at point x i . Meanwhile, we combine the MLR method with the subspace projection methods. The idea of applying this method depends on the basic assumption that the samples in each class can usually be located in the lower dimension subspace [25] , [32] , which is t(x) expressed as:
where (k) = {θ
η (k) } and k = 1, · · · , K , which represents a set of η (k) -dimensional orthonormal basis vectors for the subspace associated with class k. A more detailed introduction to the MLR classifier can refer to the following papers [25] , [27] , [31] , [33] . This classifier does not need to adjust too many parameters and is also suitable for a few training samples with hyperspectral data. However, the MLR classifier is not very good at reserving the class coherency at the edges and further improvement based on spatial information is needed.
C. DISCONTINUITY PRESERVING RELAXATION (DPR)
In order to improve the deficiencies of the MLR classifier in processing image details, we used the Discontinuity Preserving Relaxation (DPR) [27] algorithm. DPR is a post-processing method that can maintain the discontinuity extracted from the original data while smoothing out the classification results. The relaxation process implemented is:
represents the K-dimensional multivariate vector of the probabilities defined on point i ∈ S, as predicted by the MLR classifier in equation (4) . final label of the probabilities, and the weight parameter µ((0 ≤ µ ≤ 1)) is the adjusted parameter. α i represents the eight neighborhoods of pixel i, while δ i is the edge operator.
In [27] , the Sobel operator is used to calculate the edge. To search for y, a projected iterative Gauss Seidel scheme can be used to optimize the objective function in equation (6) . More detailed information about optimizing the DPR can be found in [27] and [34] . The DPR algorithm is used after the MLR classifier calculates the probability, which can alleviate the problem of edge discontinuity for different classes. The potential for the training samples is not explored fully, although MLR is combined with DPR in the EMPA feature maps. It is possible to make the classification more precise by selecting the training samples carefully.
III. AL WITH THE MOST INFORMATIVE SAMPLES
In order to improve the efficiency for the training samples mentioned above, we proposing using an AL method combined with cluster analysis to reduce the number of samples required for the training set. The AL method consists of two iterative modules. The first is the training module, which uses the existing labeled samples to train the classifier. The second is the screening module. According to different selection strategies, the most informative unlabeled sample points are screened, the training set is added after labeling, and then the classifier is further trained. The two modules work alternately until they reach the desired goal. There are some AL learning methods based on posterior probability, such as mutual information (MI) method [17] , BT method. The MI method is a criterion that maximizes the MI between the MLR-PR regressors and the class labels. From the paper we can see that for the posterior probability provided by the MLR-PR classifier, the BT method, which is based on posterior probability, is more applicable to predict the uncertainty. We also propose introducing the mean shift method (MS) to the BT algorithm to improve representativeness. Therefore, we not only consider the uncertainty of the samples but also the density and representativeness of the samples. The following sections introduce the proposed method in detail.
The theoretical basis of the BT method is to use posterior probability as an indicator of uncertainty. The BT method relies on the smallest difference in the posterior probability, which depends on each sample for a binary problem [35] . That is to say, the samples with posterior probability closest to 0.5 in the two categories are considered to be the samples with lower confidence and, therefore, greatest uncertainty. This theory still works with multi-class classification problems. For each sample, we need to focus our attention on the top two highest probabilities rather than of the categories. The top two probabilities will be used as important indicators for screening unlabeled samples. If the difference between the top two probabilities is smaller, we believe that the confidence of the classifier is lower. Therefore, the BT method can be expressed as:
, which denotes the class with the largest posterior probability of x i . p(y i = k | x i , ω) is obtained using the classifier. With the BT metric, the uncertainty for each sample is easy to predict. If the classifier is SVM, it is necessary to first use the sigmoid function to fit the posterior probability [36] . However, a single BT metric is not enough to select most informative samples in AL. The representativeness of the samples also needs to be considered. Most of representative samples are near the cluster center of the data where the data densities are usually very high. This paper searches for the representative samples based on the kernel density estimation. The MS method is a powerful kernel density estimation algorithm. It is also developed into an unsupervised method that divides all unlabeled samples into multiple classes of similar objects. The principle of the MS method is to regard the feature space as a prior probability density function, then the input is regarded as a set of sample points that satisfy a certain probability distribution. Therefore, the densest place in the feature space is where the probability density is the highest, and the centroid of the probability density can be regarded as the local optimal value of the probability density function, which is the required cluster center. Figure 2 shows the process of finding the center point in each iteration. For a feature space with n sample points, it is necessary to first determine a center point randomly, calculate the vector of all the points, center the points in a circle with a set bandwidth of h, and then calculate all of the vectors in the circle. The average value is obtained as an offset mean, the center point is offset to the mean position, and then the vector in the circle is recalculated and iterates until the condition is satisfied. Each iteration will provide a cluster center and its included points until each point is classified.
For a given feature vector, x i , i = 1, 2, · · · n, x i ∈ R d , the basic form of the mean shift (MS) vector for point x is:
20872 VOLUME 7, 2019 where S h refers to a high-dimensional sphere with a radius h (denoted by the red circle in Figure 2 , and represents the number of the point within S h . In the region of S h , each point contributes to x equally, which is a problem with the basic MS form. In fact, this contribution is related to the distance between x and each point. We can also add the kernel function to For the basic format of equation (8) . The kernel function is a simple method to calculate the inner product after mapping into high-dimensional space. Using the kernel function with the MS method provides a greater weight to the center point in the calculation, and the shorter the distance, the greater the weight. We use the Gaussian function as a kernel function:
where h is the bandwidth, and x is the center point. Therefore, the iteration formula is:
where x i represents the point within the bandwidth, n is the number of points in the bandwidth, and g(·) is the negative of the derivative of the kernel function N (·). The ultimate goal of the algorithm is to find x through the loop when M h (x) is less than a certain limit, meaning x is the cluster center. The MS method is often used for image segmentation, image tracking, etc., but it is less integrated with the AL methods. The BT algorithm has achieved good practical results with the two-class problem. However, since we only consider two classes of posterior probabilities for each sample in the multi-classification problem, there is inevitably, the data redundancy (i.e., samples with high uncertainty) may be concentrated at a certain boundary. This situation leads to two problems: (1) the excessive redundancy of samples in one area, which may lead to over-fitting problems; and (2) insufficient representativeness and diversity, which leads to under-fitting in other areas. When we use the MS algorithm to filter samples through the BT algorithm (these samples are all highly uncertain), we aim to select the more representative samples and simultaneously reduce data redundancy. In order to prevent the selected points from being too similar and lacking representativeness, we select the center point of multiple cluster centers as the final sample. These samples are both uncertain and representative, thus ensuring the diversity of the overall sample. Therefore, these samples are the most informative samples we selected. Figure 3 shows the difference between the traditional BT algorithm and the BT-MS algorithm while selecting the same number of samples.
In order to better represent the BT-MS algorithm, we need to define several variables. q represents the number of samples to be labeled in each iteration. For the observation data H = {H 1 , · · · , H c , · · · , H C }, we used Algorithm 1 to construct the feature vector set, X. One part of X is taken as training set X T with u initial training samples, and the other and then add B BT −MS into B T .
Algorithm 2 BT-MS AL (One Iteration for q New Samples)
Input: Initial classifier parameter,ω,training set,
, mean-shift parameters, h, candidate samples parameter, β. 1. Train the classifier with B T using equation (4) and obtain the classifier parameterω. 2. Predict labels for X V using the classifier and equation (5) (9)). For each cluster center, select a sample nearest to it and put all the q selected samples into X BT −MS .
If the condition is not satisfied then return to step (1); otherwise, stop the iteration.
The algorithm steps proposed in this paper are shown in Figure 4 . First, the EMAP method is used to extract the spatial information and spectral information of the hyperspectral image. Second, a small number of labeled samples are selected as the training samples, and the samples are trained by the MLR classifier to obtain the class probability of each pixel. The training result is performed using the DPR method and through the classification results. Using the VOLUME 7, 2019 FIGURE 4. Steps of the algorithm proposed in this paper. BT-MS method to evaluate the uncertainty and representativeness of the unlabeled samples, the samples with high information are selected and added to the training set. Finally, retrain the classifier and test it with an updated training set.
IV. EXPERIMENTS AND RESULTS

A. DATA SET DESCRIPTION
These data sets are for different regions and have different spectral and spatial resolutions. Table 1 presents the set descriptions.
B. EXPERIMENTAL SETUP
In the proposed method, EMAPs are used to extract the spatial features, the MLR is the classifier, and DPR is used to enhance the classification of the MLR results. Therefore, the proposed method is called spectral-spatial multi-feature classification using EMAP-MLR-DPR. In terms of EMAPs, we use PCA to extract the first ten PCs through four attribute profiles with four parameters (region, length of the diagonal of the bounding box, moment of inertia, and standard deviation). The proposed BT-MS AL method is optimized to label the of EMAP-MLR-DPR sample. BT-MS is compared with the random selected method (RS), as well as the MI and BT algorithms. To validate the adaptability of the BT-MS method for different classifiers, SVM is also combined with EMAPs and DPR to become EMAPs-SVM-DPR. It is then compared with the EMAPs-MLR-DPR method within the frame of the proposed BT-MS method.
For the AVIRIS Indian Pines data set, the number of initial training sets is 112, where seven samples are randomly selected for each class. In each AL iteration, 16 samples are newly selected and added to the training set. For the AVIRIS Salinas data set, the number of initial training sets is 64, where four samples are randomly selected for each class. In the AL iteration, 16 samples are newly selected and added into the training set. For the ROSIS Pavia University data set, the number of initial training set is 36, where four samples are randomly selected for each class. In the AL iteration, nine samples are newly selected and added to the training set.
C. EXPERIMENTAL RESULTS
We compare the effects of different AL methods on EMAPs-MLR-DPR, and we focus on the BT-MS method because it provides unlabeled samples with greater uncertainty and representation in the edge regions. Tables 2  -4re the results of RS, MI, BT and BT-MS AL methods on EMAPs-MLR-DPR. Table 2 shows the results of AVIRIS Indian Pines data set. Table 2 summarizes the class accuracy (CA), overall accuracy (OA), average accuracy (AA), and Kappa for the different algorithms. Table 2 , the OA of the proposed BT-MS algorithm is 96.45%, which is 5.4% higher than the RS method, and 3.0% higher than the BT method. Furthermore, the AA and Kappa of the BT-MS method are also higher than the others. Table 3 shows the results of the AVIRIS Salinas data set. In this table, each method has a very high classification accuracy, but the BT-MS method still shows the best performance. Table 4 presents the results of the ROSIS Pavia University data set. In this data, both the BT and BT-MS methods show significantly higher precision compared to the other two methods, but the BT-MS method performs better than the BT method. The OA of the proposed BT-MS method reaches 94.15%, while the OA of the RS method is only 86.79%. The improvements on AA and kappa are more obvious. The AA of the proposed BT-MS method is 91.21%, which is 9.62% higher than the RS method. The kappa for BT-MS is 10.05% higher than the RS method. For the BT-MS method overall, the EMAPs-MLR-DPR classifier shows better performance than the other AL methods.
We apply the BT-MS method to different classifiers, such as SVM, to further validate the proposed method. By introducing spatial-spectral features, SVM-DPR, EMAPs-SVM-DPR, MLR-DPR, EMAPs-MLR-DPR are compared while selecting training samples provided through different AL. Table 5 shows the OA accuracy of the three data sets for different classifiers and different AL methods. The number of samples for different data is similar to the previous experiment. From the perspective of the classifier, EMAPs-MLR-DPR performs best overall. It can be seen that the EMAP method plays a big role in both MRL and SVM. Compared with different AL methods, the BT-MS method shows the best results in cases.
In Figure 8 , the sensitivity to the number of the training samples is compared for different methods. We show the OA classification for different AL methods by testing different data in the iteration. It can be observed that the performance of BT-MS is better than that of other algorithms for dif-VOLUME 7, 2019 ferent data sets, and the classification accuracy of BT-MS improves faster than other algorithms as more samples are added.
V. CONCLUSIONS
This paper develops an AL method for spectral-spatial hyperspectral image classification. The proposed method uses the EMAPs to extract spatial and spectral information, introduces the DPR into the MLR, and combines the BT strategy and MS cluster to select the most informative training samples. The proposed classification algorithm obviously improves the OA, AA, and Kappa scores for pixel-based hyperspectral image classification. When compared with other state-of-theart methods, the proposed method shows better performance with same number of labeled samples. 
