. It is found that, in this stably-stratified boundary-layer flow simulation, the scaledependent Lagrangian dynamic model is able to account for the scale dependence of the eddy-viscosity and eddy-diffusivity model coefficients associated with flow anisotropy in flow regions with large mean shear and/or strong flow stratification. As a result, simulations using this tuning-free model lead to turbulence statistics that are more realistic than those obtained with the other two models.
investigated the effect of topography on boundary-layer turbulence under neutral stratification conditions (e.g., Gong et al. 1996; Henn and Sykes 1999; Brown et al. 2001; Iizuka and Kondo 2004; Wan et al. 2007) . To this date, however, only a few studies have used LES to study stably-stratified boundary-layer flows over topography (e.g., , and not much is known about the accuracy of the LES technique and subgrid-scale (SGS) models in simulations of this type of flow. Considering the sensitivity of LES results to SGS parametrisations in simulations of the neutral boundary layer over topography (e.g., Iizuka and Kondo 2004; Wan et al. 2007 ) and the stable boundary layer over flat terrain (e.g., Beare et al. 2006; Stoll and Porté-Agel 2008) , one expects the combined effects of topography and atmospheric stability to pose an important challenge to SGS models in the LES.
LES resolves scales of turbulent transport larger than the grid/filter scale , and parametrises smaller (subgrid) scales using a SGS model. The most commonly used SGS models in the large-eddy simulation of ABL flows are the eddy-viscosity model for the SGS stresses and the eddy-diffusivity model for the SGS scalar fluxes. The specification of SGS model coefficients is one of the biggest challenges for LES as it has been found to have an important effect on the performance of the SGS models and, as a result, on the accuracy of the simulations. SGS coefficients are well established for homogeneous, isotropic turbulence (e.g., Lilly 1967; Mason and Derbyshire 1990) . However, in flow regions with strong anisotropy at the smallest resolved and subgrid scales, the coefficients in the eddy-viscosity and eddy-diffusivity models are found to deviate from the well-established isotropic values (e.g., Deardorff 1970; Moin and Kim 1982; Bardina et al. 1983; Piomelli et al. 1988; Horiuti 1993; Canuto and Cheng 1997; Porté-Agel et al. 2001a; Kleissl et al. 2003; Porté-Agel 2004; Stoll and Porté-Agel 2006) . In particular, the optimal values of those coefficients have to decrease in order to account for the local reduction in the characteristic length scales of the turbulence associated with increased mean shear near the surface (e.g., Kleissl et al. 2003; Stoll and Porté-Agel 2006) and/or increased atmospheric stability (e.g., Porté-Agel et al. 2001a; Kleissl et al. 2003) .
The dynamic procedure provides a systematic approach to specifying the values of the SGS coefficients in the eddy-viscosity and eddy-diffusivity models (Germano et al. 1991; Moin et al. 1991; Lilly 1992 ). It does not require parameter specification or tuning, and model coefficients are optimised at every position and timestep based on information from the resolved scales, with the assumption that the coefficients are scale invariant in a range of scales between the filter/grid scale and a slightly larger test filter scale. In simulations of the neutral ABL flow over homogeneous surfaces, Porté-Agel et al. (2000) found that the dynamically calculated model coefficients showed a dependence on resolution (filter scale), which is against the underlying assumption of scale invariance made in the dynamic model. With this unreasonable assumption, the standard dynamic model has been shown to yield model coefficients that are too low. This, in turn, leads to an accumulation of energy at high wavenumbers and explains why the dynamic model is not dissipative enough and yields inaccurate turbulence statistics in simulations of ABL flow over homogeneous (Porté-Agel et al. 2000) and heterogeneous (Bou-Zeid et al. 2005; Stoll and Porté-Agel 2006) flat surfaces, as well as neutral boundary-layer flow over topography (Iizuka and Kondo 2004; Wan et al. 2007 ). Motivated by those results, Porté-Agel et al. (2000) and Porté-Agel (2004) introduced the scale-dependent dynamic model, which is used to compute dynamically not only the value of the model coefficients in the eddy-viscosity and eddy-diffusivity models, respectively, but also the dependence of these coefficients with scale. To achieve that, the scale-dependent dynamic model assumes a power-law dependence of the coefficient with scale. It is important to note that this power-law dependence is only applied to a small range of resolved scales (between the filter scale and a test filter scale) and has been shown to be a realistic assumption in a priori field studies (Porté-Agel et al. 2001b; Bou-Zeid et al. 2008) . Simulations of neutral boundary-layer flow over both flat surfaces (Porté-Agel et al. 2000; Porté-Agel 2004; Bou-Zeid et al. 2005; Stoll and Porté-Agel 2006) and simple topography (Wan et al. 2007 ) have shown that the scale-dependent dynamic model improves the level of SGS dissipation (rate of energy transfer from the resolved to the subgrid scales), which results in more realistic simulated velocity and scalar statistics.
In order to ensure numerical stability, the application of the dynamic and scale-dependent dynamic models requires some sort of averaging. For flows with directions of homogeneity, the averaging can be done over those directions (e.g., over horizontal planes in the case of flow over a flat homogeneous surface). For cases of flow over complex terrain, Lagrangian averaging (over flow pathlines) has been used in the Lagrangian dynamic model (Meneveau et al. 1996) as well as the scale-dependent Lagrangian dynamic model (Stoll and Porté-Agel 2006) .
In this paper, we test the performance of three SGS models in simulations of stable boundary-layer flow over a single steep hill against laboratory experiments. These models are: (a) the Smagorinsky model, (b) the Lagrangian dynamic model, and (c) the recently developed scale-dependent Lagrangian dynamic model (Stoll and Porté-Agel 2006) . Next, a brief description of the three models is given.
The Smagorinsky Model
The SGS stress τ i j is commonly parametrised using an eddy-viscosity model of the form (Smagorinsky 1963) :
where τ i j is the SGS stress at filter (grid) scale,
is the resolved strainrate tensor, ν T is the eddy viscosity, S = 2 S i j S i j 1 2 is the magnitude of the resolved strain-rate tensor, C S is the Smagorinsky coefficient, and is the size of the spatial filter.
The value of the Smagorinsky coefficient C S is well established for isotropic and homogeneous turbulence (C S ≈ 0.17, Lilly 1967) . The reduction of the characteristic length scale and flow anisotropy near the surface, however, makes the optimal value of the Smagorinsky coefficient depart from its isotropic counterpart (e.g., Deardorff 1970; Moin and Kim 1982; Bardina et al. 1983; Piomelli et al. 1988 ). To account for this effect, Mason and Thomson (1992) proposed the following relation,
where κ (≈0.4) is the von Karman constant, λ = C S is the length scale in the model, λ o = C o is the length scale far from the wall, z o is the roughness length, and C o and n are adjustable parameters. C o generally takes values between 0.1 and 0.3, and n is an integer often chosen to be 1, 2 or 3. In this study, the values of C o and n are set to be 0.1 and 1, respectively. Recent field experiments (Porté-Agel et al. 2001a; Kleissl et al. 2003) and numerical simulations using dynamic models (Kleissl et al. 2006) have shown that the optimal value of the Smagorinsky coefficient decreases with increasing stability in order to account for the reduction of turbulence eddy sizes as well as characteristic length scales associated with thermal stratification. Even though some empirical formulations have been proposed to account for this effect (e.g., Kleissl et al. 2003) , they are usually based on horizontallyaveraged variables and thus are not easily applicable to simulations of the heterogeneous boundary layer. To parametrise the SGS scalar flux q i , the eddy-diffusivity model is typically used:
where q i denotes SGS scalar flux at filter (grid) scale, D T is the eddy diffusivity, C 2 S Pr −1 sgs is a lumped eddy-diffusivity coefficient composed of the Smagorinsky coefficient and the SGS Prandtl number Pr sgs . A value of 0.4 is often used for the SGS Prandtl number in neutral turbulent flow (e.g., Kang and Meneveau 2002) as well as the thermally stratified boundary layer (e.g., Kleissl et al. 2006 ). In our study, the value of the SGS Prandtl number is set to be 0.4 as well. However, it is important to note that recent experimental (e.g., Porté-Agel et al. 2001a; Kleissl et al. 2003) and numerical (e.g., Beare et al. 2006; Stoll and Porté-Agel 2008) studies have shown that Pr sgs should increase with increasing atmospheric stability. This effect further contributes (together with the above-mentioned decrease in C S ) to a reduction in the lumped eddy-diffusivity coefficient and the model length scale in thermally stratified regions of the flow.
The Lagrangian Dynamic Model
The dynamic procedure (Germano et al. 1991) optimises the value of the Smagorinsky coefficient (C 2 S ) using information from the smallest resolved scales without the need for parameter tuning. The Germano identity is introduced as
where L i j is a resolved stress tensor, also referred to as the Leonard stress, and T i j is the SGS stress at a test filter scale¯ (typically¯ = 2 ). The overbar in Eq. 6 denotes a spatial filtering operation at scale¯ . T i j can be calculated using the eddy-viscosity model
where C S (¯ ) denotes the Smagorinsky coefficient at the test filter scale¯ . Substituting the SGS stresses at scale¯ (Eq. 7) and scale (Eq. 1) into the Germano identity, one can calculate the error incurred by using the Smagorinsky model in the Germano identity as
where
β in Eq. 9 is the ratio of the model coefficients squared at the test filter scale and at the filter scale, i.e.,
The original (scale-invariant) dynamic model is based on the assumption that the coefficient is scale invariant and, consequently, β = 1. Using the least squares method to minimise the error given by Eq. 8, one can obtain the optimal value of C 2 S as
When implementing the dynamic model, one needs to perform some sort of averaging to ensure numerical stability. Here we use Lagrangian averaging (averaging backward over local fluid pathlines) as proposed by Meneveau et al. (1996) . Only information at the previous and current timesteps is stored for model coefficient calculation. This Lagrangian averaging scheme is well suited for simulations of flow over complex terrain, where the flow is non-homogeneous. For the SGS scalar flux, the Germano identity takes the following form
where Q i is the SGS flux at the test-filter scale . Using the eddy-diffusivity model, Q i can be calculated as
Combining Eqs. 4, 12 and 13, one obtains the error incurred by using the eddy-diffusivity model in the Germano identity for scalar transport
Here β θ is a scale-dependence parameter defined as
As in the case of C 2 S , the original dynamic model assumes that C 2 S Pr −1 sgs is scale invariant and, therefore, β θ = 1.
Minimising the error given by Eq. 14 using the least squares method, we obtain the optimal value of the lumped eddy-diffusivity coefficient as
where, in the case of the Lagrangian dynamic model, the brackets denote averaging along fluid pathlines.
The Lagrangian dynamic models given by Eqs. 11 and 17 provide a systematic way to optimise the values of the coefficients C 2 S and C 2 S Pr −1 sgs by calculating them directly from the resolved scales in the LES model. However, the standard (scale-invariant) dynamic models have been found to yield SGS dissipation rates (transfer rates of energy and scalar variance from resolved to subgrid scales) that are too small. As a result, these models produce unrealistic turbulence statistics (e.g., mean velocity and scalar profiles as well as turbulence spectra) in simulations of the neutral boundary-layer flow over homogeneous (Porté-Agel et al. 2000) and heterogeneous (Bou-Zeid et al. 2005; Stoll and Porté-Agel 2006) flat surfaces as well as the boundary layer over topography (Iizuka and Kondo 2004; Wan et al. 2007 ).
The Scale-Dependent Lagrangian Dynamic Model
Porté-Agel et al. (2000) developed a scale-dependent dynamic model, in which the assumption of scale invariance of the model coefficient is relaxed and the model coefficient is allowed to change with scale. Porté-Agel et al. (2000) assumed that C 2 S can be expressed as a power-law function of , which implies that the scale-dependence parameter β is no longer a constant value of 1 and needs to be determined dynamically. The exponent in the power law is directly related to the value of β.
To dynamically calculate the scale-dependence parameter β, a second test filter needs to be employed. We typically take = 4 , and use a caret to denote variables filtered at scale 4 . The following equality is automatically satisfied once the power-law dependence of model coefficients with scale proposed by Porté-Agel et al. (2000) is assumed:
The error incurred by using the eddy-viscosity model in the Germano identity between scales and becomes
Minimising the error in Eq. 19 using the earlier mentioned minimisation method, we obtain the following equation for C 2 S :
Again, the brackets in Eq. 22 denote Lagrangian averaging over fluid pathlines. The scaledependence parameter β can now be dynamically determined by combining Eqs. 11 and 22. For scalar fluxes, a similar scale-dependent dynamic procedure can be derived (Porté-Agel 2004; Stoll and Porté-Agel 2006) . In this case, the error associated with the use of the eddy-diffusivity model in the Germano identity between and becomes
Again, the lumped model coefficient is assumed to have a power-law dependence with scale in the range of scales between the grid/filter scale and the second test filter scale so that
The same method used with the first test filter is employed here to minimise the error in Eq. 23 locally backward along fluid pathlines, resulting in the following equation for C 2 S Pr −1 sgs :
Combining Eqs. 27 and 17 results in a single equation from which the unknown scale-dependence parameter β θ may be obtained dynamically. For more details on the scale-dependent Lagrangian dynamic procedure, see Stoll and Porté-Agel (2006) .
Numerical Experiments
The experiment by Ross et al. (2004) was carried out in the wind tunnel at the Environmental Flow Research Laboratory (EnFlo), University of Surrey, U.K. The wind tunnel has a working section of 20 m length, 3.5 m width and 1.5 m height. The fan can produce flow speeds in the range between 0.3 and 4.5 m s −1 . A range of multi-level heaters was used to generate thermal stratification, and by doing this, a maximum temperature gradient of approximately 80 K m −1 could be attained. To maintain a stable boundary layer, the floor was cooled by pumping cold water through pipes beneath the floor. Roughness elements (20 mm high and 80 mm wide, separated laterally by 160 mm and downwind by 100 mm, in a triple stagger) were placed over the entire floor, including the hill surface. The flow velocity was measured by a two-component fibre optic, He-Ne laser Doppler anemometer with burst spectrum analysers. The free-stream velocity was measured using an ultrasonic anemometer. Measurements of temperature fluctuation were carried out using cold wires and thermocouples. In this numerical study, the large-eddy simulation code is a modified version of that described by Albertson and Parlange (1999) , Porté-Agel et al. (2000) and Stoll and Porté-Agel (2006) . We use pseudospectral methods to compute spatial derivatives in the horizontal directions and second-order central finite differences in the vertical direction. For the entire computational domain, periodic boundary conditions are applied in the horizontal directions. Time advancement is carried out by using a second-order Adams Bashforth scheme.
A fixed stress-free lid is applied as the upper boundary condition at the top of the domain. The lower boundary condition consists of using similarity theory (Monin-Obukhov similarity) to calculate the instantaneous (filtered) surface shear stress and heat flux as a function of the resolved velocity and temperature at the lowest computational level. The surface temperature is maintained at 300.5 K to match the wind-tunnel conditions. In order to approximate the upstream velocity and temperature inflow boundary conditions in the wind-tunnel experiment (Ross et al. 2004 ), we employed a relaxation zone located upwind of the hill (see Fig. 1 ). The relaxation zone is set to smoothly bring the velocity and temperature fields to values corresponding to the upwind flat wind-tunnel boundary layer. These velocity and temperature fields used in the relaxation zone are obtained from separate simulations over a flat surface in the absence of the hill. In these simulations, we saved the cross-sectional velocity and temperature fields at the position corresponding to the end of the relaxation zone every 10 timesteps and used them as upstream inflow boundary conditions for simulations over the two-dimensional hill. The saved velocity and temperature fields are in good agreement with the profiles measured by Ross et al. (2004) without the hill. In simulations over the two-dimensional hill, we used the relaxation zone to smoothly bring the velocity and temperature fields to the saved target fields every 10 timesteps. For simulations over a flat surface, a horizontal pressure gradient is exerted on the flow in the streamwise direction. The magnitude of this pressure gradient is set to match the free-stream wind speed of U = 1.0 m s −1 measured in the wind-tunnel experiments. The use of a similar relaxation zone to impose an inflow boundary condition while maintaining the accuracy of pseudospectral LES codes has been successful in previous studies of turbulent transport in urban canopies (e.g., Tseng et al. 2006 ). The simulated physical domain consists of the space around the two-dimensional hill with non-dimensional elevation
where h/L z is the normalised hilltop height, z s /L z is the normalised domain surface height, x and l are the streamwise position and width of the hill (l = 1 m) respectively. The maximum slope of the hill is π h/l = 0.72, which shows the hill is steep. Figure 1 shows the simulation domain as well as the relaxation zone (shaded area). The coordinate transformation developed by Clark (1977) has been used to transform the physical domain into a computational domain with flat surface. It is a terrain-following transformation of the form:
where z is the vertical position in the transformed system, z is the actual elevation in the original system and H denotes the top of the domain. After the transformation, the governing equations for momentum and temperature become:
where x, y, z are the curvilinear coordinates in the computational domain, u, v, w are filtered velocities in the physical domain, w c denotes the filtered vertical velocity in the computational domain, θ is the filtered temperature, P represents the filtered pressure, √ G is the determinant of the Jacobian matrix of transformation, J 1 , J 2 , J 3 are non-zero components of the Jacobian matrix of transformation, τ 11 , τ 12 , τ 13 , τ 22 , τ 23 , τ 33 are the SGS stresses, q 1 , q 2 , q 3 denote SGS heat fluxes, g is the gravitational acceleration, θ 0 is a reference temperature, θ is the fluctuation of the filtered temperature. Taking the divergence of the discretised momentum equations and applying the continuity equation, we obtain the pressure Poisson equation. The pressure Poisson equation is solved iteratively at every timestep until the solution converges. The computational domain is of size 9 m × 1.5 m × 1.5 m, that is (2π, π/3, π/3) in non-dimensionalised form by using a length scale of L z = 1.432 m. The normalised effective surface roughness is z 0 /L z = 1.606 × 10 −3 . The computational domain is divided into 180 × 30 × 120 uniformly spaced grid points. The grid is staggered in the vertical direction, with the vertical velocity stored halfway between the other variables. The relaxation zone covers six grid points in the streamwise direction. A sponge layer is applied at the domain top to absorb possible gravity waves. The timestep used in the simulations is 0.002864 s, and the duration of the simulation is 429 s.
The temperature field of this stably-stratified boundary-layer flow is composed of two layers with different levels of stratification: a region of relatively weak stratification of about 10 K m −1 in the lowest 0.5 m, and a region of stronger stratification (about 40 K m −1 ) above (z > 0.5 m). The simulations are run for a period of time long enough to guarantee quasisteady flow conditions and statistical convergence of the results, presented in the next section. Figure 2a shows a contour plot of the streamwise velocity u (in m s −1 ) measured during the wind-tunnel experiment in a vertical plane perpendicular to the two-dimensional hill (Ross et al. 2004) . Figure 2b -d show similar contour plots of averaged (in time and spanwise direction) streamwise velocities simulated using large-eddy simulation (LES) with different subgrid-scale (SGS) models: the Smagorinsky model (Fig. 2b) , the Lagrangian dynamic model (Fig. 2c) , and the scale-dependent Lagrangian dynamic model (Fig. 2d) . Comparison of Fig. 2a and b reveals important differences between the measured velocity field and the simulated velocity obtained with the Smagorinsky model. In particular, the Smagorinsky model grossly overpredicts the size of the recirculation region on the lee side of the hill. The location of the separation point predicted by the Smagorinsky model is around the hill top. Moreover, the model underpredicts the velocity magnitude right above the hill top. Figure 2c and d show that both dynamic models improve the velocity prediction with respect to the Smagorinsky model. The Lagrangian dynamic model, however, is found to underestimate the size of the recirculation region. From Fig. 2c , we see that the separation point is near the downwind foot of the hill. Moreover, this model overestimates the magnitude of the streamwise velocity right above the hill crest. A similar velocity overestimation from the Lagrangian dynamic model was reported in numerical simulations of neutral turbulent flow over two-dimensional topography (Iizuka and Kondo 2004; Wan et al. 2007) . Overall, the scale-dependent Lagrangian dynamic model provides a more accurate prediction of the streamwise velocity field (Fig. 2d) , compared with the Smagorinsky model and the scale-invariant dynamic model. In particular, the recirculation region predicted by the scale-dependent dynamic model matches more closely that measured in the wind-tunnel experiment (Fig. 2a) . The separation point is about halfway downwind from the hill crest. Figure 3a shows the contour plot of momentum flux u w (m 2 s −2 ) measured during the wind-tunnel experiment in a vertical plane perpendicular to the two-dimensional hill (Ross et al. 2004) . Figure 3b -d show similar contour plots of time-averaged momentum flux u w (resolved stress plus subgrid-scale stress) simulated using LES with different SGS models: the Smagorinsky model (Fig. 3b) , the Lagrangian dynamic model (Fig. 3c) , and the scaledependent Lagrangian dynamic model (Fig. 3d) . From these figures, we see that, because of the very strong stratification (about 40 K m −1 ) in the upper part of the domain (above 0.5 m), turbulence was largely confined to the lower part of the domain. By comparing the Fig. 3a and b, the Smagorinsky model (Fig. 3b) is found to somewhat overestimate the size of the wake region downwind of the hill, which leads to a larger prediction of u w values in the domain. The Lagrangian dynamic model clearly underpredicts the size of the wake region behind the hill. Note that in Fig. 3c the region with flux values above 0.005 m 2 s −2 in magnitude is much smaller than the region obtained from wind-tunnel measurements (Fig. 3a) and from the scale-dependent Lagrangian dynamic model (Fig. 3d) . The scale-dependent Lagrangian dynamic model gives a more accurate prediction of the wake region behind the hill. The dynamically calculated values of the eddy-viscosity model coefficient C 2 S obtained using the Lagrangian dynamic and scale-dependent Lagrangian dynamic models are presented in Fig. 4a and b, respectively . The values represent averages in the spanwise direction and in time. In the upper portion of the domain, both models yield relatively low values of C 2 S due to the very strong flow stratification in that region. This is consistent with previous studies that show C 2 S decreasing with increasing stability (Porté-Agel et al. 2001a; Kleissl et al. 2003 Kleissl et al. , 2006 . The coefficients obtained with both dynamic models decrease near the surface to account for the reduction in the characteristic scales of the turbulence in that region of the flow. In addition, strong variability of the dynamically calculated C 2 S is found around the crest of the hill, where the flow is heterogeneous in both the streamwise and vertical directions. Smaller values of C 2 S are obtained over the upwind side of the hill crest, where the flow undergoes strong straining; larger C 2 S values are found in the downhill side of the The values of the eddy-diffusivity model coefficient C 2 S Pr −1 sgs obtained using the Lagrangian dynamic and scale-dependent Lagrangian dynamic model are presented in Fig. 5a and b, respectively. The values represent averages in the spanwise direction and in time. Similar to C 2 S , the value of the lumped coefficient C 2 S Pr −1 sgs is small in the upper part of the domain to account for the reduction in the characteristic scale of the turbulence associated with the strong stratification of the flow (Porté-Agel et al. 2001a; Kleissl et al. 2003 Kleissl et al. , 2006 . In the lower part, C 2 S Pr −1 sgs is found to decrease as the surface is approached in order to account for the reduction in the characteristic scale of the turbulence near the surface. Horizontal variations of the lumped coefficient C 2 S Pr −1 sgs are also manifest in the figures. Figure 6a and b show the scale-dependence parameters β (= C 2 S (2 )/C 2 S ( )) and
Results
obtained with the scale-dependent Lagrangian dynamic model. As expected, the scale-dependence parameters become smaller as the surface is approached due to increased shear and anisotropy of the flow. The smallest values of β and β θ are found near the upwind side of the hill crest, where the mean shear and anisotropy of the flow are stronger; downwind of the hill, where the flow separates and becomes less anisotropic, the scale-dependence coefficients are larger. These overall trends are consistent with the results obtained for β in simulations of a neutral boundary layer over a sinusoidal surface (Wan et al. 2007) . Figure 7a -c show contour plots of the averaged (in time and spanwise direction) resolved turbulent kinetic energy (in m 2 s −2 ) obtained with the three SGS models under consideration. On the upwind side of the hill crest, the Lagrangian dynamic model predicts the largest kinetic energy among the three models, while the Smagorinsky model yields the smallest. This is in agreement with previous studies (e.g., Porté-Agel et al. 2000) that show that the Lagrangian dynamic model is insufficiently dissipative in the near-ground region, yielding too much resolved kinetic energy. In contrast, the Smagorinsky model is known to be too dissipative near the ground. The scale-dependent dynamic model has been found to provide more realistic SGS dissipation rates in simulations of the homogeneous boundary layer over flat terrain (e.g., Porté-Agel et al. 2000) . In the downwind wake region, away from the hill, the magnitude of the turbulent kinetic energy obtained with the Lagrangian dynamic model is clearly smaller than that obtained with the Smagorinsky model and the scale-dependent Lagrangian dynamic model. The Smagorinsky model yields the greatest turbulent kinetic energy among the three models. This is in accordance with previous studies (e.g., Murakami et al. 1996; Iizuka and Kondo 2004) , which reported that the standard Smagorinsky model overestimates the turbulent kinetic energy in the free shear layer behind the obstacle. The differences in the prediction of the resolved turbulent kinetic energy in the wake region, and the size of that region can be explained in part by the differences in the simulated flow on the upwind side of the hill crest. In order to better understand that effect, contour plots of the averaged (in time and spanwise direction) vertical velocity component are shown in Fig. 8 for the three models under consideration. It is clear that the Smagorinsky model leads to a relatively large prediction of the vertical velocity over the upwind side of the hill crest (Fig. 8a) . This is consistent with the underestimation of the streamwise velocity in that region (Fig. 2b) , and leads to an excessive upward deflection of the flow. This, in turn, leads to large resolved kinetic energy in the downstream region of the hill (Fig. 7a ) and the formation of unrealistically large wake and recirculation regions there. This effect is also reflected in the distribution of mean temperature predicted with the Smagorinsky model (Fig. 9a) , which shows a stronger upward deflection compared with those obtained with the two dynamic models. In contrast, the Lagrangian dynamic model predicts a relatively larger horizontal velocity (Fig. 2c) and smaller vertical velocity (Fig. 8b) on the upwind side of the hill crest, which produces a smaller upward deflection of the flow. This translates into smaller vertical mixing, resolved kinetic energy (Fig. 7b ) and wake size in the downwind region of the hill. This is also consistent with the contours of temperature, which show a smaller upward deflection around the hill (Fig. 9b) , compared with the Smagorinsky model (Fig. 9a) .
It is important to point out that our results near the upwind side of the hill crest agree with previous studies that found that the scale-dependent dynamic model has improved SGS dissipation characteristics in the surface layer, compared with the Smagorinsky and scale-invariant dynamic models. Near the surface, those models are too dissipative and not dissipative enough, respectively (e.g., Porté-Agel et al. 2000; Bou-Zeid et al. 2005; Wan et al. 2007; Stoll and Porté-Agel 2008) . In general, the results presented here also agree with previous studies that found the scale-dependent dynamic model yields improved predictions of the flow statistics (e.g., average velocity and turbulent fluxes), not only in the surface layer, but throughout most of the computational domain. 
Summary
Large-eddy simulation (LES) has been used to investigate stably-stratified turbulent boundary-layer flow over a steep two-dimensional hill. Three different types of subgrid-scale (SGS) models for both the SGS stresses and SGS heat fluxes are tested: (a) the Smagorinsky model, (b) the Lagrangian dynamic model, and (c) the scale-dependent Lagrangian dynamic model (Stoll and Porté-Agel 2006) . Simulation results obtained with the different models are compared with turbulence statistics obtained from experiments conducted in the environmental wind tunnel at the Environmental Flow Research Laboratory (EnFlo), University of Surrey in the U.K. (Ross et al. 2004) . In this stably-stratified turbulent boundary-layer flow simulation, the standard (nondynamic) Smagorinsky model yields relatively poor predictions of the turbulent statistics, arguably due to its failure to adjust the model coefficients to capture the spatial variations of the length scales in the SGS eddy viscosity and eddy diffusivity. In particular, this model is found to be too dissipative near the surface on the upwind side of the hill crest, and to overpredict the upward deflection of the flow in that region. This is consistent with previous studies of neutral boundary-layer flow over topography (Wan et al. 2007) , and is associated with an overprediction of the size of the simulated wake region.
Dynamic models offer a more systematic means of optimising the local value of the eddy viscosity and eddy diffusivity SGS model coefficients by computing them dynamically at every timestep and position in the flow based on the dynamics of the smallest resolved scales (between the grid/filter scale and a test filter scale). As a result, both the Lagrangian dynamic model and the scale-dependent Lagrangian dynamic model show improved predictions with respect to the standard non-dynamic models. However, the Lagrangian dynamic model is not dissipative enough and overestimates the horizontal velocity above the hill crest. This is consistent with the results from previous LES studies of neutral boundary-layer flow over two-dimensional hills (Iizuka and Kondo 2004; Wan et al. 2007 ). This model is found to underpredict the size of the downwind wake region.
By relaxing the assumption of scale invariance in the dynamic model, the scale-dependent dynamic model (Porté-Agel et al. 2000; Stoll and Porté-Agel 2006 ) is able to dynamically (without any parameter tuning) capture the scale dependence of the model coefficient associated with regions of the flow with strong shear and/or thermal stratification. Our results show that this procedure substantially improves the simulation results with respect to both the standard (non-dynamic) eddy-viscosity/diffusivity model and the scale-invariant dynamic model.
