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Abstract
The polarized SILL programming language [36, 49] uniformly integrates functional programming
and session-typed message-passing concurrency. It supports general recursion, asynchronous and
synchronous communication, and higher-order programs that communicate channels and processes.
We give polarized SILL a domain-theoretic semantics—the first denotational semantics for a language
with this combination of features. Session types in polarized SILL denote pairs of domains of
unidirectional communications. Processes denote continuous functions between these domains, and
process composition is interpreted by a trace operator [28]. We illustrate our semantics by validating
expected program equivalences.
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1 Introduction
The proofs-as-programs correspondence between linear logic and the session-typed pi-calculus
is the foundation of many programming languages for message-passing concurrency. It has
led to an arsenal of techniques for reasoning about processes [38, 39, 48]. Denotational se-
mantics [6] and game semantics [16] have further enriched our understanding. However, giving
a denotational semantics to session-typed languages with recursion has remained difficult.
To illustrate the difficulty, consider a process that flips bits in a bit stream. A bit stream
is a sequence of labels 0 or 1 sent over a channel. This communication protocol is specified
by a recursive session type “bits”.1 The following recursive process, flip, uses a channel b
(the input stream) to provide a channel f (the flipped stream), both satisfying the type bits:
b : bits |- fix F . case b { 0 => f.1; f <- F <- b
| 1 => f.0; f <- F <- b } :: f : bits
It cases on the label received over b and sends the complementary label over f. Sub-
sequent communication is handled by the tail call f <- F <- b. We use the concrete syntax
f <- P <- b to spawn the process P that uses the channel b and provides the channel f.
Operational semantics for session-typed processes generally satisfy a confluence property
that implies that their input-output behaviour is deterministic. This suggests that flip
denotes a function JflipK from bit streams on b to bit streams on f.
This processes-as-functions interpretation raises many questions. The process providing
the bit stream on b could get stuck and only send a finite prefix of this bit stream. How
should JflipK handle these finite prefixes? Computationally, JflipK should be monotone:
1 Explicitly, bits “ ρβ.‘ t0 : β, 1 : βu, where ρα.A forms recursive types and ‘tl : AlulPL forms internal
choice types.
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2 A Domain Semantics for Higher-Order Recursive Processes
a longer input prefix should result in no less output. It should also be continuous: JflipK
should not be able to observe an entire infinitely-long bit stream before sending output.
Bidirectional communication further complicates this interpretation. Indeed, session
types specify communication protocols on channels that carry both input to and output
from processes. How do we decompose session-typed communications into the “inputs” and
“outputs” for processes-as-functions in a principled way? Finally, what does it mean to
compose processes P and Q communicating over c? How do we capture the feedback caused
by feeding P ’s output on c into Q and vice-versa?
Our thesis is that a domain-theoretic denotational semantics elucidates the structure of
higher-order session-typed languages with recursion. Domains are well-studied mathematical
structures and we leverage their rich theory to study these languages. A denotational
semantics also induces a notion of semantic equivalence. It is automatically compositional
because denotational semantics are defined by recursion on the structure of programs.
We give a domain semantics for polarized SILL [36, 49]. Polarized SILL integrates
functional and message-passing concurrent programming. It supports recursive session types
and processes, and higher-order programs that communicate channels and processes. Com-
munication is asynchronous, and synchronous communication is encoded using polarity shifts.
Though denotational semantics [6, 16, 32] exist for session-typed languages in restricted
settings (e.g., in the absence of recursion, functional constructs, or higher-order features),
ours is the first denotational semantics for a full-featured session-typed language.
For readers familiar with session types, we hope they can take away the high-level ideas of
their semantic interpretation in the presence of (nonlinear) functions and arbitrary recursion
and how it might be used to reason about process equivalence. A particular phenomenon
not usually addressed is that processes may fail to communicate along a given channel in the
presence of recursively defined types and processes. This phenomenon is easily addressed
domain-theoretically: because processes denote continuous (so monotone) functions, they
uniformly treat complete and incomplete communications.
For readers familiar with denotational semantics, we hope they can take away the ideas
behind its application to bidirectional, session-typed communication in the presence of
recursion. The key insights here, when compared to the denotational semantics of functional
languages, are that (session) types denote pairs of domains of unidirectional communications
instead of domains of values, and that program (process) composition is given by a trace
operator instead of by function composition.
We give an overview of polarized SILL and of our semantics in Sections 2 and 3. The
details of our semantics are given in Section 5. We revisit the bit-flipping process in Section 6.
All typing rules and semantic clauses can be found in Appendices A and B, respectively.
2 Overview of Polarized SILL
The polarized SILL programming language cohesively integrates functional computation and
message-passing concurrent computation. Its concurrent computation layer arises from a
proofs-as-processes correspondence between intuitionistic linear logic and the session-typed
pi-calculus [15]. A session type A prescribes a protocol for communicating over a channel. A
process P provides a service A on a channel c and uses (is a client of) zero or more services Ai
on channels ci. The used services form a linear context ∆ “ c1 : A1, . . . , cn : An. The process
P can use values from the functional layer. These are abstracted by a structural context Ψ
of functional variables. These data are captured by the judgment Ψ ; ∆ $ P :: c : A. It is
inductively defined by the rules of Appendix A.2.
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Session types are polarized: they can be partitioned as positive or negative. When
looking at a judgment Ψ ; ∆ $ P :: c : A, we can imagine “positive information” as flowing
left-to-right and “negative information” as flowing right-to-left. For example, when A is
positive, communication on c is sent by P ; when A is negative, it is received by P . As P
executes, the type of a channel b : B in ∆, c : A evolves, sometimes becoming a positive
subphrase of B, sometimes a negative subphrase of B. It is this evolution that allows for
bidirectional communication. We write B types` to mean B is positive and B types´ to mean
B is negative. Most session types have a polar-dual session type, where the direction of the
communication is reversed. For brevity, we consider only positive session types below. The
semantics of negative session types follow by symmetry and are given in the appendices.
The functional layer is the simply-typed λ-calculus with a fixed-point operator and a
call-by-value evaluation semantics. A judgment Ψ , M : τ means the functional term M
has functional type τ under the structural context Ψ of functional variables xi : τi. This
judgment’s definition is standard and it is inductively defined by the rules of Appendix A.1.
We use the judgment τ typef to mean that τ is a functional type. New is the base type
ta : AÐ ai : Aiu of quoted processes, where we abbreviate ordered lists using an overline.
Quoted processes are introduced and eliminated by the rules:
Ψ ; ai : Ai $ P :: a : A
Ψ , aÐ tP u Ð ai : ta : AÐ ai : Aiu
pI-{}q Ψ ,M : ta : AÐ ai : Aiu
Ψ ; ai : Ai $ aÐ tMu Ð ai :: a : A
pE-{}q
Functional values can be sent over channels of type τ ^A. It specifies that the sent value
has type τ and that subsequent communication has type A. The process _Ð output a M ;P
evaluates M to a value, sends it over the channel a, and continues as P . The process
xÐ input a;Q receives a value on a, binds it to the variable x, and continues as Q.
Ψ ,M : τ Ψ ; ∆ $ P :: a : A
Ψ ; ∆ $ _Ð output a M ;P :: a : τ ^A p^Rq
Ψ, x : τ ; ∆, a : A $ Q :: c : C
Ψ ; ∆, a : τ ^A $ xÐ input a;Q :: c : C p^Lq
The process bÐ a forwards all messages between channels a and b of the same type. Pro-
cess composition aÐ P ; Q captures Milner’s “parallel composition plus hiding” operation [33,
pp. 20f.]. It spawns processes P and Q that communicate over a private channel a.
Ψ ; a : A $ bÐ a :: b : A pFwdq
Ψ ; ∆1 $ P :: a : A Ψ ; a : A,∆2 $ Q :: c : C
Ψ ; ∆1,∆2 $ aÐ P ; Q :: c : C pCutq
Processes can close channels of type 1. To do so, the process close a sends a “close
message” over the channel a and terminates. The process wait a;P blocks on a until it
receives the close message and then continues as P .
Ψ ; ¨ $ close a :: a : 1 p1Rq
Ψ ; ∆ $ P :: c : C
Ψ ; ∆, a : 1 $ wait a;P :: c : C p1Lq
Processes can communicate channels over channels. The protocol B b A prescribes
transmitting a channel of type B followed by communication of type A. The process
send a b; P sends the channel b over the channel a and continues as P . The process
bÐ recv a; P receives a channel over a, binds it to the name b, and continues as P .
Ψ ; ∆ $ P :: a : A
Ψ ; ∆, b : B $ send a b; P :: a : B bA pbR
˚q Ψ ; ∆, a : A, b : B $ P :: c : CΨ ; ∆, a : B bA $ bÐ recv a; P :: c : C pbLq
Process communication is asynchronous. Synchronization is encoded using “polarity
shifts” [36]. The positive protocol ÓA prescribes a synchronization (the shift) followed by
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communication satisfying the negative type A. The process send a shift;P signals that it is
ready to receive on a by sending a “shift message” on a, and continues as P . The process
shift Ð recv a;Q blocks until it receives the shift message and continues as Q.
Ψ ; ∆ $ P :: a : A
Ψ ; ∆ $ send a shift;P :: a : ÓA pÓRq
Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : ÓA $ shift Ð recv a;P :: c : C pÓLq
Processes can choose between services. An internal choice type ‘tl : AlulPL prescribes a
choice between session types tAlulPL (L finite). The process a.k;P chooses to provide the ser-
vice Ak by sending the label k on a, and then continues as P . The process case a tlñ PlulPL
blocks until it receives a label k on a and then continues as Pk.
Ψ ; ∆ $ P :: a : Ak pk P Lq
Ψ ; ∆ $ a.k;P :: a : ‘tl : AlulPL
p‘Rkq Ψ ; ∆, a : Al $ Pl :: c : C p@l P LqΨ ; ∆, a : ‘tl : AlulPL $ case a tll ñ PluiPI :: c : C
p‘Lq
Open session types are given by the judgment Ξ $ A typeps , where Ξ is a structural context
of polarized type variables αi typepis and p, pi P t´,`u. We abbreviate the judgment as
Ξ $ A types when no ambiguity arises. It is inductively defined by the rules of Appendix A.3.
The recursive type ρα.A prescribes an “unfold” message followed by communication of
type rρα.A{αsA. The process send a unfold;P sends an unfold message and continues as P .
The process unfold Ð recv a;P receives an unfold message and continues as P .
Ψ ; ∆ $ P :: a : rρα.A{αsA ¨ $ ρα.A types`
Ψ ; ∆ $ send a unfold;P :: a : ρα.A pρ
`Rq Ψ ; ∆, a : rρα.A{αsA $ P :: c : C ¨ $ ρα.A types`Ψ ; ∆, a : ρα.A $ unfold Ð recv a;P :: c : C pρ
`Lq
3 Overview of the Semantics
The semantics of the functional layer is standard [17, 25, 40, 47]. A functional type τ denotes
a Scott domain (an ω-algebraic bounded-complete pointed dcpo) JτK. A structural context
Ψ of functional variables xi : τi is interpreted as the Ψ-indexed product JΨK “śxiPΨJτiK. A
functional term Ψ , M : τ denotes a continuous function JΨ ,M : τK : JΨK Ñ JτK in the
category ω-aBC of Scott domains and continuous functions.
We cannot interpret processes Ψ ; ∆ $ P :: c : A in the same way as functional terms,
that is, as functions JΨKˆ J∆KÑ JAK. This is due to the fundamental difference between
variables and channel names. A variable x : τ in the context Ψ stands for a value of type τ .
A channel name in ∆, c : A stands not for a value, but for a channel of typed bidirectional
communications. Informally and novelly, we interpret processes as continuous functions
JΨ ; ∆ $ P :: c : AK : JΨKÑ r“inputOnp∆, c : Aq”Ñ “outputOnp∆, c : Aq”s (1)
where we use the notation r¨ Ñ ¨s for function spaces.
We use polarity to split a bidirectional communication into a pair of unidirectional
communications. Given a protocol B, its positive aspect prescribes the left-to-right com-
munications, while its negative aspect prescribes the right-to-left communications. These
aspects determine Scott domains JBK´ and JBK` that respectively contain the “negative”
and “positive” portions of the bidirectional communications. Their bottom elements capture
the absence of communication, e.g., due to a stuck process. The informal interpretation (1)
is then made precise as the continuous function
JΨ ; ∆ $ P :: c : AK : JΨKÑ rJ∆K` ˆ Jc : AK´ Ñ J∆K´ ˆ Jc : AK`s (2)
in ω-aBC, where Jc1 : A1, . . . , cn : AnKp is the tcp1, . . . , cpnu-indexed product ścp
i
JAiKp.
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Operationally, the process composition Ψ ; ∆1,∆2 $ aÐ P ; Q :: c : C spawns two
processes Ψ ; ∆1 $ P :: a : A and Ψ ; a : A,∆2 $ Q :: c : C communicating along the private
channel a of type A. We follow prior work on the semantics of dataflow [29] and on the
geometry of interactions [1, 4], and capture this feedback using a least fixed point. Given an
environment u P JΨK, and pδ`1 , δ`2 , c´q P J∆1,∆2K` ˆ Jc : CK´, we defineJΨ ; ∆1,∆2 $ aÐ P ; Q :: c : CKupδ`1 , δ`2 , c´q “ pδ´1 , δ´2 , c`q (3)
where δ´1 , δ´2 , a´, a`, and c` form the least solution to the equations
pδ´1 , a`q “ JΨ ; ∆1 $ P :: a : AKupδ`1 , a´q,
pδ´2 , a´, c`q “ JΨ ; a : A,∆2 $ Q :: c : CKupδ`2 , a`, c´q.
We can compute this least solution as the least upper bound pδ´1 , δ´2 , a´, a`, c`q of the
following inductively-defined ascending chain pδ´1,n, δ´2,n, an´ , an` , cn` qnPN:
pδ´1,0, a`0 q “ JΨ ; ∆1 $ P :: a : AKupδ`1 ,KJAK´q,
pδ´2,0, a´0 , c`0 q “ JΨ ; a : A,∆2 $ Q :: c : CKupδ`2 ,KJAK` , c´q,
pδ´1,n`1, a`n`1q “ JΨ ; ∆1 $ P :: a : AKupδ`1 , an´ q,
pδ´2,n`1, a´n`1, c`n`1q “ JΨ ; a : A,∆2 $ Q :: c : CKupδ`2 , an` , c´q.
This chain captures the iterative nature of the feedback loop created by P and Q communic-
ating on a : A.
This fixed-point operation is an instance of a “trace operator” on the traced monoidal
category ω-aBC [4, 18, 28]. A trace operator is a family of functions TrXA,B : rA ˆ X Ñ
B ˆ Xs Ñ rA Ñ Bs natural in A and B, dinatural in X, and satisfying a collection of
axioms. It captures Milner’s “parallel composition plus hiding” operation and it is used by
Abramsky et al. [3] to give semantics to concurrent computation. Trace operators have a
rich theory that we can leverage to reason about process composition.
We build on standard domain-theoretic techniques to interpret session types and func-
tional types. Open session types Ξ $ A types denote locally continuous functors on a
category of domains. Let ω-aBCK! be the subcategory of ω-aBC whose morphisms are strict
functions. Let JΞK be the Ξ-indexed product śαPΞ ω-aBCK!. The positive and negative
aspects JΞ $ A typesK´ and JΞ $ A typesK` are then locally continuous functors from JΞK to
ω-aBCK!. Recursive types are interpreted as solutions to domain equations.
Our semantics does not use ω-algebraicity or bounded-completeness, but we mention
this additional structure in case it is useful for future work. All occurrences of ω-aBC and
ω-aBCK! could respectively be replaced by DCPOK and DCPOK!.
4 Background and Notation
Given a locally small category C, we write Cp´,´q : Cop ˆCÑ Set for the hom functor.
If C has an internal hom, we write Cr´ Ñ ´s : Cop ˆCÑ C or just r´ Ñ ´s for it.
We write pd1 : D1q ˆ ¨ ¨ ¨ ˆ pdn : Dnq for the product of the Di indexed by the di.
Given δi P Di, we write pd1 : δ1, . . . , dn : δnq for an element of this product. Given
an indexed product
ś
iPI Di and a subset J Ď I, we write piIJ or piJ for the projectionś
iPI Di Ñ
ś
jPJ Dj .
The category ω-aBC has a continuous least-fixed-point operator fix : rD Ñ Ds Ñ D for
each object D. It also has a continuous fixed-point operator p¨q: : rAˆX Ñ Xs Ñ rAÑ Xs
given by f :paq “ fixpλx.fpa, xqq. It satisfies the fixed-point identity of [10]: f : “ f ˝ xid, f :y.
6 A Domain Semantics for Higher-Order Recursive Processes
The category ω-aBC is also equipped with a trace operator [4, 18, 28]. It fixes the X
component of a morphism f : AˆX Ñ B ˆX to produce a morphism TrXpfq : AÑ B. It
is given by TrXpfq “ piBˆXB ˝ f ˝ xidA, ppiBˆXX ˝ fq:y. It has the following Knaster-Tarski-style
formulation: TrXpfqpaq “ piBpdtpb, xq | fpa, xq Ď pb, xquq.
The lifting functor p´qK : ω-aBCÑ ω-aBCK! is left-adjoint [5, p. 44] to the inclusion
ω-aBCK! ãÑ ω-aBC. The domain DK is obtained by adjoining a new bottom element
to D. The unit up : id Ñ p´qK witnesses the inclusion of D in DK. We write rds for
upDpdq P DK and down for the counit. The morphism fK : DK Ñ EK is given by fKpKq “ K
and fKprdsq “ rfpdqs for d P D. Given a functor F , we abbreviate p´qK ˝ F as FK.
To make a function f :
ś
iPI Ai Ñ B strict in a component j P I, we use the continuous
function strictj : rśiPI Ai Ñ Bs Ñ rśiPI Ai Ñ Bs:
strictjpfq ppaiqiPIq “
#
KB if aj “ KAj
f ppaiqiPIq otherwise.
(4)
5 Semantic Clauses
We define the denotations of judgments by induction on their derivation. To illustrate our
semantics, we show that it validates expected equivalences.
§ Definition 1 (Semantic equivalence). Processes Ψ ; ∆ $ P :: c : A and Ψ ; ∆ $ Q :: c : A
are equivalent, P ” Q, if JΨ ; ∆ $ P :: c : AK “ JΨ ; ∆ $ Q :: c : AK. Functional terms
Ψ ,M : τ and Ψ , N : τ are equivalent, M ” N , if JΨ ,M : τK “ JΨ , N : τK.
5.1 Functional Programming and Value Transmission
The functional layer is the simply-typed λ-calculus with a call-by-value semantics and a
fixed-point operator. Arrow types are formed by the rule (TÑ). They are interpreted as
strict function spaces in ω-aBCK! to enforce a call-by-value semantics:
Jτ Ñ σ typefK “ ω-aBCK!rJτ typefKÑ Jσ typefKs. (5)
The typing rules (F-Var), (F-Fun), (F-App), and (F-Fix) for the functional layer are
standard. The call-by-value semantics is as in [45]. We let u range over JΨK. The environment
ru | x ÞÑ vs P JΨ, x : τK maps x to v and y to upyq for all y P Ψ. The fixed-point operator
(F-Fix) is interpreted using the fixed-point operator defined in Section 4.
JΨ, x : τ , x : τKu “ piΨ,xx u (6)JΨ , λx : τ.M : τ Ñ σKu “ strict pλv P JτK.JΨ, x : τ ,M : σKru | x ÞÑ vsq (7)JΨ ,MN : σKu “ JΨ ,M : τ Ñ σKupJΨ , N : τKuq (8)JΨ , fix x.M : τKu “ JΨ, x : τ ,M : τK:u (9)
§ Proposition 2. For all Ψ, x : τ ,M : τ , we have rfix x.M{xsM ” fix x.M .
For simplicity, the only base types are those of quoted processes. They are formed by
(T{}), and its interpretation is:
Jta : AÐ ai : Aiu typefK “ Jai : Ai $ a : AKK (10)
where we abbreviate ω-aBC rJ∆K` ˆ Ja : AK´ Ñ J∆K´ ˆ Ja : AK`s as J∆ $ a : AK. The dis-
tinction between the two “bottom” elements in Jai : Ai $ a : AKK is semantically meaningful.
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The genuine bottom element denotes the absence of a value of type ta : AÐ ai : Aiu. The
lifted bottom element rλx.Ks corresponds to a stuck process that produces no output.
The (I-{}) introduction rule quotes processes. Its denotation is:
JΨ , aÐ tP u Ð ai : ta : AÐ ai : AiuK “ up ˝ JΨ ; ai : Ai $ P :: a : AK. (11)
Because the unit up is not strict, quoting respects the semantic distinction between quoted
stuck processes rλx.Ks and the absence K of a value of type ta : AÐ ai : Aiu.
The (E-{}) elimination rule spawns quoted processes. Its denotation is:
JΨ ; ai : Ai $ aÐ tMu Ð ai :: a : AK “ down ˝ JΨ ,M : ta : AÐ ai : AiuK. (12)
Two cases are possible when unquoting M . If JΨ ,M : tc : AÐ ai : AiuKu is K, then
downpKq is the constant function λx.K. This represents the process that never produces
output. If JΨ ,M : tc : AÐ ai : AiuKu “ rps, then downprpsq “ p is the denotation of some
quoted process.
Equations (11) and (12) satisfy the following η-like property:
§ Proposition 3. For all Ψ ; ai : Ai $ P :: a : A, we have P ” aÐ taÐ tP u Ð aiu Ð ai.
A communication of type τ ^A is a value v P JτK followed by a communication satisfying
A. We use lifting to account for the potential lack of a communication: the bottom element
represents the absence of communication. The value travels in the positive direction, so it
only appears in the positive aspect.
JΞ $ τ ^A typesK´ “ JΞ $ A typesK´ (13)JΞ $ τ ^A typesK` “ `JτKˆ JΞ $ A typesK`˘K (14)
The process _ Ð output a M ;P sends a functional value on a and continues as P . To
send the term M on a, we evaluate it under the current environment u to get an elementJΨ ,M : τKu P JτK. Divergence is represented by KJτK; the other elements represent values of
type τ . If JΨ ,M : τKu represents a value, then we pair it with the output of the continuation
process P on a`. Otherwise, the process transmits nothing. This gives the clause:
JΨ ; ∆ $ _Ð output a M ;P :: a : τ ^AKupδ`, a´q
“
#
K if JΨ ,M : τKu “ K
pδ´, rpv, a`qsq if JΨ ,M : τKu “ v ‰ K
where JΨ ; ∆ $ P :: a : AKupδ`, a´q “ pδ´, a`q.
(15)
The process xÐ input a;P blocks until it receives a communication on the channel a. If
a communication rpv, α`qs arrives on a`, then the process binds v to x in the environment
and continues as P with the remaining communication α` on a`. If it receives no message,
then it should produce no output, i.e., it should produce K on all channels. This means that
its denotation should be strict in the a` component.
JΨ ; ∆, a : τ ^A $ xÐ input a;P :: c : CKu
“ stricta`
`
λ
`
δ`, a` :
“`
v, α`
˘‰
, c´
˘
.JΨ, x : τ ; ∆, a : A $ P :: c : CKru | x ÞÑ vspδ`, α`, c´q˘ (16)
We abuse notation to pattern match on the component a`. By strictness, we know that it
will be an element of the form rpv, α`qs.
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Equation (16) illustrates a general principle in our semantics. The bottom element K
represents the absence of communication. When a process waits for input on a channel a it
uses (it provides), its denotation is strict in a` (resp., a´).
The η-property for value transmission is subtle because the functional term M might
diverge. The equivalence aÐ P ; rM{xsQ ” aÐ p_Ð output a M ;P q; pxÐ input a;Qq
does not hold in general. If x does not appear free in Q, the substitution on the left has no
effect and aÐ P ; Q runs as usual. However, if M diverges, then the process on the right is
stuck. Indeed, xÐ input a;Q waits on a but _Ð output a M ;P gets stuck evaluating M
and sends nothing. The two processes in the equivalence have equal denotations whenever
M converges. Process equivalence requires the processes to have equal denotations under all
environments u. For the equivalence to hold, M must then converge under every environment
u P JΨK. This justifies the statement of Proposition 4. Its proof uses the substitution property
(Proposition 17) and the Knaster-Tarski-style formulation of the trace.
§ Proposition 4. For all Ψ ; ∆1 $ P :: a : A, all Ψ, x : τ ; a : A,∆2 $ Q :: c : C, and
all Ψ , M : τ , we have a Ð P ; rM{xsQ ” a Ð p_ Ð output a M ;P q; px Ð input a;Qq
whenever JΨ ,M : τKu ‰ K for all u P JΨK.
5.2 Manipulating channels
Forwarding denotes the function that copies data from a` to b` and from b´ to a´:
JΨ ; a : A $ bÐ a :: b : AKupa` : α, b´ : βq “ pa´ : β, b` : αq. (17)
Process composition “connects” the common channel a of two communicating processes.
As motivated in Section 3, we use the trace operator to fix a’s positive and negative aspects:
JΨ ; ∆1,∆2 $ aÐ P ; Q :: c : CKu
“ Tra´ˆa` pJΨ ; ∆1 $ P :: a : AKuˆ JΨ ; a : A,∆2 $ Q :: c : CKuq . (18)
Associativity of composition follows from the trace operator axioms:
§ Proposition 5. For all Ψ ; ∆1 $ P1 :: c1 : C1, all Ψ ; c1 : C1,∆2 $ P2 :: c2 : C2, and all
Ψ ; c2 : C2,∆3 $ P3 :: c3 : C3, we have c1 Ð P1; pc2 Ð P2; P3q ” c2 Ð pc1 Ð P1; P2q; P3.
Processes can close channels of type 1. The close message is the only communication
possible on a channel of type 1. The positive aspect of (C1) is the constant functor onto the
two-element pointed domain t˚uK “ tK Ď ˚u. The element ˚ represents the close message,
while K represents the absence of communication. All communication on a channel of type 1
is positive, so the negative aspect is the constant functor onto the terminal object tKu.
JΞ $ 1 typesK´ “ λξ.tKu (19)JΞ $ 1 typesK` “ λξ.t˚uK (20)
In our asynchronous setting, close a does not wait for a client before sending the close
message. We interpret (1R) as the constant function that sends the close message ˚ on a`:
JΨ ; ¨ $ close a :: a : 1Kupa´ : Kq “ pa` : ˚q. (21)
The process wait a;P blocks until it receives the close message, so its denotation is strict
in the component a`. All other communication is handled by P . We interpret (1L) by:
JΨ ; ∆, a : 1 $ wait a;P :: c : CKu “ stricta` `λpδ`, a`, c´q.pδ´,K, c`q˘q
where JΨ ; ∆ $ P :: c : CKupδ`, c´q “ pδ´, c`q. (22)
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§ Proposition 6. For all Ψ ; ∆ $ P :: c : C, we have P ” aÐ close a; pwait a;P q.
Processes can communicate channels. We cannot directly observe a channel, only the
communications it carries. For this reason, we treat communications of type AbB as a pair
of communications: one for the sent channel and one for the continuation channel. This
is analogous to the denotation of AbB given by Atkey [6]. We account for the potential
absence of communication by lifting.
JΞ $ AbB typesK´ “ JΞ $ A typesK´ ˆ JΞ $ B typesK´ (23)JΞ $ AbB typesK` “ `JΞ $ A typesK` ˆ JΞ $ B typesK`˘K (24)
To send the channel b over a, the process send a b; P relays the positive communication
from b` to the JBK`-component of Ja : B bAK`, and the negative communication on theJBK´-component of Ja : B bAK´ to b´. The continuation P handles all other communication.
JΨ ; ∆, b : B $ send a b; P :: a : B bAKupδ`, b`, pa´B , a´Aqq “ `δ´, a´B , “`b`, a`A˘‰˘
where JΨ ; ∆ $ P :: a : AKupδ`, a´Aq “ pδ´, a`Aq. (25)
The client b Ð recv a; Q blocks until it receives a channel on a. When it receives a
communication
“pa`B , a`Aq‰ on Ja : B bAK`, it unpacks it into the two positive channelsJa : A, b : BK` expected by Q. It then repacks the negative communication Q produces onJa : A, b : BK´ and relays it over Ja : B bAK´.
JΨ ; ∆, a : B bA $ bÐ recv a; Q :: c : CKupδ`, a`, c´q
“ stricta`
`
λpδ`, a` : “pa`B , a`Aq‰ , c´q.pδ´, pb´, a´q, c`q˘
where JΨ ; ∆, a : A, b : B $ Q :: c : CKupδ`, a`A, a`B , c´q “ pδ´, a´, b´, c`q.
(26)
§ Proposition 7. For all Ψ ; ∆1 $ P :: a : A and Ψ ; a : A,∆2, b : B $ Q :: c : C, we have
aÐ P ; Q ” bÐ psend a b; P q ; pbÐ recv a; Qq.
§ Example 8. The process below blocks until it receives a channel a of type 1 over the
channel b, at which point the type of b becomes 1. Then, the process waits for the close
messages on a and b before closing c. The element rp˚, ˚qs P J1b 1K` “ pJ1K` ˆ J1K`qK
corresponds to receiving the channel a, the close message on a, and the close message on b.
The element rpK,Kqs corresponds to receiving a but no close messages, while the elements
rp˚,Kqs and rpK, ˚qs correspond to receiving a and one close message. The element K means
that a is never received. We see that the process only closes c in the first case:
J¨ ; b : 1b 1 $ aÐ recv b; wait a; wait b; close c :: c : 1KKpb` : β, c´ : Kq
“
#
pb´ : pK,Kq, c` : ˚q if β “ rp˚, ˚qs
pb´ : pK,Kq, c` : Kq otherwise.
5.3 Shifts in Polarity
Synchronization is encoded using “polarity shifts”. A communication of type ÓA is a
synchronization message (the “shift” message) followed by a communication of type A.
“Downshifting” A to ÓA introduces only positive communication (the “shift” message), so the
negative aspect of ÓA is the same as the negative aspect of A. We interpret JÓAK` by lifting
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JAK`. The element KJÓAK` captures the absence of communication. The elements ras for
a P JAK` capture a shift message followed by a communication satisfying A.
JΞ $ ÓA typesK´ “ JΞ $ A typesK´ (27)JΞ $ ÓA typesK` “ JΞ $ A typesK`K (28)
In our asynchronous setting, the shift message is always sent. This corresponds to lifting
the output of P on the a` component. We interpret (ÓR) as:JΨ ; ∆ $ send a shift;P :: a : ÓAKu
“ `idˆ `a` : up˘˘ ˝ JΨ ; ∆ $ P :: a : AKu. (29)
The client blocks until it receives the shift message on a`. We lower JAK`K to JAK` to
extract the positive communication expected by P .JΨ ; ∆, a : ÓA $ shift Ð recv a;P :: c : CKu
“ stricta`
`JΨ ; ∆, a : A $ P :: c : CKu ˝ `idˆ `a` : down˘˘˘ (30)
§ Proposition 9. For all Ψ ; ∆1 $ P :: a : A and Ψ ; a : A,∆2 $ Q :: c : C, we have
aÐ P ; Q ” aÐ psend a shift;P q; pshift Ð recv a;Qq.
§ Example 10. Upshifts are the polar duals of downshifts. The following process waits for
its client to synchronize with it before closing the channel. The protocol Ò1 has denotationsJÒ1K´ “ J1K´K “ tKuK and JÒ1K` “ J1K` “ t˚uK. The element rKs P JÒ1K´ captures the
synchronizing shift message. The process closes a if and only if it receives the shift message:
J¨ ; ¨ $ shift Ð recv a; close a :: a : Ò1KKpa´ : αq “ #pa` : Kq if α “ Kpa` : ˚q if α “ rKs .
5.4 Making Choices
The internal choice type ‘tl : AlulPL prescribes a choice between session types tAlulPL (L
finite). A communication of type ‘tl : AlulPL is a label k P L sent in the positive direction
followed by a communication satisfying Ak. Denotationally, this corresponds to tagging a
communication ak P JAkK` with the label k. Tagged communications pk, akq are the elements
of the disjoint union
Ţ
lPLJAlK`. To account for the potential lack of communication, we lift
this disjoint union. This lifted disjoint union is isomorphic to the coalesced sum
À
lPLJAlK`K .
Coalesced sums are coproducts in ω-aBCK!, and we define the interpretation using a coalesced
sum to make this structure evident. Explicitly, its elements are K and pk, raksq for k P L and
ak P JAkK`. The client does not know a priori which branch it will take: it must be ready to
send negative information for every possible branch. This justifies Equation (31).
JΞ $ ‘tl : AlulPL typesK´ “ź
lPL
JΞ $ Al typesK´ (31)
JΞ $ ‘tl : AlulPL typesK` “à
lPL
JΞ $ Al typesK`K (32)
To interpret (‘Rk), we extract from a´ the negative information a´k required by the
continuation process P . Output on a` is the label k followed by the output of P on a`:JΨ ; ∆ $ a.k;P :: a : ‘tl : AlulPLKu `δ`, `a´l ˘lPL˘ “ `δ´, `k, “a`k ‰˘˘
where JΨ ; ∆ $ P :: a : AkKu `δ`, a´k ˘ “ `δ´, a`k ˘ . (33)
The client case a tlñ PlulPL blocks until it receives a communication pk,
“
a`k
‰q on a`,
and then it takes the branch Pk. To transmit Pk’s output a´k on a´ back to the provider, we
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place a´k in the k component of the product sent on a´. The other branches were not taken
and produced no communication, so their respective components in a´ are filled with K.JΨ ; ∆, a : ‘tl : AlulPL $ case a tlñ PlulPL :: c : CKu
“ stricta`
`
λ
`
δ`, a` :
`
k,
“
a`k
‰˘
, c´
˘
.
`
δ´, a´ :
`
k : a´k , l ‰ k : K
˘
lPL , c
`˘˘
where JΨ ; ∆, a : Ak $ Pk :: c : CKupδ`, a`k , c´q “ pδ´, a´k , c`q
(34)
§ Proposition 11. Let k P L. If Ψ ; ∆1 $ P :: a : Ak, and Ψ ; a : Al,∆2 $ Ql :: c : C for all
l P L, then aÐ P ; Qk ” aÐ pa.k;P q ; pcase a tlñ QlulPLq.
§ Example 12. We build on Example 10. External choices &tl : AlulPL are the polar duals
of internal choices. Let A “ &tj : Ò1, k : Ò1u. A provider of A receives a label and a
synchronizing shift before closing the channel. The elements pl, rrKssq P JAK´ correspond
to receiving the label l over a followed by a shift, while the elements pl, rKsq correspond to
receiving l but no shift. The communication on a` depends on the label l received: the close
message is in the l component of the output on a`.J¨ ; ¨ $ case a tlñ shift Ð recv a; close aulPtj,ku :: a : AKKpa´ : αq
“
$’’&’’%
pa` : pj : ˚, k : Kqq if α “ pj, rrKssq
pa` : pj : K, k : ˚qq if α “ pk, rrKssq
pa` : pj : K, k : Kqq if α “ pl, rKsq for l P tj, ku or if α “ K
5.5 Recursive Types
The substitution property (Proposition 16) forces the denotation of the variable rule (CVar):JΞ, α typeps $ α typeps Kq “ piΞ,αα pq P t´,`uq (35)
We interpret recursive types by parametrized solutions of recursive domain equations.
Every locally continuous functor G : ω-aBCK! Ñ ω-aBCK! has a canonical fixed point
FIXpGq in ω-aBCK!. Given a locally continuous functor F : JΞKˆω-aBCK! Ñ ω-aBCK!, the
mapping D ÞÑ FIXpF pD,´qq extends to a locally continuous functor F : : JΞKÑ ω-aBCK! [5,
Proposition 5.2.7]. The fixed-point property F pD,F :Dq – F :D is witnessed by a canonical
natural isomorphism Fold : F ˝ xidJΞK, F :y ñ F : with inverse Unfold. The rule (Cρ) denotes:JΞ $ ρα.A typesKp “ pJΞ, α types $ A typesKpq: pp P t´,`uq (36)
Let Foldp : JΞ, α types $ A typesKp ˝ xidJΞK,pJΞ, α types $ A typesKpq:y ñ JΞ $ ρα.A typesKp
be the canonical natural isomorphism and let Unfoldp be its inverse. These isomorphisms
capture the semantic folding and unfolding of recursive types. Indeed, by Proposition 16
and Equations (35) and (36), the domain of Foldp is:
JΞ, α types $ A typesKp ˝ AidJΞK, pJΞ $ ρα.A typesKpq:E “ JΞ $ rρα.A{αsA typesKp.
Processes unfold recursive types by transmitting unfold messages. Semantically, this
denotes pre- and post-composition with Foldp and Unfoldp. We interpret (ρ`R) and (ρ`L) by:JΨ ; ∆ $ send a unfold;P :: a : ρα.AKu
“ `idˆ `a` : Fold`˘˘ ˝ JΨ ; ∆ $ P :: a : rρα.A{αsAKu ˝ `idˆ `a´ : Unfold´˘˘ , (37)JΨ ; ∆, a : ρα.A $ unfold Ð recv a;P :: c : CKu
“ `idˆ`a´ : Fold´˘˘ ˝ JΨ ; ∆, a : rρα.A{αsA $ P :: c : CKu ˝ `idˆ`a` : Unfold`˘˘. (38)
§ Proposition 13. If Ψ ; ∆1 $ P :: a : rρα.A{αsA and Ψ ; a : rρα.A{αsA,∆2 $ Q :: c : C,
then aÐ P ; Q ” aÐ psend a unfold;P q; punfold Ð recv a;Qq.
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5.6 Structural Properties
Our semantics respects the exchange rule because we interpret structural contexts as in-
dexed products. It also respects weakening (Propositions 14 and 15) and substitution
(Propositions 16 and 17). These propositions follow by induction on the derivations.
§ Proposition 14 (Coherence of Session Types). If Ξ $ A typeqs , then JΞ,Θ $ A typeqs K “JΞ $ A typeqs KppiΞ,ΘΞ for all p P t´,`u.
§ Proposition 15 (Coherence of Terms and Processes). If Ψ ,M : τ , then JΦ,Ψ ,M : τK “JΨ ,M : τK ˝ piΦ,ΨΨ . If Ψ;∆$P ::a :A, then JΦ,Ψ;∆$P ::a :AK“ JΨ;∆$P ::a :AK ˝ piΦ,ΨΨ .
§ Proposition 16 (Semantic Substitution of Session Types). Let Ξ “ α1 typep1s , . . . , αn typepns .
For all p P t´,`u and all choices of types Θ $ Ai typepis (1 ď i ď n), if Ξ $ B typeqs , then
JΘ $ r ~A{~αsB typeqs Kp “ JΞ $ B typeqs Kp ˝ xJΘ $ Ai typepis Kp | 1 ď i ď ny.
§ Proposition 17 (Semantic Substitution of Functional Terms). Let Ψ “ x1 : τ1, . . . , xn : τn.
For all choices of terms Φ ,Mi : τi (1 ď i ď n), if Ψ , N : τ and Ψ ; ∆ $ P :: c : C, then
JΦ , r ~M{~xsN : τK “ JΨ , N : τK ˝ xJΦ ,Mi : τiK | 1 ď i ď ny,JΦ ; ∆ $ r ~M{~xsP :: c : CK “ JΨ ; ∆ $ P :: c : CK ˝ xJΦ ,Mi : τiK | 1 ď i ď ny.
6 Illustrative Example: Flipping Bit Streams
We illustrate our semantics by studying the recursive bit-flipping process from the introduction.
We will show that flipping the bits in a stream twice is equivalent to forwarding it. The bit
stream protocol is specified by the session type bits “ ρβ.‘ t0 : β, 1 : βu. It denotes the
domains JbitsK` “ FIX pX ÞÑ pp0 : XKq ‘ p1 : XKqqq and JbitsK´ “ tKu. Its unfolding is
BITS “ ‘t0 : bits, 1 : bitsu. There are canonical isomorphisms
Unfold` : JbitsK` Ñ ``0 : JbitsK`K˘‘ `1 : JbitsK`K˘˘
Unfold´ : tKu Ñ tp0 : K, 1 : Kqu
with respective inverses Fold` and Fold´. Write 0::α and 1::α for Fold`pp0, rαsqq and
Fold`pp1, rαsqq, respectively.
We desugar the bit-flipping process. Write l˜ for the complement of l P t0, 1u. Desugaring
the quoted process gives a term ¨ , flip : tf : bitsÐ b : bitsu where flip is:
fix F.f Ð  send f unfold; unfold Ð recv b; case b tlñ f.l˜; f Ð tF u Ð bulPt0,1u(Ð b.
Its denotation is J¨ , flip : ta : bitsÐ b : bitsuKK “ uppfixpΦqq where the function Φ :Jb : bits $ a : bitsKÑ Jb : bits $ a : bitsK is given by:
Φprq “ strictb`
¨˚
˚˝λpb`,Kq.
#`K, 1::a`0 ˘ if b` “ 0::b`0`K, 0::a`1 ˘ if b` “ 1::b`1
where rpb`l ,Kq “ pK, a`l q for l P L
‹˛‹‚
Consider the composition ¨ ; a : bits $ tÐ tflipu Ð a; bÐ tflipu Ð t :: b : bits of
two bit-flipping processes. By the Knaster-Tarski-style formulation of the trace operator,J¨ ; a : bits $ tÐ tflipu Ð a; bÐ tflipu Ð t :: b : bitsKK “ fixpΦq ˝ σ ˝ fixpΦq where σ is
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the obvious relabelling. We want to show that the composition is equivalent to forwarding.
By Equation (17), this means showing for all pa`,Kq P Ja : bitsK` ˆ Jb : bitsK´ that:
J¨ ; a : bits $ tÐ tflipu Ð a; bÐ tflipu Ð t :: b : bitsKKpa`,Kq “ pK, a`q. (39)
Given an a P JbitsK`, let a0 be given by pfixpΦq ˝ σ ˝ fixpΦqq pa,Kq “ pK, a0q. It is easy
to check that K0 “ K, p0::αq0 “ 0::α0, and p1::αq0 “ 1::α0 for all α P JbitsK`.
To show Equation (39), we must show that a “ a0 for all a P JbitsK`. We use a
coinduction principle by Pitts [37]. Given a relation R on JbitsK`K , let Rˆ be the relation onJBITSK`K where a Rˆ b if and only if for all α P JbitsK`:
if a “ rp0, rαsqs, then b “ rp0, rβsqs for some β P JbitsK` with rαs R rβs;
if a “ rp1, rαsqs, then b “ rp1, rβsqs for some β P JbitsK` with rαs R rβs.
The relation R is a simulation if a R b implies Unfold`Kpaq Rˆ Unfold`Kpbq. By [37, The-
orem 2.5], a Ď b in JbitsK`K if and only if there exists a simulation R such that a R b.
LetR “ tprKs , rKsq, pr0::αs , r0::α0sq, pr1::αs , r1::α0sq | α P JbitsK`u Ď JbitsK`KˆJbitsK`K .
A case analysis shows that R is a simulation. To show that a Ď a0 for a P JbitsK`, it is
sufficient to show that ras R ra0s. If a “ K, then a0 “ K by strictness. If a “ 0::α, then
a0 “ 0::α0. If a “ 1::α, then a0 “ 1::α0. In all cases, ras R ra0s by definition of R. It follows
that a Ď a0. The relation R is clearly a simulation if and only if Rop is a simulation, so
a0 Rop a and a0 Ď a. We conclude a “ a0 as desired. It follows that flipping a stream twice
is equivalent to forwarding (the identity process).
7 Related and Future Work
Honda [27] and Takeuchi et al. [46] introduced session types to describe sessions of interaction.
Caires and Pfenning [15] observed a proofs-as-programs correspondence between the session-
typed pi-calculus and intuitionistic linear logic, where the (Cut) rule captures process
communication. Toninho et al. [49] built on this correspondence and introduced SILL’s
monadic integration between functional and synchronous message-passing programming.
They specified SILL’s operational behaviour using a substructural operational semantics
(SSOS). Gay and Vasconcelos [21] introduced asynchronous communication for session-
typed languages. They used an operational semantics and buffers to model asynchronicity.
Pfenning and Griffith [36] observed that the polarity of a type determines the direction
of communication along a channel. They observed that synchronous communication can
be encoded in an asynchronous setting using explicit shift operators. Polarized SILL’s
operational behaviour is specified by a SSOS [49, 36]. In ongoing work, we seek to show that
our denotational semantics agrees with this SSOS. Concretely, we extend this SSOS to give
polarized SILL an operational notion of observation. Then, we seek to show that processes
are denotationally equivalent if and only if they are observationally equivalent.
Wadler [50] introduced “Classical Processes” (CP), a proofs-as-programs interpretation
of classical linear logic that builds on the ideas of Caires and Pfenning [15]. CP supports
replication but not recursion. Though CP does not natively support functional programming,
Wadler gives a translation for GV, a linear functional language with pairs but no recursion,
into CP. In contrast, polarized SILL uniformly integrates functional programming and
message-passing concurrency. CP has a synchronous communication semantics and does not
have an explicit treatment of polarities. Polarized SILL has an asynchronous communication
semantics, and synchronous communication is encoded using polarity shifts.
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Atkey [6] gave a denotational semantics for CP, where types are interpreted as sets and
processes are interpreted as relations over these. Because processes in CP are proof terms for
classical linear logic, the interpretation of processes is identical to the relational semantics
of proofs in classical linear logic [7]. Our jump from sets and relations to domains and
continuous functions was motivated by two factors. First, domains provide a natural setting
for studying recursion. Second, we believe that monotonicity and continuity are essential
properties for a semantics of processes with infinite data, and it is unclear how to capture
these properties in a relational setting. Atkey interpreted process composition as relational
composition. Our use of traces is more complex, but we believe that known trace identities
make it tractable. We believe that the extra complexity is justified by SILL’s more complex
behavioural phenomena.
Our semantics generalizes Kahn’s stream-based semantics for deterministic networks [29].
A deterministic network is graph whose nodes are deterministic processes, and whose edges
are unidirectional channels. Each channel carries values of a single fixed simple type,
e.g., integers or booleans. Semantically, channels denote domains of sequences of values,
and processes denote continuous functions from input channels to output channels. Our
semantics generalizes this to allow for bidirectional, session-typed communication channels.
Satisfactorily generalizing Kahn-style semantics to handle non-determinism is difficult [13,
31, 34, 35, 43, 44], partly due to the Keller [30] and Brock-Ackerman anomalies [11].
Our process interpretations exist within a “wave”-style [2] geometry of interaction (GoI)
construction [4, Definition 2.6]. Indeed, the objects of the GoI construction Gpω-aBCq are
pairs pA`, A´q of objects A` and A´ of ω-aBC. Morphisms f : pA`, A´q Ñ pB`, B´q
of Gpω-aBCq are morphisms fˆ : A` ˆ B´ Ñ A´ ˆ B` of ω-aBC. Given a morphism
g : pB`, B´q Ñ pC`, C´q, the composition g ˝ f is defined by TrB´ˆB`A`ˆC´,A´ˆC`pgˆ ˆ fˆq.
Equation (18) is exactly the composition JΨ ; a : A,∆2 $ Q :: c : CKu˝JΨ ; ∆1 $ P :: a : AKu
in Gpω-aBCq. Though the categorical setting is identical, our goals and approach are
different from prior work using the geometry of interaction. For example, Abramsky and
Jagadeesan [1] give a type-free interpretation of classical linear logic where all types denote
the same “universal domain” [1, p. 69]. Abramsky et al. [4] use GoI constructions to give an
algebraic framework for Girard’s Geometry of Interactions [22, 23, 24]. We instead give a
semantics that captures the computational aspects of a programming language with recursion.
Castellan and Yoshida [16] gave a game semantics interpretation of the session pi-calculus
with recursion. It is fully abstract relative to a barbed congruence notion of behavioural
equivalence. Session types denote event structures that encode games and that are endowed
with an ω-cpo structure. Open types denote continuous maps between these and recursive
types denote least fixed points. Open processes are interpreted as continuous maps that
describe strategies. We conjecture that our semantics could be related via barbed congruence.
Kokke et al. [32] introduced “hypersequent classical processes” (HCP). HCP is a revised
proofs-as-processes interpretation between classical linear logic and the pi-calculus. Building
on Atkey’s [6] semantics for CP, they gave HCP a denotational semantics using Brzozowski
derivatives [14]. Their semantics is fully abstract relative to their notions of bisimilarity and
barbed congruence. It is unclear how to extend their semantics to handle recursion.
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A Rules for Polarized SILL
For ease of reference, we collect all of the rules for polarized SILL in this appendix.
A.1 Rules for Term Formation
Ψ ; ai : Ai $ P :: a : A
Ψ , aÐ tP u Ð ai : ta : AÐ ai : Aiu
pI-{}q
Ψ, x : τ , x : τ pF-Varq
Ψ, x : τ ,M : τ
Ψ , fix x.M : τ pF-Fixq
Ψ, x : τ ,M : σ
Ψ , λx : τ.M : τ Ñ σ pF-Funq
Ψ ,M : τ Ñ σ Ψ , N : τ
Ψ ,MN : σ pF-Appq
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A.2 Rules for Process Formation
Ψ ; a : A $ bÐ a :: b : A pFwdq
Ψ ; ∆1 $ P :: a : A Ψ ; a : A,∆2 $ Q :: c : C
Ψ ; ∆1,∆2 $ aÐ P ; Q :: c : C pCutq
Ψ ; ¨ $ close a :: a : 1 p1Rq
Ψ ; ∆ $ P :: c : C
Ψ ; ∆, a : 1 $ wait a;P :: c : C p1Lq
Ψ ; ∆ $ P :: a : A
Ψ ; ∆ $ send a shift;P :: a : ÓA pÓRq
Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : ÓA $ shift Ð recv a;P :: c : C pÓLq
Ψ ; ∆ $ P :: a :
Ψ ; ∆ $ shift Ð recv a;P :: a : ÒA pÒRq
Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : ÒA $ send a shift;P :: c : C pÒLq
Ψ ; ∆ $ P :: a : Ak pk P Lq
Ψ ; ∆ $ a.k;P :: a : ‘tl : AlulPL
p‘Rkq Ψ ; ∆, a : Al $ Pl :: c : C p@l P LqΨ ; ∆, a : ‘tl : AlulPL $ case a tll ñ PluiPI :: c : C
p‘Lq
Ψ ; ∆ $ Pl :: a : Al p@l P Lq
Ψ ; ∆ $ case a tlñ PlulPL :: a : &tl : AlulPL
p&Rq Ψ ; ∆, a : Ak $ P :: c : C pk P LqΨ ; ∆, a : &tl : AlulPL $ a.k;P :: c : C
p&Lkq
Ψ ; ∆ $ P :: a : A
Ψ ; ∆, b : B $ send a b; P :: a : B bA pbR
˚q Ψ ; ∆, a : A, b : B $ P :: c : CΨ ; ∆, a : B bA $ bÐ recv a; P :: c : C pbLq
Ψ ; ∆, b : B $ P :: a : A
Ψ ; ∆ $ bÐ recv a; P :: a : B( A p(Rq
Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, b : B, a : B( A $ send a b; P :: c : C p(Lq
Ψ ,M : τ Ψ ; ∆ $ P :: a : A
Ψ ; ∆ $ _Ð output a M ;P :: a : τ ^A p^Rq
Ψ, x : τ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : τ ^A $ xÐ input a;P :: c : C p^Lq
Ψ, x : τ ; ∆ $ P :: a : A
Ψ ; ∆ $ xÐ input a;P :: a : τ Ą A pĄRq
Ψ ,M : τ Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : τ Ą A $ _Ð output a M ;P :: c : C pĄLq
Ψ ; ∆ $ P :: a : rρα.A{αsA ¨ $ ρα.A types`
Ψ ; ∆ $ send a unfold;P :: a : ρα.A pρ
`Rq Ψ ; ∆, a : rρα.A{αsA $ P :: c : C ¨ $ ρα.A types`Ψ ; ∆, a : ρα.A $ unfold Ð recv a;P :: c : C pρ
`Lq
Ψ ; ∆ $ P :: a : rρα.A{αsA ¨ $ ρα.A types´
Ψ ; ∆ $ unfold Ð recv a;P :: a : ρα.A pρ
´Rq Ψ ; ∆, a : rρα.A{αsA $ P :: c : C ¨ $ ρα.A types´Ψ ; ∆, a : ρα.A $ send a unfold;P :: c : C pρ
´Lq
Ψ ,M : ta : AÐ ai : Aiu
Ψ ; ai : Ai $ aÐ tMu Ð ai :: a : A
pE-{}q
A.3 Rules for Type Formation
Ξ $ 1 types`
pC1q
Ξ, α typeps $ α typeps pCVarq
Ξ, α typeps $ A typeps
Ξ $ ρα.A typeps pCρq
Ξ $ A types´
Ξ $ ÓA types`
pCÓq Ξ $ A types`
Ξ $ ÒA types´
pCÒq
Ξ $ Al types` p@l P Lq
Ξ $ ‘tl : AlulPL types`
pC‘q Ξ $ Al types´ p@l P Lq
Ξ $ &tl : AlulPL types´
pC&q
Ξ $ A types` Ξ $ B types`
Ξ $ AbB types`
pCbq Ξ $ A types` Ξ $ B types´
Ξ $ A( B types´
pC(q
τ typef Ξ $ A types`
Ξ $ τ ^A types`
pC^q τ typef Ξ $ A types´
Ξ $ τ Ą A types´
pCĄq
¨ $ Ai types p0 ď i ď nq
ta0 : A0 Ð a1 : A1, . . . , an : Anu typef pT{}q
τ typef σ typef
τ Ñ σ typef pTÑq
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B Summary of Interpretations
For ease of reference, we give all of the semantic clauses (including omitted clauses).
B.1 Clauses for Term Formation (Appendix A.1)
Rule (I-{}). Equation (11):
JΨ , aÐ tP u Ð ai : ta : AÐ ai : AiuK “ up ˝ JΨ ; ai : Ai $ P :: a : AK
Rule (F-Var). Equation (6):
JΨ, x : τ , x : τKu “ piΨ,xx u
Rule (F-Fix). Equation (9):
JΨ , fix x.M : τKu “ JΨ, x : τ ,M : τK:u
Rule (F-Fun). Equation (7):
JΨ , λx : τ.M : τ Ñ σKu “ strict pλv P JτK.JΨ, x : τ ,M : σKru | x ÞÑ vsq
Rule (F-App). Equation (8):
JΨ ,MN : σKu “ JΨ ,M : τ Ñ σKupJΨ , N : τKuq
B.2 Clauses for Process Formation (Appendix A.2)
Rule (Fwd). Equation (17):
JΨ ; a : A $ bÐ a :: b : AKupa` : α, b´ : βq “ pa´ : β, b` : αq
Rule (Cut). Equation (18):
JΨ ; ∆1,∆2 $ aÐ P ; Q :: c : CKu
“ Tra´ˆa` pJΨ ; ∆1 $ P :: a : AKuˆ JΨ ; a : A,∆2 $ Q :: c : CKuq
Rule (1R). Equation (21):
JΨ ; ¨ $ close a :: a : 1Kupa´ : Kq “ pa` : ˚q
Rule (1L). Equation (22):
JΨ ; ∆, a : 1 $ wait a;P :: c : CKu “ stricta` `λpδ`, a`, c´q.pδ´,K, c`q˘
where JΨ ; ∆ $ P :: c : CKupδ`, c´q “ pδ´, c`q
Rule (ÓR). Equation (29):
JΨ ; ∆ $ send a shift;P :: a : ÓAKu
“ `idˆ `a` : up˘˘ ˝ JΨ ; ∆ $ P :: a : AKu
Rule (ÓL). Equation (30):
JΨ ; ∆, a : ÓA $ shift Ð recv a;P :: c : CKu
“ stricta`
`JΨ ; ∆, a : A $ P :: c : CKu ˝ `idˆ `a` : down˘˘˘
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Rule (ÒR). Omitted.
JΨ ; ∆ $ shift Ð recv a;P :: a : ÒAKu
“ stricta´
`JΨ ; ∆ $ P :: a : AKu ˝ `idˆ `a´ : down˘˘˘ (40)
Rule (ÒL). Omitted.
JΨ ; ∆, a : ÒA $ send a shift;P :: c : CKu
“ `idˆ `a´ : up˘˘ ˝ JΨ ; ∆, a : A $ P :: c : CKu (41)
Rule (‘Rk). Equation (33):JΨ ; ∆ $ a.k;P :: a : ‘tl : AlulPLKu `δ`, `a´l ˘lPL˘ “ `δ´, `k, “a`k ‰˘˘
where JΨ ; ∆ $ P :: a : AkKu `δ`, a´k ˘ “ `δ´, a`k ˘
Rule (‘L). Equation (34):
JΨ ; ∆, a : ‘tl : AlulPL $ case a tlñ PlulPL :: c : CKu
“ stricta`
`
λ
`
δ`, a` :
`
k,
“
a`k
‰˘
, c´
˘
.
`
δ´, a´ :
`
k : a´k , l ‰ k : K
˘
lPL , c
`˘˘
where JΨ ; ∆, a : Ak $ Pk :: c : CKupδ`, a`k , c´q “ pδ´, a´k , c`q
Rule (&R). Omitted.
JΨ ; ∆ $ case a tlñ PlulPL :: a : &tl : AlulPLKu
“ stricta´
`
λ
`
δ`, a´ :
`
k,
“
a´k
‰˘˘
.
`
δ´, a` :
`
k : a`k , l ‰ k : K
˘
lPL
˘˘
where JΨ ; ∆ $ Pk :: a : AkKupδ`, a´k q “ pδ´, a`k q
(42)
Rule (&Lk). Omitted.JΨ ; ∆, a : &tl : AlulPL $ a.k;P :: c : CKu `δ`, `a`l ˘lPL , c´˘ “ `δ´, `k, “a´k ‰˘ , c`˘
where JΨ ; ∆, a : Ak $ P :: c : CKu `δ`, a`k , c´˘ “ `δ´, a´k , c`˘ (43)
Rule (bR˚). Equation (25):
JΨ ; ∆, b : B $ send a b; P :: a : B bAKupδ`, b`, pa´B , a´Aqq “ `δ´, a´B , “`b`, a`A˘‰˘
where JΨ ; ∆ $ P :: a : AKupδ`, a´Aq “ pδ´, a`Aq
Rule (bL). Equation (26):
JΨ ; ∆, a : B bA $ bÐ recv a; Q :: c : CKupδ`, a`, c´q
“ stricta`
`
λpδ`, a` : “pa`B , a`Aq‰ , c´q.pδ´, pb´, a´q, c`q˘
where JΨ ; ∆, a : A, b : B $ Q :: c : CKupδ`, a`A, a`B , c´q “ pδ´, a´, b´, c`q
Rule ((R). Omitted.
JΨ ; ∆ $ bÐ recv a; P :: a : B( AKupδ`, a´q
“ stricta´
`
λpδ`, a´ : “pa`B , a´Aq‰q.pδ`, pb´, a`qq˘
where JΨ ; ∆, b : B $ P :: a : AKupδ`, a`B , a´Aq “ pδ´, b´, a`q
(44)
Rule ((L). Omitted.
JΨ ; ∆, b : B, a : B( A $ send a b; P :: c : CKupδ`, b`, pa´B , a`Aq, c´q
“ `δ´, a´B , “`b`, a´A˘‰ , c`˘
where JΨ ; ∆, a : A $ P :: c : CKupδ`, a`A, c´q “ pδ´, a´A, c`q
(45)
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Rule (^R). Equation (15):
JΨ ; ∆ $ _Ð output a M ;P :: a : τ ^AKupδ`, a´q
“
#
K if JΨ ,M : τKu “ K
pδ´, rpv, a`qsq if JΨ ,M : τKu “ v ‰ K
where JΨ ; ∆ $ P :: a : AKupδ`, a´q “ pδ´, a`q
Rule (^L). Equation (16):
JΨ ; ∆, a : τ ^A $ xÐ input a;P :: c : CKu
“ stricta`
`
λ
`
δ`, a` :
“`
v, α`
˘‰
, c´
˘
.JΨ, x : τ ; ∆, a : A $ P :: c : CKru | x ÞÑ vspδ`, α`, c´q˘
Rule (ĄR). Omitted.
JΨ ; ∆ $ xÐ input a;P :: a : τ Ą AKu
“ stricta´
`
λ
`
δ`, a´ :
“`
v, α´
˘‰˘
.JΨ, x : τ ; ∆ $ P :: a : AKru | x ÞÑ vspδ`, α´q˘ (46)
Rule (ĄL). Omitted.
JΨ ; ∆, a : τ Ą A $ _Ð output a M ;P :: c : CKupδ`, a`, c´q
“
#
K if JΨ ,M : τKu “ K
pδ´, rpv, a´qs , c`q if JΨ ,M : τKu “ v ‰ K
where JΨ ; ∆, a : A $ P :: c : CKupδ`, a`, c´q “ pδ´, a´, c`q
(47)
Rule (ρ`R). Equation (37):
JΨ ; ∆ $ send a unfold;P :: a : ρα.AKu
“ `idˆ `a` : Fold˘˘ ˝ JΨ ; ∆ $ P :: a : rρα.A{αsAKu ˝ `idˆ `a´ : Unfold˘˘
Rule (ρ`L). Equation (38):
JΨ ; ∆, a : ρα.A $ unfold Ð recv a;P :: c : CKu
“ `idˆ `a´ : Fold˘˘ ˝ JΨ ; ∆, a : rρα.A{αsA $ P :: c : CKu ˝ `idˆ `a` : Unfold˘˘
Rule (ρ´R). Omitted.
JΨ ; ∆ $ unfold Ð recv a;P :: a : ρα.AKu
“ `idˆ `a` : Fold˘˘ ˝ JΨ ; ∆ $ P :: a : rρα.A{αsAKu ˝ `idˆ `a´ : Unfold˘˘ (48)
Rule (ρ´L). Omitted.
JΨ ; ∆, a : ρα.A $ send a unfold;P :: c : CKu
“ `idˆ `a´ : Fold˘˘ ˝ JΨ ; ∆, a : rρα.A{αsA $ P :: c : CKu ˝ `idˆ `a` : Unfold˘˘ (49)
Rule (E-{}) Equation (12):
JΨ ; ai : Ai $ aÐ tMu Ð ai :: a : AK “ down ˝ JΨ ,M : ta : AÐ ai : AiuK
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B.3 Clauses for Type Formation (Appendix A.3)
Rule (C1). Equations (19) and (20):
JΞ $ 1 typesK´ “ λξ.tKuJΞ $ 1 typesK` “ λξ.t˚uK
Rule (CVar). Equation (35):
JΞ, α typeps $ α typeps Kq “ piΞ,αα pq P t´,`uq
Rule (Cρ). Equation (36):
JΞ $ ρα.A typesKp “ pJΞ, α types $ A typesKpq: pp P t´,`uq
Rule (CÓ). Equations (27) and (28):
JΞ $ ÓA typesK´ “ JΞ $ A typesK´JΞ $ ÓA typesK` “ JΞ $ A typesK`K
Rule (CÒ). Omitted.
JΞ $ ÒA typesK´ “ JΞ $ A typesK´K (50)JΞ $ ÒA typesK` “ JΞ $ A typesK` (51)
Rule (C‘). Equations (31) and (32):
JΞ $ ‘tl : AlulPL typesK´ “ź
lPL
JΞ $ Al typesK´
JΞ $ ‘tl : AlulPL typesK` “à
lPL
JΞ $ Al typesK`K
Rule (C&). Omitted.
JΞ $ &tl : AlulPL typesK´ “à
lPL
JΞ $ Al typesK´K (52)
JΞ $ &tl : AlulPL typesK` “ź
lPL
JΞ $ Al typesK` (53)
Rule (Cb). Equations (23) and (24):
JΞ $ AbB typesK´ “ JΞ $ A typesK´ ˆ JΞ $ B typesK´JΞ $ AbB typesK` “ `JΞ $ A typesK` ˆ JΞ $ B typesK`˘K
Rule (C(). Omitted.
JΞ $ A( B typesK´ “ `JΞ $ A typesK` ˆ JΞ $ B typesK´˘K (54)JΞ $ A( B typesK` “ JΞ $ A typesK´ ˆ JΞ $ B typesK` (55)
Rule (C^). Equations (13) and (14):
JΞ $ τ ^A typesK´ “ JΞ $ A typesK´JΞ $ τ ^A typesK` “ `JτKˆ JΞ $ A typesK`˘K
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Rule (CĄ). Omitted.
JΞ $ τ Ą A typesK´ “ `JτKˆ JΞ $ A typesK´˘K (56)JΞ $ τ Ą A typesK` “ JΞ $ A typesK` (57)
Rule (T{}). Equation (10):
Jta : AÐ ai : Aiu typefK “ Jai : Ai $ a : AKK
Rule (TÑ). Equation (5):
Jτ Ñ σ typefK “ rJτ typefK K!ÝÑ Jσ typefKs
C Properties of Trace and Parametrized Fixed-Point Operators
Traces were first discovered Căzănescu and Ştefănescu [18, § 4.3] and then independently
rediscovered by Joyal et al. [28] in the setting of balanced monoidal categories. In this section,
we define traces in the setting of symmetric monoidal categories. We related traces to the
continuous parametrized fixed-point operator p¨q: given in Section 4. We then prove various
identities that are useful for computing semantic equivalences.
§ Definition 18. A monoidal category is a sextuple pM,b, I, λ, ρ, αq satisfying the pentagon
axiom [19, diagram (2.2)] and the triangle axiom [19, diagram (2.10)], where
M is a category
b : MˆMÑM is a tensor product on M
I is the unit of the tensor
λ : I ˆAñ A is a natural isomorphism witnessing that I is the left unit
ρ : Ab I ñ A is a natural isomorphism witnessing that I is the right unit
α : pAbBq b C ñ Ab pB b Cq is a natural isomorphism witnessing the associativity of
the tensor b.
A monoidal category is symmetric if it is additionally equipped by a natural isomorphism
σ : AbB Ñ B bA satisfying various other axioms given on [8, p. 404].
§ Example 19. The category ω-aBC is a traced symmetric monoidal category. Its tensor
product is given by the Cartesian product ˆ and the terminal object J is the unit.
§ Definition 20 ([9, Definition 2.4]). A trace on a symmetric monoidal category pM,b, I, λ, ρ,
α, σq is a family of functions
TrUA,B : MpAb U,B b Uq ÑMpA,Bq
satisfying the following conditions:
1. Naturality in A (left tightening): if f : A1 b U Ñ B b U and g : AÑ A1, then
TrUA,B pf ˝ pg b idU qq “ TrUA1,Bpfq ˝ g : AÑ B.
2. Naturality in B (right tightening): if f : Ab U Ñ B1 b U and g : B1 Ñ B, then
TrUA,B ppg b idU q ˝ fq “ g ˝ TrUA,B1pfq : AÑ B.
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3. Dinaturality (sliding): if f : Ab U Ñ B b V and g : V Ñ U , then
TrUA,B ppidB b gq ˝ fq “ TrVA,B pf ˝ pidA b gqq : AÑ B.
4. Action (vanishing): if f : AÑ B, then
TrIA,B
`
ρ´1 ˝ f ˝ ρ˘ “ f : AÑ B,
and if f : Ab pU b V q Ñ B b pU b V q, then
TrUbVA,B pfq “ TrUA,B
´
TrVAbU,BbU
`
α´1 ˝ f ˝ α˘¯ .
5. Superposing: if f : Ab U Ñ B b U , then
TrUCbA,CbB
`
α´1 ˝ pidC b fq ˝ α
˘ “ idC b TrUA,Bpfq : C bAÑ C bB.
6. Yanking: for all U ,
TrUU,U pσU,U q “ idU : U Ñ U.
§ Example 21. The following defines a trace on the category ω-aBC [4, § 5.6]:
TrXA,Bpfq “ piBˆXB ˝ f ˝
A
idA,
`
piBˆXX ˝ f
˘:E
.
This trace is defined in terms of the parametrized fixed-point operator of Section 4.
Formally, a parametrized fixed-point operator is:
§ Definition 22 ([42, Definitions 2.2 and 2.4]). A parametrized fixed-point operator on a
category M is a family of morphisms p¨q: : MpX ˆAÑ Aq ñMpX Ñ Aq satisfying:
1. Naturality: for any g : X Ñ Y and f : Y ˆAÑ A,
f : ˝ g “ pf ˝ pg ˆ idAqq: : X Ñ A.
2. The parametrized fixed-point property: for any f : X ˆAÑ A,
f ˝ xidX , f :y “ f : : X Ñ A.
It is a Conway operator if it additionally satisfies:
3. Parameterized dinaturality: for any f : X ˆB Ñ A and g : X ˆAÑ B,
f ˝ xidX , pg ˝ xpiX , fyq:y “ pf ˝ xpi1, gyq: : X Ñ A.
4. The diagonal property: for any f : X ˆAˆAÑ A,
pf ˝ pidX ˆ∆qq: “
`
f :
˘: : X Ñ A,
where ∆ : AÑ AˆA is the diagonal map.
§ Example 23. Recall that ω-aBC is equipped with a continuous least-fixed-point operator
fix : rD Ñ Ds Ñ D for each object D. The operator p¨q: : rX ˆ A Ñ As Ñ rX Ñ As from
Section 4 given by f :pxq “ fixpλa.fpx, aqq is a Conway operator.
Our goal is to relate this Conway operator to the trace operator on ω-aBC. To do so, we
will use explicit definitions of fix and p¨q:. Recall that given a continuous g : X Ñ X, we can
compute fixpgq in two ways:
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using the Kleene fixed-point theorem, with fixpgq “ ŮÒnPN gnpKXq;
using a variant of the Knaster-Tarski theorem, with fixpgq “ dtx P X | gpxq Ď xu.
Given a continuous g : X ˆAÑ A, we can then compute g: in two ways:
using the Kleene fixed-point theorem, with g:pxq “ ŮÒnPNpλa P A.gpx, aqqnpKAq;
using a variant of the Knaster-Tarski theorem, with g:pxq “ dta P A | gpx, aq Ď au.
Hasegawa [26, Theorem 7.1] and Hyland independently discovered [9, p. 281] that a
cartesian category has a trace if and only if it has a Conway operator. The following is a
special case of the proof of the Hasegawa-Hyland theorem.
§ Proposition 24. For all f : AˆX Ñ BˆX, we have f˝xidA, ppiBˆXX ˝fq:y “ pf˝piBˆXˆAAˆX q:.
Consequently, TrXpfq “ piBˆXB ˝ pf ˝ piBˆXˆAAˆX q:.
As a consequence of Proposition 24, we can compute the trace TrXpfq of a morphism
f : AˆX Ñ B ˆX in two ways:
using the Kleene fixed-point theorem, with
TrXpfqpaq “ piBˆXB
˜ğÒ
nPN
pλ pb, xq .f pa, xqqn pKB ,KXq
¸
;
using a variant of the Knaster-Tarski theorem, with
TrXpfqpaq “ piBˆXB
´l
tpb, xq P B ˆX | fpa, xq Ď pb, xqu
¯
. (58)
Lemma 25 further relates the Conway operator and the trace on ω-aBC.
§ Lemma 25. Let f : A ˆ X Ñ B ˆ X be continuous and let a P A be arbitrary. Take
P “ tpb, xq P B ˆX | fpa, xq Ď pb, xqu. Then dP “ `f ˝ piBˆAˆXAˆX ˘: paq and dP P P .
Proof. Let pbˆ, xˆq “ `f ˝ piBˆAˆXAˆX ˘: paq. We begin by showing that pbˆ, xˆq P P . By the
parametrized fixed-point property (Definition 22),
fpa, xˆq “ `f ˝ piBˆAˆXAˆX ˘ pbˆ, a, xˆq
“ `f ˝ piBˆAˆXAˆX ˘: paq
“ pbˆ, xˆq.
So pbˆ, xˆq P P . Next, we show that pbˆ, xˆq “ dP . But this is immediate by the Knaster-Tarski
formulation of
`
f ˝ piBˆAˆXAˆX
˘:. Indeed,
pbˆ, xˆq “ `f ˝ piBˆAˆXAˆX ˘: paq
“
l  pb, xq P B ˆX | `f ˝ piBˆAˆXAˆX ˘ pb, a, xq Ď pb, xq(
“
l
tpb, xq P B ˆX | fpa, xq Ď pb, xqu
“
l
P. đ
Proposition 26 allows us to drop section-retraction pairs from fixed expressions. We call a
morphism s : Y Ñ X a section if there exists a morphism r : X Ñ Y with r˝s “ idY . In this
case, we call r the retract. We frequently encounter the section-retraction pair pup, downq
when computing semantic equivalences.
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§ Proposition 26. Let s : Y Ñ X be a section with retract r : X Ñ Y in a traced category.
For all f : Ab Y Ñ B b Y , we have TrXA,B ppidB b sq ˝ f ˝ pidA b rqq “ TrYA,B pfq.
Proof. The result follows by associativity of composition, the sliding axiom, and the fact
that r ˝ s “ idY :
TrXA,B ppidB b sq ˝ f ˝ pidA b rqq
“ TrXA,B ppidB b sq ˝ pf ˝ pidA b rqqq
“ TrYA,B ppf ˝ pidA b rqq ˝ pidA b sqq
“ TrYA,B pf ˝ pidA b pr ˝ sqqq
“ TrYA,B pf ˝ pidA b idY qq
“ TrYA,B pfq . đ
Proposition 27 gives an associativity property for traces.
§ Proposition 27. Consider the following morphisms in a traced monoidal category where
the associator and symmetry natural isomorphisms are the identity:
f1 : A1 bX1 Ñ B1 b Y1
f2 : A2 b Y1 bX2 Ñ B2 bX1 b Y2
f2 : A3 b Y2 Ñ B3 bX2.
Then
TrX1bY1bX2bY2A1bA2bA3,B1bB2bB3pf1 b f2 b f3q
“ TrX1bY1A1bA2bA3,B1bB2bB3
´
f1 b TrX2bY2A2bA3,B2bB3 pf2 b f3q
¯
“ TrX2bY2A1bA2bA3,B1bB2bB3
´
TrX1bY1A1bA2,B1bB2 pf1 b f2q b f3
¯
.
Proof.
TrX1bY1A1bA2bA3,B1bB2bB3
´
f1 b TrX2bY2A2bA3,B2bB3 pf2 b f3q
¯
“ TrX1bY1A1bA2bA3,B1bB2bB3
´
pf1 b idB2bB3q ˝
´
idA1bX1 b TrX2bY2A2bA3,B2bB3 pf2 b f3q
¯¯
by superposing:
“ TrX1bY1A1bA2bA3,B1bB2bB3
´
pf1 b idB2bB3q ˝ TrX2bY2A1bA2bA3,B1bB2bB3 pidA1bX1 b f2 b f3q
¯
by right tightening:
“ TrX1bY1A1bA2bA3,B1bB2bB3
´
TrX2bY2A1bA2bA3,B1bB2bB3 pf1 b f2 b f3q
¯
by action:
“ TrX1bY1bX2bY2A1bA2bA3,B1bB2bB3 pf1 b f2 b f3q
by assumption on the symmetry isomorphism:
“ TrX2bY2bX1bY1A1bA2bA3,B1bB2bB3 pf1 b f2 b f3q
by the above argument in reverse:
“ TrX2bY2A1bA2bA3,B1bB2bB3
´
TrX1bY1A1bA2,B1bB2 pf1 b f2q b f3
¯
. đ
Proposition 28 lets us drop the strictness operator under certain circumstances. This is
useful when computing semantic equivalences because we often need to take the trace of
functions that are strict in the component we are fixing.
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§ Proposition 28. Let f : AˆX Ñ C ˆ Y and g : B ˆ Y Ñ D ˆX. The equality
TrXˆY pstrictXpfq ˆ gq “ TrXˆY pf ˆ gq : AˆB Ñ C ˆD
holds whenever piDˆXX ˝ g is not strict or f “ strictXpfq.
Proof. If f is strict in X, then the result immediate. Assume now that piDˆXX ˝ g is not
strict. We use the Knaster-Tarski formulation (58) of the trace operator. Let pa, bq P AˆB
be arbitrary. We calculate that
TrXˆY pstrictXpfq ˆ gq pa, bq “ piCˆD
´l
L
¯
TrXˆY pf ˆ gq pa, bq “ piCˆD
´l
R
¯
where
l “ strictXpfq ˆ g,
L “ tpc, y, d, xq P C ˆ Y ˆD ˆX | lpa, x, b, yq Ď pc, y, d, xqu,
r “ f ˆ g,
R “ tpc, y, d, xq P C ˆ Y ˆD ˆX | rpa, x, b, yq Ď pc, y, d, xqu.
To show
TrXˆY pstrictXpfq ˆ gq pa, bq “ TrXˆY pf ˆ gq pa, bq,
it is sufficient to show that
d
L “ dR.
We begin by showing that
d
L Ď
d
R. To do so, we show that R Ď L. Let pcr, yr, dr, xrq P
R be arbitrary. By definition of R, rpa, xr, b, yrq Ď pcr, yr, dr, xrq. We have l Ď r because
strictXpfq Ď f and products are monotone. Then
lpa, xr, b, yrq Ď rpa, xr, b, yrq Ď pcr, yr, dr, xrq,
so pcr, yr, dr, xrq P L. We conclude R Ď L and dL Ď dR.
We now show that
d
R Ď
d
L. To do so, we show that
d
L P R. Let pcl, yl, dl, xlq “ dL.
We must show that
rpa, xl, d, ylq Ď pcl, yl, dl, xlq.
Because piDˆXX ˝ g is not strict, we know that xl ‰ KX . Indeed, by monotonicity we have
KX Ĺ
`
piDˆXX ˝ g
˘ pKB ,KY q Ď `piDˆXX ˝ g˘ pb, ylq “ xl
Observe that whenever x ‰ KX , we have for all y that rpa, x, b, yq “ lpa, x, b, yq. So
rpa, xl, d, xlq “ lpa, xl, d, xlq. By Lemma 25, dL P L, so lpa, xl, b, ylq Ď pcl, yl, dl, xlq. These
facts imply
rpa, xl, d, xlq “ lpa, xl, d, xlq Ď pcl, yl, dl, xlq,
i.e., that
d
L P R. We conclude that dR Ď dL.
Because pa, bq was arbitrary in the domain, we conclude that the functions are equal. đ
Proposition 29 tells us that the trace in ω-aBC interacts well with currying.
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§ Proposition 29. Let f : AˆB ˆX Ñ C ˆX. Let Λf : AÑ rB ˆX Ñ C ˆXs be given
by Currying. Then TrXAˆB,Cpfq “ λpa, bq P AˆB.TrXB,C pΛfpaqq pbq.
Proof. We use the explicit definition of the trace and Conway operators. Let pa, bq P AˆB
be arbitrary and write fa for Λfpaq:
TrXAˆB,Cpfqpa, bq
“ `piC ˝ f ˝ xidAˆB , ppiX ˝ fq:y˘ pa, bq
“ piC
`
f
`
a, b, ppiX ˝ fq:pa, bq
˘˘
“ piC pf pa, b, fixpλx P X.piXpfpa, b, xqqqqq
“ piC pfa pb, fixpλx P X.piXpfapb, xqqqqq
“ piC
`
fa
`
b, ppiX ˝ faq:pbq
˘˘
“ `piC ˝ fa ˝ xidB , ppiX ˝ faq:y˘ pbq
“ TrXB,Cpfaqpbq
“
´
λpa, bq P AˆB.TrXB,C pΛfpaqq pbq
¯
pa, bq.
Because pa, bq was arbitrary, we conclude that the two functions are equal. đ
Lemma 30 will be used by the proof of Proposition 31.
§ Lemma 30. Let X and Y be partial orders with bottom elements. Let s : X Ñ Y and
r : Y Ñ X monotone morphisms. If ps, rq is a section-retraction pair, then r is strict.
Proof. We must show that rpKY q “ KX . Observe that KY Ď spKXq. By monotonicity of r,
rpKY q Ď rpspKXqq “ idXpKXq “ KX . đ
Proposition 31 is useful when computing fixed points of quoted processes.
§ Proposition 31. Let X and Y be dcpos. Let s : X Ñ Y and r : Y Ñ X be a continuous
section-retraction pair and let f : X Ñ X be continuous. Then fixps ˝ f ˝ rq “ spfixpfqq.
Proof. Let l “ s ˝ f ˝ r. We claim for all n ě 1 that ln “ s ˝ fn ˝ r. We proceed by induction
on n. The result is immediate for n “ 1. Assuming the result for some n, we get:
ln`1 “ l ˝ ln “ ps ˝ f ˝ rq ˝ ps ˝ fn ˝ rq “ s ˝ f ˝ fn ˝ r “ s ˝ fn`1 ˝ r.
We then compute:
fixps ˝ f ˝ rq “
8ğÒ
n“0
lnpKY q
“
8ğÒ
n“1
lnpKY q
by the claim:
“
8ğÒ
n“1
ps ˝ fn ˝ rqpKY q
by Lemma 30:
“
8ğÒ
n“1
ps ˝ fnqpKXq
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by continuity:
“ s
˜ 8ğÒ
n“1
fnpKXq
¸
“ spfixpfqq. đ
Lemma 32 is useful when reasoning about stream transducers.
§ Lemma 32. Consider continuous functions
f : pc`1 : Aq ˆ pc´2 : Jq Ñ pc´1 : Jq ˆ pc`2 : Aq,
g : pc`2 : Aq ˆ pc´3 : Jq Ñ pc´2 : Jq ˆ pc`3 : Aq.
Let
ρpc`1 : a, c´3 : Kq “ pc`1 : a, c´2 : Kq : pc`1 : Aq ˆ pc´3 : Jq Ñ pc`1 : Aq ˆ pc´2 : Jq
σpc´1 : K, c`2 : aq “ pc`2 : a, c´3 : Kq : pc´1 : Jq ˆ pc`2 : Aq Ñ pc`2 : Aq ˆ pc´3 : Jq
τpc´2 : K, c`3 : aq “ pc´1 : K, c`3 : aq : pc´2 : Jq ˆ pc`3 : Aq Ñ pc´1 : Jq ˆ pc`3 : Aq
be relabelling isomorphisms. Then Trc
´
2 ˆc`2 pf ˆ gq “ τ ˝ g ˝ σ ˝ f ˝ ρ.
Proof. Let pa,Kq P pc`1 : Aq ˆ pc´3 : Jq be arbitrary. Let
F “  pK, a2,K, a3q P pc´1 : Jq ˆ pc`2 : Aq ˆ pc´2 : Jq ˆ pc`3 : Aq |
| pf ˆ gqpa,K, a2,Kq Ď pK, a2,K, a3qu .
By the Knaster-Tarski formulation of the trace ((58)):
Trc
´
2 ˆc`2 pf ˆ gqpa,Kq “ pic´1 ,c`3
´l
F
¯
.
To prove the proposition, it is sufficient to show that:
pic´1 ,c
`
3
´l
F
¯
“ pτ ˝ g ˝ σ ˝ f ˝ ρqpa,Kq.
We begin by showing pτ ˝ g ˝ σ ˝ f ˝ ρqpa,Kq Ď pic´1 ,c`3 p
d
F q. Let pK, a2,K, a3q “ dF .
By Lemma 25,
d
F P F , so pf ˆ gqpa,K, a2,Kq Ď pK, a2,K, a3q, i.e.,
fpc`1 : a, c´2 : Kq Ď pc´1 : K, c`2 : a2q (59)
gpc`2 : a2, c´3 : Kq Ď pc´2 : K, c`3 : a3q. (60)
We generate a sequence of inequalities using monotonicity. First, by definition of ρ:
ρpc`1 : a, c´3 : Kq “ pc`1 : a, c´2 : Kq
applying f to both sides:
pf ˝ ρqpc`1 : a, c´3 : Kq “ fpc`1 : a, c´2 : Kq
by transitivity with (59):
pf ˝ ρqpc`1 : a, c´3 : Kq Ď pc´1 : K, c`2 : a2q
applying σ to both sides and computing on the right:
pσ ˝ f ˝ ρqpc`1 : a, c´3 : Kq Ď pc´3 : K, c`2 : a2q
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applying f to both sides:
pg ˝ σ ˝ f ˝ ρqpc`1 : a, c´3 : Kq Ď gpc´3 : K, c`2 : a2q
by transitivity with (60):
pg ˝ σ ˝ f ˝ ρqpc`1 : a, c´3 : Kq Ď pc´2 : K, c`3 : a3q
applying τ to both sides and computing on the right:
pτ ˝ g ˝ σ ˝ f ˝ ρqpc`1 : a, c´3 : Kq Ď pc´1 : K, c`3 : a3q
but pc´1 : K, c`3 : a3q “ pic´1 ,c`3 p
d
F q, so:
pτ ˝ g ˝ σ ˝ f ˝ ρqpc`1 : a, c´3 : Kq Ď pic´1 ,c`3
´l
F
¯
.
Now we show that pic´1 ,c`3 p
d
F q Ď pτ ˝ g ˝ σ ˝ f ˝ ρqpa,Kq. Let a2, a3 P A be such that
fpc`1 : a, c´2 : Kq “ pc´1 : K, c`2 : a2q,
gpc`2 : a2, c´3 : Kq “ pc´2 : K, c`3 : a3q.
Then pτ ˝ g ˝ σ ˝ f ˝ ρqpc`1 : a, c´3 : Kq “ pc´1 : K, c`3 : a3q. But the above two equations imply
that
pf ˆ gqpc`1 : a, c´2 : K, c`2 : a2, c´3 : Kq “ pc´1 : K, c`2 : a2, c´2 : K, c`3 : a3q,
so pc´1 : K, c`2 : a2, c´2 : K, c`3 : a3q P F . It follows that
pic´1 ,c
`
3
´l
F
¯
Ď pc´1 : K, c`3 : a3q “ pτ ˝ g ˝ σ ˝ f ˝ ρqpc`1 : a, c´3 : Kq. đ
D Semantic Results for Terms and Processes
We show various supporting results for terms and processes. To simplify the proofs of these
results, we adopt the following slogan:
The sound categorical interpretation of notion the of term formation amounts to
requiring that certain naturality conditions hold in the categorical model. [17, p. 165]:
To make this explicit, assume that judgments Ψ , M : τ are interpreted as morphismsJΨKÑ JτK in some category C. Consider a term-forming rule
Ψ ; ∆1 $ P1 :: c1 : C1 ¨ ¨ ¨ Ψ ; ∆n $ Pn :: cn : Cn Ψ ,M1 : τ1 ¨ ¨ ¨ Ψ ,Mm : τm J1 ¨ ¨ ¨ Jl
Ψ , FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq : τ
Assume its interpretation is given by
JΨ ; ∆ $ FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq :: c : CK
“ JFJ1,...,JlKJΨK pJΨ ; ∆1 $ P1 :: c1 : C1K, . . . , JΨ ; ∆n $ Pn :: cn : CnK,JΨ ,M1 : τ1K, . . . , JΨ ,Mm : τmKq , (61)
where JFJ1,...,JlK is a family of morphisms
JFJ1,...,JlKJΨK :
˜
nź
i“1
C pJΨK, J∆i $ ci : CiKq¸ˆ˜ mź
i“1
C pJΨK, JτiKq¸Ñ C pJΨK, JτKq . (62)
We say that Equation (61) is natural in its environment if the family (62) is natural inJΨK. In this case, we call JFJ1,...,JlK a natural interpretation of the rule. The definition for
process-forming rules is analogous.
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§ Proposition 33. If Ψ , M : τ , then the interpretation JΨ ,M : τK is natural in its
environment. If Ψ ; ∆ $ P :: a : A, then the interpretation JΨ ; ∆ $ P :: a : AK is natural in
its environment.
Proof. By case analysis on the last rule in the derivation of Ψ ,M : τ and Ψ ; ∆ $ P :: a : A.
We explain notation and styles of arguments in the first case in which they are used. Because
many of the cases are similar, we adopt a concise style in subsequent cases.
Case (I-{}).
Ψ ; ai : Ai $ P :: a : A
Ψ , aÐ tP u Ð ai : ta : AÐ ai : Aiu
pI-{}q
Recall Equation (11):
JΨ , aÐ tP u Ð ai : ta : AÐ ai : AiuK “ up ˝ JΨ ; ai : Ai $ P :: a : AK.
The corresponding natural interpretation is:
ω-aBC p´, upq : ω-aBC p´, JaÐ tP u Ð ai $ a : AKq ñ ω-aBC `´, Jta : AÐ ai : AiuK˘
where the component at JΨK is given by
ω-aBC pJΨK, upq ppq “ up ˝ p.
Case (F-Var).
Ψ, x : τ , x : τ pF-Varq
Recall Equation (6):
JΨ, x : τ , x : τKu “ piΨ,xx u.
The corresponding natural interpretation is:`
λK.λu P JΨ, x : τK.piΨ,xx u˘JΨK : tKu ñ ω-aBC pJΨ, x : τK, JτKq
Case (F-Fix).
Ψ, x : τ ,M : τ
Ψ , fix x.M : τ pF-Fixq
Recall Equation (9):
JΨ , fix x.M : τKu “ JΨ, x : τ ,M : τK:u.
This is equivalent to
JΨ , fix x.M : τKu “ fix pλv P JτK.JΨ, x : τ ,M : τKru | x ÞÑ vsq ,
which is itself equivalent to
JΨ , fix x.M : τKu “ fix pΛ pJΨ, x : τ ,M : τKqq ,
where
Λ : ω-aBC p´ ˆ Jx : τK, JτKq ñ ω-aBC p´, ω-aBC pJτK, JτKqq
is the currying natural isomorphism given by the adjunction for the exponential. The
corresponding natural interpretation for (F-Fix) is then:
ω-aBC p´, fixq ˝ Λ : ω-aBC p´ ˆ Jx : τK, JτKq ñ ω-aBC p´, JτKq .
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Case (F-Fun).
Ψ, x : τ ,M : σ
Ψ , λx : τ.M : τ Ñ σ pF-Funq
Recall Equation (7):
JΨ , λx : τ.M : τ Ñ σKu “ strict pλv P JτK.JΨ, x : τ ,M : σKru | x ÞÑ vsq .
This is equivalent to
JΨ , λx : τ.M : τ Ñ σKu “ strictpΛpJΨ, x : τ ,M : σKqq.
The corresponding natural interpretation is:
ω-aBC p´, strictq ˝ Λ : ω-aBC p´ ˆ Jx : τK, JσKq ñ ω-aBC p´, JσKq .
Case (F-App).
Ψ ,M : τ Ñ σ Ψ , N : τ
Ψ ,MN : σ pF-Appq
Recall Equation (8):
JΨ ,MN : σKu “ JΨ ,M : τ Ñ σKupJΨ , N : τKuq.
We must show that this is the image pηJΨKpJΨ ,M : τ Ñ σK, JΨ , N : τKqqu of some
natural transformation
η : ω-aBC p´, Jτ Ñ σKq ˆ ω-aBC p´, JτKq ñ ω-aBC p´, JσKq .
There exists a canonical natural isomorphism
α : ω-aBC p´, Jτ Ñ σKq ˆ ω-aBC p´, JτKq ñ ω-aBC p´, Jτ Ñ σKˆ JτKq
whose D-component is αDpm,nqpuq “ pmu, nuq. The counit ev of the exponential
adjunction is a natural transformation whose JτK, JσK component is
evJτK,JσK : Jτ Ñ σKˆ JτKÑ JσK.
sending pf, vq to fpvq. This morphism induces a natural transformation
ω-aBC
`´, evJτK,JσK˘ : ω-aBC p´, Jτ Ñ σKˆ JτKq ñ ω-aBC p´, JσKq .
The corresponding natural interpretation for (F-App) is then η “ ω-aBC `´, evJτK,JσK˘˝α.
Case (Fwd).
Ψ ; a : A $ bÐ a :: b : A pFwdq
Recall Equation (17):
JΨ ; a : A $ bÐ a :: b : AKupa`, b´q “ pb´, a`q
Let f “ λpa`, b´q.pb´, a`q. The corresponding natural interpretation is
pλK.λu P JΨK.fqJΨK : tKu ñ ω-aBC pJΨK, Ja : A $ b : AKq .
This family is natural is because it is a constant family.
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Case (Cut).
Ψ ; ∆1 $ P :: a : A Ψ ; a : A,∆2 $ Q :: c : C
Ψ ; ∆1,∆2 $ aÐ P ; Q :: c : C pCutq
Recall Equation (18):
JΨ ; ∆1,∆2 $ aÐ P ; Q :: c : CKu
“ Tra´ˆa` pJΨ ; ∆1 $ P :: a : AKuˆ JΨ ; a : A,∆2 $ Q :: c : CKuq .
We must show that there is a corresponding natural interpretation
η : ω-aBC p´, J∆1 $ a : AKq ˆ ω-aBC p´, Ja : A,∆2 $ c : CKq ñ
ñ ω-aBC p´, J∆1,∆2 $ c : CKq .
There exists a natural isomorphism
α : ω-aBC p´, J∆1 $ a : AKq ˆ ω-aBC p´, Ja : A,∆2 $ c : CKq ñ
ñ ω-aBC p´, J∆1 $ a : AKˆ Ja : A,∆2 $ c : CKq
whose D-component is αDpp, qqpuq “ ppu, quq. There exists an injection
ψ : J∆1 $ a : AKˆ Ja : A,∆2 $ c : CKÑ
Ñ ω-aBC `J∆1,∆2, a : AK` ˆ Ja : A, c : CK´, J∆1,∆2, a : AK´ ˆ Ja : A, c : CK`˘
where ψpp, qq “ pˆ q. The trace operator defines a morphism
Tra
´ˆa` : ω-aBC
`J∆1,∆2, a : AK` ˆ Ja : A, c : CK´,J∆1,∆2, a : AK´ ˆ Ja : A, c : CK`˘ Ñ J∆1,∆2 $ c : CK.
By the Yoneda lemma, the morphism Tra
´ˆa` ˝ ψ uniquely determines a natural trans-
formation
ω-aBC
´
´,Tra´ˆa` ˝ ψ
¯
: ω-aBC p´, J∆1 $ a : AKˆ Ja : A,∆2 $ c : CKq ñ
ñ ω-aBC p´, J∆1,∆2 $ c : CKq
given by post-composition. The corresponding natural interpretation is then:
η “ ω-aBC
´
´,Trb´ˆb` ˝ ψ
¯
˝ α.
Indeed, for all u P JΨK,
ηJΨK pJΨ ; ∆1 $ P :: b : BK, JΨ ; b : B,∆2 $ Q :: c : CKqu
“
´
Trb
´ˆb` ˝ ψ
¯
pJΨ ; ∆1 $ P :: b : BKu, JΨ ; b : B,∆2 $ Q :: c : CKuq
“ Trb´ˆb` pJΨ ; ∆1 $ P :: b : BKuˆ JΨ ; b : B,∆2 $ Q :: c : CKuq .
Case (1R).
Ψ ; ¨ $ close a :: a : 1 p1Rq
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Recall Equation (21):
JΨ ; ¨ $ close a :: a : 1Kupa´ : Kq “ pa` : ˚q
Let f “ λpa´ : Kq.pa` : ˚q. The corresponding natural interpretation is
pλK.λu P JΨK.fqJΨK : tKu ñ ω-aBC pJΨK, J¨ $ a : 1Kq .
This family is natural is because it is a constant family.
Case (1L).
Ψ ; ∆ $ P :: c : C
Ψ ; ∆, a : 1 $ wait a;P :: c : C p1Lq
Recall Equation (22):
JΨ ; ∆, a : 1 $ wait a;P :: c : CKu “ stricta` `λpδ`, a`, c´q.pδ´,K, c`q˘q
where pδ´, c`q “ JΨ ; ∆ $ P :: c : CKupδ`, c´q.
We must show that there exists a natural interpretation
η : ω-aBC p´, J∆ $ c : CKq ñ ω-aBC p´, J∆, a : 1 $ c : CKq .
By the Yoneda lemma, these natural transformations are in natural bijection with
morphisms
f : J∆ $ c : CKÑ J∆, a : 1 $ c : CK,
where each such f uniquely determines the natural transformation fˆ “ ω-aBC p´, fq
whose component at D is
fˆDpg : D Ñ J∆ $ c : CKq “ f ˝ g.
In particular, the natural interpretation is induced by the morphism
fppq “ strictc`
`
λpδ`, c`, a´q.pδ´,K, a`q˘
where pδ´, a`q “ ppδ`, a´q.
Case (ÓR).
Ψ ; ∆ $ P :: a : A
Ψ ; ∆ $ send a shift;P :: a : ÓA pÓRq
Recall Equation (29):
JΨ ; ∆ $ send a shift;P :: a : ÓAKu
“ `idˆ `a` : up˘˘ ˝ JΨ ; ∆ $ P :: a : AKu.
Let
fppq “ `idˆ `a` : up˘˘ ˝ p : J∆ $ a : AKÑ J∆ $ a : ÓAK.
The natural interpretation is then
ω-aBC p´, fq : ω-aBC p´, J∆ $ a : AKq ñ ω-aBC p´, J∆ $ a : ÓAKq .
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Indeed, given a u P JΨK, we get
ω-aBC pJΨK, fq pJΨ ; ∆ $ P :: a : AKq puq
“ pf ˝ JΨ ; ∆ $ P :: a : AKq puq
“ fpJΨ ; ∆ $ P :: a : AKuq
“ `idˆ `a` : up˘˘ ˝ JΨ ; ∆ $ P :: a : AKu.
Case (ÓL).
Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : ÓA $ shift Ð recv a;P :: c : C pÓLq
Recall Equation (30):
JΨ ; ∆, a : ÓA $ shift Ð recv a;P :: c : CKu
“ stricta`
`JΨ ; ∆, a : A $ P :: c : CKu ˝ `idˆ `a` : down˘˘˘ .
Let
fppq “ p ˝ `idˆ `a` : down˘˘ : J∆, a : A $ c : CKÑ J∆, a : ÓA $ c : CK.
The natural interpretation is then
ω-aBC p´, fq : ω-aBC p´, J∆, a : A $ c : CKq ñ ω-aBC p´, J∆, a : ÓA $ c : CKq .
Case (ÒR).
Ψ ; ∆ $ P :: a : A
Ψ ; ∆ $ shift Ð recv a;P :: a : ÒA pÒRq
Analogous to case (ÓL).
Case (ÒL).
Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : ÒA $ send a shift;P :: c : C pÒLq
Analogous to case (ÓR).
Case (‘Rk).
Ψ ; ∆ $ P :: a : Ak pk P Lq
Ψ ; ∆ $ a.k;P :: a : ‘tl : AlulPL
p‘Rkq
Recall Equation (33):
JΨ ; ∆ $ a.k;P :: a : ‘tl : AlulPLKu `δ`, `a´l ˘lPL˘ “ `δ´, `k, “a`k ‰˘˘
where JΨ ; ∆ $ P :: a : AkKu `δ`, a´k ˘ “ `δ´, a`k ˘ .
Let f : J∆ $ a : AkKÑ J∆ $ a : ‘tl : AlulPLK be given by
fppq `δ`, `a´l ˘lPL˘ “ `δ´, `k, “a`k ‰˘˘
where p
`
δ`, a´k
˘ “ `δ´, a`k ˘. The natural interpretation is then
ω-aBC p´, fq : ω-aBC p´, J∆ $ a : AkKq ñ ω-aBC p´, J∆ $ a : ‘tl : AlulPLKq .
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Case (‘L).
Ψ ; ∆, a : Al $ Pl :: c : C p@l P Lq
Ψ ; ∆, a : ‘tl : AlulPL $ case a tll ñ PluiPI :: c : C
p‘Lq
Recall Equation (34):
JΨ ; ∆, a : ‘tl : AlulPL $ case a tlñ PlulPL :: c : CKu
“ stricta`
`
λ
`
δ`, a` :
`
k,
“
a`k
‰˘
, c´
˘
.
`
δ´, a´ :
`
k : a´k , l ‰ k : K
˘
lPL , c
`˘˘
where pδ´, a´k , c`q “ JΨ ; ∆, a : Ak $ Pk :: c : CKupδ`, a`k , c´q.
We must find a corresponding natural interpretation
η :
˜ź
lPL
ω-aBC p´, J∆, a : Al $ c : CKq¸ñ ω-aBC p´, J∆, a : ‘tl : AlulPL $ c : CKq .
There exists a canonical natural isomorphism
α :
˜ź
lPL
ω-aBC p´, J∆, a : Al $ c : CKq¸ñ ω-aBC˜´,ź
lPL
J∆, a : Al $ c : CK¸
whose D-component is αD ppplqlPLq puq “ ppplpuqqlPL, so it is sufficient to show that there
exists a natural transformation
β : ω-aBC
˜
´,
ź
lPL
J∆, a : Al $ c : CK¸ñ ω-aBC p´, J∆, a : ‘tl : AlulPL $ c : CKq
such that η “ β ˝ α. Consider the β induced by
f :
ź
lPL
J∆, a : Al $ c : CKÑ J∆, a : ‘tl : AlulPL $ c : CK
f ppplqlPLq “ stricta`
`
λ
`
δ`, a` :
`
k,
“
a`k
‰˘
, c´
˘
.
`
δ´, a´ :
`
k : a´k , l ‰ k : K
˘
lPL , c
`˘˘
where pδ´, a´k , c`q “ pkpδ`, a`k , c´q.
Recall that we abuse notation to pattern match on the component a`. By strictness,
we know that it will be an element of the form
`
k,
“
a`k
‰˘
. We then get that η “
ω-aBC p´, fq ˝ α is the desired natural interpretation.
Case (&R).
Ψ ; ∆ $ Pl :: a : Al p@l P Lq
Ψ ; ∆ $ case a tlñ PlulPL :: a : &tl : AlulPL
p&Rq
Analogous to case (‘L).
Case (&Lk).
Ψ ; ∆, a : Ak $ P :: c : C pk P Lq
Ψ ; ∆, a : &tl : AlulPL $ a.k;P :: c : C
p&Lkq
Analogous to case (‘Rk).
Case (bR˚).
Ψ ; ∆ $ P :: a : A
Ψ ; ∆, b : B $ send a b; P :: a : B bA pbR
˚q
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Recall Equation (25):
JΨ ; ∆, b : B $ send a b; P :: a : B bAKupδ`, b`, pa´B , a´Aqq
“ `δ´, a´B , “`b`, a`A˘‰˘ where JΨ ; ∆ $ P :: a : AKupδ`, a´Aq “ pδ´, a`Aq.
Let f : J∆ $ a : AKÑ J∆, b : B $ a : B bAK be given by
fppqpδ`, b`, pa´B , a´Aqq “
`
δ´, a´B ,
“`
b`, a`A
˘‰˘
where ppδ`, a´Aq “ pδ´, a`Aq. The corresponding natural interpretation is then
ω-aBC p´, fq : ω-aBC p´, J∆ $ a : AKq ñ ω-aBC p´, J∆, b : B $ a : B bAKq .
Case (bL).
Ψ ; ∆, a : A, b : B $ P :: c : C
Ψ ; ∆, a : B bA $ bÐ recv a; P :: c : C pbLq
Recall Equation (26):
JΨ ; ∆, a : B bA $ bÐ recv a; Q :: c : CKupδ`, a`, c´q
“ stricta`
`
λpδ`, a` : “pa`B , a`Aq‰ , c´q.pδ´, pb´, a´q, c`q˘
where JΨ ; ∆, a : A, b : B $ Q :: c : CKupδ`, a`A, a`B , c´q “ pδ´, a´, b´, c`q.
Let f : J∆, a : A, b : B $ c : CKÑ J∆; a : B bA $ c : CK be given by
fppq “ stricta`
`
λpδ`, a` : “pa`B , a`Aq‰ , c´q.pδ´, pb´, a´q, c`q˘
where ppδ`, a`A, a`B , c´q “ pδ´, a´, b´, c`q. The corresponding natural interpretation is
then
ω-aBC p´, fq : ω-aBC p´, J∆, a : A, b : B $ c : CKq ñ ω-aBC p´, J∆; a : B bA $ c : CKq .
Case ((R).
Ψ ; ∆, b : B $ P :: a : A
Ψ ; ∆ $ bÐ recv a; P :: a : B( A p(Rq
Analogous to case (bL).
Case ((L).
Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, b : B, a : B( A $ send a bb; P :: c : C p(Lq
Analogous to case (bR).
Case (^R).
Ψ ,M : τ Ψ ; ∆ $ P :: a : A
Ψ ; ∆ $ _Ð output a M ;P :: a : τ ^A p^Rq
Recall Equation (15):
JΨ ; ∆ $ _Ð output a M ;P :: a : τ ^AKupδ`, a´q
“
#
K if JΨ ,M : τKu “ K
pδ´, rpv, a`qsq if JΨ ,M : τKu “ v ‰ K
where JΨ ; ∆ $ P :: a : AKupδ`, a´q “ pδ´, a`q.
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We must find a corresponding natural interpretation
η : ω-aBC p´, JτKq ˆ ω-aBC p´, J∆ $ a : AKq ñ ω-aBC p´, J∆ $ a : τ ^AKq .
Let
α : ω-aBC p´, JτKq ˆ ω-aBC p´, J∆ $ a : AKq ñ ω-aBC p´, JτKˆ J∆ $ a : AKq
be the canonical natural isomorphism whose D-component is αDpm, pqpuq “ pmu, puq.
Let f : JτKˆ J∆ $ a : AKÑ J∆ $ a : τ ^AK be the morphism given by
fpv, pqpδ`, a´q “
#
K if v “ K
pδ´, rpv, a`qsq if v ‰ K
where ppδ`, a´q “ pδ´, a`q. We claim that the corresponding natural interpretation is
given by
η “ ω-aBC p´, fq ˝ α : ω-aBC p´, JτKq ˆ ω-aBC p´, J∆ $ a : AKq ñ
ñ ω-aBC p´, J∆ $ a : τ ^AKq .
Indeed, given a u P JΨK, we get
ηJΨK pJΨ ,M : τK, JΨ ; ∆ $ P :: a : AKq puq
“ f pJΨ ,M : τKu, JΨ ; ∆ $ P :: a : AKuq
“ JΨ ; ∆ $ _Ð output a M ;P :: a : τ ^AKu.
Case (^L).
Ψ, x : τ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : τ ^A $ xÐ input a;P :: c : C p^Lq
Recall Equation (16):
JΨ ; ∆, a : τ ^A $ xÐ input a;P :: c : CKu
“ stricta`
`
λ
`
δ`, a` :
“`
v, α`
˘‰
, c´
˘
.JΨ, x : τ ; ∆, a : A $ P :: c : CKru | x ÞÑ vspδ`, α`, c´q˘
We must find a corresponding natural interpretation
η : ω-aBC p´ ˆ px : JτKq, J∆, a : A $ c : CKq ñ ω-aBC p´, J∆, a : τ ^A $ c : CKq .
Let
Λ : ω-aBC p´ ˆ px : JτKq, J∆, a : A $ c : CKq ñ
ñ ω-aBC p´ Ñ rpx : JτKq, J∆, a : A $ c : CKqs
be the natural isomorphism given by the adjunction for the exponential in ω-aBC. Let
f : ω-aBC ppx : JτKq, J∆, a : A $ c : CKq Ñ J∆, a : τ ^A $ c : CK
fppq “ stricta`
`
λ
`
δ`, a` :
“`
v, α`
˘‰
, c´
˘
.pvpδ`, α`, c´q˘ .
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We claim that the corresponding natural interpretation is η “ ω-aBC p´, fq ˝ Λ. To see
that this is so, set p “ JΨ, x : τ ; ∆, a : A $ P :: c : CK and note that:
ΛJΨKppq “ λu P JΨK.λv P JτK.pru | x ÞÑ vs.
Let u P JΨK be arbitrary and observe that:
pω-aBC p´, fq ˝ ΛqJΨK pJΨ, x : τ ; ∆, a : A $ P :: c : CKq puq
“ f pλv P JτK.pru | x ÞÑ vsq
“ stricta`
`
λ
`
δ`, a` :
“`
v, α`
˘‰
, c´
˘
. pλw P JτK.pru | x ÞÑ wsq vpδ`, α`, c´q˘
“ stricta`
`
λ
`
δ`, a` :
“`
v, α`
˘‰
, c´
˘
.pru | x ÞÑ vspδ`, α`, c´q˘
“ JΨ ; ∆, a : τ ^A $ xÐ input a;P :: c : CKu.
Case (ĄR).
Ψ, x : τ ; ∆ $ P :: a : A
Ψ ; ∆ $ xÐ input a;P :: a : τ Ą A pĄRq
Analogous to case (^L).
Case (ĄL).
Ψ ,M : τ Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : τ Ą A $ _Ð output a M ;P :: c : C pĄLq
Analogous to case (^R).
Case (ρ`R).
Ψ ; ∆ $ P :: a : rρα.A{αsA ´ $ ρα.A types`
Ψ ; ∆ $ send a unfold;P :: a : ρα.A pρ
`Rq
Recall Equation (37):
JΨ ; ∆ $ send a unfold;P :: a : ρα.AKu
“ `idˆ `a` : Fold˘˘ ˝ JΨ ; ∆ $ P :: a : rρα.A{αsAKu ˝ `idˆ `a´ : Unfold˘˘
Let f : JΨ ; ∆ $ P :: a : rρα.A{αsAK Ñ JΨ ; ∆ $ send a unfold;P :: a : ρα.AK be given
by
fppq “ `idˆ `a` : Fold˘˘ ˝ p ˝ `idˆ `a´ : Unfold˘˘ .
This is well-defined by semantic substitution of session types (Proposition 16) and the
definitions of Fold and Unfold. The corresponding natural interpretation is then
ω-aBC p´, fq : ω-aBC p´, JΨ ; ∆ $ P :: a : rρα.A{αsAKq ñ
ñ ω-aBC p´, JΨ ; ∆ $ send a unfold;P :: a : ρα.AKq .
Case (ρ`L).
Ψ ; ∆, a : rρα.A{αsA $ P :: c : C ´ $ ρα.A types`
Ψ ; ∆, a : ρα.A $ unfold Ð recv a;P :: c : C pρ
`Lq
Analogous to case (ρ`R).
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Case (ρ´R).
Ψ ; ∆ $ P :: a : rρα.A{αsA ´ $ ρα.A types´
Ψ ; ∆ $ unfold Ð recv a;P :: a : ρα.A pρ
´Rq
Analogous to case (ρ`R).
Case (ρ´L).
Ψ ; ∆, a : rρα.A{αsA $ P :: c : C ´ $ ρα.A types´
Ψ ; ∆, a : ρα.A $ send a unfold;P :: c : C pρ
´Lq
Analogous to case (ρ`R).
Case (E-{}).
Ψ ,M : ta : AÐ ai : Aiu
Ψ ; ai : Ai $ aÐ tMu Ð ai :: a : A
pE-{}q
Recall Equation (12):
JΨ ; ai : Ai $ aÐ tMu Ð ai :: a : AKu
“ down `JΨ ,M : ta : AÐ ai : AiuKu˘
We must find a corresponding natural interpretation
η : ω-aBC
`´, Jta : AÐ ai : AiuK˘ñ ω-aBC `´, Jai : Ai,∆ $ a : AK˘ .
It is η “ ω-aBC p´, downq. đ
D.1 Semantic Weakening
We show that weakening is semantically well-behaved, i.e., that the semantic clauses are
coherent [47, p. 218].
§ Proposition 15 (Coherence of Terms and Processes). If Ψ ,M : τ , then JΦ,Ψ ,M : τK “JΨ ,M : τK ˝ piΦ,ΨΨ . If Ψ;∆$P ::a :A, then JΦ,Ψ;∆$P ::a :AK“ JΨ;∆$P ::a :AK ˝ piΦ,ΨΨ .
Proof. By induction on the derivation of Ψ ,M : τ and Ψ ; ∆ $ P :: a : A.
Except where stated otherwise, each of rule cases uses the same proof outline. We refer to
it below as the “standard proof”. We give this proof for a generic rule for forming functional
terms. The proof for rules forming processes is analogous. Consider the rule
Ψ ; ∆1 $ P1 :: c1 : C1 ¨ ¨ ¨ Ψ ; ∆n $ Pn :: cn : Cn Ψ ,M1 : τ1 ¨ ¨ ¨ Ψ ,Mm : τm J1 ¨ ¨ ¨ Jl
Ψ , FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq : τ
Assume its interpretation is given by
JΨ , FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq : τK
“ JFJ1,...,JlKJΨK pJΨ ; ∆1 $ P1 :: c1 : C1K, . . . , JΨ ; ∆n $ Pn :: cn : CnK,JΨ ,M1 : τ1K, . . . , JΨ ,Mm : τmKq (63)
where JFJ1,...,JlK is a natural interpretation
JFJ1,...,JlK :
˜
nź
i“1
ω-aBC p´, J∆i $ ci : CiKq¸ˆ˜ mź
i“1
ω-aBC p´, JτiKq¸ñ ω-aBC p´, JτKq .
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Given any other functional context Φ disjoint from Ψ, we would like to show that
JΦ,Ψ , FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq : τK
“ JΨ , FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq : τK ˝ piΦ,ΨΨ .
By the induction hypothesis, we know that for 1 ď i ď n and 1 ď j ď m,
JΦ,Ψ ; ∆i $ Pi :: ci : CiK “ JΨ ; ∆i $ Pi :: ci : CiK ˝ piΦ,ΨΨJΦ,Ψ ,Mj : τjK “ JΨ ,Mj : τjK ˝ piΦ,ΨΨ .
Using these facts we get:
JΦ,Ψ , FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq : τK
“ JFJ1,...,JlKJΦK pJΦ,Ψ ; ∆1 $ P1 :: c1 : C1K, . . . , JΦ,Ψ ; ∆n $ Pn :: cn : CnK,JΦ,Ψ ,M1 : τ1K, . . . , JΦ,Ψ ,Mm : τmKq
which by the induction hypothesis,
“ JFJ1,...,JlKJΦK ´JΨ ; ∆1 $ P1 :: c1 : C1K ˝ piΦ,ΨΨ , . . . , JΨ ; ∆n $ Pn :: cn : CnK ˝ piΦ,ΨΨ ,
JΨ ,M1 : τ1K ˝ piΦ,ΨΨ , . . . , JΨ ,Mm : τmK ˝ piΦ,ΨΨ ¯
which by naturality of JFJ1,...,JlK,
“ JFJ1,...,JlKJΨK pJΨ ; ∆1 $ P1 :: c1 : C1K, . . . , JΨ ; ∆n $ Pn :: cn : CnK,JΨ ,M1 : τ1K, . . . , JΨ ,Mm : τmKq ˝ piΦ,ΨΨ
“ JΨ , FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq : τK ˝ piΦ,ΨΨ .
This is what we wanted to show.
Case (I-{}). By the standard proof and Proposition 33.
Case (F-Var).
Ψ, x : τ , x : τ pF-Varq
Recall Equation (6):
JΨ, x : τ , x : τKu “ piΨ,xx u.
We use identities of products and projections to compute:
JΦ,Ψ, x : τ , x : τK
“ piΦ,Ψ,xx
“ piΨ,xx ˝ piΦ,Ψ,xΨ,x
“ JΨ, x : τ , x : τK ˝ piΦ,Ψ,xΨ,x .
Case (F-Fix).
Ψ, x : τ ,M : τ
Ψ , fix x.M : τ pF-Fixq
Recall Equation (9):
JΨ , fix x.M : τKu “ JΨ, x : τ ,M : τK:u
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The result follows from a tweak of the standard proof and Proposition 33. Let η :
ω-aBC p´ ˆ Jx : τK, JτKq ñ ω-aBC p´, JτKq be the natural interpretation given by Pro-
position 33. Then
JΦ,Ψ , fix x.M : τK
“ ηJΦK pJΦ,Ψ, x : τ ,M : τKq
which by the induction hypothesis:
“ ηJΦK ´JΨ, x : τ ,M : τK ˝ piΦ,Ψ,xΨ,x ¯
which by an identity of projections:
“ ηJΦK ´JΨ, x : τ ,M : τK ˝ ´piΦ,ΨΨ ˆ `x : idJτK˘¯¯
which by naturality:
“ ηJΨK pJΨ, x : τ ,M : τKq ˝ piΦ,ΨΨ
“ JΨ , fix x.M : τK ˝ piΦ,ΨΨ .
Case (F-Fun).
Ψ, x : τ ,M : σ
Ψ , λx : τ.M : τ Ñ σ pF-Funq
This case is analogous to the case (F-Fix).
Case (F-App). By the standard proof and Proposition 33.
Case (Fwd). By the standard proof and Proposition 33.
Case (Cut). By the standard proof and Proposition 33.
Case (1R). By the standard proof and Proposition 33.
Case (1L). By the standard proof and Proposition 33.
Case (ÓR). By the standard proof and Proposition 33.
Case (ÓL). By the standard proof and Proposition 33.
Case (ÒR). By the standard proof and Proposition 33.
Case (ÒL). By the standard proof and Proposition 33.
Case (‘Rk). By the standard proof and Proposition 33.
Case (‘L). By the standard proof and Proposition 33.
Case (&R). By the standard proof and Proposition 33.
Case (&Lk). By the standard proof and Proposition 33.
Case (bR˚). By the standard proof and Proposition 33.
Case (bL). By the standard proof and Proposition 33.
Case ((R). By the standard proof and Proposition 33.
Case ((L). By the standard proof and Proposition 33.
Case (^R). By the standard proof and Proposition 33.
Case (^L).
Ψ, x : τ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : τ ^A $ xÐ input a;P :: c : C p^Lq
This case is analogous to the case (F-Fix).
Case (ĄR).
Ψ, x : τ ; ∆ $ P :: a : A
Ψ ; ∆ $ xÐ input a;P :: a : τ Ą A pĄRq
This case is analogous to the case (F-Fix).
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Case (ĄL). By the standard proof and Proposition 33.
Case (ρ`R). By the standard proof and Proposition 33.
Case (ρ`L). By the standard proof and Proposition 33.
Case (ρ´R). By the standard proof and Proposition 33.
Case (ρ´L). By the standard proof and Proposition 33.
Case (E-{}). By the standard proof and Proposition 33. đ
D.2 Semantic Substitution
Our goal in this section is to show that substitution is given by composition. Context
morphisms give us a semantic account of substitutions. The judgment σ :f Φ Ψ means the
substitution σ is a morphism of functional variable contexts from Φ to Ψ. It is inductively
defined by the rules
¨ :f Φ ¨ pS-T-Emptyq
σ :f Φ Ψ Φ ,M : τ
σ,M :f Φ Ψ, x : τ
pS-T-Fq
Consider a morphism σ “ N1, . . . , Nn with n ě 0 satisfying σ :f Φ  x1 : τ1, . . . , xn : τn.
Given a functional term x1 : τ1, . . . , xn : τn , M : τ or a process x1 : τ1, . . . , xn : τn ;
∆ $ P :: c : C, we write σM and σP for the results of the simultaneous substitutions
rN1, . . . , Nn{x1, . . . , xnsM and rN1, . . . , Nn{x1, . . . , xnsP , respectively.
The judgments Ψ , M : τ and Ψ ; ∆ $ P :: a : A satisfy the following syntactic
substitution property:
§ Proposition 34 (Syntactic Substitution of Terms). Let σ :f Φ Ψ be arbitrary.
(1) If Ψ , N : τ , then Φ , σN : τ .
(2) If Ψ ; ∆ $ P :: c : C, then Φ ; ∆ $ σP :: c : C.
Proof. By induction on the derivation of Ψ ,M : τ and Ψ ; ∆ $ P :: a : A. đ
A context morphism σ :f Φ Ψ is interpreted as a continuous morphism Jσ :f Φ ΨK :JΦKÑ JΨK. It is recursively defined on the derivation of σ :f Φ Ψ. The interpretations of
(S-T-Empty) and (S-T-F) are respectively
J¨ :f Φ ¨K “ JJΦK (64)Jσ,M :f Φ Ψ, x : τK “ xJσ :f Φ ΨK, x : JΦ ,M : τKy (65)
where JJΦK is the unique morphism from JΦK to the terminal object J of ω-aBC.
§ Lemma 35 (Weakening of Context Morphisms). Let σ :f Φ  Ψ be arbitrary and Γ,Φ a
context. Then σ :f Γ,Φ Ψ and
Jσ :f Γ,Φ ΨK “ Jσ :f Φ ΨK ˝ piΓ,ΦΦ .
Proof. By induction on the derivation of σ :f Φ Ψ.
Case (S-T-Empty). Then σ :f Γ,Φ ¨ by (S-T-Empty). By terminality,
Jσ :f Γ,Φ ¨K “ JJΓ,ΦK “ JJΦK ˝ piΓ,ΦΦ “ Jσ :f Φ ¨K ˝ piΓ,ΦΦ .
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Case (S-T-F).
σ :f Φ Ψ Φ ,M : τ
σ,M :f Φ Ψ, x : τ
pS-T-Fq
By the induction hypothesis, σ :f Γ,Φ Ψ and
Jσ :f Γ,Φ ΨK “ Jσ :f Φ ΨK ˝ piΓ,ΦΦ .
By weakening, Γ,Φ ,M : τ , and by Proposition 15,
JΓ,Φ ,M : τK “ JΦ ,M : τK ˝ piΓ,ΦΦ .
So σ,M :f Γ,Φ Ψ, x : τ by (S-T-F). By Equation (65),
Jσ,M :f Γ,Φ Ψ, x : τK
“ xJσ :f Γ,Φ ΨK, x : JΓ,Φ ,M : τKy
“ xJσ :f Φ ΨK ˝ piΓ,ΦΦ , x : JΦ ,M : τK ˝ piΓ,ΦΦ y
“ xJσ :f Φ ΨK, x : JΦ ,M : τKy ˝ piΓ,ΦΦ
“ Jσ,M :f Φ Ψ, x : τK ˝ piΓ,ΦΦ .
We conclude the result by induction. đ
§ Proposition 36 (Semantic Substitution of Terms). Let σ :f Φ Ψ be arbitrary.
(1) If Ψ , N : τ , then JΦ , σN : τK “ JΨ , N : τK ˝ Jσ :f Φ ΨK.
(2) If Ψ ; ∆ $ P :: c : C, then JΦ ; ∆ $ σP :: c : CK “ JΨ ; ∆ $ P :: c : CK ˝ Jσ :f Φ ΨK.
Proof. By induction on the derivation of Ψ ,M : τ and Ψ ; ∆ $ P :: a : A.
Except where stated otherwise, each of rule cases uses the same proof outline. We refer
to it below as the “standard proof”. We give this proof for a generic rule. Consider the rule
Ψ ; ∆1 $ P1 :: c1 : C1 ¨ ¨ ¨ Ψ ; ∆n $ Pn :: cn : Cn Ψ ,M1 : τ1 ¨ ¨ ¨ Ψ ,Mm : τm J1 ¨ ¨ ¨ Jl
Ψ , FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq : τ
Assume its interpretation is given by
JΨ ; ∆ $ FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq :: c : CK
“ JFJ1,...,JlKJΨK pJΨ ; ∆1 $ P1 :: c1 : C1K, . . . , JΨ ; ∆n $ Pn :: cn : CnK,JΨ ,M1 : τ1K, . . . , JΨ ,Mm : τmKq (66)
where JFJ1,...,JlK is a natural interpretation
JFJ1,...,JlK :
˜
nź
i“1
ω-aBC p´, J∆i $ ci : CiKq¸ˆ˜ mź
i“1
ω-aBC p´, JτiKq¸ñ ω-aBC p´, JτKq .
Given any context morphism σ :f Φ Ψ, we would like to show that
JΦ ; ∆ $ σ pFJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmqq :: c : CK
“ JΨ ; ∆ $ FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq :: c : CK ˝ Jσ :f Φ ΨK.
By the definition of syntactic substitution, we know that
σ pFJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmqq “ FJ1,...,JlpσP1, . . . , σPn, σM1, . . . , σMmq.
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By the induction hypothesis, we know that for 1 ď i ď n and 1 ď j ď m,
JΦ ; ∆i $ σPi :: ci : CiK “ JΨ ; ∆i $ Pi :: ci : CiK ˝ Jσ :f Φ ΨKJΦ , σMj : τjK “ JΨ ,Mj : τjK ˝ Jσ :f Φ ΨK.
Using these facts we get:
JΦ ; ∆ $ σ pFJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmqq :: c : CK
“ JΦ ; ∆ $ FJ1,...,JlpσP1, . . . , σPn, σM1, . . . , σMmq :: c : CK
“ JFJ1,...,JlKJΦK pJΦ ; ∆1 $ σP1 :: c1 : C1K, . . . , JΦ ; ∆n $ σPn :: cn : CnK,JΦ , σM1 : τ1K, . . . , JΦ , σMm : τmKq
which by the induction hypothesis,
“ JFJ1,...,JlKJΦK pJΨ ; ∆1 $ P1 :: c1 : C1K ˝ Jσ :f Φ ΨK, . . . ,JΨ ; ∆n $ Pn :: cn : CnK ˝ Jσ :f Φ ΨK,JΨ ,M1 : τ1K ˝ Jσ :f Φ ΨK, . . . , JΨ ,Mm : τmK ˝ Jσ :f Φ ΨKq
which by naturality of JFJ1,...,JlK,
“ JFJ1,...,JlKJΨK pJΨ ; ∆1 $ P1 :: c1 : C1K, . . . , JΨ ; ∆n $ Pn :: cn : CnK,JΨ ,M1 : τ1K, . . . , JΨ ,Mm : τmKq ˝ Jσ :f Φ ΨK
“ JΨ ; ∆ $ FJ1,...,JlpP1, . . . , Pn,M1, . . . ,Mmq :: c : CK ˝ Jσ :f Φ ΨK.
Case (I-{}).
Ψ ; ai : Ai $ P :: a : A
Ψ , aÐ tP u Ð ai : ta : AÐ ai : Aiu
pI-{}q
By the standard proof and Proposition 33.
Case (F-Var).
Ψ, x : τ , x : τ pF-Varq
Recall Equation (6):
JΨ, x : τ , x : τKu “ piΨ,xx u.
Let σ,M :f Φ Ψ, x : τ be arbitrary. Then
JΦ , pσ,Mqx : τK
“ JΦ ,M : τK
“ piΨ,xx ˝ xJσ :f Φ ΨK, x : JΦ ,M : τKy
“ piΨ,xx ˝ Jσ,M :f Φ Ψ, x : τK
“ JΨ, x : τ , x : τK ˝ Jσ,M :f Φ Ψ, x : τK.
Case (F-Fix).
Ψ, x : τ ,M : τ
Ψ , fix x.M : τ pF-Fixq
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Recall Equation (9):
JΨ , fix x.M : τKu “ JΨ, x : τ ,M : τK:u
The result follows from a tweak of the standard proof and Proposition 33. Let σ :f Φ Ψ
be arbitrary. By Lemma 35, we can weaken it to σ, x :f Φ, x : τ  Ψ, x : τ . Let
η : ω-aBC p¨ ˆ Jx : τK, JτKq ñ ω-aBC p¨, JτKq be the natural interpretation given by
Proposition 33. Then
JΦ , σpfix x.Mq : τK
“ JΦ , fix x.pσ, xqM : τK
“ ηJΦK pJΦ, x : τ , pσ, xqM : τKq
which by the induction hypothesis:
“ ηJΦK pJΨ, x : τ ,M : τK ˝ Jσ, x :f Φ, x : τ  Ψ, x : τKq
which by Equation (65):
“ ηJΦK pJΨ, x : τ ,M : τK ˝ xJσ :f Φ, x : τ  ΨK, x : JΦ, x : τ , x : τKyq
which by Equation (6):
“ ηJΦK `JΨ, x : τ ,M : τK ˝ xJσ :f Φ, x : τ  ΨK, x : piΦ,xx y˘
which by Lemma 35:
“ ηJΦK ´JΨ, x : τ ,M : τK ˝ xJσ :f Φ ΨK ˝ piΦ,xΦ , x : piΦ,xx y¯
which by a property of products and projections:
“ ηJΦK pJΨ, x : τ ,M : τK ˝ pJσ :f Φ ΨKˆ Jx : τKqq
“ `ηJΦK ˝ ω-aBC pJσ :f Φ ΨKˆ Jx : τK, JτKq˘ pJΨ, x : τ ,M : τKq
which by naturality:
“ `ω-aBC pJσ :f Φ ΨK, JτKq ˝ ηJΨK˘ pJΨ, x : τ ,M : τKq
which by definition of natural interpretation:
“ ω-aBC pJσ :f Φ ΨK, JτKq pJΨ , fix x.M : τKq
“ JΨ , fix x.M : τK ˝ Jσ :f Φ ΨK.
Case (F-Fun).
Ψ, x : τ ,M : σ
Ψ , λx : τ.M : τ Ñ σ pF-Funq
This case is analogous to the case (F-Fix).
Case (F-App).
Ψ ,M : τ Ñ σ Ψ , N : τ
Ψ ,MN : σ pF-Appq
By the standard proof and Proposition 33.
Case (Fwd).
Ψ ; a : A $ bÐ a :: b : A pFwdq
By the standard proof and Proposition 33.
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Case (Cut).
Ψ ; ∆1 $ P :: a : A Ψ ; a : A,∆2 $ Q :: c : C
Ψ ; ∆1,∆2 $ aÐ P ; Q :: c : C pCutq
By the standard proof and Proposition 33.
Case (1R).
Ψ ; ¨ $ close a :: a : 1 p1Rq
By the standard proof and Proposition 33.
Case (1L).
Ψ ; ∆ $ P :: c : C
Ψ ; ∆, a : 1 $ wait a;P :: c : C p1Lq
By the standard proof and Proposition 33.
Case (ÓR).
Ψ ; ∆ $ P :: a : A
Ψ ; ∆ $ send a shift;P :: a : ÓA pÓRq
By the standard proof and Proposition 33.
Case (ÓL).
Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : ÓA $ shift Ð recv a;P :: c : C pÓLq
By the standard proof and Proposition 33.
Case (ÒR).
Ψ ; ∆ $ P :: a :
Ψ ; ∆ $ shift Ð recv a;P :: a : ÒA pÒRq
By the standard proof and Proposition 33.
Case (ÒL).
Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : ÒA $ send a shift;P :: c : C pÒLq
By the standard proof and Proposition 33.
Case (‘Rk).
Ψ ; ∆ $ P :: a : Ak pk P Lq
Ψ ; ∆ $ a.k;P :: a : ‘tl : AlulPL
p‘Rkq
By the standard proof and Proposition 33.
Case (‘L).
Ψ ; ∆, a : Al $ Pl :: c : C p@l P Lq
Ψ ; ∆, a : ‘tl : AlulPL $ case a tll ñ PluiPI :: c : C
p‘Lq
By the standard proof and Proposition 33.
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Case (&R).
Ψ ; ∆ $ Pl :: a : Al p@l P Lq
Ψ ; ∆ $ case a tlñ PlulPL :: a : &tl : AlulPL
p&Rq
By the standard proof and Proposition 33.
Case (&Lk).
Ψ ; ∆, a : Ak $ P :: c : C pk P Lq
Ψ ; ∆, a : &tl : AlulPL $ a.k;P :: c : C
p&Lkq
By the standard proof and Proposition 33.
Case (bR˚).
Ψ ; ∆ $ P :: a : A
Ψ ; ∆, b : B $ send a b; P :: a : B bA pbR
˚q
By the standard proof and Proposition 33.
Case (bL).
Ψ ; ∆, a : A, b : B $ P :: c : C
Ψ ; ∆, a : B bA $ bÐ recv a; P :: c : C pbLq
By the standard proof and Proposition 33.
Case ((R).
Ψ ; ∆, b : B $ P :: a : A
Ψ ; ∆ $ bÐ recv a; P :: a : B( A p(Rq
By the standard proof and Proposition 33.
Case ((L).
Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, b : B, a : B( A $ send a bb; P :: c : C p(Lq
By the standard proof and Proposition 33.
Case (^R).
Ψ ,M : τ Ψ ; ∆ $ P :: a : A
Ψ ; ∆ $ _Ð output a M ;P :: a : τ ^A p^Rq
By the standard proof and Proposition 33.
Case (^L).
Ψ, x : τ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : τ ^A $ xÐ input a;P :: c : C p^Lq
This case is analogous to the case (F-Fix).
Case (ĄR).
Ψ, x : τ ; ∆ $ P :: a : A
Ψ ; ∆ $ xÐ input a;P :: a : τ Ą A pĄRq
This case is analogous to the case (F-Fix).
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Case (ĄL).
Ψ ,M : τ Ψ ; ∆, a : A $ P :: c : C
Ψ ; ∆, a : τ Ą A $ _Ð output a M ;P :: c : C pĄLq
By the standard proof and Proposition 33.
Case (ρ`R).
Ψ ; ∆ $ P :: a : rρα.A{αsA ¨ $ ρα.A types`
Ψ ; ∆ $ send a unfold;P :: a : ρα.A pρ
`Rq
By the standard proof and Proposition 33.
Case (ρ`L).
Ψ ; ∆, a : rρα.A{αsA $ P :: c : C ¨ $ ρα.A types`
Ψ ; ∆, a : ρα.A $ unfold Ð recv a;P :: c : C pρ
`Lq
By the standard proof and Proposition 33.
Case (ρ´R).
Ψ ; ∆ $ P :: a : rρα.A{αsA ¨ $ ρα.A types´
Ψ ; ∆ $ unfold Ð recv a;P :: a : ρα.A pρ
´Rq
By the standard proof and Proposition 33.
Case (ρ´L).
Ψ ; ∆, a : rρα.A{αsA $ P :: c : C ¨ $ ρα.A types´
Ψ ; ∆, a : ρα.A $ send a unfold;P :: c : C pρ
´Lq
By the standard proof and Proposition 33.
Case (E-{}).
Ψ ,M : ta : AÐ ai : Aiu
Ψ ; ai : Ai $ aÐ tMu Ð ai :: a : A
pE-{}q
By the standard proof and Proposition 33. đ
E Semantic Results for Type Formers
We show various semantic results for type interpretations. These results have a similar
structure as Appendix D. We ignore size issues: they can be addressed using a hierarchy of
universes [41, § 3].
Recall that we interpret judgments Ξ $ A types as locally continuous functors from JΞK
to ω-aBCK!. These categories and functors are respectively objects and morphisms in the
category CFP of O-categories that support canonical fixed points (CFP is also known as
Kind [20, § 7.3.2]). Consider a type-forming rule
Ξ $ A1 types ¨ ¨ ¨ Ξ $ An types J1 ¨ ¨ ¨ Jm
Ξ $ FJ1,...,JmpA1, . . . , Anq types
Assume the polarized aspect JΞ $ FJ1,...,JmpA1, . . . , Anq typesKp is given by
JΞ $ FJ1,...,JmpA1, . . . , Anq typesKp
“ JFJ1,...,JmKJΞK pJΞ $ A1 typesKp, . . . , JΞ $ An typesKpq . (67)
50 A Domain Semantics for Higher-Order Recursive Processes
where JFJ1,...,JmKp is a family of morphisms
JFJ1,...,JmKJΞK :
˜
nź
i“1
CFP pJΞK, ω-aBCK!q¸Ñ CFP pJΞK, ω-aBCK!q . (68)
We say that Equation (67) is natural in its environment if the family JFJ1,...,JmKpJΞK is
natural in JΞK, i.e., if for all functors σ : JΞKÑ JΦK, the following commutes:
śn
i“1 CFP pJΦK, ω-aBCK!q CFP pJΦK, ω-aBCK!q
śn
i“1 CFP pJΞK, ω-aBCK!q CFP pJΞK, ω-aBCK!q
JFJ1,...,JmKJΦK
śn
i“1 CFPpσ,ω-aBCK!q CFPpσ,ω-aBCK!qJFJ1,...,JmKJΞK
Concretely, this means that for all n-tuples of locally continuous functors pGi : JΦK Ñ
ω-aBCK!q1ďiďn,
JFJ1,...,JmKJΞK ppGiσq1ďiďnq “ JFJ1,...,JmKJΦK ppGiq1ďiďnqσ.
In this case, we call JFJ1,...,JlKp a natural interpretation of the rule.
§ Proposition 37. If Ξ $ A types, then JΞ $ A typesK´ and JΞ $ A typesK` are natural in
their environments.
Proof. By case analysis on the last rule in the derivation of Ξ $ A types.
Case (C1).
Ξ $ 1 types`
pC1q
Recall Equations (19) and (20):
JΞ $ 1 typesK´ “ λξ.Jω-aBCK!JΞ $ 1 typesK` “ λξ.t˚uK.
We must show that there exist natural transformations
η´ : JSet ñ CFP p´, ω-aBCK!q
η` : JSet ñ CFP p´, ω-aBCK!q
that are the respective natural interpretations. Given a category C, let
∆C : ω-aBCK! Ñ rCÑ ω-aBCK!s
be the diagonal functor. Take
η´Cp˚q “ ∆CpJω-aBCK!q : CÑ ω-aBCK!
η`Cp˚q “ ∆Cpt˚uKq : CÑ ω-aBCK!.
These are obviously natural. When C “ JΞK, we recover:
η´JΞKp˚q “ JΞ $ 1 typesK´
η`JΞKp˚q “ JΞ $ 1 typesK`.
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Case (CVar).
Ξ, α typeps $ α typeps pCVarq
Recall Equation (35):
JΞ, α typeps $ α typeps Kq “ piΞ,αα pq P t´,`uq
We must show that there exist natural transformations
η´ : JSet ñ CFP p´ ˆ JαK, ω-aBCK!q
η` : JSet ñ CFP p´ ˆ JαK, ω-aBCK!q
that are the respective natural interpretations. Take
η´Cp˚q “ piα : Cˆ JαKÑ ω-aBCK!
η`Cp˚q “ piα : Cˆ JαKÑ ω-aBCK!.
These are are obviously natural. When C “ JΞK, we recover:
η´JΞKp˚q “ JΞ, α $ α typesK´
η`JΞKp˚q “ JΞ, α $ α typesK`.
Case (Cρ).
Ξ, α typeps $ A typeps
Ξ $ ρα.A typeps pCρq
Recall Equation (36):
JΞ $ ρα.A typesKp “ pJΞ, α types $ A typesKpq: pp P t´,`uq
We must show that there exist natural transformations
ηp : CFP p´ ˆ JαK, ω-aBCK!q ñ CFP p´, ω-aBCK!q pp P t´,`uq
that are the respective natural interpretations. Take
ηpCpGq “ G: : CÑ ω-aBCK!
To show the naturality of ηp, we must show that for all functors σ : DÑ C,
pG ˝ pσ ˆ idqq: “ G: ˝ σ : DÑ ω-aBCK!.
This is exactly the parameter identify [10] satisfied by the dagger p¨q:, so we are done.
Case (CÓ).
Ξ $ A types´
Ξ $ ÓA types`
pCÓq
Recall Equations (27) and (28):
JΞ $ ÓA typesK´ “ JΞ $ A typesK´JΞ $ ÓA typesK` “ JΞ $ A typesK`K
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We must show that there exist natural transformations
η´ : CFP p´, ω-aBCK!q ñ CFP p´, ω-aBCK!q
η` : CFP p´, ω-aBCK!q ñ CFP p´, ω-aBCK!q
that are the respective natural interpretations. Recall that we write FK for the composition
p´qKF and σK for the natural transformation p´qKσ. Take
η´CpF q “ F : CÑ ω-aBCK!
η`CpF q “ FK : CÑ ω-aBCK!.
To show the naturality of η´ and η`, we must show for all functors F : CÑ ω-aBCK!
and σ : DÑ C that
η´DpFσq “ η´CpF qσ
η`DpFσq “ η`CpF qσ.
In the negative case,
η´DpFσq “ Fσ “ η´CpF qσ.
In the positive case, we have by associativity of composition:
η`DpFσq “ p´qKpFσq “ pp´qKF qσ “ η`CpF qσ.
Case (CÒ).
Ξ $ A types`
Ξ $ ÒA types´
pCÒq
This case is analogous to the case (CÓ).
Case (C‘).
Ξ $ Al types` p@l P Lq
Ξ $ ‘tl : AlulPL types`
pC‘q
Recall Equations (31) and (32):
JΞ $ ‘tl : AlulPL typesK´ “ź
lPL
JΞ $ Al typesK´
JΞ $ ‘tl : AlulPL typesK` “à
lPL
JΞ $ Al typesK`K
We must show that there exist natural transformations
η´ :
˜ź
lPL
CFP p´, ω-aBCK!q
¸
ñ CFP p´, ω-aBCK!q
η` :
˜ź
lPL
CFP p´, ω-aBCK!q
¸
ñ CFP p´, ω-aBCK!q
that are the respective natural interpretations. Take
η´C ppFlqlPLq “
ź
lPL
Fl : CÑ ω-aBCK!
η`C ppFlqlPLq “
à
lPL
p´qKFl : CÑ ω-aBCK!.
These are both easily seen to be natural.
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Case (C&).
Ξ $ Al types´ p@l P Lq
Ξ $ &tl : AlulPL types´
pC&q
This case is analogous to the case (C‘).
Case (Cb).
Ξ $ A types` Ξ $ B types`
Ξ $ AbB types`
pCbq
Recall Equations (23) and (24):
JΞ $ AbB typesK´ “ JΞ $ A typesK´ ˆ JΞ $ B typesK´JΞ $ AbB typesK` “ `JΞ $ A typesK` ˆ JΞ $ B typesK`˘K
We must show that there exist natural transformations
η´ : CFP p´, ω-aBCK!q ˆCFP p´, ω-aBCK!q ñ CFP p´, ω-aBCK!q
η` : CFP p´, ω-aBCK!q ˆCFP p´, ω-aBCK!q ñ CFP p´, ω-aBCK!q
that are the respective natural interpretations. Take
η´CpA,Bq “ AˆB : CÑ ω-aBCK!
η`CpA,Bq “ pAˆBqK : CÑ ω-aBCK!.
These are easily seen to be natural.
Case (C().
Ξ $ A types` Ξ $ B types´
Ξ $ A( B types´
pC(q
This case is analogous to the case (Cb).
Case (C^).
τ typef Ξ $ A types`
Ξ $ τ ^A types`
pC^q
Recall Equations (13) and (14):
JΞ $ τ ^A typesK´ “ JΞ $ A typesK´JΞ $ τ ^A typesK` “ `JτKˆ JΞ $ A typesK`˘K
We must show that there exist natural transformations
η´ : Cellω-aBCK! p´, ω-aBCK!q ñ Cellω-aBCK! p´, ω-aBCK!q
η` : Cellω-aBCK! p´, ω-aBCK!q ñ Cellω-aBCK! p´, ω-aBCK!q
that are the respective natural interpretations. Take
η´CpF q “ F : CÑ ω-aBCK!
η`CpF q “ pJτKˆ F qK : CÑ ω-aBCK!
These are easily seen to be natural.
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Case (CĄ).
τ typef Ξ $ A types´
Ξ $ τ Ą A types´
pCĄq
This case is analogous to the case (C^). đ
E.1 Semantic Weakening
We show that weakening is semantically well-behaved, i.e., that the semantic clauses are
coherent [47, p. 218].
§ Proposition 38 (Coherence). Let Θ,Ξ be a context of type variables. If Ξ $ A typeps , then
the following diagram commutes for q P t´,`u:
JΘ,ΞK
JΞK ω-aBCK!
JΘ,Ξ$A typeps Kq
piΘ,ΞΞ
JΞ$A typeps Kq
(69)
Proof. By induction on the derivation of Ξ $ A typeps .
Except where otherwise stated, each rule uses the same proof outline. We refer to it
below as the “standard proof”. Consider a type-forming rule
Ξ $ A1 types ¨ ¨ ¨ Ξ $ An types J1 ¨ ¨ ¨ Jm
Ξ $ FJ1,...,JmpA1, . . . , Anq types
Assume its interpretation is given by
JΞ $ FJ1,...,JmpA1, . . . , Anq typesKp
“ JFJ1,...,JmKJΞK pJΞ $ A1 typesKp, . . . , JΞ $ An typesKpq .
where JFJ1,...,JmK is a natural interpretation
JFJ1,...,JmKJΞK :
˜
nź
i“1
CFP pJΞK, ω-aBCK!q¸Ñ CFP pJΞK, ω-aBCK!q .
Given any other context of type variables Θ disjoint from Ξ, we would like to show that
JΘ,Ξ $ FJ1,...,JmpA1, . . . , Anq typesKp
“ JΞ $ FJ1,...,JmpA1, . . . , Anq typesKp ˝ piΘ,ΞΞ .
By the induction hypothesis, we have for all 1 ď i ď n,
JΘ,Ξ $ Ai typesKp “ JΞ $ Ai typesKp ˝ piΘ,ΞΞ .
Using these facts we get:
JΘ,Ξ $ FJ1,...,JmpA1, . . . , Anq typesKp
“ JFJ1,...,JmKJΘ,ΞK pJΘ,Ξ $ A1 typesKp, . . . , JΘ,Ξ $ An typesKpq
which by the induction hypothesis,
“ JFJ1,...,JmKJΘ,ΞK ´JΞ $ A1 typesKp ˝ piΘ,ΞΞ , . . . , JΞ $ An typesKp ˝ piΘ,ΞΞ ¯
R. Kavanagh 55
which by naturality of JFJ1,...,JmK,
“ JFJ1,...,JmKJΞK pJΞ $ A1 typesKp, . . . , JΞ $ An typesKpq ˝ piΘ,ΞΞ
“ JΞ $ FJ1,...,JmpA1, . . . , Anq typesKp ˝ piΘ,ΞΞ .
This is what we wanted to show.
Case (C1). By the standard proof and Proposition 37.
Case (CVar).
Ξ, α typeps $ α typeps pCVarq
Recall Equation (35):
JΞ, α typeps $ α typeps Kq “ piΞ,αα pq P t´,`uq
Then
JΘ,Ξ, α types $ α typesKq “ piΘ,Ξ,αα “ piΞ,αα piΘ,Ξ,αΞ,α “ JΞ, α types $ α typesKpiΘ,Ξ,αΞ,α .
This is what we wanted to show.
Case (Cρ).
Ξ, α typeps $ A typeps
Ξ $ ρα.A typeps pCρq
Recall Equation (36):
JΞ $ ρα.A typesKp “ pJΞ, α types $ A typesKpq: pp P t´,`uq
The result follows from a tweak of the standard proof and Proposition 37. Let ηp :
CFP p´ ˆ JαK, ω-aBCK!q ñ CFP p´, ω-aBCK!q be the natural interpretation given by
Proposition 37. Then
JΘ,Ξ $ ρα.A typesKp
“ ηpJΘ,ΞK pJΘ,Ξ, α $ A typesKpq
which by the induction hypothesis:
“ ηpJΘ,ΞK
´JΞ, α $ A typesKppiΘ,Ξ,αΞ,α ¯
which by a property of products and projections:
“ ηpJΘ,ΞK
´JΞ, α $ A typesKp ´piΘ,ΞΞ ˆ JαK¯¯
which by naturality:
“ ηpJΞK pJΞ, α $ A typesKpqpiΘ,ΞΞ
“ JΞ $ ρα.A typesKppiΘ,ΞΞ .
Case (CÓ). By the standard proof and Proposition 37.
Case (CÒ). By the standard proof and Proposition 37.
Case (C‘). By the standard proof and Proposition 37.
Case (C&). By the standard proof and Proposition 37.
Case (Cb). By the standard proof and Proposition 37.
Case (C(). By the standard proof and Proposition 37.
Case (C^). By the standard proof and Proposition 37.
Case (CĄ). By the standard proof and Proposition 37. đ
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E.2 Semantic Substitution
Our goal in this section is to show that substitution is given by composition. Context
morphisms give us a semantic account of substitutions. To this end, we introduce explicit
typing rules for type substitutions. We use the judgment σ :s Ξ  Θ to mean that the
substitution σ is a morphism of type variable contexts from Ξ to Θ. It is inductively defined
by
¨ :s Θ ¨ pS-S-Emptyq
σ :s Θ Ξ Θ $ A typeps
σ,A :s Θ Ξ, α typeps
pS-S-Tpq
These rules ensure that substitutions of types for type variables respects polarities, i.e., that
we only substitute positive session types for a positive type variable and negative session types
for negative type variables. Given a morphism σ “ A1, . . . , An satisfying σ :s Ξ α1, . . . , αn
with n ě 0, and a session type α1, . . . , αn $ B, we write σB for the result of the simultaneous
substitution rA1, . . . , An{α1, . . . , αnsB.
§ Proposition 39 (Syntactic Substitution of Session Types). Let σ :s Θ Ξ be arbitrary. If
Ξ $ A typeps , then Θ $ σA typeps .
Context morphisms are subject to the same classes of interpretation as session types.
A context morphism σ :s Θ  Ξ gives rise to polarized interpretations, which are locally
continuous functors JΘKÑ JΞK. The polarized interpretations of (S-S-Empty) and (S-S-Tp)
are respectively
J¨ :s Θ ¨Kq “ JJΘKJσ,A :s Θ Ξ, α typeps Kq “ xJσ :s Θ ΞKq, α : JΘ $ A typeps Kqy
where JJΘK is the constant functor from JΘK to the terminal category J and q P t´,`u.
§ Lemma 40 (Weakening of Context Morphisms). Let σ :s Θ  Ξ be arbitrary and Θ,Ω a
context. Then σ :s Ω,Θ Ξ and where p ranges over t´,`u,
Jσ :s Ω,Θ ΞKp “ Jσ :s Θ ΞKppiΩ,ΘΘ .
Proof. By induction on the derivation of σ :s Θ Ξ.
Case (S-S-Empty). Then σ :s Ω,Θ ¨ by (S-S-Empty). Moreover,
Jσ :s Ω,Θ ¨Kp “ JCFP “ JΘpiΩ,ΘΘ “ Jσ :s Θ ¨KppiΩ,ΘΘ .
Case (S-S-Tq).
σ :s Θ Ξ Θ $ A typeqs
σ,A :s Θ Ξ, α typeqs
pS-S-Tqq
Then by the induction hypothesis, σ :s Ω,Θ Ξ and
Jσ :s Ω,Θ ΞKp “ Jσ :s Θ ΞKppiΩ,ΘΘ .
By weakening, Ω,Θ $ A typeqs , and by Proposition 38
JΩ,Θ $ A typeqs Kp “ JΘ $ A typeqs KppiΩ,ΘΘ .
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By (S-S-Tq), σ,A :s Ω,Θ Ξ, α typeqs . By the interpretation of (S-S-Tq),
Jσ,A :s Ω,Θ Ξ, α typeqs Kp
“ xJσ :s Ω,Θ ΞKp, α : JΩ,Θ $ A typeqs Kpy
“ xJσ :s Θ ΞKppiΩ,ΘΘ , α : JΘ $ A typeqs KppiΩ,ΘΘ y
“ xJσ :s Θ ΞKp, α : JΘ $ A typeqs KpypiΩ,ΘΘ
“ Jσ,A :s Θ Ξ, α typeqs KppiΩ,ΘΘ .
We conclude the result by induction. đ
§ Proposition 41 (Semantic Substitution of Session Types). Let σ :s Θ Ξ be arbitrary and
let p range over t´,`u. If Ξ $ A typeqs , then
JΘ $ σA typeqs Kp “ JΞ $ A typeqs Kp ˝ Jσ :s Θ ΞKp.
Proof. By induction on the derivation of Ξ $ A types. As in Proposition 36, we describe the
standard case. Consider a type-forming rule
Ξ $ A1 types ¨ ¨ ¨ Ξ $ An types J1 ¨ ¨ ¨ Jm
Ξ $ FJ1,...,JmpA1, . . . , Anq types
Assume JΞ $ FJ1,...,JmpA1, . . . , Anq typesKp is given by a natural interpretation
JFJ1,...,JmKpJΞK :
˜
nź
i“1
CFP pJΞK, ω-aBCK!q¸Ñ CFP pJΞK, ω-aBCK!q .
We need to show that
JΘ $ σ pFJ1,...,JmpA1, . . . , Anqq typesKp
“ JΞ $ FJ1,...,JmpA1, . . . , Anq typesKp ˝ Jσ :s Θ ΞKp.
By the definition of syntactic substitution, we know that
σ pFJ1,...,JmpA1, . . . , Anqq “ FJ1,...,JmpσA1, . . . , σAnq.
By the induction hypothesis, we know for 1 ď i ď n that
JΘ $ σAi typesKp “ JΞ $ Ai typesKp ˝ Jσ :s Θ ΞKp.
Using these facts, we get:
JΘ $ σ pFJ1,...,JmpA1, . . . , Anqq typesKp
“ JΘ $ FJ1,...,JmpσA1, . . . , σAnq typesKp
“ JFJ1,...,JmKpJΘK `pJΘ $ σAi typesKpq1ďiďn˘
which by the induction hypothesis,
“ JFJ1,...,JmKpJΘK `pJΞ $ Ai typesKp ˝ Jσ :s Θ ΞKpq1ďiďn˘
which by naturality of JFJ1,...,JmKp,
“ JFJ1,...,JmKpJΞK `pJΞ $ Ai typesKpq1ďiďn˘ ˝ Jσ :s Θ ΞKp
“ JΞ $ FJ1,...,JmpA1, . . . , Anq typesKp ˝ Jσ :s Θ ΞKp.
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Case (C1).
Ξ $ 1 types`
pC1q
By the standard proof and Proposition 37.
Case (CVar).
Ξ, α typeps $ α typeps pCVarq
Recall Equation (35):
JΞ, α typeps $ α typeps Kq “ piΞ,αα pq P t´,`uq
Let σ,A :s Θ Ξ, α be arbitrary.JΘ $ pσ,Aqα typesKq
“ JΘ $ A typesKq
“ idpiΞ,αα ˝ xJσ :s Θ ΞKq, α : JΘ $ A typesKqy
“ JΞ, α typeps $ α typeps Kq ˝ Jσ,A :s Θ Ξ, αKq.
Case (Cρ).
Ξ, α typeps $ A typeps
Ξ $ ρα.A typeps pCρq
Recall Equation (36):
JΞ $ ρα.A typesKp “ pJΞ, α types $ A typesKpq: pp P t´,`uq
The result follows from a tweak of the standard proof and Proposition 37. Let σ :s
Θ  Ξ be arbitrary. By Lemma 40, we can weaken it to σ, α :s Θ, α  Ξ, α. Let
ηp : CFP p´ ˆ JαK, ω-aBCK!q ñ CFP p´, ω-aBCK!q be the natural interpretation given
by Proposition 37. Then
JΘ $ σ pρα.Aq typesKp
“ JΘ $ ρα.pσ, αqA typesKp
“ ηpJΘK pJΘ, α $ pσ, αqA typesKpq
which by the induction hypothesis:
“ ηpJΘK pJΞ, α $ A typesKp ˝ Jσ, α :s Θ, α Ξ, αKpq
which by the interpretation of (S-S-Tq):
“ ηpJΘK pJΞ, α $ A typesKp ˝ xJσ :s Θ, α ΞKp, α : JΘ, α $ α typesKpyq
which by Equation (36):
“ ηpJΘK
´JΞ, α $ A typesKp ˝ xJσ :s Θ, α ΞKp, α : idpiΘ,αα y¯
which by Lemma 40:
“ ηpJΘK
´JΞ, α $ A typesKp ˝ xJσ :s Θ ΞKppiΘ,αΘ , α : idpiΘ,αα y¯
which by a property of products and projections:
“ ηpJΘK pJΞ, α $ A typesKp ˝ pJσ :s Θ ΞKp ˆ JαKqq
which by naturality:
“ ηpJΞK pJΞ, α $ A typesKpq ˝ Jσ :s Θ ΞKp
“ JΞ $ ρα.A typesKp ˝ Jσ :s Θ ΞKp.
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Case (CÓ).
Ξ $ A types´
Ξ $ ÓA types`
pCÓq
By the standard proof and Proposition 37.
Case (CÒ).
Ξ $ A types`
Ξ $ ÒA types´
pCÒq
By the standard proof and Proposition 37.
Case (C‘).
Ξ $ Al types` p@l P Lq
Ξ $ ‘tl : AlulPL types`
pC‘q
By the standard proof and Proposition 37.
Case (C&).
Ξ $ Al types´ p@l P Lq
Ξ $ &tl : AlulPL types´
pC&q
By the standard proof and Proposition 37.
Case (Cb).
Ξ $ A types` Ξ $ B types`
Ξ $ AbB types`
pCbq
By the standard proof and Proposition 37.
Case (C().
Ξ $ A types` Ξ $ B types´
Ξ $ A( B types´
pC(q
By the standard proof and Proposition 37.
Case (C^).
τ typef Ξ $ A types`
Ξ $ τ ^A types`
pC^q
By the standard proof and Proposition 37.
Case (CĄ).
τ typef Ξ $ A types´
Ξ $ τ Ą A types´
pCĄq
By the standard proof and Proposition 37. đ
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E.3 Interpretations are Well-Defined
In this section we show that our interpretations are all well-defined, i.e., that the polarized
aspects are locally continuous functors.
§ Proposition 42 (Functorial Interpretations are Well-Defined). If Ξ $ A types, then the
interpretations JΞ $ A typesK´ and JΞ $ A typesK` are locally continuous functors from JΞK
to ω-aBCK!.
Proof. By induction on the derivation of Ξ $ A types. We must show that each of the
functor interpretations is locally continuous.
Case (C1).
Ξ $ 1 types`
pC1q
Recall Equations (19) and (20):
JΞ $ 1 typesK´ “ λξ.Jω-aBCK!JΞ $ 1 typesK` “ λξ.t˚uK
Constant functors are easily seen to be locally continuous.
Case (CVar).
Ξ, α typeps $ α typeps pCVarq
Recall Equation (35):
JΞ, α typeps $ α typeps Kq “ piΞ,αα pq P t´,`uq
Projection functors are easily seen to be locally continuous.
Case (Cρ).
Ξ, α typeps $ A typeps
Ξ $ ρα.A typeps pCρq
Recall Equation (36):
JΞ $ ρα.A typesKp “ pJΞ, α types $ A typesKpq: pp P t´,`uq
By the induction hypothesis, JΞ, α types $ A typesKp is locally continuous. By [5, Propos-
ition 5.2.7], we know that whenever F : JΞKˆω-aBCK! Ñ ω-aBCK! is locally continuous,
then so is F : : JΞKÑ ω-aBCK!. It follows that the interpretations are locally continuous.
Case (CÓ).
Ξ $ A types´
Ξ $ ÓA types`
pCÓq
Recall Equations (27) and (28):
JΞ $ ÓA typesK´ “ JΞ $ A typesK´JΞ $ ÓA typesK` “ JΞ $ A typesK`K
By the induction hypothesis, the interpretations for Ξ $ A types are locally continuous.
The lifting functor is locally continuous. Locally continuous functors are closed under
composition. This gives the result.
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Case (CÒ).
Ξ $ A types`
Ξ $ ÒA types´
pCÒq
This case is analogous to the case (CÓ).
Case (C‘).
Ξ $ Al types` p@l P Lq
Ξ $ ‘tl : AlulPL types`
pC‘q
Recall Equations (31) and (32):
JΞ $ ‘tl : AlulPL typesK´ “ź
lPL
JΞ $ Al typesK´
JΞ $ ‘tl : AlulPL typesK` “à
lPL
JΞ $ Al typesK`K
By the induction hypothesis, the interpretations for Ξ $ A types are locally continuous.
The lifting, coalesced-sum, and product functors are locally continuous. Locally continuous
functors are closed under composition. This gives the result.
Case (C&).
Ξ $ Al types´ p@l P Lq
Ξ $ &tl : AlulPL types´
pC&q
This case is analogous to the case (C‘).
Case (Cb).
Ξ $ A types` Ξ $ B types`
Ξ $ AbB types`
pCbq
Recall Equations (23) and (24):
JΞ $ AbB typesK´ “ JΞ $ A typesK´ ˆ JΞ $ B typesK´JΞ $ AbB typesK` “ `JΞ $ A typesK` ˆ JΞ $ B typesK`˘K
By the induction hypothesis, the interpretations for Ξ $ A types and Ξ $ B types are
locally continuous. The lifting and product functors are locally continuous. Locally
continuous functors are closed under composition. This gives the result.
Case (C().
Ξ $ A types` Ξ $ B types´
Ξ $ A( B types´
pC(q
This case is analogous to the case (Cb).
Case (C^).
τ typef Ξ $ A types`
Ξ $ τ ^A types`
pC^q
Recall Equations (13) and (14):
JΞ $ τ ^A typesK´ “ JΞ $ A typesK´JΞ $ τ ^A typesK` “ `JτKˆ JΞ $ A typesK`˘K
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By the induction hypothesis, the interpretations for Ξ $ A types are locally continuous.
The constant functor JτK, the lifting functor, and the product functors are locally
continuous. Locally continuous functors are closed under composition. This gives
the result.
Case (CĄ).
τ typef Ξ $ A types´
Ξ $ τ Ą A types´
pCĄq
This case is analogous to the case (C^). đ
F Illustrative Example: Flipping Bit Streams
We give the full details for the case study in Section 6. We will show that flipping the
bits in a stream twice is equivalent to forwarding it. The bit stream protocol is specified
by the session type bits “ ρβ. ‘ t0 : β, 1 : βu. It denotes the domains JbitsK` “
FIX pX ÞÑ pp0 : XKq ‘ p1 : XKqqq and JbitsK´ “ tKu. Its unfolding is BITS “ ‘t0 : bits, 1 :
bitsu. There are canonical isomorphisms
Unfold` : JbitsK` Ñ ``0 : JbitsK`K˘‘ `1 : JbitsK`K˘˘
Unfold´ : tKu Ñ tp0 : K, 1 : Kqu
with respective inverses Fold` and Fold´. Write 0::α and 1::α for Fold`pp0, rαsqq and
Fold`pp1, rαsqq, respectively.
We desugar the bit-flipping process flip. Write l˜ for the complement of l P t0, 1u.
Desugaring the quoted process gives a term ¨ , flip : tf : bitsÐ b : bitsu where flip is:
fix F.f Ð  send f unfold; unfold Ð recv b; case b tlñ f.l˜; f Ð tF u Ð bulPt0,1u(Ð b.
We compute its denotation. Let φ “ tf : bits Ð b : bitsu. The branch B0 “
f.1; f <- F <- b of flip’s case statement has the derivation:
F : φ , F : φ pF-Varq
F : φ ; b : bits $ f Ð tF u Ð b :: f : bits pE-{}q
F : φ ; b : bits $ f.1; f Ð tF u Ð b :: f : BITS p‘R1q
We calculate that its denotation is:
JF : φ ; b : bits $ f.1; tÐ tF u Ð b :: f : BITSKpF : gq `b`,K˘ “ `K, “`1, a`˘‰˘
where pK, a`q “ down pgq pb`,Kq.
The branch B1 “ f.0; f <- F <- b is symmetric.
The functional term flip has the derivation:
F : φ ; b : bits $ Bl :: f : BITS p@l P t0, 1uq
F : φ ; b : BITS $ case b tlñ BlulPt0,1u :: f : BITS p‘Lq
F : φ ; b : bits $ unfold Ð recv b; case b tlñ BlulPt0,1u :: f : BITS pρ
`Lq
F : φ ; b : bits $ send f unfold; unfold Ð recv b; case b tlñ BlulPt0,1u :: f : bits pρ
`Rq
F : φ , f Ð  send f unfold; unfold Ð recv b; case b tlñ BlulPt0,1u(Ð b : φ pI-{}q
¨ , fix F.f Ð  send f unfold; unfold Ð recv b; case b tlñ BlulPt0,1u(Ð b : φ pF-Fixq
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We calculate its denotation as follows. First, we find the denotation of the process:
JF : φ ; b : bits $ send f unfold; unfold Ð recv b; case b tlñ BlulPt0,1u :: f : bitsKpF : gq
“ strictb`
¨˚
˚˝λpb`,Kq.
#`K, 1::a`0 ˘ if b` “ 0::b`0`K, 0::a`1 ˘ if b` “ 1::b`1
where down pgq pb`l ,Kq “ pK, a`l q for l P L
‹˛‹‚
Let Φ : Jb : bits $ a : bitsKÑ Jb : bits $ a : bitsK be the function
Φprq “ strictb`
¨˚
˚˝λpb`,Kq.
#`K, 1::a`0 ˘ if b` “ 0::b`0`K, 0::a`1 ˘ if b` “ 1::b`1
where rpb`l ,Kq “ pK, a`l q for l P L
‹˛‹‚
Quoting the process gives:
JF : φ , f Ð tsend f unfold; . . .u Ð b : φK
“ up ˝ JF : φ ; b : bits $ send f unfold; . . . :: f : bitsK
“ up ˝ Φ ˝ down
By Equation (9), fixing the functional variable F gives:
J¨ , fix F.f Ð tsend f unfold; . . .u Ð b : φKK
“ JF : φ , f Ð tsend f unfold; . . .u Ð b : φK:K
“ pup ˝ Φ ˝ downq:K
“ fix pup ˝ Φ ˝ downq
which by Proposition 31:
“ uppfixpΦqq.
Consider the composition ¨ ; a : bits $ tÐ tflipu Ð a; bÐ tflipu Ð t :: b : bits of
two bit-flipping processes. We want to show that it is equivalent to forwarding, i.e., that
J¨ ; a : bits $ tÐ tflipu Ð a; bÐ tflipu Ð t :: b : bitsK “ J¨ ; a : bits $ bÐ a :: b : bitsK.
This means that we must show for all pa`,Kq P Ja : bitsK` ˆ Jb : bitsK´:
J¨ ; a : bits $ tÐ tflipu Ð a; bÐ tflipu Ð t :: b : bitsKKpa`,Kq “ pK, a`q. (70)
We first compute the denotation of the composition. By Equation (12),
J¨ ; a : bits $ tÐ tflipu Ð a; bÐ tflipu Ð t :: b : bitsKKpa`,Kq
“ Trt´ˆt` pdown pJ¨ , flip : tt : bitsÐ a : bitsuKKq ˆ
ˆ down pJ¨ , flip : tb : bitsÐ t : bitsuKKqq pa`,Kq
“ Trt´ˆt` pdownpuppfixpΦqqq ˆ downpuppfixpΦqqqq pa`,Kq
“ Trt´ˆt` pfixpΦq ˆ fixpΦqq pa`,Kq
which by Lemma 32 with σ : Ja : bitsK´ ˆ Jt : bitsK` Ñ Jt : bitsK` ˆ Jb : bitsK´ the
obvious relabelling isomorphism:
“ pfixpΦq ˝ σ ˝ fixpΦqq pa`,Kq
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Alternatively, we could compute the denotation as the least upper bound of an ascending
chain:
J¨ ; a : bits $ tÐ tflipu Ð a; bÐ tflipu Ð t :: b : bitsKKpa`,Kq
“ Trt´ˆt` pfixpΦq ˆ fixpΦqq pa`,Kq
“ Trt´ˆt` pdown pJ¨ , flip : tt : bitsÐ a : bitsuKKq ˆ
ˆ down pJ¨ , flip : tb : bitsÐ t : bitsuKKqq pa`,Kq
“
ğÒ
nPN
pbn´ , an` q
where we inductively define
pa´0 , t`0 q “ J¨ , flip : tt : bitsÐ a : bitsuKKpa`,Kq “ fixpΦqpa`,Kq
pt´0 , b`0 q “ J¨ , flip : tb : bitsÐ t : bitsuKKpK,Kq “ fixpΦqpK,Kq
pa´n`1, t`n`1q “ J¨ , flip : tt : bitsÐ a : bitsuKKpa`, tn´ q “ fixpΦqpa`, tn´ q
pt´n`1, b`n`1q “ J¨ , flip : tb : bitsÐ t : bitsuKKptn` ,Kq “ fixpΦptn` ,Kq.
We observe that an´ “ tn´ “ K and tn` “ t`n`1 for all n P N, so this chain stabilizes and stops
evolving at n “ 2. We conclude thatğÒ
nPN
pbn´ , an` q “ pb´2 , a`2 q “ pfixpΦq ˝ σ ˝ fixpΦqq pa`,Kq.
Given an a P JbitsK`, let a0 be given by pfixpΦq ˝ σ ˝ fixpΦqq pa,Kq “ pK, a0q. To show
Equation (70), we must show that a “ a0 for all a P JbitsK`. We begin by characterizing a0.
We claim that:
1. if a “ K, then a0 “ K;
2. if a “ 0::α, then a0 “ 0::α0;
3. if a “ 1::α, then a0 “ 1::α0.
Claim 1 is clear by strictness. By the fixed-point identity fixpΦq “ ΦpfixpΦqq, we have for all
α P JbitsK` that:
fixpΦqp0::α,Kq “ ΦpfixpΦqqp0::α,Kq “ pK, 1::βq where pK, βq “ fixpΦqpα,Kq
fixpΦqp1::α,Kq “ ΦpfixpΦqqp1::α,Kq “ pK, 0::βq where pK, βq “ fixpΦqpα,Kq
These imply:
pfixpΦq ˝ σ ˝ fixpΦqq p0::α,Kq “ fixpΦqp1::β,Kq “ p0::α0,Kq (71)
pfixpΦq ˝ σ ˝ fixpΦqq p1::α,Kq “ fixpΦqp0::β,Kq “ p1::α0,Kq. (72)
Equations (71) and (72) respectively establish claims 2 and 3.
To show that a “ a0, we use a coinduction principle by Pitts [37]. Given a relation R onJbitsK`K , let Rˆ be the relation on JBITSK`K where a Rˆ b if and only if for all α P JbitsK`:
if a “ rp0, rαsqs, then b “ rp0, rβsqs for some β P JbitsK` with rαs R rβs;
if a “ rp1, rαsqs, then b “ rp1, rβsqs for some β P JbitsK` with rαs R rβs.
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The relation R is a simulation if a R b implies Unfold`Kpaq Rˆ Unfold`Kpbq. By [37, The-
orem 2.5], a Ď b in JbitsK`K if and only if there exists a simulation R such that a R b. Let
R Ď JbitsK`K ˆ JbitsK`K be the relation:
R “  prKs , rKsq, pr0::αs , “0::α0‰q, pr1::αs , “1::α0‰q | α P JbitsK`( .
Assume R is a simulation. To show that a Ď a0, it is sufficient to show that ras R ra0s.
1. If a “ K, then a0 “ K by strictness.
2. If a “ 0::α, then a0 “ 0::α0 by Equation (71).
3. If a “ 1::α, then a0 “ 1::α0 by Equation (72).
So ras R ra0s by definition of R. It follows that a Ď a0.
The relation R is clearly a simulation if and only if Rop is a simulation. So a0 Rop a,
which gives a0 Ď a. We conclude a “ a0 as desired.
We now show that R is a simulation. Let pras , rbsq P R be arbitrary. We must show that
Unfold`Kprasq Rˆ Unfold`Kprbsq. Assume first that a “ 0::α. By definition of R, b “ 0::α0. We
have Unfold`Kpaq “ rp0, rαsqs and Unfold`Kpbq “ rp0, rα0sqs. We must show that rαs R rα0s.
We proceed by case analysis on α.
1. If α “ K, then α0 “ K by strictness, and rKs R rKs by definition of R.
2. If α “ 0::γ, then α0 “ 0::γ0 by Equation (71), and r0::γs R r0::γ0s by definition of R.
3. If α “ 1::γ, then α0 “ 1::γ0 by Equation (72), and r1::γs R r1::γ0s by definition of R.
This completes the case of a “ 0::α. The case of a “ 1::α is symmetric. We conclude that R
is a simulation.
It follows that flipping a stream twice is equivalent to forwarding (the identity process).
G Proofs for Results in the Paper
We restate the statements of the results in the main part of the paper and give their proofs.
§ Proposition 2. For all Ψ, x : τ ,M : τ , we have rfix x.M{xsM ” fix x.M .
Proof. Let Ψ “ ψ1 : τ1, . . . , ψn : τn. By Equation (9),JΨ , fix x.M : τK “ JΨ, x : τ ,M : τK:.
By the parametrized fixed-point property (Definition 22),JΨ, x : τ ,M : τK: “ JΨ, x : τ ,M : τK ˝ xidJΨK, JΨ , fix x.M : τKy.
By Equation (6) and properties of products, this equalsJΨ, x : τ ,M : τK ˝ xJΨ , ψ1 : τ1K, . . . , JΨ , ψn : τnK, JΨ , fix x.M : τKy,
which by Proposition 16 is JΨ , rfix x.M{xsM : τK. đ
§ Proposition 3. For all Ψ ; ai : Ai $ P :: a : A, we have P ” aÐ taÐ tP u Ð aiu Ð ai.
Proof. Let u P JΨK be arbitrary. Using the fact that pup, downq is a section-retraction pair,
we getJΨ ; ai : Ai $ aÐ taÐ tP u Ð aiu Ð ai :: a : AKu
“ down `JΨ , aÐ tP u Ð ai : ta : AÐ ai : AiuKu˘
“ down ``up ˝ JΨ ; ai : Ai $ P :: a : AK˘u˘
“ pdown ˝ upq `JΨ ; ai : Ai $ P :: a : AKu˘
“ JΨ ; ai : Ai $ P :: a : AKu. đ
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The proofs of the η-like equivalences make extensive use of the Knaster-Tarski formulation
(58) of the trace operator. Though the proofs are detailed, they are not conceptually difficult.
§ Proposition 4. For all Ψ ; ∆1 $ P :: a : A, all Ψ, x : τ ; a : A,∆2 $ Q :: c : C, and
all Ψ , M : τ , we have a Ð P ; rM{xsQ ” a Ð p_ Ð output a M ;P q; px Ð input a;Qq
whenever JΨ ,M : τKu ‰ K for all u P JΨK.
Proof. Given u P JΨK, write uˆ for ru | x ÞÑ JΨ ,M : τKus P JΨ, x : τK. Set
l : JΨKˆ J∆1,∆2, a : AK` ˆ Jc : CK´ Ñ J∆1,∆2, a : AK´ ˆ Jc : CK`
l “ Λ´1 pλu P JΨK.JΨ ; ∆1 $ P :: a : AKuˆ JΨ, x : τ ; ∆2, a : A $ Q :: c : CKuˆq
r : JΨKˆ J∆1,∆2, a : τ ^AK` ˆ Jc : CK´ Ñ J∆1,∆2, a : τ ^AK´ ˆ Jc : CK`
r “ Λ´1 pλu P JΨK.JΨ ; ∆1 $ _Ð output a M ;P :: a : τ ^AKuˆ
ˆ JΨ ; ∆2, a : τ ^A $ xÐ input a;Q :: c : CKuq
Let xi : τi be such that Ψ “ x1 : τ1, . . . , xn : τn. By substitution (Proposition 36), we have
JΨ ; ∆1,∆2 $ aÐ P ; rM{xsQ :: c : CKu
“ pJΨ, x : τ ; ∆1,∆2 $ aÐ P ; Q :: c : CK ˝
˝ xJΨ , x1 : τ1K, . . . , JΨ , xn : τnK, JΨ ,M : τKyqu
“ `JΨ, x : τ ; ∆1,∆2 $ aÐ P ; Q :: c : CK ˝ xidJΨK, JΨ ,M : τKy˘u
“ JΨ, x : τ ; ∆1,∆2 $ aÐ P ; Q :: c : CKru | x ÞÑ JΨ ,M : τKus
“ JΨ, x : τ ; ∆1,∆2 $ aÐ P ; Q :: c : CKuˆ
which by Equation (18):
“ Tra´ˆa`∆`1 ˆ∆`2 ˆc´,∆´1 ˆ∆´2 ˆc` pJΨ, x : τ ; ∆1 $ P :: a : AKuˆˆ
ˆ JΨ, x : τ ; ∆2, a : A $ Q :: c : CKuˆq
which by coherence (Proposition 15):
“ Tra´ˆa`∆`1 ˆ∆`2 ˆc´,∆´1 ˆ∆´2 ˆc` pJΨ ; ∆1 $ P :: a : AKuˆ
ˆ JΨ, x : τ ; ∆2, a : A $ Q :: c : CKuˆq
which by Proposition 29:
“ λpδ`1 , δ`2 , c´q P J∆1,∆2K` ˆ Jc : CK´.Tra´ˆa`Ψˆ∆`1 ˆ∆`2 ˆc´,∆´1 ˆ∆´2 ˆc` plq pu, δ`1 , δ`2 , c´q.
Similarly, we have
JΨ ; ∆1,∆2 $ aÐ p_Ð output a M ;P q; pxÐ input a;Qq :: c : CKu
“ Tra´ˆa` pJΨ ; ∆1 $ _Ð output a M ;P :: a : τ ^AKuˆ
ˆ JΨ ; ∆2, a : τ ^A $ xÐ input a;Q :: c : CKuq
which by Proposition 29:
“ λpδ`1 , δ`2 , c´q P J∆1,∆2K` ˆ Jc : CK´.Tra´ˆa`Ψˆ∆`1 ˆ∆`2 ˆc´,∆´1 ˆ∆´2 ˆc` prq pu, δ`1 , δ`2 , c´q.
We abbreviate judgments by their processes. We use the Knaster-Tarski formulation
(58) of the trace operator. Let u P JΨK and pδ`1 , δ`2 , c´q P J∆1,∆2K` ˆ Jc : CK´ be arbitrary.
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Using the above chains of equations, we calculate that
JΨ ; ∆1,∆2 $ aÐ P ; rM{xsQ :: c : CKupδ`1 , δ`2 , c´q
“ pi∆´1 ,∆´2 ,c`
´l
L
¯
,
JΨ ; ∆1,∆2 $ aÐ p_Ð output a M ;P q; pxÐ input a;Qq :: c : CKupδ`1 , δ`2 , c´q
“ pi∆´1 ,∆´2 ,c`
´l
R
¯
where
L “  `δ´1 , δ´2 , a´, a`, c`˘ P J∆1,∆2, a : AK´ ˆ Ja : A, c : CK` |
| lpu, δ`1 , δ`2 , a`, a´, c´q Ď pδ´1 , δ´2 , a´, a`, c`q
(
R “  `δ´1 , δ´2 , a´, a`, c`˘ P J∆1,∆2, a : τ ^AK´ ˆ Ja : τ ^A, c : CK` |
| rpu, δ`1 , δ`2 , a`, a´, c´q Ď pδ´1 , δ´2 , a´, a`, c`q
(
.
Infima of products are computed component-wise, so to show the semantic equivalence, it
is sufficient to show that pi∆´1 ,∆´2 ,c`L “ pi∆´1 ,∆´2 ,c`R. Set v “ JΨ ,M : τKu.
To show pi∆´1 ,∆´2 ,c`L Ď pi∆´1 ,∆´2 ,c`R, let pδ
´
1 , δ
´
2 , a
´, a`, c`q P L be arbitrary. We show
that there exists pα´, α`q P Ja : τ ^AK´ ˆ Ja : τ ^AK` such that pδ´1 , δ´2 , α´, α`, c`q P R.
Then where JP Kupδ`1 , a´q “ pδ´P , a`P q and JQKuˆpδ`2 , a`, c´q “ pδ´Q, a´Q, c`Qq,
lpu, δ`1 , δ`2 , a`, a´, c´q “ pδ´1 : δ´P , δ´2 : δ´Q, a´ : a´Q, a` : a`P , c` : c`Qq.
By definition of L,
pδ´P , δ´Q, a´Q, a`P , c`Qq Ď pδ´1 , δ´2 , a´, a`, c`q. (73)
Take α´ “ a´ and α` “ rpv, a`qs. We show that pδ´1 , δ´2 , a´, rpv, a`qs , c`q P R. By
assumption, JΨ ,M : τKu “ v ‰ K. By definition of r,
rpu, δ`1 , δ`2 ,
“pv, a`q‰ , a´, c´q
“ pJ_Ð output a M ;P Kuˆ JxÐ input a;QKuq pδ`1 , δ`2 , “pv, a`q‰ , a´, c´q
“ pJ_Ð output a M ;P Kupδ`1 , a´q, JxÐ input a;QKupδ`2 , “pv, a`q‰ , c´qq
“ pJ_Ð output a M ;P Kupδ`1 , a´q, JQKuˆpδ`2 , a`, c´qq
“ pδ´1 : δ´P , δ´2 : δ´Q, a´ : a´Q, a` :
“pv, a`P q‰ , c` : c`Qq.
We must show that
pδ´P , δ´Q, a´Q,
“pv, a`P q‰ , c`Qq Ď pδ´1 , δ´2 , a´, “pv, a`q‰ , c`q.
But this inequality follows readily from Equation (73).
To show pi∆´1 ,∆´2 ,c`R Ď pi∆´1 ,∆´2 ,c`L, let pδ
´
1 , δ
´
2 , a
´, a`, c`q P R be arbitrary. We show
that there exists pα´, α`q P Ja : AK´ ˆ Ja : AK` such that pδ´1 , δ´2 , α´, α`, c`q P L. WhereJP Kupδ`1 , a´q “ pδ´P , a`P q,
ppia` ˝ rqpu, δ`1 , δ`2 , a`, a´, c´q “
“pv, a`P q‰ .
The definition of R implies
“pv, a`P q‰ Ď a`. This implies that a` “ rpv1, a1qs for some v1 P JτK
and a1 P JAK`. So where JQKuˆpδ`2 , a`, c´q “ pδ´Q, a´Q, c`Qq,
rpu, δ`1 , δ`2 , a`, a´, c´q “ pδ´1 : δ´P , δ´2 : δ´Q, a´ : a´Q, a` :
“pv, a`P q‰ , c` : c`Qq.
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By definition of R,
pδ´P , δ´Q, a´Q,
“pv, a`P q‰ , c`Qq Ď pδ´1 , δ´2 , a´, “pv1, a1q‰ , c`q. (74)
Take α´ “ a´ and α` “ a1. Then by Equation (74),
pδ´P , δ´Q, a´Q, a`P , c`Qq Ď pδ´1 , δ´2 , α´, α`, c`q.
But
lpu, δ`1 , δ`2 , α`, α´, c´q “ pδ´1 : δ´P , δ´2 : δ´Q, a´ : a´Q, a` : a`P , c` : c`Qq.
By transitivity,
lpu, δ`1 , δ`2 , α`, α´, c´q Ď pδ´1 , δ´2 , α´, α`, c`q.
We conclude that pδ´1 , δ´2 , α´, α`, c`q P L and we are done. đ
§ Proposition 5. For all Ψ ; ∆1 $ P1 :: c1 : C1, all Ψ ; c1 : C1,∆2 $ P2 :: c2 : C2, and all
Ψ ; c2 : C2,∆3 $ P3 :: c3 : C3, we have c1 Ð P1; pc2 Ð P2; P3q ” c2 Ð pc1 Ð P1; P2q; P3.
Proof. This is an immediate corollary of Proposition 27. đ
§ Proposition 6. For all Ψ ; ∆ $ P :: c : C, we have P ” aÐ close a; pwait a;P q.
Proof. We use the Knaster-Tarski formulation (58) of the trace operator. Let u P JΨK and
pδ`, c´q P J∆K` ˆ Jc : CK´ be arbitrary. We abbreviate judgments by their processes and
calculate that JaÐ close a; pwait a;P qKupδ`, c´q “ pi∆´ˆc` pdRq where
r “ JΨ ; ¨ $ close a :: a : 1Kuˆ JΨ ; ∆, a : 1 $ wait a;P :: c : CKu
R “  pδ`, a´, a`, c´q P J∆, a : AK` ˆ Ja : A, c : CK´ |
| rpa´, δ`, a`, c´q Ď pa`, δ´, a´, c`q( .
To show that
JP Kupδ`, c´q “ JaÐ close a; pwait a;P qKupδ`, c´q
it is sufficient to show that
JP Kupδ`, c´q “ pi∆´ˆc` ´lR¯ .
Observe that for all a`, c`, δ`, we have pia`pfpK, δ`, a`, c´qq “ ˚. Recall that ˚ is the top
element in J1K`. By monotonicity of f , this implies that every element in R is of the form
p˚, c`, δ´, a´q. By definition of R and f , it then follows that every element in R is of the
form pa` : ˚, c` : v, δ´ : w, a´ : Kq where pδ´ : w, c` : vq “ JΨ ; ∆ $ P :: c : CKupδ`, c´q.
This gives the result. đ
§ Proposition 7. For all Ψ ; ∆1 $ P :: a : A and Ψ ; a : A,∆2, b : B $ Q :: c : C, we have
aÐ P ; Q ” bÐ psend a b; P q ; pbÐ recv a; Qq.
Proof. We use the Knaster-Tarski formulation (58) of the trace operator. Let u P JΨK and
pδ`1 , δ`2 , a`, c´q P J∆1,∆2, a : AK` ˆ Jc : CK´ be arbitrary. We abbreviate judgments by
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their processes and calculate that JbÐ psend b a; P q ; paÐ recv b; QqKupδ`1 , δ`2 , a`, c´q “
pi∆´1 ,∆
´
2 ,a
´,c` p
d
Lq and JbÐ P ; QKupδ`1 , δ`2 , a`, c´q “ pi∆´1 ,∆´2 ,a´,c` pdRq where
l “ JΨ ; ∆1, a : A $ send b a; P :: b : AbBKuˆ
ˆ JΨ ; ∆2, b : AbB $ aÐ recv b; Q :: c : CKu,
L “  `δ´1 , δ´2 , a´, b´, b`, c`˘ P J∆1,∆2, a : A, b : AbBK´ ˆ Jb : AbB, c : CK` |
| lpδ`1 , δ`2 , a`, b`, b´, c´q Ď pδ´1 , δ´2 , a´, b´, b`, c`q
(
,
r “ JΨ ; ∆1 $ P :: b : BKuˆ JΨ ; ∆2, a : A, b : B $ Q :: c : CKu,
R “  `δ´1 , δ´2 , a´, b´, b`, c`˘ P J∆1,∆2, a : A, b : BK´ ˆ Jb : B, c : CK` |
| rpδ`1 , δ`2 , a`, b`, b´, c´q Ď pδ´1 , δ´2 , a´, b´, b`, c`q
(
.
Infima of products are computed component-wise, so to show
JbÐ psend b a; P q ; paÐ recv b; QqKupδ`1 , δ`2 , a`, c´q “ JbÐ P ; QKupδ`1 , δ`2 , a`, c´q
it is sufficient to show that pi∆´1 ,∆´2 ,a´,c`L “ pi∆´1 ,∆´2 ,a´,c`R.
To show pi∆´1 ,∆´2 ,a´,c`L Ď pi∆´1 ,∆´2 ,a´,c`R, let
`
δ´1 , δ
´
2 , a
´, b´, b`, c`
˘ P L be arbitrary,
then b´ “ pba´ , b´b q. We show that there exist pβ´, β`q P Jb : BK´ ˆ Jb : BK` such that`
δ´1 , δ
´
2 , a
´, β´, β`, c`
˘ P R. When b` “ pba` , b`b qK, we take β` “ b`b and β´ “ b´b . Then
where JP Kupδ`1 , b´b q “ pδ´P , b`P q and JQKupδ`2 , ba` , b`b , c´q “ pδ´Q, a´Q, b´Q, c`Qq,
lpδ`1 , δ`2 , a`, pba` , b`b qK, pba´ , b´b q, c´q
“ pδ´1 : δ´P , δ´2 : δ´Q, a´ : ba´ , b´ : pa´Q, b´Qq, b` : pa`, b`P qK, c` : c`Qq.
By definition of L,
pδ´P , δ´Q, ba´ , pa´Q, b´Qq, pa`, b`P qK, c`Qq Ď pδ´1 , δ´2 , a´, pba´ , b´b q, pba` , b`b q, c`q. (75)
We show
`
δ´1 , δ
´
2 , a
´, β´, β`, c`
˘ P R.
r
`
δ`1 , δ
`
2 , a
`, b`b , b
´
b , c
´˘ “ pδ´1 : δ´P , δ´2 : δ´Q, a´ : a´Q, b´ : b´Q, b` : b`P , c` : c`Qq.
We must show
pδ´P , δ´Q, a´Q, b´Q, b`P , c`Qq Ď pδ´1 , δ´2 , a´, b´b , b`b , c`q.
All cases except a´Q Ď a´ are immediate from Equation (75). That a
´
Q Ď a´ follows by transit-
ivity from a´Q Ď ba´ and ba´ Ď a´, both by Equation (75). This establishes the case when b` “
pba` , b`b qK. The case b` “ K is impossible. When b` “ K, JaÐ recv b; QKupδ`2 ,K, c´q “
pK,K,Kq. Then by definition of l and L,
lpδ`1 , δ`2 , a`, pba` , b`b qK, pba´ , b´b q, c´q
“ pδ´1 : δ´P , δ´2 : K, a´ : b´b , b´ : K, b` : pa`, b`P qK, c` : Kq
Ď pδ´1 , δ´2 , a´, pba´ , b´b q,K, c`q.
Looking at the b` component, we have pa`, b`P qK Ď K, a contradiction. This establishes
pi∆´1 ,∆
´
2 ,a
´,c`L Ď pi∆´1 ,∆´2 ,a´,c`R.
To show pi∆´1 ,∆´2 ,a´,c`R Ď pi∆´1 ,∆´2 ,a´,c`L, let
`
δ´1 , δ
´
2 , a
´, b´, b`, c`
˘ P R be arbitrary.
We claim
`
δ´1 , δ
´
2 , a
´, pa´, b´q, pa`, b`qK, c`
˘ P L. Where JP Kupδ`1 , b´q “ pδ´P , b`P q andJQKupδ`2 , a`, b`, c´q “ pδ´Q, a´Q, b´Q, c`Qq,
rpδ`1 , δ`2 , a`, b`, b´, c´q “ pδ´1 : δ´P , δ´2 : δ´Q, a´ : a´Q, b´ : b´Q, b` : b`P , c` : c`Qq.
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By definition of R,
pδ´P , δ´Q, a´Q, b´Q, b`P , c`Qq Ď pδ´1 , δ´2 , a´, b´, b`, c`q. (76)
We compute
lpδ`1 , δ`2 , a`, pa`, b`qK, pa´, b´q, c´q
“ pδ´1 : δ´P , δ´2 : δ´Q, a´ : K, b´ : pa´Q, b´Qq, b` : pa`, b`P qK, c` : c`Qq.
We must show
pδ´P , δ´Q,K, pa´Q, b´Qq, pa`, b`P qK, c`Qq Ď pδ´1 , δ´2 , a´, pa´, b´q, pa`, b`qK, c`q.
This follows immediately from Equation (76), so pi∆´1 ,∆´2 ,a´,c`R Ď pi∆´1 ,∆´2 ,a´,c`L.
Having established pi∆´1 ,∆´2 ,a´,c`R “ pi∆´1 ,∆´2 ,a´,c`L, it follows thatJΨ ; ∆1,∆2, a : A $ bÐ psend b a; P q ; paÐ recv b; Qq :: c : CKupδ`1 , δ`2 , a`, c´q
“ JΨ ; ∆1,∆2, a : A $ bÐ P ; Q :: c : CKupδ`1 , δ`2 , a`, c´q.
Because pδ`1 , δ`2 , a`, c´q was an arbitrary element in their domain, we conclude the functions
are equal. đ
§ Proposition 9. For all Ψ ; ∆1 $ P :: a : A and Ψ ; a : A,∆2 $ Q :: c : C, we have
aÐ P ; Q ” aÐ psend a shift;P q; pshift Ð recv a;Qq.
Proof. We abbreviate judgments by their processes. The function pia` ˝ Jsend a shift;P Ku is
not strict because of the post-composition with up in the a` component. By Proposition 28,
this implies we can drop the stricta` when computing the denotation of the cut processes:
JΨ ; ∆1,∆2 $ aÐ psend a shift;P q ; pshift Ð recv a;Qq :: c : CKu
“ Tra´ˆa` pJsend a shift;P Kuˆ Jshift Ð recv a;QKuq
“ Tra´ˆa` ```idˆ `a` : up˘˘ ˝ JP Ku˘ˆ stricta` `JQKu ˝ `idˆ `a` : down˘˘˘˘
“ Tra´ˆa` ```idˆ `a` : up˘˘ ˝ JP Ku˘ˆ `JQKu ˝ `idˆ `a` : down˘˘˘˘
“ Tra´ˆa` ``idˆ `a` : up˘˘ ˝ pJP Kuˆ JQKuq ˝ `idˆ `a` : down˘˘˘
Because pup, downq is a section-retraction pair, by Proposition 26:
“ Tra´ˆa` pJP Kuˆ JQKuq
“ JΨ ; ∆1,∆2 $ aÐ P ; Q :: c : CKu. đ
§ Proposition 11. Let k P L. If Ψ ; ∆1 $ P :: a : Ak, and Ψ ; a : Al,∆2 $ Ql :: c : C for all
l P L, then aÐ P ; Qk ” aÐ pa.k;P q ; pcase a tlñ QlulPLq.
Proof. We use the Knaster-Tarski formulation (58) of the trace operator. Let u P JΨK and
pδ`1 , δ`2 , c´q P J∆1,∆2K`ˆJc : CK´ be arbitrary. We abbreviate judgments by their processes
and calculate that
JaÐ P ; QkKupδ`1 , δ`2 , c´q “ Trb´ˆb`plqpδ`1 , δ`2 , c´q
“ pi∆´1 ,∆´2 ,c`
´l
L
¯
,
JaÐ pa.k;P q ; pcase a tlñ QlulPLqKupδ`1 , δ`2 , c´q “ Trb´ˆb`prqpδ`1 , δ`2 , c´q
“ pi∆´1 ,∆´2 ,c`
´l
R
¯
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where
l : J∆1,∆2, a : AkK` ˆ Ja : Ak, c : CK´ Ñ J∆1,∆2, a : AkK´ ˆ Ja : Ak, c : CK`
l “ JΨ ; ∆1 $ P :: a : AkKuˆ JΨ ; ∆2, a : Ak $ Qk :: c : CKu,
L “  `δ´1 , δ´2 , a´, a`, c`˘ P J∆1,∆2, a : AkK´ ˆ Ja : Ak, c : CK` |
| l `δ`1 , δ`2 , a`, a´, c´˘ Ď `δ´1 , δ´2 , a´, a`, c`˘( ,
r : J∆1,∆2, a : ‘tl : AlulPLK` ˆ Ja : ‘tl : AlulPL, c : CK´ Ñ
Ñ J∆1,∆2, a : ‘tl : AlulPLK´ ˆ Ja : ‘tl : AlulPL, c : CK`
r “ JΨ ; ∆1 $ a.k;P :: a : ‘tl : AlulPLKuˆ
ˆ JΨ ; ∆2, a : ‘tl : AlulPL $ case a tlñ QlulPL :: c : CKu,
R “  `δ´1 , δ´2 , a´, a`, c`˘ P J∆1,∆2, a : ‘tl : AlulPLK´ ˆ Ja : ‘tl : AlulPL, c : CK` |
| r `δ`1 , δ`2 , a`, a´, c´˘ Ď `δ´1 , δ´2 , a´, a`, c`˘( .
Infima of products are computed component-wise, so to show
JaÐ P ; QkKupδ`1 , δ`2 , c´q “ JaÐ pa.k;P q ; pcase a tlñ QlulPLqKupδ`1 , δ`2 , c´q
it is sufficient to show that pi∆´1 ,∆´2 ,c`L “ pi∆´1 ,∆´2 ,c`R.
We first show pi∆´1 ,∆´2 ,c`L Ě pi∆´1 ,∆´2 ,c`R. Let pδ
´
1 , δ
´
2 , pa´l qlPL, a`, c`q P R be arbitrary
and let JP Kupδ`1 , a´k q “ pδ´P , a`P q. The case a` “ K is impossible. Indeed, when a` “ K,
strictness gives Jcase a tlñ QlulPLKupδ`2 ,K, c´q “ K. This implies
rpδ´1 , δ´2 , a` : K, pa´l qlPL, c`q “ p∆´1 : δ´P ,∆´2 : K, a´ : K, a` : pk,
“
a`P
‰q, c` : Kq,
which by definition of R implies the contradiction pk, “a`P ‰q Ď K. So a` “ pl, “a`l ‰q for some
l P L and a`l P JAlK`. The definitions of r and R imply pk, “a`P ‰q Ď pl, “a`l ‰q, so we have
l “ k. We show that pδ´1 , δ´2 , a´k , a`k , c`q P L. Let JQkKupδ`2 , a`k , c´q “ pδ´Q, a´Q, c`Qq. We
calculate
lpδ`1 , δ`2 , a`k , a´k , c´q “ p∆´1 : δ´P ,∆´2 : δ´Q, a´ : a´Q, a` : a`P , c` : c`Qq, (77)
rpδ´1 , δ´2 , pk,
“
a`k
‰q, pa´l qlPL, c`q
“ p∆´1 : δ´P ,∆´2 : δ´Q, a´ : pk : a´Q, l ‰ k : Kq, a` : pk,
“
a`P
‰q, c` : c`Qq. (78)
By definition of R, Equation (78) implies
pδ´P , δ´Q, pk : a´Q, l ‰ k : Kq, pk,
“
a`P
‰q, c`Qq Ď pδ´1 , δ´2 , pa´l qlPL, pk, “a`k ‰q, c`q. (79)
It immediately follows from (79) that
pδ´P , δ´Q, a´Q, a`P , c`Qq Ď pδ´1 , δ´2 , a´k , a`k , c`q,
i.e., that pδ´1 , δ´2 , a´k , a`k , c`q P L. We deduce pi∆´1 ,∆´2 ,c`L Ě pi∆´1 ,∆´2 ,c`R.
To show pi∆´1 ,∆´2 ,c`L Ď pi∆´1 ,∆´2 ,c`R, let pδ
´
1 , δ
´
2 , a
´
k , a
`
k , c
`q P L be arbitrary. LetJP Kupδ`1 , a´k q “ pδ´P , a`P q and JQkKupδ`2 , a`k , c´q “ pδ´Q, a´Q, c`Qq. We calculate
lpδ`1 , δ`2 , a`k , a´k , c´q “ p∆´1 : δ´P ,∆´2 : δ´Q, a´ : a´Q, a` : a`P , c` : c`Qq, (80)
rpδ´1 , δ´2 , pk,
“
a`k
‰q, pk : a´k , l ‰ k : Kq, c`q
“ p∆´1 : δ´P ,∆´2 : δ´Q, a´ : pk : a´Q, l ‰ k : Kq, a` : pk,
“
a`P
‰qc` : c`Qq. (81)
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By definition of L, Equation (80) implies
pδ´P , δ´Q, a´Q, a`P , c`Qq Ď pδ´1 , δ´2 , a´k , a`k , c`q. (82)
It immediately follows from (82) that
pδ´P , δ´Q, pk : a´Q, l ‰ k : Kq, pk,
“
a`P
‰q, c`Qq Ď pδ´1 , δ´2 , pk : a´k , l ‰ k : Kq, pk, “a`k ‰q, c`q,
i.e., that pδ´1 , δ´2 , pk : a´k , l ‰ k : Kq, pk,
“
a`k
‰q, c`q P R. đ
§ Proposition 13. If Ψ ; ∆1 $ P :: a : rρα.A{αsA and Ψ ; a : rρα.A{αsA,∆2 $ Q :: c : C,
then aÐ P ; Q ” aÐ psend a unfold;P q; punfold Ð recv a;Qq.
Proof. We abbreviate judgments by their processes.
JaÐ psend a unfold;P q; punfold Ð recv a;QqKu
“ Tra´ˆa` pJsend a unfold;P Kuˆ Junfold Ð recv a;QKuq
“ Tra´ˆa` ```idˆ `a` : Fold˘˘ ˝ JP Ku ˝ `idˆ `a´ : Unfold˘˘˘ˆ
ˆ ``idˆ `a´ : Fold˘˘ ˝ JQKu ˝ `idˆ `a` : Unfold˘˘˘˘
“ Tra´ˆa` ``idˆ `a` : Fold˘ˆ `a´ : Fold˘˘ ˝ pJP Kuˆ JQKuq ˝
˝ `idˆ `a´ : Unfold˘ˆ `a` : Unfold˘˘˘
which by Proposition 26:
“ Tra´ˆa` pJP Kuˆ JQKuq
“ JaÐ P ; QKu. đ
§ Proposition 14 (Coherence of Session Types). If Ξ $ A typeqs , then JΞ,Θ $ A typeqs K “JΞ $ A typeqs KppiΞ,ΘΞ for all p P t´,`u.
Proof. This is exactly Proposition 38. đ
§ Proposition 15 (Coherence of Terms and Processes). If Ψ ,M : τ , then JΦ,Ψ ,M : τK “JΨ ,M : τK ˝ piΦ,ΨΨ . If Ψ;∆$P ::a :A, then JΦ,Ψ;∆$P ::a :AK“ JΨ;∆$P ::a :AK ˝ piΦ,ΨΨ .
Proof. This is exactly Proposition 15. đ
§ Proposition 16 (Semantic Substitution of Session Types). Let Ξ “ α1 typep1s , . . . , αn typepns .
For all p P t´,`u and all choices of types Θ $ Ai typepis (1 ď i ď n), if Ξ $ B typeqs , then
JΘ $ r ~A{~αsB typeqs Kp “ JΞ $ B typeqs Kp ˝ xJΘ $ Ai typepis Kp | 1 ď i ď ny.
Proof. This is exactly Proposition 41. đ
§ Proposition 17 (Semantic Substitution of Functional Terms). Let Ψ “ x1 : τ1, . . . , xn : τn.
For all choices of terms Φ ,Mi : τi (1 ď i ď n), if Ψ , N : τ and Ψ ; ∆ $ P :: c : C, then
JΦ , r ~M{~xsN : τK “ JΨ , N : τK ˝ xJΦ ,Mi : τiK | 1 ď i ď ny,JΦ ; ∆ $ r ~M{~xsP :: c : CK “ JΨ ; ∆ $ P :: c : CK ˝ xJΦ ,Mi : τiK | 1 ď i ď ny.
Proof. This is exactly Proposition 36. đ
