In the present study, Support Vector Machines (SVM) and hybrid of Genetic Algorithm (GA) with SVM models are developed to predict the damage level of non-reshaped berm breakwaters. Optimal kernel parameters of SVM are determined by using GA algorithm.
INTRODUCTION
The berm breakwater is a rubble mound structure with the presence of horizontal berm at or above still water level (SWL). During the wave attack, non-reshaped structures i.e., statically stable structures under goes no or minor damage. According to Van der Meer (1988) , the term ''Damage level'' is defined as the displacement of armor units. The breakwaters are constructed parallel to the shore in order to protect the coast and harbors against wave action. They are also used for dual purposes like dissipating wave energy and providing loading and unloading facilities for cargo and passengers. In the past, several researchers (Priest et al 1964 , Van der Meer 1988 , 1992 , Tørum et al 2003 , Subba Rao et al 2004 , 2008 experimented and developed physical models which are time consuming and expensive in terms of cost. Apart from this, they also failed to give a simple mathematical model to predict the damage level considering all the boundary conditions. This may be due to vagueness and complexity associated with many design parameters of berm breakwater. To minimize the cost, time and complexity in designing physical models, soft computing tools, such as Artificial Neural Network (ANN), Support Vector Machine (SVM), Adaptive Neuro Fuzzy Inference System (ANFIS), etc., are successfully used in different fields (Kazperkiewiecz et al 1995 , Voga and Belchior 2006 , Dong et al 2005 . Also in coastal fields some works have been carried out using soft computing tools. Mase et al (1995) applied neural network technique to predict the stability and damage level of rubble mound breakwater. They found that the predicted damage levels are in agreement with the measured damage level which was experimentally carried out by Van der Meer (1988) and Smith et al (1992) . Yagci et al (2005) used neural network technique to predict damage ratio of breakwater. Physical model estimated damage ratio values matched the predicted values by neural network method. Further they revealed that the ANN application facilitates the consideration of wave period, wave steepness, slope of the breakwater and wave height in estimating damage ratio. Kim and Park (2005) applied ANN method to design the rubble mound breakwater. According to them the neural network technique gave more accurate results than the conventional empirical model and the extent of accuracy was affected by the structure of neural network. Mahjoobi and Mosabbeb (2009) used SVM for the prediction of significant wave height. Their result shows that the SVM can be successfully used for the prediction of significant wave height. Kim et al (2010) used SVM to predict the stability number of armour blocks of breakwaters. The proposed method proves to be an effective tool for designers to support their decision process and to improve design efficiency of rubble mound breakwaters. Balas et al (2010) applied hybrid model for the preliminary design of rubble mound breakwater. Their hybrid model has shown better agreement between the predicted and measured values when compared to ANN and stability equations obtained by Van der Meer (1988) . Patil et al (2011) developed ANFIS model for predicting wave transmission coefficient of horizontally interlaced multilayer moored floating pipe breakwater and showed that ANFIS models outperformed ANN models for predicting transmitting waves.
However, it is observed that there are hardly any applications of hybrid GA-SVM model in predicting the damage level for non-reshaped berm breakwaters. In the present paper, GA is used to optimize the SVM and kernel parameters. Results of GA-SVM models are compared with that of SVM models.
EXPERIMENTAL DATA
The experimental work was carried out in Marine Structures Laboratory, Department of Applied Mechanics and Hydraulics, National Institute of Technology Karnataka (NITK), Surathkal, India. The wave flume is 50m long, 0.71m wide, 1.1m deep, and has 42m long smooth concrete bed. Figure. 1 shows a sketch of the wave flume.
Four sets of experiments were carried out for 3000 waves (Subba Rao et al 2004) . In the first set of experiments, stability for different wave periods and height on conventional breakwater model with trapezoidal cross section with armour stone weight W 50 = 74gms was tested. In the second set of experiments, statically stable non-reshaped berm breakwater model was tested with the armour stones weight W 50 = 52gms which is about 30% less than 74gms. They studied the influence of berm width on the stability of the breakwater, run-up and rundown. The third set of experiments was tested with armour stones weight W 50 = 58.6gms which is about 20% less than 74gms. The influence of tidal effect and stability was studied by changing the depth of water in front of the breakwater model. In the fourth set of experiments the influence of location of the berm and stability was studied by keeping the armour stones weight W 50 = 52gms, the weight used in conventional breakwater (Subba Rao et al 2008) . Range of experimental variables is shown in Table 1 . Many problems involving fluid motions are quite complex in nature. In the present case the complex flow phenomenon responsible for energy dissipation cannot be easily represented by mathematical equations and one has to rely on experimental investigations. The results of such investigations are more useful when expressed in the form of dimensionless relation. To arrive at such dimensionless relation of different variables, dimensional analysis is carried out. After conducting the dimensional analysis using Buckingham's-II theorem the dimensionless parameters, namely wave steepness (H/L 0 ), surf similarity(ζ), relative berm position by water depth (h B /d), armour stone weight (W 50 /W 50max ), relative berm width (B/ L 0 ) and relative berm location (h B /L 0 ) are obtained.
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For the present damage level analysis, experimental data are divided into two sets, one for training (86 data set) and another for testing (24 data set). The input parameters that influence the damage level (S) of non-reshaped berm breakwater are H/L 0 , ζ, h B /d, W 50 /W 50max , B/ L 0 and h B /L 0 which are used to train SVM and GA-SVM models.
GENETIC ALGORITHM FOR PARAMETER OPTIMIZATION IN SUPPORT VECTOR MACHINE 3.1 Support Vector Machines
The foundation of SVM has been developed by Vapnik (1995) and is gaining popularity due to many attractive features and promising empirical performance. SVMs were developed to solve the classification problem, but recently they have been extended to the domain of regression problems [Vapnik et al., 1996] . The basic concept of support vector regression is to map nonlinearly the original data into a higher dimensional feature space and solve a linear regression problem in this feature space.
By considering a training data set , such that is a vector of input (1)
Where, w and b are weight and bias. f(x) denotes a function termed feature, and (w · x) represents the dot product in the feature space, l, such that
The regression problem is equivalent to minimize the following regularized risk function:
eqn [3] is also called-insensitive loss function. This function defines a ε -tube. If the predicted value is within the ε -tube, the loss is zero or else the loss is equal to the magnitude of the difference between the radius ε of the tube and the predicted value. The radius of the tube located around the regression function is represented by a precision parameter ε and the ''ε -intensive zone'' is the region enclosed by the tube.
The SVM algorithm attempts to position the tube around the data as shown in Figure 2 . By substituting the ε-insensitive loss function into eqn [2], the optimization object becomes:
With the constraints,
Subjecyd
Where, the constant C > 0 stands for the penalty degree of the sample with error exceeding ε. The distance from actual values to the corresponding boundary values of ε -tube is represented by the two positive slack variables. The SVM fits f(x) to the data in a manner such that: Minimizing the slack variables i.e., the training error is minimized and, to increase the flatness of f(x) or to penalize over complexity of the fitting is minimized. The performance of SVM regression depends on the good setting of SVM and kernel parameters. In the present study, quadratic loss function is used. The main idea of using this loss function is to ignore the errors, which are situated within the certain distance of the true value. The kernel function used in present study is shown in Table 2 . 
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International Journal of Ocean and Climate Systems 3.2 Genetic algorithm based feature selection and parameters optimization for support vector machines Genetic algorithms (GA) are well suited for searching global optimal values in complex search space, coupled with the fact that they work with raw objectives when compared with conventional techniques (Holland 1975 , Goldberg 1989 ). The algorithm is based on the Darwin's theory, in which the genetic information is carried and retained from generation to generation. The main purpose of using GA based parameter selection procedure is to reduce the input space of the model and thus improves the performance of the model. In the presesnt study, GA is used to find the optimal values of SVM (C, ε) and kernel parameters (d, γ), which improves the performance of the model.
The working procedure of GA-SVM is described as below: Population size: In the present study, a size of 30 intial population with the randomly generated chromosomes is used. The SVM parameters C, ε and kernel parameters d, γ are directly coded to generate chromosome.
Fitness definition:
The fitness value of each chromosome is calculated using a negative normalised mean square given in eqns [6 and 7] . 
Where,
N is the total number of data in the test set, x 1 -is the mean of the actual value, x i is the actual value, and y i is the predicted value.
Selection: The selection of better parent chromosome from the current population for reproduction is based on roulette wheel selection principle (Holland, 1975) . Crossover: The binary crossover is applied to the randomly paired chromosomes to form new offsprings. The intermediate crossover principle in producing offsprings is given by eqn [8] . (8) is the scaling factor within the range (-d, 1+d ) and where, d is taken as 0.25 for the present study.
Mutation: The mutation operation is followed by crossover operation which helps in preventing the population hibernation at any local optima. The randomly selected string contains variable which undergoes mutation using incremental operator. Crossover and mutation occurs during evolution depending on a user defined probabilities, which are taken as 0.8 and 0.5 for crossover and mutation respectively for the present study.
Accept and Replace:
Offspring replaces the old population using the diversity replacement startegy and generates the new population used for further run of the algorithm.
Stopping criteria:
If the stopping criteria is satisfied, the process ends and return the best solution in current population; otherwise proceed with next generation. In the present study, SVM is combined with genetic algorithm using Matlab to find the optimal values of SVM and kernel parameters simultaneously for better generalization of the proposed model. In the first stage, training input, training target, kernel functions, range of kernel and SVM parameters are fed to the system. GA generates the initial population that would be used to find optimum factors of kernel functions and SVMs. In the second stage, the system performs typical SVM process using assigned value of the factors in the chromosomes, and calculates the performance of each chromosome using fitness function given in Equation 6. If the calculated fitness value satisfies the terminal condition in GA, then the optimal parameters are selected; otherwise, in the third stage, new population is generated by applying the genetic operators such as selection, crossover and mutation. After the production of new generation, the training process with calculation of fitness value is performed again. From this point, stage two and three are iterated until stopping condition is satisfied. Once the stopping condition is satisfied, the genetic search finishes and the chromosome that shows the best performance in the last population is selected as the final result. In the fourth and final stage, optimized parameters obtained by GA are tested with the testing data. The final decision about the optimum models is not based on the training data, but on the testing data. 
RESULTS
In the present paper, SVM and GA-SVM models are developed for prediction of damage level of nonreshaped berm breakwater. The performances of these models are studied based on the statistical measures namely correlation coefficient (CC), root-mean-square error (RMSE) and scatter index, which are defined as:
Where, O i and P i are observed and predicted damage level respectively, n is the number of data set used and O i -and P i -are average observed and predicted damage level respectively.
The better selection of SVM and kernel parameters decides the performance of these models. The number of support vectors (nsv), kernel parameters (d, γ) and SVM parameters (C, ε) are used in SVM and GA-SVM as shown in Table 3 . The results obtained during training and testing processes for input parameters are evaluated using statistical measures like CC, RMSE and SI values as shown in Table 4 and Table 5 Figure 3 and 4 respectively. GA is an optimizing tool which is used to search better SVM (C, ε) and kernel (d, γ) parameters to yield better results compared to SVM model. It is noticed that the performance of the model depends on the better selection of SVM and kernel parameters. The kernel parameter (d=3) and SVM parameters (C=137, ε= 0.000137) obtained by GA (Table 3) were used to train and test the data sets. By interfacing the GA with SVM model, generalization performance of the GA-SVM model shows improvement in terms of statistical measures such as CC, RMSE, and SI over SVM model as shown in Table 5 . Although GA-SVM with polynomial results in a marginal increase of training CC of 0.9100 with an scatter index of 0.2378 and root mean square error 2.6949, but gives a considerable increase in testing CC of 0.9074 with scatter index of 0.2349 and root mean square error of 2.4828 compared to SVM model with polynomial function. The GA-SVM model with polynomial kernel function shows better performance than the SVM model with polynomial kernel function in terms of statistical measures"
CONCLUSIONS
The performance of GA-SVM appears to be highly influenced by the choice of its kernel function, and the good setting of kernel and SVM parameters. From the results obtained, it is clearly revealed that GA-SVM model with polynomial kernel function gives a marginal increase in Training CC of 0.9100 and a noticeable increase in Testing CC of 0.9074 compared to SVM model with polynomial kernel function. Comparing GA-SVM and SVM model, the GA-SVM model with polynomial kernel function for testing yields improved results in terms of statistical measures like root mean square (2.4828), correlation coefficient (0.9074) and scatter index (0.2349). As the input space of the GA-SVM is smaller and the learning speed of GA-SVM is faster than the individual SVM model, the GA-SVM model with small input space gives better performance compared to SVM model. Hence, GA-SVM model is an effective soft computing tool in predicting the damage level of non-reshaped berm breakwater. Therefore it can be used as an alternative tool to determine the damage level of nonreshaped berm breakwater.
