ABSTRACT This paper mainly investigates periodic stabilization issue for a class of multi-module impulsive switched linear systems. It is proven that the considered system is exponentially stabilizable if there exists a periodic control Lyapunov function whose value decreases periodically rather than at each time instant. A Lyapunov converse theorem is also presented. In particular, a constructive method is used to determine stabilizable impulsive switching law. Moreover, the relaxed set is introduced to reduce the computational complexity, and relaxed versions of Lyapunov theorem and its converse theorem are established. Finally, a numerical example is provided to illustrate the effectiveness of the approach.
I. INTRODUCTION
Many real world systems can be modeled as hybrid systems which exhibit the interaction of continuous time and discrete event dynamics [1] , [2] . As is known, switching and impulse are two main characters of hybrid systems, among which switching determines the activated model at each time instant [3] , [4] , and impulse depicts state jump at some discrete instants [5] , [6] . Switching and impulsive effects exist widely in many practical fields and draw increasing attention on theoretical study [7] - [13] . The combination of impulse and switching forms a more comprehensive model, i.e., impulsive switched system, and brings many difficulties and challenges for stability analysis and control design.
For an autonomous impulsive switched system, a standard problem is the stabilization problem that designs a proper impulsive switching law steering the system asymptotically stable. Lyapunov functions method is one of the most commonly used approaches to address the problem. Many types of Lyapunov functions can be founded in existing literature, such as multiple Lyapunov functions [3] , switched Lyapunov functions [14] , piecewise quadratic Lyapunov functions [15] , and polyhedral Lyapunov functions [16] . However, a drawback exists in classical Lyapunov functions method in that the value is required decreasing along the state trajectories. To reduce the conservatism, some non-monotonic Lyapunov
The associate editor coordinating the review of this manuscript and approving it for publication was Ning Sun. functions were introduced in [17] for switched systems. Periodic control Lyapunov functions, as a typical kind of nonmonotonic Lyapunov functions, were found useful to address stability and stabilization issues on periodic systems and even some non-periodic systems. Moreover, periodic control Lyapunov functions find wide applications into sample-data systems [18] , impulsive systems [19] , etc. The priority of periodic Lyapunov functions method motivates this research to some extent.
On the other hand, there are still a lack of some universal methods for stabilizing generic continuous-time impulsive switched systems in existing work [20] - [23] . The introduction of impulse and switching not only makes the system perform more complex behaviors but also leads to the stabilization problem a more challenging work. The difficulties mainly lie in two aspects. One is how to establish some necessary and sufficient criteria for stabilizing the involved system. The other is how to compute a proper impulsive switching law stabilizing such a system.
Motivated by the priority of periodic Lyapunov functions method, we aim to present an efficient stabilizing mechanism for a class of impulsive switched linear systems in this work. In specific, we focus on addressing the periodic stabilization issue for a class of impulsive switched linear systems, where the impulse inputs are subject to multi-module constraints as in [24] and [25] . The system framework is interesting in representing a wide class of impulsive switched systems when only a finite set of impulse modules are available, such as the multi-module propulsion systems in flexible small satellite missions [26] , [27] . For the considered systems, we aim to propose a periodic stabilization scheme based on periodic control Lyapunov functions, which can be seen as a continuous and extensive version of that in [28] . The presented mechanism is proven necessary in that any exponentially stabilizable impulsive switched system admits such a periodic control Lyapunov function stabilizing the system. Further, we propose a constructive method to determine such a Lyapunov function and corresponding impulsive switching law. Note that it only requires the Lyapunov function decreases periodically, which is a relatively simple identifying way.
The main contributions of this work are stated as below. First, we propose a periodic stabilizing scheme for the considered systems. The mixed time-driven and state-feedback character steers it flexible in avoiding Zeno phenomena and accommodating perturbations. Second, we establish a Lyapunov theorem and its converse theorem based on periodic control Lyapunov function. Third, different from related work [29] based on geometric theories, we introduce the concept of relaxed set to reduce the computational burden. Forth, we extend the results in [28] to a more comprehensive model and increase more available degrees of freedom for stabilization design. Moreover, note that the stability of subsystems and impulse modules are not required, which shows the generality of our work in some sense.
The paper is organized as follows. Section II presents preliminaries including the system description, the concepts of exponential stabilization, periodic control Lyapunov function, and periodic impulsive switching law. Section III studies periodic stabilization issue for the multi-module impulsive switched systems, and focuses on the computation of periodic control Lyapunov function. Section IV presents a numerical example and Section V briefly concludes the work.
Notations: Throughout this paper, R stands for the set of all real numbers; R + stands for the set of all non-negative real numbers; R n stands for the set of all n-dimensional vectors; | · | is a given vector norm in R n , and · is the induced matrix norm; ∅ symbols an empty set; H 1 = {x ∈ R n ||x| = 1}; E n denotes the n × n unit matrix; denote n and n + by the set of positive semi-definite and positive definite n × n matrices; mod(a, b) means the remainder of a divided by b; a ( a ) denotes the largest (smallest) natural number that is not greater (less) than a; λ max (A) (λ min (A)) means the largest (smallest) eigenvalue of matrix A; denote the index sets S = {1, 2, · · · , s}, M = {1, 2, · · · , m + 1}, N = {1, 2, · · · , N }.
II. PRELIMINARIES
Consider a multi-module impulsive switched system formed by
where x(t) ∈ R n is the system state, σ : [0, +∞) → {1, 2, · · · , s} is the switching signal, s is the number of switching subsystems, {t k } ∞ k=1 is impulse/switching instant sequence satisfying 0
x} is the impulse input dependent on the state, m is the number of impulse modules,
We suppose that the system state is continuous from the right hand.
Throughout this work, an impulsive switching path defined over a time interval [t s , t f ) is a sequence of triples as
where t s (t f ) is the starting (ending) time of the path, t f = t s + v q=1 τ q , τ q is the q-th impulse/switching interval, A l q and B j q are the q-th activated constituent subsystem and impulse module respectively, q = 1, 2, · · · , v, and v is the number of impulse/switching of the path. We omit t s in the brace when it is zero.
For clarity, we denote φ(t; x 0 , p) by the state of system (1) at time t under impulsive switching path p and initial state x(0) = x 0 . For an impulsive switching signal, it can be seen as an impulsive switching path defined over an infinite time horizon. An impulsive switching law for system (1) is a rule that generates an impulsive switching path/signal for certain initial configurations. In this sense, an impulsive switching law can be defined as {p x : x ∈ B δ }, where B δ is the ball centered at the origin with radius δ. An impulsive switching path/signal is said to be well defined if only a finite number of impulse/switching occurs during any finite time interval. An impulsive switching law is called well defined if it generates a well-defined impulsive switching signal for any initial configuration. Denote A δ by the set of welldefined δ-horizon impulsive switching path. Define A τ δ by the set of well-defined δ-horizon impulsive switching path with constant dwell-time τ for δ > 0 and τ > 0. More specific, an impulsive switching path in A τ δ can be expressed
Definition 1 [7] : System (1) is called exponentially stabilizable if there exist two constants α ≥ 1, β ≥ 0, and a welldefined impulsive switching law {p x : x ∈ R n } satisfying
Definition 2 [28] : Let T be a positive constant. A continuous function V :
Definition 3 [28] : For a function V : R n → R + , and two constants T > 0, τ > 0, define
then corresponding T -horizon impulsive switching law (TISL) is
Definition 4 [28] : For a function V : R n → R + , define a T -periodic infinite-horizon impulsive switching law (T-IISL) by repeating the TISL every T horizon as
III. MAIN RESULTS

A. PERIODIC STABILIZATION
In this subsection, we shall present some periodic stabilization criteria for system (1) .
Theorem 1: If there exists an T-PCLF V (·), then system (1) under the corresponding T-IISLp ∞ T is exponentially stable with the parameters
where
and τ is a small dwell time.
Proof: If V (·) is an T-PCLF, we obtain from condition (3) that (5) with a small dwell time τ , x 0 is any given initial state, and the inequality c 3 /(2c 2 ) < 1 holds because of V (·) ≥ 0.
By iteration, we get from condition (2) that
Utilizing (2) again gives
this together with t = T t/T + mod(t, T ), yields
where the following facts
are used. Therefore, we conclude from (7) that system (1) underp ∞ T is exponentially stable with chosen parameters.
Remark 1:
Note that τ depicts impulse/switching frequency of the corresponding impulsive switching path/law.
The existence of τ is explained as below. For convenience, we suppose that V (·) is a homogenous function of degree one, then all the points in the set {cx : c = 0, x ∈ R n } admit a common well-defined impulsive switching path satisfying decreasing condition (3). Thus it reduces to the analysis for the unit sphere H 1 . By finite covering theorem, there exist a natural number r, a set of regions Q i and T -horizon welldefined paths p i
be the factor that divides exactly all the dwell times of p i T , i = 1, 2, · · · , r, then we could choose τ as the factor that divides exactly all τ i T , i = 1, 2, · · · , r. Remark 2: Note that the T-IISL is generated by concatenating T -horizon impulsive switching paths via sate measurement at time instant kT , k = 1, 2, · · · , and all the concatenated impulsive switching paths own a proper dwell time. This implies the proposed stabilizing scheme is mixed time-driven and state-feedback, which steers it more flexible in avoiding Zeno phenomena and accommodating perturbations than many existing methods in [20] , [30] , and [31] .
Note that, we add no restrictions on the Lyapunov function in Theorem 1. For convenience and without loss of generality, we shall consider a quadratic Lyapunov function V (x) = x Px, where P ∈ n + . Define the quantity
where V T (x) is defined in (4). When η T < 0, V (·) is clearly a quadratic T-PCLF. Corollary 1: For a quadratic function V (x) = x Px with P ∈ n + , if the quantity η T defined in (8) satisfies η T < 0, then system (1) is exponentially stabilizable with the parameters α = b N e λT λ max (P)/ λ min (P)(2λ max (P) + η T ),
Proof: By the definition of η T , we have
This together with the definition of V T (x) implies that conditions (2) and (3) are satisfied with c 1 = λ min (P), c 2 = λ max (P) and c 3 = −η T . Therefore, the conclusion follows immediately from Theorem 1. Corollary 1 indicates that, if a quadratic PCLF exists, then system (1) is exponentially stable under corresponding T-IISL. Now a converse problem comes that, if system (1) is exponentially stabilizable, does there exist such a quadratic PCLF? The following result provides a positive answer.
Theorem 2: Suppose that system (1) is exponentially stabilizable with α ≥ 1 and β ≥ 0. Then, for any P ∈ n + , V (x) = x Px is a quadratic T-PCLF of system (1) for all T > T (P, α, β), where T (P, α, β) = ln[α 2 λ max (P)/λ min (P)]/(2β).
Proof: Notice that for a sufficiently small τ , we have
where the second equality is ensured by finite covering theorem as stated in Remark 1. According to the exponential stabilizability of system (1), for any x ∈ R n , it holds that
By Definition 2, we conclude that V (·) is a quadratic T-PCLF if T > ln[α 2 λ max (P)/λ min (P)]/(2β). The proof is completed.
Remark 3:
This theorem indicates that the quadratic T-PCLF is universal in sense that any exponentially stabilizable system (1) admits such a Lyapunov function and corresponding TISL steering the system exponentially stable. Note that the stabilities of subsystems and impulse modules are not required, which shows the generality of our proposed method.
B. COMPUTATION OF PCLF
In this subsection, we let T = T (P, α, β)/τ τ , where T is defined in Theorem 2, and τ is a constant dwell time. Let N = T /τ , then V T (x) can be expressed by
Definition 5: For any x ∈ R n and k ∈ N, define
Then the TISL is
where the impulse/swithching instants {τ, 2τ, · · · , T } are omitted.
Note that the size of ϒ N (P) is [(m+1)s] N . Therefore, when T increases, the complexity grows exponentially. We will utilize the relaxation method introduced in [32] to reduce the computational burden.
Take τ as the sampling period, then a sampled system of (1) is formed by
where (l) ∈ {1, 2, · · · , (m + 1)s},
Define a generating function of system (13) as
where ∞ is the switching signal for system (13) . Notice that the stabilizability of system (1) is equivalent to that of system (13) , and system (13) is exponentially stabilizable if and only if ( [28] )
For a natural number k, the k-truncated version of F(·) is defined as
which can be expressed by the following iteration
further, define the quantity η T , as
Then, we establish relaxed versions of Lyapunov theorem and its converse theorem.
Theorem 3:
Let T be a positive constant and P ∈ n + . Define a quadratic function V (x) = x Px, ∀x ∈ R n .
(i) If η T , < 0, then system (1) is exponentially stabilizable.
(ii) Suppose that system (1) is exponentially stabilizable and ξ < λ min (P), where is sufficiently small and ξ is defined in (14) . Then V (·) is a quadratic PCLF for all T > T ( , ξ, P) with
where τ > 0 is a small dwell time of the corresponding TISL. Proof:
for all x = 0. This together with the fact that V T (x) < V T (x) yields V T (x) < V (x) for all x = 0. Then we get η T < 0 according to its definition. By Theorem 2, system (1) is exponentially stabilizable. VOLUME 7, 2019 (ii) To prove the converse theorem, for k ∈ {1, 2, · · · } and x ∈ R n , we introduce a proposition as
whose proof can be followed by the line to that of Proposition 11 in [28] . Then we have
where N = T /τ , and the forth inequality is ensured by [28, Proposition 8] . Therefore, when T > T ( , ξ, P), we conclude by Definition 2 that V (·) is an T-PCLF. Now we give the definition of a stabilizable impulsive switching law in a relaxed version.
Definition 6: For any x ∈ R n and k ∈ N, define
Then, for any x ∈ R n , the -relaxed TISL is
where N = T /τ , and the impulse/switching instants {τ, 2τ, · · · , T } are omitted. Finally, we can establish a stabilization criterion based on the -relaxed TISL.
Theorem 4: For given P ∈ n + and T > 0. If η T , < 0, then system (1) under the T-IISL obtained by repeating the -relaxed TISL (19) is exponentially stable. Proof. Letp T (x) be the -relaxed TISL of system (1). According to the definition of η T , < 0, we get
Therefore, when η T , < 0, we conclude that V (φ(T ; x, p T (x))) − V (x) < η T , |x| 2 < 0 for any x ∈ R n . By Theorem 1, we derive the conclusion. 
IV. SIMULATION RESULTS
Consider an impulsive switched linear system
where σ (·) ∈ {1, 2} is the switching signal, and Further, let = 0.7, and compute η T , as defined in (16) . It can be computed that η T , < 0 when T = 0.2s. According to expression (9) and the definition of relaxed-set, we obtain ϒ N = {e }, where N = 2, τ = 0.1s. We can see that the computational complexity is reduced significantly after relaxation. The state trajectory of system (20) under corresponding -relaxed TISL is shown in Fig. 2 , which also shows better convergency.
Finally, we construct a purely time-driven impulsive switching law with τ = 0.36s, and generate an impulsive switching signal as {(0.36, A 1 , B 1 ), (0.36, A 2 , B 1 ), · · · }. The perturbed impulsive switching signal is chosen as {(0.42, A 1 , B 1 ), (0.42, A 2 , B 1 ), · · · }, i.e., a time delay of 0.06s occurs. It can be seen from Fig. 3 that the system under perturbed time-driven impulsive switching law is not stable. However, Fig. 4 shows that the system under TISL is still stable when a time delay of 0.06s occurs. This indicates the priority of our designed method in accommodating perturbations information.
Remark 4: Note that both A 1 and A 2 are unstable, and both B 1 and B 2 have eigenvalues outside the unit sphere. This indicates that the proposed periodic stabilization scheme allows for a general class of impulsive switched systems. Moreover, the computational complexity is greatly reduced as the sizes of ϒ N and ϒ N are respectively 36 and 2 in the simulation, which shows the priority of relaxed method.
V. CONCLUSION
In this paper, we addressed the periodic stabilization issue for a class of multi-module impulsive switched linear systems. The constructed periodic control Lyapunov function was proved efficient in stabilizing the involved system. In particular, we established Laypunov theorem and its converse theorem in two different types. We also introduced the concept of relaxed set to reduce the computational burden in designing stabilizable impulsive switching laws. How to improve system performances via the proposed scheme awaits our further study.
