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Abstract
In principle, tandem mass spectrometry can be used to detect and quantify the peptides present in a 
microbiome sample, enabling functional and taxonomic insight into microbiome metabolic 
activity. However, the phylogenetic diversity constituting a particular microbiome is often 
unknown, and many of the organisms present may not have assembled genomes. In ocean 
microbiome samples, with particularly diverse and uncultured bacterial communities, it is difficult 
to construct protein databases that contain the bulk of the peptides in the sample without losing 
detection sensitivity due to the overwhelming number of candidate peptides for each tandem mass 
spectrum. We describe a method for deriving “metapeptides” (short amino acid sequences that 
may be represented in multiple organisms) from shotgun metagenomic sequencing of microbiome 
samples. In two ocean microbiome samples, we constructed site-specific metapeptide databases to 
detect more than one and a half times as many peptides as by searching against predicted genes 
from an assembled metagenome, and more than three times as many peptides as by searching 
against the NCBI environmental proteome database. The increased peptide yield can be used to 
enrich the taxonomic characterization of sample metaproteomes.
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In order to understand biogeochemical processes such as carbon cycling, ocean modelers 
need to develop a full understanding of the taxa that are performing important biochemical 
functions in the ocean. 1–3 Due to culture technique limitations on mixed microbial 
communities, methods for examining whole microbiomes in situ are needed. Metaproteomic 
analysis of ocean samples has the power to detect peptides from thousands of proteins over a 
wide range of taxonomic groups within a single analysis. 4–7 Accordingly, metaproteomics 
has been used to investigate the functional roles of ocean microbes in a variety of ecological 
contexts. 5,7,8 However, the success of high-throughput proteomics on ocean samples has 
been limited by a lack of detection sensitivity.
The majority of organisms active in the ocean microbiome do not have assembled 
genomes. 9 Public databases can provide partial metaproteome coverage, but without a 
precise guide to which organisms are present in the sample those databases must be 
extremely large in order to accommodate as much sequence variation as possible. Searching 
against such very large databases severely and negatively impacts search sensitivity. 10 
Because of the difficulty of constructing a protein database that accurately reflects an ocean 
bacterial microbiome, ocean metaproteomics experiments typically only detect a small 
proportion of the potentially detectable peptides in a sample. 5,11
As sequencing technologies have become more accessible, “meta-omics” studies have 
integrated metagenomic, metatranscriptomic and metaproteomic data. For example, 
databases for metaproteomic search can be constructed using genes predicted from an 
assembled metagenome. 8 However, this approach can lead to low peptide detection 
sensitivity for two reasons. First, since many gene fragments present in sequencing reads 
cannot be reliably assembled in to longer contigs, they will be missing from the gene 
prediction. Second, contig assembly necessarily involves an attempt to screen out reads with 
sequence errors, and the difficulty in distinguishing these from real variation present in the 
sample can lead to a lack of sequence coverage. For both of these reasons, at present, even 
metaproteomic databases based on site-specific assembled metagenomes tend to provide 
substantially incomplete coverage of the sample metaproteome. 12–14
An alternative approach takes advantage of the fact that most of the organisms present in 
many microbiome samples are prokaryotes, and therefore high proportions of their genomes 
are protein-coding. Tools such as MetaGeneAnnotator, 15,16 Orphelia13 and FragGeneScan17 
predict gene fragments directly from sequencing reads, without assembling the reads into 
contigs. These approaches can be used to construct metaproteomic databases that enable a 
greater peptide yield via database search than other methods. 14 However, the goal of these 
tools is sensitive gene prediction rather than peptide detection, and so databases containing 
translations of their raw gene fragment output can be extremely large. This can lead to 
impractically long running times for database searches and, more importantly, reduced 
peptide detection sensitivity.
In the approach described here, we begin with the gene fragments predicted by 
MetaGeneAnnotator or with six-frame translations of raw reads. We trim and filter these 
May et al. Page 2













sequences to build a database of “metapeptides”: short amino acid sequences derived from 
open reading frame fragments found in individual reads that are more likely to be 
identifiable via LC-MS/MS (Figure 1A). This approach exploits more of the metagenomic 
data than an approach based on an assembled metagenome, incorporating reads that fail to 
be integrated into a contig as well as all of the sample variation for each gene sequence, 
while avoiding a loss of sensitivity due to over-inclusivity. It is both more complete and 
more focused on the sample at hand than a strategy based on public databases, potentially 
including sequences never before observed in any organism and excluding sequences from 
species not present in the sample.
To evaluate the utility of our metapeptide approach, we compared the sets of peptide 
sequences detected in two Arctic Ocean microbiome samples at a 1% false discovery rate 
(FDR) via database search against three different databases (Figure 1B): the NCBI non-
redundant database of environmental protein sequences (env_nr), which is commonly used 
to interrogate ocean and soil microbiome samples,4,18 a database derived from a 
metagenome assembled from shotgun metagenomic sequencing of the two Arctic Ocean 
samples, and metapeptide databases constructed from the same sequencing reads.
Two microbiome samples were collected from the Arctic Ocean, one sample from the 
surface chlorophyll maximum layer in the Bering Strait (BSt) and one from bottom waters in 
the Chuckchi Sea (CS). A total of 1,925 peptides were detected in the BSt sample by 
searching the environmental database. A metagenome-derived database search yielded 2.26 
times as many peptides, and a metapeptide search yielded 3.56 times as many peptides. 
Results were similar in the CS sample, though with many fewer peptides detected in each 
search. Integrating the results from all three databases further increased peptide yield.
This substantial advantage in peptide yield contributes greatly to the taxonomic 
classification of proteins in the samples. We used Unipept 19,20 to infer the lowest common 
ancestor taxon for peptides detected in each search. Comparison of the results revealed a 
much richer taxonomic characterization of the proteins present in the samples from the 
metapeptide search than from either of the other methods. Thus, in addition to dramatically 
increasing the number of peptides detected in a given ocean sample, the metapeptide-based 
approach significantly expands our understanding of the organisms producing the 
biochemically active molecules in a microbiome. This understanding is crucial to developing 
a functional model of the microbiome.
2 Methods
2.1 Experimental methods
Sample collection—Water samples were collected in August of 2013 from the Bering 
Strait (BSt) chlorophyll maximum layer (7m depth, 65° 43.44″ N, 168° 57.42″ W) and 
from the more northern Chukchi Sea (CS) bottom waters (55.5 m depth, 72° 47.624″ N, 16° 
53.89″ W) using a 24-bottle CTD (conductivity, temperature and depth) rosette (10 L 
General Oceanics Niskin X). The integrated water column Chlorophyll-a measurement was 
226.88 mg/m2 at station BSt and 2.64 mg/m2 at station CS. A 15-liter water sample was 
prefiltered through 10 μm and then 1 μm high-volume cartridges to remove larger 
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eukaryotes, and the filtrate comprising the bacterial microbiome was then collected on a 
glass fiber filter (GF/F) with nominal pore size of 0.7 μm. Filters were flash frozen and 
stored at −80°C until extraction.
Metagenome DNA extraction, library preparation and sequencing—Filters were 
sliced and DNA extraction was accomplished following methods of Wright et al. 21 
Extracted DNA was sheared to < 1 kb. Excess salts were cleaned up using AMPure XP 
purification (Agencourt). One library for each sample was prepared using the Kapa Hyper 
Kit and following manufacturer’s instructions (Kapa Biosystems). Library quality was 
assessed using Bioanalyzer before sequencing. Libraries were sequenced in one lane on an 
Illumina HiSeq. The resulting 100 base pair, paired-end sequencing reads were trimmed and 
filtered using SolexaQA,22 with a minimum Phred quality score23 of 20 on any base.
Protein sample preparation and tandem mass spectrometry (LC-MS/MS)—
GF/F filters with the bacterial fraction were placed in 1.5 mL tubes with 100 μl of 0.5mm 
glass beads, 100 μl 6M urea and 500 μl nanopure water. Filters were shaken on a bead beater 
for one minute and then placed in ice for five minutes. This process was repeated 10 times to 
ensure cell lysis and filter breakup. A needle was then heated by flame and used to create a 
<0.5mm hole at the bottom of the 1.5mL sample tube. The sample tubes were then placed 
atop an open 1.5mL tube and centrifuged (3000 x g, 10 minutes). This process was 
completed to isolate protein lysate from extracted particles and glass beads. Protein 
concentrations were determined using BCA colormetric assay; 100 μg of total protein was 
used for digestion. Each 100 μg protein sample received 300 ng purified human ApoA1 to 
monitor protein digesion. Samples were reduced, alkylated, enzymatically digested with 
trypsin and desalted following Nunn et al. 24 Prior to MS injections, 50 fmol of the Pierce 
Peptide Retention Time Standard (ThermoFisher Scientific) was added to each autosample 
vial at 50 fmol per 2 μg total protein. Peptides were separated using an inline NanoAquity 
HPLC with a 4 cm pre-column (5 μm; 200A; Magic C18) and 30 cm Reprosil-Pur Basic 3 
μm C18 analytical column (Dr. Maisch GmbH, Germany). Peptides were eluted using a 2–
30% ACN, 0.1% formic acid non-linear gradient in 120 minutes at 300 nl/min. LC-MS/MS 
was performed with a Q-Exactive-HF (ThermoScientific) on technical triplicates for each 
sample. Instrument was operated in Top 20 data-dependent acquisition mode, collecting data 
on 400–1600 m/z range with a 5 s dynamic exclusion.
2.2 Computational methods
All computation was performed on a Univa Grid Engine cluster with 1.90GHz AMD 
Opteron processors.
Gene prediction from shotgun sequencing with existing methods—The 
MOCAT pipeline25 was used to assemble a metagenome and predict genes as follows. 
Trimmed and filtered reads from both BSt and CS samples were aligned to the human hg19 
reference using SOAPaligner v2.21, and aligned reads were removed. The remaining reads 
were assembled into contigs and scaftigs with SOAPdenovo v1.06. The assembly was 
revised, correcting for indels and chimeric regions, with SOAPdenovo v1.06 and BWA 
v0.7.5a-r16. Genes were predicted using Prodigal v2.60.
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We used three well-established gene fragment prediction tools, MetaGeneAnnotator (in 
multiple species mode), FragGeneScan version 1.2.0 (illumina_10 model parameters) and 
Orphelia (with Net300 prediction model) to predict gene fragments directly from shotgun 
metagenomic sequencing reads from each sample.
Metapeptide databases—Separate metapeptide databases were constructed from the BSt 
and CS sequencing runs, either from predicted gene fragments or from raw read sequences. 
When starting from raw read sequences, each read was translated in all six reading frames, 
and reading frames containing a stop codon were discarded. The results described in section 
3 were obtained by starting with predicted gene fragments from MetaGeneAnnotator.
Whether starting from gene fragments or from raw read sequences, amino acid sequences 
from each nucleotide sequence were trimmed to the first and last tryptic cleavage site (or 
discarded if fewer than two sites), and the remaining ends discarded (Figure 1A). This was 
done in order to remove partial tryptic peptide sequences that are unlikely to be detected by 
LC-MS/MS of a trypsinized metaproteome. The resulting candidate sequences were 
discarded if they were less than 10 amino acids long, if they contained no tryptic peptides 
with seven or more amino acids, or if the minimum Phred quality score over the length of 
the sequence was less than 30. Finally, metapeptide candidates meeting all the above criteria 
were discarded if they were represented by fewer than two reads. A FASTA database was 
constructed from the remaining metapeptides.
For purposes of comparison, we also made use of a metagenome-derived database of 
translated genes from the metagenome described above and the NCBI non-redundant 
database of protein sequences from large environmental sequencing projects (‘env_nr’, 
downloaded from ftp://ftp.ncbi.nlm.nih.gov/blast/db/FASTA/env_nr.gz on December 1, 
2015).
Database search—All database searches were performed using Comet 26 version 2015.01 
rev. 2, using a concatenated decoy database in which peptide sequences were reversed but C-
terminal amino acids left in place. Search parameters included a static modification for 
cysteine carbamidomethylation (57.021464) and a variable modification for methionine 
oxidation (15.9949). Enzyme specificity was trypsin, with three missed cleavages allowed. 
Parent ion mass tolerance was set to 50ppm around five isotopic peaks, and fragment ion 
binning was 0.02, with offset 0.0. Peptide-spectrum matches (PSMs) from all technical 
replicates were combined into a single dataset. The dataset was reduced to the highest-
scoring PSM for each unique peptide sequence, irrespective of charge state, and peptide-
level FDR was calculated using target and decoy peptide counts as described previously. 27
Results of searches of individual samples against multiple databases were integrated as 
follows. PSMs from searches against all databases were combined into a single tab-
delimited file of features for input to Percolator. 28 For each database, a new binary feature 
was added to the combined feature file indicating whether the PSM was derived from a 
search against that database. Percolator was then used to analyze the combined set, thereby 
computing a discriminant score for each PSM. For each scan with multiple PSMs (from 
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multiple databases), all but the highest-scoring PSM were removed. Peptide-level FDR was 
then calculated as described above.
Taxonomic inference—Detected peptides were given taxonomic assignments by Unipept 
version 1.1.0. For all tryptic peptides with no missed cleavages present in UniProtKB, 
Unipept assigns a lowest common ancestor (LCA) taxon from the NCBI Taxonomy 
Database, the most-granular taxon common to all organisms containing the peptide. For 
peptides with missed tryptic cleavages, Unipept calculates an LCA based on the LCAs 
associated with all completely-cleaved peptide sequences contained in the peptide.
3 Results
3.1 Gene fragment predictions from deep shotgun metagenomics sequencing are not 
directly usable for proteomics database search
Shotgun sequencing of the BSt and CS samples generated 171 million and 245 million 
reads, respectively. We evaluated three different gene prediction tools, FragGeneScan, 
Orphelia and MetaGeneAnnotator. None of these tools were originally developed for this 
high depth of coverage, nor have they been updated to accommodate high-depth sequencing. 
On the BSt reads, MetaGeneAnnotator ran to completion in 3.5 hours, producing 133 
million fragments. Orphelia quickly exceeded 100GB of memory usage; as its output on 
smaller inputs was 33 times the size of the output of MetaGene, with no scoring mechanism 
to use for filtering, we decided not to pursue it further. After five days of running time, 
FragGeneScan had not yet completed, and its output on smaller inputs was 32 times the size 
of the output of MetaGene, so we decided not to pursue it further.
The 133 million fragments produced by MetaGeneAnnotator contained 451 million unique 
peptides and would take an estimated eight days to search. However, 331 million of the 
peptides in the database represented ragged ends of peptides terminating at the beginning or 
end of a metagenomic sequencing read, and did not represent a detectable tryptic peptide.
3.2 Environmental and assembled metagenome databases provide incomplete coverage of 
peptides in ocean samples
Next, we quantified the extent to which a public database and a metagenome-derived 
database could be used to detect the peptides present in the two ocean microbiome samples. 
All three replicates of each sample were searched against the environmental and 
metagenome databases, and the set of peptides detected with FDR < 0.01 in searches against 
each database was determined with Percolator, as described above. In the BSt sample, a 
metagenome-derived database search yielded 2.26 times as many peptides as an 
environmental database search (Figure 2), with 18.7% of all detected peptides found in both 
searches. In the CS sample, a metagenome-derived database search yielded 1.57 times as 
many peptides as an environmental database search (Figure 2), with 19.5% of all detected 
peptides found in both searches. The high complementarity of these two results indicates 
that large numbers of peptides are undetected by searches of each database alone. In the case 
of the metagenome-derived database, which contains only 17 million tryptic peptides, this is 
likely because peptides present in the sample are from microbes missing from the database. 
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In the case of the environmental database, low statistical power due to the large size of the 
database (323 million peptides) is an additional factor. This is investigated in Section 3.3.
3.3 Searching metapeptide databases increases peptide yield and enriches taxonomic 
characterization
Next, we evaluated the ability of our metapeptide databases to increase peptide detection 
sensitivity relative to the environmental and metagenome databases. The metapeptide 
databases constructed from the shotgun metagenomic sequencing reads from the BSt and CS 
samples contained 19 million and 23 million peptides, respectively. All MS/MS replicates of 
the BSt and CS ocean microbiome samples were searched against the metapeptide database 
constructed from the sample being searched, and the set of peptides detected with FDR < 
0.01 was derived with Percolator. In the BSt and CS samples, the numbers of peptides 
detected were 1.57 and 1.98 times the number detected by searching against the 
metagenome-derived database, and 3.56 times and 3.10 times the number detected by 
searching against the environmental database, respectively (Figure 2).
To determine the reasons for this larger peptide yield, we compared the sets of peptides 
detected by searching the BSt spectra against the metagenomic, metapeptide, and 
environmental databases (Figure 3). Of the 6,850 peptides detected in the metapeptide 
search, 80.4% did not occur in the environmental database; by contrast, only 28.8% of the 
1,925 peptides detected in the environmental search were absent from the metapeptide 
database. This discrepancy suggests that the metapeptide database contains more of the 
peptides present in the sample. Furthermore, of the 1,957 peptides present in both databases 
and detected in one or both searches, only 1.7% were detected in the environmental database 
search but not in the metapeptide database search. By contrast, 30.1% were detected in the 
metapeptide search but not in the environmental search. Since those peptides were present in 
the environmental database, we conclude that the failure to detect them is due to a loss of 
statistical power stemming from the much larger size of the environmental database.
By themselves, detected peptide sequences provide limited information about a sample. 
However, the peptides can be used to provide important insight into the sample’s community 
composition. Accordingly, we assessed the extent to which the additional peptides detected 
using the metapeptide database enrich the taxonomic classification of the metaproteome. We 
used the Unipept tool to assign a least common ancestor (LCA) taxon to all possible 
peptides detected in a search of the BSt sample replicates against a given database. The 
metapeptide search detected 1.28 times as many peptides that were assigned LCAs as the 
metagenome-derived database search, and 1.87 times as many as the environmental database 
search. At every taxonomic rank more granular than class, the highest number of taxa were 
detected by the integrated search, followed by the metapeptide, metagenome and then 
environmental searches (Figure 4). The same order was observed when examining the 
number of peptides with an LCA at each taxonomic rank.
Because many metapeptides are likely from unsequenced microbes not present in public 
protein databases (and therefore uninformative to Unipept), an important question is whether 
the detected peptides that were present in the metapeptide database but absent from the 
environmental database conferred any taxonomic information via this method. The 
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proportion of detected peptides from the metapeptide database that are assignable to an LCA 
by Unipept is much greater for those peptides that are present in the environmental database 
(63.7%) than for those that are absent (27.9%). However, because 80.4% of the peptides 
detected in the metapeptide database search are absent from the environmental database, in 
absolute terms 12% more of the peptides assignable to LCAs come from that group. Thus, 
both the greater sensitivity and the greater coverage afforded by the metapeptide database 
contribute to its increased potential for metaproteome taxonomic classification.
3.4 Combining results from multiple databases further increases peptide coverage
Although the metapeptide databases are the most valuable individual databases for searching 
these samples, a higher overall peptide yield can be obtained by combining results from 
multiple databases. PSMs from searches against the environmental, metagenome and 
metapeptide databases were integrated as described above. In the BSt and CS samples, 
respectively, 1.09 times and 1.07 times as many peptides were detected by this method as by 
searching against the individual metapeptide databases (Figure 2). Furthermore, the 
integrated searches of the BSt and CS samples detected 1.13 and 1.10 times as many 
peptides assignable to LCAs compared with a metapeptide search (Figure 4 for BSt 
comparison), with more taxa observed at every taxonomic rank lower than superkingdom.
This method of integrating database search results yielded 13% more peptides at FDR < 0.01 
as searching a concatenated database combining the environmental, metagenome and 
metapeptide databases. Due to the reduced statistical power of a search against a larger 
database, searching the concatenated database yielded 3.2% fewer peptides than searching 
the metapeptide database alone. The extra Percolator features representing the database 
against which each PSM was made were of modest benefit, increasing peptide yield by 1.9% 
vs. an integrated search with those features removed.
3.5 Metapeptide databases from two microbiome samples can be used to interrogate each 
other
Constructing a metapeptide database is a relatively expensive endeavor, requiring library 
preparation, short read sequencing, and computational time, and so it would be convenient to 
use a single database to interrogate the metaproteome from multiple samples. Our two 
samples are from two different locations and from two very different positions in the water 
column (chlorophyll maximum layer and bottom water). In each case, overall peptide yield 
from a database search against the metapeptide database derived from the other sample was 
a large improvement over the yield from a search against the environmental database (2.2 
and 2.3 times as many peptides, respectively). In each case, however, searching a sample 
against its site-specific metapeptide database detected many more peptides than searching 
against the database derived from the other sample. Notably, the BSt sample appeared to 
benefit greatly from a search against the BSt database rather than against the CS database 
(1.54 times as many peptides), while the effect in the opposite direction was not as 
pronounced (1.42 times as many). A potential explanation for this difference lies in the 
depth from which the two samples were taken: the BSt sample, from the upper water 
column, is expected to contain more biodiversity than the CS sample taken from the bottom 
layer, which has no light.
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3.6 Filtering protocols are critical to resulting metapeptide database size
Prior to filtering, the trimmed MetaGene output contained 120 million tryptic peptides. To 
investigate the effects of the filtering criteria, we systematically varied each parameter while 
leaving the remaining parameters set to the values described in Section 2.2. The results 
(Figure 5) demonstrate that filtering metapeptides based on the support of two or more reads 
and the use of MetaGeneAnnotator fragments rather than six-frame translations of raw reads 
had a particularly large effect on database size, reducing the number of unique tryptic 
peptides by 75% and 53%, respectively, and decreasing search time by similar proportions.
To investigate the effect of filtering parameters on database sensitivity, we generated a small 
sample set of 24,000 MS/MS spectra from the BSt sample (8,000 random spectra from each 
replicate run) to compare the number of peptides detected at FDR < 0.01 by searching each 
database. Beginning with MetaGeneAnnotator fragments rather than with a six-frame 
translation of raw reads increased detected peptides by 8.3%, demonstrating that the 
MetaGeneAnnotator is valuable but not crucial to the metapeptide strategy. The 
MetaGeneAnnotator score was not useful as a filtering criterion: higher score thresholds 
resulted in monotonically lower peptide yield. Requiring two or more reads increased 
detected peptides by 6.8%. Higher read count thresholds monotonically reduced yield. 
Sufficiently restrictive values for each parameter reduce peptide yield much more greatly 
(data not shown). However, for all parameters, within the range of values shown in Figure 5 
the reduction in yield was minor, suggesting a relative robustness of the parameters.
4 Discussion
In this work, we have demonstrated the value of interrogating microbial metaproteomes by 
constructing metapeptide databases from site-specific shotgun metagenomic sequencing 
reads. These databases afford much greater peptide detection sensitivity than the NCBI 
environmental database or a database of genes predicted from an assembled metagenome. 
Furthermore, we have shown that a database derived from one sample can be used to 
interrogate another sample from a different location and position in the water column. By 
combining metapeptide databases from a variety of samples, sequencing efforts could 
potentially be centralized to an extent, and metapeptide databases integrated into existing 
metaproteomics workflows such as the MetaProteomeAnalyzer. 29 In principle, these 
methods should be applicable to other microbiomes, such as riverine and soil-derived 
microbial communities, in which prokaryotes dominate the microbiome and the great 
majority of organisms are unsequenced. These methods may also provide additional 
sensitivity in a better-understood environment such as the human gut microbiome.
From a practical standpoint, the much larger environmental database required much more 
computational time for database search than the metapeptide databases. On our hardware, 
the three BSt sample replicates, with an average of 104,000 MS/MS scans, took us an 
average of 11 hours to search against the BSt database and an average of 55 hours to search 
against the environmental database. The strategy of trimming reads to the outermost tryptic 
sites and the filtering criteria applied are responsible for the much smaller database size, 
making the metapeptide database easier to integrate into a proteomics pipeline.
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De novo sequencing is another strategy for increasing peptide detection sensitivity. Although 
this method can yield many confident partial peptide sequences, it is less effective at 
confidently detecting full-length peptides. Furthermore, due to codon degeneracy, de novo 
sequencing also cannot easily link detected peptides with their corresponding nucleotide 
sequences for taxonomic annotation. As others have noted, the space of peptides likely to be 
present in a metaproteomics sample should remain tractable to a database search approach if 
search databases are constructed with an eye toward detection sensitivity. 30 However, de 
novo sequencing remains a viable approach for assignment of spectra that cannot be 
assigned with database search.
Some of the peptide sequences detected by metapeptide database search are present in 
organisms with publicly available genomes, enabling putative taxonomic assignment using 
existing peptide-based tools and enriching taxonomic characterization. However, a large 
proportion of peptides detected by searching against metapeptide databases have never been 
reported in an assembled genome. In future work, we will place those peptides within a 
taxonomic hierarchy using sequence homology. This will be accomplished using all of the 
nucleotide sequences of the reads that contributed to the inclusion of each metapeptide in the 
database.
Sequence homology could also be used to infer the putative molecular function of these 
detected peptides. With both taxonomic and functional assignments, a large number of 
detected peptides could be used in comparisons of the activity of various microbes between 
samples. This research will quantify the protein functions responsible for chemical 
transformations at meaningful taxonomic levels, thereby exposing microbial ecosystems at 
the molecular level to improve our understanding of their interactions and biological roles. 
Applying this approach in conjunction with recent advances in quantitative proteomics can 
bring about a fundamental change in how we view, analyze, and model microbial 
ecosystems.
An important area for future research lies in the development of improved methods for 
combining search results from multiple databases. The approach we have adopted here relies 
upon the machine learning algorithm Percolator to calibrate scores between the different 
database searches. A more powerful approach might be to adopt a strategy similar to cascade 
search, 31 searching against, in order, the metapeptide, metagenome and environmental 
databases. In future work, we plan to develop and validate a statistical method for combining 
cascade search with a machine learning post-processing step like Percolator.
The software tools described here have been implemented in Python 2.7. The software 
(including source code) and data described in this manuscript may be downloaded at http://
noble.gs.washington.edu/proj/metapeptide.
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Figure 1. Multiple approaches for metaproteomics of microbiome samples
A. Metapeptide database construction begins with predicted gene fragments or with six-
frame translations of raw sequencing reads. Amino acid sequences without stop codons are 
trimmed to their outermost tryptic sites to construct metapeptide sequences. B. Alternative 
proteomics workflows. Microbiome samples are subjected to shotgun metagenomic 
sequencing and LC-MS/MS analysis. MS/MS spectra are searched with Comet against the 
NCBI environmental database, against predicted genes from an assembled metagenome, or 
against a metapeptide database, resulting in peptide yields of different size.
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Figure 2. Peptides detected in different searches
Line plots of peptide FDR (horizontal axis) vs. number of peptide sequences detected at that 
FDR in the Bering Strait (BSt) and Chukchi Sea (CS) samples (vertical axis), when searched 
four different ways. Dashed line indicates peptide yield at FDR < 0.01 from searches against 
the NCBI environmental database (1,925 in BSt and 1,144 in CS), against the metagenome-
derived database (4,352 and 1,792), against metapeptides derived from the sample being 
searched (6,850 and 3,544), and integrated results from all three databases (7,462 and 
3,776).
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Figure 3. Database and detected peptide comparisons
A. The BSt metapeptide database contains roughly 19 million tryptic peptides. The 
environmental database contains 286 million, with an intersection between the two databases 
of 3 million peptides. The metagenome database contains 24 million peptides, with 6 million 
peptides in common with the BSt metapeptide database. B. Searching against the BSt 
metapeptide database detects 6,850 unique peptides at FDR < 0.01, vs. 1,925 when 
searching against the environmental database, with 1,336 in common. Of the 1,958 peptides 
detected in either search that were present in both databases, 1,336 were detected in both 
searches, 589 were only detected in the BSt metapeptide database search and 33 were only 
detected in the environmental database search.
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Figure 4. Taxonomic inference summary
Bar charts comparing the taxonomic information derived from four different searches of the 
BSt sample: against the NCBI environmental database, against the metagenome-derived 
database, against site-specific metapeptides, and integrating results from all three databases. 
A. Counts of taxa detected, by rank from superkingdom to species. B. Counts of peptides 
associated with an LCA at each rank.
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Figure 5. Metapeptide parameter comparison
Comparisons between metapeptide databases constructed with different filtering parameters. 
The bars on the far left represent the unfiltered, trimmed MetaGene database. Each group of 
three bars represents three different values for a single parameter, with all other parameters 
set as described in Section 2.2. In each group, the middle value represents the value used to 
generate the results described in Figures 2–4. The N/A value for MetaGene score represents 
the use of raw six-frame translations of reads instead of MetaGene output. A. Millions of 
tryptic peptides in each database. B. Percent difference in counts of peptides detected in a 
search of 24,000 scans from the three BSt sample replicates at FDR < 0.01 against each 
database, as compared with search against unfiltered, trimmed MetaGene database.
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