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We investigate the effect due to background impurities embedded in the region of two-dimensional
electron gases to the magnetotransport. These impurities are achieved by homogeneously incorpo-
rating Si atoms in single quantum wells of high quality GaAs/AlGaAs heterostructures. Several
materials were grown this way with different densities of Si atoms. At low temperature the mobility
decreases monotonically with increasing impurity density. In materials with incorporated impuri-
ties, effects are observed with increasing temperatures. On the one hand, a minimum in mobility
appears, marking a transition between scattering enhancement due to acoustic phonon and mo-
bility enhancement due to impurity driven conductivity. The temperature at which the transition
takes place decreases with increasing impurity density. On the other hand, the incorporated im-
purities induce a non-monotonic temperature dependence of the electron density. The magnitude
of this variation rises with increasing impurity density. The theory of electron-electron interaction
correction to the conductivity alone fails to explain our results.
PACS numbers: 73.20.Hb, 73.43.-f, 73.63.Hs
I. INTRODUCTION
The quality of two-dimensional electron gases (2DEG)
located in GaAs/AlGaAs heterostructures is generally es-
timated by the zero-field electron mobility. In the range
of mobilities higher than 106 cm2V−1s−1 this picture is
not completely true, e.g regarding the regime of frac-
tional quantum Hall effect. It was shown that the filling
factor 5/2, expected for very high quality 2DEG, could
be absent in very high mobility samples while occurring
in slightly lower mobility ones1. Here, screening effects
and interplay between different types of disorders play
an important role2. Thus, the understanding of isolated
scattering mechanisms in these high-mobility samples be-
comes an important issue.
The main scattering sources in GaAs/AlGaAs het-
erostructures are remote ionized impurities, interface
roughness, alloy disorders, phonons and background im-
purities. Phonon scattering is a material specific prop-
erty and cannot be addressed experimentally. Remote
ionized donors are introduced by modulation doping3 and
provide electrons in the GaAs 2D-channel, what makes
them unavoidable. Their scattering effect can however
be considerably reduced by increasing the thickness of
AlGaAs barrier or spacer, an action which results un-
fortunately in a reduction of the 2D-electron density.
A way to overcome this restriction is to use a double
heterostructure or quantum well (QW) structure. For
the same spacer width one can double the electron den-
sity as compared to a simple heterostructure. Interface
roughness and alloy disorders are negligible in high qual-
ity GaAs/AlGaAs and become an issue at high electron
densities and very high mobilities. Background impuri-
ties are always present in epitaxial grown materials since
they are inherent to the growth system and are spread
all over the whole structure. The electrons interact with
background impurities in the GaAs channel as well as
FIG. 1. Calculated band diagram of the conduction band
edge ECB relatively to the Fermi energy EF around the QW
with incorporated Si impurities
with background impurities in the AlGaAs spacer. In
this configuration it is not possible to separate the in-
dividual contributions. Most theoretical and experimen-
tal studies on the effect of background impurity scatter-
ing have been made at very low temperatures where this
scattering mechanism is generally the limiting factor to
the mobility. Extensive temperature dependent experi-
ments taking also into account the exact location of the
background impurities (in the electron channel or in the
spacer) are still lacking.
In this study we report on the influence of the ionized
background impurities in GaAs/AlGaAs QWs. In order
to differentiate between ionized background impurities
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2TABLE I. Sample parameters determined at 50 mK: electron
density nE , low-field electron mobility µE and scattering rate
τ−1imp due to incorporated impurities of density nimp .
nimp nE µE τ
−1
imp
Sample (1015 cm−3) (1011 cm−2) (103 cm2V−1s−1) (1011 s−1)
A 0 2.82 2020 0
B 2.5 2.94 265 0.8
C 5.1 2.95 128 1.8
D 10 2.87 52 4.9
E 40 3.66 11 19
located within the 2DEG and those from the AlGaAs
spacer region, impurities were intentionally incorporated
only in the QW region. We investigate their effect on the
temperature dependence of zero-field electron mobility
µE and of the 2D electron density nE .
II. EXPERIMENTAL SETUP
The GaAs/AlGaAs materials including a QW were
grown by molecular beam epitaxy on GaAs (100) sub-
strates. The relevant part of the material structure con-
sists of a 30 nm GaAs QW 150 nm beneath the surface.
2D electrons are provided in the QW by modulation dop-
ing from both sides due to Si δ-doping layers with a sheet
density nD = 1.6 · 1012cm−2. The doping layers are lo-
cated in 2 nm thin GaAs layer sandwiched between 2 nm
AlAs barriers, forming a short period AlAs/GaAs super-
lattice. These are separated from the QW by a 70 nm
wide AlGaAs spacer layer. Further a Si δ-doped layer
has been inserted 40 nm beneath the surface, in the mid-
dle of a 60 nm AlGaAs layer, to screen the surface states.
This structure has shown to be suitable for high-mobility
GaAs/AlGaAs QW materials4,5. Additional Si-atoms
were incorporated in the GaAs QW (described above), in
which they act as impurities. This has been performed
by co-evaporating Si and GaAs during the growth of the
QW. Several materials were grown with the same layer
structure but with different densities nimp of impurities
in the QW. Fig. 1 shows the band structure for the rele-
vant part around the QW for incorporated impurities6,7.
Samples are standard Hall bar geometries structured
by photo-lithography and chemical wet etching. Low
temperature magnetotransport measurements were car-
ried out in a dilution refrigerator with a base temperature
of 50 mK. Additionally for temperature dependent mea-
surements we used a 4He-cryostat equipped with a 3He-
inset. All measurements were performed using a standard
lock-in technique at 13 Hz.
The samples and their corresponding nimp densities
are given in Table I. Sample A is the reference sample
without any incorporation of Si-atoms in the QW. The
impurity density due to Si-atoms in the QW increases
from sample B to sample E.
FIG. 2. Double logarithmic plot of τ−1imp is shown vs the den-
sity of the incorporated impurities nimp. Squares with error
bars represent the experimental data regarding Table I. The
solid line is a fit of the form τ−1imp = A˜fit n
βfit
imp with A˜ and B
being constants
III. RESULTS AND DISCUSSION
A. Low temperatures
The characteristic values of all samples are given in Ta-
ble I at 50 mK . nE is calculated from nE = 1 / (eRH),
where RH is the Hall coefficient obtained by fitting lin-
early the Hall resistance for 0.05 T < B < BSdH . BSdH is
the magnetic field at which the Shubnikov-de Hass (SdH)
oscillations begin. Here it is worth to mention that for
all samples 0.05 T< Btr, the length scale of the weak lo-
calization magnetic field. From the SdH oscillations we
found the electron density nSdH equal to nE . All sam-
ples with incorporated impurities in the QW have higher
electron densities than that of the reference sample, due
probably to the doping effect of the incorporated Si im-
purities.
Table I indicates that the reference sample has
a good quality with a high mobility µE of about
2.02 · 106 cm2V−1s−1. The mobility decreases with in-
creasing impurity density. The samples were grown with
an identical structure, so that the mobility drop can be
ascribed to scattering events due to the rising number of
impurities in the QW. In fact, using Matthiessen rule, we
have
τ−1tr =
∑
τ−1i . (1)
τtr is the transport scattering time defined as
τtr = m
∗µE/e, with m∗ the effective electron mass and e
the elementary charge. τi represent scattering times from
several types of disorders such as background impurities,
remote ionized impurities, phonons, interface roughness
and alloy disorders. In our samples, contributions from
these different scattering processes to τtr is rather un-
known and their determination is not the scope of this
3study. On account of this, care was taken to change only
the density of impurities. Hence, equation (1) can be
simplified to:
τ−1tr = τ
−1
0 + τ
−1
imp , (2)
where τimp represent the scattering time due to the
incorporated impurities in the GaAs QW and τ0 is the
sum of all other scattering processes. The transport
scattering time τAtr of the reference sample with nimp=0
is equal to τ0. The calculated values of τ
−1
imp are shown
in Table I. The dependence of τ−1imp on the incorporated
impurity density nimp is shown in Fig. 2. The scattering
time τimp dominated by background impurities (defined
as short-range scatterers) is generally assumed as8
τ−1imp =hnimp / (m
∗k3Fa
2
B), where h is Planck constant,
kF is Fermi wave number and aB is the Bohr radius.
This expression can be rewritten as τ−1imp = A˜ n
β
imp with
β= 1 and A˜ = h / (m∗k3Fa
2
B) = 4.51 · 10−5 cm−3/s,
calculated using experimental data. In Fig. 2 a slope
is fitted to the experimental data and we obtained
A˜fit = 1.37 · 10−5 cm−3/s and βfit = 1.03 ± 0.04.
The observed proportionality between τ−1imp and nimp
is consistent with the expression above. We find that
A˜fit just differs from A˜ by a numerical factor A
∗
defined by A˜fit = A˜A
∗ with A∗ ≈ 0.3. The theoretical
introduced factor by Dmitriev et al.9 (ln(kF aB) = 0.296)
is in very good agreement with our determinant A∗.
Therefore this reinforces our assumption that in the
limit of our experimental errors the drop of the electron
mobility with impurity density is directly linked to the
incorporated impurities in the GaAs QW.
B. Temperature dependence
In order to understand the transport properties of our
samples at higher temperatures, we performed tempera-
ture dependent magnetotransport measurements. With
increasing temperatures the background impurity scat-
tering is not anymore the dominant scattering mecha-
nism. The increasing contribution from phonon (acoustic
and polar optical) scattering with temperature as well as
temperature dependent screening effects lead to interest-
ing behavior in the variation of the mobility and electron
density with temperature.
1. Mobility
For high mobility sample at low temperatures (in
the so-called Bloch-Gru¨neisen regime10), the mobility is
weakly temperature dependent and is mainly limited by
the contribution µd due to scattering on ionized impuri-
ties and interface roughness. In fact a contribution to the
mobility depending on acoustic phonons µac exists, but in
this regime µd << µac is valid. While µ
−1
d is temperature
FIG. 3. Temperature dependence of the zero magnetic field
mobility for samples A, B, C, D and E. Dashed lines are guides
to the eye. The short vertical traces mark minima in the
temperature dependence of the mobility.
independent, µ−1ac (T) has a temperature T
−5-dependence
for piezoelectric interaction and a stronger temperature
dependence T−7 in the case of deformation potential. For
temperature higher than the Bloch-Gru¨neisen tempera-
ture regime µ−1ac (T) becomes linear and smaller compared
to µ−1d . Up to 40 K the importance of acoustic phonon
scattering is predominant and will be overtaken by elec-
tron scattering on polar optical phonons at T > 40 K.
Fig. 3 shows the temperature dependence of the mo-
bility µE(T) for the considered samples. The reference
sample (A) shows a typical behavior for high mobility
samples. In the range 4 K< T < 40 K the mobility de-
creases due to scattering on acoustic phonons. This is
corroborated by the linear dependence of the inverse mo-
bility to the temperature µ−1 = µ−10 + αref T . We
determine from data αref = 2.4 x 10
−8 V s cm−2 K−1
which is usual for acoustic phonon scattering11–13. The
stronger decrease of the mobility for T > 40 K is related
to polar optical phonon scattering. This mobility drop at
high temperatures is common for all considered samples.
However, substantial differences appear in the behavior
of µE(T) for T < 40 K when comparing the reference
sample to the samples with impurities. The strongest
difference is found for the highest impurity density sam-
ple E. Here the mobility increases with temperature in
two steps: First, there is a weak mobility increase up
to T ≈ 4 K, which is followed by a stronger one. This
opposite temperature behavior of samples A and E are
linked together, if one considers the behavior in samples
with intermediate impurity densities. For sample B, C
and D µE(T) presents a non-monotonic behaviour. First
it decreases similar to sample A with increasing temper-
ature. At a temperature Tm, highlighted by short dashed
vertical lines in Fig. 3, the mobility reaches a minimum
and increases thereafter with distinct slopes for samples
B, C and D.
4We see a clear trend if we consider µE(T) at T > Tm.
On the one hand, the lower the density of the incor-
porated impurity in the QWs the higher the tempera-
ture Tm at which the mobility minimum is seen. On
the other hand, the slope of the increasing mobility with
temperature is found to be enhanced with the impu-
rity density. Both effects point towards the fact that
the temperature dependence of the mobility is clearly
dominated by a temperature enhanced impurity mobil-
ity µimp for Tm < T < 40K. The situation is different
at T < Tm where the decrease of µE with increasing
temperature infers a dominant contribution of acoustic-
phonon scattering to the mobility. In fact the inverse
mobility shows clearly a linear temperature dependence
µ−1 = µ−10 + αimp T . Intriguingly, we obtained an identi-
cal factor αimp = 4.5 x 10
−8V s cm−2 K−1 for the samples
B, C and D. The value of the slope is higher than that
of the reference sample. One reason might be that the
contribution µimp of the ionized background scattering to
the mobility has already a positive temperature depen-
dence at low temperatures. As a consequence of this, a
variation of the impurity density would result in a change
of the behavior of µimp (T ). This would lead to different
values of αimp for samples B, C and D, in contradiction
to our findings. Here, it seems more reasonable to as-
sume a temperature dependence of µimp first above Tm,
so it is not responsible for the increase in αimp. As the
samples have similar electron densities, the change from
αref to αimp can be related to a change in the deforma-
tion potential constant11–13 (which can vary between 7
and 16 eV) and/or a change in the spatial extension of
the electronic wave function14 in the GaAs QW. A de-
tailed theoretical calculation is needed to understand this
increase as a direct consequence of the incorporation of
impurity in the GaAs QW.
The contribution of the acoustic phonon scattering to
the mobility becomes first negligible when impurities in
the QW reach a density nimp > 1 · 1016 cm−3. This
can be related to an effective screening of the long range
character of ionized impurities within the QW. Further
increase in impurity density leads to a reduction of this
screening effect. This is clearly seen in the mobility de-
pendence of sample E (Fig. 3) where the mobility µE is
already dominated by ionized impurity scattering, even
at low temperatures.
2. Electron density
The determination of the electron density nE from the
Hall coefficient RH performed at low temperature was
also extended at higher temperatures. Fig. 4 shows differ-
ences in the density nE with temperature for the samples
A, D and E. We observe in all samples a strong increase
of the electron density with temperature for T > 50 K.
This is supposed to be related to temperature induced
ionization effects. At low temperatures (T < 50 K), the
reference sample A has a temperature independent elec-
FIG. 4. Variation of the electron density with temperature for
sample A, sample D and sample E. The inset shows electron
density scaled over the density at T = 0.34 K as a function of
T/TF . The arrows show the density maxima.
tron density as observed quite commonly in high-mobility
samples. For samples D and E however, we observe a
non-monotonic temperature dependence of the electron
density. With increasing temperature the electron den-
sity first increases (defined as region I ) and then de-
creases (defined as region II ). The slopes for both in-
crease and decrease of the electron density with temper-
ature become sharper with increasing impurity density.
Samples B and C (not shown) don’t show such a temper-
ature dependence of the electron density.
The incorporated impurities form impurity bands (IB)
in the band gap. In the case of a GaAs QW, Serre et
al.15 have shown (using a model of a delta-doping in the
QW which can be generalized to a homogeneous doping
as in our case) that the binding energy is not constant.
The binding energy is maximum in the middle and min-
imum at the edges of the QW. At a certain impurity
density, the impurity band merges into the conduction
band (CB). In the case nE >> nimp the merging of the
IB into CB can occur even at lower impurity densities.
So, the problem may be reduced to the occupation prob-
ability of the Fermi level if, due to the broadening of the
impurity band, states are available continuously across
the Fermi level.
In the inset of Fig. 4 the dependence on T/TF is shown
for the considered nE in Fig. 4 which have been addition-
ally normalized to the value at the lowest temperature of
0.34 K for more clarity. TF is the Fermi temperature and
was determined by using the maximum density (between
region I and region II ). Clearly, the maximum is found
at the same T/TF value of 0.03. Interestingly, the only
remaining difference in the temperature dependence lies
only in the magnitude of the density variation with tem-
perature. Thus, the same process obviously leads in both
samples to a variation of the electron density with tem-
perature.
5The temperature dependence of RH (and thus of nE)
is directly related to the temperature and magnetic field
dependence of the conductivity tensor. Due to the pres-
ence of impurities, corrections to the Drude conductivity
are introduced. At low magnetic fields the main contri-
butions arise from the electron-electron interaction (EEI)
and from weak localization (WL)16,17. As mentioned be-
fore the weak localization contribution to the conductiv-
ity was neglected by using an adequate magnetic field
range. The EEI correction consists of a diffusion regime
for kB T τ/~ << 1 and a ballistic one for kB T τ/~ >> 1.
But in both regimes and in our range of electron densi-
ties, the decrease of the electron density with increasing
temperature is not predicted by the EEI theory. So the
EEI analysis will be restricted to region I and it is suit-
able to focus first on the diffusion regime. In fact the
EEI correction in this regime affects only the longitudi-
nal conductivity σxx, leaving the diagonal conductivity
σxy unchanged
18,19.
σxx(T,B) =
e nµD(T )
1 + µ2D(T )B
2
+ δσeexx(T ), (3)
σxy(T,B) =
e nµ2D(T )B
1 + µ2D(T )B
2
(4)
where µD is the Drude mobility. σxx(T,B) = a/(a
2+b2)
and σxy(T,B)= b/(a
2+b2) with a = ρxx(T,B) being the
longitudinal resistivity and b = ρxy(T,B) being the di-
agonal resistivity. δσeexx is the diffusive part of the EEI
correction to the conductivity.
This analysis can be performed on samples D and E
which satisfy the condition kB T τ/~ << 1 for T/TF <<
0.03 and T/TF << 0.1, respectively. We fitted the ex-
perimental data with n and µD(T ) as fit parameters. In
the considered temperature range (region I ) we obtain a
constant 2D electron density nE of 3.04 · 1011 cm−2 for
sample D and 4 · 1011 cm−2 for sample E. The corrected
values for samples D and E together with the electron
densities of the other considered samples are shown in
Fig. 5 normalized to the maximum electron density at
low temperature as function of T/TF . Obviously nE is
constant in all samples up to T/TF ≈ 0.01 and begins
afterwards to decrease with a slope that increases with
impurity density in region II.
With the assumption of an energy dependent mobility,
we performed thermal averaging of the energy around
the Fermi level. While this calculation reflects also a de-
crease of the electron density with temperature, the slope
is stronger than the measured temperature dependence.
A reason for this discrepancy might be that the chang-
ing screening due to the QW impurity density and to
temperature is not correctly taken into account. Since
the temperature dependence of the electron density in
region I and II takes place at T << TF we need a unify-
ing theory. Ionized background impurity screening might
play a significant role, because the electron density vari-
ation is directly related to the Fermi temperature. An
FIG. 5. T/TF dependence of the normalized 2D electron den-
sity over the maximum density for samples A, B, C, D and
E
extension of the screening theory developed in Ref.20 for
low electron density systems to high density disordered
systems may find application to our system.
IV. CONCLUSION
The effect of background impurities located in the
2DEG has been investigated. The used materials were re-
alized by intentionally incorporating impurities in form of
Si atoms in the QW of high-mobility modulation-doped
GaAs/AlGaAs heterostructures. For all the samples we
showed that at low temperatures the mobility is limited
by background impurity scattering. At intermediate tem-
peratures a clear signature of the effect of incorporated
impurities was seen. Upon incorporation and subsequent
increase of impurities in the GaAs QW we observe a tran-
sition from acoustic phonon scattering (reference sample
A) to background impurity enhanced conductivity (sam-
ple E) as the dominant contribution to the mobility. The
impurities induced also a non-monotonic temperature de-
pendence of the electron density. The low temperature
increase in electron density with temperature can be ex-
plained by the theory of electron-electron interaction cor-
rection to the conductivity. The following decrease of the
electron density with temperature was only qualitatively
described by thermal averaging of the energy.
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