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THE CAUSES OF MUTATION AND SUBSTITUTION RATE VARIATION IN PRIMATES 
All genetic variation originates as a mutation in the DNA sequence of a single individual. The 
rate at which mutations arise is a parameter of utmost importance both for human health and 
evolutionary studies. While it is known that mutation and substitution rates vary between 
species, whether this is due to natural selection or some other phenomena remains unclear. 
Recent studies have shown that in mammals the rate of new nucleotide mutations is dependent 
almost entirely on the age of the father. This is likely due to errors accruing during DNA 
replication during spermatogenesis in the male parent. Based on these observations, I have 
developed a model of the single nucleotide mutation rate that incorporates parental age into 
estimates of both the mutation rate and substitution rate. To test this model, I sequenced the 
genomes of several families of owl monkeys and macaques, primates closely related to humans. I 
found that, in primates, variation in nucleotide mutation rates can be explained almost entirely by 
variation in the generation time and puberty age of the species considered. I also show that, for 
larger structural variants, parental age likely plays no role in the rate of these mutations. This 
stands in contrast to the paternal age effect of single nucleotide mutations and is in accordance 
with the accepted mechanism of formation for structural variants. Finally, since genome 
sequencing is still error-prone, mutation and substitution rate estimates are likely conflated by 
false positives. To remedy this, I developed a method to assign an intuitive quality score to 
genome assemblies that takes into account underlying sequence and mapping quality. This 
method can be used to annotate a genome assembly and subsequently correct or filter out low 
quality positions, thus reducing the number of false positive variants found. This in turn will lead 
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CHAPTER 1: The human mutation rate is increasing, even as it slows 
1.1 Introduction 
It is well documented that rates of nucleotide substitution vary between species [1-4]. By 
examining nucleotide changes at genomic positions that are not affected by natural selection, we 
can infer that this substitution rate variation is driven by differences in underlying mutation rates 
and not simply differences in the efficacy of selection between species (cf. [5]). Because the 
nucleotide mutation rate itself can be influenced by selection and drift [6-9], understanding the 
relative impact of different evolutionary forces in driving changes in the mutation rate is key to 
understanding variation in substitution rates.  
Many traits have been found to co-vary with substitution rates, and based on these trait 
correlations many explanations for rate differences between species have been proposed. One of 
the most consistent relationships is between body size and substitution rate: larger organisms 
tend to have slower rates of molecular evolution [10, 11]. As there are many life history traits 
that are associated with body size, these are also often correlated with substitution rates. Some 
examples of such traits include metabolic rate [12, 13], longevity [14], population size [9] , and 
generation time  [15]. Although many of these life history traits are correlated with one another, 
analyses of large datasets have to some extent been able to disentangle the contribution of each 
to variation in substitution rates (e.g. [11, 16, 17]).  
One of the most well-known examples of nucleotide substitution rate variation between 
species is known as the “Hominoid slowdown”  [18]. The slowdown is based on the observation 
that the substitution rate in hominoids (Great Apes) is slower than that in Old World monkeys, 
which is again slower than that in New World monkeys (reviewed in [19]). Within hominoids, 
humans show the slowest rate of all [20], and this rate may be continuing to fall [21]. The 
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general trend of lower substitution rates associated with longer generation times in the hominoids 
led to the proposal that this slowdown was directly due to differences in the generation time [22]. 
Similar differences between rodents, artiodactyls, and primates have also been ascribed to the so-
called “generation-time effect”  [1, 23].  
The generation-time effect hypothesis proposes that shorter generation times lead to 
higher substitution rates “because in any arbitrary unit of time short-generation organisms will 
go through more generations and therefore more rounds of germ-cell divisions” ( [24], p. 229). 
The generation-time effect therefore assumes that there are a fixed number of germline cell 
divisions per generation (or at least a declining number with increased generation time), 
regardless of the length of a generation. However, germline cell divisions in male primates 
continue as an individual ages [25], and therefore older males have gametes with more 
mutations [26, 27]. Although it has long been known that the increased number of cell divisions 
with increased generation time will dampen any proposed generation-time effect (e.g. [1, 28], 
until recently no quantitative estimates of this relationship were available.  
Here, we show how new data on the per-generation mutation rate in humans directly 
contradict the generation-time hypothesis as an explanation for the hominoid slowdown. In order 
to understand why such data are relevant to the generation-time effect, we first discuss different 
ways in which the mutation rate can evolve and the effects of each of these on the substitution 
rate. 
1.2 Causes of mutation rate and substitution rate variation 
The per-generation mutation rate (µg) is a fundamental parameter in evolutionary 
biology, relevant to almost every aspect of the genetics of populations. This key trait is 
determined by the combined effects of DNA damage, repair, replication, and associated 
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processes over the course of an individual’s lifetime, and therefore can be affected by a change 
in any one of these underlying systems. Here we focus on three major mechanisms that can 
affect the per-generation mutation rate (Figure 1.1). 
Because mutations arise via DNA replication error and/or failure to repair those errors, 
one possible mechanism for rate variation is for the DNA replication and repair machinery to be 
more or less efficient in a particular species (Figure 1.1a; [2]). Changes in either the amino acid 
sequence of replication-associated proteins or the number and identity of proteins involved in 
replication and repair can affect the per-cell-division mutation rate (µc). This rate is known to 
vary among species, with the human germline per-cell-division rate being more than ten times 
lower than the mouse rate [9]. Evolution of the per-cell-division rate affects both the per-
generation mutation rate and the substitution rate between species (k) as the number of mutations 
per unit time increases or decreases. Assuming that changes to the replication machinery affect 
males and females equally, evolution of µc does not change the ratio of male-to-female mutations 
(α), which has a value greater than 1 in many species (e.g. [29, 30]).  
A second way to change the per-generation mutation rate is to change the rate at which 
germline cells divide (Figure 1.1b). With more cell divisions come more replication events, 
which leads to more mutation. Evidence suggests that closely related species differing in the 
intensity of sperm competition differ in the number of male germline cell divisions, with more 
competition leading to higher per-generation mutation rates [31, 32]. Because the changing cell-
division rate leads to more or fewer mutations per unit time, the substitution rate is changed as a 
consequence. For instance, mouse male stem cells divide every 8.6 days, while human male stem 
cells divide every 16 days [25]. If cell-division rates show equivalent change in males and 
females, then α is not affected; however, changes biased to one sex will change the ratio of 
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male-to-female mutations, resulting in changes to α [32]. 
Finally, the generation time itself can directly affect the per-generation mutation rate 
(Figure 1.1c). Assuming that germline cell divisions continue throughout an individual’s 
lifetime, increasing the generation time increases the number of mutations that accumulate. 
Indeed, the large-scale association between per-generation mutation rates and generation time 
may be a consequence of the greater opportunity for errors given longer generations ( [33], p. 
86), as long as most mutations are derived from replication (which they seem to be; [34]). For 
species in which the number of mutations in offspring increases linearly with parental age, 
change in generation time should not affect the substitution rate (Figure 1.1c). This claim 
Figure 1.1: Predictions about the per-cell-division (μc) and per-generation (μg) mutation rates, substitution 
rates (k), and male-to-female mutation ratio (α) between two species (S1 and S2) by varying (A) the 
efficiency of the DNA repair machinery, (B) the number of replications per unit time, or (C) the 
generation time. Note that α is only changed in panel B if the replication rate change occurs in males and 
not females.  Each grey box represents one generation, while each wavy line indicates a germline 
replication event. Replications give rise to mutations, which are shown as notches. The arrow between the 
two species represents time. 
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assumes that the variation in generation time is occurring post-spermatogenesis; changes in the 
time to spermatogenesis between species could change the substitution rate if there are a fixed 
number of cell divisions that have to occur in this time. However, there does not appear to be a 
fixed number of cell divisions before spermatogenesis among mammals [25]. Any difference in 
male and female mutation rates due to differences in germline cell differentiation will be further 
magnified by longer generations, and α is predicted to increase as a result. 
1.3 Is there a generation-time effect in primates? 
Given the above considerations, it is worthwhile considering whether the conditions 
necessary for the generation-time effect hold in primates. The generation-time effect hypothesis 
states that substitution rates slow when there is both an increase in the generation time and a 
decrease in the germline replication rate [1, 20]. If a fixed number of germline cell divisions 
occur in each generation—as in female primates—then longer generations result in a lower 
average rate of cell division per unit time (Figure 1.2); as a consequence, substitution rates would 
indeed go down. 
However, recent whole-genome data from humans show that the number of offspring 
mutations is a linear function of paternal age, and is not correlated with maternal age [35, 36]. 
The children of fathers age 20 have approximately 40 de novo nucleotide mutations, of fathers 
age 30 have 60 mutations, and so on [35]. Under these conditions longer generation times have 
no effect on either the cell division rate or the per-cell-division mutation rate, and therefore there 
is no effect on substitution rates (Figure 1.1c). This does not mean that there should be no 
correlation between increased generation-time and decreased substitution rates, only that an 
associated factor is the cause of such correlations (see below). In addition, the absence of a direct 
effect of generation time on substitution rates can help to explain why the rate of DNA 
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duplication can be increasing in hominoids [37, 38]. In this case it is the repair machinery itself 
that is evolving—possibly in different ways for nucleotide and duplication mutations—not a 
common life-history trait. 
Given the predictions laid out in the previous section, in primates there should also be a 
positive correlation between generation time and α because increased numbers of male germline 
cell divisions amplify differences between male and female mutation rates. Based on data from 
human, chimpanzee, gorilla, and orangutan, α does in fact scale positively with generation 
time [32]. 
1.4 The human nucleotide mutation rate is decreasing, and increasing 
In the absence of a generation-time effect, the observed decrease in hominoid substitution 
rates must be due to either a decrease in the per-cell-division mutation rate or a decrease in the 
germline cell division rate. The predictions laid out in Figure 1.1 show that decreased rates of 
cell division would lead to lower values of α, which is contrary to the observed trends. Therefore, 
the data imply that there has been a decrease in the per-cell-division mutation rate (µc) in 
hominoids, and that this rate is further decreasing in humans. 
On the other hand, because the per-generation mutation rate (µg) is determined by the 
accumulation of mutations across many germline cell divisions, consideration of recent 
demographic shifts in human populations suggests that µg is actually increasing. In essence, the 
increased rate is simply a result of increases in the average human generation time, which is 
much longer now than it was in archaic humans [39, 40]. Even within the last 40 years, data from 
developed countries show an increasing average generation time for both females [41] 
males [42]. Taken together with the fact that mutation rates increase with paternal age, these 
increases in generation time result in higher per-generation mutation rates.  
7 
  
Experimental manipulation of the age at reproduction in mutation-accumulation 
experiments has shown that increased generation times result in increased µg [43]. In particular, 
increased generation times lead to increased per-generation deleterious mutation rates, and 
increased variance in fitness among individuals. If similar increases in the variance in fitness 
among humans occur as a result of increases in µg, such changes may have important 
consequences for understanding the ongoing evolution of human health (cf. [44, 45]). 
1.5 Selection on somatic mutation rate as an explanation for the hominoid slowdown 
 Without the generation-time effect as an explanation for the observed slowdown in 
nucleotide substitution rates, it behooves us to ask whether there are other viable hypotheses for 
this pattern. Non-adaptive hypotheses would seem to predict a higher rate of mutation in humans, 
as they have the lowest effective population size [9, 46]. These predictions run counter to the 
observed patterns, at least within primates.  
Multiple adaptive hypotheses have been proposed for the negative association between 
body size and substitution rate, many of which are concerned with the increased somatic 
mutation load experienced by long-lived, large-bodied organisms [10, 14, 47, 48]. We 
hypothesize that the hominoid DNA repair machinery has evolved to be more efficient in 
response to selection on the somatic mutation rate, which has in turn led to a lower germline 
mutation rate; this hypothesis assumes that the same repair proteins are used in the germline and 
soma [49, 50]. Although mutations in somatic cells do not affect offspring fitness, they do affect 
the fitness of the individual in which they occur and can therefore be a target of selection [46, 
51]. Because the number of somatic cell divisions experienced by an organism is affected by 
both longevity and body size—and is generally correlated with generation time—all of these 




Until recently, measuring substitution rates between species was the only way to assess 
mutation rates on a large scale. Next-generation sequencing technologies now allow for whole-
genome sequencing of parent-offspring trios [35, 52] and mutation-accumulation lines [53-57]. 
These methods have enabled the collection of per-generation mutation rates for various 
organisms, and the hope is that we will be able to explain the observed differences in substitution 
rates in terms of these mutation rates. However, as shown here, understanding differences in 
substitution rates first requires that we understand what aspect of the mutational process to 
measure. The implications of µg and µc for long-term evolutionary rates can be distinct, and 
radically different conclusions may be reached (e.g. increasing or decreasing mutation rates) 
depending on the measure used. 
1.7 Mutation rate model 
The mutation rate per generation �𝜇𝜇𝑔𝑔� of any organism can be simply calculated by 
multiplying the mutation rate per germline cell division (𝜇𝜇𝑐𝑐) by the number of germline cell 
divisions per generation �𝑑𝑑𝑔𝑔�: 
 𝜇𝜇𝑔𝑔 = 𝜇𝜇𝑐𝑐 ⋅ 𝑑𝑑𝑔𝑔   ( E1.1 ) 
 
However, in dealing with organisms whose germlines go through different stages during the life 
cycle (such as mammals), a different mutation rate must be calculated for each stage. The 
mutation rates from each stage are then be averaged to determine the overall 𝜇𝜇𝑔𝑔. 
For mammals, there are three life stages in which germ cells can potentially experience 
different mutation rates, based on either a unique 𝑑𝑑𝑔𝑔 or 𝜇𝜇𝑐𝑐 from that period. These stages are 
females per generation, males before puberty, and males after puberty. In both females and males 
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before puberty, a fixed number of germ cell divisions occur (although this fixed number is likely 
not the same between the genders) and these cells use mitosis to replicate their DNA. In males 
after puberty, the number of germ cell divisions is continuous and is thought to relate linearly 
with generation time. Male germ cells after puberty also replicate their DNA with meiosis. These 
stages lead us to consider three separate mutation rates when determining the overall 𝜇𝜇𝑔𝑔 for any 
organism of interest: the mutation rate of females per generation �𝜇𝜇𝑔𝑔𝑔𝑔�, the mutation rate in 
males before puberty per generation �𝜇𝜇𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔�, and the mutation rate in males after puberty per 
generation �𝜇𝜇𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔�. Additionally, separate mutation rates per cell division may be considered 
for mitosis (𝜇𝜇𝑐𝑐𝑔𝑔𝑐𝑐𝑐𝑐) and meiosis (𝜇𝜇𝑐𝑐𝑔𝑔𝑐𝑐𝑐𝑐). We assume these to be equal, but include both terms in 
our model. 
The calculation of 𝜇𝜇𝑔𝑔𝑔𝑔 and 𝜇𝜇𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 give constant terms based on the number of cell divisions in 
each stage: 
 𝜇𝜇𝑔𝑔𝑔𝑔 =  𝜇𝜇𝑐𝑐𝑔𝑔𝑐𝑐𝑐𝑐  ⋅ 𝑑𝑑𝑔𝑔𝑔𝑔 ( E1.2 ) 
 
 𝜇𝜇𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 =  𝜇𝜇𝑐𝑐𝑔𝑔𝑐𝑐𝑐𝑐  ⋅ 𝑑𝑑𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 ( E1.3 ) 
 
Then, given that the number of cell divisions in males per generation after puberty (𝑑𝑑𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔) is a 
linear relationship between the number of male cell divisions per year after puberty (𝑑𝑑𝑦𝑦𝑔𝑔𝑔𝑔𝑔𝑔) and 
generation time (𝐺𝐺𝐺𝐺) after the age of puberty (𝐴𝐴𝐴𝐴): 
 𝑑𝑑𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = 𝑑𝑑𝑦𝑦𝑔𝑔𝑔𝑔𝑔𝑔 ⋅ (𝐺𝐺𝐺𝐺 − 𝐴𝐴𝐴𝐴)    ( E1.4 ) 
𝜇𝜇𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 is calculated as: 




The two terms for before and after puberty mutation rates in males can be averaged to give the 
overall male mutation rate per generation �𝜇𝜇𝑔𝑔𝑔𝑔�: 
 
𝜇𝜇𝑔𝑔𝑔𝑔 =
(𝜇𝜇𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 +  𝜇𝜇𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔)
2
 
( E1.6 ) 
 
 
It then follows that the overall per-generation mutation rate (𝜇𝜇𝑔𝑔) of an organism is the average 





 ( E1.7 ) 
 
Care must be taken when converting from 𝜇𝜇𝑔𝑔 to mutation rate per year �𝜇𝜇𝑦𝑦�. Because each of the 
terms that contribute to 𝜇𝜇𝑔𝑔 occurs over a different period of absolute time, they must each be 
converted to mutation rates per year based on the amount of time they encompass, with the total 











 ( E1.9 ) 




   ( E1.10 ) 
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 ( E1.11 ) 
   
Now the per-generation mutation rate can easily be converted to the per-year mutation rate by 





 ( E1.12 ) 
   
The substitution rate (𝑘𝑘) is assumed to be equal to 𝜇𝜇𝑦𝑦: 
 𝑘𝑘 =  𝜇𝜇𝑦𝑦 ( E1.13 ) 
 




 ( E1.14 ) 
 
 
Table 1.1: Life history and mutation rate parameters taken from Drost & Lee 1995 and used in 
conjunction with equations E1.7, E1.13, and E1.14 in Figures 1.2 and 1.3. 
Generation Time 𝜇𝜇𝑐𝑐 Age of 
puberty 
𝑑𝑑𝑔𝑔𝑔𝑔 𝑑𝑑𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑑𝑑𝑦𝑦𝑔𝑔𝑔𝑔𝑔𝑔 
30 years 2.3 x 10−8 14 years 31 34 23 
(20, 25, 30, 35, 40)a (0.3, 1.2, 2.3, 4.3, 5.3)b    (5, 15, 25, 35, 45) 
a The range of values used when a particular parameter was variable in Figure 1.2 are shown in 
parentheses 



















































































































































































Figure 1.3: A demonstration of a “generation-time effect” in which generation time 
increases, but the rate of cell division does not. The left panel (A) demonstrates 
graphically how this occurs, while the right panel (B) uses values taken from Table 1.1 
to calculate our model under this scenario. 
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CHAPTER 2: Reproductive longevity predicts mutation rates in primates 
2.1 Results & Discussion 
The rate at which new mutations arise is a key parameter of life on Earth, contributing to 
both individual disease risk and the evolution of novel traits. The mutation rate per generation 
varies among taxa, from as low as 1x10-10 per base in Archaea to more than 1x10-8 in 
mammals [58]. Two classes of models have been proposed to explain this variation. In one, the 
physiological and biochemical costs of increased fidelity during DNA replication limit the 
minimum mutation rate achievable [59, 60]. Selection for faster replication in smaller organisms 
constrains the accuracy with which the cellular machinery can copy DNA, resulting in an inverse 
relationship between body size and mutation rate. Alternatively, a population-genetic model 
invokes the limits to natural selection in organisms with smaller population sizes [33, 46, 61]. 
This model posits a higher rate of mutation in larger organisms because of their generally smaller 
population size [62]. 
One difficulty in teasing apart the forces driving the evolution of the mutation rate among 
multicellular organisms is the fact that lifespan varies as much as the per-generation mutation 
rate. In multicellular organisms, the number of mutations passed on to offspring in a single 
generation is a combination of the errors made in each round of germline replication and the 
accumulation of unrepaired DNA damage. One hundred years after the first observation of 
increased disease incidence in the children of older parents [63, 64], whole-genome sequencing 
in humans revealed the precise contribution of parental age to the number of de novo mutations 
in their offspring [35, 65-71]. In particular, the number of mutations passed on to the next 
generation is largely dependent on the age of the father [35], though there is a non-negligible 
contribution from the age of the mother [66-69, 71]. This is a consequence of the fact that after a 
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set number of germline mitoses during development in both males and females, the male 
germline resumes cell division at puberty [72, 73]. A similar effect of paternal age has been 
found in chimpanzees [74], suggesting that the age of reproduction may generally be an 
important determinant of the per-generation mutation rate.  
Studying closely related primates offers a unique opportunity to examine the role that life 
history traits—such as age of puberty and average generation time—may play in determining 
mutation rates. We sequenced the genomes of 30 owl monkeys (Aotus nancymaae) within 6 
multi-generation pedigrees (Figure 2.1A; Data S1A) in order to estimate the effect of parental 
age on the mutation rate. Owl monkeys reach sexual maturity at ~1 year of age [75] and can live 
up to 20 years in captivity [76]. Our sample includes individuals conceived by sires ranging from 
3-13 years old and dams ranging from 3-12 years old, with an average age of 6.64 and 6.53 for 
sires and dams, respectively (Data S1A). These ages are comparable to those observed in the 
wild, as owl monkeys are solitary for some time before joining a mating group at around age 
four [77]. The genomes of all parents and offspring were sequenced to an average of 37X 
coverage (range: 35X-38X) using paired-end Illumina reads. Sequencing multi-generation 
pedigrees allows us to determine whether de novo mutations arose in either sires or dams, as well 
as to validate mutations transmitted to the next generation. 
We observe 283 de novo mutations across 14 trios (Data S1B) and estimate an average 
mutation rate for owl monkeys of 0.81 x 10-8 per site per generation (Data S1C). In addition to 
stringent quality filters (see Methods), the average transmission frequency of de novo mutations 
passed from F1 individuals to F2 individuals across families was 0.502, giving us high 
confidence in our final set of mutations. As in humans, we find a strong association between 




Figure 2.1: We used six multi-generation pedigrees in these two formats. Four families have a single F2 
offspring (left) while two families have two F2 offspring (right). In total, 14 independent trios can be 
constructed from these pedigrees. B, Mutation rate estimates from the 14 owl monkey trios (purple 
points). A simple linear regression has been fit to these points (solid purple line) to show that the number 
of mutations increases with the father’s age. Our model of reproductive longevity (dashed purple line) is 
not significantly different from the fit of the linear regression. The rate of non-replicative mutations, such 
as those that occur at CpG sites (blue dots), are not correlated with reproductive longevity (blue line). The 
dotted vertical grey line indicates expected age of puberty. See also Data S1, Figure 2.4. 
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accumulating per year (R2=0.25, d.f.=12, P=0.040). Also as expected, we find no effect of age on 
CpG mutations (Figure 2.1B, blue points and line), as these are not associated with replication 
errors. We were able to assign phase to 105 of the 283 de novo mutations via transmission to the 
third generation in our pedigrees (Data S1B). We find that 71 of these 105 phased mutations are 
paternal, with the number of mutations passed on increasing with the age of the father (R2=0.58, 
d.f.=4, P=0.048). We did not find an increasing number of mutations with maternal age 
(R2=0.07, d.f.=4, P=0.307) or age of the offspring (R2=-0.02, d.f.=12, P=0.388). This is the first 
direct observation of the paternal age effect outside of apes.  
Inspection of the types of mutations found in the genomes of owl monkeys shows a 
transition:transversion (Ts:Tv) ratio of 1.97. This is in close agreement with the observed human 
Ts:Tv ratio of 2.10 [35]. In fact, the overall mutational spectrum between humans, chimpanzees, 
and owl monkeys appears almost identical, with the only difference being a slightly higher 
proportion of AT mutations in owl monkeys (Figure 2.2). We also observe that 12.0% of 
mutations in owl monkeys occur at CpG sites, with CpG sites having a much higher Ts:Tv ratio 
(4.67), similar to observations in humans [35, 68]. Multinucleotide mutations (MNMs) are 
mutations that occur in close proximity to one another (<20 bp apart), likely caused by a single 
mutational event [78]. Here, we find 6 MNMs consisting of two mutations each, indicating that 
2.1% of de novo mutations in owl monkeys are the result of MNMs (Data S1B). This fraction is 
also in agreement with that observed within humans [68, 78]. 
The mutation rate we observe in owl monkeys is 32.5% lower than the average human 
estimate of 1.2 x 10-8 mutations per site per generation [35, 79]. While traditional models of 
mutation rate evolution invoke changes to the underlying replication machinery as the main 
cause of such differences, we asked whether a shift in reproductive timing could explain the  
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lower rate in owl monkeys. The effects of paternal age on per-generation mutation rates have 
previously been modeled by combining estimates of the rate of mutation from different life 
stages [73, 79, 80]. The germline in males and females undergo a fixed number of divisions 
before birth, but the male germline continues dividing upon reaching sexual maturity. This 
phenomenon suggests that the length of time between puberty and the conception of offspring in 
an individual—which we define here as the reproductive longevity of males—plays a key role in 
determining the number of mutations passed on to the next generation. While paternal age is 
sufficient for predicting mutation rates within a species [35, 65-71], the concept of reproductive 
longevity makes it possible to predict mutation rates between species with varying ages of 
Figure 2.2:  Comparison of mutational spectra from owl monkeys, humans, and chimpanzees. There 
is a slight but significant difference in the frequency of AT mutations between owl monkeys and 
humans (𝜒𝜒2= 25.7, d.f. = 4, P<0.05), but otherwise no difference between mutational spectra for these 
three species.  Human data were averaged across four studies (see Data S1D for references) and 
chimpanzee data was extrapolated from Figure 3A in Venn et al. Mutation categories include their reverse 
complement. See also Data S1B. 
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puberty. We modeled the owl monkey mutation rate as a linear combination of the mutations 
accumulated as a result of a constant number of germline divisions in utero and those 
accumulated during continued germline divisions post-puberty. The rate of mutation in these two 
stages were estimated from human studies, while sexual maturity was set at 1 year of age (see 
Section 2.7). 
Our minimal model provides an excellent fit to the observed owl monkey data (Figure 
2.1B, dashed line). In fact, a linear regression of the observed number of mutations with paternal 
age at conception is not significantly better than the predictions provided by our model (F=0.996, 
d.f.=13, P=0.994). The main determinant of the mutation rate is reproductive longevity in sires, 
which determines the number of mitotic germline divisions before spermatogenesis. For 
instance, a 13-year-old owl monkey male (who reached sexual maturity at 1) will have the same 
reproductive longevity as a 25-year-old human male (who reached sexual maturity at 13). Our 
model therefore predicts the same estimated mutation rate if de novo mutations are sampled from 
offspring of these individuals, and this is what is observed (Figure 2.1B). Because reproductive 
longevity reflects replicative mutations, we observe no effect of father’s age on non-replicative 
mutations, such as those found at CpG sites (Figure 2.1B, blue). 
Given the fit of our model to owl monkey data, we calculated the expected mutation rates 
as a function of age for other primates, accounting for changes in the time to sexual maturity in 
each species. A model of reproductive longevity provides a good fit to the data from primate 
species for which direct mutation rate estimates are available (Figure 2.3; Data S1D). Our model 
explains why chimpanzees and humans have very similar per-generation mutation rates despite 
differences in average generation time: the earlier time to sexual maturity in chimpanzees causes 
reproductive longevity to be the same in both species. The model also accurately predicts 
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estimated mutation rates reported from various studies in humans where sampled parents were of 
different average age (Figure 2.3). Much of the variation in reported mutation rates in human 
studies is due to differences in the average reproductive longevity of sampled individuals 
(R2=0.54, d.f.=7, P=0.01). Variation in the age of reproduction across pedigrees will affect 
inferences regarding genetic variation in the mutation rate, as consistent differences in these ages 
may incorrectly be interpreted as heritable differences in this trait.  
The association between mutation rates and reproductive longevity implies that changes 
in life history traits rather than changes to the mutational machinery are responsible for the 
evolution of these rates. Species that have evolved greater reproductive longevity will have a 
higher mutation rate per generation without any underlying change to the replication, repair, or 
proofreading proteins. The similarities between the mutational spectra of humans, chimpanzees, 
and owl monkeys (Figure 2.2) are further evidence that the molecular mechanisms responsible 
for mutation have not changed between these species. Many differences in the details of 
germline cell division may exist between these primates, but these differences do not appear to 
affect either pre-birth or post-puberty mutation accumulation. For instance, varying levels of 
sexual selection between species in the form of sperm competition leads to variation testis and 
ejaculate size [81]. This sort of variation likely also affects mutation rates through changing the 
germline replication rate  [82], which can be accommodated in our model (see Section 2.7). The 
underlying consistency of mutation rates must also be reconciled with variation in the long-term 
substitution rate among primates [19, 79, 80, 83], as mutation rates are mechanistically tied to 
substitution rates (see Section 2.7 and Figure 2.5). Nevertheless, the close fit between the 
observed and expected mutation rates suggests that reproductive longevity is the major 
determinant of variation in mutation rates. 
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Studies of mutation rate evolution will continue to accumulate across the tree of life as 
sequencing costs continue to plummet. In order to understand the forces affecting this important 
evolutionary parameter, future studies must recognize that the mutation rate is a function-valued 
trait: it is a function of reproductive longevity and other life history traits. Evidence from other 
species—for instance, arthropods [43] and long-lived plants [84]—suggests that reproductive 
longevity affects the mutation rate in many taxa, though the details of germline cell division will 
differ among lineages. If such a pattern holds widely in multicellular organisms, the effect of 
variation in life history traits should provoke a reexamination of the causes underlying the 
Figure 2.3: A model of reproductive longevity fits estimated primate mutation rates. Humans, 
chimpanzees, and owl monkeys are the only primates that currently have high-quality estimates of 
mutation rates via pedigree sequencing.  Here we plot the average rate from each published study (points; 
see Data S1D for references). Predictions from our model of reproductive longevity (equations 3-8 in 
Section 2.7) using human mutational parameters—varying only life history traits—are also shown (lines). 




correlation between body size and the per-generation mutation rate. At the very least, the null 
model for changes in the per-generation mutation rate must include reproductive longevity. 
2.2 Experimental Model and Subject Details 
Thirty owl monkeys (Aotus nancymaae) were selected for genome sequencing from the 
Owl Monkey Breeding and Research Resource at the Keeling Center based on available 
pedigrees, aiming for a spread of parental ages (Data S1A). Blood samples were taken from the 
femoral vein of unanesthetized animals. The animals were manually restrained in a supine 
position with one care staff holding the animal while another takes the sample, under approved 
IACUC protocols. 
2.3 Sequencing 
Genomic DNA isolated from the blood samples was used to perform whole genome 
sequencing. We generated standard PCR-free Illumina paired-end sequencing libraries. Libraries 
were prepared using KAPA Hyper PCR-free library reagents (KK8505, KAPA Biosystems Inc.) 
in Beckman robotic workstations (Biomek FX and FXp models). We sheared total genomic 
DNA (500 ng) into fragments of approximately 200-600 bp in a Covaris E220 system (96 well 
format) followed by purification of the fragmented DNA using AMPure XP beads. A double size 
selection step was employed, with different ratios of AMPure XP beads, to select a narrow size 
band of sheared DNA molecules for library preparation. DNA end-repair and 3’-adenylation 
were then performed in the same reaction followed by ligation of the barcoded adaptors to create 
PCR-Free libraries, and the library run on the Fragment Analyzer (Advanced Analytical 
Technologies, Inc., Ames, Iowa) to assess library size and presence of remaining adapter dimers. 
This was followed by qPCR assay using KAPA Library Quantification Kit using their SYBR® 
FAST qPCR Master Mix to estimate the size and quantification. These WGS libraries were 
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sequenced on the Illumina HiSeq-X instrument to generate 150 bp paired-end reads. All flow cell 
data (BCL files) are converted to barcoded FASTQ files. 
2.4 Mapping and variant calling 
BWA-MEM version 0.7.12-r1039 [85] was used to align Illumina reads to the owl 
monkey reference assembly Anan_2.0 (GenBank assembly accession GCA_000952055.2) and to 
generate BAM files for each of the 30 individuals. Picard MarkDuplicates version 1.105 




Figure 2.4: Read depth and allelic balance distributions and the effect of varying the allelic balance 
cut-off on rate estimates. Related to Figure 2.1. A, read depth and allelic balance distributions for all 
unfiltered Mendelian violations (MVs) in the 30 owl monkey individuals. The cut-offs used to filter MVs 
are indicated by the vertical dotted grey lines. B, read depth and allelic balance distributions for all SNP 
sites in the 30 owl monkey individuals. Filtering cut-offs are again indicated by the vertical dashed grey 
lines for comparison. C, mutation rate estimates for the 14 owl monkey trios when using a less stringent 
allelic balance cut-off to 0.3 and 0.7 (purple dots). A linear regression still shows a correlation with 
father’s age (solid purple line; (R2=0.15, d.f.=12 P=0.10); shaded area indicates 95% confidence interval) 
that is not significantly different from our model’s prediction (dashed purple line; F=1.0, d.f.=13, P=1.0). 
Mutations at CpG sites (blue dots) are not correlated with father’s age (blue line). The grey dotted line 




nucleotide variants (SNVs) and small indels (up to 60bp) were called using GATK version 3.3-0 
following best practices [86, 87]. HaplotypeCaller was used to generate gVCFs for each sample. 
Joint genotype calling was performed on all samples using GenotypeGVCFs to generate a VCF 
file. GATK hard filters (SNPs: "QD < 2.0 || FS > 60.0 || MQ < 40.0 || MQRankSum < -12.5 || 
ReadPosRankSum < -8.0"; Indels: "QD < 2.0 || FS > 200.0 || ReadPosRankSum < -20.0") 
(https://software.broadinstitute.org/gatk/documentation/article?id=2806) were applied and calls 
that failed the filters were removed.  
GATK’s PhaseByTransmission was used to identify Mendelian violations that represent 
possible de novo variants. After removing Mendelian violations (MVs) that resulted from 
missing genotypes or had other anomalies (i.e. 5 MVs with read depth of 0 and 1,984 MVs with 
allelic depth of 0,0), we obtained 45,432 putative Mendelian violations. We also identified 62 
scaffolds as deriving from the X chromosome. These scaffolds had significantly higher 
homozygosity and lower mean read depth among males (one-tailed t-test, q < 0.05 for both mean 
homozygosity and read depth). MVs on these scaffolds and scaffolds shorter than 10 kb were 
removed. This resulted in an initial set of 34,189 putative MVs. 
2.5 Filtering of putative mutations 
 Stringent filters are necessary to avoid potential false positive calls of de novo 
mutations [35, 88, 89]. To address this issue we applied the following filters to our initial set of 
MVs: 
1. Removed 32,638 MVs with allelic balance less than 0.4 or greater than 0.6 in the child. 
2. Removed 112 MVs that are not homozygous reference in both parents. 
3. Removed 636 MVs with read depth below 20 or above 60 in any individual in the trio. 
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4. Removed 520 MVs where the alternate allele is present in an unrelated individual in the 
sample. 
We define allelic balance as the fraction of reads that are a non-reference allele at a given 
site, meaning that a true heterozygous site should have allelic balance of roughly 0.5.  
Importantly, we observed that 95% of all initial MVs have allelic balance less than 0.4 
(Figure 2.4A). This indicates that many of these initial calls are false positives. After these four 
filtering steps we find a total of 283 de novo mutations across our 14 trios (Data S1B).  
2.6 Phasing mutations 
Genotypes from three generations allow us to trace the parent of origin for de novo 
mutations transmitted to the third generation. We accomplished this by phasing chromosomal 
segments with respect to the grandparents (P generation in Figure 2.1A). Phase informative sites 
were identified in each family and assembled into haplotype blocks. We selected bi-allelic 
informative sites where: the grandparents had different genotypes, their offspring was 
heterozygous, and this individual’s partner and offspring were not both heterozygous. The 
transmission of alleles at these sites can be unambiguously traced to one of the grandparents. We 
assembled these sites into blocks under the assumption that no more than one recombination 
occurred per 0.5 Mb interval [74, 90]. The phases of haplotype blocks supported by fewer than 
100 informative sites were left unassigned, as were the phases of short scaffolds (less than 0.5 
Mb). The parent of origin for de novo mutations transmitted to the third generation can then be 
established from the phase of their corresponding haplotype block. 
2.7 Estimating mutation rates 
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To estimate mutation rates per generation per site �𝜇𝜇𝑔𝑔� we must consider rates of error. 
Our stringent filters ensure that we have few to no false positives; however, we expect that these 
filters removed a number of true de novo variants, leading to a substantial false negative rate (𝛼𝛼). 
To estimate 𝛼𝛼 resulting from the allelic balance filter, we used the distribution of allelic balance 
from the total set of 471,532,403 heterozygous autosomal sites in our sample. Unlike the initial 
set of MVs, the distribution of allelic balance for these sites conforms to the expected 
distribution for true heterozygous sites, with a single peak at about 0.5 (Figure 2.4B). We find 
that the number of heterozygous sites with allelic balance below 0.4 or above 0.6 is 206,358,774 
resulting in an estimate of 𝛼𝛼 = 0.44. With a less stringent allelic balance filter of 0.3-0.7 the 
false negative rate falls to 0.29, but changing this filter does not greatly impact the number of 
mutations called (Figure 2.4C). These numbers represent false negative estimates from the allelic 
balance filter alone and in that sense only represent the upper-bound from that filter. False 
negatives may occur during other filtering steps, or due to mis-calls from the variant 
identification process, however these numbers are difficult to estimate. Therefore, we correct the 
observed number of mutations �𝑚𝑚𝑔𝑔� in each trio using 𝛼𝛼 = 0.44 and an assumed false positive 
rate of 0. After correction we estimate that there are about 36 de novo mutations passed on in a 
single owl monkey generation. 
To calculate the mutation rate per site, we counted the number of callable sites in each 
trio (𝐶𝐶). A site was determined to be callable if it passed filters (1) and (4) in the child, filter (2) 
in the parents, and filter (3) in all individuals in the trio. We find an average number of callable 
sites of 2,207,614,768 in our 14 trios (range: 2,198,415,883-2,214,425,687). Mutation rates were 
then calculated by dividing the number of observed mutations (corrected for 𝛼𝛼) in a trio by 2 





�(1 − 𝛼𝛼) ⋅ (2 ⋅ 𝐶𝐶)�
 ( E2.15 ) 
This results in mutation rates ranging from 0.63 x 10-8 to 1.5 x 10-8 with an average mutation rate 
of 0.81 x 10-8 among the 14 trios (Data S1C). Mutation rate was then regressed on father’s age 
(𝐴𝐴𝑔𝑔) (Figure 1B, solid line) with the resulting formula for a best fit line: 
 𝜇𝜇𝑔𝑔 =  3.74 x 10−9 + (𝐴𝐴𝑔𝑔 ⋅ 6.62 x 10−10) ( E2.16 ) 
With an average haploid genome size of 2.21 billion base pairs, this means that 16.53 mutations 
accumulate in males and females before puberty at age 1 and that there are 2.92 additional 
mutations for every year of the father’s life after puberty in owl monkeys. 
2.8 Modeling mutation rates 
 Large-scale pedigree sequencing projects in humans have shown the importance of 
different life-stages in the determination of mutation rates [35, 65-71, 89, 91]. Models for 
predicting mutation rates generally account for the three important life stages in the mammalian 
germline [73, 80]. These life stages are (1) female (𝐹𝐹), (2) male before puberty (𝑀𝑀0), (3) and 
male after puberty (𝑀𝑀1). The relative contribution of each of these stages must be accounted for 
when estimating mutation rates per generation [80] or per year [73, 80, 92]. Here, we re-frame 
this model in terms of reproductive longevity. Reproductive longevity depends on both the age 
of puberty in males (𝐴𝐴𝑔𝑔) and the age of the father at conception of his offspring (𝐴𝐴𝑔𝑔) and we 
find that it is the main determinant of mutation rate variation in primates. We define the value of 
reproductive longevity (𝑅𝑅𝑅𝑅) as: 
 𝑅𝑅𝑅𝑅 = 𝐴𝐴𝑔𝑔 − 𝐴𝐴𝑔𝑔 ( E2.17 ) 
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RL therefore measures the amount of time mutations have accumulated post-puberty in a male, 
which only occurs during stage M1. 
 To see how reproductive longevity affects the per-generation mutation rate, 𝜇𝜇𝑔𝑔, we must 
model the combined contribution from all life stages. In any given period of time 𝑡𝑡, the mutation 
rate due to errors in DNA replication, 𝜇𝜇𝑡𝑡, is simply a product of the mutation rate per cell 
division, 𝜇𝜇𝑐𝑐, and the number of cell divisions that occur, 𝑑𝑑𝑡𝑡: 
 𝜇𝜇𝑡𝑡 = 𝜇𝜇𝑐𝑐 ⋅ 𝑑𝑑𝑡𝑡 ( E2.18 ) 
Since females (stage F) and pre-puberty males (stage M0) have a fixed number of cell divisions, 
their contribution to the mutation rate per-generation is constant and requires only the 
substitution of appropriate terms into equation 4: 
Female contribution to 𝜇𝜇𝑔𝑔: 𝜇𝜇𝑔𝑔𝑔𝑔 = 𝜇𝜇𝑐𝑐 ⋅ 𝑑𝑑𝑔𝑔 ( E2.19 ) 
Pre-puberty male contribution to 𝜇𝜇𝑔𝑔: 𝜇𝜇𝑔𝑔𝑔𝑔0 = 𝜇𝜇𝑐𝑐 ⋅ 𝑑𝑑𝑔𝑔0 ( E2.20 ) 
However, in males after puberty (stage M1) the number of cell divisions is a linear function of 
time, and the mutation rate per-generation in this life stage therefore depends on the yearly rate 
of cell division �𝑑𝑑𝑦𝑦𝑔𝑔1� and reproductive longevity (RL): 
Post-puberty male contribution to 𝜇𝜇𝑔𝑔: 𝜇𝜇𝑔𝑔𝑔𝑔1 = 𝜇𝜇𝑐𝑐 ⋅ 𝑑𝑑𝑦𝑦𝑔𝑔1 ⋅ 𝑅𝑅𝑅𝑅  ( E2.21 ) 
Finally, since an autosome will spend roughly half of its time in females and half in males, the 





𝜇𝜇𝑔𝑔𝑔𝑔 + �𝜇𝜇𝑔𝑔𝑔𝑔0 +  𝜇𝜇𝑔𝑔𝑔𝑔1� 
2
 ( E2.22 ) 
Given estimates of the underlying mutational parameters, this model allows us to predict 
the mutation rate as a function of reproductive longevity. In order to assess reproductive 
longevity in species that reach puberty at different times, we used published values for 𝐴𝐴𝑔𝑔. For 
owl monkeys, we set 𝐴𝐴𝑔𝑔 at 1 year [75] (purple line in Figure 3), for humans, we used a value of 
𝐴𝐴𝑔𝑔 of 13.4 years [93] (orange line in Figure 3), for chimpanzees we used 7.5 years [94] (red line 
in Figure 3). The ages at conception for all parents in all studies of the mutation rate (points in 
Figure 3; Data S1D) were taken from the original papers [35, 65, 66, 68-71, 74, 89, 95]. 
 This mutational model can easily be extended to calculate mutation rates per year 
�𝜇𝜇𝑦𝑦�  [80, 92] by averaging the mutational contribution from each life stage per generation and 
weighting by the amount of time that passes: 
 
 𝜇𝜇𝑦𝑦 =
�𝜇𝜇𝑔𝑔𝑔𝑔 + �𝜇𝜇𝑔𝑔𝑔𝑔0 + 𝜇𝜇𝑔𝑔𝑔𝑔1��
(𝐴𝐴𝑔𝑔 + 𝐴𝐴𝑔𝑔 + 𝑅𝑅𝑅𝑅)
 ( E2.23 ) 
 
Considering yearly rates is useful when comparing long term evolutionary rates (𝑘𝑘) between 
species since the neutral mutation rate (𝜇𝜇) is inextricably linked to the neutral substitution rate 
(𝜇𝜇𝑦𝑦 = 𝑘𝑘𝑦𝑦). 
Unlike 𝜇𝜇𝑔𝑔, which is only dependent on the age of puberty and age at conception in males, 
𝜇𝜇𝑦𝑦 is also dependent on the age of conception in the female (𝐴𝐴𝑔𝑔; Figure S3). This means that 
increasing 𝐴𝐴𝑔𝑔 will most likely decrease the yearly mutation rate because it increases the absolute 
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amount of time without increasing the number of germline cell divisions. However, variation in 
either 𝐴𝐴𝑔𝑔 or 𝑅𝑅𝑅𝑅 will have more complicated effects as they appear in both the numerator (as 𝑅𝑅𝑅𝑅 
in 𝜇𝜇𝑔𝑔𝑀𝑀1) and the denominator. Increasing 𝑅𝑅𝑅𝑅 at some points in parameter space will increase 𝜇𝜇𝑦𝑦, 
while decreasing it at others. Increasing 𝐴𝐴𝑔𝑔 tends to increase 𝜇𝜇𝑦𝑦 (Figure S3).  
2.9 Estimating mutational parameters from humans 
Empirical observations from developmental studies and large-scale pedigree data from 
humans inform us about some of the underlying mutational parameters of our model (equations 
5, 6, and 7). For example, we use 31 and 34 as estimates for the number of cell divisions in 
human females (𝑑𝑑𝑔𝑔) and males before puberty (𝑑𝑑𝑔𝑔0) [25]. We use 16 days as the length of a 
single spermatogenic cycle (𝑡𝑡𝑠𝑠𝑐𝑐) [96], which means we expect 𝑑𝑑𝑦𝑦𝑔𝑔1 = 23 spermatogenic cycles 
to occur in a year if all spermatagonial cells are constantly dividing (but see next paragraph). 
The remaining parameter of the model, 𝜇𝜇𝑐𝑐, can be estimated from human pedigrees. We 
confirm the estimate of 𝜇𝜇𝑐𝑐 made by Amster and Sella [92] by using the 𝜇𝜇𝑔𝑔𝑔𝑔 observed in Kong et 




= 0.458 ( E.224 ) 
or 1.74 x 10-10 given a haploid genome size of 2.63 billion base pairs [35]. We assume this rate is 
the same between females and males before puberty. However, the observation that 2.01 
mutations are passed on per year from the father after puberty [35] (the mutation rate per year in 
this lifestage, 𝜇𝜇𝑦𝑦𝑔𝑔1) could imply two things about 𝜇𝜇𝑐𝑐 in this life-stage: either the mutation rate 
per cell division has been reduced by an order of magnitude in males after puberty to 0.33 x 10-
11 [92] or there are fewer than the expected 23 cell divisions per year [97]. There is no evidence 
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to support such a dramatic reduction in the mutation rate per cell division, especially since there 
does not appear to be a large shift in mutational mechanisms between life stages [71]. The 
hypothesis that fewer cell divisions have taken place is also more likely based on observations 
that, of the two types of spermatagonial cells observed in humans, pale and dark, only pale cells 
actively divide [97, 98]. If dividing pale cells transition into non-dividing dark cells and vice 
versa, then not all spermatagonial cells necessarily undergo 23 spermatogenic cycles in a year 
and we must re-estimate 𝑑𝑑𝑦𝑦𝑔𝑔1. If we assume the mutation rate per cell division in humans is 
constant before and after puberty, we can estimate the expected number of spermatogenic cycles 







= 4.39 ( E2.25 ) 
This implies that roughly only 19% of spermatagonial cells are in the pale dividing state at any 
given time. 
Though either a decreased 𝜇𝜇𝑐𝑐 in males after puberty or a decreased proportion of dividing 
spermatagonial cells can be fit equally well to the model, we make predictions with the latter 
assumption. When predicting a mutation rate function for owl monkeys (Figure 2.1B) we also 
decrease the length of the spermatogenic cycle to 𝑡𝑡𝑠𝑠𝑐𝑐
𝑂𝑂𝑂𝑂𝑂𝑂 𝐻𝐻𝑚𝑚𝐻𝐻𝑚𝑚𝑚𝑚𝑦𝑦 = 10.2 days [99] and adjust the 
expected 𝑑𝑑𝑦𝑦𝑔𝑔1 assuming 19% of spermatagonial cells are undergoing spermatogenesis at one 
time: 
 𝑑𝑑𝑦𝑦𝑔𝑔1
𝑂𝑂𝑂𝑂𝑂𝑂 𝐻𝐻𝑚𝑚𝐻𝐻𝑚𝑚𝑚𝑚𝑦𝑦 = �
365
𝑡𝑡𝑠𝑠𝑐𝑐





However, when comparing mutation rate functions between species (Figure 2.3) all 
underlying mutational parameters are those estimated above from observations in humans, in 
order to demonstrate that minimal changes to the model can still make accurate predictions of 
mutation rate functions. Using species-specific parameters of spermatogenesis does not change 
our results (Figure 2.5). 
Using equation 9, we are also able to predict 𝜇𝜇𝑦𝑦for an assumed age of puberty and average 
age of conception for humans and owl monkeys. For humans, with an age of puberty of roughly 
13.4 years and average age of conception for both males and females of 30 years, we estimate a  
Figure 2.5: Functions of mutational accumulation predicted using species specific rates of 
spermatogenesis. Related to Figure 3. Using species specific rates for the three species with high-
quality mutation estimates when making predictions from our model of reproductive longevity (lines; 
equations 3-8 in Methods) does not greatly affect the fit of the model to published estimates of 
mutation rates (points; see Data S1D for references). Vertical line segments represent the age of 
puberty for each species. In this figure we used 𝒕𝒕𝒔𝒔𝒔𝒔
𝑶𝑶𝑶𝑶𝑶𝑶 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 = 𝟏𝟏𝟏𝟏.𝟐𝟐, 𝒕𝒕𝒔𝒔𝒔𝒔




Figure 2.6: Modeling mutation rate per year over various parental ages at reproduction and 
puberty. Mutation rates per year (𝝁𝝁𝒎𝒎) are a function of the length of all three life stages of the 
mammalian germline: Female (𝑭𝑭), males before puberty (𝑴𝑴𝟏𝟏), and males after puberty (𝑹𝑹𝑹𝑹). 
Increasing 𝑭𝑭 consistently decreases 𝝁𝝁𝒎𝒎, while increasing 𝑴𝑴𝟏𝟏 by increasing the age of puberty in 
males tends to increase 𝝁𝝁𝒎𝒎 (note that the y-axis plots the sum of these two parameters). Increasing 
the length of 𝑹𝑹𝑹𝑹 either by decreasing the age of puberty or increasing the average age of 
conception in males has varying effects based on the length of the other two stages. Points are the 




yearly mutation rate of 0.4 x 10-9 mutations per site per year (orange point in Figure 2.6). This is 
remarkably close to the calculated average yearly rate from several studies of human mutation 
rates: from 0.43 x 10-9 mutations per site per year [71] to 0.5 x 10-9 mutations per site per 
year [79]. With an average age of puberty of 7.5 years and average age at reproduction of 24.3, 
we predict the yearly chimp mutation rate is to be 0.48 x 10-9 per site per year (red point in 
Figure S3), on par with the previous estimate of 0.46 x 10-9 (Venn et al. 2014). For owl monkeys 
we assumed a puberty age of 1 year and average ages of conception of 6.64 and 6.53 years for 
males and females, respectively. Using these values we estimate a yearly mutation rate of 1.2 x 
10-9 mutations per site per year, three times higher than the yearly human rate (purple point in 
Figure S3). 
2.10 Quantification and Statistical Analysis 
All data were analyzed using Python v2.7 and R v3.4.1. Linear regression was performed on the 
observed mutation rate per trio and paternal age to obtain the solid lines in Figures 2.1B and 2.4. 
To assess how well our model predicts this relationship, we performed an F-test on the residuals 
of the observed relationship (solid lines in Figures 2.1B and 2.4) and the predicted relationship 
(dashed lines in Figures 2.1B and 2.4). Comparing variance in the residuals between the two 
lines captures variation in both the slope and intercept of the predicted and observed lines. A 
similar F-test was performed on the human study points in Figures 2.3 and 2.5. 
2.11 Data Availability 
Raw sequence reads for the 30 owl monkey individuals have been deposited as an NCBI 
BioProject (Accession: PRJNA451475; https://www.ncbi.nlm.nih.gov/bioproject/451475). 
2.12 Additional Resources 
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All code used to analyze data and generate figures is available as an R Markdown document at 




CHAPTER 3: Referee: reference assembly quality scores 
3.1 Introduction  
Reference assemblies are haploid representations of the genome sequence of a species. 
Their use is ubiquitous in modern genetic and evolutionary research, especially in comparative 
genomics studies. Such studies range from questions about phylogenetic relationships to analyses 
searching for targets of adaptive natural selection. The conclusions of all analyses depend on the 
accuracy of the reference sequence; however, both genome assembly methods and the 
underlying sequencing technologies are error-prone  [100]. This inevitably leads to errors in 
downstream analyses and conclusions  [e.g. 101, 102, 103]. 
Many technologies provide a measure of base accuracy for every position in a sequencing 
read in the form of the quality score. This score represents the log-scaled value of the probability 
that the called base is incorrect. However, when assembling reads from genomes, transcriptomes, 
or other reduced-representation sequencing approaches  [e.g. 104] this quality information is lost. 
Here we present Referee, a program that provides a measure of the underlying quality for an 
assembled reference sequence. Referee uses genotype quality likelihoods, which are standard in 
resequencing studies  [e.g. 105], to calculate a haploid reference quality score. The quality score, 
𝑄𝑄𝑅𝑅, ranges between 0 and 90 and represents the confidence we have that the called base at that 
position is correct. For positions where we have no confidence in the called base, Referee can 
suggest an alternate, better-scoring base. While tools do exist that examine assembly quality at a 
per-base level  [106], Referee aims to produce an easily interpretable quality score for any type 
of assembly, using any sequencing technology. These scores can then be used to inform any 
downstream analysis. 
3.2 Materials & Methods 
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Referee uses the genotype likelihoods of all 10 possible diploid genotypes at a site to 
calculate a the quality score, 𝑄𝑄𝑅𝑅, of the single base in the reference sequence. Referee 
summarizes the diploid genotype likelihoods for the haploid representation of the assembly by 
taking the sum of the likelihoods of the genotypes that contain the called base (𝑅𝑅𝐻𝐻𝐻𝐻𝑡𝑡𝑐𝑐ℎ) and the 
sum of those that do not contain the called base (𝑅𝑅𝐻𝐻𝑚𝑚𝑠𝑠𝐻𝐻𝐻𝐻𝑡𝑡𝑐𝑐ℎ). For instance, if the called base is A, 
then 𝑅𝑅𝐻𝐻𝐻𝐻𝑡𝑡𝑐𝑐ℎ = 𝑅𝑅(𝐴𝐴𝐴𝐴) + 𝑅𝑅(𝐴𝐴𝐺𝐺) + 𝑅𝑅(𝐴𝐴𝐶𝐶) + 𝑅𝑅(𝐴𝐴𝐺𝐺) and 𝑅𝑅𝐻𝐻𝑚𝑚𝑠𝑠𝐻𝐻𝐻𝐻𝑡𝑡𝑐𝑐ℎ = 𝑅𝑅(𝐺𝐺𝐺𝐺) + 𝑅𝑅(𝐺𝐺𝐶𝐶) + 𝑅𝑅(𝐺𝐺𝐺𝐺) +
𝑅𝑅(𝐶𝐶𝐶𝐶) + 𝑅𝑅(𝐶𝐶𝐺𝐺) + 𝑅𝑅(𝐺𝐺𝐺𝐺). 
Taking the log-scaled ratio of these two sums gives us a quality score: 
 
 𝑄𝑄𝑅𝑅 = log �
𝑅𝑅𝐻𝐻𝐻𝐻𝑡𝑡𝑐𝑐ℎ
𝑅𝑅𝐻𝐻𝑚𝑚𝑠𝑠𝐻𝐻𝐻𝐻𝑡𝑡𝑐𝑐ℎ
� ( E3.1 ) 
 
This scoring has the desirable behavior of being positive when we think the called reference base 
is correct and negative when we think it is incorrect due to lack of support; scores close to 0 
indicate uncertainty in the called base. For sites that show more support for an alternate base call 
(i.e. sites with 𝑄𝑄𝑅𝑅≤0), Referee can calculate 𝑄𝑄𝑅𝑅 for each of the three alternate bases and suggest 
the highest scoring base for that position.  
Genotype likelihoods 
Referee’s quality score requires genotype likelihoods from the reference individual. Such 
likelihoods are calculated by mapping the reads used in generating the assembly back to the 
reference assembly. Referee can calculate genotype likelihoods for each site if given a pileup file 
as input. For this calculation we have implemented the Bayesian model of genotype likelihood 
developed in McKenna, et al. [107], with the additional consideration of mapping quality:  
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 ( E3.2 ) 
Where 𝑅𝑅 is the full set of reads that have mapped to a site and 𝐴𝐴1 and 𝐴𝐴2 are the two alleles in 
the genotype. To calculate the probability of a base 𝑏𝑏𝑟𝑟 given an allele, we use the standard Phred 
conversion between quality scores 𝑄𝑄 and error probabilities 𝑒𝑒: 
 𝑒𝑒 = 10−
𝑄𝑄
10 
( E3.3 ) 
This conversion is used for both base calling and mapping qualities, resulting in error 
probabilities for both base calling (𝑒𝑒𝑏𝑏) and read mapping (𝑒𝑒𝐻𝐻). Then: 
 𝐴𝐴(𝑏𝑏𝑟𝑟|𝐴𝐴𝑚𝑚) =  �
𝑒𝑒𝑏𝑏 ⋅ 𝑒𝑒𝐻𝐻
3
            ∶ 𝑏𝑏 ≠ 𝐴𝐴𝑚𝑚
1 − (𝑒𝑒𝑏𝑏 ⋅ 𝑒𝑒𝐻𝐻) ∶ 𝑏𝑏 = 𝐴𝐴𝑚𝑚
 ( E3.4 ) 
To avoid underflows, sums of logs of probabilities are taken in E3.2 rather than products of raw 
probabilities. 
Referee also accepts genotype log-likelihoods as input from any method provided that 
they are formatted correctly. For example, the program ANGSD  [108] has the capability to 
output all 10 genotype log-likelihoods in a format readily acceptable by Referee. Note that 
although ANGSD scales log-likelihoods by subtracting the highest score from all scores, this has 
no effect on Referee’s calculations. 
3.3 Referee’s scoring system 
Since the quality score calculated by Referee is a ratio of probabilities, theoretically any 
score from negative to positive infinity is possible. In practice, scores tend to be limited to a 
range of -300 to +300 and have a strong correlation with read-depth. For practical reasons, 
Referee’s standard output limits the scores to a range of 0 to 90. This means that any negative 
score is converted to a score of 0, and any score above 90 is converted to 90. This makes the  
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Table 3.1: Referee score special cases 
Scenario 𝑄𝑄𝑅𝑅 score 
 𝑅𝑅𝐻𝐻𝑚𝑚𝑠𝑠𝐻𝐻𝐻𝐻𝑡𝑡𝑐𝑐ℎ = 0 91 
 Reference base called as N -1 
 No reads mapped to site -2 
 
scores easily interpretable on a Phred-like scale and allows for conversion to ASCII characters 
for condensed FASTQ output. 
There are several scenarios in which it is not possible to calculate a quality score (Table 
3.1): In cases of very high read-depth, with all or most reads supporting the called base, it is 
possible that the sum of likelihoods for genotypes that do not contain the reference base 
(𝑅𝑅𝐻𝐻𝑚𝑚𝑠𝑠𝐻𝐻𝐻𝐻𝑡𝑡𝑐𝑐ℎ) will be 0. In these cases we are confident that the reference base is correct and assign  
a score of 91. If the reference base is an N or if no reads have mapped to the site we have no way 
of calculating 𝑄𝑄𝑅𝑅 , so we assign scores of -1 and -2, respectively, to indicate our uncertainty. In 
order to accommodate the -1 and -2 scores, quality scores are output as ASCII characters 




Referee is implemented entirely in Python, compatible with versions 2.7 and above and is freely 
available (https://gwct.github.io/referee/). Referee takes as input a single reference FASTA file 
representing the reference assembly and either pre-calculated genotype log-likelihoods or a 
pileup file from which it can calculate genotype likelihoods. Referee will output quality scores 































































































or in FASTQ format, with quality scores being converted to ASCII characters. Referee can also 
output quality scores in BED format, which can be used for visualizing tracks of scores in most 
genome browsers. Figure 3.1 shows a 100 kb stretch of Referee quality scores on chromosome 
19 of the baboon genome (papAnu v2.0) in the UCSC Genome Browser  [109]. 
  Referee is intended for use on assemblies of any size, and from any technology that 
provides reads with base quality scores (e.g. Illumina or Oxford Nanopore). To make it scalable 
with even the largest of today’s sequenced genomes, Referee is designed to use multiple 
processes without a large memory footprint. We tested the performance of Referee on two 
datasets: a transcriptome assembly from Jaltomata sinuosa  [110] using Illumina RNA-seq reads 
(SRA accession SRX2676125) and a genome assembly from the baboon, Papio Anubis 
(GCF_000264685.2) using only the Illumina paired-end reads that were used in the assembly 
process (SRA accessions: SRR927653, SRR927654, SRR927655, SRR927656, SRR927657, 
SRR927658, SRR927659). Test runs were done on Indiana University’s Carbonate computer 
cluster (Red Hat Enterprise 7.x with 256 GB of RAM and two 12-core Intel Xeon E5-2680 v3 
CPUs). For J. sinuosa the reads were assembled with Trinity  [111] and for both species reads 
were mapped back to their respective assemblies with BWA  [112]. We find that for the J. 
sinuosa transcriptome, even when utilizing only one process, Referee completes in 20 minutes 
with pre-calculated genotype likelihoods. Unsurprisingly, calculating the likelihoods is 
detrimental to run-time, raising it to 2.73 hours, but allocating additional processes more than 
makes up for this time loss (Figure 3.2a). For the much larger baboon genome dataset we 
observe a run time of 18 hours when using pre-calculated genotype likelihoods. Again this is 
drastically reduced to 1.6 hours when using multiple processes (Figure 3.2a). Memory usage 





 The wide-ranging applicability of genome assemblies in modern biological research 
means their accuracy is of utmost importance in order to reach unambiguous conclusions. 
Evolutionary inferences into species relationships and the targets of positive selection depend on 
this accuracy. Referee adds a simple step between the assembly and analysis of a genome to 
improve the assembly for all purposes. By accounting for the underlying base quality in the reads 
and the diploid nature of most genome assemblies, Referee’s scores can be used to inform 
researchers of sites to filter from their analyses or of better scoring alternate bases. This is 
accomplished through a fast and easy to use software package: https://gwct.github.io/referee/.   
Figure 3.2: Referee’s run time (A) and max memory usage (B) on the J. sinuosa 
transcriptome and baboon genome. Note the memory improvement in the baboon genome 
data compared to the J. sinuosa transcriptome data as a result of splitting the input files by 
chromosome. ANGSD: genotype log-likelihoods were pre-calculated with the ANGSD 
software package and given as input to Referee; pileup: A pileup was created from the 
mapped reads which Referee used to calculate genotype likelihoods using only the base 
quality scores from the reads; pileup (w/ mapping quality): The mapping qualities for the 




CHAPTER 4: Origins and long-term patterns of copy-number variation in rhesus 
macaques 
4.1 Introduction 
Mutations are the source of all genetic variation and can have both immediate and lasting 
impacts for the evolution of a species. Understanding how mutations arise and spread through a 
population in the short-term can therefore aid our understanding of disease while understanding 
its effects in the long-term aid our understanding of evolution in populations and species. Recent 
work in humans and other primates have unveiled patterns of mutation for single nucleotide 
variants using pedigrees of related individuals. For instance, studies in primates have found a 
strong paternal age effect on the number of de novo single nucleotide mutations: older fathers 
tend to pass on more mutations [35, 71, 74, 113]. This is likely due to a combination of errors 
accruing from both ongoing spermatogenesis and unrepaired DNA damage. However, no such 
paternal age effect has been found among de novo deletions and duplications (also known as 
copy-number variants, or CNVs) in humans [69, 114-116] though the origin of CNVs are studied 
more rarely than single nucleotide mutations [57, 69, 114-119].  
The frequency and locations of CNVs have been found to be highly variable among 
primates [120-123], though several CNV hotspots in multiple species have been described [124-
126]. Duplications in genic regions have been found to outnumber deletions in many lineages 
when comparing closely related species [122, 127, 128], possibly indicating a selective 
difference between gene duplications and deletions. However, recent whole-genome studies 
within humans point to different a pattern in non-genic regions, with deletions far outnumbering 
duplications [115]. In order to determine whether such patterns are specific to humans, or are 
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representative of the joint effects of mutational input and selection on the long-term survival of 
duplicates and deletions, we require fine-scale studies in additional species.  
Rhesus macaques are a widely used model organism, especially for diseases in humans. 
Understanding the underpinnings of genetic variation in this species may help to enhance disease 
models, in addition to aiding our understanding of the genetic basis of evolutionary change. 
Previous studies of rhesus macaque CNVs have used array-based comparative genomic 
hybridization (aCGH) to detect events and have found that the frequency of duplications either 
matches or exceeds that of deletions [126, 129]. However, aCGH methods are limited in their 
detection of short deletions and duplications [130, 131]. Patterns of variation CNVs shorter than 
the detectable limit by aCGH remain uncharacterized. Read-based methods—which use read 
depth, read orientation, discordance of paired-end reads from a reference genome, or a 
combination of these signals (reviewed in [131, 132])—may help to clarify patterns of 
duplication and loss and will allow us to learn how CNVs arise in primates. 
Here, we use deep sequencing of 32 rhesus macaques in 14 trios to uncover patterns of 
copy-number variation in this species. We find that, contrary to aCGH studies, deletions make up 
the vast majority of polymorphic CNVs within rhesus macaques. Using unrelated individuals, we 
find that patterns of segregating CNVs are similar between macaques and humans. By 
sequencing parent-offspring trios we are also able to investigate the occurrence of de novo 
CNVs. We find that the number of de novo CNVs per generation is less than one per genome in 
both macaques and humans, and that parental age has no effect on the rate of these types of 
mutations in either species. Finally, we compare patterns of deletions and duplications in our 
sample to those of long-term gene gains and losses along the lineage leading to macaques. 
Interestingly, while deletions make up the vast majority of polymorphisms in our sample, the 
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number of genes gained and lost along the macaque lineage are roughly equal. These patterns 
give us a first look at structural variation using whole-genome sequencing in a non-human 
primate and will help model these types of mutations better in disease prediction and 
evolutionary analyses. 
4.2 Patterns of copy-number variation in rhesus macaques 
We identified CNVs by sequencing the whole genomes of 32 rhesus macaque (Macaca 
mulatta) individuals within 14 trios (Figure 4.1A; [133]). We mapped the reads from these 
samples to the reference macaque genome ( [134]; rheMac8.0.1 downloaded April 12, 2018) and 
identified CNVs based on split and discordant read patterns using Lumpy [135], SVtyper [136], 
and SVtools [137] and filtered these calls by read-depth using Duphold [138]. In total we found 
3,313 deletions and 441 duplications relative to the reference genome, meaning that roughly 88% 
of variants segregating in our sample are deletions (Figure 4.1B). This is in stark contrast to 
previous CNV studies in rhesus macaques, which found roughly half of events to be deletions 
and half to be duplications [126]. One possibility for this difference is that the previous study 
could not resolve events shorter than a few kilobases (minimum length 3518 bases), while the 
read-based methods employed here can. This contrast from an increased level of resolution is 
consistent with studies in Drosophila melanogaster that found a bias toward deletions for short 
events [57]. We find that macaque CNVs are distributed across all macaque chromosomes, but 
unevenly, with some stretches completely void of events and others where CNVs seem to be 
enriched (Figure 4.2). Contrary to previous studies in rhesus macaques [129], we find that the 
number of CNVs on a chromosome is strongly correlated with the length of the chromosome 
(Figure 4.3). This may again be the result of the increased resolution in our study. We also 
observe some clustering in the telomeric regions (Figure 4.2). This telomeric clustering is  
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consistent with the duplication maps of the macaque genome [134] and the human genome [122, 
130, 139], and is likely driven by the higher concentration of transposable elements in these 
regions, which mediates higher levels of non-allelic homologous recombination (i.e. unequal 
crossing-over).  
 We used published CNVs from a sample of 235 humans [115] to study the similarities 
and differences between primate species. We find that the proportions of segregating deletions 
and duplications are not significantly different between the two species (Figure 1B; χ2 = 3.77, 
d.f. = 1, p > 0.05). Given the observed bias toward deletions, it is unsurprising that both species 
have a higher proportion of bases deleted than duplicated (Figure 4.1C). The average individual 
 
Figure 4.1: (A) Pedigrees of sequenced macaques. The 14 trios were contained within 3 families similar 
to the one on the left, and 1 family similar to the one on the right. (B) The proportion of CNV types 




Figure 4.2: Locations of identified CNVs on the 22 rhesus macaque chromosomes. 
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in our sample is heterozygous for 1,317 CNVs that delete 2,804,650 base pairs (bp) and duplicate 
471,100 bp. 
CNVs in macaques have an average length of 3,519 bases, with duplications (mean length 
6,853 bp; min length 138 bp; max length 97,301 bp) being longer than deletions (mean length 
3,076 bp; min length 40 bp; max length 98,035 bp). Compared to humans, macaques have longer 
CNVs on average (Figure 4.4A; Kolmogorov-Smirnov D = 0.46, p << 0.01) and this pattern 
holds for both deletions (Figure 4.4B; Kolmogorov-Smirnov D = 0.48, p << 0.01) and 
duplications (Figure 4.4C; Kolmogorov-Smirnov D = 0.38, p << 0.01). It is unclear whether this 
shift in CNV length distributions between macaques and humans is a true biological 
phenomenon, which would point to some change in the underlying CNV mechanism, or simply 
reflects our inability to detect very small variants in macaques. We took every effort to eliminate 
methodological bias between the macaque CNV calls and the human CNV data set. In their 
paper, Brandler et al. (2016) [115] use several different CNV calling and genotyping methods. 
We have restricted our comparisons to CNVs called with the same methods we have employed 
for the macaque data, namely CNVs called with Lumpy [135] and genotyped with 
SVtyper [136]. To test the effects of different CNV calling methods and filtering steps, we made 
Figure 4.3: The number of CNVs is strongly correlated with chromosome length in macaques for (A) all 
CNVs, (B) deletions, (C) and duplications. 
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 the same comparison between macaque and human CNV lengths while using the full human 
Figure 4.4: Length distributions of CNVs shorter than 5000 bases using the full human CNV dataset. 
Macaque CNVs are longer on average than humans for (A) all CNVs (Kolmogorov-Smirnov D = 0.43, p 
<< 0.01), (B) deletions only (Kolmogorov-Smirnov D = 0.46, p << 0.01), and (C) duplications only 
(Kolmogorov-Smirnov D = 0.32, p << 0.01). 
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dataset and without filtering the macaque CNV calls. Regardless of the partitioning method used, 
we still observe that macaques have, on average, longer CNVs than humans. Another possible 
technical explanation for this observation may be the sequencing libraries used in the two 
datasets: while Brandler et al. sequenced most samples with a read length of 100 bp and insert 
sizes of 113 bp, the read length of the macaque sequences was larger at 150 bp and an insert size 
of 128 bp. Although we would expect that this difference in read length would allow the 
macaque calls to be more sensitive to smaller events, it may play a role in the resulting length of 
CNV calls. It is also possible that the difference in length distributions is due to a still 
unidentified technical difference between the two studies.  
4.3 De novo copy-number variants 
 In a companion study we have described the rate and pattern of de novo single nucleotide 
variants in rhesus macaques [133]. Here, we identify de novo CNVs in the same individuals by 
looking for CNVs that are unique to the offspring in a trio, as well as being in a heterozygous 
state. We find only 9 total de novo CNVs among our 14 macaque trios, consisting of 7 deletions 
and 2 duplications. This number of mutations makes the expected number of de novo CNVs 0.32 
(95% CI 0.13-0.52) per generation per haploid genome. This rate of mutation is similar to that 
reported in humans [115], which is consistent with the similar genome size between the two 
species. In contrast, the mutation rate of CNVs in D. melanogaster was found to be much lower 
(0.025 per genome; [57]), though correcting for the ~30-fold smaller size of the fly genome puts 
the mutation rates on the same order of magnitude per nucleotide. 
By considering the age of sires when the offspring of each trio was conceived, we can ask 
whether the number of de novo CNVs increases in older fathers. We find no paternal age effect 
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in macaques (Figure 4.5A; R2 = 0.033, d.f. = 12, p = 0.53), though with only nine events our 
study has low statistical power to detect an increase. However, we also performed the same 
analysis using 19 de novo CNVs from human trios [115], and found no increase in the number of 
mutations in the offspring of older fathers (Figure 4.5B; R2 = 0.032, d.f. = 77, p = 0.12). Because 
the rate of new CNVs seems to be very low, increasing the sample size in macaques will increase 
confidence in our conclusion of a lack of paternal age effect in this species. 
4.4 Gene duplications and losses within and between species 
 The ultimate fate of structural variants is to either become fixed in a population or to be 
lost. Genes overlapping CNVs can play a role in this process by conveying fitness benefits or 
costs depending on their copy-number. We investigated the long-term fate of genes involved in 
copy-number variation in macaques using gene gains and losses among 17 mammal species 
(Figure 4.6A). By comparing the number of genes gained and lost between species to the number 
Figure 4.5: There is no correlation between de novo structural variants in (A)14 macaque trios or (B) 97 
human trios (13 validated + 6 unvalidated CNVs). Each point represents a single trio. 
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of genes overlapping segregating CNVs within macaques, we uncover patterns in short- and 
long-term evolution of gene copy number. 
 We find that among the 3,754 CNVs in the macaque samples, 203 of them overlap 338 
genes (out of 32,382 total annotated genes); the vast majority occur in intergenic regions. Of the 
CNVs that overlap a genic region, most span more than one gene (average 1.67 genes per event). 
However, this is driven by a few CNVs larger than 25 kb that overlap 2-3 genes. CNVs shorter 
than 25 kb overlap on average only 1.18 genes. This is similar to the pattern observed in humans, 
where, of CNVs overlapping genes, they include an average of 1.18 genes.  
Among the genes within CNVs in macaques, 244 (72%) have been wholly or partially deleted, 
while 94 (28%) have been wholly or partially duplicated. The ratio of deleted to duplicated genes 
in macaques is 2.60, which is much lower than the overall ratio of deleted to duplicated regions 
(7.51). The over-representation of duplicated genic regions compared to non-genic regions has 
been observed previously in primates [122, 127, 128] and suggests that gene duplication is less 
costly in the short-term than deletion. The ratio of deleted-to-duplicated genes in macaques is 
also significantly higher than the ratio in humans of 1.46 (χ2 = 13.17, d.f. = 1, p << 0.01), 
possibly because of an increased rate of duplication in the Great apes [37, 38]. 
To examine the long-term fate of gene duplications and losses, we analyzed copy-number 
variation in 10,798 gene families across 17 species (Figure 4.6A). Along the branch leading to 
macaques since their common ancestor with baboons (~11 million years ago), we infer the loss 
of 1,063 genes and the gain of 909 genes, for a loss-to-gain ratio of 1.17 (Figure 4.6B). This ratio 
is half that observed among segregating CNVs (see above) but could be biased because different 
genes may be included in the different annotation sets used. Restricting our CNV analysis to the 




Figure 4.6: (A) Long-term patterns of gene gain and loss were inferred for 
macaques by comparing gene copy-numbers among 17 mammal species. (B) 
Among genes in both the gene family (Fixed) and CNV (Polymorphic) analyses, 
we find that genes are more likely to be part of polymorphic deletions, and 




duplications, still significantly higher than the long-term ratio of gene gain to loss (Figure 4.6B; 
χ2 = 26.33, d.f. = 1, p << 0.01). Together, these results indicate that, while deletions dominate 
among de novo mutations and segregating CNVs in macaques, the number of genes gained and 
lost are balanced over time.  
4.5 Discussion 
 Copy-number variation can play a key role in disease and evolution [140-142]. Here, we 
have shown that patterns of copy-number variation in rhesus macaques are largely similar to 
humans: segregating CNVs in both species are overwhelmingly made up of deletions. CNVs in 
macaques appear to be on average longer than in humans, though this may also be the result of 
an unidentified methodological bias. We found that de novo CNVs show no correlation with 
parental age in either species. This is in contrast to single nucleotide variants (SNVs), which 
have been found to increase with paternal age in both species [35, 71, 133]. The difference 
between SNVs and CNVs is likely due to the differences in how these mutations arise. SNVs are 
thought to arise as errors in the DNA replication process during mitosis, or more rarely as 
unrepaired damage to DNA caused by the environment [27]. For male mammals, both of these 
processes are ongoing throughout the lifetime, with recurring mitoses occurring during 
spermatogenesis. However, copy-number variation is thought to arise only during unequal cross-
over events during meiosis [140, 143]. Since meiosis only occurs once per generation, we expect 
no age effects for mutations that arise from it. This expectation is consistent with our present 
observations in macaques and previous studies in humans [114, 116].  
 With no age effect for copy-number variation, we expect the rate of new copy-number 
variants per unit time (i.e. year) to be subject to a classic generation-time effect [23, 144]. The 
generation-time effect says that species with shorter generation times accumulate more mutations 
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over time because they experience more germline cell divisions per unit time. This generation-
time effect has been found to be dampened for single nucleotide mutations, which are dependent 
on mitosis, because of ongoing spermatogenesis [145]. However, for structural variants that 
occur during meiosis this effect should hold. This would mean that we would expect rhesus 
macaques, with shorter generation times, to have a higher rate of long-term copy number 
variation than humans.  
Contrary to these expectations, the reverse relationship has been observed between 
species, with humans and chimps having the highest rate of gene gain and loss among 
primates [37, 146]. One possible explanation for the discrepancy between the expected and 
observed rate patterns of genic copy-number variation is a difference in selection between the 
two species. In this scenario, the underlying mutation rates per unit time differ, but studies of 
genic copy-number variation reveal the combined effects of mutation and selection in shaping 
the accumulation of change. In support of this is our observation in macaques that deletions 
make up the majority of polymorphic copy-number events, but fixed gene gains and losses are 
balanced when comparing gene copy-number evolution between species. This is also further 
evidence in support of the claim that deletions are under stronger purifying selection than 
duplications [57, 147, 148].  
 Taken together, the patterns of copy-number variation we have uncovered will help 
model this type of mutation and its evolutionary consequences. While the patterns discovered 
here provide a good basis for this understanding, larger samples in future studies will provide 
higher confidence. Quantifying de novo CNVs may help us refine both disease models and the 
processes governing the evolution of the mutation rate. Being able to follow new variants from 
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their introduction as mutations, to variation within populations, and finally to their fixation 
between species will reveal the evolutionary forces acting at every stage.  
4.6 Sequencing and read mapping 
 Genomic DNA was isolated from blood samples of 32 rhesus macaques for whole 
genome sequencing (Illumina Nova-Seq, average 40X average coverage). Reads were mapped to 
the reference macaque genome (rheMac8.0.1, GenBank assembly accession GCA_000772875.3) 
using BWA-MEM version 0.7.12-r1039 [149] to generate a BAM file for each individual. 
Duplicate reads were identified with Picard MarkDuplicates version 1.105 
(http://broadinstitute.github.io/picard/) and these reads were excluded from subsequent analyses. 
All BAM files were sorted and indexed with samtools version 1.9 [150]. 
Reads that map to the reference with unexpected distances given their insert size (split 
reads) or orientations (discordant reads) between mate pairs can be used as signals of genomic 
deletion and duplication. These split and discordant reads were identified in each individual with 
samtools version 1.9 (-F 1294 for discordant reads) and the extractSplitReads_BwaMem script 
included in the Lumpy [135] software package. This resulted in three BAM files for each 
individual used as input for the CNV calling software listed below: all reads, discordant reads, 
and split reads.  
4.7 Calling copy-number variants (CNVs) in Rhesus macaques 
 Copy-number variants were called only on contigs that map to assembled macaque 
chromosomes. We used a suite of methods in the SpeedSeq software [136] that use patterns of 
split and discordant read mappings to identify structural variant breakpoints throughout the 
genome to call CNVs. First, Lumpy [135] was used to find putative breakpoint sites in all 32 
macaque individuals. Lumpy uses several pieces of evidence (such as split and discordant reads) 
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to probabilistically model where breakpoints occur in the genome. CNVs called by Lumpy were 
genotyped with SVtyper [136], which uses a Bayesian framework much like that used to 
genotype single nucleotide variants to determine whether CNVs are homozygous or 
heterozygous. For CNV calling with Lumpy, repetitive regions were masked using the rheMac8 
RepeatMasker table from the UCSC table browser ( [151]; http://genome.ucsc.edu/).  
 The software SVtools [137] was used to combine the calls from the 32 individuals into a 
single set. This set was then re-genotyped with SVtyper to obtain information for all CNVs in all 
samples (even if they were not present in that sample) for filtering. CNV calls were annotated 
with read depth information using Duphold [138] and finally CNVs were pruned with SVtools 
such that, among events found to occur within 100 bp, only the event with the highest quality 
score was retained. CNVs were then annotated as to their overlap with genes by using the UCSC 
table browser. 
4.8 Filtering putative macaque CNVs 
 The process for calling CNVs resulted in 157,914 events at 8,515 sites. To reduce the 
number of false positives, we applied to following filters to our set of CNVs: 
1. Removed 83,371 CNVs at 2,615 sites that are present in at least 31 of the 32 individuals. 
These are most likely events in the reference individual. 
2. Removed 4,934 CNVs at 464 sites over 100,000 bp in length. 
3. Removed 435 CNVs at 244 sites with a quality score less than 100. 
4. Retained only deletions in which the fold-change of read depth for the variant is < 0.7 of 
the flanking regions. This filter removed 12,763 CNVs at 870 sites. 
5. Retained only duplications in which the fold-change of read depth for the variant is > 1.3 
of regions with similar GC content. This filter removed 9,954 CNVs at 568 sites. 
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These filters yield a reduced CNV call-set of 46,457 events at 3,754 sites which was used for all 
subsequent analyses. 
4.9 Identifying de novo CNVs and calculating the mutation rate 
From the full set of 3,754 CNVs, we identified de novo events as those that occur only in 
one of the probands of the 14 trios. We required both parents to be homozygous for the reference 
allele and the child to be heterozygous. For F1 probands, the de novo CNV was allowed to be 
present in the proband’s offspring, as new mutations would be expected to be transmitted 
roughly half the time. This occurred in 2 out of the 3 F1 CNVs.  
We calculated the CNV mutation rate per generation for a haploid genome by taking the 
mean number of transmissions in the 14 macaque trios and dividing by 2. Standard error for this 
rate was calculated by taking the standard deviation of the number of transmissions for the 14 
trios divided by the square root of the number of trios times a critical value of 1.96 for the 95% 
confidence interval. 
4.10 Human CNV data 
 Human CNVs were downloaded from the supplemental material of Brandler et al. 
(2016) [115]. This study used 235 individuals in 69 families to look for patterns of de novo 
structural variation among autism patients. Their validated de novo mutations along with parental 
ages were obtained from their supplemental spreadsheet S1 and used for Figure 3B. The entire 
CNV call-set from their supplemental data S1 was used for all other comparisons. These authors 
used two methods to call CNVs, Lumpy [135] and ForestSV [152], and two methods to genotype 
their CNV calls, SVtyper [136] and gtCNV (now known as SV2; [153]). We restrict our 




4.11 Counting fixed macaque gene duplications and losses 
In order to identify genes gained and lost on the macaque lineage we obtained peptides 
from human, chimpanzee, orangutan, gibbon, macaque, vervet, baboon, marmoset, tarsier, 
mouse lemur [154], sifaka, galago, rat, mouse, dog, horse, and cow from ENSEMBL 95 [155]. 
To ensure that each gene was counted only once, we used only the longest isoform of each 
protein in each species. We then performed an all-vs-all BLAST [156] search on these filtered 
sequences. The resulting e-values from the search were used as the main clustering criterion for 
the MCL program to group peptides into gene families [157]. This resulted in 15,662 clusters. 
We then removed all clusters only present in a single species, resulting in 10,798 gene families. 
We also obtained an ultrametric tree (Figure 4A) from a previous study [158] for 12 mammal 
species and added mouse lemur, tarsier, vervet, and galago based on their divergence times from 
timetree.org [159].  
 With the gene family data and ultrametric phylogeny as input, we estimated gene gain 
and loss rates with CAFE v4.2 [160] using a three-rate model, which has been shown to best fit 
mammalian data [37, 161, 162]. CAFE uses the estimated rates to infer ancestral gene counts and 
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