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We monitor the correlated quench induced dynamical dressing of a spinor impurity repulsively
interacting with a Bose-Einstein condensate. Inspecting the temporal evolution of the structure
factor three distinct dynamical regions arise upon increasing the interspecies interaction. These
regions are found to be related to the segregated nature of the impurity and to the ohmic character
of the bath. It is shown that the impurity dynamics can be described by an effective potential that
deforms from a harmonic to a double-well one when crossing the miscibility-immiscibility threshold.
In particular, for miscible components the polaron formation is imprinted on the spectral response
of the system. We further illustrate that for increasing interaction an orthogonality catastrophe
occurs and the polaron picture breaks down. Then a dissipative motion of the impurity takes place
leading to a transfer of energy to its environment. This process signals the presence of entanglement
in the many-body system.
Introduction.– A valuable asset of ultracold atoms is
the opportunity to track the real time dynamics of quan-
tum many-body (MB) systems such as multi-component
quantum gases composed of different atomic species [1]
or different hyperfine states of the same species [2, 3].
In particular, the realization of highly population im-
balanced atomic gases with tunable interactions [4–15]
has already led to fundamentally new insights regarding
Fermi [1, 17–29] and very recently Bose polarons [30–40].
In this latter context the observation of coherent attrac-
tive and repulsive quasiparticles [41], even in the strongly
interacting regime [42], refuelled the scientific interest to-
wards understanding their underlying dynamics.
Most of the theoretical studies regarding Bose polarons
have been mainly focused on a mean-field [43–46] descrip-
tion and on the Fro¨hlich model [47–52]. Only very re-
cently theories going beyond the Fro¨hlich paradigm [53–
59] and including higher-order correlations [60, 61] have
been developed thereby allowing for the investigation of
Bose polarons also in the intermediate and strong in-
teraction regime. However, current experiments realized
both in one [32–34] and three dimensions [41, 42] probed
the nonequilibrium dynamics of Bose polarons and ne-
cessitated the presence of higher-order correlations for
an adequate description of the observed dynamics. Thus
the interplay of higher-order correlations during the out-
of-equilibrium dynamics of bosonic impurities immersed
in a Bose-Einstein condensate (BEC) is a key ingredient
for advancing our understanding of the dynamics of such
MB systems. On the theoretical side efforts concerning
the nonequilibrium dynamics of Bose polarons [62–67]
are quite recent and remarkably only few of them include
quantum fluctuations [67–69].
In this Letter, motivated by current experiments [32,
41, 42, 70, 71] we explore the interaction quench dynam-
ics of a spinor impurity coupled to a BEC. Focusing on
repulsively interacting multi-component bosonic systems
in a one-dimensional (1D) harmonic trap, we showcase
the dynamical dressing of the impurity when all parti-
cle correlations are taken into account. Three distinct
dynamical regions with respect to the interspecies inter-
action strength are identified and captured by the struc-
ture factor which is the spin polarization (contrast) of
the impurity [72]. These regions are shown to be related
to the miscible and immiscible character of the system
and are indicative of the ohmic character of the bath
[66, 73]. Their extent can be manipulated by adjusting
the intraspecies repulsion of the BEC alias bath or by
changing its particle number thereby addressing the few
to many-body crossover. This tunability is of significant
importance since it leads to a longevity of the polaron
and thus facilitates the control of quasiparticles. One of
our key results consists of the interpretation of the Bose
polaron dynamics in terms of an effective potential. The
latter is found to be an adequate approximation in the
weakly interacting case assuming the Thomas-Fermi ap-
proximation for the bath and generalizes the results of
[6]. We demonstrate that deep in the immiscible phase,
where entanglement is strong, the Bose polaron ceases to
exist due to the orthogonality catastrophe [75, 76]. In
this strong interaction regime a dissipative motion of the
impurity is observed accompanied by the population of
several lower-lying excited states of the effective poten-
tial. The latter involves now the single-particle density
of the MB bath and provides only a very approximate
picture of the impurity dynamics since entanglement is
significant. This mechanism of dissipation in turn leads
to a transfer of energy from the impurity to its environ-
ment also leading to a substantial entanglement in the
system.
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FIG. 1. (Color online) Evolution of the contrast, |S(t)|, upon
increasing gBI for (a) gBB = 0.2 and (b) gBB = 0.5 with
NB = 100 and NI = 1. (c) same as (b) but for NB = 10.
(d) Excitation spectrum, A(ωf ), indicating the emergent po-
laronic peaks for distinct gBI (see legend) and gBB = 0.5. (e),
(f), (g) illustrate |S(t)| of (a), (b), (c) for different gBI (see
legend).
Model.– We consider a system consisting of a single
impurity of mass mI having an additional spin-1/2 de-
gree of freedom. The impurity is in the superposition
|ΨS〉 = α |↑〉 + β |↓〉, with α, β denoting the different
weights used that account for a partial or complete dress-
ing of the single impurity. The impurity is immersed in
a 1D harmonically confined BEC of NB = 100 repul-
sively interacting atoms of mass mB and trap frequency
ωB = ωI = 1.0. The MB Hamiltonian of the system
reads
Hˆ = Hˆ0B +
∑
a
Hˆ0a + HˆBB + HˆBI . (1)
Here, Hˆ0B =
∫
dx Ψˆ†B(x)
(
− ~22mB d
2
dx2 +
1
2mBω
2
Bx
2
)
ΨˆB(x)
is the Hamiltonian describing the motion of the
BEC that serves as a bath for the impurity atom.
Hˆ0a =
∫
dx Ψˆ†a(x)
(
− ~22mI d
2
dx2 +
1
2mIω
2
Ix
2
)
Ψˆa(x)
(a = {↑, ↓}) is the corresponding Hamiltonian
for the impurity atom. In both cases Ψˆi(x) is
the bosonic field-operator of either the majority
(i = B) or the impurity (i = a) atoms. We focus
on the case of equal masses mB = mI = m [41].
HˆBB = gBB
∫
dx Ψˆ†B(x)Ψˆ
†
B(x)ΨˆB(x)ΨˆB(x) ac-
counts for the contact intraspecies interaction
of strength gBB > 0 in the BEC component.
HˆBI = gBI
∫
dx Ψˆ†B(x)Ψˆ
†
↑(x)Ψˆ↑(x)ΨˆB(x) denotes
the interaction between the bath and the part of the
impurity being in the spin-↑ state, characterized by an
effective strength gBI > 0, while having a noninteracting
spin-↓ component. Similar setups have been used in
the context of Fermionic impurities mostly focusing
on the attractive side of interactions [77–81]. The
multi-component system is initially prepared in its
ground state configuration for fixed gBB and gBI = 0.
We note that our results remain valid also for the case
of weak interspecies interactions. Such an initial state
preparation is experimentally realizable by means of
radiofrequency spectroscopy [41, 42, 55, 71, 82] and
Ramsey interferometry [71].
To derive the nonequilibrium dynamics of the spinor
impurity, we use a nonperturbative method, namely
the Multi-Layer Multi-Configuration Time-Dependent
Hartree method for atomic mixtures (ML-MCTDHX).
Our method rests on expanding the MB wavefunction
with respect to a variationally optimized time-dependent
basis which spans the optimal subspace of the Hilbert
space at each time instant. Its multi-layer ansatz for the
total wavefunction allows us to account for all intra- and
interspecies correlations. In our case the latter are found
to be more important than the former [83, 84].
Our starting point is the ground state, |Ψ0BI〉, obeying
the eigenvalue equation
(
Hˆ − HˆBI
)
|Ψ0BI〉 = E0 |Ψ0BI〉,
with E0 denoting the corresponding eigenenergy. We
then abruptly switch on at t = 0 the interspecies re-
pulsion gBI , and let the system evolve dynamically. The
MB wavefunction following the quench reads
|Ψ(t)〉 = αe−iHˆt/~ |Ψ0BI〉 |↑〉+ βe−iE0t/~ |Ψ0BI〉 |↓〉 . (2)
Results and Discussion.– To investigate the nonequi-
librium dynamics of the spinor impurity we first con-
sider the case where the impurity is in an equal su-
perposition namely α = β = 1√
2
, and determine the
time-evolution of the total spin polarization | 〈Sˆ(t)〉 | =√
〈Sˆx(t)〉2 + 〈Sˆy(t)〉2. Here, 〈Sˆz(t)〉 = 〈Sˆz(t = 0)〉 = 0
since
[
Sˆz, Hˆ
]
= 0, while Sˆi =
∫
dx
∑
ab Ψˆ
†
a(x)σ
i
abΨˆb(x)
is the spin operator in the ith-direction (i = x, y, z) and
σiab are the Pauli matrices. This quantity is directly
related to the so-called Ramsey response [71], namely
the structure factor which is the time-dependent over-
lap between the interacting and the noninteracting states
| 〈Ψ0BI |eiE0t/~e−iHˆt/~|Ψ0BI〉 |2 = | 〈Sˆ(t)〉 |2 = |S(t)|2 [72].
S(t) = |S(t)| eiφ, with atanφ = 〈Sˆx〉 / 〈Sˆy〉, and the
Hamiltonian, Hˆ , after the quench, when the impurity
is dressed, is given by Eq. (1).
Figures 1(a), 1(b) and 1(c) illustrate the evolution of
the structure factor |S(t)| (contrast) upon increasing the
interspecies repulsion gBI for different gBB interactions
and also for smaller system sizes. In all cases, three
distinct dynamical regions can be inferred namely RI ,
RII and RIII which e.g. for gBB = 0.5 correspond to
0 ≤ gRIBI < 0.5, 0.5 ≤ gRIIBI < 1.65 and 1.65 ≤ gRIIIBI < 5.0
respectively. For short times a descent of |S(t)| is ob-
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FIG. 2. (Color online) Selected time instants during evolu-
tion of the impurity’s one-body density for (a) gBI = 0.25,
(c) gBI = 0.5, and (e) gBI = 1.0 illustrating its dynami-
cal dressing. Effective potential and example densities of the
corresponding impurity eigenstates for the aforementioned (b)
small, (d) intermediate, and (f) large gBI values. Notice that
the eigenenergies of Veff are slightly shifted with respect to
the polaronic energies obtained within the MB approach [see
also Fig. 1 (d) and the discussion in the main text]. In all
cases dashed gray lines correspond to the energy levels of the
effective potential.
served [71, 104], see Figs. 1(e), 1(f), and 1(g), being
sharper for larger gBI . This descent occurs indepen-
dently of the value of the intraspecies repulsion gBB,
compare Figs. 1(e), 1(f). For larger evolution times |S(t)|
performs oscillations that become more pronounced upon
increasing gBI within RI and exhibit a decaying ampli-
tude in RII . In contrast entering RIII |S(t)| exhibits an
exponential decay indicating the orthogonality catastro-
phe. The degree of damping of |S(t)| within RI , RII and
RIII is indicative of a sub-ohmic, ohmic and super-ohmic
behavior of the bath respectively (see also below). Com-
paring the temporal evolution of |S(t)| for gBB = 0.2
[Fig. 1(a)] to the one for gBB = 0.5 [Fig. 1(b)] we ob-
serve that the extent of the above-mentioned dynamical
regions (RI , RII , RIII) can be manipulated by adjusting
gBB. In particular, for larger gBB an enhanced region of
finite contrast that enters deeper into the regime of re-
pulsive interspecies interactions can be achieved. This
behavior is supported upon decreasing the number of
bath particles to NB = 10 [Fig. 1 (c)]. In the latter
few-body scenario coherent oscillations of |S(t)| are ob-
served [see Fig. 1 (c) for 0.8 < gBI < 1.8] leading to a
smoothly decreasing contrast as gBI increases [105]. The
aforementioned dynamics takes equally place when the
initial superposition state of the spinor impurity involves
different weights for each spinor component. This fact
can be understood by analytically calculating |〈Sˆ(t)〉|α,β
when considering different weights α and β. Indeed,
it holds |〈Sˆ(t)〉|α,β =
√
4α2β2 |S(t)|2 + (|α|2 − |β|2)2,
where |S(t)| stems from the case α = β = 1/√2.
As expected the energy spectrum of the impurity is
changed upon applying an interaction quench [81]. To
quantify this we determine the Fourier transform of
S(t). At low impurity densities and weak interspecies
interactions S(t) is known to be proportional to the
so-called spectral function of quasiparticles A(ωf ) =
(1/π)Re{∫∞0 dt eiωf t S(t)} [71, 72, 81, 106]. Figure 1(d)
illustrates A(ω) for different interspecies repulsions rang-
ing from small (gRIBI = 0.25) to intermediate (g
RII
BI = 0.5)
and large (gRIIBI = 1.0) interactions respectively. The
observed peak at small gBI located at ω = 4.435 corre-
sponds to the long-time evolution of a well-defined repul-
sive Bose polaron. In RII two dominant peaks are im-
printed in A(ωf ) centered at ω1 = 8.482 and ω2 = 8.859
respectively. These two peaks correspond to a well-
defined quasiparticle dressed, for higher frequencies, by
higher-order excitations of the BEC. Figures 2(a), 2(c)
depict the evolution of the impurity’s one-body density,
ρ
(1)
↑ (x) = 〈Ψ(t)|Ψˆ†↑(x)Ψˆ↑(x)|Ψ(t)〉, for small and inter-
mediate values of gBI . The observed out-of-equilibrium
dynamics of the spinor impurity in both regions RI and
RII can be well-approximated by the dynamics in an ef-
fective potential. The latter is obtained by considering
the bosonic bath as a static potential superimposed to
the external harmonic trapping of the impurity, namely
Veff =
1
2
mBω
2
Bx
2 + gBIρ
(1)
B (x), (3)
where ρ
(1)
B (x) is the single-particle density of the BEC
at t = 0. It is important to stress that Veff does
not take into account the renormalization of the quasi-
particle’s zero-point energy occuring due to its dress-
ing by the bath [68]. This deficit, however, shifts the
eigenspectrum of the impurity in a homogeneous man-
ner and consequently does not affect its dynamics. For
small gBI and fixed gBB the Thomas-Fermi approxi-
mation, i.e. ρ
(1)
B (x) =
1
gBB
(
µB − 12mBω2Bx2B
)
with µB
being the chemical potential of the bath, is valid and
Veff =
1
2mBω˜
2
Bx
2 + c. Then Veff is a parabola shifted
by c ≡ gBIgBB µB possessing a modified trapping frequency
[6] ω˜2B ≡
(
1− gBIgBB
)
ω2B < ω
2
B [see Fig. 2(b)]. In this case
the impurity undergoes a breathing motion [Fig. 2(a)].
Note that the notion of Veff can be extended to higher
dimensions. However, relying solely on this approxima-
tion we can assess only the frequencies of the emergent
dynamical modes i.e. the breathing mode, see also [84].
Contrary to this an increase of gBI such that gBI > gBB
changes this effective potential picture. In this case the
system enters the immiscible regime and the initial state
involves higher-order excitations in the effective poten-
tial due to the stronger interaction of the impurity with
the bosonic bath [Fig. 2(c)]. For these intermediate gBI
interactions the impurity density develops a two-hump
structure being pushed towards the boundaries of the
bath and favoring a phase-separated state with the BEC
4which resides around the trap center (see the discussion
below). It is for these intermediate values, indicating a
miscible to an immiscible phase transition, that Veff (x)
begins to deform into a double-well potential [Fig. 2(d)].
The impurity state corresponds then to the ground or the
first excited state of this effective potential. Further in-
crease of gBI leads to the appearance of three dominant
peaks in the impurity’s excitation spectrum. These peaks
are centered at ω3 = 16.15, ω4 = 17.15, and ω5 = 17.97
respectively [Fig. 1(d)], and correspond to even higher
excited states of the quasiparticle. The relevant dynam-
ical evolution of the impurity [Fig. 2(e)] showcases the
deformation of its one-body density, with these higher
excited states occupying the third up to sixth excited
state of Veff [Fig. 2(f)]. Entering deeper into the im-
miscible phase [Fig. 1(b)] results to a fast decay of the
contrast at short time scales. Consequently there is no
clear polaronic signature in the relevant excitation spec-
trum but rather a multitude of states are occupied in this
effective double-well picture. This behavior is caused by
the dissipative motion of the impurity leading to a par-
tial transfer of its energy to the bath as we shall argue
below.
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FIG. 3. (Color online) (a) Evolution of the overlap, Λ↑↓(t),
between the spin-↑ and spin-↓ states of the impurity atom. (b)
One-body density evolution of the spin-↑ atom. Horizontal
solid lines indicate the position of the Thomas Fermi radius
of the bath. (c) Expectation value of the energy (see legend).
In both (b), (c) gBI = 1.7. (d) Expectation value of the
energy of the bath for different gBI (see legend). (e) Density
profiles at the time instants marked by the vertical solid lines
in (b). (f) Time average of the von-Neumann entropy, S¯V NBI ,
for increasing gBI . In all cases NB = 100, NI = 1 and gBB =
0.5.
To deepen our understanding of the dynamics of the
spinor impurity we next examine the degree of miscibility
between the spin components captured by the overlap
integral
Λ↑↓(t) =
[∫
dxρ
(1)
↑ (x, t)ρ
(1)
↓ (x, t)
]2
∫
dx
(
ρ
(1)
↑ (x, t)
)2 ∫
dx
(
ρ
(1)
↓ (x, t)
)2 . (4)
Here, e.g. the one-body density of the spin-↓ is
ρ
(1)
↓ (x, t) = 〈Ψ(t)|Ψ†↓(t)Ψ↓(t)|Ψ(t)〉. Λ↑↓(t) takes values
within the interval [0, 1] with zero (unity) denoting the
phase immiscible (miscible) spin components. Evidently,
the three distinct dynamical regions captured by |S(t)|
leave their fingerprints in Λ↑↓(t) [Fig. 3(a)]. Note here
that ρ
(1)
↓ (x, t) = ρ
(1)
↑ (x, 0) and therefore Λ
↑↓(t) is directly
related to the contrast [see Fig. 1(b)]. Indeed, within RI
the spin components are maximally miscible while within
RII they oscillate between miscibility and immiscibility.
Finally when the orthogonality catastrophe takes place
in RIII they become immiscible. This spin segregation,
in RIII , is manifested in the spatio-temporal evolution of
ρ
(1)
↑ (x, t) [Fig. 3(b)] [107]. Evidently, ρ
(1)
↑ (x, t) breaks into
two density fragments that perform damped oscillations
symmetrically placed around the edges of the Thomas
Fermi radius of the bath. These damped oscillations es-
sentially indicate that the spin-↑ impurity is initially in a
highly excited state of Veff (x) [see Fig. 3(e) for t1] while
for later times, e.g. t2, it populates a superposition of
lower excited states. We remark here that ρ
(1)
↑ (x, t) de-
picted in Fig. 3(e) is obtained from the correlated MB
calculation while the interpretation in terms of Veff pro-
vides an approximate picture of the impurity dynamics
for these strong interactions. The latter behavior implies
a transfer of energy from the impurity to the BEC en-
vironment [Fig. 3(c)] which is beyond the single-particle
dynamics provided via Veff . This energy transfer pos-
sesses contributions of different magnitude from each
term of the above-mentioned superposition leading to dif-
ferent excitations of the BEC and hence it constitutes a
manifestation of the entanglement present in the MB sys-
tem. Since the kinetic energy of the impurity increases
during evolution also an increase of its non-interacting
energy, 〈∑a Hˆ0a〉, is observed. Contrary to this excess of
energy, a decrease of the interaction energy 〈HˆBI〉 occurs
since the impurity is expelled to the edges of the BEC
where ρ
(1)
B (x) ≪ ρ(1)B (0). Indeed 〈Hˆ0B + HˆBB〉 increases
in the course of the dynamics capturing the transfer of
energy from the impurity to the bath. This dissipation
mechanism becomes pronounced within RIII . Figure 3
(d) shows 〈Hˆ0B+HˆBB〉 during evolution for different gBI .
It becomes evident that within RI the impurity does not
dissipate energy to the bath since the energy of the lat-
ter remains almost constant. However, within the re-
gion RII the impurity starts to dissipate energy to the
bath and this dissipation rate becomes maximal within
RIII . This observation further supports the sub-ohmic,
ohmic and super-ohmic behavior of the bath in the dif-
5ferent regions. Moreover, to directly expose the presence
of entanglement with respect to gBI we invoke the von-
Neumann entropy, SV NBI (t) = −
∑
i λi(t) logλi(t) [108].
Note that λi’s are the eigenvalues of the NB-body density
matrix ρ
(NB)
B = −TrI [|Ψ(t)〉 〈Ψ(t)|]. Indeed, the time av-
erage S¯V NBI [Fig. 3 (f)] shows that the dressed impurity
is entangled with the BEC within the regions RI and
RII . By inspecting S¯
V N
BI we observe that its slope be-
comes maximal in RII and therefore the same holds for
the generation of entanglement, see also [84]. Most im-
portantly the system becomes strongly entangled within
RIII , where the polaron ceases to exist, showcasing a
plateau of S¯V NBI (t) ≈ 1.2 for fixed gBB = 0.5 and for all
gBI & 1.65.
Conclusions.– The correlated quench-induced dynam-
ics of a trapped spinor impurity repulsively interacting
with a BEC has been investigated. Inspecting the evolu-
tion of the spin polarization reveals three distinct dynam-
ical regions with respect to the interspecies interaction
strength. These regions are inherently related to the seg-
regated nature of the multi-component system and can
be tuned by changing the intraspecies repulsion of the
BEC or its particle number thereby addressing the few
to many-body crossover. Within these three regions the
birth, dynamical deformation and death (orthogonality
catastrophe) of the Bose polaron are unravelled. To in-
terpret the impurity dynamics, an effective potential is
derived being an adequate approximation for weak inter-
species repulsions. For strong repulsions the system is
strongly entangled and the impurity’s motion becomes
dissipative transferring a part of its energy to the bath
while being pushed to the edges of the BEC. Our results
pave the way for manipulating the quasiparticle dynam-
ics. An intriguing perspective for future endeavors is to
consider more than one impurities where induced inter-
actions can play an important role.
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Supplemental Material: Quench Dynamics and Orthogonality Catastrophe of Bose
Polarons
BREATHING DYNAMICS OF THE IMPURITY
WITHIN THE EFFECTIVE POTENTIAL
APPROACH
To demonstrate the applicability of our effective po-
tential approach given in Eq. (3) in the main text we
investigate the breathing dynamics of the single impu-
rity immersed in the bosonic bath. In order to capture
the breathing dynamics [S2–S5] in all three dynamical
regions (RI , RII and RIII) we consider a quench of the
harmonic trapping frequency ωI . Such a process aims at
dynamically exciting the corresponding breathing mode
of the impurity [S1].
In particular, we initialize the multi-component system
in its ground state for gBB = 0.5 and a chosen gBI with
harmonic oscillator frequencies ωB = 1 and ωI = 0.95.
To trigger the dynamics we suddenly change at t = 0 the
value of ωI from 0.95 to 1.0, thus inducing a collective
breathing mode. Measuring the center-off-mass motion
[S2–S4] of the impurity we obtain its breathing frequency
ωbrI for a specific gBI . Figure S1 shows ω
br
I for varying
gBI . As it can be seen, ω
br
I decreases within region RI
reaches a critical point around gBI ≈ 0.5 and thereafter
it increases within region RII and finally saturates close
to ωbrI ≈ 3 for gBI > 2. We remark here that operating in
the mean-field approximation, a similar behavior of ωbrI
within the miscible phase (RI region in our case) but for
a larger number of impurity particles has been reported
in [S6].
Let us first compare the result of ωbrI obtained via the
many-body (MB) simulations with the effective model
described in the main text. By employing also the
Thomas-Fermi approximation the breathing frequency of
the impurity reads ωbr = 2ω˜B [see the red dotted line in
Fig. S1] where ω˜2B =
(
1− gBIgBB
)
ω2B. Recall that this
effective picture is valid only for weak (miscible) inter-
actions namely when gBB ≪ gBI . We indeed observe
that for these interactions the effective potential predicts
the correct breathing frequency except for the region
gBI ≈ gBB = 0.5.
To extend our analysis to the immiscible regime of
interactions where the impurity probes spatial regions
beyond the Thomas-Fermi radius, we next consider
the general form of the effective potential Veff (x) =
1/2mω2Bx
2 + gBIρ
(1)
B (x) introduced in Eq. (3) of the
main text. Note that this Veff (x) does not incorporate
the Thomas-Fermi approximation. Also, ρ
(1)
B (x) is the
numerically exact ground state density of the bath for
gBI = 0 and gBB = 0.5. To test the accuracy of our
effective potential we examine the breathing dynamics of
a single particle trapped in Veff (x). As before we pre-
pare the impurity in the ground state of Veff (x) with
ωI = 0.95 and a specific gBI and induce the breathing
dynamics by quenching the frequency to 1.0. The result-
ing breathing frequency calculated via the center-of-mass
motion is also presented in Fig. S1 (see the yellow dashed
line) on top of the MB calculation (solid blue line). Evi-
dently the single-particle picture obtained within our ef-
fective potential provides an adequate approximation of
the full MB result especially for 0 < gBI < 1. Deviations
between the effective model and the MB calculations are
of the order of 8% for gBI ≈ 2.5, while they become sig-
nificant for even larger gBI . For these strong interactions
the entanglement becomes strong rendering the efffective
potential an insufficient approach for describing the im-
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FIG. S1. (Color online) Breathing frequency, ωbrI , of the Bose
polaron as a function of the interspecies interaction strength
in (a) one-dimension and (b) two-dimensions. The breathing
motion is induced by quenching the trapping frequency of the
impurity from 0.95 to 1.0. In all cases NB = 100, NI = 1
and gBB = 0.5. Dotted red line line refers to ωbr = 2ω˜B and
dashed yellow line denotes the breathing frequency obtained
within the effective potential picture (see text).
purity dynamics.
The notion of the effective potential approximation can
be easily extended to higher dimensions. Of course, re-
lying exclusively on this approximation it is only possi-
ble to access the frequencies of the quench-induced dy-
namical modes, i.e. the breathing mode. To showcase
whether our predictions of the breathing frequency in
one-dimension remain robust in higher dimensions we
calculate next the breathing frequency in two-dimensions
within the effective potential approximation. To induce
the breathing dynamics we follow exactly the same pro-
cedure as in one-dimension (see the discussion above).
Assuming an isotropic two-dimensional (2D) external
harmonic trap, the effective potential reads Veff (r) =
1
2mBω
2
Br
2 + gBIρ
(1)
B (r), where r =
√
x2 + y2 and ρ
(1)
B (r)
is the single-particle density of the BEC at t = 0. Figure
S1 (b) illustrates ωbrI for the 2D trapped system upon
varying gBI . Additionally, ρ
(1)
B (r) is obtained by solving
the 2D Gross-Pitaevskii equation. For self consistency
reasons ωbrI is measured only in regions RI and RII since
already for values of gBI that belong to RII the effec-
tive potential approximation is expected to fail. It is
found that ωIbr exhibits a similar behavior to its one-
dimensional counterpart. In particular, ωbrI decreases
within region RI , reaches a minimum located around
gBI ≈ 0.6 and then it increases deeper in the region RII
[see yellow dashed line in Fig. S1 (b)]. Moreover, refer-
ring to weak gBI the Thomas-Fermi approximation reads
ρ
(1)
B (r) =
1
gBB
(
µB − 12mBω2Br2B
)
. Here, µB denotes the
chemical potential of the bath. Therefore combining the
effective potential picture with the Thomas-Fermi ap-
proximation we deduce that Veff (r) =
1
2mBω˜
2
Br
2 + c˜,
being a parabola shifted by c˜ ≡ g2DBIgBB µB and exhibiting a
modified trapping frequency ω˜2B ≡
(
1− gBIgBB
)
ω2B < ω
2
B.
Utilizing this approximation the breathing frequency of
the impurity is ωbr = 2ω˜B [see the red dotted line in
Fig. S1 (b)]. As it can be seen, for gBI < 0.25 the
Thomas-Fermi approximation and the effective potential
predict the same ωIbr, while for gBI > 0.25 strong devia-
tions appear. Recall that close to gBI = 0.5 the miscibil-
ity/immiscibilty threshold is reached and the impurity
probes also the spatial region at the edge of the BEC
density. In this region the Thomas-Fermi profile, used
herein, is not an adequate approximation for ρ
(1)
B (r), a
result that explains the observed deviations.
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FIG. S2. (Color online) Effective mass of the polaron for
increasing postquench interspecies interaction strength gBI .
The inset shows the effective trapping frequency of the po-
laron [see also Eq. (S1)] for varying gBI . In all cases
NB = 100, NI = 1, gBB = 0.5 and the frequency of the
external harmonic confinement is ω = 1. The system is ini-
tialized in its ground state with gBI = 0 and the dynamics
is triggered via an interspecies interaction quench to a final
value gBI .
EFFECTIVE MASS
Having at hand the breathing frequency of the impu-
rity atom we next calculate its effective mass meff . It
has been recently shown [S12] that in the presence of an
3external harmonic trap the single-particle Hamiltonian
that governs the impurity dynamics reads
HˆeffI = ǫeff +
pˆ2
2meffI
+
1
2
meffI (ω
eff
I )
2xˆ2. (S1)
In this expression, ǫeff refers to the self-energy of the
polaron. Also, ωeffI denotes the effective trapping of the
polaron due to the combined effect of its interaction with
the bath and the presence of the external harmonic con-
finement, while meffI is the effective mass of the polaron.
It is also important to note that this effective Hamilto-
nian description is valid only within the miscible regime
of interactions since it inherently involves the assumption
that the impurity is effectively trapped by the bosonic
bath. For more details regarding the construction of this
model we refer the interested reader to [S12]. To calcu-
late the effective mass of the polaron within the miscible
regime of interactions, referring in our case to gBI < 0.5,
we perform the following analysis. We first measure the
variance (size), 〈x2(t)〉, of the impurity atom for a spe-
cific interspecies interaction quench amplitude relying on
our numerical calculations performed in the main text.
Independently, by solving Eq. (S1) we can show that
〈x2(t)〉 = 〈Ψ(t)|xˆ2|Ψ(t)〉 = 〈Ψ(0)|pˆ
2|Ψ(0)〉
(meffI ω
eff
I )
2
× sin2(ωeffI t) + 〈Ψ(t)|xˆ2|Ψ(t)〉 cos2(ωeffI t).
(S2)
Assuming an initially non-interacting impurity, i.e.
gBI = 0, we obtain 〈Ψ(0)|pˆ2|Ψ(0)〉 = ~2mIωI and
〈Ψ(0)|xˆ2|Ψ(0)〉 = ~2mIωI . A similar analytical relation
to Eq. (S2) can also be obtained for 〈pˆ2(t)〉. Here the
unknown parameters that need to be determined are ωeffI
and meffI . To estimate these two parameters we perform
a fitting of the analytical form of 〈x2(t)〉 given by Eq.
(S2) and 〈p2(t)〉 to the numerically obtained 〈x2(t)〉 and
〈p2(t)〉. Figure S2 presents meffI and ωeffI , as a result of
the above-mentioned fitting, for increasing gBI which al-
ways lies within the miscible regime of interactions where
the polaron is also well defined. Recall that for stronger
interspecies interactions a dissipative motion of the impu-
rity into the bosonic bath takes place signalling the onset
of the orthogonality catastrophe of the bose polaron. As
it can be seen in Fig. S2, meffI becomes smaller than the
bare mass of the impurity for increasing interspecies in-
teraction strengths. A trend that is also followed by ωeffI
as it can be deduced by inspecting the inset depicted in
Fig. S2. This behavior of meffI being in line with the
findings of Ref. [S12] is attributed to the presence of
the external harmonic confinement and the interspecies
correlations between the bath and the impurity.
THE MANY-BODY COMPUTATIONAL
APPROACH: ML-MCTDHX
To simulate the MB quantum dynamics of the compos-
ite system discussed in the main text we utilize the Multi-
Layer Multi-Configuration Time-Dependent Hartree
method for Atomic Mixtures [S7] (ML-MCTDHX). ML-
MCTDHX [S7, S8] is a ab-initio variational method for
solving the time-dependent MB Schro¨dinger equation of
atomic mixtures consisting either of bosonic [S10–S12]
or fermionic [S14–S16] species. Within this approach the
total MB wavefunction is expanded in terms of a time-
dependent and variationally optimized basis, enabling us
to capture the important correlation effects by using a
computationally feasible basis size. In this way the sys-
tem relevant subspace of the Hilbert space is spanned
in an efficient manner at each time instant using a re-
duced number of basis states when compared to expan-
sions relying on a time-independent basis. Most impor-
tantly, its multi-layer structure allows for tailoring the
MB wavefunction ansatz to account for both intra- and
interspecies correlations when simulating the dynamics
of composite systems. Due to the above ML-MCTDHX
constitutes a versatile tool for simulating the dynamics
of multispecies systems.
Here, we employ ML-MCTDHX in order to study the
quench-induced correlated dynamics of a particle imbal-
anced bosonic mixture. The mixture consists of a major-
ity species being referred to as bath (B) in the following
and a minority species which we shall call impurity (I)
below. Most importantly, the minority atoms possess an
additional spin-1/2 degree of freedom. To account for
inter- and intraspecies correlations, the MB wavefunc-
tion (|Ψ(t)〉) is firstly expressed as a linear combination
of D time-dependent species wavefunctions (|Ψσi (t)〉) for
each of the σ = B, I species
|Ψ(t)〉 =
D∑
i,j=1
Aij(t)|ΨBi (t)〉|ΨIj(t)〉. (S3)
Here Aij(t) refer to the corresponding time-dependent
expansion coefficients. We remark that Eq. (S3) is
connected to the truncated Schmidt decomposition of
rank D [S9–S11] via a unitary transformation, with
the eigenvalues of Aij(t) being the well-known Schmidt
weights,
√
λi(t). Following this unitary transforma-
tion, U , we obtain Aij = U
−1
ik
√
λkUkj . Then the MB
wavefunction is expressed in terms of different inter-
species modes of entanglement taking the form |Ψ(t)〉 =∑D
k=1
√
λk(t)|Ψ˜Bk (t)〉|Ψ˜Ik(t)〉 with
√
λk(t)|Ψ˜Bk (t)〉|Ψ˜Ik(t)〉
being referred to as the k-th mode of entanglement.
Next each species wavefunction is expanded on the
time-dependent number-state basis, |~n(t)〉σ, as
|Ψσi (t)〉 =
∑
~n
Bσi;~n(t)|~n(t)〉σ , (S4)
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FIG. S3. (Color online) (a) Different energy contributions (see
legend) of the ground state of the multicomponent system for
varying interspecies interaction strength gBI . (b) Outcome of
the Virial theorem [see also Eq. (S6)] for increasing gBI , ob-
tained via the energy contributions shown in (a). We observe
that EV T = 0 for every gBI verifying the Virial theorem for
the ground states of our system setups. Evolution of the spin
polarization deviations ∆ |S(t)|
C,C′
between the C = (8; 3; 8)
and other orbital configurations C′ = (D; dA; dB) (see legend)
for (c) gBI = 0.3, (d) gBI = 1 and (e) gBI = 5. In all cases
NB = 100, NI = 1 and gBB = 0.5.
where Bσi;~n(t) refer to the time-dependent coefficients.
Each |~n(t)〉σ corresponds to a permanent of the dσ time-
dependent variationally optimized single-particle func-
tions (SPFs) denoted by |φσl (t)〉, l = 1, 2, . . . , dσ with
occupation numbers ~n = (n1, . . . , ndσ). The SPFs are
subsequently expanded within a time-independent prim-
itive basis. For the majority species this primitive ba-
sis {|k〉} consists of an M dimensional discrete variable
representation (DVR). Regarding the impurity the prim-
itive basis {|k, s〉} corresponds to the tensor product of
the DVR basis for the spatial degrees of freedom and the
two-dimensional spin-1/2 basis {|↑〉 , |↓〉}. In this way
|φIj(t)〉 =
M∑
k=1
∑
α={↑,↓}
CIjkα(t) |k〉 |α〉 , (S5)
where CIjkα(t) are time-dependent expansion coefficients.
We remark that each SPF for the impurity atoms is
a spinor wavefunction |φIj(t)〉 =
∫
dx [χ↑j (x)Ψˆ
†
↑(x) +
χ↓j (x)Ψˆ
†
↓(x)]|0〉 (for more details see also [S14]). To ob-
tain the time-evolution of the (NB+NI)-body wavefunc-
tion |Ψ(t)〉 under the influence of the Hamiltonian Hˆ [see
Eq. (1) in the main text] we determine the equations of
motion [S7] for the coefficients A~n(t), B
σ
i;~n(t) and C
I
jkα(t)
by employing e.g. the Dirac-Frenkel [S17, S18] varia-
tional principle for the generalized ansatz [see Eqs. (S3),
(S4)]. The latter refer to a set of D2 ordinary (linear) dif-
ferential equations of motion for the A~n(t) coefficients,
coupled to a set of D( (NB+d
B−1)!
NB !(dB−1)! +
(NI+d
I−1)!
NI !(dI−1)! ) non-
linear integrodifferential equations for the species func-
tions, and dB + dI nonlinear integrodifferential equa-
tions for the SPFs. Finally, let us mention that ML-
MCTDHX is able to operate within different approxima-
tion orders, for instance it reduces to the set of coupled
mean-field (MF) Gross-Pitaevskii equations [S19, S20]
when D = dB = dI = 1. Moreover it is capable of op-
erating within the species mean-field (SMF) approxima-
tion [S7, S8, S10–S12] in which the entanglement between
the species is neglected but intraspecies correlations are
taken into account. In particular, in this latter case the
Nσ-body state of each species is described by only one
species function (|ΨBi (t)〉 = |ΨIi(t)〉 = 0 for i 6= 1) build-
ing upon distinct single-particle functions
∣∣φBj (t)〉 and∣∣φIk(t)〉 with j = 1, 2, . . . , dB and k = 1, 2, . . . , dI respec-
tively. Accordingly the total wavefunction of the system
becomes |Ψ(t)〉 = |ΨB1 (t)〉 ⊗ |ΨI1(t)〉.
Within our implementation a sine discrete variable rep-
resentation (sine-DVR) has been used as the primitive
basis for the spatial part of the SPFs includingM = 450
grid points. The sine-DVR intrinsically introduces hard-
wall boundaries at both edges of the numerical grid being
in our case x± = ±40. We have ensured that the location
of these boundary conditions does not affect our results
since we do not observe appreciable densities to occur
beyond x± = ±25. Another way to confirm the absence
of edge effects in the simulations that were carried out
and presented in the main text, is to estimate the time
at which excitations travel towards the boundaries as de-
tected by the local speed of sound of the bath. Indeed,
all possible emergent system correlations will definitely
travel with a speed smaller than the local speed of sound.
The relevant time window for travelling a distance from
the trap center to the spatial point xb > 0 is T =
∫ xb
0
dx
c(x) ,
where the local speed of sound reads c(x) =
√
gBBρ
(1)
B
(x)
m .
This time increases dramatically when xb lies beyond the
Thomas-Fermi radius, which is in our case RTF ≈ 4.2.
For instance, when xb = 6 we obtain T ≈ 106 while for
xb ≡ x+ = +40 we find T ≈ 2 × 1016. Therefore we
can again deduce that within the considered simulation
time T = 100, in the main text, edge effects do not play
any role. To obtain the eigenstates of the MB system we
rely on the so-called improved relaxation method [S7, S8]
within ML-MCTDHX. To track the dynamics of the com-
posite bosonic system we propagate in time the wavefunc-
tion [Eq. (S3)] by employing the appropriate Hamiltonian
5within the ML-MCTDHX equations of motion.
To conclude upon the reliability of our results, we in-
crease the number of species functions D, SPFs dB and
dI , and grid points M, thus observing a systematic con-
vergence of all the observables of interest, e.g. S(t) and
ΛBI(t). The Hilbert space truncation, i.e. the order of
the used approximation, is designated by the considered
orbital configuration space C = (D; dB; dI). Conver-
gence here means that for an increasing orbital configura-
tion C the observables become almost insensitive within
a given relative accuracy. We remark that all MB calcula-
tions presented in the main text refer to the configuration
C = (8; 3; 8).
In order to test from first principles the convergence of
our results regarding the ground state of our system when
varying gBI we resort to the quantum Virial theorem.
Referring to the ground state of our system, |Ψ(0)〉, the
Virial theorem reads
EV T ≡ 2(〈Ψ(0)|TˆB|Ψ(0)〉+ 〈Ψ(0)|TˆI |Ψ(0)〉)
−2(〈Ψ(0)|VˆB|Ψ(0)〉+ 〈Ψ(0)|VˆI |Ψ(0)〉)
+(〈Ψ(0)|HˆBB |Ψ(0)〉+ 〈Ψ(0)|HˆBI |Ψ(0)〉) = 0.
(S6)
Here, the kinetic energy operators of the bath and the im-
purity are denoted by TˆB = −
∫
dxΨˆ†B(x)
~
2
2mB
d2
dx2 ΨˆB(x)
and TˆI = −
∫
dxΨˆ†I(x)
~
2
2mI
d2
dx2 ΨˆI(x) respectively. Also,
the corresponding potential energy operator for the bath
is VˆB =
∫
dxΨˆ†B(x)
1
2mBω
2
Bx
2ΨˆB(x) and for the impu-
rity reads VˆI =
∫
dxΨˆ†I(x)
1
2mIω
2
Ix
2ΨˆI(x). Furthermore,
the operator of the intraspecies interaction energy of
the bath is HˆBB = gBB
∫
dx Ψˆ†B(x)Ψˆ
†
B(x)ΨˆB(x)ΨˆB(x),
while the operator of the interspecies interaction energy
is HˆBI = gBI
∫
dx Ψˆ†B(x)Ψˆ
†
↑(x)Ψˆ↑(x)ΨˆB(x). In all cases,
Ψˆi(x) refers to the bosonic field operator of either the
bath (i = B) or the impurity (i =↑, ↓) atoms. The dif-
ferent energy contributions, given by Eq. (S6), are il-
lustrated in Fig. S3 (a) for increasing gBI . Calculating
the quantum Virial theorem by taking into account all
the aforementioned contributions [see Eq. (S6)] confirms
that it is indeed fulfilled, since EV T ∼ 10−6, for all the
ground states of the system independently of gBI [see
Fig. S3 (b)]. The latter assures the convergence of all
the ground state configurations considered herein.
As a next step, we also briefly discuss the convergence
of our results in terms of a different number of species
and single-particle functions. For this investigation we
monitor during the nonequilibrium dynamics e.g. the
spin polarization, |S(t)|C , and we calculate its absolute
deviation between the C = (8; 3; 8) and other numerical
configurations C′ =
(
D; dA; dB
)
∆ |S(t)|C,C′ =
| |S(t)|C − |S(t)|C′ |
|S(t)|C
. (S7)
Figure S3 presents ∆ |S(t)|C,C′ for the multicompo-
nent system under consideration with NB = 100 and
NI = 1 following an interspecies interaction quench from
gBI = 0 to different finite values of gBI . Closely in-
specting Fig. S3, it becomes apparent that a systematic
convergence of ∆ |S(t)|C,C′ is achieved for all interspecies
interactions used in the main text. For instance, compar-
ing ∆ |S(t)|C,C′ at gBI = 0.3 between the C = (8; 3; 8)
and C′ = (6; 3; 6) [C′ = (8; 2; 8)] approximations we de-
duce that the corresponding relative difference lies below
0.08% [0.04%] throughout the evolution, see Fig. S3 (a).
However, for increasing gBI the relative errors become
larger, see Figs. S3 (b), (c). E.g. for gBI = 5 which
is the strongest interaction considered in the main text
∆ |S(t)|C,C′ between the configurations C = (8; 3; 8) and
C′ = (6; 3; 6) [C′ = (8; 2; 8)] exhibits a deviation which
reaches a maximum value of the order of 7% [5%] at
large propagation times. Finally, we remark that a simi-
lar analysis has been performed for all other interspecies
interaction strengths discussed within the main text and
found to be adequately converged (results not shown here
for brevity).
FRAGMENTATION
The spectral representation of the reduced σ species
one-body density matrix [S21] reads
ρ(1)σ (x, x
′; t) = Nσ
dσ∑
α=1
nσα(t)ϕ
σ
α(x, t)ϕ
∗σ
α (x
′, t), (S8)
where ϕσα(x, t) are the so-called natural orbitals of the
σ = B, I species and dσ corresponds to the considered
number of orbitals for the σ species. The correspond-
ing population eigenvalues nσα(t) ∈ [0, 1] (natural pop-
ulations) characterize the degree of intraspecies correla-
tions or fragmentation of the system [S10, S11, S22, S23].
Here we consider the natural orbitals to be normalized
to unity i.e.
∫
dx |ϕσα(x)|2 = 1. Indeed, for only one
macroscopically occupied orbital the system is said to be
condensed, otherwise it is termed fragmented. It can be
shown that for nσ1 (t) = 1, n
σ
i6=1(t) = 0 the first natural
orbital
√
Nσϕ
σ
1 (x
σ ; t) reduces to the MF wavefunction
ϕσ(xσ; t). Therefore, 1 − nσ1 (t) offers a measure of the
degree of the σ species fragmentation [S22, S23].
Finally let us remark that by employing the Schmidt
decomposition of Eq. (S3) and the fact that NI = 1 the
one-body density matrix of the impurity reads
ρ
(1)
I (x, x
′; t) =
D∑
k=1
λk(t)Ψ˜
I
k(x, t)Ψ˜
I∗
k (x
′, t), (S9)
where Ψ˜Ik(x, t) = 〈x|Ψ˜Ik〉. Thus comparing Eq. (S8) with
Eq. (S9) we can easily deduce that nIk(t) = λk(t) for
every k.
6MANIFESTATION OF ENTANGLEMENT IN
THE DEGREE OF MISCIBILITY
Let us now elaborate on the relation between the de-
gree of miscibility and the entanglement occurring among
the bath and the spinor impurity. As already discussed in
the main text in order to expose the degree of phase sep-
aration, namely the degree of miscibility or immiscibility,
between the bath and the spinor impurity we invoke the
overlap integral function [S24, S25] which reads
ΛBI(t) =
[∫
dx ρ
(1)
B (x; t)ρ
(1)
I (x; t)
]2
∫
dx
(
ρ
(1)
B (x; t)
)2
× ∫ dx(ρ(1)I (x; t))2
.(S10)
In this expression, ρ
(1)
σ (x; t) denotes the one-body den-
sity of the σ = B, I species. This function is normal-
ized to unity taking values between Λ = 0 and Λ = 1
that signify complete or zero spatial overlap respectively
on the single-particle level. Moreover according to our
MB wavefunction expansion [see Eq. (S3)], the one-body
density of the σ species, ρ
(1)
σ (x; t), can be expressed with
respect to different entanglement modes [S10, S11] as
ρ(1)σ (x; t) =
D∑
k=1
λk(t) ρ
(1),σ
k (x; t). (S11)
Here ρ
(1),σ
k (x; t) = 〈Ψ˜σk |Ψˆ†σ(x)Ψˆσ(x)|Ψ˜σk 〉 is the one-body
density of the k-th species function. Ψˆ†σ(x) [Ψˆσ(x)] de-
notes the bosonic field operator that creates (annihilates)
a σ species boson at position x. Moreover, λk(t) refer
to the corresponding Schmidt coefficients of the trun-
cated Schmidt decomposition [see also Eq. (S3)]. We
remark that the λk’s in decreasing order are known as
natural species populations of the k-th species wavefunc-
tion |Ψσk(t)〉 of the σ-species. In turn, they represent a
measure of the entanglement or interspecies correlations
between the bath and the impurity. In particular, the
system is said to be entangled [S10, S11, S13] when at
least two different λk’s are nonzero. Recall that in this
latter case the total MB state [Eq. (S3)] cannot be ex-
pressed as a direct product of two species states.
To proceed we define the general overlap integral be-
tween the one-body densities of different species wave-
functions corresponding to distinct modes of entangle-
ment (i 6= j) and species (σ 6= σ′) as
Kσσ
′
ij (t) =
∫
dx ρ
(1),σ
i (x; t)ρ
(1),σ′
j (x; t). (S12)
Note that within the MF as well as the SMF approx-
imations ρ
(1),σ
i (x; t) = 0 for i > 1 holds by definition,
since entanglement is ignored. In these non-entangled
limits only Kσσ
′
11 acquires a non-zero value and hence
it is relevant. Turning to a full MB description where
several species wavefunctions are considered, and there-
fore entanglement is present, Kσσ
′
ij 6= 0 as long as there
is a finite spatial overlap between the different species
wavefunctions of the same (σ = σ′) or distinct (σ 6= σ′)
species. Inserting now Eq. (S11) into Eq. (S10) and us-
ing Eq. (S12) we can re-express the overlap integral in
terms of the Schmidt coefficients λi’s and K
σσ′
ij . Indeed
we obtain
ΛBI(t) =
[
∑D
i=1 λ
2
iK
BI
ii +
∑
i6=j λiλjK
BI
ij ]
2
[
∑D
i=1 λ
2
iK
BB
ii + 2
∑
i<j λiλjK
BI
ij ][
∑D
i=1 λ
2
iK
II
ii + 2
∑
i<j λiλjK
IB
ij ]
. (S13)
Of course in this most general case where a full MB
description is considered and entanglement is strong,
namely more than one species wavefunctions are signifi-
cantly occupied, the relation of ΛBI(t) with the Schmidt
coefficients λi where i = 1, 2, . . . , D is complicated. To
get a better insight of the aforementioned relation let
us consider the following limiting cases. Within the MF
and SMF approximations where entanglement between
the bath and the impurity is absent (see also our discus-
sion above) it can be easily shown that ΛBI(t) becomes
ΛBI(t) = Λ0(t) ≡ [K
BI
11 ]
2
KBB11 K
II
11
, (S14)
as there is only a single (and hence dominant) mode
in the corresponding Schmidt decomposition. Moreover
when considering the weakly entangled case where λ1 ≈ 1
and λj ≪ 1 with j = 2, 3, . . . , D the overlap integral can
be written with respect to the higher-order Schmidt co-
efficients as
ΛBI(t) = Λ0(t)

1 + 2∑
j>1
λj(t)
λ1(t)
(
KBI1j
KBB11
+
KBIj1
KBB11
− K
II
1j
KII11
− K
BB
1j
KBB11
)+O((λj
λ1
)2
)
. (S15)
7We remark here that this weakly entangled case is ac-
tually realistic in a MB treatment only within the mis-
cible phase since immiscible species are strongly entan-
gled. It becomes evident that in this weakly entangled
case the major contribution of ΛBI(t) stems from the
dominant mode described by λ1 and being encrypted in
Λ0(t). However, there are small additional contributions
to ΛBI(t) being of the order of λj/λ1. These latter con-
tributions originate from the overlap between the one-
body densities of the first [ρ
(1),σ
1 (x; t)] with the higher-
order [ρ
(1),σ
j (x; t), j > 1] modes of entanglement. It is
important to stress that the species wavefunction of the
first mode, Ψσ1 (t), and therefore its density ρ
(1),σ
1 (x; t) is
greatly altered in the full MB case when compared to
the MF and SMF cases where entanglement is neglected.
Concluding, ΛBI(t) captures the manifestation of entan-
glement even in such a weakly entangled scenario, while
more traditional measures such as the Von-Neumann en-
tropy SV NBI = −
∑
i λi(t) log λi(t) are not sensitive to
this change. Indeed SV NBI depends on the number and
the weights (λi’s) of the entanglement modes. Therefore
ΛBI(t) greatly supplements SV NBI regarding the identifi-
cation of entanglement induced effects.
GENERATION OF ENTANGLEMENT AND
FRAGMENTATION VERSUS THE DEGREE OF
MISCIBILITY
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FIG. S4. (Color online) (a) Temporal evolution of the over-
lap, ΛB↑(t), between the bath and the spin-↑ of the impurity
atom (b) Evolution of the von-Neumann entropy, SV NBI (t) for
increasing gBI . Deviation from unity of the first natural or-
bital of the (c) bath and (d) the impurity for varying gBI . In
all cases NB = 100, NI = 1 and gBB = 0.5.
To complete the physical picture we next focus on
the dynamics between the impurity and the bath. For
this purpose we employ the overlap integral ΛB↑(t)
[Fig. S4(a)] between the single-particle densities of the
bath and the spin-↑. As dictated by ΛB↑(t) within RI
the impurity is partially miscible with the BEC while it
is well separated within RIII . The link between |S(t)|
and ΛB↑(t) is of significant importance not only due to
the experimental relevance of both quantities but most
importantly because ΛB↑(t) can be expressed in terms
of the Schmidt coefficients, λi, see also Eqs. (S13) and
(S15). For instance in the weakly entangled case where
λ1 ≈ 1 and λj ≪ 1
ΛB↑(t)
Λ0(t)
− 1 ∝
∑
j>1
λj(t)
λ1(t)
, (S16)
with Λ0(t) being the overlap integral accounting only
for the contribution of the first Schmidt coefficient λ1.
Therefore ΛB↑(t) can be used as a measure to probe
the generation of entanglement in the MB system. How-
ever to directly visualize the degree of entanglement dur-
ing the dynamics we employ the von-Neumann entropy,
SV NBI (t) = −
∑
i λi(t) logλi(t) [S9]. The temporal evolu-
tion of SV NBI (t) [Fig. S4(b)] shows that the dressed im-
purity is entangled with the BEC within the regions RI
and RII . Most importantly the system becomes strongly
entangled within RIII , where the polaron ceases to ex-
ist, showcasing a plateau of SV NBI (t > 15) ≈ 1.2 for
fixed gBB = 0.5 and for all gBI & 1.65. This result is
in turn related to the fragmented nature of the system
[Figs. S4(c), S4(d)]. The latter is captured by the devi-
ation from unity of the first natural orbital 1 − nσ1 (t)
of the σ-species. Since we consider a single impurity
nI1(t) = λ1(t) follows S
V N
BI (t). However, the bath frag-
mentation is almost zero in RI and RII and it is weak
in RIII . Therefore it is the entanglement between the
impurity and the bath that plays the crucial role in the
quasiparticle formation, e.g. see that the growth rate of
SV NBI becomes maximal in RII , and not the fragmenta-
tion of the bath.
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