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Abstract
Trying to detect the gravitational wave (GW) signal emitted by a type II super-
nova is a main challenge for the GW community. Indeed, the corresponding wave-
form is not accurately modeled as the supernova physics is very complex; in addition,
all the existing numerical simulations agree on the weakness of the GW emission,
thus restraining the number of sources potentially detectable. Consequently, trig-
gering the GW signal with a confidence level high enough to conclude directly to a
detection is very difficult, even with the use of a network of interferometric detec-
tors. On the other hand, one can hope to take benefit from the neutrino and optical
emissions associated to the supernova explosion, in order to discover and study GW
radiation in an event already detected independently. This article aims at present-
ing some realistic scenarios for the search of the supernova GW bursts, based on
the present knowledge of the emitted signals and on the results of network data
analysis simulations. Both the direct search and the confirmation of the supernova
event are considered. In addition, some physical studies following the discovery of a
supernova GW emission are also mentioned: from the absolute neutrino mass to the
supernova physics or the black hole signature, the potential spectrum of discoveries
is wide.
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1 Introduction
Type II supernovae have been considered for years as one of the most promis-
ing sources of gravitational waves (GW); indeed, in the 60’s-70’s, the first GW
detectors – resonant bars – had their resonant frequencies tuned around one
kHz, in order to look for the typical frequencies expected for these GW signals.
However, the amount of energy EGW released through GW during the super-
nova explosion was overestimated by orders of magnitude at that time. Later,
a clear upper bound for this quantity was established: EGW . 10
−6M⊙c
2 [1],
with M⊙ being the solar mass. This value was confirmed by other numerical
analyzes, both with Newtonian simulations [2] and with methods including
a relativistic treatment of the rotational core collapse [3]. The latter study
provides an even more restrictive limit at a few 10−7M⊙c
2. Consequently, de-
tecting a GW supernova signal with the first generation of GW interferometric
detectors currently being developed – GEO600 [4], the two LIGO interferom-
eters [5], TAMA300 [6], Virgo [7] – or foreseen – ACIGA [8] – appears very
challenging.
The bounce following the stellar collapse is expected to last only a few mil-
liseconds, during which most of the power radiated in GW is emitted. The
corresponding GW waveforms cannot be well predicted as the physics of this
phenomenon is too complex to be studied in details. Yet, more and more sig-
nal models have been computed by various groups (for a survey, see e.g. [3]
and references therein), and the situation seems now converging: new simula-
tions confirm the previous ones, and even if the computed amplitudes are still
spread over a large range, first conclusions with direct implications on data
analysis can be drawn, as shown in Section 2. In the same section, the two
other main emissions occurring during a supernova explosion (neutrinos and
photons) are recalled as they will be shown to facilitate the GW detection
in the following. Indeed, if a direct search of the GW signal is unfruitful, al-
ternative methods taking advantage from these other emissions can be used,
as neutrinos would bring informations on the timing of the supernova (and
marginally on the source location), while the optical signature would provide
the source position in the sky.
Section 3 deals with the search of the supernova GW signal and presents
various strategies, depending on the goals of the analysis – either a direct and
independent detection or the confirmation of an already-known event – and
on the available informations
Supernova GW signals belong to the generic category of bursts, short (a few
ms) signals poorly-modeled. Detecting these GW bursts always requires the
use of a network of interferometers, in order to discriminate between a real
GW signal – ’present’ in some sense in all detectors – and transient noises
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regularly occurring in interferometers, but limited to a single instrument at a
given time. In Ref. [9,10], a simulation of the detection process in a network of
interferometers was introduced, and then used to compare quantitatively the
two main data analysis strategies: the coincidence and the coherent approach.
Here, we complete this work by focusing on the case where the supernova
has been detected independently of the GW detectors, through its neutrino
emission or its optical signature. These additional informations can reduce
considerably the difficulties inherent in searching for GW signals and allow
for instance the use of an additional filtering method, a logical ’OR’ of all the
network component outputs.
This ’confirmation’ scenario is not only realistic given the current knowledge
of the different supernova emissions, but also really attractive: confirming that
a supernova emits also GW would be a major discovery by itself, if not the
first direct proof of the existence of GW. In this spirit, Section 4 recalls the
main physical outputs one can expect from the detection of the three signals
emitted by a supernova: GW, neutrinos, and the optical flare. For instance, the
time delay between the GW and the neutrino emission gives informations on
the neutrino absolute masses [11]. One can also test models of the supernova
explosion, or identify a delayed black hole formation from its characteristic
neutrino and GW signatures.
For completeness, the main hypotheses of the network data analysis Monte-
Carlo simulations and some notations used in the core of this article are sum-
marized in Appendix A.
2 Type II supernova physics overview
A type II supernova is a violent event ending the life of massive enough –
above 8 M⊙ – stars once they have burnt all their light elements; it releases a
huge amount of energy, about 3 × 1046 J in total. Less than 1% is dissipated
in kinetic energy or optical emission, and almost all the energy is emitted
through neutrinos, first during a millisecond burst of νe, associated to the
neutronization phase following the core collapse, and then via a longer and
dominantly thermal emission equally distributed between all neutrino flavours.
Such explosions are expected to emit GW too, almost in coincidence with the
core bounce, but its amplitude is so small that it has not been detected yet.
In this section, the main features of the three supernova signals used in the
analyzes presented later in this article are briefly recalled, with a particular
emphasis on the GW part. Before that, the next paragraph summarizes the
present status on the supernova rate: as only close supernovae are expected
to be detectable, estimating their occurrence rate is also important.
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2.1 Supernova rate
The supernova occurrence per galaxy depends on its type: for instance, type
II supernovae have young progenitors and so can only occur either in new
galaxies or in star formation areas. They are absent in (old) elliptic galaxies,
whereas they are more common in spiral or irregular ones. Table 1 shows the
supernova rates versus the galaxy type extracted from Ref. [12]; the numbers
are expressed in SNu 1 . The average value is about (0.68 ± 0.20) SNu.
Assuming these rates, the Tully catalog of nearby galaxies [13] can be used to
predict the expected number of supernovae per year up to a given distance.
The catalog contains 2367 galaxies up to 40 Mpc. If the Blue luminosity of a
galaxy is not known, it can be estimated from the catalog data themselves,
by using either the mean mass/luminosity ratio for the corresponding type of
galaxy, or its hydrogen mass value.
Similar studies have been already presented, for instance in Ref. [14] where a
much larger catalog of galaxies and higher supernova rates – thus leading to
more optimistic predictions – have been used. As shown later in Section 2.3,
only close supernovae are expected to be visible in interferometers; therefore,
the Tully catalog is enough to estimate the detectable rate of events and no
significant correction taking into account galaxies with apparent magnitudes
too low to be observed is required.
Figure 1 gives the number of supernovae per year versus the distance. The
steps in the various curves at 17 Mpc correspond to the Virgo cluster: in order
to reach a rate of a few events per year, one should be sensitive up to this
distance. The shapes of the various curves also change when the Virgo cluster
is reached: beyond, they show a power-law behavior while for closer distances
the distribution is irregular. Yet, as noticed earlier e.g. by Ref. [14], the power
one can extract from a fit of the supernova rate beyond the Virgo cluster is
close to 2.2, i.e. below the value of 3 which would correspond to a uniform
density of sources.
Aborted or silent supernovae are not included in the surveys as they have not
been optically seen. Yet, one can infer from neutrino experiment results that
their rates in the Milky Way are not much higher than those of ’classical’
supernovae, as no such signal has been recorded in about a decade of running
for these detectors. However, direct black hole formations without neutrino
emission may have also occurred; as such events could only be seen in GW
detectors, their rate is presently unknown.
1 1 SNu = 1 supernova per century and per 1010 L⊙ with the luminosity expressed
in the Blue band (wavelength ∼ 0.45µm)
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To conclude, one can estimate the Galactic supernova rate. The Milky Way
type is Sbc and its luminosity is about 2 1010 L⊙. Therefore, the expected
number of supernovae is 2.4 per century (∼ 1 in 40 years), among which 70%
are of type II. A different analysis presented in [15] assuming that only 10% of
the supernovae are seen visually gives a more interesting rate of 1 in 20 years,
as 9 events have been recorded for the two past millennia. Nevertheless, the
supernova galactic rate remains small; yet, with some luck, few such events
could be recorded during the lifetime of current GW antennas. The fact that
this possibility may be unique gives even more motivation to be able to track
it in the best possible way.
2.2 Known supernova signatures
2.2.1 Neutrinos
For a review focused on this topic, one can see for instance Ref. [16] and
references therein. As mentioned above, most of the energy released during
a supernova is emitted through neutrinos. First, there is a short – σflash ∼
(2.3 ± 0.3) ms – but intense (a few 1044 J, about 1% of the total amount of
energy carried away by neutrinos) neutronization burst of electron neutrinos,
which increases rapidly before decaying exponentially.
After the bounce, neutrinos of all flavors are thermally produced as νν¯ pairs;
this cooling emission is supposed to last a few seconds, and dominates the
phenomenon after the νe burst. The energy is almost equally distributed be-
tween the different neutrino types: 5 × 1045 J per flavor of neutrino or anti-
neutrino. Typical mean energies for neutronization and thermal neutrinos are
Eν ∼ 10− 20 MeV.
Assuming the supernova to be located in the Galaxy or at least in the Local
Group – the only region potentially visible by the first generation of interfer-
ometric detectors given the expected amplitude of the GW signals, as shown
in Section 2.3 –, the different flavor emissions will certainly be detected by
the current generation of underground neutrino detectors: SuperKamiokande
[17], SNO [18] or LVD [19].
Indeed, Table 2 shows the number of neutrinos expected in the different de-
tectors previously mentioned; the numbers are scaled for a source at 10 kpc, a
value close to the Galactic center distance (8.5 kpc) and to the mean distance
for a Galactic source (around 11 kpc). It is clear that enough neutrinos would
be detected, providing a clear signature of the event and an accurate timing.
Since the neutrino flux varies as D−2, supernova detection is not expected
much beyond 200 kpc. It is worth noting that a neutrino signal can be used
alone to locate the supernova in the sky but its analysis provides at best a
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rough information on the source location [20].
2.2.2 Optical flare
All these neutrino experiments belong to the SNEWS network [21] aiming at
delivering a fast alert (within a few tens of minutes) when some of its compo-
nents are triggered by an unexpected ’high’ flux of neutrinos. Indeed, this is
fast enough to activate optical telescopes looking for the light flare, occurring
with a time delay of several hours. Provided that the light emission is neither
obscured by some interstellar dust, nor hidden by a too bright neighborhood,
this signature can be visible over cosmological distances in efficient telescopes:
its luminosity can be as high as the host galaxy (about few 1035 W).
2.3 GW emission
For reasons explained above, only numerical results are available for the GW
waveforms from core collapses. Even if the generated signals have some com-
mon features – short timescales, one or more main peaks, possibly damped
oscillations – the simulation results are model-dependent, both for what con-
cern their shapes and their amplitudes. Some quantities or concepts introduced
in this section are presented in more details in Appendix A.
2.3.1 Maximal amplitude comparison
Figure 2 presents the maximum amplitudes computed either in simulations
[1,2,3,22,23,24] or by indirect studies of pulsar velocities [25,26]. Apart one very
optimistic prediction [23] based on an analogy with the collapse of molecular
cloud into a proto-star, maximum amplitudes at the Virgo cluster distance are
all below 10−22, too weak to expect a detection of such distant supernovae,
with present detectors. On the other hand, Galactic supernovae should be
clearly visible.
One can also note that the GW maximal amplitudes are spread over three
orders of magnitudes between the different simulation groups and, even within
the same numerical group – such as [2] or [3] whose waveforms appear in a
medium position on the plot –, the spread can reach two orders of magnitude.
Yet, this does not modify the general picture concerning the supernova GW
signal detectability.
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2.3.2 Energy comparison
Indeed, a more precise way to compare simulated waveforms consists in using
the energy EGW emitted through GW instead of the maximum amplitude.
Following Thorne [27], one can link this quantity to the GW amplitude h(t):
EGW =
2 c3 π2D2
G
+∞∫
0
df f 2
∣∣∣h˜(f)∣∣∣2 (1)
where h˜ is the Fourier transform of h(t), scaling as D−1, with D the source
distance. Assuming a given waveform, one can infer the dependence of the
signal-to-noise ratio (SNR) in the GW energy EGW.
For a Gaussian GW burst of half-width ω and peak amplitude hpeak – as
defined in Appendix A –, Eq. (1) becomes
EGW =
c3
√
π h2peak
8 G ω
(2)
On the other hand, the optimal SNR ρmax – see Appendix A – is given by
ρ2max =
√
π fsamp ω h
2
peak
σ2noise D
2
(3)
with fsamp being the detector sampling frequency, and σnoise the detector white
noise RMS.
As simulated supernova GW bursts exhibit shapes more complicated than a
single peak, only part of the energy can be associated to this component of
the signal: let κeff be the corresponding reduction factor (in GW amplitude).
Merging together Eq. (2) and (3) gives finally
ρmax ≈ 12.7
(
κeff
0.5
) (
ω
1ms
) (
4× 10−21
σnoise
) (
8.5 kpc
D
) √
EGW
10−8M⊙ c2
(4)
The value σnoise = 4×10−21 corresponds to the RMS of a white Gaussian noise,
with an amplitude spectrum density 4 × 10−23/
√
Hz – the minimum of the
nominal sensitivity of the Virgo interferometer –, and sampled at a frequency
fsamp = 20 kHz.
Figure 3 uses this model to show how the optimal SNR ρmax scales with
the distance, given the numerical estimations of the GW radiated energy. As
already stated, detecting a Galactic supernova seems realistic from this plot,
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while this possibility is completely ruled out for events in the Virgo cluster.
Even the distance of 1 Mpc appears to be beyond the interferometer sensitivity,
but the Magellanic clouds (distant of few tens of kpc) should belong to the
sensitive volume.
2.3.3 Summary
The main conclusions drawn from Figures 2 and 3 are twofold. On the one
hand, detecting a supernova further than a few hundred kpc appears im-
possible with the currently planned sensitivities of the interferometers if the
computed GW amplitudes are realistic. On the other hand, supernovae in the
Milky Way are likely to be seen. This validates our choice of focusing our at-
tention on Galactic events for which neutrino detectors are also well-matched.
A last point worth being mentioned is that most of the simulations presented in
this section assume that the core collapse is axisymmetrical; this hypothesis
is a consequence of the present computing limitations. However, the larger
the asymmetry, the stronger the GW emission and so current simulations
could well underestimate the real supernova signal. Yet, this effect cannot be
estimated properly, and the results of Ref. [1] assuming no such symmetry
do not show a significant improvement in the GW amplitudes. Therefore, we
prefer to be conservative in this study, by considering that current simulations
describe adequately the supernova GW magnitude.
2.4 Delay between neutrino and GW emissions
Simulations of core collapses show a very strong correlation between neutrino
and GW signals. This section briefly summarizes the current knowledge on
their relative timing, and the experimental precision one can expect for each
of the two emissions.
2.4.1 Neutrino and GW signal timing accuracy
The statistical precision on the arrival time of the electron neutrino flash
depends on the number Ne of νe detected. The RMS of the Poissonian timing
error is given by
σν =
σflash√
Ne
(5)
Even if the νe’s have oscillated, a precision on the order of 1 ms can still be
achieved from neutral current interactions in SNO [11].
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For the GW signal, the timing accuracy strongly depends on the filtering
method chosen. Various Monte-Carlo studies have already been performed on
this topic [9,10,28], in order to compute the systematics associated to these
algorithms and to estimate their statistical precision in a single detector. The
results of these simulations are contrasted: on the one hand, locating simu-
lated waveforms with complicated shapes is very difficult; on the other hand,
Gaussian-like peaks can be well timed, as soon as they are detected with a
SNR ρ high enough.
The RMS of the statistical timing error σGW can be parameterized by the
following generic formula:
σGW
ω
= K
(
10
ρ
)α
(6)
with ω being the Gaussian half-width and the pair (K,α) being specific for a
filter. Table 3 presents the values of these parameters for three different meth-
ods briefly described below – see also Appendix A. In all cases, the precision
achieved is well below the signal width and decreases quickly with the filter
output ρ.
• The Wiener filter, optimal for known waveform, thus giving the best results.
• The mean filter [28] which monitors the average value of the data in the
analysis window, shifted in time. Despite its simplicity, this filter has been
found to be quite powerful for the search of poorly modeled GW bursts.
• ALF [29], a non linear algorithm based on a linear fit of the data whose
outputs (a slope and an offset) are optimally combined. It gives currently
the best mean detection efficiency on the Zwerger-Mu¨ller catalog [2].
2.4.2 GW and neutrino relative timing
As the start of the neutronization burst corresponds to the moment when
the shock wave induced by the core bounce reaches the neutrinosphere, one
can infer a relation between the νe peak and the bounce timing. Indeed, from
numerical simulations [2,3], one obtains:
∆tνe , bounce ≈ (3.5 ± 0.5) ms (7)
This value can be simply estimated by noticing that the neutrino sphere radius
is about 100 km and that the shock wave propagates with a speed of order
c/10. In addition, numerical simulations of supernovae show a clear correlation
between the maximum of the GW and the core bounce. Using the 78 signals
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of the Zwerger-Mu¨ller catalog [2] gives the following result [11]:
∆tGW ,bounce ≈ (0.1 ± 0.4) ms (8)
Therefore, from Eq. (7) and (8), the systematic difference between the neutrino
signal and the GW peak is
∆tsysνe ,GW ≈ (3.4 ± 0.7) ms (9)
This relation is valid for massless neutrinos propagating at the speed of light,
like the GW signal. Conversely, if the neutrino mass mν is not zero, an ad-
ditional delay appears which depends also on the neutrino energy Eν and on
the source distance D:
∆tmassiveνe ,GW ≈ 5.2ms
(
D
10 kpc
) (
mν c
2
1 eV
)2 (
10MeV
Eν
)2
(10)
Finally, a statistical error ∆tstatνe ,GW is introduced by the two timing measure-
ments and is given by the quadratic sum of the contributions defined in Eq.
(5) and (6). Taking realistic values for the neutrino-GW coincidence detection,
i.e. Ne ≈ 10, a GW signal half-width ω = 2 ms triggered by the ALF filter
with ρ = 5 –, one gets ∆tstatνe ,GW = 1.1 ms, which is the level required to be
sensitive to the neutrino mass at the eV-scale.
2.5 Core collapse chronology
To briefly summarize the previous sections, one can try to establish a chronol-
ogy for the different phases of the supernova explosion. First, two main signals
are concentrated within a few ms during the bounce of the core: the GW burst
itself and the electron neutrino short flash. Then, the thermal emissions of all
neutrino flavors start and last for a few seconds. Finally, the optical emission
is delayed by some hours.
3 Detecting the GW signal
Two main approaches for network data analysis can be considered [10,30,31].
The first one looks for coincidences compatible in time between the different
interferometers of the network. As no assumption on the source location in
the sky is made, large coincidence windows must be opened for each pair of
detectors, increasing the false alarm rate. On the other hand, a survey of the
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whole sky can be performed in one single process using this algorithm, called
’loose coincidence’ in the following. Its performances – studied in Ref. [10] –
are briefly summarized in the next section 3.1. In addition to the excess of false
alarms mentioned above, this method has another drawback: it does not use
all the informations available, as detector outputs are only taken into account
if they exceed a given threshold.
Due to these intrinsic limitations, the loose coincidence performances are lim-
ited. Therefore, other strategies must be investigated to improve the network
potential and close supernovae are well-suitable to make these methods con-
crete. Indeed, these explosions provide additional emissions – see Section 2.2 –,
more easily detected and bringing additional informations on the GW signal.
Consequently, in this favorable case, the interferometer outputs can be com-
bined in a better way, and only reduced time series need to be analyzed.
Section 3.2 studies the potential of those ’confirmation’ scenarios and focuses
on three data analysis methods:
• ’Tight’ coincidences, in which shorter coincidence windows are used as the
delays between the different detectors can be accurately estimated with the
knowledge of the source position in the sky.
• The coherent approach 2 , merging all synchronized interferometer outputs,
which optimally uses all the informations available in the network.
• The ’OR’ strategy – at least one output over threshold in the network.
Appendix A gives more details on these different detection methods, such as
on the simulations used to compute the efficiency curves presented in this
article. Extensive informations can also be found in the original Ref. [9,10].
3.1 Direct detection in coincidence
Figure 4 summarizes the performances of the loose coincidence approach for
a stand-alone GW search, both for the Virgo-LIGO network and for the full
set of six interferometers. In all configurations, the optimal SNR is assumed
to be ρmax = 10, suited for a supernova at the Galactic center.
The main conclusion is that coincidences provide a high detection efficiency
only at the expense of a high false alarm rate. Clearly, a network with only
two (like the two LIGO interferometers, the best pair of detectors as they
are well-aligned) or three instruments (Virgo-LIGO) is too small, and larger
2 Another approach based on coherent analysis can be found in Ref. [32]; it extends
the power filter [33] in the 3-interferometer network made of Virgo and the two 4-km
LIGO interferometers.
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networks are required. With a six-component network, the situation is better
even if only twofold and possibly threefold coincidences can trigger on real
GW signals with an high confidence level. Therefore, a direct detection of a
close supernova GW may be difficult if the signal has an optimal SNR around
10 or below. So alternative network strategies must be addressed.
3.2 Confirmation of GW emission
This section presents strategies to look for the GW emission associated to a
close type II supernova, previously located by neutrino and optical detectors.
They assume that a suitable former analysis gave accurate estimations of the
GW signal arrival time and of the source location in the sky. Using these
informations allows one to cut more drastically on false alarms, while keeping
the detection efficiency high.
In these scenarios, the trigger threshold needs to adjusted depending on the
required goal of the data analysis, parameterized by two quantities: the time
window ∆T in which the search is performed, and the remaining false alarm
probability τ . As a supernova burst lasts only few ms, choosing ∆T = 10 ms
is accurate. Then, two different confidence levels can be considered: τ = 10−6
– corresponding to almost ’5σ’, a value needed to claim the discovery of a GW
emission during a core collapse – and τ = 10−2, enough to simply study the
coincidence between the GW and neutrino signals.
3.2.1 Tight coincidences
Figure 5 summarizes the performances of the tight coincidence strategies [10]
for ρmax = 10. They are slightly better than in the loose coincidence case,
as less false alarms pass the stronger compatibility test at a given threshold
level. Yet, the efficiency gain remains limited. Configurations from two to six
interferometers are studied. Table 4 compares the detection efficiencies of both
loose – see Figure 4 – and tight coincidences at the false alarm probabilities
of τ = 10−6 and 10−2 respectively.
3.2.2 Network coherent analysis
Figure 6 shows the efficiency curves for the coherent analysis in the two net-
works Virgo-LIGO and the set of six interferometers, assuming an optimal
SNR ρmax = 10. Note that the vertical scale is zero-suppressed. These curves
are upper bounds of the network efficiency, as these algorithms use in an opti-
mal way all the available information. Table 5 gives the detection efficiencies
at the false alarm rate of τ = 10−6 and τ = 10−2: with six interferometers,
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the detection is almost certain, while it is already quite probable with the
Virgo-LIGO network.
3.2.3 OR network strategy
As in the previous sections, Figure 7 focuses on two examples of networks:
Virgo-LIGO and the full set of six interferometers. The ’OR’ strategy’ effi-
ciency curves correspond to the least stringent condition: at least one detection
in the network. Performances are a bit lower than those of the coherent anal-
ysis because of the large increase of the false alarm rate. Table 6 summarizes
the detection efficiencies for τ = 10−6 and τ = 10−2.
3.2.4 Summary
The previous results show that despite the expected weakness of the super-
nova GW signals, a close event of this type has a significant probability to
be confirmed in a network of interferometers: informations provided by the
neutrino and the optical emissions strongly help the search analysis. A detec-
tion is very likely if the coherent approach is used, while the ’OR’ strategy is
also very powerful, although it would certainly be associated with a smaller
confidence level as transient noises cannot be efficiently vetoed in this case.
Even coincidences may give interesting detection efficiencies, especially for a
network with six detectors.
3.2.5 ’OR’ strategy and coherent analysis comparison
As previously mentioned, the main advantage of the coherent analysis with re-
spect to the ’OR’ strategy appears when one takes into account non-stationnarities.
A simple way to model them is to consider simulations in which all detector
outputs except one are realizations of Gaussian and stationary noises, while
the last one contains in addition a Gaussian peak of fixed optimal SNR (with
ρmax = 10 here), modeling the transient. Given the false alarm rate, one can
estimate the number of fake detections ǫfake associated with the noise burst
which mimics a real GW signal. For the ’OR’ strategy, ǫfake is around 100%
from all false alarm rates until 1/week or even beyond, as no antenna pattern
reduces the transient amplitude: all such events are detected with ρ = ρmax in
average! On the other hand, coherent analysis should discard most of them as
the ’signal’ is located in only one single detector while a real GW is in some
sense global in the network.
To make this statement more concrete, one can compare the almost perfect
fake efficiency of the ’OR’ strategy with the two Tables 7 and 8. They present
the values of ǫfake in coherent analysis for different false alarm rates: Table 7
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deals with the Virgo-LIGO network, and Table 8 with the full network. In both
cases, the fake efficiency depends on the particular interferometer chosen to
host the transient noise, as shown in these Tables. Indeed, ǫfake is found to be
smaller when the noise burst is located in a LIGO detector as transient events
are in this case more easily vetoed thanks to the correlation between the two
LIGO antenna patterns. Averaging over all interferometers, the false alarm
rate of non-stationary signals is reduced by a factor 10-20 when operating
coherently. Clearly, one can conclude from this comparison that the coherent
analysis is much more efficient then the ’OR’ strategy to distinguish transient
noise from signal events, another advantage of this method.
4 Exploiting the coincident detections of neutrino and GW emitted
by a supernova
In addition to the great achievement that the detection of GW would rep-
resent, observing a supernova in coincidence in neutrino and GW detectors
could lead to other interesting physical results. In this section, three possi-
bilities are briefly considered: the determination of neutrino masses using the
time-of-flight difference between GW and neutrino bursts, a test of the super-
nova collapse dynamics and the detection of a black hole formation in case of
an aborted supernova collapse.
4.1 Neutrino masses
As shown in Eq. (10), measuring the delay between the neutrino and GW
bursts allows one to estimate the neutrino mass, assuming known the location
of the progenitor of the supernova and that the GW propagate at the speed
of light. Indeed, Ref. [11] elaborates on the feasibility of this measurement. As
the propagation of neutrinos can be affected by flavor oscillations – see the
discussion in Section IV of Ref. [11] for more details –, two cases for the νe
survival probability Pe are considered in this reference:
• Pe = 0.5, representative of situations where the νe’s survive;
• Pe ∼ 0, when the νe flux on Earth vanishes.
Four neutrino methods methods sensitive to timing have been studied: the
first two look for νe in SNO (1) and SuperKamiokande (2) respectively, while
the two other use other flavors – thermal ν¯e in SuperKamiokande (3) or νµ,τ in
SNO (4). In this way, even unfavorable scenarios in which all electron neutrinos
oscillate to other flavors before reaching the detector are covered by methods
(3) and (4). All methods use in addition the timing information provided by
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a GW interferometric detector.
Indeed, Figure 8 compares the sensitivities of the four methods mentioned
above versus the supernova distance, given in kpc. All the curves end arti-
ficially at 13 kpc: at this distance, the probability to detect at least three
neutrino events – the minimum number required by methods (1) and (2) –
from the neutronization burst is still high (73%) but it steadily decreases for
more distant sources, only 55 (27)% at 15 (17) kpc respectively. Methods (1)
and (2) show sensitivities almost independent of the supernova distance and
significally better than for methods (3) and (4).
All sensitivities appear strongly degraded below a few kpc as the neutrino
propagation delay scales like the supernova distance and the uncertainty on
the delay becomes dominated by the systematic error from Eq. (9) – see also
Figure 9 which compares the different timing error contributions, assuming
realistic values of Ne and ρ for a supernova explosion at D = 10 kpc. In
contrast, the dashed line shows the sensitivity that the SNO detector alone
can achieve using the charged-current reaction of method (1). For very close
supernovae, its result is better than for methods (1) and (2), but it quickly
degrades when the distance increases due to a lack of statistics for highly
energetic neutrinos, needed to estimate the zero-mass timing. Therefore, the
GW timing information is increasingly helpful when the supernova distance
increases.
Finally, Figure 10 shows the neutrino mass sensitivity one can reach by com-
bining these different methods. If the νe’s survive (Pe = 0.5), the four strategies
can be combined while if they vanish (Pe ∼ 0), only the two last are useful.
Therefore, one can expect these analyzes to be sensitive at the 1-eV level or
below, which would improve the current direct upper limit [34] of 3 eV [35,36]
on the νe mass. These new constraints would be of great interest as recent
strongly convincing experimental results show that at least some neutrino fla-
vors would have a nonzero mass – see [37] for a recent synthesis on this topic.
However, such supernova-based measurement would be direct and absolute,
with a sensitivity almost independent of the source distance – see both Fig-
ures 8 and 10 –, provided that both the neutrino and the GW signals are
detected.
4.2 Probing the supernova collapse
4.2.1 Collapse dynamics
It may well be possible that, at the time of the next Galactic supernova, the
neutrino masses are supposed to be better estimated: either a non-zero value
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is measured experimentally or, more likely, a more stringent upper limit is
set, e.g. around 0.3 eV – a target value for a future experiment measuring
the end-point of the tritium β-decay spectrum [38] which is also close to the
indirect limit provided recently by the WMAP collaboration [39]: 0.23 eV
at 95% confidence limit. In that case, the small limit on the neutrino mass
produces a negligible uncertainty on the relative timing between the GW and
neutrino bursts.
For instance, let us consider a scenario in which Ne = 10 νe are detected from
a supernova exploding at a distance D = 10 kpc, while the GW counterpart,
dominated by a millisecond peak, is seen with a SNR ρ = 5 by a well-matched
(Gaussian) template. Then, using Eq. (5) and (6), one gets numerically:
∆tstatνe ,GW ≈ 0.8 ms
(
D
10 kpc
)
(11)
a value comparable with the corresponding systematics – see Eq. (9) and
Figure 9, drawn assuming this scenario.
Therefore, assuming known the neutrino mass, the delay between GW and
neutrino due to the supernova physics could be measured with a 20% accuracy,
providing unique information on the propagation time for the shock wave to
reach the neutrinosphere. It could be compared with numerical simulation
results to estimate either the propagation speed of the bounce or the neutrino
mean free path, related to the core density, hence providing a valuable input
to the state equation of nuclear matter.
This measurement would not be too much degraded if only an upper bound
on the neutrino mass is known. Indeed, with mν ≤ 0.3 eV, Eq. (10) becomes
∆tmassiveνe ,GW ≤ 0.5ms
(
D
10 kpc
) (
10MeV
Eν
)2
(12)
This measurement bias is smaller than the statistical timing error computed
above.
4.2.2 Supernova collapse to a black hole
Another interesting possibility would be an inner core collapse followed by a
phase of matter accretion from the outer mantle [40]. In this case, the core
mass grows and finally collapses into a black hole in a timescale of about 0.5 s.
The signature of this black hole formation would be a fast – ∼ 0.5 ms – cutoff
in the neutrino signal, allowing a precise timing of the event.
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The excited black hole is expected to return to equilibrium by emitting GW
through its normal modes of oscillation [41]. These signals are damped os-
cillations which could be efficiently tracked with matched filtering [42,43,44].
In addition, the precise timing location provided by the neutrino signal would
limit the length of the data to be analyzed, thus allowing to use low thresholds
with high confidence levels, and efficiencies similar to those quoted in Section
3.2 should be reachable as the corresponding SNR are high enough to expect
detections in the Local Group [45,46]. Detecting the abrupt neutrino disap-
pearance followed by the characteristic high-frequency ring-down GW signal
would be a clear and direct proof of a black hole formation.
5 Conclusion
In the next few years, a network of giant interferometric detectors will try to
detect GW signals for the first time. Various sources are theoretically expected,
among which the Type II supernovae. Detecting at least one GW emission
associated to such explosion would bring unique information, extending well
beyond the proof of the GW existence. Indeed, it would allow to measure or
set bounds on neutrino masses, to improve the knowledge on the supernova
physics by precise timing of the collapse events, or even to provide the clear
signature of a black hole formation.
The most difficult aspect of such analyzes is clearly the GW itself: other emis-
sions (neutrino and optical) will be easier and less ambiguous to detect. As a
very small fraction of the core mass is converted into GW, the signal amplitude
is low and only close events should be visible in interferometers. Consequently,
these events are rare and at most a few of them are expected to occur dur-
ing the lifetime of GW detectors. Therefore, finding methods as efficient as
possible to detect the GW waveform is in our view a major goal of the data
analysis preparation.
This article compares three possible strategies (the coincidence method, the
coherent approach and the ’OR’ network strategy), thanks to numerical sim-
ulations of network filtering. The network modeling aims at being realistic,
although some hypotheses have been made to simplify the computation. The
main results are twofold: on the one-hand, a direct coincidence detection in-
volving only interferometers does not appear very likely, even in a network of
six instruments. But, on the other hand, taking advantage of the other emis-
sions associated with the supernova explosion strongly increases the network
performances, making likely the confirmation of the core collapse in the GW
sector, hence potentially providing an unambiguous discovery of GW. Efficien-
cies above 70-80% are possible in most of the configurations and in favourable
situations they may even reach almost 100%.
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The work presented here aims at providing some directions which should be
explored by further detailed studies. In particular, defining and testing in
real conditions the data analysis procedures which have been sketched in this
article will be a major collaborative challenge to the current GW detector
community in the future.
A Appendix: interferometer network simulation
This appendix summarizes the basic definitions and the main assumptions
used in the core of the article about GW detection. In particular, the hypoth-
esis corresponding to the network data analysis model are given.
A.1 Filtering methods
The main difficulty of the GW data analysis is to be able to detect GW signals
occurring at random time in a noisy background. Therefore on-line filters will
be used to select – at a manageable rate, at most few events per hour and
per filtering method – segments of data potentially including a real waveform.
This reduced set of data will then be re-analyzed off-line in more details, in
order to tag it as GW event or noise fluctuation.
Whatever the analysis considered, its first step is always to see whether or
not a particular quantity, called signal-to-noise ratio (SNR in short) exceeds a
threshold, previously tuned to a given selection rate. This SNR is generically
defined by the following equation:
SNR(t) =
Filter output at time t
RMS of the filter outputwith noise only
(A.1)
Among all filters, the best one is the Wiener (or matched) filter: it gives
the highest SNR for a given signal [47] and has in addition the lowest false
dismissal rate for a given threshold [48]. However, using it requires an accurate
knowledge of the searched signal: as soon as the real signal and the template
– i.e. the specific filter waveform with which the detector output is correlated
– do not match exactly, the SNR decreases dramatically.
Due to this lack of robustness, handling an efficient matched filtering is usually
computationally expensive. Indeed, even if the signal shape is well-known, the
true waveforms still depends on a vector of parameters (e.g. the mass, the
angular momentum or the source location in the sky) specific to the source
– and thus unknown. So, the whole set of values physically allowed for these
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quantities (called the parameter space) must be accurately covered not to
loose the real signal. A given template corresponding to a particular vector of
the parameter space is efficient in only a small area and so many different ones
must be used in parallel. A good tiling of the parameter space must have no
hole and a reduced number of filters to limit its CPU cost. Computing such
sets of templates is a difficult problem which has already been studied in the
literature; for a presentation of the framework used in these studies, one can
see Ref. [49].
As an example, the coherent analysis presented in this article can be seen as
a matched filter search with three parameters: the signal half-width ω and
the two coordinates locating the GW source on the celestial sphere. This
method is also used to search signals emitted during the in-spiral phase of
coalescing compact binaries (neutron stars or black holes), see e.g. [50]. On
the other hand, burst waveforms are most of the time poorly known. Therefore,
alternative methods have been designed – see e.g. [29,33,51,52,53,54,55] –, all
aiming at being robust and efficient over the widest possible class of signals.
A.2 GW signal
After interaction of a GW with an interferometric detector, the signal h(t) is
a linear combination of its two polarizations h+(t) and h×(t).
h(t) = F+(t) h+(t) + F×(t) h×(t) (A.2)
The beam pattern functions F+ and F× describe the spatial detector response,
which depends on the relative position of the source in the sky with respect
to the instrument [27]. They are both below 1 in absolute value, which shows
that the GW signal is reduced in general by this non-uniform sensitivity. In
addition, the limited knowledge in the waveform (especially for what concern
GW bursts) creates additional losses in SNR during the detection process.
Nevertheless, one needs to quantify the GW strength in a way independent
from the interferometer location, or from the data analysis algorithm used to
search it. So, one introduces the optimal SNR ρmax [9] defined as the mean
output of the Wiener filtering (optimal among all data analysis methods as
the filter is matched to the searched signal) in the presence of signal, and for
a source optimally orientated.
As GW bursts are poorly-modeled, a choice of the waveform must be done in
order to make the simulations concrete. Like in previous articles dealing with
the same topic [9,10], one assumes here that the signal is a Gaussian peak
of half-width ω. In addition to this parameter, it is completely defined by its
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maximal amplitude hpeak scaled at a given reference distance, D = 1 Mpc for
instance. Thus, one has:
h(t) =
(
1Mpc
D
)
hpeak exp
(
− t
2
2ω2
)
(A.3)
hpeak and the optimal SNR ρmax are connected by Eq. (3) for the white noise
case.
A multiplicative reduction factor 0 < κeff . 1 can be added to reduce the
amplitude of h(t); this takes into account the fact that this particular choice
of the burst waveform is only partially reproducing the real GW signal.
To search the GW signal, the matched filtering procedure is used as Ref.
[51,56] show that a precise coverage of a large range for the parameter ω
can be achieved with a very small number of templates. Given the network
configuration, the performances of a particular filter applied to some GW
signal are nicely summarized on a single plot, the efficiency curve, which shows
the detection efficiency as a function of the normalized false alarm rate τnorm.
The unit of the normalized false alarm rate is ’per bin’; for instance, assuming
like in this article a sampling frequency fsamp = 20 kHz, τnorm = 1.39 × 10−8
corresponds to 1 false alarm/hour in average.
A.3 Interferometer network
The non-uniformity of the beam pattern functions also implies that a given
GW signal will be seen differently in amplitude and shape in distant detectors.
This direct consequence of the non-optimal interferometer pattern is the main
limitation of all network data analysis methods.
Such algorithms belong to two generic categories: coincidence or coherent fil-
tering. While the former looks for compatibility in sets of data separately
triggered by the different components of the interferometer network, the lat-
ter uses a prior hypothesis on the source location in the sky to combine all
the data flows in a single one, simultaneously analyzed. Coincidences pay the
price of the binary treatment of events (a GW is either present or absent), and
are thus less efficient than coherent analyzes, which also benefit from signal
contributions below the single detector threshold level [10].
In addition, a less sensitive interferometer will loose a larger fraction of GW
signals, even in case of optimal orientation: it will only weakly contribute to
the network potential. Therefore, this makes the relative weights of detectors
crucial for the network design. Here, we keep the hypothesis of Ref. [9,10]
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and assume that all instruments are identical. This choice has two main moti-
vations: first, the future experimental sensitivities of real interferometers are
still unknown, which makes difficult to define a realistic and precise hierarchy
between them. Moreover, this uniformity of interferometers can be seen as a
mid-term goal of the worldwide GW community, as an efficient network should
only include detectors with near sensitivities.
A.4 Simulation main characteristics
So, networks are compared through the geographical complementarity of their
components. All detectors are assumed to be located where the first generation
of interferometers are currently being operated or planned. The response of
any instrument to a given GW signal depends on four angles: its latitude l,
its longitude L – positive westward by convention –, its arm separation χ
and finally its local orientation γ, e.g. with respect to the local North-South
direction. The ACIGA orientation, not yet decided, has been optimized in
order to maximize the performances of the full network of six interferometers
[9,57]. All detector data used as simulation inputs are summarized in Table 9.
Like in Ref. [10], two networks are extensively used as examples of interferom-
eter configurations: the three-detector network Virgo plus the two 4-km LIGO
instruments and the full network of the six interferometers (ACIGA, GEO600,
the two 4-km LIGO instruments, TAMA300 and Virgo).
All averaged GW detection efficiencies are computed in simulation, assuming
a uniform distribution of sources over the sky. Indeed, each source is defined
by three variables: its two celestial sphere coordinates – the right ascension α
and the declination sin δ – and the polarization angle ψ, drawn from uniform
distributions in [−π; π], [−1; 1] and [−π; π] respectively.
The simulation of the network data analysis methods – coincidence and co-
herent filtering – is identical to the procedures described in Ref. [9,10] – to
which the reader is referred for further details.
Some additional information is summarized below:
• Interferometer noises are assumed to be Gaussian, white and uncorrelated
with the same RMS. This is of course an imperfect model of real data but
whitening procedures [58,59], removal line algorithms [60] and veto algo-
rithms [61] aiming at removing non-stationary datasets should make the
interferometer outputs close to this ideal case. In addition, the power spec-
trum density of interferometer noises is quite flat in the expected supernova
GW frequency range centered in the kHz range.
• Noise and signal are sampled at fsamp = 20 kHz and the signal arrival
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time is chosen at random in the analysis window – i.e. it does not match
any sampling time. Delays due to the finite GW speed are also taken into
account when a GW signal is generated in a network of detectors.
• A data set in interferometer I0 is said to have triggered if at least one of
the filter output bins exceeds a threshold η, corresponding to a chosen false
alarm rate τ . As consecutive filter outputs are strongly correlated, only the
maximum bin above the threshold is taken into account. Its value ρ0 and
its occurrence time t0 define an event. In addition, the ρ0 value allows one
to estimate the error ∆t0RMS on the GW timing, due to noise fluctuations
[9,10]: the higher ρ0, the better the GW localization.
• All coincidence procedures test the compatibility between pairs of events,
located in interferometers I i and Ij. One introduces the delay between the
events ∆tij = tj − ti and its error ∆tijRMS, computed by summing in quadra-
ture ∆tiRMS and ∆t
j
RMS. For loose coincidences – when the source location
is unknown –, one requires
∣∣∣∆tij ∣∣∣ ≤ 1 × ∆tijmax + ∆tijRMS (A.4)
to have compatible events, ∆tijmax being the maximum delay between the two
detectors, reached when the GW arrives along the direction
−−→
I iIj . On the
other hand, with an estimation of the source location – enabling tight coin-
cidences to be required –, the delay between events ∆tijest can be estimated
a priori. Therefore, the compatibility condition becomes:
∣∣∣∆tij − ∆tijest ∣∣∣ ≤ 3 × ∆tijRMS (A.5)
In the two previous equations, the coefficients 1 and 3 in front of the delay
error ∆tijRMS have been tuned in simulation to reach the best compromise
between low false alarm rates and high detection efficiencies.
• For coherent analysis, the source location is assumed to be known which
allows one to synchronize in time the interferometer data segments.
• Finally, for the ’OR’ strategy the detection condition is the weakest possible:
one requires only one detection among all the network components.
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Galaxy Type Ia Ib/c II
E-S0 (Elliptic-Lenticular) 0.18 ± 0.06 < 0.01 < 0.02
S0a-Sb (Spiral) 0.18 ± 0.07 0.11 ± 0.06 0.42 ± 0.19
Sbc-Sd (Barred Spiral) 0.21 ± 0.08 0.14 ± 0.07 0.86 ± 0.35
Others (Irregular, Dwarfs) 0.40 ± 0.16 0.22 ± 0.16 0.65 ± 0.39
All 0.20 ± 0.06 0.08 ± 0.04 0.40 ± 0.19
Table 1: Supernova rates (SNu) for different supernova and galactic types [12].
Detector SuperKamiokande SNO LVD
νe 91 132 3
ν¯e 4300 442 135
νµ, ντ (40) 207 (7)
νe flash 12 9 0.4
All 4430 781 146
Table 2: Neutrino event rate for a supernova at 10 kpc. The numbers in
parentheses correspond to interacting neutrinos, but without flavor identification.
Filter Wiener filter Mean filter ALF
K 14.5% 24.6% 25.3%
α 1 0.68 0.71
Table 3: GW filter timing parameters.
26
Configuration LIGO Virgo-LIGO Virgo-LIGO Full network Full network
network 2/3 3/3 2/6 3/6
Loose performances 28% 36% 15% 73% 56%
Tight performances 31% 40% 17% 81% 64%
False alarm probability τ = 10−6
Configuration LIGO Virgo-LIGO Virgo-LIGO Full network Full network
network 2/3 3/3 2/6 3/6
Loose performances 50% 65% 34% 96% 85%
Tight performances 52% 67% 35% 97% 88%
False alarm probability τ = 10−2
Table 4: Loose and tight coincidence confirmation performances for two false
alarm probabilities.
Network Optimal SNR ρmax Detection efficiency
5 8%
Virgo-LIGO 7.5 41%
10 65%
5 33%
Six-interferometer network 7.5 90%
10 98.5%
False alarm probability τ = 10−6
Network Optimal SNR ρmax Detection efficiency
5 56%
Virgo-LIGO 7.5 80%
10 90%
5 93%
Six-interferometer network 7.5 99%
10 100%
False alarm probability τ = 10−2
Table 5: Coherent analysis confirmation efficiencies.
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Network Optimal SNR ρmax Detection efficiency
5 2%
Virgo-LIGO 7.5 21%
10 47%
5 3%
Six-interferometer network 7.5 39%
10 82%
False alarm probability τ = 10−6
Network Optimal SNR ρmax Detection efficiency
5 39%
Virgo-LIGO 7.5 70%
10 84%
5 63%
Six-interferometer network 7.5 96%
10 99%
False alarm probability τ = 10−2
Table 6: ’OR’ strategy confirmation efficiencies.
Transient location Virgo LIGO Hanford LIGO Livingston
τnorm = 1/week 14.5% 7.0% 8.3%
τnorm = 1/day 17.9% 9.8% 11.0%
τnorm = 1/hour 22.7% 15.2% 16.1%
Table 7: Transient fake detections for the coherent analysis in the Virgo-LIGO
network.
Transient Virgo LIGO LIGO GEO600 TAMA300 ACIGA
location Hanford Livingston
τnorm = 1/week 6.5% 2.7% 3.6% 6.6% 7.8% 6.8%
τnorm = 1/day 8.4% 3.8% 4.8% 8.2% 8.6% 9.1%
τnorm = 1/hour 10.7% 5.7% 7.6% 10.7% 11.5% 12.2%
Table 8: Transient fake detections for the coherent analysis in the
six-interferometer network.
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Detector Latitude l Longitude L Arms ’separation’ χ Local orientation γ
ACIGA -31.4 -115.7 90.0 0.0 (optimized)
GEO600 52.3 -9.8 94.3 158.8
LIGO Hanford 46.5 119.4 90.0 261.8
LIGO Livingston 30.6 90.8 90.0 333.0
TAMA300 35.7 -139.5 90.0 315.0
VIRGO 43.6 -10.5 90.0 206.5
Table 9: First generation interferometer characteristics; all angles are given in
degrees.
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Figure 1: Number of supernova per year as function of the survey distance
in Mpc, estimated from the Tully catalog [13]. The assumed Hubble constant
value is H0 = 75 km/sec/Mpc.
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Figure 2: Comparison of the maximal amplitudes predicted for supernova
events versus the source distance; the GW scale like 1 / distance. Six curves
correspond to simulation results and are labeled by the initials of their au-
thors: B & M [1], Z & M [2], D & F & M [3], M [22], B & P [23] and Y
& S [24]. The two remaining ones are limits provided by analysis of measured
pulsar velocities: PV (a) [25] and PV (b) [26].
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Figure 3: Evolution of the optimal SNR ρmax versus the source distance D for
the different simulation results. The plots are based on the model developed
in Section 2.3.2 and the values of the parameters correspond to those given
in Eq. (4). For two numerical studies – Z & M and D & F & M –, the
curves corresponding to the extreme simulated EGW are drawn while only
one representative value of the emitted GW energy is presented for the other
simulations – B & P, M, Y & S and B & M.
32
Loose coincidences comparison
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Figure 4: Comparison of efficiency curves (ρmax = 10) corresponding to various
coincidence strategies: single detector case, LIGO coincidences, twofold and
threefold detections in the Virgo-LIGO network and in the full network of six
interferometers.
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Tight coincidences comparison
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Figure 5: Comparison of efficiency curves (ρmax = 10) corresponding to various
tight coincidence strategies: LIGO coincidences, twofold and threefold detec-
tions in the Virgo-LIGO network and in the full network of six interferometers.
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Figure 6: Coherent analysis performances for the Virgo-LIGO network and
the full set of six interferometers for a GW signal with ρmax = 10. Note the
zero-suppressed vertical scale of the plot.
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Figure 7: ’OR’ strategy efficiency curves for the Virgo-LIGO network and for
the full set of interferometers. In each plot, three values of the optimal SNR
ρmax are considered: 5, 7.5 and 10.
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Figure 8: Comparison of the sensitivities on the neutrino mass squared for
the four methods described in the core of the article. Sensitivities are plotted
versus the supernova distance (in kpc). In addition, a fifth curve (dashed line)
shows the sensitivity that the SNO neutrino detector could achieve by itself.
37
00.2
0.4
0.6
0.8
1
0 5 10 15 20
ν timing statistical error
ν/GW timing systematic error
Wiener filter
Me
an F
ilter
ALF
Distance (kpc)
Er
ro
r (
ms
)
Figure 9: Evolution of the different error contributions to the measurement of
the delay GW-ν versus the supernova distance (in kpc). The statistical errors
are computed using Eq. (5) and (6), assuming that Ne = 10 (Ne ∝ D−2)
neutrinos of a supernova exploding at D = 10 kpc are detected and that its
GW countepart is a millisecond burst of SNR ρ = 5 (ρ ∝ D−1).
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Figure 10: Combined sensitivity on the neutrino mass squared versus the su-
pernova distance (in kpc). If νe survive – Pe = 0.5 – the four methods can be
combined, whereas only methods (3) and (4) can be used if the νe vanish –
Pe ∼ 0.
39
