A distribution which arises in problems of estimation of monotone functions is that of the location of the maximum of two-sided Brownian motion minus a parabola. Using results of Groeneboom (1985) , (1989), we present algorithms and programs for computation of this distribution and its quantiles. We also present some comparisons with earlier computations
Introduction
Our goal here is to compute, table, and plot the density, distribution function, moments, and quantiles of the location Z of the maximum of two-sided Brownian motion B minus the parabola t 2 . We also provide several examples of the application of this distribution to the construction of approximate confidence intervals in problems including interval censoring, monotone density estimation, and mode estimation.
To be explicit, let B(t), −∞ < t < ∞, be two-sided standard Brownian motion with B(0) = 0. Then Z ≡ argmax t (B(t) − t 2 ) .
It follows from Lemma 2.6 of Kim and Pollard (1990) that Z is uniquely defined with probability 1. The distribution of Z apparently first arose in work of Chernoff (1964) on the estimation of the mode of a distribution function, and hence we refer to the distribution of Z as Chernoff's distribution. Prakasa Rao (1969) showed that the distribution of the slope at zero of the greatest convex minorant of B(t) + t 2 is exactly 2Z. This follows from the "switching relation"; see Groeneboom (1985) , (2.2), page 541 for the finite sample version of this relation. Groeneboom (1985) , (1989) completely described the distribution of Z and characterized the process
V (a) ≡ sup{t ∈ IR : B(t) − (t − a)
2 is maximal} .
In particular, Z has a density f Z with respect to Lebesgue measure on IR which is symmetric about zero, and which satisfies f Z (z) ∼ Groeneboom and Sommeyer (1984) numerically computed the absolute moments E(|Z| k ), k = 1, . . ., 4. The first of these was reported by Devroye and Gyorfi (1985) , page 214; and all four of them were reported by Keiding, Begtrup, Scheike, and Hasibeder (1996) . Note that by symmetry of f Z it follows that E(Z k ) = 0 for k odd.
Applications and Examples.
Here we present several examples showing how the distribution of Z enters in the construction of confidence intervals in several different statistical problems.
Example 1.
(Interval censoring, case 1). Suppose that X is a "survival time" with distribution function F on [0, ∞) and Y is an observation time which is independent of X and has distribution function G on [0, ∞). However we can observe only (Y, 1 [X≤Y ] ) = (Y, ∆), and want to estimate F , the distribution function of X based on i.i.d. replications (Y 1 , ∆ 1 ), . . . , (Y n , ∆ n ) of (Y, ∆). In this case the NPMLE F n of F is known from Ayer, Brunk, Ewing, Reid, and Silverman (1955) .
It was proved in Groeneboom and Wellner (1992) that if F has density f and G has density g at
Thus from Table 2 in section 2 below, it follows that an asymptotic 95% confidence interval for F (t 0 ) is given by
where f (t 0 ) and g(t 0 ) are any consistent estimators of f (t 0 ) and g(t 0 ) respectively; e.g. based on kernel smoothing of F n and G n (t) ≡ n
. In the particular application discussed by Keiding et al. (1996) , X i represents "age of immunization" of individual i against rubella, Y i represents "current age" of person i. 
If we take r n = An 4/5 , then as shown by Venter (1967) , his estimator θ n of the mode θ satisfies
Thus, ifγ 0 andγ are consistent estimators of γ 0 and γ respectively, then
yields an approximate 95% confidence interval for the mode θ. Narayanan and Sager (1989) give several nice examples of mode estimation via both Chernoff's estimators and Venter's estimators and their (simulated) quantiles of the distribution of Z to form confidence intervals; see especially pages 46 -50. Wellner and Zhang (1998) show that a pseudo-likelihood estimator Λ n of the mean function Λ of a counting process with "panel count" data satisfies
Thus ifσ 2 (t), Λ , and G (t) are consistent estimators of σ 2 (t), Λ (t), and G (t) respectively, then
yields an approximate 95% confidence interval for Λ(t).
For a rather different approach to examples of the type presented here, see Politis and Romano (1994) , especially their example 2.1.1, pages 2035-2036. 3. Computation of the density f Z and distribution function F Z .
The density f Z can in principle be found by solving the following partial differential equation (heat equation), given in Chernoff (1964) :
for x ≤ t 2 , under the boundary conditions:
In terms of the (smooth) solution u(t, x), the density f Z is given by
where (as in Groeneboom (1985) , the function u 2 is defined by
In fact, the original computations of the density were based on a numerical solution of this differential equation (this information is based on personal communications from professors Herman Chernoff and Willem van Zwet). The trouble with this approach is the behavior of the function u 2 for negative values of t. In fact, since, by (4.25) in Groeneboom (1985) ,
where c ≈ 2.9458 . . . and c 1 ≈ 2.2638 . . ., the function u 2 tends to zero extremely rapidly, as t decreases away from zero. Some experiments with the numerical approach by the first author, in cooperation with B. Sommeyer, back in 1984, showed that this simple analytic fact invalidates any direct numerical approach, based on the partial differential equation: an error analysis showed that even with very fine grids the numerical solution was highly unstable. For this reason a more thorough analytic analysis of the problem was made, and the results of this analysis are given in Groeneboom (1985) and Groeneboom (1989) The following development is from Groeneboom (1985) , section 4, pages 548 -553. Define a function p : [0, ∞) → R as follows:
Here theã k 's are the zeros of the Airy function Ai, and a k , b k are defined recursively as follows: set c 0 = 1 and
The recursive relations for the coefficients a k and b k follow from the integral equation (4.14) in Groeneboom (1985) . The integral equation leads to an accurate and useful analytic representation of the density in a neighborhood of zero, whereas the expansion on the second line of (3.5) does similar job away from zero.
Then with a 0 = 1, b 1 = 2/3, and B(p, q) ≡ Γ(p)Γ(q)/Γ(p + q), the standard Beta function, set
The reason for treating the intervals [0, 1] separately is that the series using the zeros of the Airy function diverges at zero and gives a bad approximation in neighborhoods of zero. We then define g : R → R by ∞) , and
here Ai is the derivative of the Airy function Ai. The reason for using y 2 in the integrand of the first part of the definition of g instead of y as in Groeneboom (1985) , is purely numerical: the present change of variables avoids a factor of √ y in the denominator of the integrand. Finally, the density f Z is expressed in terms of g as
The distribution function F Z of Z is simply
Because of the symmetry of f Z about 0, it suffices to calculate Figures 1 and 2 show plots of the density function f Z and the distribution function F Z respectively; in these figures we used the first 18 terms of the series defining the function p, and the first 100 terms of the series defining g in the region (−∞, −1). All the figures and tables shown here were computed using Mathematica; see Wolfram (1996) . Dykstra and Carolan (1997) computed the density function f Z by numerical Fourier inversion of formula (3.8), page 91, Groeneboom (1989) . This section shows how f Z is computable without numerical Fourier inversion. Table 1 gives the distribution function F Z (z) and and Table 2 the density function f Z (z) for z = 0.0(.01)1.5. 4. Quantiles of F Z and some comparisons. Dykstra and Carolan (1997) suggested that f Z and F Z are closely approximated by the N (0, (.52) 2 ) density and distribution functions respectively. While this results in a simple approximation for the corresponding quantiles F −1 Z (p), the differences between the exact quantiles and the approximate quantiles, or exact distribution function and approximate distribution function based on the normal approximation can be substantial. Table 2 compares a few exact quantiles computed directly by inverting the distribution function computed in the preceding section, with exact, approximate, and Monte carlo quantiles as computed by Dykstra and Carolan (1997) , Narayanan and Sager (1989) , and Keiding et al. (1996) . The Dykstra and Carolan (1997) approach seems to fail in the tail, and we indeed believe that it is absolutely necessary to use different representations in a neighborhood of zero and in the tail (which is a common phenomenon in the numerical evaluation of special functions), whereas Dykstra and Carolan (1997) Table 3 gives further quantiles of the distribution F Z . 
Moments of Z.
As remarked in the introduction, the first four moments were computed by Groeneboom and Sommeijer (1984) . Table 3 shows the first 10 moments of Z. Groeneboom, 1985 Groeneboom, , 1989 
