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I Abstract Molecular clocks have profoundly influenced modern views on the timing of important events in evolutionary history. We review recent advances in estimating divergence times from molecular data, emphasizing the continuum between processes at the phylogenetic and population genetic scales. On the phylogenetic scale, we address the complexities of DNA sequence evolution as they relate to estimating divergences, focusing on models of nucleotide substitution and problems associated with among-site and among-lineage rate variation. On the population genetic scale, we review advances in the incorporation of ancestral population processes into the estimation of divergence times between recently separated species. Throughout the review we emphasize new statistical methods and the importance of model testing during the process of divergence time estimation.
INTRODUCTION
The molecular clock hypothesis, first advanced in the 1960s (Zuckerkandl & Pauling 1965) , remains one of the most influential concepts in modern evolutionary biology. This hypothesis proposes that genes and gene products evolve at rates that are roughly constant over time and across evolutionary lineages. The implications of this hypothesis are powerful; if genetic divergence accumulates in a relatively clocklike fashion, then time scales can be developed for important evolutionary events even in the absence of fossil evidence. This realization, along with dramatic technical advances in molecular and computational biology over the last two decades, has revolutionized the way researchers address temporal questions in evolutionary biology. Along with traditional (nonmolecular) methods, molecular genetic approaches are now a key part of the toolkit of researchers interested in reconstructing historical patterns of organismal diversification through space and time. Molecular clocks have profoundly influenced modern views on the timing of many important events in evolutionary history, including those related to human evolution and migration (Cann et al. 1987 , Underhill et al. 2000 , Ke et al. 2001 , Pleistocene speciation (Bermingham et al. 1992 , Klicka & Zink 1997 , and historical radiations of major groups of plants and animals (Doolittle et al. 1996; Hedges et al. 1996 Hedges et al. , 2001 Wang et al. 1999) . In turn, the ability to provide dates for diversification events permits estimates of absolute rates of adaptive radiation, ecological diversification, and a host of other exciting evolutionary topics (Givnish & Sytsma 1997 , Schluter 2000 .
Despite the impact of molecular clocks on evolutionary biology, there are a number of controversies surrounding their use (Swofford et al. 1996) . One of the most fundamental debates concerns the degree to which rates across lineages, genes, and genomic regions are heterogeneous; such heterogeneity will almost always confound attempts to accurately estimate evolutionary dates of divergence. Early on, several "universal" molecular clocks (clocks that could be applied across a broad spectrum of taxa) were proposed. These included universal clocks for such clades as bacteria ) and for silent sites across the genome as a whole . However, by far the most prominent of universal clocks has been the "mtDNA clock" (Brown et al. 1979 (Brown et al. , 1982 , which holds that animal mtDNA evolves at a rate of ∼2% sequence divergence per million years. Throughout the 1980s the validity of this clock was widely accepted. However, as comparative molecular data have accumulated over the last two decades it has become clear that there is much more variation in the rate of mtDNA evolution across taxonomic groups (Vawter & Brown 1986 ) than originally thought. Investigation of other parts of the genome (i.e., nuclear genes) has also revealed considerable variation among lineages in the rate of molecular evolution. As a result, the idea of universal molecular clocks that can be applied across a broad range of taxa has been replaced by the notion of taxonomically "local" clocks that are useful primarily within the bounds of particular genes and closely related taxa (Swofford et al. 1996 , Yoder & Yang 2000 . The rationale behind local molecular clocks is based 709 on the premise that differences in population size, metabolic rate, generation time, and DNA repair efficiency are among the most likely sources of among-lineage rate heterogeneity (Martin & Palumbi 1993 , Rand 1994 , and because these parameters are likely to be similar in closely related species, such clades should experience similar rates of molecular evolution. Indeed, it has been proposed that the gradual divergence of these factors may be responsible for the gradual divergence of evolutionary rates among evolutionary lineages (Thorne et al. 1998) . A related concept, which could be called a "genomically" local clock, is based on the idea that differences in number of meiotic replications and DNA repair efficiency in different regions of the genome can result in markedly different rates of molecular evolution for different chromosomes, gene families, or genomic subcompartments (Hurst & Ellegren 1998 , Ellegren 2000 .
The difference in rate of molecular evolution among lineages is only one of the potential problems faced by the evolutionary biologist interested in using molecular clocks to date divergence events. All molecular clocks must be calibrated using independent evidence, such as dates of speciation events inferred from the fossil record or dates estimated for particular biogeographic events. In each case, these dates are best estimates based on the available data and can be subject to different interpretations. Thus, the calibration point(s) used to establish a given molecular clock may be a source of considerable error (Swofford et al. 1996) . This problem is compounded by the fact that often only a single calibration point is used. In addition, the very nature of DNA substitution, which is most often viewed as a Poisson process, makes it difficult to estimate dates of divergence with the degree of precision required to adequately address many temporal questions. For example, Swofford et al. (1996) showed that even under idealized conditions, the 95% confidence limits for dates estimated via a molecular clock are quite large, and for natural populations we would expect them to be much larger. Thus, inherent in the exercise of estimating dates of divergence from molecular data are a variety of potential pitfalls. Still, with the advent of sophisticated methods for handling complex models of nucleotide substitution, among-lineage rate heterogeneity, and population genetic processes, molecular clocks are likely to continue to be important tools in evolutionary biology.
A number of recent developments make this review timely. First, new and more complex models of nucleotide substitution now dominate phylogenetic analyses, and likelihood and Bayesian methods have emerged as powerful tools that significantly broaden our ability to estimate divergence times from molecular data. Second, we hope to re-emphasize the tight link between systematics and population genetics, two fields that traditionally are treated as separate (Felsenstein 1988) . For example, although saturation is generally viewed as a phenomenon only affecting ancient divergences, the complex models of substitution now available show that it can compromise estimation even when genetic divergence between lineages is relatively small. Likewise, recent studies have shown that ancestral population processes, which are generally thought to affect estimates of divergence times only for very recently separated species, can impact estimates of divergence time
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even for species that diverged several million years ago, depending on the size and structure of the ancestral species. Thus, in many cases researchers will need to address both phylogenetic and population genetics issues when estimating dates of divergence. Our review is therefore structured such that it moves from the phylogenetic to the population genetic time scale. We first discuss the complexities of DNA sequence evolution as they relate to estimating ancient divergences and outline recent methods to test for a molecular clock. We then move on to divergence time estimation between recently separated species, emphasizing the incorporation of ancestral population processes, and conclude with a look at problems for the future. Throughout the review we emphasize new statistical methods and the importance of model testing during the process of divergence time estimation.
ANCIENT DIVERGENCES The Problem of Sequence Saturation
One of the major challenges to estimating rates of molecular evolution and dates of divergence is obtaining reliable estimates of the actual number of substitutions that have occurred in each gene lineage since they diverged from a common ancestor. Because the actual number of substitutions includes both the observed number plus those now masked because of saturation (multiple substitutions at single sites), this requires the use of an appropriate model of nucleotide evolution. If no such model is used, then the estimated rate of molecular evolution is based solely on the observed number of substitutions. That is, the rate of molecular evolution is equated with the observed proportional amount of sequence divergence (d) between two sequences divided by the amount of time (t) since they diverged. This is problematic because d/t decreases over time by virtue of saturation at the sequence level. Whereas t can increase linearly to infinity, the number of observed substitutions plateaus as more and more substitutions become superimposed over previous ones. The curvilinear relationship between d and t has long been recognized (Brown et al. 1979 (Brown et al. , 1982 . It has traditionally been viewed as a problem only when relatively ancient divergence events are the subject of investigation, but this is not necessarily the case. When variation in the rate of substitution among nucleotide sites is high, this can have a pronounced effect on estimates of substitution rates and dates of divergence, even when the divergences in question are relatively recent.
MODELS OF NUCLEOTIDE SUBSTITUTION
A wide variety of models have been developed to describe the process of DNA nucleotide substitution. These models differ in the number and types of parameters that are free to vary. Common model parameters include the number of substitution types or classes, the frequencies of the four nucleotide bases, and variation in the rate of substitution among nucleotide sites. The most general model of nucleotide substitution usually considered is known as the general time-reversible (GTR) model (Rodriguez et al. 1990) . Most other models of nucleotide substitutions are simply special cases of the GTR (Swofford et al. 1996 , Posada & Crandall 1998 . For each given data set there thus exists a series of nested models that one can choose from when estimating branch lengths of phylogenetic trees or values of sequence divergence between pairs of taxa. Some of these models are likely to fit a given DNA data set well, whereas others will fit the data set poorly. The likelihood ratio test (LRT) is a widely accepted method for testing the goodness of fit of competing nested models to empirical DNA data sets. The test statistic for the LRT is −2log , where
L 0 is the likelihood under the null hypothesis (the simpler of the two models being compared), and L 1 is the likelihood under the alternative model (which is the more complex, or parameter-rich model). When the models being compared are nested (which is the case if they are being evaluated in relation to the same phylogenetic tree), the test statistic will be asymptotically distributed as a χ 2 with the degrees of freedom equal to the difference in the number of free parameters between the two models. The computer program Modeltest (Posada & Crandall 1998) , which works in conjunction with the computer program PAUP * (Swofford 1998) , makes comparing the fit of competing models with LRTs relatively straightforward and easy. Although the use of LRTs is well represented in the phylogenetic literature (Posada & Crandall 2001) , various other approaches to model selection are also available. For example, both the Akaike information criterion (Akaike 1974) (AIC) and the Bayesian information criterion (Schwartz 1978 ) (BIC) can be used to evaluate competing models of molecular evolution (Morozov et al. 2000) . The AIC, which does not require that models be nested, penalizes an increase in the number of parameters if the addition of each new parameter does not increase the likelihood by at least one unit of log-likelihood. The BIC provides an approximate solution to the Bayes factor, and, like the AIC, can be used on either nested or nonnested models [For detailed comparisons of these three methods, see Morozov et al. (2000) and Posada & Crandall (2001) ]. The null distribution for the test statistic can also be generated via a parametric bootstrapping approach, such as Monte Carlo simulation (Goldman 1993 , Huelsenbeck & Rannala 1997 .
Although the methods outlined above are designed to provide an objective criterion for choosing among competing models, several concerns have been raised regarding model selection. For example, Posada & Crandall (2001) found that in some cases the model selection process could be influenced by both the order in which models are tested and the complexity of the initial model in the sequence of LRTs. A second concern is the adequacy of existing of molecular evolution. Because sequence evolution is so complex, even the most complex models may do a poor job of capturing this process (Sanderson & Kim 2000) . Just because a model provides a significantly better fit to the data than do other competing models, this does not mean that the model provides an accurate description of the substitution process underlying the studied sequences (it may simply be the best model of the relatively small subset of all possible models being evaluated).
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Furthermore, although models more complex than the GTR model are probably always in operation, in some cases we may not have enough sequence data to reject simpler models (Sanderson & Kim 2000) . However, Sullivan & Swofford (2001) argued that "perfect models are not necessarily a prerequisite for reliable statistical inference," and that though it is important to incorporate certain features of molecular evolution into models, these features need not be modeled perfectly in order for approaches such as maximum likelihood to be robust.
Although a large number of models of nucleotide evolution have been developed over the last several decades, traditionally these models have not included a parameter corresponding to variation in the rate of substitution among different nucleotide sites or "among-site rate variation." Recently, however, this parameter has become the subject of considerable interest in phylogenetic inference (Yang 1993 (Yang , 1994 Gaut & Lewis 1995; Sullivan et al. 1996) and in the estimation of branch lengths, evolutionary rates, and divergence times (Arbogast & Slowinski 1998 , Buckley et al. 2001 . One way that among-site rate variation has been incorporated into existing models of nucleotide substitution is through the use of a gamma distribution (Uzzell & Corbin 1971 , Yang 1994 . In this context, the gamma distribution has a shape parameter, α, that is inversely proportional to the amount of among-site rate heterogeneity present in the data (the equal-rates condition, i.e., no among-site rate variation, is a special case of this gamma distribution wherein α = infinity). Empirical estimates of α suggest that among-site rate variation can be substantial, i.e., α < 1 (Arbogast & Slowinski 1998 , Baldwin & Sanderson 1998 . In practical terms, a low value of α means that for a given set of sequence data, a relatively small proportion of the sites are experiencing the overwhelming majority of substitutions; see Swofford et al. (1996) for a graphical depiction of different values of α.
AMONG-SITE RATE VARIATION AND ESTIMATES OF DIVERGENCE TIMES
What are the implications of high-levels of among-site rate variation in DNA sequences with regard to estimating substitution rates and dating evolutionary events? Recent studies have shown that failure to address among-site rate variation may lead to substantial underestimates of branch lengths and the rate of substitution , Arbogast & Slowinski 1998 , Slowinski & Arbogast 1999 , Buckley et al. 2001 ). This underestimation is due to the fact that when most nucleotide substitutions are occurring at relatively few nucleotide sites, rather than being more evenly distributed across all sites, the number of unobserved (superimposed) substitutions will be underestimated. As a result, the true number of substitutions that have occurred since the divergence of two lineages will be underestimated. What is not widely appreciated is that this phenomenom can lead to large underestimates of branch lengths even when the observed amount of divergence between two sequences is small. For example, if two sequences differ at 10% of the nucleotide sites being compared, and if all sites have an equal probability of undergoing a subsequent substitution (i.e., if α really equals infinity), then the probability of the next substitution masking a previous substitution is relatively small (∼0.1). If, 
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however, substitution rates are highly skewed (i.e., if α is small) such that only 10% of the nucleotide sites are responsible for most of the substitutions, then the probability of the next substitution being superimposed over a previous substitution is close to 1! Thus, while it is true that saturation will become increasingly more common as time of divergence increases, this does not mean that saturation cannot be substantial even when time of divergence is small. As such, researchers should be especially concerned about among-site rate variation when attempting to estimate evolutionary dates, regardless of the time frame under consideration.
To illustrate the influence that among-site rate variation can have on estimates of rates of substitution and dates of divergence, it is useful to revisit the mtDNA clock. Originally based on the divergence of chimpanzees and humans, dated at ∼5 million years (My) before present (B.P.), this clock proposes that mtDNA diverges at a constant rate of ∼2% per My (equivalent to a substitution rate of 0.01 nucleotide substitutions per site per lineage per My) (Brown et al. 1979 (Brown et al. , 1982 . However, the relatively simple models (i.e., Jukes & Cantor 1969) used to estimate sequence divergence between chimpanzees and humans in the derivation of the 2% per My mtDNA clock do not address the high levels of among-site rate variation typically found in mtDNA sequences. What affect does this have on estimating the rate of mtDNA evolution and for estimating dates of divergence? Arbogast & Slowinski (1998) investigated this question by using maximum likelihood to infer a phylogeny of the great apes based on complete mtDNA cytochrome b sequences and then used LRTs to evaluate which of six increasingly complex models of molecular evolution provided the best fit to the sequence data. The LRTs revealed two important trends: a) Incorporating unequal base frequencies and increasing the number of categories into which substitution rates are partitioned significantly improved the fit of the models to the data, but only to a point; andb) when a gamma distribution was added to a model to address among-site rate heterogeneity, the fit of the model was improved in every case. Overall, the gamma-HKY85 model (Hasegawa et al. 1985) provided the best fit to the cytochrome b data with the fewest parameters. For each gamma model, the estimated value of α was quite low, indicating a high level of among-site rate heterogeneity in the sequences. The poorer fits of the nongamma models suggest that such heterogeneity cannot be addressed simply by increasing the number of rate categories into which the data are partitioned. Based on the best-fit gamma-HKY85 model and the same calibration point used in the 2% per My mtDNA clock (5 My B.P.), the estimated rate of substitution for the cytochrome b gene was 0.0259 nucleotide substitutions per site per lineage per My (Figure 1 , color insert). This estimate is ∼2.6 times greater than the substitution rate proposed by the 2% per My mtDNA clock. A reanalysis of the rate of mtDNA substitution in birds produced a similar estimate (Arbogast & Slowinski 1998) .
Because it underestimates the actual rate of substitution, use of the 2% per My mtDNA clock will, even in the ideal case where there is no variation in the rate of molecular evolution among lineages, produce reasonable estimates for dates of divergence only around the calibration point ( Figure 1 ). As actual dates of 714 ARBOGAST ET AL.
divergence become more and more recent, use of this clock will produce increasingly large overestimates of actual dates; similarly, as actual dates of divergence become more and more ancient, use of this clock will lead to increasingly large underestimates of the actual dates. This bias toward the calibration point is illustrated in Figure 1 . In all cases, the rate at which the observable number of substitutions accumulates will decrease over time owing to saturation (red curves). In the original calibration of the 2% per My mtDNA clock, saturation was considered to have little impact prior to the calibration point of 5 My B.P. ( Figure 1A ). In contrast, the gamma-HKY85 model ( Figure 1B ; green line) suggests that the true rate of substitution in the mtDNA sequences is much higher but also that saturation begins much sooner. Superimposing the line representing the 2% per My clock ( Figure 1A ; blue line) over the curve representing the manner in which observed sequence divergence is predicted to accumulate under the gamma-HKY85 model ( Figure 1B ; red line) reveals that use of undercorrected distances (or branch lengths) will lead to estimated dates of divergence that are biased toward the calibration point ( Figure 1C ). This type of phenomenon is expected to occur anytime that measures of genetic divergence are undercorrected for saturation.
The above example illustrates a major pitfall that can arise when estimating rates of molecular evolution and dates of divergence. Because traditional models of molecular evolution fail to capture the highly skewed manner in which substitution rates are often distributed among different nucleotide sites, even within particular rate classes, they may often provide poor fits to DNA sequence data. As a result, the effects of saturation will be underestimated, and use of such models is likely to lead to poor estimates of substitution parameters, evolutionary rates, and evolutionary dates. By extension, the use of inadequate models also can lead to spurious correlations between the rate of molecular evolution and life history parameters (Slowinski & Arbogast 1999) . Addressing these problems requires that all of the genetic divergences or branch lengths involved in a given analysis (i.e., those upon which the rate of substitution, or "clock," is based and those for which dates are being estimated) be adequately corrected for the effects of saturation. Only then can one hope to remove the potentially confounding effects of saturation on estimates of rates of substitution and dates of divergence.
TESTING FOR A MOLECULAR CLOCK
Like saturation, among-lineage rate heterogeneity will tend to be more problematic when dealing with ancient as opposed to recent divergences. However, regardless of the age of the divergence, there is no a priori way to know whether all of the lineages under consideration have similar rates of molecular evolution. Therefore, some methodology is required to test whether or not this is the case. The maximum likelihood framework and LRT method described above is one approach that can be used to evaluate whether the sequences of the taxa under consideration are evolving according to a molecular clock (i.e., to test if there are significant rate differences among the lineages). This consists of conducting an LRT (under the 
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model determined to provide the best-fit to the data) with and without a molecular clock enforced (Huelsenbeck & Rannala 1997) . The degrees of freedom for the LRT of the molecular clock are equal to the number of taxa minus two. If there is no significant difference between the model with and without the molecular clock enforced, then a molecular clock cannot be rejected. As a result, it would be reasonable to conclude that rates of molecular evolution among the taxa in question do not differ significantly from one another. In some cases, it may also be useful to conduct relative rate tests ( Figure 2a ) to test for rate differences among lineages (see Li 1997) . However, these tests are typically conducted in a pairwise fashion, and as such they would seem less desirable than the tree-based approach made possible by the use of LRTs. In the following section we discuss methods of estimating divergence times when a molecular clock is rejected (i.e., when the lineages of interest exhibit disparate rates of molecular evolution).
Estimating Divergence Times in the Presence of Among-Lineage Rate Heterogeneity
Attempts to estimate divergence times are obviously simpler when the taxa in question share a similar rate of molecular evolution. However, in the real world researchers may often be faced with rate variation among lineages. A number of promising methods have emerged in recent years to deal with this problem.
METHODS THAT REMOVE NONCLOCK-LIKE SUBSETS OF THE DATA
Several recent methods for estimating divergence times do so only after the nonclock-like subsets of the data are removed. These include the linearized tree method (Takezaki et al. 1995) and the quartet method (Cooper & Penny 1997) . The linearized tree method, or "two cluster" method, first tests for deviations from a molecular clock of various lineages in a phylogenetic tree. It does so by calculating a statistic δ, which is the difference in average branch length of all lineages on one of two sides of a node in a tree as compared to all lineages on the other side of that node. The variance on δ is used to estimate its statistical significance via a Z-score. This method has been used in a variety of contexts, including avian biogeography (Voelker 1999) , molecular evolution (Edwards et al. 1997) , and mammalian (Takezaki et al. 1995 , Hedges et al. 1996 and metazoan (Wang et al. 1999 ) diversification to determine which lineages deviate from a molecular clock. Takezaki et al. (1995) then propose to eliminate those lineages that are evolving at rates significantly higher or lower than the average rate across the tree to thereby produce a "linearized" tree that only includes taxa with approximately equal rates of molecular evolution. Dates of divergence of these taxa can then be estimated using ultrametric methods of tree-building, such as UPGMA (Takezaki et al. 1995) . Another method that involves elimination of lineages not conforming to a local clock of the taxa in question is the quartet method introduced by Cooper & Penny (1997) . This method first identifies pairs of taxa that have good fossil data with which to calibrate absolute rates of molecular evolution between the pair. These AR AR173-ES33-24.tex AR173-ES33-24. 
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pairs can in turn be assembled into quartets consisting of two pairs of taxa, each of which has a known fossil date of divergence. So long as the pairs are independent and do not subsume any common branches in the tree, their phylogeny is essentially known. The average rate between these pairs is then used to estimate the date of the common ancestor of these two pairs. The variance of the estimate can be reduced by combining information from different quartets that derive from the same common ancestral node (Steel et al. 1996) . The method is conservative and has been used to argue that the divergence times of birds occurred earlier in the Cretaceous than fossil data would suggest (Cooper & Penny 1997) . The quartet method has been extended to include a LRT of rate equality, which is used again to identify lineages that do not conform to a molecular clock . These lineages are then removed prior to estimating divergence times of splits encompassed by the remaining taxa. This method was shown to be reasonably robust to the model of sequence evolution assumed as well as length of sequence employed. Bromham et al. (1998) used this likelihood quartet method and metazoan quartets with known fossil calibrations to argue that the divergence of the protostome-deuterostome split as well as the vertebrate-echinoderm split occurred no earlier than 680 Mya, well before the base of the Cambrian. This date conformed closely to other recent studies (Ayala 1997) . Because the different estimates of these two divergences were derived from nonindependent pairs of taxa, however, it was not possible to develop an estimate based on all the available data. In addition, both the linearized tree method and quartet methods suffer from throwing out taxa that could provide valuable information on the mode and pattern of rate heterogeneity in the clades under study.
METHODS THAT ESTIMATE MODEL PARAMETERS FOR ALL TAXA Two methods developed by Sanderson (1997 Sanderson ( , 2002 overcome the problem of throwing out nonclock-like data. These methods include nonparametric rate smoothing (NPRS) and penalized likelihood. They are distinct from the previous two methods because, rather than throwing out nonclock-like data, they estimate local rates, i.e., for specific branches or clades ( molecular evolution can vary among lineages. In the case of the NPRS method, the constraint is the temporal autocorrelation of the rate of molecular evolution in related lineages throughout the tree ( Figure 2B ). The notion of autocorrelated rates of molecular evolution has previously been applied to the question of how well the neutral theory can accommodate the existence of variation in the rate of molecular evolution (Takahata 1987 , Gillespie 1991 . However, prior to the NPRS method such models had not been used to actually estimate absolute rates or dates of divergence. The NPRS method's basic goal is to estimate a local rate of evolution for each node in the tree (r k ), and then to minimize the difference in these rates across the tree. The optimal level of smoothing is determined by a numerical least-squares method in which drastic changes in rate along the tree are penalized. The method was shown to work well in simulations and in comparison to older methods of divergence time estimation. Richardson et al. (2001) used the NPRS method to document a very recent radiation for a species-rich genus characteristic of the Cape flora of South Africa. However, a second method also by Sanderson, the penalized likelihood method, outperformed NPRS in all cases tested. Like NPRS, penalized likelihood attempts to determine an optimal level of smoothing (autocorrelation) for a given data set on a tree. However, penalized likelihood finds the optimal value for the smoothing parameter using a "roughness," which increases as rate variation across the tree increases. Sanderson found that the estimated age of plant clades depended strongly on the smoothing parameter in some cases (e.g., Gnetales), but less so in others (e.g., Angiosperms).
Other recent methods for determining optimal but varying rates along a tree assign rates to parts of a tree according to prior distributions. Two recent methods assign rates according to lognormal (Thorne et al. 1998 ) and compound Poisson (Huelsenbeck et al. 2000) distributions ( Figure 2C ). These models are versatile in their ability to test for variation in a variety of parameters of molecular evolution (base composition, transition/transversion ratio) in addition to the rate of molecular evolution.
BAYESIAN METHODS Recently, researchers have begun to use a Bayesian approach to infer phylogenies . Under this approach, phylogenetic inference is based on the posterior probabilities of phylogenetic trees, which consist of the joint probabilities of the tree, branch lengths, and model of nucleotide evolution. The same models of nucleotide evolution used in maximum likelihood analyses can be used in Bayesian inference, and prior information, if available, can be incorporated into the analysis. Bayesian approaches have been used recently to test for a molecular clock (Suchard et al. 2001) and to estimate divergence times (under both strict and relaxed molecular clocks) (Thorne et al. 1998) . Because Bayesian approaches are in their infancy with regard to phylogenetic inference, they require additional testing. However, they appear to be quite promising and are likely to play an increasingly important role in many facets of phylogenetics, including the estimation of divergence times 
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to the estimation of divergence times, is that it appears to make analysis of large data sets more tractable than other methods. For example, maximum likelihood approaches are powerful, but because they are computationally intense they are not well suited for large data sets. Rather than searching for an optimal tree, a Bayesian approach samples trees according to their posterior probabilities, and once such a sample has been created, common features among the trees can be assessed. The sample can then be used to construct a consensus tree with posterior probabilities assigned to each node. The result is similar to a maximum likelihood search with bootstrapping and includes the important parameter of branch length estimates, but the analysis itself is typically much faster. Huelsenbeck recently has developed the computer program MRBAYES for Bayesian inference of phylogenies. This program is versatile in that it allows for a variety of models of molecular evolution to be used and has several methods for incorporating among-site rate variation.
RECENT SPECIES AND POPULATION DIVERGENCES
Many workers adhere to the view that estimating divergence times between species thought to have diverged recently is problem free compared to estimating divergence times between distantly related species. This mindset arises because sequence saturation, widely thought to be the main stumbling block to accurate estimation of divergence times, is often considered to be small for recent divergences. As discussed in the previous section, however, saturation likely impacts estimation of divergence times at all time scales to varying degrees. Yet, for recent divergences, problems associated with ancestral gene polymorphism are at least, if not more, daunting than those of sequence saturation in terms of estimating divergence times. Most researchers now appreciate that a variety of discordances between the gene tree (gene genealogy) and the species tree (organismal history) can occur due to incomplete lineage sorting (Maddison 1997) . What is less appreciated is that even in the face of complete genealogical concordance between the gene and species trees, an additional level of discordance still exists-that between the times of gene and population divergence. This distinction has been widely appreciated at least since the late 1970s (Gillespie & Langley 1979 , Nei & Li 1979 , and was promulgated during the restriction fragment length polymorphism (RFLP) era of phylogeography in the 1980s (Wilson et al. 1985 , Avise et al. 1987 ; however, it has only recently become the focus of sophisticated population genetics models (Takahata et al. 1995 , Takahata & Satta 1997 , Nielsen 1998 , Li et al. 1999 .
The discrepancy between times of gene and population divergence arises because prior to species divergence, a degree of gene divergence has already accrued in the ancestral species (Figure 3 ). This gene divergence is simply the coalescent analogue of any sort of polymorphism at a locus in the ancestral species and has been known since the time of Wright to have an expectation of 2N generations when the ancestral species is a randomly mating population (Wright 1951 
Figure 3
The probability of monophyly of a sample of size n = 10 as a function of the divergence time, T, measured in units of 2N generations. This is the probability that the sample has reached a single common ancestor, or coalesced, by time T in the past; see Equation 6.1 and 6.2 in Tavaré (Tavaré 1984) .
very recently diverged species pairs, this ancestral gene divergence can comprise a substantial fraction of the total gene divergence observed between species, a fraction that will increase dramatically when the ancestral species is structured (Figures 3 & 4 ) (Edwards & Beerli 2000 , Wakeley 2001b ). Bottlenecks during speciation do not erase the discrepancy because such bottlenecks will only affect coalescence times in the species undergoing founding, not the ancestral species from which they arose. Because the discrepancy between gene and population divergence becomes immeasurably small as the species divergence time increases (Figure 4 , color insert), it will not impact ancient species divergences much; however, depending on the size of the ancestral population, it can have a substantial impact for the first several millions of years after divergence. The issues that must be addressed in the estimation recent divergence times thus result from processes that act on two levels: the molecular level and the population or species level. The important molecular-level processes that affect DNA sequence or other genetic data are mutation and recombination. In contrast to the realistic and complex substitution models used in the estimation of ancient divergences, it is typical to use the infinite sites model for recent divergences. This model assumes that the mutation rate per nucleotide site is so small that the possibility of multiple mutations at single sites can be ignored. The infinite sites mutation model is routinely applied to DNA sequence data within species, probably without significant error. However, when rate variation among sites is extreme, some sites may have mutated more than once even between closelyrelated sequences. Even without such extreme rate variation, it is difficult to know how recently diverged a pair of species needs to be for the infinite sites model to hold. In any event, it is important to test the model, e.g., using the four-gamete test (Hudson & Kaplan 1985 
721
more of the assumptions of the infinite sites model have been violated (i.e., either some sites in the data have experienced multiple mutations or recombination has occurred between polymorphic sites in the sequences). The population or species level processes that affect estimates of recent divergence times are modeled using the coalescent (Kingman 1982a (Kingman , 1982c Hudson 1983b; Tajima 1983 ). The coalescent is a stochastic model that describes the ancestral or genealogical process for a sample of gene copies. This genealogical approach to population genetics is well suited to data analysis because it generates testable predictions about variation in a sample and because it yields efficient simulation algorithms. Because the same coalescent process holds for a wide variety of different reproductive schemes, it is considered to be a very robust model. For example, it applies both under the commonly used Wright-Fisher model (Fisher 1930 , Wright 1931 , which assumes strictly nonoverlapping generations, and under the Moran model (Moran 1958) , which assumes that generations overlap. For the most part, natural selection, changes in population size over time, and population subdivision preclude the application of the Kingman's coalescent. However, the range of possible kinds of species represented by the exchangeable models of Cannings (1974) , to which the coalescent is applicable (Kingman 1982b) , is impressive. Exchangeability means that the individuals or alleles in the population can be relabeled or permuted without affecting the predictions of the model (Kingman 1982b , Aldous 1985 and thus rules out most types of natural selection and population subdivision. The coalescent usually models a diploid species of effective size N e in which case there are 2 N e copies of each genetic locus. The fundamental result is that time to a common ancestor event in a sample of n lineages will be exponentially distributed with mean 4 N e /n(n − 1) generations. Thus, for a sample of size two the time to a common ancestor will be 2 N e generations on average. There are a number of reviews of the coalescent model available (Hudson 1990 , Donnelly & Tavaré 1995 , Nordborg 2001 ) that also describe some recent extensions of the model.
The problems associated with estimating divergence times between closely related species follow from the recognition that, in addition to describing the pattern of ancestry for intraspecific data, the coalescent applies to the lineages ancestral to the sample that existed at the time of speciation or divergence. That is, there is a stochastic genealogical component to divergence and this must be taken into account (Rosenberg & Feldman 2002) . To do this we must know or assume something about the historical demography of the species and their ancestor. A simple general model of divergence between two species is the "isolation" model described in . In this model, a panmictic ancestral species of constant effective size splits into two descendant species at some time in the past. After the split, there is no gene flow between the two descendant species, and their effective sizes are constant up to the present. Thus, the coalescent applies to each of the three species (ancestor plus two descendents). This model has four parameters if each of the three species has its own effective size and the mutation rate remains constant over time. θ 2 = 4N 2 u, θ A = 4N A u, and τ = 2ut-to describe the model, where N is the effective population size, t is the divergence time in generations, u is the neutral mutation rate at the sampled locus, and the subscripts refer to the three species. The isolation model has been used extensively (Li 1976 , Gillespie & Langley 1979 , Nei & Li 1979 , Takahata & Nei 1985 , Takahata 1986 , Hudson et al. 1987 , Sawyer & Hartl 1992 although typically with restrictive assumptions about the values of N 1 , N 2 , and N A (e.g., N 1 = N 2 = N A ). This simple model is probably incorrect for many species but still provides a powerful starting point. Some of the likely deviations from it are discussed below.
The Issue of Monophyly
The concept of monophyly has been important in phylogenetic studies since Hennig (1966) , and its use in intraspecific studies has helped clarify differences between work at these two fundamentally different levels (Tajima 1983 , Pamilo & Nei 1988 , Takahata 1989 . In this context, samples from within a species are called monophyletic, with respect to a particular speciation event, if they share a most recent common ancestor (MRCA) among themselves before any coalescent events with samples from the other species ( Figure 5 ). Reciprocal monophyly means that samples from both species are monophyletic. At present, seemingly basic questions, such as "what fraction of genetic loci in a typical recognized species is in fact monophyletic?" remain unanswered. The relevance of reciprocal monophyly to the estimation of divergence times is that different approaches to estimation are sometimes required depending on whether alleles are reciprocally monophyletic or not. Some loci appear predisposed to reciprocal monophyly and may even be directly associated with speciation (Lee et al. 1995 , Metz & Palumbi 1996 , Tsaur et al. 1998 , Aguadé 1999 , Wyckoff et al. 2000 , Parsch et al. 2001 ). These fast-evolving loci code for proteins involved in male reproductive function, for example gamete recognition (Metz & Palumbi 1996) , and are subject to positive Darwinian selection (Lee et al. 1995 , Metz & Palumbi 1996 , Tsaur et al. 1998 , Aguadé 1999 , Wyckoff et al. 2000 , Parsch et al. 2001 . It is expected that loci such as these, whether they cause speciation (Ting et al. 2000) or simply undergo more fixation events than typical genes, will be reciprocally monophyletic even between closely related species. At the other extreme are loci such as Mhc that are subject to balancing selection, at which alleles can be shared between surprisingly distantly related species (Figueroa et al. 1988 , Lawlor et al. 1988 , Mayer et al. 1988 , McConnell et al. 1988 , Takahata 1990 , Takahata & Nei 1990 , Edwards et al. 1997 . Most loci fall between these two extremes, and their history can be described using the coalescent. Under the coalescent model, the expected time to the MRCA of a sample of n gene copies is 4N(1 − 1/n) generations (Kingman 1982c , Hudson 1983b , Tajima 1983 ). Thus, if the divergence time between two species is much longer than 4N generations, samples of multiple gene copies from them will very likely be reciprocally monophyletic. the coalescent process for samples within each species will tend not to have reached a MRCA, and multiple ancestral lineages will trace back to the time of speciation. In this case, monophyly of samples becomes unlikely, and some samples will be more closely related to samples from the other species than they will be to other samples from their own species. Under the coalescent, it is possible to derive the probability, gij (T) , that a present-day sample of size i coalesces into j lineages by time T = t/(2N), measured in units of 2N generations (Tavaré 1984) . This, specifically gn1 (T) , is what is plotted in Figure 3 . In general, the chance that a gene tree matches the species tree is greater when the times between speciation events are long relative to 4N generations. The question of whether a locus is reciprocally monophyletic between two species is only indirectly related to the problem of estimating divergence times in closely related species, which necessarily involves the joint estimation of the time and the effective population size of the common ancestor. There is always some chance that a locus is not monophyletic; this is difficult to assess a priori, and, ideally, estimators should take this into account.
Single Versus Multiple Loci ADVANTAGES OF MULTILOCUS ESTIMATES OF DIVERGENCE TIME AMONG CLOSE
RELATIVES Phylogeography is still dominated by mtDNA, which, from a population genetic perspective, acts as a single locus because all mitochondrial genes are linked together and do not recombine (Avise 1991) . [We regard this statement as true, but see recent discussion by Awadalla et al. (1999) and Eyre-Walker & Awadalla (2001)]. However, the number of phylogeographic analyses involving nuclear genes is increasing (Hare 2001 ). These nuclear gene analyses have a number of advantages for estimating divergence times among close relatives. However, they also pose some difficulties of analysis because the mutation rate, and hence resolving power of nuclear genes, is considerably less than mtDNA on a per locus basis. Additionally, recombination both within and between loci now becomes a real issue. An appreciation of the advantages of nuclear gene dating comes from considering the multiple sources of variance in an estimate of recent divergence times. For a single locus under reciprocal monophyly there is variance in the estimate of d, the number of substitutions per site; this variance can be further reduced by sequencing a large number of sites for that locus. Although a formal analysis of variance components for divergence times has not yet been done, it is likely that this particular source of variance is small to moderate compared to the second major source of variance in estimation, the coalescent variance. The coalescent variance is the stochastic variability in gene divergence time that arises as a natural consequence of drift. Just as we can think of the fixation time of an allele being a stochastic process looking forward in time, we can think of the coalescent event that comprises the MRCA of alleles in two species as being stochastically variable looking backward in time. In both cases the variance is approximately equal to the square of the effective population size of the common ancestral species. Edwards 
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& Beerli (2000) showed that for a particular set of parameters this second source of variance was considerably larger than that arising from the small number of sites that can be sequenced for a given locus. This variance is reduced each time the variability from a new locus is incorporated into the estimate. Indeed, the variance associated with estimates of divergence time between recently diverged species can be minimized not by sequencing a large number of sites per locus, but by sequencing a large number of independently segregating loci. For a given two-species divergence, each locus is in essence an independent replicate of the coalescent process, an independent attempt to estimate the ancestral population size of the common ancestral species. The more loci that are brought to bear on this question, the more accurate the estimate of this ancestral population size will be, and hence the estimate of divergence time will also improve. It is known that maximizing the number of loci is the most efficient means of increasing accuracy of estimates of current population size from molecular data (Pluzhnikov & Donnelly 1996) . Nuclear genes are also much less variable than mitochondrial loci, and so it might be concluded that they are of less use in estimating population divergence times. However, the sheer numbers of loci that can be brought to bear on a question of divergence time will ultimately outweigh the high "resolving power" of the single mitochondrial locus. Only a multiplicity of nuclear genes can reduce the variance associated with coalescent processes. The variance associated with variable mutation rates at different loci is yet another source of variance, and providing empirical estimates of this among-locus variation in mutation rate will be important for eliminating this additional factor (Yang 1997) . Rarely has this coalescent variance been actually calculated or visualized in an empirical study, hence the difficulty of appreciating its impact.
RECOMBINATION Recombination is a double-edged sword with regard to estimating divergence times. On the one hand, free recombination between loci benefits many estimators of population divergence time because this ensures that different loci provide statistically independent estimates, conditioned only on the divergence time itself. However, recombination within nuclear loci can cause problems of analysis because in this case all the sites within a locus do not share the same coalescent history, making analysis as a single entity difficult. Hare (2001) reviews the recent empirical examples of nuclear gene phylogeography and points out that the effects of intralocus recombination can be removed by analyzing different data partitions separately, within each of which there is little or no recombination. Recombination will likely have a much greater impact in situations in which alleles have not achieved reciprocal monophyly between populations or species ; in these cases, variable loci still segregating in diverging populations will be molecular mosaics. Using HIV as an example, it has recently been shown that recombination drastically increases the likelihood of rejecting a molecular clock even when a clock applies (Schierup & Hein 2000) . The enhanced levels of rate variation among gene lineages with recombination will no doubt affect estimates of population divergence time as well. However, when alleles have achieved reciprocal monophyly, recombinational processes in the common ancestral species, or in the two diverging extant populations, are unlikely to obscure the picture provided by the distribution of coalescent events. These coalescent events can still be used reliably to estimate population divergence time because recombination in extant populations does not affect the structure of these past events. Indeed, under reciprocal monophyly, sampling multiple alleles at a locus becomes a minor issue because the coalescent structure for those loci in the common ancestor is not affected by current processes.
Changes in Population Size over Time
Natural populations are thought to change frequently over time. Because population size is a critical parameter in estimates of divergence time, these fluctuations will cause problems and enhanced opportunities for estimating the timing of speciation and cladogenesis. Methods for estimating population size changes fall into two classes: those that analyze population size changes along a single lineage without cladogenesis (Sherry et al. 1994 , Kuhner et al. 1998 , and those that compare extant population sizes with those of ancestral populations (Takahata & Satta 1997 , Yang 1997 . The former methods are of use in the divergence time problem because both pairwise and maximum likelihood methods provide estimates of the time of the population size change; such inferences have been used to gauge the timing of speciation in some studies , Knowles et al. 1999 ). Single-lineage approaches have been employed frequently in studies of human evolution (Harpending et al. 1998) ; typical analyses imply a substantial population expansion in the human lineage over the last 100,000 years or so.
Methods built around a model of population isolation and divergence are somewhat more relevant to the divergence time problem because with single lineages, the estimate of divergence time provided may or may not be associated with a specific divergence event. A number of studies utilizing such methods have been published in recent years, particularly in primates (Takahata et al. 1995 , Takahata & Satta 1997 , Li et al. 1999 , Chen & Li 2001 ). In the case of the human-chimpanzee divergence, which Takahata et al. (1995) estimated to have occurred ∼4.5 MYA, the inclusion of an ancestral population size parameter did not change the divergence time estimate very much compared to traditional estimates when rate variation among lineages was taken into account (Arnason et al. 1996 (Arnason et al. , 1998 (Arnason et al. , 2000 . The correction on the estimate of gene divergence time made by ancestral population size will usually be on the order of a few hundreds of thousands of generations, assuming that contemporary and ancestral N e are of similar size in individuals. Those studies that have attempted to estimate ancestral population sizes at the time of speciation or population founding have inevitably achieved rather large estimates of ancestral population size, with the inference being that speciation has not been accompanied by a bottleneck. Such studies in "paleo-demography" 
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promise to yield much useful insight into the historical demographic process. These estimates should be made cautiously, however, as there may be unknown biases in the estimate of ancestral population size; for example, it is unknown how difficult it is to estimate very small ancestral population sizes. Most such methods rely in some way on the variance in coalescence time among loci to estimate ancestral population size; multiple loci showing a large variation in coalescence time will imply large founding populations, whereas loci exhibiting a small range of coalescence times will suggest small ancestral populations. One source of bias may be hidden variation in substitution rate among loci. Yang (1997) showed that when among-locus variance in substitution rate is ignored, the result is an inflated estimate of ancestral population size and hence a more recent than actual estimate of divergence time. Small ancestral population sizes may be intrinsically difficult to estimate because the stochastic nature of nucleotide substitution can be large. In this case, variation in coalescence time among loci due to stochastic DNA substitutions is incorrectly attributed to large ancestral population size, again resulting in an inflated estimate. Further studies are needed to assess how readily ancestral bottlenecks at the time of speciation can be detected.
Population Subdivision and Migration
Subdivision within species, either descendant or ancestral or both, adds yet another level of complexity to isolation models. There are many ways in which this might be realized in a given species. Some species may be composed of isolated demes diverging without gene flow, and others may be subdivided into demes among which there is some pattern of migration. We consider only the latter situation here. Population subdivision with ongoing genetic exchange will produce distinctive patterns in samples of DNA or other genetic data, and these patterns have been identified in many species (Slatkin 1985 (Slatkin , 1987 . A number of different models have been proposed to explain the geographic structure of species. One of the earliest was Wright's (1931) island model, in which the migration rate is assumed to be the same for every pair of demes regardless of their geographic locations. More complicated and probably more realistic models, such as the oneand two-dimensional stepping-stone models (Kimura & Weiss 1964) , the migration matrix model of Bodmer & Cavalli-Sforza (1968) , and continuous habitat models (Wright 1943 , Barton & Wilson 1995 , Wilkins & Wakeley 2002 , generate a further prediction which Wright dubbed "isolation by distance" (Wright 1943 ). The prediction is that genetic distance and geographic distance will be correlated. Despite great differences, all of these forms of ongoing migration will have two kinds of effects on genealogies: an effect on the patterns of relationship and an effect on the timescale of the ancestral or genealogical process. The effect on the patterns of relationship will cause, for example, the probability of reciprocal monophyly to be greater when samples are taken only from a restricted geographic locality within each species. The effect on the timescale of the genealogical process can be understood by considering the effective size of the species. Subdivision increases the effective size of a species (Wright 1943 (Wright , 1951 . Under the island model, the effective size is the product of the total population size and a factor that depends inversely on the rate of migration (Hey 1991 , Slatkin 1991 , Nei & Takahata 1993 . As the number of demes in the species becomes large, that factor rapidly approaches 1 + 1/(4Nm), where N is the deme size and m is the fraction of each deme that is replaced by migrants each generation. In the limit of a large number of demes, the effect of subdivision on genealogical topologies and on the timescale of the coalescent process can be separated in the model, and expressions for the effective size of the population can be obtained under less restrictive assumptions about the pattern of migration in the island model (Wakeley 1998 (Wakeley , 2001a . The effect of restricted migration on the depth of genealogies, and thus on the magnitude of the problem of inferring divergence times (see Figure 5) , embodied by the factor 1 + 1/(4Nm), is substantial even if the migration rate is large. For example, the excess divergence between two genes from a pair of species is twice that of the panmictic case when Nm = 0.25 in their (subdivided) ancestor. Methods of correcting for this, related to the use of net nucleotide differences to estimate divergence time (Nei & Li 1979) , can be developed under some simple models of subdivision (Wakeley 2000) . A potentially more pressing problem than intraspecies subdivision for the accurate estimation of divergence times is incomplete isolation between species. For example, if an ancestral species gives rise to two descendents between which there is gene flow (Wakeley 1996b , Rosenberg & Feldman 2002 , the concept of a divergence time becomes blurred. In addition, historical association (isolation without gene flow) and ongoing genetic exchange are very difficult to disentangle empirically (Templeton et al. 1995 , Wakeley 1996a , Templeton 1998 , Nielsen & Wakeley 2001 . This is because simple summaries of genetic variation can be adjusted to fit either scenario (Wakeley 1996c ) and because of the stochastic nature of migration. If migration is infrequent, a large amount of data will be required to rule out isolation without gene flow as a possibility. For species that currently do not or cannot exchange genes, incomplete isolation earlier in their history-for instance during speciation (Wakeley & Hey 1998 )-will still cause problems in the estimation of divergence times. First, there is the issue of how to define the divergence time: Should it be the time the two species first began to diverge or the time when isolation between them became complete? The latter may be preferable, in which case the problem is a slightly more complicated version of the problem of a subdivided ancestral species. Second, there is the technical issue of how precisely to achieve such inferences in the face of more and more complex historical models.
Estimating Recent Divergence Times
A number of methods have been proposed to estimate the divergence time between pairs of closely related species. We treat the majority of these only briefly here and 
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focus on just a few below. Edwards & Beerli (2000) and Rosenberg & Feldman (2002) provide comprehensive reviews. Our aim is to provide an overview of possible approaches and to outline the major conceptual issues confronting the field as it enters the genomic era. The first methods of estimating genetic relatedness between populations used allele frequencies and measures such as F ST (Cavalli-Sforza 1969 , Nei 1972 , Reynolds et al. 1983 . Assuming the infinite alleles mutation model (Kimura & Crow 1964) , Watterson studied the joint frequencies of alleles in a sample from the two species (Watterson 1985b) and developed a maximum likelihood estimator of divergence time (Watterson 1985a) . Under the additional assumption that no mutation has occurred since divergence, Nielsen et al. (1998) present a maximum likelihood approach that does not require the assumption of equilibrium in the ancestral species. For sequence data for which a tree can be reliably inferred, Slatkin & Maddison (1989 give a method based on the inferred number of interspecies coalescent events. Methods for estimating divergence times also have been developed under the stepwise mutation model (Goldstein et al. 1995 , Zhivotovsky 2001 ) that are appropriate for polymorphic, repeated sequences such as microsatellite loci. We consider a handful of other methods below, treating moment-based methods and maximum likelihood methods separately.
The goal in developing any method is to estimate the parameters of the isolation model(s) described above. Both moment-based methods and maximum likelihood methods have been proposed to do this, but they accomplish the task in very different ways. Moment methods seek parameter values that equate the observed and expected values of measures of DNA sequence polymorphism or divergence. The average numbers of pairwise differences within and between species are examples of such measures. The parameter values that give the best fit between observations and expectations are the point estimates of the parameters. In contrast, maximum likelihood methods compute the probability of the observed data under the model and seek the parameters that make this most likely. Maximum likelihood estimators can be developed either for summary measures, like average pairwise differences, or for the total data available, which we will consider to mean DNA sequences for which the haplotypes are known. A more detailed description of the conceptual differences between moment methods and maximum likelihood methods can be found in any introductory statistics text, e.g., Rice (1995) . Here, an important distinction between the two is that it is possible to design moment methods in which the point estimates of parameters do not depend on the recombination rate in the sequences. This can be understood by considering the marginal coalescent process at a single nucleotide site (averaged over all possible histories at other sites), which is precisely the coalescent without recombination. Therefore, expected values of single-site measures of DNA sequence variation obtained under the assumption of no recombination apply regardless of the actual recombination rate. It is not possible to develop maximum likelihood methods that have this property, even ones based on single site measures of polymorphism, because the likelihood always depends on the haplotype structure of the data. It is very important to note, however, that measures of statistical confidence or significance will depend on the recombination rate under both kinds of methods.
MOMENT METHODS A naïve moment-based estimate of the divergence time between two species would be to count (or estimate) the number of differences between a pair of DNA sequences, one from each species, and then to equate this with the value 2ut, where t is the species divergence time. If more than one sequence is sampled from each species, the average number of interspecific differences between pairs of sequences could be used. As already noted, the problem with this approach is that gene divergences predate species divergences (see Figure 5 ), sometimes by a large amount. Thus, this naïve estimate will be biased; it will be larger than the true divergence time. Nei & Li (1979) noted this and proposed to correct for the ancestral portion of the observed divergence using an estimate from the descendant species. The netnucleotide difference,
, subtracts the average of the intraspecific pairwise differences from the observed interspecific value. If all the species are of the same size (N 1 = N 2 = N A ), then the expected value of d is equal to 2ut, and the method is unbiased. If the species are diverged enough that reciprocal monophyly of samples is guaranteed, the method will be unbiased as long as the size of the ancestral species is equal to the average of the sizes of the two descendant species: Hudson et al. 1987) . Because average pairwise differences do not depend on the haplotype structure of the data, but only on the allele frequencies at variable sites-e.g., see Tajima (1989) and Fu (1995)-point estimates of divergence times made by this method do not depend on any assumptions about recombination. In contrast, confidence limits will depend on the rate of recombination. Takahata & Nei (1985) have studied the variance of net nucleotide differences assuming no recombination. When just a single gene copy is available from each species, the above method could not be applied because there would not be any intraspecies sequence comparisons. However, for the case when such data are available for many loci, Takahata (1986) proposed to use the mean and variance of differences among loci to estimate the divergence time and the ancestral effective size, i.e., θ A . As with d XY above, the mean will not depend on the recombination rate. The variance, however, does, and Takahata used the variance expected among loci if there is no recombination within loci and free recombination between them. Thus, this is an example of a moment method in which the point estimates do depend on an assumption about recombination. This same framework was later used to implement a maximum likelihood method of inferring divergence times and ancestral population sizes (see below) (Takahata et al. 1995 , Takahata & Satta 1997 .
Another moment method in which the point estimates of parameters do not require any assumption about the rate of recombination is the segregating sites method of . In this method, every segregating site in a sample of multiple gene copies from both species is put into one of four mutually exclusive categories (shared, fixed, and exclusive in species 1 or in species 2). These counts 
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are then set equal to the theoretical expectations that depend on θ 1 , θ 2 , θ A , and τ = 2ut. Approximate confidence limits can be generated using simulations if an estimate of the recombination rate at each locus is available. The method performs best when data come from many loci or there is a lot of intralocus recombination, in which case the segregating site counts will tend to be close to their expected values. It performs worst when data are from a single nonrecombining locus owing to the strong correlations of allele frequencies at different sites imposed by the single genealogy, which all sites share. An advantage of this method over the method of net pairwise differences and other methods (Hudson et al. 1987 ) is that it does not constrain the relationship between θ 1 , θ 2 , and θ A ; all three can be estimated in addition to the divergence time (Wang et al. 1997) . Takahata et al. (1995) and Takahata & Satta (1997) turned the mean and variance approach for samples of single gene copies from two species at many loci (Takahata 1986 ) into an analytical maximum likelihood method. This method uses an expression for the probability generating function of the number of pairwise differences under the isolation model, which was obtained under the assumption of no intralocus recombination. Yang (1997) further extended the method to account for substitution rate variation among loci, and Edwards & Beerli (2000) allowed for finite sites, rather than infinite sites, mutation. Because of the sample size (one from each species), in this case it is relatively easy to envision the effect of recombination. Recombination will break up the sequences ancestral to the sample (Hudson 1983a ) so that different segments of a single chromosome sampled today will be located on a number of different chromosomes at the time of divergence (Wiuf & Hein 1997) . This decreases the correlation in ancestry among segments of a locus, which will make narrower (i.e., have a smaller variance) the distribution of the number of differences than if recombination is absent; e.g., see Figure 2 in Hudson (1990) . Note that, technically, this is a violation of the assumptions of the maximum likelihood methods of estimating ancient divergence times but one that is not expected to compromise accuracy if the divergence time is long relative to the size of the ancestral species. Two other methods that also assume no intralocus recombination, but which use full haplotype data in samples of multiple sequences from two closely related species, are the Markov Chain Monte Carlo (MCMC) methods of Nielsen (1998) and Nielsen & Wakeley (2001) . Simulation-based methods like MCMC are rapidly becoming the methods of choice for computation of likelihoods and posterior distributions. Except for very small data sets, it is not possible to calculate the distributions of parameters for the full data analytically, which is the probability of the observed data under the model (including parameter values). One strategy for computing the likelihood is to condition on the genealogy of the sample, that is, to compute the likelihood given the genealogy and sum this over all possible genealogies weighted by their probabilities under the model. This is attractive because the likelihood of the data given the genealogy is easy to compute but is impossible either analytically or using simulations because the space of genealogies is too large. The only viable approach to the problem when it is stated in this manner is to try to focus the sampling of genealogies on those that contribute most to the likelihood. A few different methods of focusing on the important parts of the space of genealogies by "integrating" over them have been proposed (Griffiths & Tavaré 1994 , Kuhner et al. 1995 , Griffiths & Tavaré 1996 , but this is still a very active field of research. Under the assumption of infinite sites mutation without recombination, Nielsen (1998) extended the single-population method of Griffiths & Tavaré (1994) to the two species isolation model where all population sizes are the same. Nielsen & Wakeley (2001) further extended the method to allow for different population sizes and for migration to occur between the two species.
MAXIMUM LIKELIHOOD METHODS

PROBLEMS FOR THE FUTURE
Microevolutionary Clocks
We have entered an age in which the accumulation of large multilocus DNA sequences data sets will likely become the norm. At present, the number of loci that are typically brought to bear on a phylogeographic or divergence time estimation problem is still small, frequently less than five, although in Drosophila some recent studies have gathered more than ten loci in closely related species groups (Kliman et al. 2000 , Machado et al. 2001 . Though this is certainly an improvement over single locus studies, the number of loci that are typically required to estimate a particular recent divergence with confidence can be large (Edwards & Beerli 2000) . It is only in humans, where the number of loci available for some purposes is now in the millions (The International SNP Map Working Group 2001) that such sampling is possible at present. Although we may soon have enough data to make sound inferences under quite complicated historical (gene flow, changes in population size, etc.) and mutational (finite sites, recombination) models, the analytical framework for utilizing such data has yet to be fully developed. One major issue for the future is to provide efficient methods for combining information from nuclear and mitochondrial genomes, as well as the sex chromosomes. All of these chromosome sets have different population sizes and modes of inheritance and hence different population dynamics, which will affect estimates of divergence time. Under certain assumptions, such as equal sex ratios and similar patterns of migration between the sexes, it is likely that efficient methods for combining these diverse data sets can be developed; e.g., see Wang et al. (1997) .
Both moment-based methods and full-data maximum likelihood methods are likely to play important roles in the future. For complicated histories, moment methods will be computationally feasible and will give unbiased estimates from large data sets in which intragenic recombination is present, probably long before maximum likelihood methods that can deal effectively with arbitrary recombination will be developed. Though nearly everyone would agree that maximum likelihood methods are preferable to moment methods, assuming both are feasible, 
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a further point to consider is that almost nothing is known about how demographic history is manifest in the complicated divergence and linkage patterns of DNA sequence data. Thus, the development of sufficient statistics for DNA sequence data in the context of complicated historical models would be a particularly useful contribution to the field.
Macroevolutionary Clocks
The recent models of Sanderson (1997 Sanderson ( , 2002 , Huelsenbeck et al. (2000) , and others (Takezaki et al. 1995 , Thorne et al. 1998 represent promising new advances in the measurement of absolute and relative rates of molecular evolution on phylogenetic trees. These models range from parametric to semiparametric and nonparametric, and as such they provide a much fuller account of all sources of error than in previous models. In addition they provide robust statistical tests, several in the context of maximum likelihood, for asking whether rates of evolution are uniform or variable across a tree. As discussed above, the computational advantages of Bayesian approaches will likely lead to their increased use in studies aimed at estimating dates of divergence from molecular data. An important project for the future is the incorporation of uncertainty in fossil divergence times into molecular divergence time estimates, something that should be readily possible with some recent models, i.e., Huelsenbeck et al. (2000) . Paleobiological methods for estimating confidence limits on times of clade origins are improving and should prove a useful complement to molecular evolutionary models.
CONCLUSIONS
The topics outlined in our review underscore the many complex, and often interrelated, issues involved in estimating times of evolutionary divergence from molecular data. In many ways the task of estimating dates of divergence has become increasingly more challenging as our knowledge and sophistication has increased; whereas estimating divergence times once seemed fairly straightforward and simple, we now have a much better appreciation of the variety of pitfalls that exist. Still, researchers should be encouraged by the many recent theoretical and computational advances that provide powerful new tools for detecting and avoiding these pitfalls. Future computational and theoretical advances, in both the phylogenetic and population genetic contexts, promise to greatly enhance our ability to accurately estimate dates of divergence from molecular data while also contributing importantly to our understanding of evolutionary processes on the molecular and organismal levels.
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