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Abstract
We present two complementary condensed forms of linear control system with output
x˙ = A · x + B · u, x ∈ Rn, u ∈ Rm,
y = C · x, y ∈ Rr
under transformation of the state coordinates. From them we derive two complementary con-
densed forms under output feedback. As an application of the condensed forms, we show
that the output feedback control of the linear control systems generically reduces to a matrix
completion problem, and we provide a partial solution of that problem, based on existing
methods. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let us consider the continuous linear control system with output
x˙ = A · x + B · u, x ∈ Rn, u ∈ Rm, m  n, (1.1a)
y = C · x, y ∈ Rr , r  n, (1.1b)
where the matrices B and C are of full rank. All results of the paper are also valid for
the discrete control system
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xk+1 = A · xk + B · uk, xk ∈ Rn, uk ∈ Rm, m  n, k = 0, 1, . . . ,
yk = C · xk, yk ∈ Rr , r  n.
(1.2)
For (1.1a), (1.1b), the class of admissible controls u(t) is the linear state feedback
(l.s.f) control
u = F · x +G · v, v ∈ Rm′ , m′  m, (1.3)
where v is a new control.
Firstly, let us define some notions.
Definition 1.1. Feedback (1.3) is with full control if the matrix G is square and
nonsingular, i.e., det G /= 0.
Let K be an (m× p)-dimensional matrix (p  n).
Definition 1.2. Feedback (1.3) is K-feedback if there exists a matrix F ′ such that
F = F ′ ·K.
In this paper, we are interested in two particular classes of K-feedback. The first
one is with K = C and it is referred to as linear output feedback (l.o.f). The second
is M†-feedback, where the matrix M† is defined in the sequel.
Let us define the matrix M consisting of n− r linearly independent columns such
that C ·M = 0 , i.e., M is the right annihilator of C. Then the matrix M† is the left
inverse of M, i.e., M† = (MT ·M)−1 ·MT, where by the superscript T we denote
matrix transposition and by the superscript † we denote matrix pseudo-inversion.
The matrix [M,C†] is nonsingular, where C† is the right inverse of C, i.e., C† =
CT · (C · CT)−1.
In this paper, is essential the transformation of coordinates x into sensor coordi-
nates
x = M ·w + C† · y. (1.4)
In (w, y)-coordinates the M†-feedback becomes u = F · x +G · v = F ′ ·M† · x +
G · v = F ′ ·w +G · v.
Let D ⊆ Rn be an (A,B)-invariant sub-space, i.e.,
A ·D ⊆ D+ span B.
Let F(A,B,D) denote the class of feedback matrices F satisfying (A+ B · F) ·
D ⊆ D. We want to point out some simple facts connected with Definition 1.2. It is
known [9, p. 334] that there exists an l.o.f such that
(A+ B · F ′ · C) ·D ⊆ D
if and only if D is simultaneously (A,B) and (C,A)-invariant. The sub-space D is
(C,A)-invariant if
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A · (D ∩ ker C) ⊆ D.
A sufficient condition for (C,A)-invariance of the sub-spaceD isD ⊆ ker M†. The
sub-space which is simultaneously (A,B) and (C,A)-invariant is called (C,A,B)-
invariant [9]. It is clear then that ifD is (C,A,B)-invariant, then it remains (C,A,B)
-invariant after application of output feedback control.
The following proposition is analogous.
Proposition 1.1. LetD be an (A,B)-invariant sub-space. There exists an M†-feed-
back such that(
A+ B · F ′ ·M†) ·D ⊆ D
if and only if
A · (D ∩ ker M†) ⊆ D. (1.5)
A sufficient condition for (1.5) is D ⊆ ker C.
The canonical form under full l.s.f (1.3) of the linear control system (1.1a) with-
out output is found in [12,14,15,18,25,26]. In the canonical form are displayed the
invariants of the system under feedback. The invariants are controllability indices
and a Jordan structure of a matrix. Nevertheless, the controllability indices and the
canonical form, as defined in the mentioned references, are not close to numerical
computation [19, p. 1655].
System (1.1a), (1.1b) in coordinates x is given by the integers n,m and r, and
n2 +m · n+ n · r real numbers, which are elements of the matrices A,B and C. If
we apply a transformation of the state coordinates x (and a full feedback control
(1.3)), such that system (1.1a), (1.1b) is given by as less as possible integers and
real numbers, the obtained system form is a condensed form (see [3] and references
therein). In [19], a linear transformation of coordinates of the state x, control u and
output y, based on Silverman’s structural algorithm [21], is applied, such that system
(1.1a), (1.1b) is displayed in special coordinates. Although in the special coordinates
are displayed all relevant invariant sub-spaces for the linear systems, that form is not
condensed.
In the literature [14,15,24] there are attempts to find canonical forms of the lin-
ear control systems with output under the transformation of the state and output
coordinates and l.s.f. with full control, but the canonical forms are found only for a
physically nonrealizable injection of the output coordinates. The technique of invari-
ant sub-spaces is applied in [14,15] and the technique of singular pencils in [14,24].
However, up to our knowledge, there are not attempts to give canonical, even not
condensed forms under output feedback.
This paper presents an attempt to give a condensed form of the linear control
systems under the state coordinates transformations and output feedback with full
control. At first, let us elaborate the used technique, so presenting a link with the
mentioned canonical form of (1.1a) under l.s.f. Let E be an ((n−m)× n)-dimen-
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sional matrix with linearly independent rows such that E · B = 0, i.e., span B =
ker E (E is the left annihilator of B). Multiplying (1.1a) by E, one obtains
E · x˙ +D · x = 0, (1.6)
where D = −E ·A. Eq. (1.6) is the first derived system [2]. It is also a Pfaffian
system of equations [8,17]. The associated singular pencil [7], D + λ · E, is called
input state pencil in [10] and references therein.
Although the first derived system is obtained by elimination of the control vector
u from (1.1a), the ‘reduced’ (or ‘intrinsic’) system (1.6) contains all of the trajecto-
ries of the original linear control system. Since it is an underdetermined system of
differential equations, some of the state coordinates can be chosen as new controls.
That fact is used in deriving the condensed forms.
The feedback control is not applicable on the first derived system (1.6), so the
invariants of the first derived system under the change of coordinates are equal to
the invariants of the original linear control system (1.1a) under the change of coordi-
nates and full l.s.f.1 The invariants of the first derived system (1.6) under the change
of coordinates, in fact, are equal to the invariants of the singular pencil D + λ ·E
under strict equivalence transformations [7]. The invariants of D + λ ·E are its right
minimal indices (equal to the controllability indices of (1.1a), decreased by one) and
Jordan structure of a matrix, same as in the canonical form of (1.1a) (which is void, if
system (1.1a) is controllable) [22]. Thus, the transformation of coordinates of the first
derived system appears to be a natural method for deriving the structural invariants of
the control systems under feedback, as well as their condensed and canonical forms.
To obtain a condensed form of system (1.1a), (1.1b) under output feedback, in this
paper, we use such an approach, based on the properties of the first derived system
(1.6), expressed in sensor coordinates, and the Kronecker theorem applied to the
associated singular pencil.2 Instead of D + λ ·E, this time the singular pencil is
E · (λ · I − A) ·M
which, in [10,11] and the references therein, is referred to as restriction pencil for the
linear control system (1.1a), (1.1b). As a method, the Kronecker theorem has already
been applied on the matrix pencil[
λ · In − A −B
C 0
]
[13,14,18,24], and on the restriction pencil in [10,11,22].
In deriving our results, we also use the idea of Proposition 1.1 (the sufficient
condition) in Sections 4 and 5 to find a condensed form (referred to as the first con-
densed form) of the linear control system (1.1a), (1.1b) under M†-feedback with full
1 More generally, the invariants of the linear control system under linear change of coordinates and
nonlinear state feedback u = f (x)+G(x) · v are equal to the invariants of the first derived system under
linear change of coordinates.
2 The anonimous referee suggested a name of the proposed approach: “sensor coordinates + first de-
rived system + Kronecker canonical form”.
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feedback, via a decomposition of the state space on (A,B)-invariant sub-spaces con-
tained in the sub-space ker C. The above decomposition is based on the Kronecker
decomposition of the restriction pencil. Besides some minimal indices and complex
eigenvalues of a matrix, in the condensed form are present some real numbers—‘am-
plification factors’ of the output. As we use a special case of (M†, A,B)-invariant
sub-spaces ((A,B)-invariant sub-spaces contained in the sub-space ker C), there is
not a guaranty that the obtained condensed form is the most condensed (canonical).
Introducing auxiliary output coordinates (coordinates w, (1.4)) as a complement
of the old ones, in Section 8 we derive a condensed form of system (1.1a), (1.1b) (re-
ferred to as the second condensed form) under output feedback with full control. This
transformation to a complementary problem is achieved by a decomposition of the
state space on (C,A,B)-invariant sub-spaces. We use a special case of (C,A,B)-in-
variant sub-spaces (this time (A,B)-invariant sub-spaces contained in the sub-space
ker M†), obtained by the Kronecker decomposition of the singular pencil
−E · (λ · I − A) · C†. (1.7)
Thus again, there is not a guaranty that the obtained condensed form is the most
condensed.
Since it is a very obvious consequence from the condensed form under M†-feed-
back, we represent the results on system range, invertibility, output annulling, distur-
bance decoupling and output tracking, which have already been solved in [1,21] and
references therein. For disturbance decoupling we choose an M†-feedback, which
belongs to the class F(A,B,D∗(ker C)), whereD∗(ker C) is the maximal (A,B)-
invariant sub-space contained in ker C. That choice leads to an interesting new result,
presented in Proposition 5.3.
In Section 6, we derive the so-called first condensed form under output feedback.
In this condensed form are displayed the same sub-spaces as in the condensed form
under M†-feedback in Sections 4 and 5, and are displayed the same minimal indices
and the complex eigenvalues of a matrix, but the ‘amplification factors’ differ. The
feedback matrix F in this case does not belong to the class F(A,B,D∗(ker C)).
As an application of the first condensed form under l.o.f., we show how the prob-
lem of output control of system (1.1a), (1.1b) or (1.2) generically reduces to a matrix
completion problem. (The notion generic is given in [26].) In particular, in Theorem
6.1, by output feedback, we transform the system matrix of (1.1a), (1.1b) or (1.2)
into the form
A+ B · F ′ · C = Q¯−1 ·
[
U V
W X · S
]
· Q¯,
where F ′ = F¯ +G ·X is the output feedback matrix, for some matrices F¯ , nonsin-
gular G, Q¯, S, and arbitrary matrix X. Therefore, for output feedback control of the
linear control systems, i.e., choosing the matrix X, it can be applied the highly devel-
oped matrix completion theory ([4–6] and references therein). A partial solution of
the problem of output feedback control synthesis of the discrete systems (1.2), based
on Davis/Kahan/Weinberger theorem [4], is given. For the output feedback control
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synthesis of the continuous systems we use Proposition 7.1, which is analogous to
Davis/Kahan/Weinberger theorem.
As another application of the first condensed form, for the generic case r > m,
we construct (n−m)-dimensional observer, in which the control variables do not
appear. As an application of the second condensed form under l.o.f., for the generic
casem > n− r , we show how r poles of the system matrix can be arbitrarily adjusted
by l.o.f. control.
The paper is organized as follows. In Section 2, we represent the Kronecker the-
orem and preliminaries relating to the linear control systems. In Section 3, we de-
compose the restriction pencil to its Kronecker canonical form and present some
properties of the first derived system in sensor coordinates, which are preparation
for the first condensed forms of the linear control system (1.1a), (1.1b). In Section
4, we derive the first condensed form under change of the state coordinates and the
first condensed form under l.s.f. with full control. Based on the condensed forms,
we present a generic classification of the linear control systems regarding the cases
m > r , m < r and m = r . In Section 5, we derive the first condensed form under
M†-feedback with full control, and present some connections to the existing linear
control theory. We specify the first condensed form under M†-feedback with full
control in the generic case. In Section 6, we derive the first condensed form under
l.o.f. with full control, and specify it in the generic case. In Section 7, we apply the
above generic condensed form to output control of linear continuous and discrete
systems. In Section 8, on the basis of the Kronecker canonical decomposition of
the singular pencil (1.7), we derive the second condensed form of the linear control
systems under change of the state coordinates, the second condensed form under
l.s.f. with full control, the second condensed form under l.o.f. with full control and
the second condensed form under M†-feedback with full control. In Section 9, we
present three examples.
2. Linear algebra preliminaries and background results
Given matrix binom (pencil)
D + λ · E, (2.1)
where real matrices D and E are (k × n)-dimensional both and λ is undetermined
scalar. The pencil is regular if k = n and det(D + λ · E) ≡ 0 and is singular if it
is not regular. Given two pencils D + λ ·E and D1 + λ ·E1. Pencils are strictly
equivalent if there exist constant square and nonsingular matrices P and Q such that
P · (D + λ ·E) ·Q = D1 + λ · E1. Each singular pencil is strictly equivalent to one
of the following canonical forms:[
0k×g, diag
{
L(g+1, . . . , L(p , L
T
η1, . . . , L
T
ηq
, Nµ1 , . . . , Nµs , J + λ · Iν
}]
, (2.2)
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0h×n
diag
{
L(1, . . . , L(p , L
T
ηh+1, . . . , L
T
ηq
, Nµ1 , . . . , Nµs , J + λ · Iν
}
]
, (2.3)
diag
{
0h×g, L(g+1, . . . , L(p , LTηh+1, . . . , L
T
ηq
, Nµ1 , . . . , Nµs , J + λ · Iν
}
, (2.4)
where
Li = Li(λ) =


λ 1 0 · · · 0 0
0 λ 1 · · · 0 0
...
...
...
.
.
.
0 0 0 · · · 1 0
0 0 0 · · · λ 1


i×(i+1)
,
Ni = Ni(λ) =


1 λ 0 · · · 0
0 1 λ · · · 0
...
...
...
.
.
.
0 0 0 · · · λ
0 0 0 · · · 1


i×i
,
(2.5)
(i are minimal right indices and ηi are minimal left indices. By definition (1 = (2 =
· · · = (g = 0 and η1 = η2 = · · · = ηh = 0. We require the matrices P and Q to be
real, thus, J is a condensed real form of a matrix under similarity transformations.
If the eigenvalues of J are real, that condensed form is a Jordan form. In contrary,
we can take J as a block-diagonal or block-triangular (Schur). For the indices 0 
(1  (2  · · ·  (p, 0  η1  η2  · · ·  ηq in [7] is proved that if two singular
pencils are strictly equivalent, they have same minimal indices. If the columns of the
singular pencil (2.1) are linearly independent, there do not exist diagonal blocks L(
(and p = 0) in its canonical form. Analogously, if the rows of the singular pencil
(2.1) are linearly independent, there do not exist diagonal blocks LTη (and q = 0). If
the matrix E has full rank, there do not exist blocks Nµ (s = 0). If the matrix D has
full rank, then the matrix J has no zero eigenvalues.
This is a formulation of the Kronecker theorem. Let us note that forms (2.2) and
(2.3) are not special cases of form (2.4).
Further, we present a link between Kronecker theorem and theory of invariant
sub-spaces. LetD be a sub-space of Rn such that
D ·D ⊆ E ·D. (2.6)
It means that there exists a square matrix U such that D · Z = E · Z · U , where
D = span{z0, z1, . . . , z(} = span Z for some vectors z0, z1, . . . , z( and matrix Z,
and each vector x ′ ∈ D can be expressed as x ′ = Z · θ for some vector θ . Let the
matrix U be cyclic [7]. It means that its Jordan form has the following form:
L = diag{1,2, . . . ,k},
where
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i =


λi 1 0 · · · 0
0 λi 1 · · · 0
...
...
...
.
.
.
...
0 0 0 · · · 1
0 0 0 · · · λi


pi×pi
, i = 1, . . . , k,
are Jordan cells of dimensions pi × pi , p1 + p2 + · · · + pk = ( + 1, λi /= λj , i /=
j , i, j = 1, . . . , k. Let V be the eigenmatrix of U, i.e., V −1 · U · V =L, and let
τ = V −1θ . Let us partition the vector τ on sub-vectors τi , i = 1, . . . , k, and let τi =
[τi1, . . . , τipi ]T, i = 1, . . . , k.
Proposition 2.1. Let be given matrices D and E and a sub-spaceD ⊆ Rn satisfying
(2.6). Then for each vector x ′ ∈ D there exist vectors x0, x1, . . . , x(−1, x( in D and
a polynomial
χU(λ) = λ(+1 +
(∑
i=0
γi · λi (2.7)
such that
(D + λ · E) · x(λ) = −χU(−λ) · E · x ′, (2.8)
where
x(λ) = x0 − λ · x1 + λ2 · x2 − · · · + (−1)( · λ( · x(. (2.9)
If the matrix U is cyclic and τipi /= 0, k = 1, 2, . . . , k, then the vectors x0, x1, . . . , x(
are linearly independent.
Proof. Let the sub-space D satisfy (2.6), and let x ′ be an arbitrary vector from D,
i.e., x ′ = Z · θ for some vector θ . Let us define x ′( = x ′ and let us define vectors
x ′(−i = Z · Ui · θ , i = 1, . . . , (. Then
D · x ′(−i = D · Z · Ui · θ
= E · Z · U · Ui · θ
= E · x ′(−i−1, i = 0, 1, . . . , ( − 1.
Let χU(λ) be the characteristic polynomial of the matrix U and let us define the new
set of vectors
xj = x ′j +
(∑
i=j+1
γi · x ′(−i+j+1, j = 0, 1, . . . , ( − 1, x( = x ′(. (2.10)
Then we have
D · x0 = D ·
(
x ′0 +
(∑
i=1
γi · x ′(−i+1
)
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= D · Z · U( · θ +
(∑
i=1
γi ·D · Z · Ui−1 · θ
= E · Z · U(+1 · θ +
(∑
i=0
γi · E · Z · Ui · θ − γ0 · E · Z · θ
= E · Z · χU(U) · θ − γ0 ·E · x ′
= −γ0 · E · x ′
and for j = 1, . . . , ( − 1
D · xj = D ·

x ′j + (∑
i=j+1
γi · x ′(−i+j+1


= E · x ′j−1 +
(∑
i=j
γi · E · x ′(−i+j − γj · E · x ′(
= E · xj−1 − γj ·E · x ′.
It can be easily proved that this identity holds for j = (. Hence,
(D + λ ·E) · x(λ)
= D · x0 − (D · x1 − E · x0) · λ
+ · · · + (D · x( − E · x(−1) · (−λ)( − E · x( · (−λ)(+1
=−γ0 ·E · x ′+γ1 · λ ·E · x ′−· · ·−γ( · (−λ)( · E · x ′−E · x ′ · (−λ)(+1
= −χU(−λ) · E · x ′.
By (2.10) the vectors x0, x1, . . . , x( are linearly independent if and only if the
vectors x ′0, x ′1, . . . , x ′( are linearly independent, thus it suffices to prove linear-inde-
pendence of x ′0, x ′1, . . . , x ′( . Let
(∑
i=0
αi · x ′(−i = 0
for some scalars αi . It means that
(∑
i=0
αi · Z · Ui · θ = 0 ⇔
(∑
i=0
αi · Ui · θ = 0
⇔
(∑
i=0
αi ·Li · τ = 0
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i.e.,
α(L) · τ = 0,
where the polynomial α(λ) =∑(i=0 αi · λi is introduced. The above identity is par-
titioned on
α(i ) · τi = 0, i = 1, . . . , k,
i.e. [7, p. 100],
α(i ) · τi =


α(λi )
α′(λi)
1! · · ·
α(pi−1)(λi)
(pi−1)!
0 α(λi) · · ·
...
...
.
.
.
0 0 · · · α′(λi)1!
0 0 · · · α(λi)


·


τi1
τi2
...
τi,pi−1
τipi

 = 0.
Under the condition τipi /= 0 it follows α(λi) = α′(λi) = · · · = α(pi−1)(λi) = 0.
From the fact that λi are distinct it follows that the degree of the polynomial α(λ) is
at least p1 + p2 + · · · + pk = ( + 1, which is a contradiction. 
Remark. Although Proposition 2.1 is very simple and the linear control theory is
very much developed, up to our knowledge, Proposition 2.1 is new. Its second part
relies on an idea of Theorem 3.4 in [23].
Proposition 2.2. There exists a solution for the polynomial x(λ) of the equation
(D + λ · E) · x(λ) = 0
if and only if there exists a sub-space D ⊆ Rn such that D ·D ⊆ E ·D, D ∩
(ker E) /= ∅.
Proof. For the necessity, let there exist a polynomial x(λ) of form (2.9). Let us
defineD = span{x0, x1, . . . , x(}. Then
D · [x0, x1, . . . , x(] = E · [x0, x1, . . . , x(] ·


0 1 · · · 0
...
.
.
.
...
0 0 · · · 1
0 0 · · · 0

 ,
(2.11)
x( ∈ D, x( ∈ ker E.
For the sufficiency, take a vector x ′ ∈ D such that E · x ′ = 0 and apply (2.8). 
In the sequel we link Propositions 2.1 and 2.2 to the linear control systems theory.
Multiplying (1.1a), (1.1b) by left with the left annihilator E of the matrix B, one
obtains
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E · dx +D · x · dt = 0, (2.12)
where D = −E · A. From (1.1a), (1.1b) the control u can be expressed as
u = B† · (x˙ − A · x), B† = (BT · B)−1BT. (2.13)
Expression (2.12) is the first derived system. SinceD ·D ⊆ E ·D ⇔ A ·D ⊆ D+
span B, the connection to the linear control theory are the following two proposi-
tions, which have been proved in [26] by another approach. Our proofs are of interest
because they give the system trajectory in terms of its Laplace transform X(λ)
X(λ) =L(x(t)) =
∫ ∞
0
x(t) · e−λ·t · dt .
Let x(λ) and χU(−λ) be defined as in Proposition 2.1. The Laplace transform
X(λ) of a state x(t), x(0) = x ′ satisfying (2.12), satisfies
(D + λ · E) ·X(λ) = E · x ′. (2.14)
A solution of the above equation for X(λ) is
X(λ) = X∗(λ)+
p∑
i=1
x¯i(λ)
χi(λ)
, (2.15)
where
X∗(λ) =L(x∗(t)) = − x(λ)
χU(−λ)
is a particular solution of (2.14), x¯i(λ), i = 1, 2, . . . , p, are polynomial solutions of
the equation
(D + λ · E) · x¯i(λ) = 0
and χi(λ) are some functions satisfying
lim
λ→∞ λ ·
p∑
i=1
x¯i(λ)
χi(λ)
= 0.
For example, the functions χi(λ) can be taken polynomials of degree>(i + 1, where
(i is a degree of x¯i(λ). The integer p is chosen so that p = dim(D ∩ span B) and the
vector polynomials x¯1(λ), . . . , x¯p(λ) with coefficients-vectors in D are chosen as
the polynomial vector x(λ) is chosen in Proposition 2.1.
The Laplace transform of the control is
U(λ) =L(u(t)) = B† · ((λ · In − A) ·X(λ)− λ · x ′). (2.16)
Remark. IfD ∩ span B = ∅, the sum in (2.15) is void.
Proposition 2.3. If D is an (A,B)-invariant sub-space, then for each x ′ ∈ D there
exists a control u(t) such that if x(0) = x ′, then x(t) ∈ D for all t  0 .
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Proof. Such a control u(t) is given by (2.16) and (2.15). 
Proposition 2.4. IfD is an (A,B)-invariant sub-space satisfyingD ∩ span B /= ∅,
then there exists a polynomial x(λ) = x0 − λ · x1 + λ2 · x2 − · · · + (−1)( · λ( · x(
which is a solution of (D + λ ·E) · x(λ) = 0. R = span{x0, x1, . . . , x(} is a con-
trollability sub-space contained in D. If x(0) = x ′ ∈ R, then the poles of X(λ) =
L(x(t)) can be arbitrarily placed, using the control u.
Proof. By Proposition 2.2, there exists a polynomial x(λ) satisfying (D + λ · E) ·
x(λ) = 0. By Karcanias/Kouvaritakis theorem [10, p. 55], this means thatR = span
{x0, x1, . . . , x(} is a controllability sub-space contained in D. It follows that
D · [x0, x1, . . . , x(] = E · [x0, x1, . . . , x(] ·


0 1 · · · 0
...
.
.
.
...
0 0 · · · 1
0 0 · · · 0


= E · [x0, x1, . . . , x(] ·


0 1 · · · 0
...
.
.
.
...
0 0 · · · 1
−α0 −α1 · · · −α(


def= E ·X · V,
i.e., D ·X = E ·X · V , where χV (λ) = λ(+1 +∑(i=0 αi · λi is an arbitrary char-
acteristic polynomial of V. Therefore, the sub-space R = span{x0, x1, . . . , x(} =
span X satisfies (2.6); thus, by Propositions 2.1 and 2.3, the Laplace transform of
the state x(t), x(0) = x ′ ∈ R can be chosen as
X(λ) =L(x(t)) = − x(λ)
χV (−λ) ,
where x(λ) is some vector polynomial. 
The following propositions relate to the restriction pencil. We denote by D⊥ the
orthogonal complement of the sub-spaceD.
Proposition 2.5. If the sub-spaceW ⊆ Rn−r satisfies
D ·M ·W ⊆ E ·M ·W, (2.17)
then the sub-spaceD = M ·W ⊆ Rn satisfies
A ·D ⊆ D+ span B, D ⊆ ker C, (2.18)
i.e.,D is an (A,B)-invariant sub-space contained in ker C. Conversely, if for some
sub-spaceD ⊆ Rn holds (2.18), then there exists a sub-spaceW ⊆ Rn−r such that
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D = M ·W and (2.17) holds. A sufficient condition for existence of a sub-space
W ⊆ Rn−r satisfying (2.17) is the existence of a polynomial solution for w(λ) of the
equation
(D ·M + λ ·E ·M) ·w(λ) = 0.
In that case, the sub-space W is given by W = span{w0, w1, . . . , w(}, where
w(λ) = w0 − λ ·w1 + λ2 · w2 − · · · + (−1)( · λ( · w( .
Proposition 2.6. If the sub-spaceV ⊆ Rn−m satisfies
MT ·DT ·V ⊆ MT ·ET ·V, (2.19)
then the sub-spaceD = (ET ·V)⊥ ⊆ Rn satisfies
A · (D ∩ ker C) ⊆ D, span B ⊆ D, (2.20)
i.e., D is a (C,A)-invariant sub-space containing span B. Conversely, if for some
sub-spaceD ⊆ Rn holds (2.19), then there exists a sub-space V ⊆ Rn−m such that
D = (ET ·V)⊥ and (2.20) holds. A sufficient condition for existence of a sub-space
V ⊆ Rn−m satisfying (2.19) is the existence of a polynomial solution of v(λ) of the
equation
vT(λ) · (D ·M + λ ·E ·M) = 0.
In that case the sub-space V is given by V = span{v0, v1, . . . , vη}, where v(λ) =
v0 − λ · v1 + λ2 · v2 − · · · + (−1)η · λη · vη.
Remark. Propositions 2.1 and 2.2 can also be applied to descriptor systems [3],
given by
H · x˙ = A · x + B · u,
where H is a singular matrix. The singular pencil in this case is E · A− λ ·E ·H .
3. Decomposition of the Pfaffian system and functional reproducibility of the
linear control systems
Applying the transformation of coordinates (1.4) on (2.12), one obtains the equa-
tion
(D ·M + λ ·E ·M) ·w = −(D + λ · E) · C† · y, (3.1)
where d/dt is replaced by λ. (In the discrete case (1.2), λ is the shift operator.) Let
the Kronecker canonical form of the singular pencil D ·M + λ · E ·M be
P · (D ·M + λ ·E ·M) ·Q = DM + λ · EM, (3.2)
DM + λ · EM = diag
{
0h×g, L(g+1, . . . , L(m′ , L
T
ηh+1, . . . , L
T
ηr′ ,
Nµ1, . . . , Nµs , J + λI
}
. (3.3)
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(This is form (2.4), when g /= 0 and h /= 0. Cases h = 0, g /= 0 (2.2) and h /= 0,
g = 0 (2.3) could be worked out analogously.)
Proposition 3.1. g is equal to the number of linearly dependent columns of the
matrix[
B A · B
0 C · B
]
and h is equal to the number of linearly dependent rows of the matrix[
C 0
C ·A C · B
]
.
Proof. For the first part of the proposition are needed solutions for the vector-
column w of the equations
E ·M · w = 0, E · A ·M ·w = 0. (3.4)
From the first equation of (3.4), it follows
M · w = B · β ⇔ (w = M† · B · β, C · B · β = 0)
for some vector β. The second equation of (3.4) is equivalent to A ·M · w = −B · α
for some vector α. Combining equations, one obtains[
B A · B
0 C · B
]
·
[
α
β
]
= 0. (3.5)
The proof of the first part of Proposition 3.1 is completed by the following lemma.
Lemma 3.1. Let[
αi
βi
]
, i = 1, . . . , g′,
be the solutions of (3.5) and let denote wi = M† · B · βi, i = 1, . . . , g′. The vectors
[αi
βi
] are linearly independent if and only if the vectors wi are linearly independent.
Proof. Necessity. Suppose
∑g′
i=1 γi · wi = 0 for some scalars γi , i = 1, . . . , g′. It
means that
∑g′
i=1 γi ·M† · B · βi = 0,
∑g′
i=1 γi · C · B · βi = 0. From the nonsingu-
larity of the matrix [ C
M†] and from the previous equations follows B ·
∑g′
i=1 γi · βi =
0, from where it follows that
∑g′
i=1 γi · βi = 0. From the equation A · B ·
∑g′
i=1 γi ·
βi + B ·∑g′i=1 γi · αi = 0 follows∑g′i=1 γi · αi = 0, which is a contradiction. Hence,
the vectors wi are linearly independent.
Sufficiency. Suppose ∑g′i=1 γi · αi = 0,∑g′i=1 γi · βi = 0. Multiplying the second
equation by the matrix M† · B, one obtains ∑g′i=1 γi ·wi = 0, which is a contradic-
tion. 
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To prove the second part of Proposition 3.1, we need solutions for the vector-row
v of the equations
v · E ·M = 0, v · E · A ·M = 0. (3.6)
From the first equation of (3.6), it follows
v ·E = β · C
⇔ (v = β · C · E†, E† = ET · (E ·ET)−1, E · E† = I, β · C · B = 0)
for some vector β. The second equation of (3.6) is equivalent to v · E · A = −α · C
for some vector α. Combining equations, one obtains
[α, β] ·
[
C 0
C ·A C · B
]
= 0.
The rest of the proof follows by analogy with Lemma 3.1. 
It is easy to verify the following proposition.
Proposition 3.2. Matrix E ·M has linearly independent rows (columns) if and only
if the matrix C · B has linearly independent rows (columns).
The number of rows of matrix (3.3) is
h+ (g+1 + · · · + (m′ + ηh+1 + 1 + · · · + ηr ′ + 1 + µ1 + · · · + µs + ν
= n−m
and the number of columns of that matrix is
g + (g+1 + 1 + · · · + (m′ + 1 + ηh+1 + · · · + ηr ′ + µ1 + · · · + µs + ν
= n− r
from where one obtains the equality
m+ r ′ = m′ + r. (3.7)
We postpone the elaboration on condensed forms of linear control systems until
Section 4. In this section, we show how the Kronecker canonical form (3.3) can be
applied in functional reproducibility and system inversion of linear control systems.
Let us introduce the coordinates w = Q · z, and let us partition the vector z on
sub-vectors z(i) containing elements z(i)j , accordingly to the partition of the columns
of the matrices DM and EM . One obtains the equation
(DM + λ · EM) · z = −P · (D + λ · E) · C† · y
def= f
def= λ · S · y + T · y. (3.8)
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Let us partition the vector f on sub-vectors f (i) with elements f (i)j accordingly to the
partition of the rows of the matrices DM and EM .
From the vector equation (3.8) follow the sub-systems:
1. Corresponding to the block 0h×g
f (i) = 0, i = 1, . . . , h.
Later, we shall introduce a new control equal to z˙(i), i = 1, . . . , g.
2. Corresponding to the block L(i
z˙
(i)
1 + z(i)2 = f (i+h−g)1
z˙
(i)
2 + z(i)3 = f (i+h−g)2
...
z˙
(i)
(i + z(i)(i+1 = f
(i+h−g)
(i


, i = g + 1, . . . ,m′.
Later, we shall introduce a new control equal to z˙(i)(i+1, i = g + 1, . . . ,m′.
3. Corresponding to the block LTηi
z˙
(i+m′−h)
1 = f (i+m
′−g)
1
z˙
(i+m′−h)
2 + z(i+m
′−h)
1 = f (i+m
′−g)
2
...
z˙
(i+m′−h)
ηi + z(i+m
′−h)
ηi−1 = f
(i+m′−g)
ηi
z
(i+m′−h)
ηi = f (i+m
′−g)
ηi+1


, i = h+ 1, . . . , r ′.
From the last ηi equations one can find the state variables
zηi = fηi+1,
zηi−1 = fηi − f˙ηi+1,
...
z1 = f2 − f˙3 + · · · + (−1)ηi−1 d
ηi−1
dtηi−1
fηi+1,
and the first equation becomes differential identity
f1 − f˙2 + · · · + (−1)ηi · d
ηi
dtηi
fηi+1 = 0,
where the upper indices of z(i+m
′−h)
j and f
(i+m′−g)
j are omitted, for simplicity.
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4. Corresponding to the block Nµi
z˙
(i+m′+r ′−h)
2 + z(i+m
′+r ′−h)
1 = f (i+m
′+r ′−g)
1
z˙
(i+m′+r ′−h)
3 + z(i+m
′+r ′−h)
2 = f (i+m
′+r ′−g)
2
...
z˙
(i+m′+r ′−h)
µi + z(i+m
′+r ′−h)
µi−1 = f
(i+m′+r ′−g)
µi−1
z
(i+m′+r ′−h)
µi = f (i+m
′+r ′−g)
µi


, i = 1, . . . , s,
from where one can find the state variables
zµi = fµi ,
zµi−1 = fµi−1 − f˙µi ,
...
z1 = f1 − f˙2 + · · · + (−1)µi−1 d
µi−1
dtµi−1
fµi ,
where the upper indices of z(i+m
′+r ′−h)
j and f
(i+m′+r ′−g)
j are omitted.
5. Corresponding to the block J + λ · Iν
z˙(i) = −J · z(i) + f (i+h−g), i = m′ + r ′ − h+ s + 1.
By (2.13) one can obtain the control u as
u = K · z +
µmax+1∑
i=0
Li · d
iy
dt i
+
g∑
i=1
a(i) · z˙(i) +
m′∑
i=g+1
b(i) · z˙(i)(i+1, (3.9)
where K and Li are some matrices, a(i) and b(i) are vectors and µmax =
max1is{µi}.
Remark. The term K · z of control (3.9) represents an M†-feedback.
From representation (3.8) follows almost directly:
Theorem 3.1 (System range and output tracking). Let be given a function y(t) ∈ Rr ,
t  0, and an initial value x0 for system (1.1a), (1.1b). The function y(t) can be an
output of system (1.1a), (1.1b) if and only if the following are satisfied:
The linear algebraic ‘initial’ conditions
C · x0 = y(0), (3.10)
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zηi (0) = fηi+1(0)
zηi−1(0) = fηi (0)− f˙ηi+1(0)
...
z1(0) = f2(0)− f˙3(0)+ · · · + (−1)ηi−1 d
ηi−1
dtηi−1
fηi+1(0)


, (3.11)
i = h+ 1, . . . , r ′,
where the upper indices of z(i+m′−h)j and f (i+m
′−g)
j are omitted, and
zµi (0) = fµi (0)
zµi−1(0) = fµi−1(0)− f˙µi (0)
...
z1(0) = f1(0)− f˙2(0)+ · · · + (−1)µi−1 d
µi−1
dtµi−1
fµi (0)


, (3.12)
i = 1, . . . , s,
where the upper indices of z(i+m′+r ′−h)j and f (i+m
′+r ′−g)
j are omitted, and differen-
tial equalities between the elements of the vector function y(t),
f (i) = 0, i = 1, . . . , h,
ηi+1∑
j=1
(−1)j−1 d
j−1
dtj−1
f
(i+m′−g)
j = 0, i = h+ 1, . . . , r ′.
In that case, the control that accomplishes the output tracking is given by (3.9). It
includes an M†-feedback, differentiation of the output y up to degree µmax + 1, and
the variables z˙(i), i = 1, . . . , g, z˙(i)(i+1, i = g + 1, . . . ,m′, which can be arbitrary.
Proof. The necessity is obvious. For the sufficiency, let be satisfied the conditions
of Theorem 3.1. All the five previous sub-systems are satisfied, where the variables
z˙(i), i = 1, . . . , g, z˙(i)(i+1, i = g + 1, . . . ,m′, can be arbitrary. Since the coordinates
z, y are equivalent to the coordinates x, y(t) will be the output of system (1.1a),
(1.1b). 
Corollary 3.1 (Output annulling). The output of system (1.1a), (1.1b) can be zeroed
by the control u if and only if are satisfied the linear algebraic ‘initial’ conditions
C · x0 = 0, (3.13)
zηi (0) = 0, zηi−1(0) = 0, . . . , z1(0) = 0, i = h+ 1, . . . , r ′, (3.14)
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and
zµi (0) = 0, zµi−1(0) = 0, . . . , z1(0) = 0, i = 1, . . . , s. (3.15)
In that case, the control that accomplishes the output annulling is given by (3.9),
where diy/dt i = 0, i = 0, 1, . . . , µmax + 1. It includes an M†-feedback, and the
variables z˙(i), i = 1, . . . , g, z˙(i)(i+1, i = g + 1, . . . ,m′, which can be arbitrary. If
the eigenvalues of the matrix J are with positive real parts, then the output annulling
can be achieved with system stability.
Remark. Sub-space of output annulling [21] is equal to the sub-space satisfying
linear equations (3.13)–(3.15).
Corollary 3.2 (Left invertibility of the system). By the output y(t) one can reproduce
the input u(t) if and only if there do not exist blocks L( and g = 0 in the canonical
form of the singular pencil D ·M + λ ·E ·M . In that case, the unique control is
given by (3.9), where the last two sums are void, and is obtained by differentiation
of the output y.
Corollary 3.3 (Right invertibility of the system). Let be given an arbitrary function
y(t). It can be output of system (1.1a), (1.1b) by control and initial conditions of
the system if and only if there are not blocks LTη and h = 0 in the canonical form of
the singular pencil D ·M + λ ·E ·M. In that case, the control is given by (3.9) (the
variables z˙(i), i = 1, . . . , g, z˙(i)(i+1, i = g + 1, . . . ,m′, are arbitrary) and is obtained
by anM†-feedback and differentiation of the output y. Initial conditions of the system
are (3.10) and (3.12).
4. The first condensed form under transformation of the state coordinates and
the first condensed form under state feedback
Let introduce the transformation of coordinates
ξ = EM · z + P · E · C† · y = EM · z− S · y. (4.1)
Proposition 4.1. The matrix [EM,P ·E · C†] has linearly independent rows.
(Transformation (4.1) is injective.)
Proof. At first, it can be checked easily that the matrix [M ·Q,C†] is nonsingu-
lar. Let there exist a vector-row ζ such that ζ · [EM,P · E · C†] = ζ · P ·E · [M ·
Q,C†] = 0. Hence, ζ · P ·E = 0, which is in contradiction with the linear indepen-
dence of the rows of the matrix E. 
Remark. The connection between the original coordinates x and the new coordi-
nates ξ is
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ξ = P ·E · x.
Let us partition the matrices S and T in (3.8) on sub-matrices s(i) and t(i) con-
sisted of vector-rows s(i)j and t
(i)
j , respectively to the vector f. Respectively to the
five sub-systems in Section 3, we derive the following new five sub-systems.
1. Corresponding to the block 0h×g , for the new variables ξ , one obtains
ξ(i) = −s(i) · y, i = 1, . . . , h, (4.2)
and the transformed equations
ξ˙ (i) = t(i) · y, i = 1, . . . , h, (4.3)
and we introduce the new equations
z˙(i) = v′i , i = 1, . . . , g, (4.4)
where the auxiliary variables (controls) v′i , i = 1, . . . , g, are introduced.
2. Corresponding to the block L(i
z˙
(i)
1 + z(i)2 = s(i+h−g)1 · y˙ + t(i+h−g)1 · y
z˙
(i)
2 + z(i)3 = s(i+h−g)2 · y˙ + t(i+h−g)2 · y
...
z˙
(i)
(i + z(i)(i+1 = s
(i+h−g)
(i · y˙ + t(i+h−g)(i · y


, i = g + 1, . . . ,m′, (4.5)
the transformation of coordinates (4.1)
ξ
(i+h−g)
1 = z(i)1 − s(i+h−g)1 · y
...
ξ
(i+h−g)
(i = z(i)(i − s(i+h−g)(i · y

, (4.6)
and, instead of z(i)(i+1, we introduce the variables ξ
(i+h−g)
(i+1 by
ξ
(i+h−g)
(i+1 = z
(i)
(i+1 − t(i+h−g)(i · y,
the transformed sub-system
ξ˙
(j)
1 + ξ(j)2 =
(
t
(j)
1 − s(j)2
) · y
ξ˙
(j)
2 + ξ(j)3 =
(
t
(j)
2 − s(j)3
) · y
...
ξ˙
(j)
(i−1 + ξ
(j)
(i =
(
t
(j)
(i−1 − s
(j)
(i
) · y
ξ˙
(j)
(i + ξ(j)(i+1 = 0


,
i = g + 1, . . . ,m′,
j = i + h− g, (4.7)
and we introduce the new equation
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ξ˙
(j)
(i+1 = v′i (4.8)
and auxiliary variables (controls) v′i , i = g + 1, . . . ,m′.
3. Corresponding to the block LTηi
z˙
(i+m′−h)
1 = s(i+m
′−g)
1 · y˙ + t(i+m
′−g)
1 · y
z˙
(i+m′−h)
2 + z(i+m
′−h)
1 = s(i+m
′−g)
2 · y˙ + t(i+m
′−g)
2 · y
...
z˙
(i+m′−h)
ηi + z(i+m
′−h)
ηi−1 = s
(i+m′−g)
ηi · y˙ + t(i+m
′−g)
ηi · y
z
(i+m′−h)
ηi = s(i+m
′−g)
ηi+1 · y˙ + t
(i+m′−g)
ηi+1 · y


, (4.9)
i = h+ 1, . . . , r ′,
the transformation of coordinates (4.1)
ξ
(i+m′−g)
1 = z(i+m
′−h)
1 − s(i+m
′−g)
1 · y
...
ξ
(i+m′−g)
ηi = z(i+m
′−h)
ηi − s(i+m
′−g)
ηi · y
ξ
(i+m′−g)
ηi+1 = −s
(i+m′−g)
ηi+1 · y


, (4.10)
the transformed sub-system
ξ˙
(j)
1 = t(j)1 · y
ξ˙
(j)
2 + ξ(j)1 = (t(j)2 − s(j)1 ) · y
...
ξ˙
(j)
ηi+1 + ξ
(j)
ηi = (t(j)ηi+1 − s
(j)
ηi ) · y


,
i = h+ 1, . . . , r ′,
j = i +m′ − g. (4.11)
This Pfaffian sub-system has one more variable than the Pfaffian sub-system (4.9)
(ηi + 1 instead of ηi).
4. Corresponding to the block Nµi
z˙
(i+m′+r ′−h)
2 + z(i+m
′+r ′−h)
1 = s(i+m
′+r ′−g)
1 · y˙ + t(i+m
′+r ′−g)
1 · y
...
z˙
(i+m′+r ′−h)
µi + z(i+m
′+r ′−h)
µi−1 = s
(i+m′+r ′−g)
µi−1 · y˙ + t
(i+m′+r ′−g)
µi−1 · y
z
(i+m′+r ′−h)
µi = s(i+m
′+r ′−g)
µi · y˙ + t(i+m
′+r ′−g)
µi · y


, (4.12)
i = 1, . . . , s,
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the transformation of coordinates (4.1)
ξ
(i+m′+r ′−g)
1 = z(i+m
′+r ′−h)
2 − s(i+m
′+r ′−g)
1 · y
...
ξ
(i+m′+r ′−g)
µi−1 = z
(i+m′+r ′−h)
µi − s(i+m
′+r ′−g)
µi−1 · y
ξ
(i+m′+r ′−g)
µi = −s(i+m
′+r ′−g)
µi · y


(4.13)
and, instead of z(i+m
′+r ′−h)
1 , we introduce the variables ξ
(i+m′+r ′−g)
0 by
ξ
(i+m′+r ′−g)
0 = z(i+m
′+r ′−h)
1 − t(i+m
′+r ′−h)
1 · y,
the transformed sub-system
ξ˙
(j)
1 + ξ(j)0 = 0
ξ˙
(j)
2 + ξ(j)1 =
(
t
(j)
2 − s(j)1
) · y
...
ξ˙
(j)
µi + ξ(j)µi−1 =
(
t
(j)
µi − s(j)µi−1
) · y


,
i = 1, . . . , s,
j = i +m′ + r ′ − g. (4.14)
This Pfaffian sub-system has one more variable than the Pfaffian sub-system (4.12)
(µi + 1 instead ofµi ), and we introduce one more equation, and an auxiliary variable
(control) v′
i+m′ , by
ξ˙
(j)
0 = v′i+m′ . (4.15)
5. Corresponding to the block J + λ · Iν
(J + λ · Iν) · z(i) = λ · S(i+h−g) · y + T (i+h−g) · y,
i = m′ + r ′ − h+ s + 1, (4.16)
the transformation of coordinates (4.1)
ξ(i+h−g) = z(i) − S(i+h−g) · y, (4.17)
the transformed sub-system
ξ˙ (I ) + J · ξ(I ) = (T (I) − J · S(I)) · y, I = m′ + r ′ − g + s + 1. (4.18)
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From the block form of the transformation matrix
[
EM,P · E · C†
]
=


0 · · · 0 −s(1)
..
.
.
.
.
..
. 0 0 0 0
..
.
0 · · · 0 −s(h)
1 · · · 0 0 ∗
0
...
.
.
.
...
... 0 0 0
...
0 · · · 1 0 ∗
1 · · · 0 ∗
0 0
.
..
.
.
.
.
.. 0 0
.
..
0 · · · 1 ∗
0 · · · 0 −s(j)
ηi+1
0 1 · · · 0 ∗
...
...
.
.
.
...
...
0 0 0 0 0 · · · 1 0 ∗
0 0 · · · 0 −s(j)µi
0 0 0 0 Iν −S(I)


,
where only one block of the blocks L(i , LTηi , Nµi is displayed, follows that the trans-
formation of coordinates
ξ(i) = −s(i) · y, i = 1, . . . , h
ξ
(j)
ηi+1 = −s
(j)
ηi+1 · y, i = h+ 1, . . . , r ′, j = i +m′ − g
ξ
(j)
µi = −s(j)µi · y, i = 1, . . . , s, j = i +m′ + r ′ − g

 (4.19)
is injective, i.e., the transformation matrix, which will be denoted by S′, has linearly
independent rows. Hence, the number of its rows must be less or equal to the number
of its columns, i.e.,
r ′ + s  r.
Combining this inequality with (3.7), one obtains
m′ + s  m.
In general, the coordinates ξ do not represent the whole state space, thus we have
to identify the rest of the state variables. Suppose the first r ′ + s columns of the
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matrix S′ are linearly independent. In contrary, by permutation of the indices of y,
we can achieve linear independence. Let the matrix S′ and the vector y be partitioned
as
S′ = [S¯′, S˜′], y =
[
y¯
y˜
]
, S′ · y = S¯′ · y¯ + S˜′ · y˜, y˜ =


yr ′+s+1
...
yr


so that the matrix S¯′ is nonsingular. The output variables
yi, i = r ′ + s + 1, . . . , r,
can be taken as state variables (coordinates), and their derivatives can be taken
equal to auxiliary variables (controls) v′
i+m′−r ′ :
y˙i = v′i+m′−r ′ , i = r ′ + s + 1, . . . , r. (4.20)
To summarize, the new coordinates are
z(i), i = 1, . . . , g,
ξ (i), i = 1, . . . , h,
ξ
(i+h−g)
j , j = 1, . . . , (i + 1, i = g + 1, . . . ,m′,
ξ
(i+m′−g)
j , j = 1, . . . , ηi + 1, i = h+ 1, . . . , r ′,
ξ
(i+m′+r ′−g)
j , j = 0, 1, . . . , µi, i = 1, . . . , s,
ξ (I ), I = m′ + r ′ − g + s + 1,
yi, i = r ′ + s + 1, . . . , r.
The total number of the new coordinates is
g + h+ (g+1 + 1 + · · · + (m′ + 1 + ηh+1 + 1 + · · · + ηr ′ + 1
+µ1 + 1 + · · · + µs + 1 + ν + r − r ′ − s
= (g+1 + · · · + (m′ + ηh+1 + · · · + ηr ′ + µ1
+ · · · + µs + ν +m′ + r ′ + s + r − r ′ − s
= n
and the total number of the auxiliary variables v′ is
g + (m′ − g)+ s + r − r ′ − s = m.
The transformation of the coordinates z, y in the new coordinates is given by
J. Stefanovski / Linear Algebra and its Applications 328 (2001) 1–55 25


z(1)
.
..
z(g)
−−−
ξ(1)
.
..
ξ (h)
−−−
ξ
(j)
1
.
..
ξ
(j)
(i
ξ
(j)
(i+1−−−
ξ
(j)
1
.
..
ξ
(j)
ηi+1−−−
ξ
(j)
0
ξ
(j)
1
.
..
ξ
(j)
µi−−−
ξ(I )
−−−
y˜


=


1 · · · 0 0 0
..
.
.
.
.
..
. 0 0 0 0
..
.
..
.
0 · · · 1 0 0
0 · · · 0 −s¯(1) −s˜(1)
...
.
.
.
... 0 0 0 0
...
...
0 · · · 0 −s¯(h) −s˜(h)
1 · · · 0 0 ∗ ∗
0
...
.
.
.
...
... 0 0 0
...
...
0 · · · 1 0 ∗ ∗
0 · · · 0 1 ∗ ∗
1 · · · 0 ∗ ∗
0 0
..
.
.
.
.
..
. 0 0
..
.
..
.
0 · · · 1 ∗ ∗
0 · · · 0 −s¯(j)
ηi+1 −s˜
(j)
ηi+1
1 0 · · · 0 ∗ ∗
0 1 · · · 0 ∗ ∗
0 0 0
..
.
..
.
.
.
.
..
. 0
..
.
..
.
0 0 · · · 1 ∗ ∗
0 0 · · · 0 −s¯(j)µi −s˜(j)µi
0 0 0 0 Iν −S¯(I ) −S˜(I )
0 0 0 0 0 0 Ir−r ′−s


·

zy¯
y˜


def=Q1 ·
[
z
y
]
=Q1 ·
[
M ·Q, C†]−1 · x
def= Q¯ · x (4.21)
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with the nonsingular transformation matrices Q1 and Q¯ (the nonsingularity of Q1 is
a consequence of Proposition 4.1). Hence, the new coordinates are equivalent to the
coordinates x.
By application of (4.21) one can find the control u as
u = B† · (x˙ − A · x)
= F · x +G · v′
=
g∑
i=1
F ′1i · z(i) +
h∑
i=1
F ′2i · ξ(i)
+
m′∑
i=g+1

(i+1∑
k=1
F ′3ik · ξ(j)k

+ r ′∑
i=h+1

ηi+1∑
k=1
F ′4ik · ξ(j)k


+
s∑
i=1
(
µi∑
k=0
F ′5ik · ξ(j)k
)
+ F ′6 · ξ(I ) + F ′7 · y˜ +G · v′, (4.22)
where in the third sum the upper index of ξ(j)k is j = i + h− g, in the fourth sum
the upper index of ξ(j)k is j = i +m′ − g and in the fifth sum the upper index of ξ(j)k
is j = i +m′ + r ′ − g. F ′i , F ′ij , F ′ijk and G are some matrices. G is a square matrix
of the form
G=B† · [M ·Q, C†]
·Q−11
[ g︷ ︸︸ ︷
e, . . . , e,
h︷ ︸︸ ︷
0, . . . , 0,
(i+1︷ ︸︸ ︷
0, . . . , 0, e,
ηi+1︷ ︸︸ ︷
0, . . . , 0,
µi+1︷ ︸︸ ︷
e, 0, . . . , 0,
ν︷ ︸︸ ︷
0, . . . , 0,
r−r ′−s︷ ︸︸ ︷
e, . . . , e
]T
,
where e are m-dimensional unity vector-columns (of total number g + (m′ − g)+
s + (r − r ′ − s) = m), with 1 on subsequent places. Only one block of the blocks
corresponding to L(i , LTηi and Nµi is displayed. From the above form of G it is not
obvious its nonsingularity. The nonsingularity of G is proved in indirect way, by the
following proposition.
Proposition 4.2. The matrix G is nonsingular.
Proof. Let be given a control uˆ(t) and initial value x ′, and let by xˆ(t) denote the
curve that satisfies the initial condition xˆ(0) = x ′ and is trajectory of system (1.1a),
(1.1b), i.e.,
˙ˆx(t) = A · xˆ(t)+ B · uˆ(t). (4.23)
Firstly, we prove that there exists a control vˆ′(t) such that by its application on sys-
tem (1.1a), (1.1b) with the state feedback (4.22) x˙ = (A+ B · F) · x + B ·G · v′,
x(0) = x ′, we obtain the same trajectory xˆ(t). Multiplying (4.23) by left with the
matrix E, we obtain the differential identity
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E · d
˙ˆx
dt
+D · xˆ = 0.
By change of the coordinates x with coordinates (4.21), we obtain the condensed
form of system (1.1a), (1.1b) under the change of coordinates. The requesting control
vˆ′ can be found from the equations
vˆ′i = ˙ˆz
(i)
, i = 1, . . . , g,
vˆ′i = ˙ˆξ
(j)
(i+1, i = g + 1, . . . ,m′, j = i + h− g,
vˆ′i+m′ = ˙ˆξ
(j)
0 , i = 1, 2, . . . , s, j = i +m′ + r ′ − g,
vˆ′i+m′−r ′ = ˙ˆyi, i = r ′ + s + 1, . . . , r
Now, let the matrix G be singular. It means that the columns of the matrix G do
not span the whole space Rm , i.e., span G /= Rm. Let define the control uˆ(t) such
that uˆ(0)− F · xˆ(0) = uˆ(0)− F · x ′ ∈ span G. It means that it does not exist vˆ′(0)
such that uˆ(0) = F · xˆ(0)+G · vˆ′(0), and it is in contradiction with the first part of
the proof. 
Since G is nonsingular, by (4.22) one can express the auxiliary vector variable v′
as
v′ = −G−1 ·
[
g∑
i=1
F ′1i · z(i) +
h∑
i=1
F ′2i · ξ(i) +
m′∑
i=g+1
(
(i+1∑
k=1
F ′3ik · ξ(j)k
)
+
r ′∑
i=h+1
(
ηi+1∑
k=1
F ′4ik · ξ(j)k
)
+
s∑
i=1
(
µi∑
k=0
F ′5ik · ξ(j)k
)
+ F ′6 · ξ(I ) + F ′7 · y˜ − u
]
(4.24)
and eliminate it from Eqs. (4.4), (4.8), (4.15) and (4.20).
By Eqs. (4.3), (4.4), (4.7), (4.8), (4.11), (4.14), (4.15), (4.18) and (4.20), where v′
is replaced by (4.24), is given the first condensed form of the linear system (1.1a),
(1.1b) under transformation of the state coordinates.
If we apply the l.s.f. control (4.22), we obtain a more condensed form. Therefore,
by
ξ˙ (i) = α(i) · y, i = 1, . . . , h,
z˙(i) = v′i , i = 1, . . . , g,
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ξ˙
(j)
1 + ξ(j)2 = α(j)1 · y
ξ˙
(j)
2 + ξ(j)3 = α(j)2 · y
...
ξ˙
(j)
(i−1 + ξ
(j)
(i = α(j)(i−1 · y
ξ˙
(j)
(i + ξ(j)(i+1 = 0
ξ˙
(j)
(i+1 = v′i


,
i = g + 1, . . . ,m′,
j = i + h− g,
ξ˙
(j)
1 = α(j)1 · y
ξ˙
(j)
2 + ξ(j)1 = α(j)2 · y
...
ξ˙
(j)
ηi+1 + ξ
(j)
ηi = α(j)ηi+1 · y


,
i = h+ 1, . . . , r ′,
j = i +m′ − g,
ξ˙
(j)
0 = v′i+m′
ξ˙
(j)
1 + ξ(j)0 = 0
ξ˙
(j)
2 + ξ(j)1 = α(j)2 · y
...
ξ˙
(j)
µi + ξ(j)µi−1 = α
(j)
µi · y


,
i = 1, . . . , s,
j = i +m′ + r ′ − g,
ξ˙ (I ) + J · ξ(I ) = α(I) · y, I = m′ + r ′ − g + s + 1,
y˙i = v′i+m′−r ′ , i = r ′ + s + 1, . . . , r,
is given the first condensed form under l.s.f. with full control. The total number of real
numbers present (excluding the real numbers in the matrix J, which are invariants) is
(n−m−m′ + g − s) · r.
By Propositions 4.3–4.5 we identify the sub-spaces relevant in linear control
theory. The propositions are consequences of Propositions 2.5 and 2.6.
Proposition 4.3. The sub-spaces corresponding to the blocks L(1, . . . , L(m′ , J +
λ · I are (A,B)-invariant sub-spaces contained in the sub-space ker C. The maxi-
mal (A,B)-invariant sub-space D∗(ker C) contained in ker C is their direct sum.
Feedback control F ∈F(A,B,D∗(ker C)) is given by (4.22).
Proposition 4.4. The sub-spaces Ri , i = 1, . . . ,m′, corresponding to the blocks
L(1, . . . , L(m′ are controllability sub-spaces contained in the sub-space ker C. The
maximal controllability sub-spaceR∗(ker C) contained in ker C is their direct sum⊕m′
i=1Ri .
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Proposition 4.5. The orthogonal complement of the sub-spaces corresponding to
the blocks LTη1, . . . , L
T
ηr′ , J + λ · I are (C,A)-invariant sub-spaces containing the
sub-space span B. The minimal (C,A)-invariant sub-space containing span B is di-
rect sum of the sub-spaces corresponding to the blocksL(1, . . . , L(m′ , Nµ1, . . . , Nµs ,
and y˜.
The following classification holds for almost all (generic, in the sense of [26])
linear control systems, and is based on Proposition 3.2, the fact that the matrix C · B
has full rank almost always, and Corollary 5.4, p. 121 in [26].
Theorem 4.1. (a) If m > r, then in the Kronecker canonical form of the restriction
pencilD ·M + λ · E ·M exist only the blocks L(, almost always. The right minimal
indices are (1 = (2 = · · · = (p = (, (p+1 = · · · = (p+q = ( + 1, where
( =
[
n− r
m− r
]
− 1,
p = (( + 1) · (n− r)− (( + 2) · (n−m),
q = n− r − (m− r) · (( + 1),
m′ = p + q = m− r,
where by [·] is denoted the integer part of a real number. The first condensed form
consists of the sub-systems (4.4), (4.7) (4.8) and (4.20). The dimensions of controlla-
bility sub-spaces contained in ker C are ( + 1, ( + 2, . . . , n− r . The maximal con-
trollability sub-space contained in ker C is ker C. The minimal (C,A)-invariant
sub-space containing span B is Rn.
(b) If m < r, then in the Kronecker canonical form of the restriction pencil D ·
M + λ ·E ·M exist only the blocks LTη , almost always. The left minimal indices are
η1 = η2 = · · · = ηp = η, ηp+1 = · · · = ηp+q = η + 1, where
η =
[
n−m
r −m
]
− 1,
p = (η + 1) · (n−m)− (η + 2) · (n− r),
q = n−m− (r −m) · (η + 1),
r ′ = p + q = r −m.
The first condensed form consists of sub-systems (4.3), (4.11) and (4.20). The dimen-
sions of (C,A)-invariant sub-spaces containing span B are η + 1, η + 2, . . . ,m.
The minimal (C,A)-invariant sub-space containing span B is span B. The maximal
(A,B)-invariant sub-space contained in ker C is equal to the zero-sub-space ∅.
(c) If m = r, then in the Kronecker canonical form of the restriction pencil D ·
M + λ ·E ·M exists only the block J + λ · Iν, almost always, and ν = n−m.
30 J. Stefanovski / Linear Algebra and its Applications 328 (2001) 1–55
Proof. We prove only the part that if m > r, then the maximal controllability sub-
space R∗(ker C) contained in ker C is ker C. The sub-spaces corresponding to
the blocks L(i , i = 1, 2, . . . ,m− r, are independent and thus the dimension of R∗
(ker C) is sum of their dimensions, i.e., p · (( + 1)+ q · (( + 2) = n− r . Hence,
R∗(ker C) = ker C. 
In the sequel we present an application of the first condensed form in observer
construction. If r > m, then the first condensed form almost always reduces to
ξ˙ (i) = t(i) · y, i = 1, 2, . . . , h, (4.25)
ξ˙
(i)
1 = t(i)1 · y
ξ˙
(i)
2 + ξ(i)1 = (t(i)2 − s(i)1 ) · y
...
ξ˙
(i)
ηi+1 + ξ
(i)
ηi = (t(i)ηi+1 − s
(i)
ηi ) · y


, i = h+ 1, . . . , r −m, (4.26)
˙˜y = v′, (4.27)
where
ξ(i) = −s(i) · y, i = 1, 2, . . . , h,
ξ
(i)
ηi+1 = −s
(i)
ηi+1 · y, i = h+ 1, . . . , r −m.
To construct the observer with adjusted poles, let us define the error variables for
sub-system (4.26) as
e
(i)
j = ξ(i)j − ξˆ (i)j , i = h+ 1, . . . , r −m, j = 1, 2, . . . , ηi + 1, (4.28)
where ξˆ (i)j are observer variables. ith sub-system (i = h+ 1, . . . , r −m) of the ob-
server let be
d
dt
ξˆ
(i)
1 − k(i)1 · ξˆηi+1 =
(
t
(i)
1 + k(i)1 · s(i)ηi+1
) · y
d
dt
ξˆ
(i)
2 + ξˆ (i)1 − k(i)2 · ξˆ (i)ηi+1 =
(
t
(i)
2 − s(i)1 + k(i)2 · s(i)ηi+1
) · y
...
d
dt
ξˆ
(i)
ηi+1 + ξˆ
(i)
ηi − k(i)ηi+1 · ξˆ
(i)
ηi+1 =
(
t
(i)
ηi+1 − s
(i)
ηi + k(i)ηi+1 · s
(i)
ηi+1
) · y


(4.29)
for some constants k(i)j . Then the ith sub-system of the error dynamics is
e˙
(i)
1 − k(i)1 · e(i)ηi+1 = 0
e˙
(i)
2 + e(i)1 − k(i)2 · e(i)ηi+1 = 0
...
e˙
(i)
ηi+1 + e
(i)
ηi − k(i)ηi+1 · e
(i)
ηi+1 = 0


. (4.30)
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The system matrix of the dynamics (4.30) is

0 0 · · · 0 0 k(i)1
−1 0 · · · 0 0 k(i)2
...
...
.
.
.
...
...
...
0 0 · · · −1 0 k(i)ηi
0 0 · · · 0 −1 k(i)ηi+1


whose eigenvalues can be arbitrarily adjusted by the coefficients k(i)j . An observer
for sub-systems (4.25) can be trivially constructed.
Thus, we have constructed an (n−m)-dimensional observer which is control-
free, and proved the following proposition.
Proposition 4.6. If r > m, generically, there exists an (n−m)-dimensional ob-
server with arbitrary pole distribution of its error dynamics. The observer does not
need the control variables.
Remark. Using the technique for construction of minimal order observer (see [26]
and references therein) and using (4.26), one can construct a control-free (n− r)-
dimensional observer.
5. The first condensed form underM†-feedback control
Applying the new feedback control v′
v′ = v −G−1 ·
(
−
h∑
i=1
F ′2i · s(i) · y −
r ′∑
i=h+1
F ′4i,ηi+1 · s
(j)
ηi+1 · y
−
s∑
i=1
F ′5iµi · s(j)µi · y + F ′7 · y˜
)
(5.1)
one obtains the total feedback with full control
u =
g∑
i=1
F ′1i · z(i) +
m′∑
i=g+1

(i+1∑
k=1
F ′3ik · ξ(j)k


+
r ′∑
i=h+1
(
ηi∑
k=1
F ′4ik · ξ(j)k
)
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+
s∑
i=1

µi−1∑
k=0
F ′5ik · ξ(j)k

+ F ′6 · ξ(I ) +G · v (5.2)
as M†-feedback. (The number of coordinates on which u does not depend is h+
(r ′ − h)+ s + (r − r ′ − s) = r , see (4.22).) We have derived a condensed form un-
der M†-feedback with full control, given by the following seven sub-systems:
ξ˙ (i) = α(i) · y, i = 1, . . . , h, (5.3)
z˙(i) = vi + γi · y, i = 1, . . . , g, (5.4)
ξ˙
(j)
1 + ξ(j)2 = α(j)1 · y
ξ˙
(j)
2 + ξ(j)3 = α(j)2 · y
...
ξ˙
(j)
(i−1 + ξ
(j)
(i = α(j)(i−1 · y
ξ˙
(j)
(i + ξ(j)(i+1 = 0
ξ˙
(j)
(i+1 = vi + α
(j)
(i+1 · y


,
i = g + 1, . . . ,m′,
j = i + h− g, (5.5)
ξ˙
(j)
1 = α(j)1 · y
ξ˙
(j)
2 + ξ(j)1 = α(j)2 · y
...
ξ˙
(j)
ηi+1 + ξ
(j)
ηi = α(j)ηi+1 · y


,
i = h+ 1, . . . , r ′,
j = i +m′ − g, (5.6)
ξ˙
(j)
0 = vi+m′ + α(j)0 · y
ξ˙
(j)
1 + ξ(j)0 = 0
ξ˙
(j)
2 + ξ(j)1 = α(j)2 · y
...
ξ˙
(j)
µi + ξ(j)µi−1 = α
(j)
µi · y


,
i = 1, . . . , s,
j = i +m′ + r ′ − g, (5.7)
ξ˙ (I ) + J · ξ(I ) = α(I) · y, I = m′ + r ′ − g + s + 1, (5.8)
y˙i = vi+m′−r ′ + βi · y, i = r ′ + s + 1, . . . , r, (5.9)
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where all α(j)i are vector-rows except α
(I) which is a matrix, and βi and γi are vector-
rows. αi, βi and γi are multiplicands of the output y. The total number of (scalar)
multiplicands (excluding the real numbers in the matrix J) is
(n−m′ + g − s) · r.
The parameters of the condensed form (the integers g, h, m′, r ′, s, the right minimal
indices (1, . . . , (m′ , the left minimal indices η1, . . . , ηr ′ , the indices µ1, . . . , µs and
the eigenvalues of the matrix J) are invariants of the system under M†-feedback
with full control. Besides the above-mentioned invariants, in the condensed form are
included the multiplicands αi, βi , γi , as amplification factors of the output y.
A block-diagram of the condensed form of system (1.1a), (1.1b) under M†-feed-
back with full control is represented in Fig. 1. Sub-systems (5.3) are supposed as
Fig. 1. Block-diagram of the condensed form under M+-feedback.
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rudiments of sub-systems (5.6) and sub-systems (5.4) are supposed as rudiments of
sub-systems (5.5), thus they are not displayed. For simplicity, only one block of the
blocks L(i , LTηi , Nµi is displayed. By  is denoted a block corresponding to a matrix
multiplication.
It is easy to verify that the condensed form (5.3)–(5.9) of the continuous control
systems (1.1a), (1.1b) under M†-feedback is also a condensed form of the discrete
control systems (1.2).
In Proposition 4.3, we have obtained the feedback F (4.22) satisfying F ∈
F(A,B,D∗(ker C). In the following proposition we obtain a simpler feedback than
(4.22).
Proposition 5.1. The sub-spaces corresponding to the blocks L(1, . . . , L(m′ , J +
λ · I are (A,B)-invariant sub-spaces contained in the sub-space ker C, therefore,
(M†, A,B)-invariant. The feedback control F ∈F(A,B,D∗(ker C)) can be
chosen as M†-feedback. Such a feedback control is given by (5.2).
The following two propositions are easy consequences of the above theory and
represent connections to the geometric approach in linear control theory.
Proposition 5.2 ([16] Left invertibility). The necessary and sufficient condition for
left invertibility of system (1.1a), (1.1b) is
(span B) ∩R∗(ker C) = (span B) ∩D∗(ker C) = ∅.
Proof. Proposition 5.2 is equivalent to: system (1.1a), (1.1b) is not left invertible
if and only if there is D, an (A,B)-invariant sub-space contained in ker C, such
that D ∩ ker E /= ∅. By Proposition 2.2 this is equivalent with the existence of the
polynomial x(λ) that is a solution of (D + λ · E) · x(λ) = 0, C · x(λ) = 0 and this
is equivalent to Corollary 3.2. 
Let one give the system
x˙ = A · x + B · u+H · ζ,
y = C · x,
ym = Cm · x,
where y is referred to as regulated output, ym is referred to as observation output
and ζ is referred to as disturbance input. In [20] and references therein is stated
that the disturbance can be decoupled of the regulated output y by observation out-
put feedback u = F ′ · ym +G · v if and only if there exists an (Cm,A,B)-invariant
sub-spaceD satisfying span H ⊆ D ⊆ ker C. Although these are necessary and suf-
ficient conditions for disturbance decoupling by observation output feedback, there
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is not a method for their checking. The following proposition contains sufficient
conditions for disturbance decoupling by observation output feedback that can be
easily algebraically checked.
Proposition 5.3 (Disturbance decoupling). The disturbance ζ can be decoupled of
the regulated output y by l.s.f. (1.3) if and only if span H ⊆ D∗(ker C). If
ker Cm ⊆ span CT, (5.10)
the l.s.f. can be chosen as Cm-feedback with full control. If the eigenvalues of the
matrix J are with positive real parts, then the decoupled system can be stabilized.
Proof. We prove only the second part of the proposition. By Proposition 1.1, the
l.s.f. can be chosen as M†-feedback, i.e., u = K1 ·M† · x +G · v, for some matri-
ces K1 and nonsingular G. Such a feedback is given by (5.2). By (5.10) it follows
M† = K2 · Cm for some matrix K2, which proves the assertion. 
Remark. The condensed form (5.3)–(5.9) is already in decoupled form.
In the following theorem we show how, by a feedback, one can transform the
system matrix of (1.1a), (1.1b) into a useful block-matrix.
Theorem 5.1. If theM†-feedback controls u (5.2) and v are applied, then the system
matrix of (1.1a), (1.1b) almost always is similar to the block-form
W(X) =
[
V U
X W
]
, (5.11)
where X is a feedback matrix of the control v.
Proof. We elaborate separately cases (a), (b) and (c), and use Theorem 4.1.
Case (a) m > r . The control u, according to (5.2), is
u =
g∑
i=1
F ′1i · z(i) +
m−r∑
i=g+1

(i+1∑
k=1
F ′3ik · ξ(j)k

+G · v.
For simplicity, we suppose that there exist only two right minimal indices: (1 and (2.
Let us apply the following M†-feedback control:
v = X ·
[
ξ
(1)
1 , ξ
(1)
2 , . . . , ξ
(1)
(1 , ξ
(1)
(1+1, ξ
(2)
1 , ξ
(2)
2 , . . . , ξ
(2)
(2 , ξ
(2)
(2+1
]T
.
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System (1.1a), (1.1b), after application of the controls u and v, becomes


ξ˙
(1)
1
ξ˙
(1)
2
...
ξ˙
(1)
(1
−−−
ξ˙
(2)
1
ξ˙
(2)
2
...
ξ˙
(2)
(2
−−−
ξ˙
(1)
(1+1
ξ˙
(2)
(2+1
−−−
y˙


=


0 −1 0 · · · 0 0 0 α(1)1
0 0 −1 · · · 0 0 0 α(1)2
...
... 0
...
...
...
0 0 0 · · · −1 0 0 α(1)(1−1
0 0 0 · · · 0 −1 0 0
0 −1 0 · · · 0 0 0 α(2)1
0 0 −1 · · · 0 0 0 α(2)2
0
...
...
...
...
...
0 0 0 · · · −1 0 0 α(2)(2−1
0 0 0 · · · 0 0 −1 0
× × × × × × × × × × × × α(1)(1+1
× × × × × × × × × × × × α(2)(2+1
× × × × × × × × × × × × β


·


ξ
(1)
1
ξ
(1)
2
...
ξ
(1)
(1−−−
ξ
(2)
1
ξ
(2)
2
...
ξ
(2)
(2−−−
ξ
(1)
(1+1
ξ
(2)
(2+1−−−
y


,
where by × are denoted the elements of the feedback matrix X and by β is denoted
the square matrix consisting of all the rows βi , i = 1, 2, . . . , r .
Case (b) m < r . The sub-vector y¯ of the output vector y can be expressed as a linear
combination of y˜, ξ (i), i = 1, . . . , h, and ξ(i)ηi+1, i = h+ 1, . . . , r −m. Thus, it can
be eliminated from the equations of the condensed form (5.3)–(5.9). The control u,
according to (5.2), is
u =
r−m∑
i=h+1
(
ηi∑
k=1
F ′4ik · ξ(i)k
)
+G · v.
For simplicity, we suppose that there exist only two left minimal indices: η1 and η2.
Let us apply the following M†-feedback control:
v = X ·
[
ξ
(1)
1 , ξ
(1)
2 , . . . , ξ
(1)
η1 , ξ
(2)
1 , ξ
(2)
2 , . . . , ξ
(2)
η2
]T
.
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System (1.1a), (1.1b), after application of the controls u and v, becomes


ξ˙
(1)
1
ξ˙
(1)
2
...
ξ˙
(1)
η1
−−−
ξ˙
(2)
1
ξ˙
(2)
2
...
ξ˙
(2)
η2
−−−
ξ˙
(1)
η1+1
ξ˙
(2)
η2+1
−−−
˙˜y


=


0 0 · · · 0 0 ∗
−1 0 · · · 0 0 ∗
...
...
...
... 0
...
0 0 · · · −1 0 ∗
0 0 · · · 0 0 ∗
−1 0 · · · 0 0 ∗
0
...
...
...
...
...
0 0 · · · −1 0 ∗
0 0 0 · · · −1 0 0 0 · · · 0 ∗
0 0 0 · · · 0 0 0 0 · · · −1 ∗
× × × × × × × × × × ∗


·


ξ
(1)
1
ξ
(1)
2
...
ξ
(1)
η1
−−−
ξ
(2)
1
ξ
(2)
2
...
ξ
(2)
η2−−−
ξ
(1)
η1+1
ξ
(2)
η2+1−−−
y˜


,
where by × are denoted the elements of the feedback matrix X and by ∗ are denoted
some known matrices.
Case (c) m = r . The control u, according to (5.2), is
u = F ′6 · ξ(I ) +G · v.
If we apply the M†-feedback control v
v = X · ξ(I ),
where X is an unknown feedback matrix, system (5.8), (5.9) reduces to[
ξ˙ (I )
y˙
]
=
[−J α(I)
X β
]
·
[
ξ(I )
y
]
,
where the matrix β consists of all the vector-rows βi , i = 1, 2 . . . , r . 
Remark. The structure of the matrix V in all three cases is special.
Remark. Theorem 5.1 holds in a more general case when the Kronecker canonical
form of the singular pencilD ·M + λ ·E ·M contains a regular block J + λ · I , but
such a regular block is almost always not present in the Kronecker canonical form.
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6. The first condensed form under output feedback control
Applying the new feedback control v′ (see (4.22))
v′ = v −G−1 ·

 g∑
i=1
F ′1i · z(i) +
m′∑
i=g+1

(i+1∑
k=1
F ′3ik · ξ(j)k


+
r ′∑
i=h+1
(
ηi∑
k=1
F ′4ik · ξ(j)k
)
+
s∑
i=1

µi−1∑
k=0
F ′5ik · ξ(j)k

+ F ′6 · ξ(I )

 (6.1)
one obtains the total output feedback with full control
u = −
h∑
i=1
F ′2i · s(i) · y −
r ′∑
i=h+1
F ′4i,ηi+1 · s
(j)
ηi+1 · y
−
s∑
i=1
F ′5iµi · s(j)µi · y + F ′7 · y˜ +G · v. (6.2)
We have derived the first condensed form under output feedback with full control,
given by the following seven sub-systems:
ξ˙ (i) = α(i) · y, i = 1, . . . , h, (6.3)
z˙(i) = vi + (∗ ∗ ∗), i = 1, . . . , g, (6.4)
ξ˙
(j)
1 + ξ(j)2 = α(j)1 · y
ξ˙
(j)
2 + ξ(j)3 = α(j)2 · y
...
ξ˙
(j)
(i−1 + ξ
(j)
(i = α(j)(i−1 · y
ξ˙
(j)
(i + ξ(j)(i+1 = 0
ξ˙
(j)
(i+1 = vi + (∗ ∗ ∗)


,
i = g + 1, . . . ,m′,
j = i + h− g, (6.5)
ξ˙
(j)
1 = α(j)1 · y
ξ˙
(j)
2 + ξ(j)1 = α(j)2 · y
...
ξ˙
(j)
ηi+1 + ξ
(j)
ηi = α(j)ηi+1 · y


,
i = h+ 1, . . . , r ′,
j = i +m′ − g, (6.6)
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ξ˙
(j)
0 = vi+m′ + (∗ ∗ ∗)
ξ˙
(j)
1 + ξ(j)0 = 0
ξ˙
(j)
2 + ξ(j)1 = α(j)2 · y
...
ξ˙
(j)
µi + ξ(j)µi−1 = α
(j)
µi · y


,
i = 1, . . . , s,
j = i +m′ + r ′ − g, (6.7)
ξ˙ (I ) + J · ξ(I ) = α(I) · y, I = m′ + r ′ − g + s + 1, (6.8)
y˙i = vi+m′−r ′ + (∗ ∗ ∗), i = r ′ + s + 1, . . . , r, (6.9)
where all α(j)i are vector-rows except α
(I) which is a matrix, and by (∗ ∗ ∗) is denoted
a linear combination of the n− r variables
z(i), i = 1, . . . , g,
ξ
(j)
1 , . . . , ξ
(j)
(i
, ξ
(j)
(i+1, i = g + 1, . . . ,m′, j = i + h− g,
ξ
(j)
1 , . . . , ξ
(j)
ηi
, i = h+ 1, . . . , r ′, j = i + r ′ − g,
ξ
(j)
0 , ξ
(j)
1 , . . . , ξ
(j)
µi−1, i = 1, . . . , s, j = i +m′ + r ′ − g,
ξ(I ).
The total number of real numbers present in the condensed form (excluding the real
numbers in the matrix J, which are invariants) is
r · (h+ (g+1 + · · · + (m′ + ηh+1 + 1 + · · · + ηr ′ + 1 + µ1 + · · · + µs + ν)
+(n− r) · (g +m′ − g + s + r − r ′ − s)− (m′ − g + s) · r
= r · (n−m)+ (n− r) ·m− (m′ − g + s) · r
= n(m+ r)− 2 ·m · r − (m′ − g + s) · r.
Remark. The feedback matrix (6.2) does not belong to the class
F(A,B,D∗(ker C)).
It is easy to verify that the condensed form (6.3)–(6.9) of the continuous control
system (1.1a), (1.1b) under output feedback is also a condensed form of the discrete
control systems (1.2).
Theorem 6.1. If the output feedback control u (6.2) is applied and if an output
feedback control
v = X · y (6.10)
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is applied, then the system matrix of (1.1a), (1.1b) almost always is similar to the
block-form
W(X) =
[
U V
W X · S
]
(6.11)
for some nonsingular matrix S. If m  r then S = I .
Proof. We elaborate separately cases (a)–(c), and use Theorem 4.1.
Case (a) m > r . The control u, according to (6.2) is
u = F ′7 · y +G · v. (6.12)
For simplicity, we suppose that there exist only two right minimal indices: (1 and (2.
System (1.1a), (1.1b), after application of the controls u (6.12) and v (6.10), becomes


ξ˙
(1)
1
ξ˙
(1)
2
...
ξ˙
(1)
(1−−−
ξ˙
(2)
1
ξ˙
(2)
2
...
ξ˙
(2)
(2−−−
ξ˙
(1)
(1+1
ξ˙
(2)
(2+1−−−
y˙


=


0 −1 0 · · · 0 0 0 α(1)1
0 0 −1 · · · 0 0 0 α(1)2
...
... 0
...
...
...
0 0 0 · · · −1 0 0 α(1)(1−1
0 0 0 · · · 0 −1 0 0
0 −1 0 · · · 0 0 0 α(2)1
0 0 −1 · · · 0 0 0 α(2)2
0
...
...
...
...
...
0 0 0 · · · −1 0 0 α(2)(2−1
0 0 0 · · · 0 0 −1 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ×
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ×
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ×


·


ξ
(1)
1
ξ
(1)
2
...
ξ
(1)
(1−−−
ξ
(2)
1
ξ
(2)
2
...
ξ
(2)
(2−−−
ξ
(1)
(1+1
ξ
(2)
(2+1−−−
y


,
where by × are denoted the elements of the output feedback matrix X and by ∗ are
denoted some known elements, or matrices.
Case (b) m < r . The sub-vector y¯ of the output vector y can be expressed as a linear
combination of y˜, ξ(i), i = 1, . . . , h, and ξ(i)ηi+1, i = h+ 1, . . . , r −m. Thus, it can
be eliminated from the equations of the condensed form (6.3)–(6.9). The control u,
according to (6.2), is
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u = −
h∑
i=1
F ′2i · s(i) · y −
r−m∑
i=h+1
F ′4i,ηi+1 · s(i)ηi+1 · y + F ′7 · y˜ +G · v. (6.13)
For simplicity, we suppose that there exist only two left minimal indices: η1 and η2.
System (1.1a), (1.1b), after application of the controls u (6.13) and v (6.10), becomes


ξ˙
(1)
1
ξ˙
(1)
2
...
ξ˙
(1)
η1−−−
ξ˙
(2)
1
ξ˙
(2)
2
...
ξ˙
(2)
η2−−−
ξ˙
(1)
η1+1
ξ˙
(2)
η2+1−−−
˙˜y


=


0 0 · · · 0 0 ∗
−1 0 · · · 0 0 ∗
...
...
...
... 0
...
0 0 · · · −1 0 ∗
0 0 · · · 0 0 ∗
−1 0 · · · 0 0 ∗
0
...
...
...
...
...
0 0 · · · −1 0 ∗
0 0 0 · · · −1 0 0 0 · · · 0 ∗
0 0 0 · · · 0 0 0 0 · · · −1 ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ X · S


·


ξ
(1)
1
ξ
(1)
2
...
ξ
(1)
η1−−−
ξ
(2)
1
ξ
(2)
2
...
ξ
(2)
η2−−−
ξ
(1)
η1+1
ξ
(2)
η2+1−−−
y˜


,
where by ∗ are denoted some known matrices, and S is the nonsingular transforma-
tion matrix of the coordinates ξ(1)η1+1, ξ
(2)
η2+1 and y˜ into the coordinates y.
Case (c) m = r . The control u, according to (6.2), is
u = F ′7 · y +G · v. (6.14)
After application of the output feedback control u (6.14) and v (6.10), system (6.8)–
(6.9) reduces to[
ξ˙ (I )
y˙
]
=
[ −J α(I)
−G−1 · F ′6 X
]
·
[
ξ(I )
y
]
.  (6.15)
Remark. The structure of the matrix U in all three cases is special.
Remark. Theorem 6.1 holds in a more general case when the Kronecker canonical
form of the singular pencil D ·M + λ ·E ·M contains a regular block J + λ · I .
42 J. Stefanovski / Linear Algebra and its Applications 328 (2001) 1–55
7. Output feedback control as a matrix completion problem
The problem of output control of continuous control system (1.1a), (1.1b) or dis-
crete control system (1.2) is to find a matrix F ′ such that the matrix A+ B · F ′ · C
satisfies certain constraints on its eigenstructure. Some specific constraints will be
presented in the sequel.
In Theorem 6.1, we have obtained the following block-form of the system matrix:
A+ B · F ′ · C = Q¯−1 ·
[
U V
W X · S
]
· Q¯, (7.1)
where
F ′ = F¯ +G ·X (7.2)
is the output feedback matrix, for some matrices F¯ , nonsingular G, Q¯, S, and arbi-
trary matrix X. Thus, the output control problem generically reduces to adjusting the
eigenstructure of a block-matrix (6.11).
For a matrix A ∈ Cn,m, by 0  σp(A)  σp−1(A)  · · ·  σ1(A) we denote the
singular values of A, where p = min{m,n}, and by ‖A‖ we denote the spectral norm
σ1(A). For a matrix A ∈ Cn,n, by λi(A), i = 1, 2, . . . , n, we denote the eigenvalues
of the matrix A. Let us introduce the following two real numbers:
γ (A) = max
1in
{Re[λi(A)]},
where by Re[·] we denote the real part of a complex number, and
δ(A) = max
1in
{
λi
(
A+ A∗
2
)}
,
where by ∗ we denote the conjugate transpose of a matrix. We shall also need
the spectral radius of A, defined as ρ(A) = max1in{|λi(A)|}, where by | · |
we denote the modulus of a complex number, and the spectral norm σ(A) =
max1in{√λi(A · A∗)}, i.e., the maximal singular value of A, σ1(A).
It is known [7, p. 509] that
ρ(A)  σ(A). (7.3)
Introducing the matrix B by B = eA one can prove the following inequality
γ (A)  δ(A). (7.4)
Indeed, ρ(B) = eγ (A), σ(B) = eδ(A). Thus, ρ(B)  σ(B) ⇒ γ (A)  δ(A).
The condition number of a square matrix A is ‖A‖ · ‖A−1‖.
Now, suppose the following optimization problems.
Problem 7.1 (For continuous control system (1.1a), (1.1b)). Choose the matrix X
such that it minimize γ (W(X)).
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Problem 7.2 (For discrete control system (1.2)). Choose the matrix X such that it
minimize ρ(W(X)).
Problem 7.3 (For continuous control system (1.1a), (1.1b)). Choose the matrix X
such that it minimize δ(W(X)).
Problem 7.4 (For discrete control system (1.2)). Choose the matrix X such that it
minimize the spectral norm σ(W(X)).
In this paper, we solve Problems 7.3 and 7.4 instead of Problems 7.1 and 7.2, and
use inequalities (7.3) and (7.4).
The following proposition relates to Problem 7.3.
Proposition 7.1. Let be given the matrix (6.11) with square matrix X and let τ be a
real number τ > δ(U). Then δ(W(X)) < τ if and only if
X +XT < 2 · τ · I − (W + V T) · (2 · τ · I − U − UT)−1 · (V +WT).
Proof. The proof is completed by congruence of the matrix 2 · τ · I −W(X)−
W(X)T (see [5] also). 
Remark. If τ → δ(U)(τ > δ(U)), then ‖X‖ → ∞.
Let us apply Proposition 7.1 on the condensed form of system (6.15)
(Case m = r), with the system matrix
W(X) =
[ −J α(I)
−G−1 · F ′6 X
]
.
Let τ > δ(−J ). Then δ(W(X)) < τ for a symmetrical matrix X satisfying
X = τ · I −
(
−G−1 · F ′6 + α(I)
T
)
·
(
τ · I + J + J
T
2
)−1
·
(
−F ′T6 ·G−T + α(I)
)
−K, (7.5)
where K is an arbitrary positive definite matrix. A sufficient condition for system
stabilization by output feedback satisfying (7.5) is δ(−J ) < 0, because there exists
τ ∈ R satisfying δ(−J ) < τ < 0, and by (7.4), we have
γ (A+ B · F ′ · C) = γ (W(X))  δ(W(X)) < τ < 0.
The following theorem relates to Problem 7.4.
Theorem 7.1 (Davis/Kahan/Weinberger). Let be given complex nonsquare matrices
U,V,W . Let
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β0 = max
{
σ1([U,V ]), σ1
([
U
W
])}
< β.
Then the inequality
‖W(X)‖  β (7.6)
has a solution. All matrices X solving inequality (7.6) are given by
X = W · U∗ · (U · U∗ − β2 · I)−1 · U + β · R−1/2β,W ·K · R−1/2β,V , (7.7)
where
Rβ,V = I − V ∗ ·
(
U · U∗ + V · V ∗ − β2 · I)−1 · V,
Rβ,W = I −W ·
(
U · U∗ + V · V ∗ − β2 · I)−1 ·W∗
where K is any matrix such that ‖K‖  1. In particular, the minimal spectral norm
over X ofW(X) is equal to β0 and the matrix X accomplishing that task is given by
(7.7), where β is replaced by β0.
If we apply the output feedback (7.2) with the matrix X (7.7), then, by (7.3),
ρ(A+ B · F ′ · C) = ρ(W(X))  σ(W(X)) = ‖W(X)‖ = β0.
We apply the above theorem in Example 9.2 with m = r , but it is obvious that it can
be applied in the cases m > r and m < r as well.
Remark. Since for matrix (6.11) in the case m > r we have β0 > 1, there is no
guaranty that the obtained system is stable.
Remark. As the matrix K in both continuous and discrete cases is arbitrary (with
K > 0 and ‖K‖  1, correspondingly), we can use another criteria to obtain it. For
example, we can use the criterion of system stability, or minimization of the condi-
tion number of the matrix A+ B · F ′ · C, or minimization of the norm of the matrix
F ′, or combination of the above criteria.
Remark. Since the spectral norm of the matrices[
V U
X W
]
and
[
U V
W X
]
are equal, Davis/Kahan/Weinberger theorem can be applied for obtaining M†-feed-
back by completion of the matrix (5.11).
Remark. By obtaining singular value decomposition of the matrices B and C, one
can obtain the decomposition of A+ B · F ′ · C
A+ B · F ′ · C = P ·
[
U V
W X
]
·Q
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for some orthogonal matrices P and Q, some known matrices U , V and W , and
arbitrary matrix X. Thus, the matrices A+ B · F ′ · C and[
U V
W X
]
have the same spectral norm and the same condition number.
8. The second condensed form
Instead of the Kronecker canonical form of the restriction pencil in the Pfaffi-
an system (3.1), in this section we find the canonical form of the singular pencil
−(D + λ ·E) · C†, i.e., we change the roles of the coordinates w and y in (3.1), and
derive the second condensed form of (1.1a), (1.1b) under output feedback.
Let the Kronecker canonical form of the singular pencil −D · C† − λ ·E · C† be
DC† + λ · EC† = P ·
(−D · C† − λ · E · C†) ·Q
= diag{0h×g, L(g+1, . . . , L(m′ , LTηh+1, . . . , LTηr′ ,
Nµ1 , . . . , Nµs , J + λI
} (8.1)
for some nonsingular real matrices P and Q. Note that the right, the left minimal indi-
ces, the indices µ1, . . . , µs , as well as the matrix J in (8.1) differ from the analogous
invariants in the canonical form (3.3). Now, the Pfaffian system (3.1) is transformed
into
P · (D ·M + λ ·E ·M) · w = (DC† + λ ·EC†) · z,
where the vector variable z is introduced by y = Q · z. Introducing a new vector
variable
ξ = EC† · z− P · E ·M ·w
and defining the auxillary variable (control) v′ as in Section 4, by application of
(2.13), we obtain the control u in the following form:
u = F ′ · y + F ′′ ·w +G · v′ (8.2)
for some matrices F ′, F ′′ and nonsingular matrix G. The inverse dependency of (8.2)
is
v′ = −G−1 · (F ′ · y + F ′′ · w)+G−1 · u.
Therefore, we have obtained the second condensed form under state coordinates
transformation, complementary to the first one, derived in Section 4, and the second
condensed form under full state feedback, complementary to the first one, which is
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also derived in Section 4. The following propositions are analogous to Propositions
4.2–4.4.
Proposition 8.1. The sub-spaces corresponding to the blocks L(1, . . . , L(m′ , J +
λ · I are (A,B)-invariant sub-spaces contained in the sub-space ker M†. The max-
imal (A,B)-invariant sub-space D∗(ker M†) contained in ker M† is their direct
sum. Feedback control F ∈F(A,B,D∗(ker M†)) is given by (8.2).
Proposition 8.2. The sub-spaces Ri , i = 1, . . . ,m′, corresponding to the blocks
L(1, . . . , L(m′ are controllability sub-spaces contained in the sub-space ker M
†
. The
maximal controllability sub-space R∗(ker M†) contained in ker M† is their direct
sum
⊕m′
i=1Ri .
Proposition 8.3. The orthogonal complements of the sub-spaces corresponding to
the blocks LTη1, . . . , L
T
ηr′ , J + λ · I are (M†, A)-invariant sub-spaces containing the
sub-space span B. The minimal (M†, A)-invariant sub-space containing span B is
direct sum of the sub-spaces corresponding to the blocks L(1, . . . , L(m′ , Nµ1 , . . . ,
Nµs , and w˜.
As in Section 4, let
v′ = −G−1 · F ′′ · w + v,
then we obtain the output feedback
u = F ′ · y +G · v (8.3)
and the second condensed form under output feedback with full control of the linear
system (1.1a), (1.1b):
ξ˙ (i) = α(i) · w, i = 1, . . . , h, (8.4)
z˙(i) = vi + γi ·w, i = 1, . . . , g, (8.5)
ξ˙
(j)
1 + ξ(j)2 = α(j)1 · w
ξ˙
(j)
2 + ξ(j)3 = α(j)2 · w
...
ξ˙
(j)
(i−1 + ξ
(j)
(i = α(j)(i−1 ·w
ξ˙
(j)
(i + ξ(j)(i+1 = 0
ξ˙
(j)
(i+1 = vi + α
(j)
(i+1 · w


,
i = g + 1, . . . ,m′,
j = i + h− g,
(8.6)
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ξ˙
(j)
1 = α(j)1 · w
ξ˙
(j)
2 + ξ(j)1 = α(j)2 · w
...
ξ˙
(j)
ηi+1 + ξ
(j)
ηi = α(j)ηi+1 · w


,
i = h+ 1, . . . , r ′,
j = i +m′ − g, (8.7)
ξ˙
(j)
0 = vi+m′ + α(j)0 · w
ξ˙
(j)
1 + ξ(j)0 = 0
ξ˙
(j)
2 + ξ(j)1 = α(j)2 ·w
...
ξ˙
(j)
µi + ξ(j)µi−1 = α
(j)
µi ·w


,
i = 1, . . . , s,
j = i +m′ + r ′ − g, (8.8)
ξ˙ (I ) + J · ξ(I ) = α(I) · w, I = m′ + r ′ − g + s + 1, (8.9)
w˙i = vi+m′−r ′ + βi ·w, i = r ′ + s + 1, . . . , n− r, (8.10)
where all α(j)i are vector-rows except α
(I) which is a matrix, and βi and γi are vector-
rows. αi , βi and γi are multiplicands ofw. The total number of (scalar) multiplicands
(excluding the real numbers in the matrix J, which are invariants) is
(n−m′ + g − s) · (n− r).
The parameters of the condensed form (the integers g, h, m′, r ′, s, the right minimal
indices (1, . . . , (m′ , the left minimal indices η1, . . . , ηr ′ , the indices µ1, . . . , µs and
the eigenvalues of the matrix J) are invariants of the system under output feedback
with full control. Besides the above-mentioned invariants, in the second condensed
form are included the multiplicands αi, βi , γi , as amplification factors of the vector
variable w.
From the above discussion follows a proposition analogous to Proposition 5.1.
Proposition 8.4. The sub-spaces corresponding to the blocks L(1, . . . , L(m′ , J +
λ · I are (C,A,B)-invariant. The feedback control F ∈F(A,B,D∗(ker M†)) can
be chosen as output feedback. Such a feedback control is given by (8.3).
It is easy to verify that the second condensed form (8.4)–(8.10) of the continuous
control systems (1.1a), (1.1b) under output feedback is also a condensed form of the
discrete control systems (1.2).
If we apply the feedback u = F ′′ · w +G · v instead of (8.3), we can obtain a
condensed form under M†-feedback with full control (the second condensed form),
which is complementary to the (first) condensed form under M†-feedback in
Section 5.
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In the sequel we present an application of the second condensed form to pole
placement. If m > n− r, then the second condensed form under output feedback
almost always reduces to
z˙(i) = vi + γi ·w, i = 1, . . . , g, (8.11)
ξ˙
(j)
1 + ξ(j)2 = α(j)1 · w
ξ˙
(j)
2 + ξ(j)3 = α(j)2 · w
...
ξ˙
(j)
(i−1 + ξ
(j)
(i = α(j)(i−1 ·w
ξ˙
(j)
(i + ξ(j)(i+1 = 0
ξ˙
(j)
(i+1 = vi + α
(j)
(i+1 · w


, j = i − g, i = g + 1, . . . ,m′, (8.12)
w˙i = vi+m′ + βi · w, i = 1, 2, . . . , n− r, (8.13)
where m′ = m− n+ r . For i = g + 1, . . . ,m′ let us apply the control
vi = k(j)1 · ξ(j)1 + k(j)2 · ξ(j)2 + · · · + k(j)(i+1 · ξ
(j)
(i+1 +Ki ·w,
where the matrix Ki is chosen such that Ki = −Ui , where
k
(j)
1 · ξ(j)1 + k(j)2 · ξ(j)2 + · · · + k(j)(i+1 · ξ
(j)
(i+1 = Ui · w + Vi · y.
Thus, the control vi depends on y, i.e.,
vi = Vi · y.
Let us define the controls vi+m′ as vi+m′ = 0, i = 1, 2, . . . , n− r .
The construction of the controls vi , i = 1, 2, . . . , g, is trivial.
The characteristic polynomial of the system matrix, after application of the l.o.f.,
contains the factors
λ(i+1 − k(j)(i+1 · λ(i + k(j)(i · λ(i−1 + · · · + (−1)(i+1 · k
(j)
1 . (8.14)
Zeros of these polynomials can be arbitrarily adjusted by the constants k(j)1 , . . . ,
k
(j)
(i+1, thus r poles of system (1.1a), (1.1b) can be arbitrarily placed by l.o.f. control.
The rest n− r system poles are the eigenvalues of the matrix β, where β is the
(n− r)× (n− r)-dimensional matrix consisting of the rows β1, . . . , βn−r . Thus,
we have proved the following proposition, which is dual to Proposition 4.6.
Proposition 8.5. If m > n− r, then generically, r poles of system (1.1a), (1.1b) can
be arbitrarily adjusted by l.o.f. control. The rest n− r system poles are the eigen-
values of the matrix β.
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9. Examples
Example 9.1. Let be given the following system with output
A =


1 0 1 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 0 1 0 0

, B =


1 0 0
1 1 0
0 0 1
0 0 0
0 1 0

, C =

0 0 0 0 11 0 0 0 0
0 1 0 0 0

, (9.1)
M =


0 0
0 0
1 0
0 −1
0 0

, C · CT = I3, C† = CT
(
C · CT)−1 = CT,
E =
[
0 0 0 −1 0
−1 1 0 0 −1
]
, D = −E ·A =
[
0 0 0 0 1
1 0 1 0 0
]
,
D + λ · E =
[
0 0 0 −λ 1
1 − λ λ 1 0 −λ
]
,
(D + λ · E) ·M =
[
0 0 0 −λ 1
1 − λ λ 1 0 −λ
]
·


0 0
0 0
1 0
0 −1
0 0


=
[
0 λ
1 0
]
=
[
0 0
1 0
]
+ λ ·
[
0 1
0 0
]
.
The Kronecker canonical form of this singular pencil is obtained to be
P · (D + λ ·E) ·M ·Q =
[
0 1
1 0
]
·
[
0 λ
1 0
]
·
[
1 0
0 1
]
=
[
1 0
0 λ
]
= DM + λ ·EM,
m′ = r ′ = 0, s = 1, µ1 = 1, ν = 1. Jordan block J is scalar equal to 0. Further, one
computes
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(D + λ · E) · C† =
[
0 0 0 −λ 1
1 − λ λ 1 0 −λ
]
·


0 1 0
0 0 1
0 0 0
0 0 0
1 0 0


=
[
1 0 0
−λ 1 − λ λ
]
,
P · (D + λ ·E) · C† =
[−λ 1 − λ λ
1 0 0
]
,
(DM + λ ·EM) · z = −P(D + λ ·E)C† · y
⇔
[
1 0
0 λ
]
·
[
z1
z2
]
= −
[−λ 1 − λ λ
1 0 0
]
·

y1y2
y3


⇔ z1 = λ · y1 + (−1 + λ) · y2 − λ · y3, λ · z2 = −y1.
The transformation of coordinates (z, y)→ x is given by
x1 = y2, x2 = y3, x3 = z1, x4 = −z2, x5 = y1.
System range. Given function y(t) may be output if and only if
y1(0) = x5(0), y2(0) = x1(0), y3(0) = x2(0),
z1(0) = y˙1(0)− y2(0)+ y˙2(0)− y˙3(0) = x3(0)
and the control in z, y coordinates is given by
u1 = y˙2 − y2 − z1, u2 = y˙3 − y˙2 + y2, u3 = y¨1 − y˙2 + y¨2 − y¨3.
Output tracking is not stable because the scalar J is with zero real part.
Output annulling. The output y can be annulled using the control if and only if
the initial state x(0) satisfies x1(0) = x2(0) = x3(0) = x5(0) = 0. By Corollaries 3.2
and 3.3, system (1.1a), (1.1b) is both right and left invertible.
The first condensed form of system (9.1) under M†-feedback can be found as
follows:
ξ =
[
ξ1
ξ2
]
= EM · z+ P ·E · C† · y =
[
0 0
0 1
]
·
[
z1
z2
]
+
[−1 −1 1
0 0 0
]
·

y1y2
y3

,
ξ1 = −y1 − y2 + y3, ξ2 = z2.
In the coordinates z1, ξ1, ξ2, y2, y3 and control v′, the system is
z˙1 = v′1, ξ˙1 + z1 = −y2, ξ˙2 = −y1, y˙2 = v′2, y˙3 = v′3.
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The above form is obtained by transformation of coordinates
z1 = x3, ξ1 = −x1 + x2 − x5, ξ2 = −x4, y2 = x1, y3 = x2,
and new controls are
v′1 = z˙1 = x˙3 = u3,
v′2 = y˙2 = x˙1 = x1 + x3 + u1,
v′3 = y˙3 = x˙2 = x3 + u1 + u2.
The state feedback is
u1 = −x1 − x3 + v′2 = −y2 − z1 + v′2 = −z1 + v1 = −x3 + v1,
u2 = −x3 − u1 + v′3 = y2 − v′2 + v′3 = v2,
u3 = v′1 = v3,
and the control v is
v1 = −y2 + v′2, v2 = y2 − v′2 + v′3, v3 = v′1.
The first condensed form of system (9.1) under full M†-feedback control is given by
z˙1 = v3,
ξ˙1 + z1 = −y2,
ξ˙2 = −y1,
y˙2 = y2 + v1,
y˙3 = v1 + v2.
By Proposition 4.4 the maximal controllability sub-space contained in ker C is
equal to ∅ and by Proposition 4.3 the maximal (A,B)-invariant sub-space contained
in ker C is the one-dimensional sub-space corresponding to the block J + λ · I .
Example 9.2. In this example, we elaborate in details Case (c) of Theorem 6.1, and
illustrate the proposed synthesis method for output control of discrete systems, based
on the first condensed form under output feedback.
Firstly, we obtain the first condensed form of the continuous system (1.1a), (1.1b)
under output feedback. The same form holds for the discrete system (1.2). Let be
given system (1.1a), (1.1b) in which the number of outputs equals the number of
inputs, and let det(C · B) /= 0. If we introduce the transformation of coordinates
x = M · w + C† · y, we obtain the system
E · (M · w˙ + C† · y˙) = E · A · (M · w + C† · y) (9.2)
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which, after the further transformation of coordinates
ξ = z + P · E · C† · y
transforms into
ξ˙ + J · ξ = α(I) · y,
J = −P · E · A ·M · (E ·M)−1 · P−1,
α(I ) = J · P · E · C† + P ·E ·A · C†,
where J + λ · I is the Kronecker canonical form of the (regular) pencil −E · A ·
M + λ ·E ·M , i.e.,
J + λ · I = P · (−E ·A ·M + λ · E ·M) ·Q, Q = (E ·M)−1 · P−1,
and J is a condensed form of the matrix −E ·A ·M · (E ·M)−1 under similarity.
If we define
y˙ = v′,
we can obtain the control u as
u = F ′6 · ξ + F ′7 · y +G · v′,
where
F ′6 = −B† · (A ·M ·Q+M ·Q · J ),
F ′7 = B† ·
[
M ·Q · α(I) − A · C† + A ·M · (E ·M)−1 ·E · C†],
G = B† · [I −M · (E ·M)−1 · E] · C†.
If we apply one more feedback as
v′ = −G−1 · F ′6 · ξ + v,
where v is a new control, and define it as
v = X · y,
where X is an output feedback matrix, we obtain the feedback system[
ξ˙
y˙
]
=
[ −J α(I)
−G−1 · F ′6 X
]
·
[
ξ
y
]
def=
[
U V
W X
]
·
[
ξ
y
]
.
This system is obtained by the output feedback
u = (F ′7 +G ·X) · y def= F ′ · y.
The optimal output feedback matrix F ′, according to Davis/Kahan/Weinberger
theorem, is
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F ′=[F ′7+G ·W · UT · (U · UT−β20 · I)−1 · U]
+ β0 ·G · R−1/2β0,W ·K · R
−1/2
β0,V
,
where K is an arbitrary matrix satisfying ‖K‖  1. For example, we can take K = 0.
Example 9.3. In this example, we present the second condensed form under output
feedback of the linear system (1.1a), (1.1b) or (1.2), in which the number of outputs
equals n−m. Let det(E · C†) /= 0. Let us consider the Pfaffian system (9.2). Let the
Kronecker canonical form of the (regular) pencil −(D + λ · E) · C† be
J + λ · I = −P(D + λ ·E) · C† ·Q
for the nonsingular matrices P and Q satisfying
−P ·E ·A · C†(E · C†)−1P−1 = J, Q = −(E · C†)−1 · P−1.
The matrix J is a condensed form of the matrix −E ·A · C† · (E · C†)−1 under sim-
ilarity. After the further transformation of coordinates
ξ = z − P · E ·M ·w, y = Q · z,
the Pfaffian system (9.2) transforms into
ξ˙ + J · ξ = α(I) · w,
where
α(I) = J · P · E ·M − P ·E · A ·M.
If we define
w˙ = v′,
we can obtain the control u as
u = F ′ · y + F ′′ ·w +G · v′,
where
F ′ = −B† · (A · C† + C† ·Q · J ·Q−1),
F ′′ = B† · (C† ·Q · α(I) − A ·M + C† ·Q · J · P · E ·M),
G = B† · [I + C† · (E · C†)−1 ·E] ·M.
If we apply one more feedback as
v′ = −G−1 · F ′′ · w + v,
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where v is a new control, we obtain the second condensed form under l.o.f.[
ξ˙
w˙
]
=
[−J α(I)
0 −G−1 · F ′′
]
·
[
ξ
w
]
+
[
0
I
]
· v.
This system is obtained by the output feedback
u = F ′ · y +G · v.
10. Conclusion
We have derived complementary condensed forms of the linear control systems
under transformation of coordinates, under M†-feedback and under output feedback
with full control. We presented several applications of the condensed forms. Further
development in this research can be:
1. To find further applications of the condensed forms, for example, in output feed-
back control synthesis for linear systems, by solving Problems 7.1 and 7.2. Ada-
mar theorem as well as Fidler theorem ([7, p. 390, 391], correspondingly) could be
applied for that purpose, i.e., for obtaining a matrix X such that certain constraints
on the eigenvalues of the block-matrixW(X) are satisfied.
2. To develop numerical methods for obtaining the condensed forms of the linear
control systems under output feedback. The methods will be based on solving
linear systems of equations of type (2.11), and Theorem 4.1.
3. The question which remains unsolved in the paper is whether it exists a more
condensed form of the linear control system under M†-feedback, based on the
necessary and sufficient condition of Proposition 1.1, i.e., on a decomposition
of the state space on (M†, A,B)-invariant sub-spaces, and analogously, does it
exist a more condensed form of the linear control system under l.o.f., based on a
decomposition of the state space on (C,A,B)-invariant sub-spaces,
4. To find connections between the invariants of the singular pencilsD ·M + λ · E ·
M and −D · C† − λ · E · C†.
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