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Abstract
A new notion of typicality for arbitrary probability measures on standard Borel spaces is proposed, which
encompasses the classical notions of weak and strong typicality as special cases. Useful lemmas about strong typical
sets, including conditional typicality lemma, joint typicality lemma, and packing and covering lemmas, which are
fundamental tools for deriving many inner bounds of various multi-terminal coding problems, are obtained in terms
of the proposed notion. This enables us to directly generalize lots of results on finite alphabet problems to general
problems involving abstract alphabets, without any complicated additional arguments. For instance, quantization
procedure is no longer necessary to achieve such generalizations. Another fundamental lemma, Markov lemma,
is also obtained but its scope of application is quite limited compared to others. Yet, an alternative theory of typical
sets for Gaussian measures, free from this limitation, is also developed. Some remarks on a possibility to generalize
the proposed notion for sources with memory are also given.
Index Terms
Typicality, abstract alphabet, conditional typicality lemma, joint typicality lemma, packing lemma, covering
lemma, Markov lemma, Gaussian coding problems.
I. INTRODUCTION
The notion of typicality is one of the central concepts in information theory, especially for deriving inner bounds
of various coding problems. There are many notions of typicality used these days. Among them, perhaps the most
convenient one for network information theory is the notion of so called the strong typicality [1, p.326], or its
variants such as the robust typicality [2]. The notion is based on the idea that a long samples from an i.i.d. source
has a property that its empirical distribution is sufficiently close to the true distribution with high probability.
However, it is not so clear how to represent this “closeness” when the source takes infinitely many values, so
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2usually strong typical sets (and their variants) were only defined on finite alphabets. On the other hand, there is
another notion called the weak typicality [1, p.59] which can be defined for a wide class of sources, including
i.i.d. sources on the Euclidean space of certain dimension with a well-defined density functions. However, it turns
out that this notion of typicality is not so useful for various multi-terminal coding problems, since it lacks many
properties of strong typicality that are widely used; for example, the conditional typicality lemma does not hold
for weak typicality [3, p.32]. Accordingly, many previous researches on deriving inner bounds primarily concerned
only finite alphabet problems. Hence, generalizing the strong typicality to a more general class of sources is a key
to solve various multi-terminal coding problems for general alphabets.
There were several attempts in this direction. For example, in [4], a generalization of strong typicality was
introduced, which can be applied when the alphabet is a Polish space (a separable completely metrizable topological
space). The main idea was based on a famous duality between the space of continuous bounded functions and the
space of countably-additive compact-regular Borel measures. Lots of useful properties of usual strong typicality
still hold here, but there are some limitations; the natural class of functions under consideration in this typicality, is
the set of continuous bounded functions, which is too restrictive. Even the average power constraint for Gaussian
channels cannot be directly handled, so a kind of truncation arguments were needed; see [4, Section VI]. Also, in
[5], a more general notion of strong typicality which can be applied when the alphabet is a standard Borel space [6]
(which is essentially just a Polish space, but topology need not be explicitly given) was introduced. However, this
notion of typicality lacks some crucial properties of the usual strong typicality, including the conditional typicality
lemma. Another notion of typicality which is applicable when the alphabet is countable was introduced in [7].
In this paper, a new notion of typicality for an arbitrary probability measure on a standard Borel space is
proposed. The class of those measurable spaces is fairly general; in particular, every separable Banach space
endowed with the Borel σ-algebra belongs to the class. It turns out that both the classical notions of strong and
weak typicality are special cases of the proposed notion of typicality. Lots of useful results about strong typicality
for finite alphabets continue to hold in this generalization. Those results were the fundamental tools for proving
achievability. For instances, asymptotic equipartition property, conditional typicality lemma, joint typicality lemma,
packing and covering lemmas (as well as there “mutual versions”) can be derived in this generalization. Hence,
one do not need to do anything further (such as quantization arguments) to generalize a result for finite alphabet
case into the general case, whenever the result is a consequence of those lemmas. Another fundamental tool called
Markov lemma, is also obtained but its scope of application is quite limited compared to others. However, it is
shown that we can develop an alternative theory of typical sets so that those restrictions disappear, when every
involved probability measure is Gaussian.
The rest of this paper is organized as follows. We first introduce the new definition of typical sets in Section
II, and introduce some basic properties in Section III. Joint typicality lemma, packing lemma, and covering lemma
are obtained in Section IV. Section V is devoted to applications to coding problems. Section VI deals with Markov
lemma. In Section VII, we show that limitations on Markov lemma can be very much relaxed when considering
problems involving only Gaussian measures. Finally, we discuss how to extend the proposed notion to sources with
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3memory in Section VIII.
II. DEFINITION OF TYPICAL SETS
Most of the useful results about the strong typicality in the case of finite alphabet are based on a simple lemma
called typical average lemma [3, p.26]. The lemma says that the sample average of any nonnegative function on the
alphabet should be close to the true average, whenever the samples are typical. The main idea of the new definition
is to make a list of “test functions” for which the typical average lemma should hold. This idea is similar to the
notions of typicality in [4] or [5]. However, those notions only utilize bounded measurable functions. The notion
of typicality defined in this paper utilizes any integrable functions, and such a treatment is required because many
useful functions in information theory are actually unbounded. Use of unbounded functions makes some proofs (for
instance, the proof of Theorem III.2) much easier and intuitive. In [5], it is claimed that boundedness condition
can be removed by considering suitable finite moment conditions and some straightforward truncation processes.
But such processes are often time-consuming and tedious. Basically, the approach of this paper does not rely on
boundedness, and such truncation processes are required for only some basic results. One can perhaps completely
forget about boundedness and truncation issues when applying the results to actual coding problems.
There are three parameters to determine conventional typical sets: a probability distribution µ, the number of
samples n, and a positive real number ǫ > 0. The ǫ > 0 determines how the empirical distribution should be close
to the true distribution µ; hence, one may call this ǫ as a typicality criterion. However, the new definition requires
some extra information rather than just a positive real number ǫ to determine this “closeness”. The first one of
those extra information is the list of test functions which are integrable, and not necessarily nonnegative. Those
functions are the candidates for the typical average lemma. The second is a set of points in the alphabet “to be
excluded”; this is added due to some technical reasons, because it is crucial when proving some theorems. One
can think of this “set of excluded points” as something similar to the set of points at which the probability mass
function vanishes for the case of finite alphabet (see Example II.5). In [4], the “closeness” is given with respect to
a metrizable topology, so no extra information other than ǫ was necessary. On the other hand, [5] uses a similar
typicality criteria to that used here.
Before giving the precise definition of the new notion of typicality, first we define some notations which will be
used throughout this paper. The set of positive integers (excluding 0) is denoted as Z+, and any function is assumed
to be extended real-valued, if not specified. The base of a logarithm is always taken to be 2. The terminal object in
the category of sets (that is, a singleton set whose actual value of the element is not important) will be denoted as
{∗}. This set will be served as the trivial alphabet admitting the only one probability measure. For any measure-
theoretic terminologies and notations that is not defined in this paper, refer to [8], [9], or [10]. Every measure in
this paper is assumed to be positive and countably-additive. We often omit to write the σ-algebra of a measurable
space. For a measurable space (Z,C ), the set of every probability measure on Z is denoted as ∆(Z), and the set
of every measure on Z is denoted as P(Z). The point-mass measure at a point x is denoted as dx. For a measure
µ, the set of every µ-integrable function is denoted as L 1(µ). This L 1(µ) is a set of functions; it is not a set of
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4equivalence classes of µ-almost equivalent functions. This distinction was made because the empirical distribution
is sensitive to pointwise behaviors. The indicator function of a set A is denoted as 1A. Given a measure µ ∈ P(X)
and a measurable mapping f : X → Y , the pushforward of µ by f means the measure f∗µ : B 7→ µ(f−1[B])
on Y . The set of integers m such that u ≤ m ≤ ⌈U⌉ (u ≤ m ≤ ⌊U⌋, respectively) for some integer u and a real
number U ≥ u will be denoted as [u : U ] ([u : U), respectively). We denote by a := b to say a is defined as b.
Throughout this section, let (X,A ) be a measurable space. This space X will be served as the alphabet.
Definition II.1 (Typicality criteria).
Let µ ∈ ∆(X). A µ-typicality criterion U is an ordered triple (F ; ǫ;N), starting from a finite collection F =
{f1, · · · , fM} ⊆ L 1(µ) of µ-integrable functions together with a positive real number ǫ > 0 and a µ-null set N .
We also write (f1, · · · , fM ; ǫ;N) to denote (F ; ǫ;N).
The set of every µ-typicality criterion naturally becomes a lattice (a poset having the supremum and the infimum
for any pair of elements); for µ-typicality criteria U1 = (F1; ǫ1;N1) and U2 = (F2; ǫ2;N2), we denote U1 ≤ U2 if
F1 ⊇ F2, ǫ1 ≤ ǫ2, and N1 ⊇ N2, so that U1 ∨ U2 := (F1 ∩F2; max {ǫ1, ǫ2} ;N1 ∩N2) is the least upper bound
and U1 ∧ U2 := (F1 ∪F2; min {ǫ1, ǫ2} ;N1 ∪N2) is the greatest lower bound.
Definition II.2 (Typical sets).
Let µ ∈ ∆(X) and n ∈ Z+. Let U = (F ; ǫ;N) be a µ-typicality criterion. The µ-typical set of length n with
respect to U is defined as
T
(n)
U (µ) :=
{
xn ∈ (X \N)n :
∣∣∣∣∣ 1n
n∑
i=1
f(xi)−
∫
f dµ
∣∣∣∣∣ ≤ ǫ for all f ∈ F
}
.
By definition, a function in F automatically satisfies the typical average lemma.
Remark II.3.
1) Note that T (n)U1 (µ) ⊆ T
(n)
U2
(µ) whenever U1 ≤ U2.
2) The collection F can be empty; in that case, T (n)U (µ) becomes (X \N)n.
In [4], a sequence is declared to be typical, if its empirical distribution belongs to a weak-* neighborhood of
the true distribution. A basic open neighborhood in the weak-* topology is characterized by integrations of a finite
collection of bounded continuous functions, so the notion of typicality in [4] is essentially a special case of the
notion of typicality just introduced.
Typical sets should be measurable sets; otherwise, a notion such as “the probability that a sequence is typical”
does not make sense.
Proposition II.4.
Let µ ∈ ∆(X), n ∈ Z+, and U be a µ-typicality criterion. Then, T (n)U (µ) is a measurable subset of (Xn,A ⊗n).
November 5, 2018 DRAFT
5Proof: Let U = (F ; ǫ;N). Consider the function given by
ef : x
n 7→
1
n
n∑
i=1
f(xi)−
∫
f dµ
for each f ∈ F . Since f ∈ F is measurable, it follows that ef is measurable. Therefore, T (n)U (µ) = (X \N)n ∩⋂
f∈F e
−1
f [−ǫ, ǫ] is measurable.
Now, we give two familiar examples of typical sets.
Example II.5 (Strong typicality).
Assume that X is a nonempty finite set and A is the power set of X . Then a probability measure µ ∈ ∆(X) can be
completely characterized by a probability mass function pX on X . Define N := {x ∈ X : pX(x) = 0}. For given
ǫ > 0, define U =
({
1{x}
}
x∈X
; ǫ|X| ;N
)
, then T (n)U (µ) is exactly the strong typical set appearing in [1, p.326].
On the other hand, we get the robust typical set used in [3] by letting U =
({
1{x}/pX(x)
}
x∈X\N
; ǫ;N
)
.
Example II.6 (Weak typicality).
Assume that (X,A ) is the real line with the Borel σ-algebra. Let µ be a Borel probability measure having a
density function fX , and assume that the differential entropy h(µ) := −
∫
log fX dµ exists and finite. Hence,
log fX ∈ L 1(µ), so U := (log fX ; ǫ; ∅) is a µ-typicality criterion. Then, T (n)U (µ) is exactly the weak typical set
appearing in [1, p.59].
Let (Y,B) be another measurable space. We show that typical sets in X can be related to typical sets in Y by
a measurable mapping from X to Y .
Definition II.7 (Pullback of typicality criteria).
Let ν ∈ ∆(Y ) and V = (G ; ǫ;K) be a ν-typicality criterion. Let φ : X → Y be a measurable mapping. Then the
pullback of V under φ is defined as
φ∗V :=
(
{g ◦ φ : g ∈ G } ; ǫ;φ−1[K]
)
.
Proposition II.8.
Let µ ∈ ∆(X) and φ : X → Y be a measurable mapping. Let V be a φ∗µ-typicality criterion. Then, φ∗V is a
µ-typicality criterion, and T (n)φ∗V(µ) = (φn)−1
[
T
(n)
V (φ∗µ)
]
for any n ∈ Z+, where φn : Xn → Y n is defined as
φn : xn 7→ (φ(xi))
n
i=1.
Proof: Let V = (G ; ǫ;K). Note that for each g ∈ G , ∫ |g ◦ φ| dµ = ∫ |g| dφ∗µ <∞, thus {g ◦ φ : g ∈ G } ⊆
L 1(µ). Also, µ(φ−1[K]) = φ∗µ(K) = 0. Hence, φ∗V is a µ-typicality criterion. Next, note that xn ∈ (φn)−1
[
T
(n)
V (φ∗µ)
]
if and only if (φ(xi))ni=1 ∈ T
(n)
V (φ∗µ) if and only if φ(xi) /∈ K for all i = 1, · · · , n and∣∣∣∣∣ 1n
n∑
i=1
(g ◦ φ)(xi)−
∫
(g ◦ φ)dµ
∣∣∣∣∣ =
∣∣∣∣∣ 1n
n∑
i=1
g(φ(xi))−
∫
g dφ∗µ
∣∣∣∣∣ ≤ ǫ for all g ∈ G ,
if and only if xn ∈ T (n)φ∗V(µ).
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6Hence, one can say that if a sequence in X is typical with respect to µ, then its image under φ in Y is also
typical with respect to φ∗µ. In particular, this fact is important when φ is a projection. Consider µ ∈ ∆(X × Y )
and the canonical projection φ = πX : X × Y → X . By applying the proposition to this case, one can say that
if a sequence in X × Y is typical with respect to µ, then its X-components are also typical with respect to the
marginal distribution of µ.
III. BASIC PROPERTIES
In this section, we will explore some important properties of the proposed notion of typicality. Let (X,A ) and
(Y,B) be measurable spaces.
The following is a simple consequence of the weak law of large numbers:
Theorem III.1 (Asymptotic equipartition property).
Let µ ∈ ∆(X) and U be a µ-typicality criterion. Then,
lim
n→∞
µn
(
T
(n)
U (µ)
)
= 1.
Here µn denotes the n-fold product measure of µ. Two main reasons why the above theorem holds is: first, any
function in F is µ-integrable, and second, F is a finite set.
Proof: Let U = (F ; ǫ;N), then for each f ∈ F , by the weak law of large numbers,
lim
n→∞
µn
({
xn ∈ Xn :
∣∣∣∣∣ 1n
n∑
i=1
f(xi)−
∫
f dµ
∣∣∣∣∣ ≤ ǫ
})
= 1.
Note that the weak law of large numbers still holds without the assumption of finite variance. Let δ > 0 be given,
then for any f ∈ F , it follows that
µn
({
xn ∈ Xn :
∣∣∣∣∣ 1n
n∑
i=1
f(xi)−
∫
f dµ
∣∣∣∣∣ > ǫ
})
≤
δ
|F |+ 1
for sufficiently large n; say, n ≥ nf ∈ Z+. Since µn (Xn \ (X \N)n) = 0,
µn
(
Xn \ T
(n)
U (µ)
)
≤
δ |F |
|F |+ 1
≤ δ
for n ≥ maxf∈F nf . Hence, it follows that limn→∞ µn
(
T
(n)
U (µ)
)
= 1.
Using the result above, we will prove an important statement about the size of a typical set. In the next theorem,
we use the notation D(µ‖ν) for a probability measure µ and a σ-finite measure ν to denote the following quantity:
D(µ‖ν) :=


∫
log dµdν dµ if µ≪ ν
∞ otherwise
provided that the integral exists, for the case when µ≪ ν. Here, µ≪ ν means that µ is absolutely continuous with
respect to ν; that is, whenever ν(A) = 0 for some A ∈ A , then µ(A) = 0. For µ≪ ν, dµdν is the Radon-Nikodym
derivative [9] of µ with respect to ν. If ν is a probability measure, then D(µ‖ν) becomes the usual Kullback-
Leibler divergence [11], but here we allow ν to be an arbitrary σ-finite measure. Hence, D(µ‖ν) can be negative.
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7In particular, when ν is the counting measure, D(µ‖ν) is −H(µ), where H(µ) is the entropy of µ, and when ν is
the Lebesgue measure on Rd, D(µ‖ν) is −h(µ), where h(µ) is the differential entropy of µ.
Theorem III.2 (Divergence lemma).
Let µ ∈ ∆(X) and ν ∈ P(X) be σ-finite. Assume that D(µ‖ν) exists; it can be either finite, +∞, or −∞.
1) If D(µ‖ν) is finite, then for any ǫ > 0, there is a µ-typicality criterion U0 such that for any µ-typicality
criterion U ≤ U0, we have
νn
(
T
(n)
U (µ)
)
≤ 2−n(D(µ‖ν)−ǫ)
for all n and
νn
(
T
(n)
U (µ)
)
≥ 2−n(D(µ‖ν)+ǫ)
for all sufficiently large n.
2) If µ 6≪ ν, then there exists a µ-typicality criterion U0 such that for any µ-typicality criterion U ≤ U0, we
have
νn
(
T
(n)
U (µ)
)
= 0
for all n.
3) If µ ≪ ν and D(µ‖ν) = +∞, then for any M ≥ 0, there is a µ-typicality criterion U0 such that for any
µ-typicality criterion U ≤ U0, we have
νn
(
T
(n)
U (µ)
)
≤ 2−nM
for all n.
4) If µ ≪ ν and D(µ‖ν) = −∞, then for any M ≥ 0, there is a µ-typicality criterion U0 such that for any
µ-typicality criterion U ≤ U0, we have
νn
(
T
(n)
U (µ)
)
≥ 2nM
for all sufficiently large n.
For the special case when ν is the counting measure (the Lebesgue measure, respectively), one can conclude
that the cardinality (the volume, respectively) of a typical set is approximately the exponential of the entropy (the
differential entropy, respectively).
Proof:
1) Choose g = dµdν and define U0 := (log g; ǫ′; ∅), where 0 < ǫ′ < ǫ. Fix n ∈ Z+ and a µ-typicality criterion
U ≤ U0, then by the definition of typical sets,
D(µ‖ν)− ǫ′ ≤
1
n
n∑
i=1
log g(xi) ≤ D(µ‖ν) + ǫ
′
for xn ∈ T (n)U (µ), so for that case we have
2n(D(µ‖ν)−ǫ
′) ≤
n∏
i=1
g(xi) ≤ 2
n(D(µ‖ν)+ǫ′).
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8Consider the following identity:
µn
(
T
(n)
U (µ)
)
=
∫
T
(n)
U
(µ)
dµn =
∫
T
(n)
U
(µ)
dµn
dνn
dνn =
∫
T
(n)
U
(µ)
(
n∏
i=1
dµ
dν
(xi)
)
dνn(xn).
Hence, it follows that
2n(D(µ‖ν)−ǫ
′)νn
(
T
(n)
U (µ)
)
≤ µn
(
T
(n)
U (µ)
)
≤ 2n(D(µ‖ν)+ǫ
′)νn
(
T
(n)
U (µ)
)
.
Since we have µn
(
T
(n)
U (µ)
)
≤ 1 for all n, it follows that
νn
(
T
(n)
U (µ)
)
≤ 2−n(D(µ‖ν)−ǫ
′) ≤ 2−n(D(µ‖ν)−ǫ)
for all n. Also, for sufficiently large n, we have µn
(
T
(n)
U (µ)
)
≥ 1 − δ for any given small δ ∈ (0, 1), by
the asymptotic equipartition property. Therefore, for such n,
νn
(
T
(n)
U (µ)
)
≥ (1 − δ)2−n(D(µ‖ν)+ǫ
′) = 2−n(D(µ‖ν)+ǫ
′− 1
n
log(1−δ)).
By taking n sufficiently large, we can assume that ǫ′ + 1n log
1
1−δ < ǫ, thus
νn
(
T
(n)
U (µ)
)
≥ 2−n(D(µ‖ν)+ǫ)
for sufficiently large n.
2) Pick A ∈ A such that ν(A) = 0 while µ(A) > 0. Pick ǫ > 0 with ǫ < µ(A) and define U0 := (1A; ǫ; ∅).
Fix n ∈ Z+ and a µ-typicality criterion U ≤ U0, then for any xn ∈ T (n)U (µ),
0 < µ(A)− ǫ ≤
1
n
n∑
i=1
1A(xi),
so at least one xi should belong to A, concluding that T (n)U (µ) ∩ (X \A)n = ∅. Since νn ((X \A)n) = 1,
it follows that νn
(
T
(n)
U (µ)
)
= 0.
3) Choose g = dµdν . For each k ∈ Z+, define a measurable function fk on X as
fk(x) :=


log g(x) if g(x) ≤ k
0 otherwise
for each x ∈ X . Note that f−k = (log g)− for each k ∈ Z+ and (log g)− is µ-integrable, since D(µ‖ν) > 0.
Since f+k is bounded, fk is µ-integrable. Also,
(
f+k
)
k∈Z+
is an increasing sequence of nonnegative measurable
functions converging pointwise to (log g)+ µ-almost everywhere, since we know that
µ({x ∈ X : g(x) =∞}) = ν({x ∈ X : g(x) =∞}) = 0
to have µ(X) <∞. So by monotone convergence theorem [8], ∫ f+k dµ → ∫ (log g)+ dµ = +∞ as k → ∞.
Since f−k = (log g)− is integrable for all k, it follows that
∫
fk dµ → +∞ as k → ∞. Take k ∈ Z+ so
that
∫
fk dµ ≥M + 1. Define U0 := (fk; 1; ∅). Fix n ∈ Z+ and a µ-typicality criterion U ≤ U0, then
M ≤
∫
fk dµ− 1 ≤
1
n
n∑
i=1
fk(xi) ≤
1
n
n∑
i=1
log g(xi)
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9for xn ∈ T (n)U (µ), so for that case we have
2nM ≤
n∏
i=1
g(xi).
Proceeding as the same as the first part of the case 1, we get the result.
4) Choose g = dµdν . For each k ∈ Z+, define a measurable function fk on X as
fk(x) :=


log g(x) if 1k ≤ g(x)
0 otherwise
for each x ∈ X . Note that f+k = (log g)+ for each k ∈ Z+ and (log g)+ is µ-integrable, since D(µ‖ν) < 0.
Since f−k is bounded, fk is µ-integrable. Also,
(
f−k
)
k∈Z+
is an increasing sequence of nonnegative measurable
functions converging pointwise to (log g)− µ-almost everywhere, since we know that
µ({x ∈ X : g(x) = 0}) =
∫
{x∈X:g(x)=0}
g dν = 0.
So by monotone convergence theorem, we get
∫
fk dµ →
∫
log g dµ = −∞ as k → ∞ by considering
positive parts and negative parts separately. Take k ∈ Z+ so that
∫
fk dµ ≤ −M − 2. Define U0 := (fk; 1; ∅).
Fix n ∈ Z+ and a µ-typicality criterion U ≤ U0, then
−M − 1 ≥
∫
fk dµ+ 1 ≥
1
n
n∑
i=1
fk(xi) ≥
1
n
n∑
i=1
log g(xi)
for xn ∈ T (n)U (µ), so for that case we have
2−n(M+1) ≥
n∏
i=1
g(xi).
Proceeding as the same as the second part of the case 1, we get the result.
Although the proofs are much delicate, conditional versions of above theorems are also true. Before stating them,
let us look at some definitions. The following definition is from [12, Chapter 4], but notations used here are different
from it:
Definition III.3 (Measure kernels).
A measure kernel from X to Y is a mapping κ : X → P(Y ) such that x 7→ κ(x)(B) is a measurable function
for all B ∈ B. We write κ(B|x) to denote κ(x)(B) for each x ∈ X and B ∈ B. The integration of a function
g : Y → R with respect to the measure κ(x) is denoted as
∫
g(y) dκ(y|x) where y is a dummy variable. If
κ(x) ∈ ∆(Y ) for all x ∈ X , we call κ a probability kernel. The set of every probability kernel from X to Y is
denoted as K(X ;Y ). If there exists a countable partition (Ak ×Bk)k∈N+ of X×Y by measurable rectangles such
that κ(Bk|x) <∞ for all x ∈ Ak for each k ∈ Z+, then κ is said to be σ-finite.
The conditional distribution of a random variable with respect to another random variable is an example of
probability kernels. One can also view a probability kernel κ as a channel with the input alphabet X and the output
alphabet Y .
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For µ ∈ P(X) and a σ-finite measure kernel κ : X → P(Y ), one can construct a measure µ⋊ κ ∈ P(X × Y )
with the following property: for any f ∈ L 1(µ⋊ κ), the function x 7→
∫
f(x, y)dκ(y|x) is measurable and∫
X×Y
f d(µ⋊ κ) =
∫
X
[∫
Y
f(x, y) dκ(y|x)
]
dµ(x).
If µ is σ-finite, then µ ⋊ κ is also σ-finite, and if µ ∈ ∆(X) and κ ∈ K(X ;Y ), then µ ⋊ κ ∈ ∆(X × Y ). If
there is no potential confusion, we will denote µ⋊ κ simply as µκ. Let (Z,C ) be another measurable space and
κ ∈ K(X ;Y ), λ ∈ K(X × Y ;Z). Then we can define another probability kernel κ⋊ λ (or simply κλ) from X to
Y ×Z as κ⋊λ := x 7→ κ(x)⋊λ(x, ·), and we have an identity (µκ)λ = µ(κλ). For example, let σ ∈ K(X ;Z) and
treat it as an element in K(X×Y ;Z), then (µκ)σ = µ(κ×σ); on the right-hand side, κ×σ := x → κ(x)×σ(x)
is a kernel from X to Y ×Z . Note that, if σ is considered as a kernel from X × Y to Z , then κ× σ = κ⋊ σ. For
details about kernels, refer to [12, Chapter 4].
Remark III.4.
Let πX : X × Y → X and πY : X × Y → Y be the canonical projections. Note that πX∗(µκ) = µ. We will
denote πY ∗(µκ) as κ∗µ.
The following notion is useful for discussions from now on.
Definition III.5 (Conditional typical sets).
Let ν ∈ ∆(X×Y ) and V be a ν-typicality criterion. For n ∈ Z+ and xn ∈ Xn, we define the conditional µ-typical
set of length n with respect to V given xn as
T
(n)
V (ν|x
n) :=
{
yn ∈ Y n : (xn, yn) ∈ T
(n)
V (ν)
}
.
Note that a conditional typical set T (n)V (ν|xn) is always measurable, since it is a section of the joint typical set
T
(n)
V (ν), which is (A ⊗n ⊗B⊗n)-measurable.
Now, we will prove conditional typicality lemma of [3, p.27] in our setting.
Definition III.6 (Bounded typicality criteria).
Let µ ∈ ∆(X) and U := (F ; ǫ;N) be a µ-typicality criterion. If F consists of µ-essentially bounded functions [6],
we call U a µ-bounded typicality criterion.
In the below, κn : Xn → ∆(Y n) denotes the probability kernel defined as κn(xn) =
∏n
i=1 κ(xi) for each
xn ∈ Xn.
Theorem III.7 (Bounded conditional typicality lemma).
Let µ ∈ ∆(X) and κ ∈ K(X ;Y ). Then, for any µκ-bounded typicality criterion V , there exists a µ-bounded
typicality criterion U and a positive number c > 0 such that
sup
xn∈T
(n)
U
(µ)
κn
(
Y n \ T
(n)
V (µκ|x
n)
∣∣∣xn) ≤ 2−cn
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for all sufficiently large n ∈ Z+.
The above theorem says that whenever the criterion of being jointly typical consists of essentially bounded
functions, the probability that a random sequence yn, which is generated conditionally i.i.d. given a typical sequence
xn, is jointly typical with xn, converges to 1 exponentially fast.
Proof: Let V = (G ; ǫ;K). We may assume that G consists of a single measurable function g : X × Y → R;
one can easily modify the proof a little bit to deal with the general case. We can also assume that g is bounded on
(X × Y ) \K by enlarging K if necessary. For each x ∈ X , let Kx := {y ∈ Y : (x, y) ∈ K}, then
0 = µκ(K) =
∫
κ(Kx|x) dµ(x),
so there exists a µ-null set N so that κ(Kx|x) = 0 for all x ∈ X \N . Define a function f : X → R as
f : x 7→
∫
g(x, y) dκ(y|x),
and let U := (f ; ǫ′;N) for some ǫ′ ∈ (0, ǫ), then U is a µ-bounded typicality criterion. Fix n ∈ Z+ and xn ∈
T
(n)
U (µ). Consider a set
Z :=
{
yn ∈ Y n :
∣∣∣∣∣ 1n
n∑
i=1
g(xi, yi)−
1
n
n∑
i=1
f(xi)
∣∣∣∣∣ ≥ ǫ− ǫ′
}
.
From Hoeffding’s inequality [13, Theorem 2], it follows that
κn(Z|xn) ≤ 2 exp
(
−
2n(ǫ− ǫ′)2
M
)
where M > 0 is chosen so that |g| ≤M . Since xn ∈ T (n)U (µ), one can easily verify that
(Y n \ Z) ∩
n∏
i=1
(Y \Kxi) ⊆ T
(n)
V (µκ|x
n).
Therefore,
κn
(
Y n \ T
(n)
V (µκ|x
n)
∣∣∣xn) ≤ κn(Z|xn) + κn
(
Y n \
n∏
i=1
(Y \Kxi)
∣∣∣∣∣xn
)
= κn(Z|xn) ≤ 2 exp
(
−
2n(ǫ− ǫ′)2
M
)
.
The above inequality holds for any xn ∈ T (n)U (µ), proving the theorem.
A similar result for general typicality criteria is also true:
Theorem III.8 (Conditional typicality lemma).
Let µ ∈ ∆(X) and κ ∈ K(X ;Y ). Then, for any µκ-typicality criterion V and δ ∈ (0, 1), there exists a µ-typicality
criterion U such that
lim inf
n→∞
inf
xn∈T
(n)
U
(µ)
κn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≥ 1− δ.
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Proof: As in the proof of the previous theorem, we may assume that V = (g; ǫ;K) for some g ∈ L 1(µκ),
ǫ > 0, and a µκ-null set K . We use a truncation argument; for each k ∈ Z+, define
gk(x, y) :=


g(x, y) if |g(x, y)| ≤ k
0 otherwise
for each (x, y) ∈ X × Y , then (gk)k∈Z+ is a sequence of bounded measurable functions converging pointwise
µκ-almost everywhere to g.
Define
hk : x 7→
∫
|g(x, y)− gk(x, y)| dκ(y|x),
then from Lebesgue dominated convergence theorem [8], we know that gk → g in L 1(µκ) and hk → 0 in
L 1(µ). Choose k ∈ Z+ such that∣∣∣∣
∫
gk dµκ−
∫
g dµκ
∣∣∣∣ ≤ ǫ3 and
∫
hk dµ ≤
ǫδ
12
.
Let Vk :=
(
gk;
ǫ
3 ;K
)
, then from Theorem III.7, we know that
lim
n→∞
sup
xn∈T
(n)
Uk
(µ)
κn
(
Y n \ T
(n)
Vk
(µκ|xn)
∣∣∣xn) = 0
for some µ-typicality criterion Uk, since Vk is a µκ-bounded typicality criterion. Define U := Uk ∧
(
hk;
ǫδ
12 ; ∅
)
.
Choose a sufficiently large n ∈ Z+ so that
κn (E1(n)|x
n) ≤
δ
2
where E1(n) := Y n \ T (n)Vk (µκ|x
n)
for any given xn ∈ T (n)U (µ). On the other hand, define
E2(n) :=
{
yn ∈ Y n :
∣∣∣∣∣ 1n
n∑
i=1
g(xi, yi)−
1
n
n∑
i=1
gk(xi, yi)
∣∣∣∣∣ > ǫ3
}
,
then since xn ∈ T (n)Uk (µ), we have
1
n
n∑
i=1
∫
Y n
|g(xi, yi)− gk(xi, yi)| dκ
n(yn|xn) =
1
n
n∑
i=1
hk(xi) ≤
∫
hk dµ+
ǫδ
12
≤
ǫδ
6
,
thus we can deduce
κn (E2(n)|x
n) ≤
3
ǫ
·
1
n
n∑
i=1
∫
Y n
|g(xi, yi)− gk(xi, yi)| dκ
n(yn|xn) ≤
δ
2
by Chevychev’s inequality [8]. Note that if yn /∈ E1(n) ∪ E2(n), then (xi, yi) /∈ K for all i = 1, · · · , n and∣∣∣∣∣ 1n
n∑
i=1
g(xi, yi)−
∫
g dµκ
∣∣∣∣∣ ≤
∣∣∣∣∣ 1n
n∑
i=1
g(xi, yi)−
1
n
n∑
i=1
gk(xi, yi)
∣∣∣∣∣
+
∣∣∣∣∣ 1n
n∑
i=1
gk(xi, yi)−
∫
gk dµκ
∣∣∣∣∣+
∣∣∣∣
∫
gk dµκ−
∫
g dµκ
∣∣∣∣
≤
ǫ
3
+
ǫ
3
+
ǫ
3
= ǫ
so (xn, yn) ∈ T
(n)
V (µκ), concluding that κn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≥ 1− δ.
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Remark III.9.
1) In the proof, the choice of U depends on δ. However, even if when test functions in V are not bounded, one
can prove that there exists U so that
lim
n→∞
inf
xn∈T
(n)
U
(µ)
κn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) = 1
if test functions satisfy some finite moment conditions. In Chapter 6, an argument of this kind is stated in
detail.
2) We have seen in Chapter 2 that, if (xn, yn) are jointly typical for some yn, then xn should be typical.
Conditional typicality lemma can be seen as a kind of converse to this.
Now, a conditional version of the divergence lemma also can be proved by using this conditional typicality lemma
instead of the asymptotic equipartition property. Up to here, we did not impose any assumptions on measurable
spaces; therefore, all theorems we have stated are true for arbitrary alphabets (that is, arbitrary measurable spaces).
However, the proof given here of the following theorem relies on a lemma (see Lemma A.1) which uses the
assumption that (Y,B) is countably-generated; that is, there exists a countable subset G of B so that B is the
smallest σ-algebra containing G . Hence, from now on we assume that (Y,B) is countably-generated. Except the
lemma, the whole procedure of the proof is similar to that of Theorem III.2.
Theorem III.10 (Conditional divergence lemma).
Let µ ∈ ∆(X) and κ ∈ K(X ;Y ). Let λ : X → P(Y ) be a σ-finite measure kernel such that D(µκ‖µλ) exists.
1) If D(µκ‖µλ) is finite, then for any ǫ > 0, there is a µκ-typicality criterion V0 such that for any µκ-typicality
criterion V ≤ V0, we have
sup
xn∈Xn
λn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≤ 2−n(D(µκ‖µλ)−ǫ)
for all n, and there exists a µ-typicality criterion U (depending on V) so that
inf
xn∈T
(n)
U
(µ)
λn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≥ 2−n(D(µκ‖µλ)+ǫ)
for all sufficiently large n.
2) If µκ 6≪ µλ, then there is a µκ-typicality criterion V0 such that for any µκ-typicality criterion V ≤ V0, we
have
sup
xn∈Xn
λn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) = 0
for all n.
3) If µκ≪ µλ and D(µκ‖µλ) = +∞, then for any M ≥ 0, there is a µκ-typicality criterion V0 such that for
any µκ-typicality criterion V ≤ V0, we have
sup
xn∈Xn
λn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≤ 2−nM
for all n.
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4) If D(µκ‖µλ) = −∞, then for any M ≥ 0, there is a µκ-typicality criterion V0 such that for any µκ-typicality
criterion V ≤ V0, there exists a µ-typicality criterion U such that
inf
xn∈T
(n)
U
(µ)
λn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≥ 2nM
for all sufficiently large n.
For the special case when λ is identically the counting measure (the Lebesgue measure, respectively), one can
conclude that a typical cardinality (volume, respectively) of a conditional typical set is approximately the exponential
of the conditional entropy (conditional differential entropy, respectively). Many other statements about the size of
typical sets are also simple corollaries of this lemma.
Proof:
1) Choose g = dµκdµλ , then there exists a µ-null set N so that κ(x)≪ λ(x) and g(x, ·) = dκ(x)dλ(x) for all x ∈ X \N
by Lemma A.1. Define V0 := (log g; ǫ′;N × Y ) for some ǫ′ ∈ (0, ǫ). Fix a µκ-typicality criterion V ≤ V0,
then
D(µκ‖µλ)− ǫ′ ≤
1
n
n∑
i=1
log g(xi, yi) ≤ D(µκ‖µλ) + ǫ
′
for (xn, yn) ∈ T (n)V (µκ), so for that case we have
2n(D(µκ‖µλ)−ǫ
′) ≤
n∏
i=1
g(xi, yi) ≤ 2
n(D(µκ‖µλ)+ǫ′).
Note that if (xn, yn) ∈ T (n)V (µκ), then
n∏
i=1
g(xi, yi) =
dκn(xn)
dλn(xn)
(yn).
Thus, we get
1 ≥ κn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≥ 2n(D(µκ‖µλ)−ǫ′)λn (T (n)V (µκ|xn)∣∣∣xn)
concluding that
λn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≤ 2−n(D(µκ‖µλ)−ǫ′) ≤ 2−n(D(µκ‖µλ)−ǫ)
for all xn ∈ Xn, for all n. Note that if xn /∈ (X\N)n, then the inequality trivially holds, because T (n)V (µκ|xn)
is the empty set.
For the second part of the theorem, note that from the conditional typicality lemma, we get a µ-typicality
criterion U for some δ ∈ (0, 1) so that
inf
xn∈T
(n)
U
(µ)
κn
(
T
(n)
V (µκ)
∣∣∣xn) ≥ 1− δ
for any sufficiently large n. Since we know
κn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≤ 2n(D(µκ‖µλ)+ǫ′)λn (T (n)V (µκ|xn)∣∣∣xn)
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for every xn ∈ Xn, it follows that for sufficiently large n,
λn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≥ (1− δ)2−n(D(µκ‖µλ)+ǫ′)
for all xn ∈ T (n)U (µ). Take n large enough to satisfy ǫ′ +
1
n log
1
1−δ < ǫ, then we get
λn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) ≥ 2−n(D(µκ‖µλ)+ǫ)
for all xn ∈ T (n)U (µ), for sufficiently large n.
2) Pick C ∈ A ⊗ B such that µλ(C) = 0 while µκ(C) > 0. Pick ǫ > 0 with ǫ < µκ(C). For x ∈ X , let
Cx := {y ∈ Y : (x, y) ∈ C}, then there exists a µ-null set N such that λ(Cx|x) = 0 for all x ∈ X \N , since
µλ(C) =
∫
λ(Cx|x) dµ(x) = 0. Define V0 := (1C ; ǫ;N × Y ). Fix n ∈ Z+ and a µκ-typicality criterion
V ≤ V0, then for any (xn, yn) ∈ T (n)V (µκ),
0 < µκ(C)− ǫ ≤
1
n
n∑
i=1
1C(xi, yi)
so at least one (xi, yi) should belong to C, concluding that
T
(n)
V (µκ|x
n) ∩
n∏
i=1
(Y \ Cxi) = ∅.
Since λn
(∏n
i=1(Y \ Cxi)
∣∣xn) =∏ni=1 λ(Y \Cxi |xi) = 1 whenever xi /∈ N for all i = 1, · · · , n, it follows
that λn
(
T
(n)
V (µκ|x
n)
∣∣∣xn) = 0 for all xn.
3) Choose g = dµκdµλ , and take N as the case 1. For each k ∈ Z+, define a measurable function fk on X × Y as
fk(x, y) :=


log g(x, y) if g(x, y) ≤ k
0 otherwise
for each (x, y) ∈ X × Y . Note that f−k = (log g)− for each k ∈ Z+ and (log g)− is µκ-integrable, since
D(µκ‖µλ) > 0. Since f+k is bounded, fk is µκ-integrable. Also,
(
f+k
)
k∈Z+
is an increasing sequence of
nonnegative measurable functions converging pointwise to (log g)+ µκ-almost everywhere. So by monotone
convergence theorem, we get
∫
fk dµκ →
∫
log g dµκ = +∞ as k → ∞ by considering positive parts and
negative parts separately. Take k ∈ Z+ so that
∫
fk dµκ ≥M +1. Define V0 := (fk; 1;N × Y ). Fix n ∈ Z+
and a µκ-typicality criterion V ≤ V0, then
M ≤
∫
fk dµκ− 1 ≤
1
n
n∑
i=1
fk(xi, yi) ≤
1
n
n∑
i=1
log g(xi, yi)
for (xn, yn) ∈ T (n)V (µκ). Since
n∏
i=1
g(xi, yi) =
dκn(xn)
dλn(xn)
(yn).
for (xn, yn) ∈ T (n)V (µκ), so for that case we have
2nM ≤
dκn(xn)
dλn(xn)
(yn).
Proceeding as the same as the first part of the case 1, we get the result.
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4) Choose g = dµκdµλ , and take N as the case 1. For each k ∈ Z+, define a measurable function fk on X × Y as
fk(x, y) :=


log g(x, y) if 1k ≤ g(x, y)
0 otherwise
for each (x, y) ∈ X × Y . Note that f+k = (log g)+ for each k ∈ Z+ and (log g)+ is µκ-integrable, since
D(µκ‖µλ) < 0. Since f−k is bounded, fk is µκ-integrable. Also,
(
f−k
)
k∈Z+
is an increasing sequence of
nonnegative measurable functions converging pointwise to (log g)− µκ-almost everywhere. So by monotone
convergence theorem, we get
∫
fk dµκ →
∫
log g dµκ = −∞ as k → ∞ by considering positive parts and
negative parts separately. Take k ∈ Z+ so that
∫
fk dµκ ≤ −M−2. Define V0 := (fk; 1;N×Y ). Fix n ∈ Z+
and a µκ-typicality criterion V ≤ V0, then
−M − 1 ≥
∫
fk dµ+ 1 ≥
1
n
n∑
i=1
fk(xi, yi) ≥
1
n
n∑
i=1
log g(xi, yi)
for (xn, yn) ∈ T (n)V (µκ). Since
n∏
i=1
g(xi, yi) =
dκn(xn)
dλn(xn)
(yn).
for (xn, yn) ∈ T (n)V (µκ), so for that case we have
2−n(M+1) ≥
dκn(xn)
dλn(xn)
(yn).
Proceeding as the same as the second part of the case 1, we get the result.
IV. PACKING AND COVERING LEMMAS
In this section, we will prove some fundamental tools to be used for various achievability proofs. Let (X,AX),
(Y,AY ), and (Z,AZ) be standard Borel spaces, and let µXY Z ∈ ∆(X × Y × Z). Define µX to denote the
pushforward of µXY Z onto X under the projection (which is, the marginal distribution on X), and similarly define
µXY and µXZ . Since we are dealing with standard Borel spaces, there exist a probability kernel κY |X ∈ K(X ;Y )
such that µXY = µXκY |X , and similarly κZ|X , κY |XZ , and κZ|XY [14, Chapter 5]. If x,y, z are random variables
taking values in X , Y , and Z , respectively, with the joint distribution µXY Z , then one can think of the Kullback-
Leibler divergence
D(µXY Z‖µXY κZ|X) = D(µXY Z‖µX(κY |X × κZ|X)) = D(µXZY ‖µXZκY |X)
as the conditional mutual information I(y; z|x) (in the expression µXY κZ|X , κZ|X is treated as a kernel from
X×Y to Z , and similarly in µXZκY |X , κY |X is treated as a kernel from X×Z to Y ). For a general definition of
conditional mutual information for arbitrary alphabets, see [15]. Then the following theorem is just a specialized
result of the conditional divergence lemma:
Theorem IV.1 (Joint typicality lemma).
November 5, 2018 DRAFT
17
1) If I(y; z|x) <∞, then for any ǫ > 0, there is a µXY Z -typicality criterion W0 such that for any µXY Z-typicality
criterion W ≤W0, we have
sup
(xn,yn)∈Xn×Y n
κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) ≤ 2−n(I(y;z|x)−ǫ)
for all n, and there exists a µXY -typicality criterion V (depending on W) such that
inf
(xn,yn)∈T
(n)
V
(µXY )
κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) ≥ 2−n(I(y;z|x)+ǫ)
for all sufficiently large n.
2) If I(y; z|x) = ∞, then for any M ≥ 0, there is a µXY Z -typicality criterion W0 such that for any
µXY Z -typicality criterion W ≤ W0, we have
sup
(xn,yn)∈Xn×Y n
κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) ≤ 2−nM
for all n.
Proof: Apply the conditional divergence lemma with µ← µXY , κ← κZ|XY , and λ← κZ|X .
Remark IV.2.
By symmetry, the same theorem holds when the role of Y and Z are interchanged.
This theorem is a generalization of the theorem with the same name found in [3, p.29]. Since packing lemma,
covering lemma, and “mutual versions” of these lemmas in [3] are all basically derived from joint typicality lemma,
it follows that almost the same proof procedure is also valid in the generalized setting. Proofs of these generalizations
that are directly following those in [3] are given from now on. We will often use abstract conditional expectations
in the proofs; details about abstract conditional expectations can be found in [10]. We will denote a conditional
expectation of a real-valued random variable w with respect to the σ-algebra generated by another random variable
x as E[w|x]; here, x inside the bracket does not mean the value of x but the mapping x itself. Let us define the
following terminology:
Definition IV.3 (Conditional distribution).
Let κ ∈ K(X ;Y ) and y be a random variable taking values in Y . Then we say y follows a conditional distribution
κ given x for another random variable x taking values in X , if (x,y)∗ Pr = (x∗ Pr) ⋊ κ. In that case, we write
Pr(y ∈ B|x = x) = κ(B|x) for each B ∈ AY and x ∈ X .
Now we state and prove the main theorems of this section:
Theorem IV.4 (Packing lemma).
Let R ≥ 0 be a nonnegative real number such that R < I(y; z|x). Then, there exists a µXY Z -typicality criterion
W0 and a positive number c > 0 such that, for any µXY Z-typicality criterion W ≤ W0, we have the following for
all n ∈ Z+:
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Let In be a finite set with |In| ≤ 2nR. Let (xn,yn) be a random variable taking values in Xn × Y n, and for
each m ∈ In, let zn(m) be a random variable taking values in Zn. Assume that each zn(m) follows a conditional
distribution κnZ|X given (xn,yn). Then,
Pr
(
(xn,yn, zn(m)) ∈ T
(n)
W (µXY Z) for some m ∈ In
)
≤ 2−cn.
Proof: Assume first that I(y; z|x) < ∞. Choose ǫ > 0 with R < I(y; z|x) − ǫ, and take W0 obtained from
the joint typicality lemma. Fix n ∈ Z+ and an µXY Z-typicality criterion W ≤ W0. Take xn, yn, In, zn(m)’s as
above, then for given m ∈ In, by the joint typicality lemma,
Pr
(
(xn,yn, zn(m)) ∈ T
(n)
W (µXY Z)
)
=
∫
Xn×Y n
κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) d(xn,yn)∗ Pr(xn, yn)
≤
∫
Xn×Y n
2−n(I(y;z|x)−ǫ) d(xn,yn)∗ Pr = 2
−n(I(y;z|x)−ǫ),
thus
Pr
(
(xn,yn, zn(m)) ∈ T
(n)
W (µXY Z) for some m ∈ In
)
≤
∑
m∈In
Pr
(
(xn,yn, zn(m)) ∈ T
(n)
W (µXY Z)
)
≤ 2nR × 2−n(I(y;z|x)−ǫ) = 2−n(I(y;z|x)−R−ǫ).
The case I(y; z|x) =∞ also can be proved similarly.
Clearly, we can get the same conclusion (with a minor modification of “for all n” to “for all sufficiently large
n”) when |In| ≤ f(n)2nR for a fixed function f such that limn→∞ f(n)2−δn = 0 for all δ > 0.
Theorem IV.5 (Covering lemma).
Let R ≥ 0 be a nonnegative real number such that R > I(y; z|x). Then, there exists a µXY Z -typicality criterion W0
and a positive number c > 0 such that, for any µXY Z -typicality criterion W ≤ W0, there exists a µXY -typicality
criterion V so that we have the following for all sufficiently large n ∈ Z+:
Let In be a finite set with |In| ≥ 2nR. Let (xn,yn) be a random variable taking values in Xn × Y n, and for
each m ∈ In, let zn(m) be a random variable taking values in Zn. Assume that for m,m′ ∈ In with m 6= m′,
(zn(m), zn(m′)) follows a conditional distribution κnZ|X × κnZ|X given (xn,yn). Then we have
Pr
(
(xn,yn) ∈ T
(n)
V (µXY ) and (x
n,yn, zn(m)) /∈ T
(n)
W (µXY Z) for all m ∈ In
)
≤ 2−cn.
Proof: From the assumption, it should be the case that I(y; z|x) < ∞ and R > 0. Choose ǫ > 0 with
R > I(y; z|x) + ǫ, and by using the joint typicality lemma, take a µXY Z-typicality criterion W0 such that for any
µXY Z -typicality criterion W ≤ W0, there exists a µXY -typicality criterion V so that
2−n(I(y;z|x)+ǫ) ≤ κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) ≤ 2−n(I(y;z|x)−ǫ)
for all (xn, yn) ∈ T (n)V (µXY ), whenever n ≥ n0 for some n0 ∈ Z+.
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Fix W ≤ W0 and find such a V and n0. Let n ≥ n0, and take xn, yn, In, zn(m)’s as above. For each m ∈ In,
define e(m) to be the indicator random variable of the event{
(xn,yn, zn(m)) ∈ T
(n)
W (µXY Z)
}
and define N :=
∑
m e(m). Since R > 0, we have |In| ≥ 2. For each (xn, yn) ∈ Xn × Y n, define
p1(x
n, yn) := Pr
(
zn(1) ∈ T
(n)
W (µXY Z |x
n, yn)
∣∣∣∣xn = xn,yn = yn
)
= κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) ,
p2(x
n, yn) := Pr
(
zn(1), zn(2) ∈ T
(n)
W (µXY Z |x
n, yn)
∣∣∣∣xn = xn,yn = yn
)
= p1(x
n, yn)2.
Note that p1, p2 are measurable functions. Then,
p1(x
n,yn) = E[e(m)|xn,yn] = E[e(m)2|xn,yn],
p2(x
n,yn) = E[e(m)e(m′)|xn,yn]
almost surely, for m,m′ ∈ In with m 6= m′. By Chevyshev’s inequality,
Pr(N = 0|xn,yn) ≤ Pr
(
(N− E[N|xn,yn])2 ≥ (E[N|xn,yn])2
∣∣∣xn,yn)
≤
E
[
(N− E[N|xn,yn])2
∣∣∣xn,yn]
(E[N|xn,yn])2
=
E[N2|xn,yn]− (E[N|xn,yn])2
(E[N|xn,yn])2
almost surely. We compute E[N|xn,yn] and E[N2|xn,yn] as follows:
E[N|xn,yn] =
∑
m
E[e(m)|xn,yn] = |In|p1(x
n,yn),
E[N2|xn,yn] =
∑
m
E[e(m)2|xn,yn] +
∑
m
∑
m′ 6=m
E[e(m)e(m′)|xn,yn]
≤ |In|p1(x
n,yn) + |In|
2p2(x
n,yn)
almost surely, thus
Pr(N = 0|xn,yn) ≤
1
|In|p1(xn,yn)
≤
2−nR
p1(xn,yn)
almost surely. Note that
p1(x
n, yn) = κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) ≥ 2−n(I(y;z|x)+ǫ)
whenever (xn, yn) ∈ T (n)V (µXY ), thus it follows that
Pr
(
N = 0, (xn,yn) ∈ T
(n)
V (µXY )
)
=
∫
(xn,yn)∈T
(n)
V
(µXY )
Pr (N = 0|xn,yn) dPr
≤ 2−n(R−I(y;z|x)−ǫ).
Again, we can get the same conclusion when |In| ≥ f(n)2nR for a fixed function f such that limn→∞ f(n)2δn =
∞ for all δ > 0. Next we prove “mutual versions” of packing and covering lemmas. Of course, similar remarks
about estimates on sizes of index sets In, Jn are also true.
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Theorem IV.6 (Mutual packing lemma).
Let R1, R2 ≥ 0 be nonnegative real numbers such that R1 +R2 < I(y; z|x). Then, there exists a µXY Z-typicality
criterion W0 and a positive number c > 0 such that, for any µXY Z-typicality criterion W ≤ W0, we have the
following for all n ∈ Z+:
Let In, Jn be a finite sets with |In| ≤ 2nR1 and |Jn| ≤ 2nR2 . Let xn be a random variable taking values in Xn,
and for each m1 ∈ In and m2 ∈ Jn, let yn(m1) and zn(m2) be random variables taking values in Y n and Zn,
respectively. Assume that for each m1 ∈ In and m2 ∈ Jn, (yn(m1), zn(m2)) follows a conditional distribution
κnY |X × κ
n
Z|X given x
n
. Then,
Pr
(
(xn,yn(m1), z
n(m2)) ∈ T
(n)
W (µXY Z) for some m1 ∈ In, m2 ∈ Jn
)
≤ 2−cn.
Proof: Assume first that I(y; z|x) <∞. Choose ǫ > 0 with R1 +R2 < I(y; z|x) − ǫ and take W0 obtained
from the joint typicality lemma. Fix n ∈ Z+ and a µXY Z-typicality criterion W ≤ W0. Take xn, In, yn(m1)’s,
Jn, z
n(m2)’s as above, then for given m1 ∈ In and m2 ∈ Jn, by the joint typicality lemma,
Pr
(
(xn,yn(m1), z
n(m2))) ∈ T
(n)
W (µXY Z)
)
=
∫
Xn
(κnY |X × κ
n
Z|X)
(
T
(n)
W (µXY Z |x
n)
∣∣∣xn) d(xn∗ Pr)(xn)
=
∫
Xn
[∫
Y n
κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) dκnY |X(yn|xn)
]
d(xn∗ Pr)(x
n)
≤
∫
Xn
[∫
Y n
2−n(I(y;z|x)−ǫ)dκnY |X(y
n|xn)
]
d(xn∗ Pr)(x
n) = 2−n(I(y;z|x)−ǫ),
thus
Pr
(
(xn,yn(m1), z
n(m2)) ∈ T
(n)
W (µXY Z) for some m1 ∈ In, m2 ∈ Jn
)
≤
∑
m1∈In,m2∈Jn
Pr
(
(xn,yn(m1), z
n(m2)) ∈ T
(n)
W (µXY Z)
)
≤ 2n(R1+R2) × 2−n(I(y;z|x)−ǫ) = 2−n(I(y;z|x)−R1−R2−ǫ).
The case I(y; z|x) =∞ also can be proved similarly.
Theorem IV.7 (Mutual covering lemma).
Let R1, R2 ≥ 0 be nonnegative real numbers such that R1 +R2 > I(y; z|x). Then, there exists a µXY Z-typicality
criterion W0 and a positive number c > 0 such that, for any µXY Z-typicality criterion W ≤ W0, there exists a
µX -typicality criterion U so that we have the following for all sufficiently large n ∈ Z+:
Let In, Jn be finite sets with |In| ≥ 2nR1 and |Jn| ≥ 2nR2 . Let xn be a random variable taking values in Xn,
and for each m1 ∈ In and m2 ∈ Jn, let yn(m1) and zn(m2) be random variables taking values in Y n and Zn,
respectively. Assume followings:
1) For each m1 ∈ In and m2 ∈ Jn, (yn(m1), zn(m2)) follows a conditional distribution κnY |X × κnZ|X given
xn.
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2) For each m1,m′1 ∈ In and m2 ∈ Jn with m1 6= m′1, (yn(m1),yn(m′1), zn(m2)) follows a conditional
distribution κnY |X × κnY |X × κnZ|X given xn.
3) For each m1 ∈ In and m2,m′2 ∈ Jn with m2 6= m′2, (yn(m1), zn(m2), zn(m′2)) follows a conditional
distribution κnY |X × κnZ|X × κnZ|X given xn.
4) For each m1,m′1 ∈ In and m2,m′2 ∈ Jn with m1 6= m′1 and m2 6= m′2, (yn(m1),yn(m′1), zn(m2), zn(m′2))
follows a conditional distribution κnY |X × κnY |X × κnZ|X × κnZ|X given xn.
Then we have
Pr
(
xn ∈ T
(n)
U (µX) and (x
n,yn(m1), z
n(m2)) /∈ T
(n)
W (µXY Z) for all m1 ∈ In, m2 ∈ Jn
)
≤ 2−cn.
Proof: We may assume that I(y; z|x) < ∞. We also assume that R1, R2 > 0. A proof for the case R1 = 0
or R2 = 0 can be written similarly. Choose ǫ > 0 with R1 +R2 > I(y; z|x) + ǫ and R1, R2 > 4ǫ. Using the joint
typicality lemma, take a µXY Z -typicality criterion W0 so that
κnY |X
(
T
(n)
W (µXY Z |x
n, zn)
∣∣∣xn) ≤ 2−n(I(y;z|x)−ǫ),
κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) ≤ 2−n(I(y;z|x)−ǫ).
for all (xn, yn, zn) ∈ Xn × Y n × Zn and n ∈ Z+, and for any µXY Z -typicality criterion W ≤W0, there exists a
µXY -typicality criterion V such that
2−n(I(y;z|x)+ǫ) ≤ κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn)
whenever n ≥ n1 for some n1 ∈ Z+ and (xn, yn) ∈ T (n)V (µXY ). Fix W ≤ W0 and find such V . Then by the
conditional typicality lemma, there exists a µX -typicality criterion U such that
κnY |X
(
T
(n)
V (µXY |x
n)
∣∣∣xn) ≥ 1− δ
whenever n ≥ n2 for some n2 ∈ Z+ and xn ∈ T (n)U (µX), for some given δ ∈ (0, 1).
Fix n ≥ max {n1, n2} and take xn, In, yn(m1)’s, Jn, zn(m2)’s as above. For each (m1,m2) ∈ In×Jn, define
e(m1,m2) be the indicator random variable of the event{
(xn,yn(m1), z
n(m2)) ∈ T
(n)
W (µXY Z)
}
and define N :=
∑
m1,m2
e(m1,m2). Since R1, R2 > 0, we have |In|, |Jn| ≥ 2. For each xn ∈ Xn, define
p1(x
n) := Pr
(
(yn(1), zn(1)) ∈ T
(n)
W (µXY Z |x
n)
∣∣∣∣xn = xn
)
,
p2(x
n) := Pr
(
(yn(1), zn(1)), (yn(1), zn(2)) ∈ T
(n)
W (µXY Z |x
n)
∣∣∣∣xn = xn
)
,
p3(x
n) := Pr
(
(yn(1), zn(1)), (yn(2), zn(1)) ∈ T
(n)
W (µXY Z |x
n)
∣∣∣∣xn = xn
)
,
p4(x
n) := Pr
(
(yn(1), zn(1)), (yn(2), zn(2)) ∈ T
(n)
W (µXY Z |x
n)
∣∣∣∣xn = xn
)
= p1(x
n)2.
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Note that
p1(x
n) = E[e(m1,m2)|x
n] = E[e(m1,m2)
2|xn],
p2(x
n) = E[e(m1,m2)e(m1,m
′
2)|x
n],
p3(x
n) = E[e(m1,m2)e(m
′
1,m2)|x
n],
p2(x
n) = E[e(m1,m2)e(m
′
1,m
′
2)|x
n]
almost surely, for m1,m′1 ∈ In and m2,m′2 ∈ Jn with m1 6= m′1, m2 6= m′2. By Chevyshev’s inequality,
Pr(N = 0|xn) ≤ Pr
(
(N− E[N|xn])2 ≥ (E[N|xn])2
∣∣∣xn)
≤
E
[
(N− E[N|xn])2
∣∣∣xn]
(E[N|xn])2
=
E[N2|xn]− (E[N|xn])2
(E[N|xn])2
almost surely. We compute E[N|xn] and E[N2|xn] as follows:
E[N|xn] =
∑
m1,m2
E[e(m1,m2)|x
n] = |In||Jn|p1(x
n),
E[N2|xn] =
∑
m1,m2
E[e(m1,m2)
2|xn]
+
∑
m1,m2
∑
m′2 6=m2
E[e(m1,m2)e(m1,m
′
2)|x
n]
+
∑
m1,m2
∑
m′1 6=m1
E[e(m1,m2)e(m
′
1,m2)|x
n]
+
∑
m1,m2
∑
m′1 6=m1,m
′
2 6=m2
E[e(m1,m2)e(m
′
1,m
′
2)|x
n]
≤ |In||Jn|p1(x
n) + |In||Jn|
2p2(x
n) + |In|
2|Jn|p3(x
n) + |In|
2|Jn|
2p4(x
n),
almost surely, thus
Pr(N = 0|xn) ≤
2−n(R1+R2)
p1(xn)
+
2−nR1p2(x
n)
p1(xn)2
+
2−nR2p3(x
n)
p1(xn)2
almost surely. Note that
p1(x
n) = (κnY |X × κ
n
Z|X)
(
T
(n)
W (µXY Z |x
n)
∣∣∣xn)
=
∫
Y n
κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) dκnY |X(yn|xn)
≥
∫
T
(n)
V
(µXY |xn)
κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn) dκnY |X(yn|xn)
≥ (1− δ)2−n(I(y;z|x)+ǫ)
whenever xn ∈ T (n)U (µX), and similarly,
p2(x
n) =
∫
Y n
[
κnZ|X
(
T
(n)
W (µXY Z |x
n, yn)
∣∣∣xn)]2 dκnY |X(yn|xn) ≤ 2−n(2I(y;z|x)−2ǫ),
p3(x
n) =
∫
Zn
[
κnY |X
(
T
(n)
W (µXY Z |x
n, zn)
∣∣∣xn)]2 dκnZ|X(zn|xn) ≤ 2−n(2I(y;z|x)−2ǫ)
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whenever xn ∈ T (n)U (µX), so we have
Pr
(
N = 0, xn ∈ T
(n)
U (µX)
)
=
∫
xn∈T
(n)
U
(µX )
Pr (N = 0|xn) dPr
≤
2−n(R1+R2−I(y;z|x)−ǫ)
1− δ
+
2−n(R1−4ǫ)
(1 − δ)2
+
2−n(R2−4ǫ)
(1− δ)2
.
Since all exponents are positive, we get the result.
V. APPLICATIONS TO CODING PROBLEMS
In this section, some applications of the new typicality to coding problems are given. Derivations of many outer
bounds do not rely on the alphabet size, excluding the cardinality-bound-part of auxiliary variables. In [15], a
general definition of conditional mutual information for arbitrary alphabets is given, and some basic properties such
as the chain rule are derived. Hence, outer bounds often can be extended to the general alphabet case with only
some minor obstacles. On the other hand, derivations of inner bounds are often based on strong typicality, so the
new notion of typicality makes possible for those inner bounds to be extended to the general alphabet case also.
These generalizations are quite straightforward; just replace usual strong typical sets appearing in the proofs with
new typical sets.
However, still there are some technical subtleties remaining. First, quantities easily become infinite or even
undefined, when alphabets are not finite. For example, the differential entropy may not be defined for a general
real-valued random variable. Even when quantities are well-defined but becomes infinity, problems can happen
when differences of such quantities are involved. Thus, sometimes a transfer procedure of a proof for the finite
alphabet case to the general case is not completely transparent. Second, even when we can prove the same result
for a coding theorem as in the finite alphabet case, numerical evaluation of the obtained region is rarely possible,
because in general it is an infinite-dimensional optimization problem. Only for some special cases (such as additive
Gaussian noise channel) this evaluation is computationally possible.
Despite of those subtleties, it is theoretically satisfactory that one does not need to pay much additional efforts on
proving coding theorems for general alphabets. The point-to-point channel coding theorem and the point-to-point
lossy source coding theorem are given as examples to explicitly show that there is essentially no additional thing
required to prove coding theorems with infinite alphabets. Proofs given here basically follow those given in [3].
We will first describe precise mathematical formulations of those problems before proving them. One can see that
there is almost no complicated assumptions about regularity to make the proofs mathematically rigorous.
A. Point-to-point channel coding theorem
Let (X,A ), (Y,B) be standard Borel spaces.
Definition V.1 (Memoryless channels).
A memoryless channel with a cost function is a quadruple (X,Y, κ, t), where κ ∈ K(X ;Y ) and t : X → [0,∞] is
a measurable function. Here, X is called the input alphabet, Y is called the output alphabet, κ is called the channel
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transition kernel, and t is called the cost function. For n,M ∈ Z+, an (n,M)-channel code for this memoryless
channel consists of two measurable mappings f : [1 : M ] → Xn and g : Y n → [0 : M ], respectively called an
encoder and a decoder; here, 0 ∈ [0 :M ] represents error declared by the decoder. An (n,M)-channel code (f, g)
is said to satisfy average cost constraint B for some B ∈ [0,∞], if
t(n)(f(m)) ≤ B
for all m ∈ [1 : M ], where t(n) : Xn → [0,∞] is defined as t(n) : xn 7→ 1n
∑n
i=1 t(xi). The error probability of
an (n,M)-channel code (f, g) associated to the message m ∈ [1 :M ] is defined as
Pe,m(f, g) := κ
n ({yn ∈ Y n : g(yn) 6= m} |f(m)) .
The average error probability of this channel code is defined as
Pe(f, g) :=
1
M
∑
m∈[1:M ]
Pe,m(f, g).
For R ∈ [0,∞) and B ∈ [0,∞], the pair (R,B) is said to be achievable, if for any ǫ > 0, there exists an
(n,M)-channel code (f, g) satisfying average cost constraint B + ǫ such that
logM
n
≥ R and Pe(f, g) ≤ ǫ.
The operational capacity-cost function Co : [0,∞] → [0,∞] is defined as
Co : B 7→ sup {R ∈ [0,∞) : (R,B) is achievable} .
We define the supremum of ∅ to be 0 as a convention. On the other hand, the information capacity-cost function
Ci : [0,∞] → [0,∞] is defined as
Ci : B 7→ sup
µ∈∆(X);
∫
t dµ≤B
I(µ, κ)
where I(µ, κ) is defined as D (µκ‖µ× κ∗µ); see Remark III.4.
Remark V.2.
1) Define
Bmin := inf
x∈X
t(x),
then it is clear that Ci(B) = 0 if B < Bmin. Also, for that case (R,B) is never achievable for any R. Hence,
for B < Bmin, we have Co(B) = Ci(B) = 0.
2) On the other hand, when B ≥ Bmin, (0, B) is always achievable; choose x0 ∈ X such that Bmin ≤ t(x0) <
B + ǫ, and consider the encoder f : m 7→ x0.
Example V.3.
In some literatures such as [3], achievability of a rate is defined in terms of codes satisfying cost constraint B, not
B+ ǫ as in ours. This difference is just a minor issue, since two different operational capacity-cost functions arising
from different definitions of achievability indeed coincide on (Bmin,∞]. However, at B = Bmin, the capacity-cost
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function defined in terms of codes satisfying average cost constraint B (which will be denoted as C′o) may not be
lower-semicontinuous in general. For example, let X = Y = R and κ(x) = dx, t(x) = x2 for each x ∈ X . This
is the noiseless channel with real alphabet and quadratic cost function. Then one can easily verify that C′o(0) = 0
while C′o(B) =∞ for B > 0. On the other hand, Co(B) =∞ for all B ≥ 0.
Lemma V.4.
The information capacity-cost function Ci : [0,∞] → [0,∞] defined above satisfies the followings:
1) Ci is an increasing function.
2) Ci is concave on [Bmin,∞] and continuous on (Bmin,∞).
We call a function f : I → [0,∞] convex (concave, respectively) where I is a sub-interval of [0,∞], if
f(λx+(1−λ)y) ≤ λf(x) + (1−λ)f(y) (f(λx+ (1−λ)y) ≥ λf(x) + (1−λ)f(y), respectively) for all x, y ∈ I
and λ ∈ [0, 1].
Proof: As others are trivial consequences, we only prove concavity. It is also sufficient to show that Ci is
concave on (Bmin,∞); concavity at Bmin and ∞ easily follows since Ci is increasing. Let B1, B2 ∈ (Bmin,∞)
with B1 < B2 and λ ∈ [0, 1]. We first assume that Ci(B1) and Ci(B2) are both finite. Let ǫ > 0 be given and
choose µ1, µ2 ∈ ∆(X) with
∫
t dµ1 ≤ B1,
∫
t dµ2 ≤ B2, Ci(B1) ≤ I(µ1, κ) + ǫ, and Ci(B2) ≤ I(µ2, κ) + ǫ.
Let µ = λµ1 + (1 − λ)µ2 and B = λB1 + (1 − λ)B2, then
∫
t dµ = λ
∫
t dµ1 + (1− λ)
∫
t dµ2 ≤ B, and due to
concavity of the function I( · , κ) (see Lemma A.2),
Ci(B) ≥ I(µ, κ) ≥ λI(µ1, κ) + (1− λ)I(µ2, κ) ≥ λCi(B1) + (1− λ)Ci(B2)− ǫ.
Since ǫ > 0 is arbitrary, it follows that
Ci(B) ≥ λCi(B1) + (1 − λ)Ci(B2).
Next, assume that Ci(B2) is infinite and λ 6= 1. Then for any M ≥ 0, one can choose µ2 so that I(µ2, κ) ≥ M1−λ .
Then,
Ci(B) ≥ I(µ, κ) ≥ λI(µ1, κ) + (1− λ)I(µ2, κ) ≥ λI(µ1, κ) +M ≥M,
so this shows that Ci(B) =∞. This concludes that either but not both of the followings should be hold:
1) Ci is identically ∞ on (Bmin,∞), or
2) Ci is everywhere finite on (Bmin,∞) and concave.
For both cases we have the result.
Theorem V.5 (Point-to-point channel coding theorem with average cost constraint).
Let (X,Y, κ, t) be a memoryless channel with a cost function. Then,
Co(B) = C
+
i (B) := lim
ǫ→ 0+
Ci(B + ǫ)
for all B ∈ [0,∞].
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Remark V.6.
1) Since Ci is increasing, the limit on the right-hand side always exists.
2) Note that Co(B) = Ci(B) = C+i (B) = 0 for B < Bmin. Hence, we may assume B ≥ Bmin. Of course, we
have C+i (B) = Ci(B) for B > Bmin by continuity.
Proof of converse (Co ≤ C+i ): Assume that (R,B) is achievable for some R ∈ [0,∞). Then for given
ǫ ∈ (0, 12 ), there exists an (n,M)-channel code (f, g) satisfying the average cost constraint B + ǫ with
logM
n
≥ R and Pe(f, g) ≤ ǫ.
Construct a uniformly distributed random variable m taking values in [1 : M ] and a random variable yn taking
values in Y n which follows a conditional distribution κn given xn, where xn := f(m). Let mˆ := g(yn), then
Pe(f, g) = Pr(mˆ 6= m). We proceed in a similar way to the case of discrete memoryless channel:
logM = H(m) = H(m|mˆ) + I(m; mˆ) ≤ H(Pe(f, g)) + Pe(f, g) logM + I(m;y
n)
by Fano’s inequality, so
(1 − Pe(f, g)) logM ≤ H(Pe(f, g)) + I(m;y
n)
= H(Pe(f, g)) +
n∑
i=1
I(m;yi|y
i−1)
≤ H(Pe(f, g)) +
n∑
i=1
I(m,yi−1;yi)
= H(Pe(f, g)) +
n∑
i=1
I(xi;yi) ≤ H(Pe(f, g)) +
n∑
i=1
Ci (E[t(xi)]) .
Since Ci is increasing and concave on [Bmin,∞],
(1 − Pe(f, g))
logM
n
≤
H(Pe(f, g))
n
+
1
n
n∑
i=1
Ci (E[t(xi)])
≤
H(Pe(f, g))
n
+Ci
(
E[t(n)(xn)]
)
≤
H(Pe(f, g))
n
+Ci(B + ǫ),
so
R ≤
logM
n
≤
1
1− ǫ
(H(ǫ) + Ci(B + ǫ)) .
Since ǫ ∈ (0, 12 ) is arbitrary, we get R ≤ C
+
i (B). This shows that Co(B) ≤ C
+
i (B).
Proof of achievability (Co ≥ C+i ): Let R < C+i (B) be given, so that R < Ci(B + ǫ) whenever ǫ > 0 is
sufficiently small. Take any such ǫ > 0.
(Codebook generation) We find µ ∈ ∆(X) and a µ-typicality criterion U as follows:
1) If B =∞, then take µ ∈ ∆(X) with R < I(µ, κ). Let U = (∅; 1; ∅).
2) If B < ∞, then take µ ∈ ∆(X) with R < I(µ, κ) and ∫ t dµ ≤ B + ǫ2 . In this case, t ∈ L 1(µ). Let
U = (t; ǫ2 ; ∅).
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Note that for both of the cases, t(n)(xn) ≤ B + ǫ whenever xn ∈ T (n)U (µ). Apply the packing lemma with
(X,AX)← ({∗} , ℘({∗})), (Y,AY )← (Y,B), (Z,AZ)← (X,A ), and µXZY ← d∗ × µκ to get a µκ-typicality
criterion V and a positive constant c > 0 for given R. Fix sufficiently large n ∈ Z+, and randomly and independently
generate ⌈2nR⌉ i.i.d. sequences {xn(m)}m∈[1:2nR] according to µn; exactly how n should be large to be specified
later. Now, for given realization ω = {xn(m)}m∈[1:2nR] of {xn(m)}m∈[1:2nR], we define an encoder fω : [1 :
2nR] → Xn and a decoder gω : Y n → [0 : 2nR] as follows:
(Encoding) If xn(m) ∈ T (n)U (µ), then fω(m) := xn(m), while fω(m) := xn0 otherwise, where x0 is a fixed
element in X such that t(x0) ≤ B+ ǫ (such x0 exists since B ≥ Bmin). Then clearly this encoder satisfies average
cost constraint B + ǫ.
(Decoding) If there uniquely exists mˆ ∈ [1 : 2nR] such that (xn(mˆ), yn) ∈ T (n)V (µκ) for given yn, then
gω(y
n) := mˆ, while gω(yn) := 0 otherwise. Note that gω is measurable.
(Analysis of the probability of error) Let f ,g be the encoder and the decoder corresponding to xn(m)’s. Define
P ave := E[Pe(f ,g)]. Note that by symmetry
E[Pe,m(f ,g)] = E[Pe,1(f ,g)]
for each m ∈ [1 : 2nR], so we may assume that the message is chosen to be 1; that is,
P ave = E[Pe,1(f ,g)] = Pr({g(y
n) 6= 1})
where yn is the received sequence when the message is chosen to be 1. The error event {g(yn) 6= 1} is contained
in the union of the following events:
1) E1 :=
{
(xn(1),yn) /∈ T
(n)
V (µκ)
}
,
2) E2 :=
{
(xn(m),yn) ∈ T
(n)
V (µκ) for some m 6= 1
}
,
so P ave ≤ Pr(E1)+Pr(E2). Since xn(m) and yn are independent when m 6= 1, by the assumption on V , we know
that Pr(E2) ≤ 2−cn. On the other hand,
Pr(E1) ≤ Pr
(
xn(1) /∈ T
(n)
U (µ)
)
+ Pr
(
xn(1) ∈ T
(n)
U (µ), (x
n,yn) /∈ T
(n)
V (µκ)
)
≤
(
1− µn
(
T
(n)
U (µ)
))
+
(
1− (µκ)n
(
T
(n)
V (µκ)
))
also can be made sufficiently small when n is large, by the asymptotic equipartition property. Therefore, we can
take n sufficiently large to make P ave ≤ ǫ. Hence, there exists ω such that the (n, ⌈2nR⌉)-channel code (fω, gω)
(which is shown to satisfy average cost constraint B + ǫ) having the property
log⌈2nR⌉
n
≥ R and Pe(fω, gω) ≤ ǫ.
Since ǫ > 0 can be taken to be arbitrarily small, (R,B) is achievable. Therefore, Co(B) ≥ C+i (B).
B. Point-to-point lossy source coding theorem
Let (X,A ), (Y,B) be standard Borel spaces.
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Definition V.7 (Memoryless sources).
A memoryless source with a distortion function is a quadruple (X,Y, µ, t), where µ ∈ ∆(X) and t : X×Y → [0,∞]
is a measurable function. Here, X is called the source alphabet, Y is called the reconstruction alphabet, µ is
called the source probability measure, and t is called the distortion function. We always assume that Dmax :=
infy∈Y
∫
t(x, y) dµ(x) < ∞. For n,M ∈ Z+, an (n,M)-source code for this memoryless source consists of two
measurable mappings f : Xn → [0 : M) and g : [0 : M) → Y n, respectively called an encoder and a decoder;
here, 0 ∈ [0 : M) denotes the encoding error. For R ∈ [0,∞) and D ∈ [0,∞], the pair (R,D) is said to be
achievable, if for any ǫ > 0, there exists an (n,M)-source code (f, g) such that
logM
n
≤ R and
∫
t(n)(xn, g ◦ f(xn)) dµn(xn) ≤ D + ǫ,
where t(n) : Xn × Y n → [0,∞] is defined as t(n) : (xn, yn) 7→ 1n
∑n
i=1 t(xi, yi). The operational rate-distortion
function Ro : [0,∞] → [0,∞] is defined as
Ro : D 7→ inf {R ∈ [0,∞) : (R,D) is achievable} .
The infimum of ∅ is defined to be ∞. On the other hand, the information rate-distortion function Ri : [0,∞] → [0,∞]
is defined as
Ri : D 7→ inf
κ∈K(X;Y );
∫
t dµκ≤D
I(µ, κ).
Remark V.8.
1) Define
Dmin := inf
κ∈K(X;Y )
∫
t dµκ,
then it is clear that Ri(D) =∞ if D < Dmin. Also, for that case (R,D) is never achievable for any R: for
any encoder f and decoder g,∫
t(n)(xn, g ◦ f(xn)) dµn(xn) =
1
n
n∑
i=1
∫ [∫
t(xi, gi ◦ f(x
n)) dµn−1(xi−11 , x
n
i+1)
]
dµ(xi)
where g = (g1, · · · , gn) by Tonelli’s theorem [12, Chapter 4]. Define κi(xi) as
κi(B|xi) := µ
n−1
({
(xi−11 , x
n
i+1) : gi ◦ f(x
n) ∈ B
})
,
then∫
t(n)(xn, g ◦ f(xn)) dµn(xn) =
1
n
n∑
i=1
∫ [∫
t(xi, y) dκi(y|xi)
]
dµ(xi) =
1
n
n∑
i=1
∫
t dµκi ≥ Dmin.
Hence, for D < Dmin, we have Ro(D) = Ri(D) =∞.
2) On the other hand, when D > Dmax, we have Ro(D) = Ri(D) = 0. To show that, take yc ∈ Y such that∫
t(x, yc) dµ(x) ≤ D. Then for Ro(D) = 0, consider the decoder g : m 7→ yc, and for Ri(D) = 0, consider
the constant kernel κ : x 7→ dyc .
Example V.9.
Again, boundary behavior of rate-distortion functions can be pathological: information rate-distortion function is in
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general not upper-semicontinuous at boundary, while the operational rate-distortion function is upper-semicontinuous
due to effect of “+ǫ” on the distortion criteria. Here is an example of Ro 6= Ri: let X = {1, 2}, Y = Z+,
µ({1}) = µ({2}) = 1/2, and
t : (x, y) 7→


0 if x = y
1
y otherwise
.
Then, one can easily see that Ro(0) = 0 by considering a constant decoder. However, Ri(0) = 1, since any kernel
κ ∈ K(X ;Y ) satisfying
∫
t dµκ ≤ 0 should satisfy µκ({(x, y) : x 6= y}) = 0, so I(µ, κ) = 1. Still, one can easily
see that Ri(0) = 0.
Lemma V.10.
The information rate-distortion function Ri : [0,∞] → [0,∞] defined above satisfies the followings:
1) Ri is a decreasing function.
2) Ri is convex on [Dmin,∞] and continuous on (Dmin,∞].
Proof: It suffices to show convexity on (Dmin,∞), because Ri is clearly decreasing and Ri(D) = 0 for
D > Dmax. Let D1, D2 ∈ (Dmin,∞) with D1 < D2 and λ ∈ [0, 1]. We may assume that Ri(D1) and Ri(D2) are
both finite, since the result is trivial when one of them is infinite. Let ǫ > 0 be given and choose κ1, κ2 ∈ K(X ;Y )
with
∫
t dµκ1 ≤ D1,
∫
t dµκ2 ≤ D2, Ri(D1) ≥ I(µ, κ1)− ǫ, and Ri(D2) ≥ I(µ, κ2)− ǫ. Let κ = λκ1+(1−λ)κ2
and D = λD1+(1−λ)D2, then
∫
t dµκ = λ
∫
t dµκ1+(1−λ)
∫
t dµκ2 ≤ D, and due to convexity of the function
I(µ, · ) (see Lemma A.2),
Ri(D) ≤ I(µ, κ) ≤ λI(µ, κ1) + (1 − λ)I(µ, κ2) ≤ λRi(D1) + (1− λ)Ri(D2) + ǫ.
Since ǫ > 0 is arbitrary, it follows that
Ri(D) ≤ λRi(D1) + (1− λ)Ri(D2).
Therefore, we get convexity.
Theorem V.11 (Point-to-point lossy source coding theorem).
Let (X,Y, µ, t) be a memoryless source with a distortion measure. Then,
Ro(D) = R
+
i (D) := lim
ǫ→ 0+
Ri(D + ǫ).
for all D ∈ [0,∞].
Remark V.12.
Since Ri is decreasing, the limit on the right-hand side always exists.
Note that Ro(D) = Ri(D) = R+i (D) = ∞ for D < Dmin and Ro(D) = Ri(D) = R
+
i (D) = 0 for D > Dmax.
Hence, we may assume D ≥ Dmin. Of course, we have R+i (D) = Ri(D) for D > Dmin by continuity.
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Proof of converse (Ro ≥ R+i ): Assume that (R,D) is achievable for some R ∈ [0,∞). Then for given
ǫ ∈ (0, 1), there exists an (n,M)-source code (f, g) such that
logM
n
≤ R and
∫
t(n)(xn, g ◦ f(xn)) dµn(xn) ≤ D + ǫ.
Construct a random variable xn following the distribution µn and define m := f(xn), yn := g(m). We proceed
just as the case of discrete memoryless source:
logM ≥ I(m;m)
≥ I(xn;yn)
=
n∑
i=1
I(xi;y
n|xi−1)
=
n∑
i=1
I(xi;y
n,xi−1)
≥
n∑
i=1
I(xi;yi) ≥
n∑
i=1
Ri (E[t(xi,yi)]) .
Since Ri is decreasing and convex on [Dmin,∞],
logM
n
≥
1
n
n∑
i=1
Ri (E[t(xi,yi)])
≥ Ri
(
E[t(n)(xn,yn)]
)
= Ri
(∫
t(n)(xn, g ◦ f(xn)) dµn(xn)
)
≥ Ri(D + ǫ),
so
R ≥
logM
n
≥ Ri(D + ǫ).
Then since ǫ ∈ (0, 1) is arbitrary, we get R ≥ R+i (D). Hence, Ro(D) ≥ R
+
i (D).
Proof of achievability (Ro ≤ R+i ): We may assume that R+i (D) <∞ since if R+i (D) =∞ then we clearly
have Ro(D) ≤ R+i (D). Let R > R
+
i (D) be given, so that R > Ri(D + ǫ4 ) whenever ǫ > 0 is sufficiently small.
Take any such ǫ > 0.
(Codebook generation) We find κ ∈ K(X ;Y ) with R > I(µ;κ) and ∫ t dµκ ≤ D + ǫ4 ; note that t ∈ L 1(µκ).
Let V1 =
(
t; ǫ4 ; ∅
)
, then t(n)(xn, yn) ≤ D + ǫ2 whenever (x
n, yn) ∈ T
(n)
V1
(µκ). Apply the covering lemma with
(X,AX) ← ({∗} , ℘({∗})), (Y,AY ) ← (X,A ), (Z,AZ) ← (Y,B), µXY Z ← d∗ × µκ to get a µκ-typicality
criterion V ≤ V1, a µ-typicality criterion U , and c > 0, for given R. Let ν := κ∗µ. Fix sufficiently large n ∈ Z+,
and randomly and independently generate ⌊2nR⌋ i.i.d. sequences {yn(m)}m∈[1:2nR) according to νn; exactly how
n should be large to be specified later. Now, for given realization ω := {yn(m)}m∈[1:2nR) of {yn(m)}m∈[1:2nR),
we define an encoder fω : Xn → [0 : 2nR) and a decoder gω : [0 : 2nR) → Xn as follows:
(Encoding) If (xn, yn(m)) ∈ T (n)V (µκ) for some m ∈ [1 : 2nR), then define fω(xn) to be the minimum of such
m, while fω(xn) := 0 otherwise. Then fω is measurable.
(Decoding) Define gω(m) := yn(m) for each m ∈ [1 : 2nR) and gω(0) := ync , where yc ∈ Y is a fixed element
in Y such that
∫
t(x, yc) dµ(x) ≤ Dmax + 1.
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(Analysis of expected distortion) Let xn be the random variable representing the input to the encoder which
is independent to yn(m)’s, and let f , g be the encoder and the decoder corresponding to yn(m)’s. Let yn be the
reconstructed codeword g(f(xn)). Define the following error events:
1) E1 :=
{
xn /∈ T
(n)
U (µ)
}
,
2) E2 :=
{
xn ∈ T
(n)
U (µ) and (xn,yn(m)) /∈ T
(n)
V (µκ) for all m ∈ [1 : 2nR]
}
.
Since xn and yn(m)’s are independent, by the assumption on U and V , we know that Pr(E2) ≤ 2−cn provided
that n is sufficiently large. Together with the asymptotic equipartition property applied to µ, it follows that
Pr (E1 ∪ E2) ≤
ǫ
2(Dmax + 1)
provided that n is sufficiently large. Therefore,
E
[
t(n)(xn,g(f(xn)))
]
≤ Pr(E1 ∪ E2)(Dmax + 1) +D +
ǫ
2
≤ D + ǫ.
Hence, there exists ω such that the (n, ⌊2nR⌋)-code (fω, gω) satisfies
log⌊2nR⌋
n
≤ R and
∫
t(n)(xn, gω ◦ fω(x
n)) dµn(xn) ≤ D + ǫ.
Since ǫ > 0 can be taken to be arbitrarily small, (R,D) is achievable. Therefore, Ro(D) ≤ R+i (D).
VI. MARKOV LEMMA
Along with conditional typicality lemma, joint typicality lemma, and packing and covering lemmas, there is
another fundamental lemma used for derivations of inner bounds, called Markov lemma. It says that whenever we
have a Markov chain y− x− z, joint typicality of (xn,yn) together with joint typicality of (xn, zn) implies joint
typicality of (xn,yn, zn) with high probability. The important difference from conditional typicality lemma is that
zn does not need to be conditionally i.i.d. given (xn,yn). Markov lemma does not seem to be obtained in our
setting with its full generality yet; however, it becomes a simple corollary of the bounded conditional typicality
lemma when involved test functions are bounded. This includes the finite alphabet case as a special case since any
integrable function on a finite measurable space should be bounded almost everywhere.
Let (X,A ), (Y,B), and (Z,C ) be measurable spaces. The following is a generalization of Lemma 12.1 of [3,
p.296]:
Theorem VI.1 (Bounded Markov lemma).
Let µ ∈ ∆(X), κ ∈ K(X ;Y ), and λ ∈ K(X ;Z). For each n ∈ Z+ and a µλ-typicality criterion S, let λ(n)S ∈
K(Xn;Zn). Assume that, for any ǫ > 0, there exist a µλ-typicality criterion S0 so that for any µλ-typicality
criterion S ≤ S0, one can find a µ-typicality criterion U , satisfying
λ
(n)
S (E|x
n) ≤ 2ǫnλn(E|xn)
for all xn ∈ T (n)U (µ) and a measurable subset E of T (n)S (µλ|xn), whenever n is sufficiently large. Then for any
µ(κ × λ)-bounded typicality criterion W , there exists a µλ-typicality criterion S0 and a positive number c > 0
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such that, for any µλ-typicality criterion S ≤ S0, there exists a µκ-typicality criterion V so that
sup
(xn,yn)∈T
(n)
V
(µκ)
λ
(n)
S
(
T
(n)
S (µλ|x
n) \ T
(n)
W (µ(κ× λ)|x
n, yn)
∣∣∣xn) ≤ 2−cn.
for all sufficiently large n.
To avoid potential confusion, the dependency relation in the condition is written here formally:
∀ǫ; ∃S0; ∀S ≤ S0; ∃U ; ∃n0; ∀n ≥ n0; ∀x
n ∈ T
(n)
U (µ); ∀E ⊆ T
(n)
S (µλ|x
n)
(
λ
(n)
S (E|x
n) ≤ 2ǫnλn(E|xn)
)
where some restrictions on the domains of variables are understood implicitly.
Proof: Let W be a µ(κ× λ)-bounded typicality criterion. Then we can find a µκ-typicality criterion V1 and
a positive number c1 > 0 such that
sup
(xn,yn)∈T
(n)
V1
(µκ)
λn
(
Zn \ T
(n)
W (µ(κ× λ)|x
n, yn)
∣∣∣xn) ≤ 2−c1n
for all n ∈ Z+ larger than some n1 ∈ Z+ by applying the bounded conditional typicality lemma. Next, pick any
ǫ ∈ (0, c1) and apply the assumption on λ(n)S ’s to get a µλ-typicality criterion S0. Let c := c1 − ǫ. Now, choose
any µλ-typicality criterion S ≤ S0. Then there exists a µ-typicality criterion U so that
λ
(n)
S (E|x
n) ≤ 2ǫnλn(E|xn)
for all xn ∈ T (n)U (µ) and a measurable subset E of T
(n)
S (µλ|x
n), whenever n is sufficiently large, say, larger than
some n0 ∈ Z+. Choose a µκ-typicality criterion V ≤ V1 such that (xn, yn) ∈ T (n)V (µκ) implies xn ∈ T
(n)
U (µ) for
all n ∈ Z+ (using Proposition II.8 with the projection onto X). Fix n ≥ max {n0, n1} and (xn, yn) ∈ T (n)V (µκ),
then it follows that
λ
(n)
S
(
T
(n)
S (µλ|x
n) \ T
(n)
W (µ(κ× λ)|x
n, yn)
∣∣∣xn)
≤ 2nǫλn
(
T
(n)
S (µλ|x
n) \ T
(n)
W (µ(κ× λ)|x
n, yn)
∣∣∣xn) ≤ 2ǫn2−c1n = 2−cn.
Note that, in the proof above, rather than Markovity (which is, the fact that λ and λ(n)S are only functions of xn,
not yn), exponential decay of the probability of error was the crucial concern, which is a result of boundedness
of test functions. Unfortunately, we do not have this property for general integrable test functions, so validity of
the theorem for that case is still not clear. As noted in Chapter 1, boundedness is quite a strong condition. The
theorem cannot be applied directly to even the simplest case with Gaussian measures and quadratic functions,
because quadratic functions are not bounded. Therefore, it is highly desired to extend the theorem to more general
situations.
Definition VI.2 (Log-exponential typicality criteria).
Let µ ∈ ∆(X) and κ ∈ K(X ;Y ). A measurable function g : X × Y → R is said to be an log-exponential test
function with respect to (µ, κ), if there exists a positive real number δ > 0 such that∫
log
[∫
2δ|g(x,y)| dκ(y|x)
]
dµ(x) <∞.
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A µκ-typicality criterion V := (G ; ǫ;K) is said to be log-exponential with respect to (µ, κ), if each g ∈ G is
log-exponential with respect to (µ, κ).
The definition above seems quite artificial, but it appears naturally when one tries to make an exponential decay
of error probability in conditional typicality lemma. Also, note that when pointwise values of κ are Gaussian where
variances are uniformly bounded, a function of at most quadratic order will become a log-exponential test function.
One can easily see by using Jensen’s inequality that an exponentially integrable function is always log-exponential
with respect to any decomposition of the measure into a marginal and a corresponding conditional distribution (a
function f is exponentially integrable, if 2δ|f | is integrable for some δ > 0). A sum of a log-exponential function
and a bounded measurable function is again log-exponential. Now we extend the bounded conditional typicality
lemma in terms of log-exponential typical sets:
Theorem VI.3 (Log-exponential conditional typicality lemma).
Let µ ∈ ∆(X) and κ ∈ K(X ;Y ). Then for any µκ-typicality criterion V log-exponential with respect to (µ, κ),
there exists a µ-typicality criterion U and a positive number c > 0 such that
sup
xn∈T
(n)
U
(µ)
κn
(
Y n \ T
(n)
V (µκ|x
n)
∣∣∣xn) ≤ 2−cn
for all sufficiently large n ∈ Z+.
Proof: We may assume that V = (g; ǫ;K) as usual. Find a positive real number δ > 0 such that∫
log
[∫
2δ|g(x,y)| dκ(y|x)
]
dµ(x) <∞.
For each k ∈ Z+, define the truncation gk : X × Y → R as
gk : (x, y) 7→


g(x, y) if |g(x, y)| ≤ k
0 otherwise
,
and also define a measurable function hk : X → R as
hk : x 7→ log
(∫
2δ|g(x,y)−gk(x,y)| dκ(y|x)
)
,
then the Lebesgue dominated convergence theorem guarantees that we can choose k ∈ Z+ such that∣∣∣∣
∫
g dµκ−
∫
gk dµκ
∣∣∣∣ ≤ ǫ3 and
∫
hk dµ ≤
ǫδ
12
.
Let Vk :=
(
gk;
ǫ
3 ;K
)
, then there exists a bounded µ-typicality criterion Uk and a positive real number c1 > 0 such
that
sup
xn∈T
(n)
Uk
(µ)
κn
(
Y n \ T
(n)
Vk
(µκ|xn)
∣∣∣xn) ≤ 2−c1n
for sufficiently large n ∈ Z+ by applying the bounded conditional typicality lemma. Define U := Uk ∧
(
hk;
ǫδ
12 ; ∅
)
.
Now, fix n ∈ Z+ large enough so that the above inequality holds, and let xn ∈ T (n)U (µ). Consider the set
Z :=
{
yn ∈ Y n :
∣∣∣∣∣ 1n
n∑
i=1
g(xi, yi)−
1
n
n∑
i=1
gk(xi, yi)
∣∣∣∣∣ ≥ ǫ3
}
,
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then clearly Z is contained in {
yn ∈ Y n :
n∏
i=1
2δ|g(xi,yi)−gk(xi,yi)| ≥ 2
ǫδ
3 n
}
,
so by Chevychev’s inequality,
κn(Z|xn) ≤ 2−
ǫδ
3 n
n∏
i=1
∫
2δ|g(xi,yi)−gk(xi,yi)| dκ(yi|xi) = 2
− ǫδ3 n2
∑
n
i=1 hk(xi).
Since xn ∈ T (n)U (µ), we know that
1
n
n∑
i=1
hk(xi) ≤
∫
hk dµ+
ǫδ
12
≤
ǫδ
6
,
so it follows that κn(Z|xn) ≤ 2− ǫδ6 n. Note that if yn ∈ T (n)Vk (µκ) \ Z , then (xi, yi) /∈ K for i = 1, · · · , n and∣∣∣∣∣ 1n
n∑
i=1
g(xi, yi)−
∫
g dµκ
∣∣∣∣∣ ≤
∣∣∣∣∣ 1n
n∑
i=1
g(xi, yi)−
1
n
n∑
i=1
gk(xi, yi)
∣∣∣∣∣
+
∣∣∣∣∣ 1n
n∑
i=1
gk(xi, yi)−
∫
gk dµκ
∣∣∣∣∣+
∣∣∣∣
∫
gk dµκ−
∫
g dµκ
∣∣∣∣
≤
ǫ
3
+
ǫ
3
+
ǫ
3
= ǫ.
Therefore, we get
κn
(
Y n \ T
(n)
V (µκ|x
n)
∣∣∣xn) ≤ κn (Y n \ T (n)Vk (µκ|xn)
∣∣∣xn)+ κn(Z|xn)
≤ 2−c1n + 2−
ǫδ
6 n
for all xn ∈ T (n)U (µ) provided that n is sufficiently large.
By using the log-exponential conditional typicality lemma instead of the bounded conditional typicality lemma
in the proof of Theorem VI.1, we get the following:
Corollary VI.4 (Log-exponential Markov lemma).
Theorem VI.1 is still true when W is log-exponential with respect to (µκ, λ).
From Jensen’s inequality, one can easily see that a test function is log-exponential with respect to (µκ, λ) if it
is log-exponential with respect to (µ, κ× λ).
VII. THE GAUSSIAN CASE
Most of results about typical sets given in this paper were just described in terms of existence of typical sets
satisfying some properties. It was not necessary to be careful about the actual contents in the typicality criteria.
Unfortunately, to apply the log-exponential Markov lemma, we should keep track the list of test functions inside
the given typicality criteria, because we have to know whether or not those functions are log-exponential. The aim
of this section is to establish a claim saying that we still do not need to care about those things when everything is
Gaussian. As discussed in the previous section, a function of at most quadratic order is log-exponential with respect
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to Gaussian measures. What we will show here is that indeed functions of at most quadratic order are sufficient to
build the whole theory when every measure is Gaussian.
The main motivation of this is the fact that the test function which appears in the proof of the joint typicality
lemma was the logarithm of a Radon-Nikodym derivative; when measures are Gaussian, this function may become
a quadratic function. To be precise, let us formalize our discussions. We will consider (possibly singular) Gaussian
measures on Euclidean spaces. Let us denote the Gaussian measure on Rd of mean m and (possibly singular)
covariance matrix Σ as Nd(m,Σ). We review some simple facts about Gaussian measures:
1) Let µ ∈ ∆(Rd1) and κ ∈ K(Rd1 ;Rd2). Then µκ is a Gaussian measure on Rd1+d2 , if and only if, µ is a
Gaussian measure on Rd1 and κ : x 7→ Nd2(Ax + b,Λ) for some d2 × d1 matrix A and a vector b ∈ Rd2 ,
and a d2 × d2 positive-semidefinite matrix Λ [16].
2) Any Gaussian measure on Rd1 is an affine transformation of the standard Gaussian measure Nd2(0, I) (here,
I is the d2×d2 identity matrix) where d2 is the rank of the covariance matrix. To see why, let µ = Nd1(m,Σ)
and let d2 be the rank of Σ. Since Σ is symmetric, it is orthogonally diagonalizable [17, p.247]; hence, we can
write Σ = PTDP for some orthogonal matrix P and a diagonal matrix D. We may assume that D =

N 0
0 0


where N is a d2 × d2 diagonal matrix of positive entries. Then the affine transform y 7→ PT

N1/2
0

 y+m
(y is a column vector of length d2) sends the standard Gaussian measure Nd2(0, I) into µ.
3) If µ, ν are Gaussian measures on Rd1 and µ≪ ν, then µ and ν should have the same support. To see why, first
find an affine map T : Rd2 → Rd1 sending the standard Gaussian meaure to ν, then from this it is clear that
the support of ν is the affine subspace T [Rd2] of Rd1 . Then since ν ≪ T∗m where m is the Lebesgue measure
on Rd2 , it follows that µ ≪ T∗m, so the support of µ is contained in T [Rd2]. Since T−1 : T [Rd2] → Rd2
is an affine isomorphism, we can think of the pushforward (T−1)∗µ. This is a Gaussian measure on Rd2
which is absolutely continuous with respect to the Lebesgue measure; hence, it should be non-singular. Thus,
in fact, ν ≪ µ as well. We can also compute the Radon-Nikodym derivative dµdν : let µ
′ := (T−1)∗µ and
ν′ := (T−1)∗ν, then dµdν ◦ T =
dµ′
dν′ since∫
B
(
dµ
dν
◦ T
)
dν′ =
∫
T [B]
dµ
dν
dT∗ν
′ =
∫
T [B]
dµ
dν
dν = µ(T [B]) = µ′(B)
for any Borel subset B of Rd2 . Now, let µ′ = Nd2(m,Σ) then
dµ
dν
◦ T (z) =
1
|Σ|1/2
exp
(
1
2
(
‖z‖2 − (z −m)TΣ−1(z −m)
))
.
4) The product of Gaussian measures is Gaussian: Nd1(a,Σ) × Nd2(b,Λ) = Nd1+d2((a, b),Σ ⊕ Λ), where
Σ⊕ Λ =

Σ 0
0 Λ


.
We first formally define functions of quadratic order as functions which grow not faster than sum of a constant
with the norm-square function.
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Definition VII.1 (Quadratic typical sets).
Let µ ∈ ∆(Rd). A µ-integrable function f : Rd → R is said to be µ-quadratic, if there exists a µ-null set N
and a constant M ≥ 0 such that |f(x)| ≤ M(1 + ‖x‖2) whenever x ∈ Rd \N . A µ-typicality criterion U is said
to be a µ-quadratic typicality criterion, if each test function in U is µ-quadratic. A µ-typical set with respect to a
µ-quadratic typicality criterion is called a µ-quadratic typical set.
The pullback of a quadratic typicality criteria under an affine map is again quadratic.
Proposition VII.2.
Let µ ∈ ∆(Rd1) and T : Rd1 → Rd2 be an affine map. If g : Rd2 → R is T∗µ-quadratic, then g◦T is µ-quadratic.
Hence for a T∗µ-quadratic typicality criterion V , the pullback T ∗V is a µ-quadratic typicality criterion.
Proof: Take a T∗µ-null set K and a constant M1 ≥ 0 such that |g(y)| ≤M1(1 + ‖y‖2). Clearly, T−1[K] is a
µ-null set and there exists M2 ≥ 0 such that ‖T (x)‖2 ≤M2(1 + ‖x‖2) for all x ∈ Rd1 since T is affine. Then for
x ∈ Rd1 \ T−1[K],
|g ◦ T (x)| ≤M1(1 + ‖T (x)‖
2
) ≤M1(1 +M2) +M1M2 ‖x‖
2
,
thus g ◦ T is µ-quadratic.
We prove that any quadratic test function is indeed log-exponential with respect to a Gaussian measure. In fact,
it is even exponentially integrable.
Lemma VII.3.
Let µ be a Gaussian measure on Rd and f : Rd → R a µ-quadratic function. Then, f is exponentially integrable
with respect to µ.
Proof: Let T : Rd′ → Rd be an affine map sending the standard Gaussian measure λ := Nd′(0, I) to µ.
Since f is µ-quadratic, f ◦ T is λ-quadratic, so there exists a λ-null set N and a constant M ≥ 0 such that
|f ◦ T (z)| ≤M(1 + ‖z‖2) for all z ∈ Rd′ \N . Then,∫
Rd
2δ|f(x)| dµ(x) =
∫
Rd
2δ|f(x)| dT∗λ(x) =
∫
Rd
′\N
2δ|f◦T (z)| dλ(z)
≤
∫
Rd
′
exp
(
δM + δM ‖z‖2
) 1
(2π)d′/2
exp
(
−
‖z‖2
2
)
dz
=
eδM
(2π)d′/2
∫
Rd
′
exp
(
−
1
2
(1− 2δM) ‖z‖2
)
dz <∞
when δ ∈
(
0, 12M
)
.
From now on, we prove that all the results derived in Section III, Section IV, and Section VI can be written in
terms of quadratic typical sets when all the involved measures are jointly Gaussian.
Theorem VII.4 (Gaussian conditional typicality lemma).
Let µ ∈ ∆(Rd1) and κ ∈ K(Rd1 ;Rd2) be jointly Gaussian. Then for any µκ-quadratic typicality criterion V , there
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exists a µ-quadratic typicality criterion U and a positive number c > 0 such that
sup
xn∈T
(n)
U
(µ)
κn
(
Y n \ T
(n)
V (µκ|x
n)
∣∣∣xn) ≤ 2−cn
for sufficiently large n ∈ Z+.
Proof: Since bounded functions are clearly µ-quadratic, we only need to check that the function
hk : x 7→ log
(∫
2δ|g(x,y)−gk(x,y)| dκ(y|x)
)
appearing in the proof of Theorem VI.3 is µ-quadratic when we have chosen δ > 0 sufficiently small. First, find
a constant M ≥ 0 such that |g(x, y)− gk(x, y)| ≤ M(1 + ‖x‖2 + ‖y‖2) whenever (x, y) ∈ (Rd1 × Rd2) \K for
some µκ-null set K . For each x ∈ Rd1 , define Kx :=
{
y ∈ Rd2 : (x, y) ∈ K
}
, then there exists a µ-null set N so
that κ(Kx|x) = 0 whenever x ∈ Rd1 \N . Then for such x,
hk(x) = log
(∫
Rd2\Kx
2δ|g(x,y)−gk(x,y)| dκ(y|x)
)
≤ δM(1 + ‖x‖2) + log
(∫
Rd2
2δM‖y‖
2
dκ(y|x)
)
.
Since µ and κ are jointly Gaussian, we can write κ(x) = Nd2(Ax + b,Λ) for each x ∈ Rd1 . Therefore, there is a
linear map B : Rd → Rd2 such that the affine map Tx : z 7→ Bz + Ax + b maps the standard Gaussian measure
λ := Nd(0, I) to κ(x), where d is the rank of Λ. Note that d,A,B, b does not depend on x. Hence, we can write∫
Rd2
2δM‖y‖
2
dκ(y|x) =
∫
Rd2
2δM‖y‖
2
dTx∗λ(y)
=
∫
Rd
2δM‖Bz+Ax+b‖
2
dλ(z)
≤ 22δM‖Ax+b‖
2
∫
Rd
22δM‖Bz‖
2
dλ(z).
Since λ is the standard Gaussian measure, one can show by direct computation that whenever δ > 0 is sufficiently
small, we have
M1 :=
∫
Rd
22δM‖Bz‖
2
dλ(z) <∞.
A precise upper bound on δ only depends on B and M , so it follows that
hk(x) ≤ δM(1 + ‖x‖
2
) + 2δM ‖Ax+ b‖2 + logM1 ≤ C(1 + ‖x‖
2
)
for some constant C ≥ 0, whenever x ∈ Rd \N . Therefore, hk is µ-quadratic.
Theorem VII.5 (Gaussian conditional divergence lemma).
In the statement of the conditional divergence lemma, let X = Rd1 , Y = Rd2 , and both µκ and µλ be Gaussian.
Then D(µκ‖µλ) always exists and nonnegative, and D(µκ‖µλ) = ∞ if and only if µκ 6≪ µλ. Also, V0 in
the statement can be found as a µκ-quadratic typicality criterion for all cases. Furthermore, for the case when
D(µκ‖µλ) is finite, U , which depends on V , can be also found to be µ-quadratic whenever V is a µκ-quadratic
typicality criterion.
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Proof: It is trivial that D(µκ‖µλ) always exists and nonnegative, since both µκ and µλ are probability measures.
1) (For D(µκ‖µλ) < ∞) The only test function involved in V0 in the proof of the conditional divergence
lemma is log dµκdµλ . We show that this is a µκ-quadratic function. As remarked before, there is an affine map
T : Rd → Rd1+d2 sending a Gaussian measure Nd(m,Σ) to µκ and sending the standard Gaussian measure
Nd(0, I) to µλ, and
log
dµκ
dµλ
◦ T (z) =
1
2
(
‖z‖2 − (z −m)TΣ−1(z −m)
)
−
1
2
log |Σ| .
Let K = Rd1+d2 \T [Rd], then K is a µκ-null set, and write T−1 : T [Rd] → Rd as T−1(x, y) = A(x, y)+ b
for a d× (d1 + d2) matrix A and a column vector b ∈ Rd. Then for (x, y) ∈ Rd1+d2 \K ,
log
dµκ
dµλ
(x, y) =
1
2
(
‖A(x, y) + b‖2 − (A(x, y) + b−m)TΣ−1(A(x, y) + b−m)
)
−
1
2
log |Σ| ,
so log dµκdµλ is clearly µκ-quadratic. Therefore, V0 can be chosen to be µκ-quadratic. To show the claim about
U , note that in the proof of the conditional divergence lemma, U can be taken to be µ-quadratic by applying
the Gaussian conditional typicality lemma instead of the usual conditional typicality lemma, whenever V is
given to be µκ-quadratic.
2) (For µκ 6≪ µλ) The test function chosen in the proof of the conditional divergence lemma is a bounded
function, so the conclusion is trivial.
3) (For µκ ≪ µλ but D(µκ‖µλ) = ∞) This case cannot happen, since any µκ-quadratic function is µκ-
integrable, and log dµκdµλ is µκ-quadratic as proved in the case 1.
Since joint typicality lemma is just a specialization of conditional divergence lemma, it can be also stated in
terms of quadratic typical sets. Packing and covering lemmas (as well as their “mutual versions”) are consequences
of conditional typicality lemma and joint typicality lemma, so they also can be stated in terms of quadratic typical
sets. Now Markov lemma is the only remaining:
Theorem VII.6 (Gaussian Markov lemma).
Let µ ∈ ∆(Rd1), κ ∈ K(Rd1 ;Rd2), and λ ∈ K(Rd1 ;Rd3) so that both µκ and µλ are Gaussian. For each n ∈ Z+
and a µλ-quadratic typicality criterion S, let λ(n)S ∈ K(Rd1n;Rd3n) (which is not necessarily Gaussian). Assume
that, for any ǫ > 0, there exists a µλ-quadratic typicality criterion S0 so that for any µλ-quadratic typicality
criterion S ≤ S0, one can find a µ-quadratic typicality criterion U , satisfying
λ
(n)
S (E|x
n) ≤ 2ǫnλn(E|xn)
for all xn ∈ T (n)U (µ) and a measurable subset E of T (n)S (µλ|xn), whenever n is sufficiently large. Then for any
µ(κ×λ)-quadratic typicality criterion W , there exists a µλ-quadratic typicality criterion S0 and a positive number
c > 0 such that, for any µλ-quadratic typicality criterion S ≤ S0, there exists a µκ-quadratic typicality criterion
V so that
sup
(xn,yn)∈T
(n)
V
(µκ)
λ
(n)
S
(
T
(n)
S (µλ|x
n) \ T
(n)
W (µ(κ× λ)|x
n, yn)
∣∣∣xn) ≤ 2−cn.
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for sufficiently large n.
Proof: Use the Gaussian conditional typicality lemma instead of the bounded conditional typicality lemma in
the proof of the bounded Markov lemma.
It is now clear that there should be no problem to directly apply the same derivation of an inner bound of a
given discrete memoryless coding problem relying on those fundamental lemmas to the corresponding Gaussian
memoryless coding problem. However, this does not mean that we have the same formula for an achievable region.
For example, consider the quadratic Gaussian distributed source coding problem [18]: we have a jointly Gaussian
random sources x1,x2, which are encoded separately at rates R1, R2, respectively, and then decoded jointly. The
distortion criteria is given as
E
[
1
n
n∑
i=1
(x1i − xˆ1i)
2
]
≤ D1, E
[
1
n
n∑
i=1
(x2i − xˆ2i)
2
]
≤ D2
while xˆn1 and xˆn2 are reconstructions of xn1 and xn2 at the decoder, respectively. Here, the theory of quadratic typical
sets does not immediately give the following Berger-Tung inner bound [19] [20]:
R1 > I(x1;u1|u2),
R2 > I(x2;u2|u1),
R1 +R2 > I(x1,x2;u1,u2)
for some auxiliary random variables u1,u2 satisfying the Markov chain u1−x1−x2−u2 and measurable functions
xˆ1, xˆ2 such that E
[
‖x1 − xˆ1(u1,u2)‖
2
]
≤ D1 and E
[
‖x2 − xˆ2(u1,u2)‖
2
]
≤ D2. What we can say immediately
using the theory of quadratic typical sets is that, the above inner bound holds when the joint distribution of
(x1,x2,u1,u2, xˆ1(u1,u2), xˆ2(u1,u2)) is Gaussian. That is, all variables including not only the variables stated
in the problem but also auxiliary variables, should have a jointly Gaussian distribution. For the case of quadratic
Gaussian distributed source coding problem, the optimal choice of auxiliary variables are indeed Gaussian [21],
but one cannot be sure that this will always be the case for other problems. Yet, when Markov lemma was not
necessary, we can apply the theory of general typical sets rather than quadratic typical sets so such restriction need
not to be concerned.
VIII. SOME REMARKS ON SOURCES WITH MEMORY
We have discussed a generalization of strong typicality which can be applied to a wide range of sources without
memory. Perhaps, it is possible to extend the concept of typical sets to sources with memory. Such an extension will
enable generalization of many results about memoryless problems into problems containing sources or channels
with memory. It is not certain whether such generalizations are useful in practice or not, because the obtained
results will be multi-letter characterizations; however, finding the “ultimate” definition of typical sets which can
be applied to a very large range of sources is theoretically appealing. The idea of the extension will be the same:
consider a finite collection of test functions. However, it is not obvious to say what are test functions. The Shannon-
McMillan-Breiman theorem [22] and its extension to random sequences of continuous variables [23] suggests that
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it is natural to define weak typical sets of a stationary ergodic stochastic process x := (xk)k∈Z with well-defined
joint densities as
A(n)ǫ (x) :=
{
(x0, · · · , xn−1) ∈ R
n :
∣∣∣∣− 1n log pn(x0, · · · , xn−1)− h(x)
∣∣∣∣ ≤ ǫ
}
where pn is the joint pdf of (xi)n−1i=0 and
h(x) := lim
n→∞
1
n
h(x0, · · · ,xn−1)
is the differential entropy rate. Taking this as a motivating example, we can conclude that, rather than to consider
a single test function, we should consider a sequence of test functions for sources with memory.
For a memoryless source, we have defined typical sets with respect to only the marginal probability distribution.
For a source with memory (that is, a random sequence), we should deal with the whole probability distribution
on the space of sequences of symbols. This space can be viewed as a single probability space endowed with a
measurable self-map called the shift map, representing the flow of time. One may argue that this dynamical system
is “the essence” of the random sequence, so it seems natural that we should think of the definition of typical sets
that can be given for general dynamical systems.
Let us restrict ourselves to consider only invertible ergodic measure-preserving dynamical systems [24] (for
example, bidirectional stationary ergodic random sequences). In the motivating example, we can write
1
n
log pn(x0, · · · , xn−1) =
1
n
n−1∑
i=0
log pi(xi|x0, · · · , xi−1)
where pi(xi|x0, · · · , xi−1) is the conditional pdf of xi given (x0, · · · ,xi−1). If we define
fi
(
(xk)k∈Z
)
:= log pi(x0|x−1, x−2, · · · , x−i+1)
for each i, then
1
n
log pn(x0, · · · , xn−1) =
1
n
n−1∑
i=0
fi
(
T i (xk)k∈Z
)
where
T : (xk)k∈Z 7→ (xk+1)k∈Z
is the shift map. Note also that
E
[
fi
(
(xk)k∈Z
)]
= −h(x0|x−1, · · · ,x−i+1) = −h(xi|x1, · · · ,xi−1),
so
lim
i→∞
E
[
fi
(
(xk)k∈Z
)]
= − lim
i→∞
h(xi|x1, · · · ,xi−1) = −h(x).
Therefore, the weak typical set is the projection onto Rn of the following set:{
(xk)k∈Z ∈ R
Z :
∣∣∣∣∣ 1n
n−1∑
i=0
fi
(
T i (xk)k∈Z
)
− lim
i→∞
E
[
fi
(
(xk)k∈Z
)]∣∣∣∣∣ ≤ ǫ
}
.
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Thus, a typical set for an invertible ergodic measure-preserving dynamical system (X,A , µ, T ) may look like
T
(n)
U (µ, T ) :=
{
x ∈ X \N :
∣∣∣∣∣ 1n
n∑
i=0
fi(T
ix)− lim
i→∞
∫
fi dµ
∣∣∣∣∣ ≤ ǫ for all (fi)∞i=0 ∈ F
}
where N is a µ-null set, F is a finite collection of “test sequences” (fi)∞i=0 of measurable functions on X , and
U = (F ; ǫ;N). A test sequence may not be an arbitrary sequence of measurable functions, and there should
be some conditions to be satisfied. The following generalization of the Birkhoff’s ergodic theorem given in [22]
suggests a possible class of test sequences:
Theorem VIII.1 (Breiman, 1957).
Let (X,A , µ, T ) be an ergodic measure-preserving dynamical system. Let (fi)∞i=0 be a sequence of measurable
functions on X such that ∫ supi |fi| dµ <∞ that is convergent µ-almost everywhere to some function f . Then,
lim
n→∞
1
n
n−1∑
i=0
fi(T
ix) =
∫
f dµ
for µ-almost every x ∈ X .
This theorem gives a sort of asymptotic equipartition property. According to [23], some results discussed in this
paper (for example, the divergence lemma) are expected to be generalized to the case of stationary ergodic sources
(in fact, as depicted in [23], Theorem VIII.1 can be stated for possibly non-ergodic stationary sources in terms
of conditional expectations, so it is possible to think of an even more general case of such sources). However,
the situation is more complicated than the memoryless case, because the Hoeffding’s inequality does not hold in
general for dependent random variables. There are some generalizations of the Hoeffding’s inequality, such as the
Azuma’s inequality [25], but it is still not clear that what restrictions on the class of test sequences lead us to the
most natural definition of typical sets for sources with memory.
IX. CONCLUSION
A new notion of typical sets for a general class of memoryless sources was defined, which properly generalizes
the conventional notion of strong typical sets. It turns out that the weak typicality is also a special case of the
proposed notion. The definition is based on an observation that typical average lemma is the one validating most of
useful properties of strong typical sets. Some similar approaches already exist, including [4] and [5], but the new
notion will be more appropriate for network information theory in the sense that, many technical lemmas, including
conditional typicality lemma, joint typicality lemma, and packing and covering lemmas, can be easily generalized
in a completely rigorous manner. Together with Markov lemma introduced in [19] and [20], these lemmas have
been the main tools for deriving inner bounds of many multi-terminal coding problems. It was explicitly shown
that some classical coding theorems can be generalized in a straightforward way only with very little technical
assumptions. On the other hand, Markov lemma also has been generalized in restrictive ways, but this limitation
causes no problem especially when the joint probability distribution is Gaussian and every involved test function
is at most of quadratic order. However, still more improvements are desired to get a better theory. Also, there may
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be a notion of typicality generalizing the introduced notion further to include sources with memory, but this task
is not seem to be simple.
ACKNOWLEDGMENT
This work was supported by MSIP as GFP/(CISS-2012M3A6A6054195). The author would like to thank Prof.
Sae-Young Chung for his guidance and useful discussions with him. The author also would like to thank Seung
uk Jang for his careful verification of statements and proofs. Suggestion of the terminology “test functions” of an
anonymous reviewer is appreciated as well.
APPENDIX
Here, several folklore lemmas are collected.
Lemma A.1.
Let (X,A ) be a measurable space and (Y,B) be a countably-generated measurable space. Let µ ∈ ∆(X) and
κ : X → ∆(Y ) be a probability kernel. Let λ : X → P(Y ) be a σ-finite positive measure kernel with µκ≪ µλ.
Fix a Radon-Nikodym derivative g = dµκdµλ , then there exists a µ-null set N so that κ(x) ≪ λ(x) and g(x, ·) is a
Radon-Nikodym derivative of κ(x) with respect to λ(x) for all x ∈ X \N .
Proof: Let B0 be the algebra generated by a countable generator of B. Then B0 is countable. Fix B ∈ B0,
then for any A ∈ A we have∫
A
[∫
B
g(x, y) dλ(y|x)
]
dµ(x) =
∫
A×B
dµκ
dµλ
dµλ
= µκ(A×B) =
∫
A
κ(B|x) dµ(x),
so there exists a µ-null set NB such that ∫
B
g(x, y) dλ(y|x) = κ(B|x)
for all x ∈ X \NB. Let N :=
⋃
B∈B0
NB and fix x ∈ X \N . Define
C :=
{
B ∈ B :
∫
B
g(x, y) dλ(y|x) = κ(B|x)
}
then we have proved that B0 ⊆ C . We claim that C = B. Since B0 is an algebra, it suffices to show that C is
a monotone class, by the monotone class theorem [10, p.18]. Let (Bk)k∈Z+ be an increasing sequence in C and
B :=
⋃
k∈Z+ Bk, then it follows by monotone convergence theorem and countable-additivity of κ(x) that∫
B
g(x, y) dλ(y|x) = lim
k→∞
∫
Bk
g(x, y) dλ(y|x) = lim
k→∞
κ(Bk|x) = κ(B|x),
so B ∈ C . Similarly, let (Bk)k∈Z+ be a decreasing sequence in C and B :=
⋂
k∈Z+ Bk, then it follows by the
Lebesgue dominated convergence theorem and the countable-additivity of κ(x) that∫
B
g(x, y) dλ(y|x) = lim
k→∞
∫
Bk
g(x, y) dλ(y|x) = lim
k→∞
κ(Bk|x) = κ(B|x),
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so B ∈ C . This proves the claim, so we have∫
B
g(x, y) dλ(y|x) = κ(B|x)
for all B ∈ B. Therefore, it follows that κ(x) ≪ λ(x) and g(x, ·) is a Radon-Nikodym derivative of κ(x) with
respect to λ(x). Since B0 is countable, N is a µ-null set. Hence, we get the conclusion.
Lemma A.2.
Let (X,A ) and (Y,B) be measurable spaces. Then, the function I : ∆(X)×K(X ;Y ) → [0,∞] defined as
I : (µ, κ) 7→ D(µκ‖µ× κ∗µ)
is concave in the first variable and convex in the second variable.
Proof: Let Π(X) be the set of all canonical projections from X onto finite measurable partitions of X . Let
Π(Y ) be similarly defined. Then we can write [11]
I : (µ, κ) 7→ sup
P∈Π(X),Q∈Π(Y )
I(P∗µ,Q∗κ)
where we define Q∗κ : x 7→ Q∗κ(x). To prove concavity in the first variable, let κ ∈ K(X ;Y ), µ1, µ2 ∈ ∆(X),
λ ∈ [0, 1], and µ := λµ1 + (1 − λ)µ2. We may assume that I(µ, κ) < ∞, then for given ǫ > 0, there exists
P ∈ Π(X) and Q ∈ Π(Y ) such that
I(µ, κ) ≤ I(P∗µ,Q∗κ) + ǫ = I(λP∗µ1 + (1− λ)P∗µ2,Q∗κ) + ǫ.
Since I( · , · ) is concave in the first variable when the alphabets are finite [1, p.33],
I(µ, κ) ≤ I(λP∗µ1 + (1− λ)P∗µ2,Q∗κ) + ǫ
≤ λI(P∗µ1,Q∗κ) + (1− λ)I(P∗µ2,Q∗κ) + ǫ
≤ λI(µ1, κ) + (1− λ)I(µ2, κ) + ǫ.
Since ǫ > 0 is arbitrary, concavity of I in the first variable is proved. To prove convexity in the second variable,
let µ ∈ ∆(X), κ1, κ2 ∈ K(X ;Y ), λ ∈ [0, 1], and κ := λκ1 + (1− λ)κ2. Then,
I(µ, κ) = sup
P∈Π(X),Q∈Π(Y )
I(P∗µ,Q∗κ)
= sup
P∈Π(X),Q∈Π(Y )
I(P∗µ, λQ∗κ1 + (1 − λ)Q∗κ2)
≤ sup
P∈Π(X),Q∈Π(Y )
(λI(P∗µ,Q∗κ1) + (1− λ)I(P∗µ,Q∗κ2))
≤ λ sup
P∈Π(X),Q∈Π(Y )
I(P∗µ,Q∗κ1) + (1− λ) sup
P∈Π(X),Q∈Π(Y )
I(P∗µ,Q∗κ2)
= λI(µ, κ1) + (1− λ)I(µ, κ2),
thus convexity of I in the second variable is also proved.
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