Let {T n } denote the sequence of Toeplitz matrices associated with f, a non-negative integrable function such that inf f = 0 and sup f > 0. It is well known that T n is ill conditioned since λ min (T n ), the smallest eigenvalue of T n , tends to zero as n → ∞. If f satisfies some smoothness conditions, then the convergence rate depends on the zeros of f. Here we prove that λ min (T n ) mimics the zeros of f only up to exponential convergence, i.e., λ min (T n ) is always bounded from below by exp(−cn), where c > 0 depends on f, under no smoothness assumption on f. Furthermore, for multivariate f, an even stronger bound is valid.
Introduction
Let f be a real-valued function of k variables, integrable on the k-torus T k := [0, 2π) k . The Fourier coefficients of f, given bŷ
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are the entries of the k-level Toeplitz matrices {T n } generated by f. More precisely, for every multiindex n = (n 1 , . . . , n k ) with positive entries, T n (f ) (or simply T n ) denotes the matrix of order n 1 × · · · × n k given by
In the above equation, ⊗ denotes the tensor product, and J (l) m denotes the matrix of order m whose (i, j ) entry equals 1 if j − i = l and equals zero otherwise. The matrices {J (l) m }, l = 0, ±1, . . . , ±(m − 1) are the natural basis of the linear space of m × m Toeplitz matrices, and the tensor notation emphasizes the k-level Toeplitz structure of T n (f ). The reader is referred to [2, 9, 11] and references therein for more details on multilevel Toeplitz matrices. We just remark that in the univariate case (i.e. when k = 1) the matrices T n have a plain Toeplitz structure whose (i, j ) entry is given byf j −i .
Let us introduce the class of functions
, inf f = 0 and sup f > 0}, (2) where inf f and sup f denote the essential inf and sup of f over T k . When f ∈ L + k , it is well known that each T n is positive definite and its spectrum is contained in the (possibly unbounded) interval (0, sup f ). Moreover, the extreme eigenvalues λ min (T n ) and λ max (T n ) converge, as n → ∞, to inf f and sup f respectively (when k > 1 and n is a multiindex, by n → ∞ we always mean that each entry of n tends to infinity, which is natural in this setting [2] ).
Since M := sup j |f j | is finite, the bound λ max (T n ) Mn 1 × · · · × n k follows from the Gerschgorin inclusion, and hence when f is unbounded the largest eigenvalue λ max (T n ) will diverge at worst linearly with respect to the matrix dimension (in fact, from the Riemann-Lebesgue lemma it follows that the rate of divergence of λ max (T n ) is always sublinear with respect to the matrix dimension). In this paper we focus our attention on the much more delicate question: how fast can λ min (T n ) tend to zero? In the univariate case (i.e. when k = 1) and under particular assumptions on the function f, much is known on this convergence rate (see [1, [6] [7] [8] for some recent results). In particular, the convergence rate has been exactly determined when f has a finite number of zeros whose order is finite or is of logarithmic type [1] . The case of a finite number of zeros of exponential type is still not completely understood [1] . A further well-known case arises when the set of the zeros is given by an interval (see [6, 7] and the references therein concerning the work of Rosenblatt and Yano): the convergence to zero of λ min (T n (f )) is in this case exponentially fast.
In this paper we prove that the case of the interval is essentially the worst case. More precisely, we will prove (Theorems 3.2 and 4.2) the following universal bounds of exponential type, thus proving a conjecture formulated by Serra in [7] : for every f ∈ L + k , there exists c > 0 such that
holds true for every multiindex n = (n 1 , . . . , n k ). In particular, in the univariate case (k = 1), the smallest eigenvalue of a sequence of Toeplitz matrices generated by a function in L + 1 cannot go to zero faster than exponentially, with respect to the matrix dimension, that is
Note that in the multilevel case (k > 1) the bound (3) is somewhat better than "exponentially fast with respect to the matrix dimension". Indeed, the relevant quantity k i=1 n i is (at least when the entries of the multiindex n are large and well balanced) much smaller than the matrix size given by n 1 × · · · × n k .
It is known (see Section 5) that a nested sequence of Toeplitz matrices {T n } need not come from the Fourier coefficients of an integrable function, even in the case where every T n is positive definite (in this case, however, the entries of T n are the Fourier coefficients of a Radon measure on the torus: this is a consequence of the well-known Bochner Theorem 5.1). In this respect, it is important to point out that for (4) to be valid, the assumption that the Toeplitz matrices come from the Fourier coefficients of an integrable function is crucial and cannot be removed in general. Indeed, even assuming that each T n is positive definite, the convergence rate to zero of λ min (T n ) cannot be a priori controlled because (see Theorem 5.3) for every sequence of positive numbers {c n } converging to zero there exist nested Toeplitz matrices {T n } such that
In the light of (4) and Theorem 3.2 it is clear that, if log c 1/n n is not bounded from below, then the matrices T n cannot be generated by a positive function, but merely by a Radon measure µ (since T n is positive definite). In this framework, Theorem 3.2 states that, if µ is absolutely continuous with respect to the Lebesgue measure, then λ min (T n ) admits an exponential bound from below. Therefore, if log c 1/n n in (25) is not bounded from below, then the measure µ cannot be absolutely continuous with respect to the Lebesgue measure.
More precisely, we will prove (see Theorem 5.4) that if
then µ is concentrated on a subset of T 1 of zero Lebesgue measure. To summarize, if µ is a Radon measure associated with a sequence of Toeplitz matrices {T n }, then: It seems to be a challenging problem to characterize those measures µ (singular with respect to the Lebesgue measure) such that the corresponding smallest Toeplitz eigenvalue tends to zero, say polynomially fast, exponentially fast and so on. At this stage, we are not able to obtain such a characterization.
The fact that λ min (T n ) → 0 when µ is singular with respect to the Lebesgue measure follows from the asymptotic results in [12] (in fact, the eigenvalues are clustered at zero in this case). We point out, however, that the converse of (d) is false: in fact, it is possible to construct [10] a measure µ, concentrated on a Lebesgue-negligible set, such that λ min (T n ) → 0 polynomially fast.
Notation and basic tools
Throughout the paper, for reasons which will soon become clear, we will identify Euclidean vectors and trigonometric polynomials of a certain degree via a suitable isomorphism, as follows.
Given an integer k 1 and a k-index n = (n 1 , . . . , n k ) with positive entries, we define
where
n is the set of multiindices given by
. . , k} . The set P k n is a vector space of trigonometric polynomials of dimension n 1 × · · · × n k , and we endow it with the L 2 inner product
a j e i j, x , we can associate with it the vectorũ with n 1 × · · · × n k entries, given bỹ
is the canonical basis of C m . It is clear that the map u →ũ is a linear isomorphism. In fact, given u, v ∈ P n k , it is easy to check that u, v L 2 coincides with the Euclidean scalar product of vectors ũ,ṽ , hence the correspondence u →ũ is a linear isometry between P n k and C n 1 ×···×n k . Therefore, we can drop the notationũ, regarding u as a polynomial from P n k as well as a vector from C n 1 ×···×n k , according to the necessity. Note that, in particular, we have
Observing that
m = δ j,h−i and using elementary properties of the tensor product, from (1) one obtains the well known identity
where, in the right hand side, u and v are meant as vectors from C n 1 ×···×n k . By virtue of the described correspondence between vectors and trigonometric polynomials, one can check that
Due to the Minimax Theorem of Courant and Fischer, the last identity leads to a variational characterization of the first eigenvalue of T n (f ) in terms of trigonometric polynomials, namely
The univariate case
We focus our attention on the univariate case, i.e. when k = 1, and hence throughout this section n is a natural number, rather than a multiindex. We recall that in this case T 1 = [0, 2π) is just the unit circle whereas P 1 n is the set of univariate trigonometric polynomials of degree less than n (according to (6) ).
Clearly, any u ∈ P 1 n is the restriction to the unit circle of a unique polynomial defined on the whole complex plane: since no ambiguity can occur, sometimes we will regard u ∈ P 1 n as a polynomial on the whole C (and thus, in particular, it will make sense to consider the roots of u). 
Proof. Let K ⊂ P 1 n be the set of all u ∈ P 1 n such that T 1 |u(x)| 2 dx = 1. By homogeneity, solving (10) is the same as solving
Since K is a compact set (if we endow P 1 n with the uniform convergence), the last problem (hence (10)) is easily seen to have a solution.
Now let u ∈ P 1 n be any solution to (10) . If n = 1, either u has all the roots on the unit circle, or µ ≡ 0, then there is nothing to prove. Hence, suppose that n > 1, that µ(T 1 ) > 0, and that u has at least a root, denoted r 0 e iθ 0 , such that r 0 / = 1. Then u can be factored as
where v ∈ P |e ix − r e iθ | 2 dμ
attains by our assumption an absolute minimum for r = r 0 and θ = θ 0 . We will show that ϕ attains its absolute minimum also at some other point with r = 1 (i.e., u can be modified moving the root r 0 e iθ 0 to the unit circle and leaving the other roots unchanged, without increasing the Rayleigh quotient (10)). Then, repeating this argument for every root of u which is not on the unit circle, we will prove our claim. Letting
a short computation (based on |e ix − r e iθ | 2 = 1 + r 2 − 2rRe e iθ e −ix ) yields
If r 0 = 0 or Re e iθ 0 (β − α) = 0, then the absolute minimum of ϕ isμ(T 1 )/λ(T 1 ), but this value is also achieved letting r = 1 and choosing θ such that Re e iθ (β − α) = 0. Finally, if r 0 > 0 and Re e iθ 0 (β − α) / = 0, then the function r → r/(1 + r 2 − 2rRe e iθ 0 β) must have a critical point at r 0 , but differentiating one can check that this occurs only when r 0 = 1.
As a consequence, we have the following result, which might be of some interest in its own. 
where θ is a positive constant depending only on δ.
We have from the Jensen inequality Using the inequality sin x 2x/π, we obtain
Plugging this estimate into (11), we finally obtain
from which our claims follows immediately.
Lemma 3.1. If u(z) =
n i=0 a i z i is a polynomial having all the roots on the unit circle and a n = 1, then
Moreover, the two extreme values are achieved, respectively, only when u(z) = z n − ω and when u(z) = (z − ω) n , for some ω on the unit circle.
where |ω i | = 1. Then using symmetric functions we have
and equality holds if and only if all the ω i 's are equal. On the other hand, we have
and therefore the maximum of |u| 2 is attained when u(z) = (z − ω) n for some ω on the unit circle. In this case, if, say, u(z) = (z − 1) n , then we have
having used the well-known identity
n , which follows considering the coefficient of x n in the identity
Finally, the part of the claim concerning the first inequality follows immediately from (14), since a n = 1 and |a 0 | = 1. 
where θ > 0 depends only on the Lebesgue measure of B, in a non-increasing way.
Proof. Letting dµ := χ B dx (i.e., µ is Lebesgue measure restricted to B), the worst case occurs when u is a solution to (10), and by Proposition 3.1 we can suppose that u has all of its roots on the unit circle. The exponential lower bound for the numerator of (15) then comes from Theorem 3.1, whereas to estimate the denominator we rely on the second inequality in (13), observing that (2n)!/(n!) 2 2 n .
Theorem 3.2. Let f ∈ L 1 (T 1 ) be integrable, non-negative and not identically zero. If λ min (T n ) denotes the smallest eigenvalue of T n (the nth Toeplitz matrix generated by f ), then
where c > 0 depends only on f. Hence, the condition numbers of T n grow at most exponentially fast with respect to n.
Proof. Let f satisfy the assumptions of the theorem. Since f 0 and f is not identically zero, we can find a Borel set B ⊂ T 1 and a positive number ε > 0 such that f (x) ε for almost every x ∈ B. Then using (9) we find
From (15) we find the lower bound ε exp(−θn), and (16) follows choosing c = θ + max{0, − log ε}. Concerning the growth of the condition number, it was already observed in the introduction that λ max (T n ) Mn for a suitable constant M > 0, and the claim follows.
The multivariate case
In this section, we consider multilevel Toeplitz matrices. Therefore, k 1 and n = (n 1 , . . . , n k ) is a multiindex with positive entries. Moreover, L k will denote k-dimensional Lebesgue measure on the k-torus
The following result extends Corollary 3.1 to the multidimensional case. However, the extension is not immediate and a delicate inductive argument seems to be necessary. 
where θ > 0 depends only on k and, decreasingly, on the Lebesgue measure of B.
Proof. The proof is by induction on k, the case k = 1 being covered by Corollary 3.1. Hence consider u ∈ P k n with k > 1, and inductively assume that the claim holds true when the number of variables is less than k. For y = (x 1 , . . . , x k−1 ) ∈ T k−1 and x k ∈ T 1 , let p y ∈ P (t 1 , . . . , t k−1 , x k ) .
(the section of B determined by x k ) and, for ε ∈ (0, 1), define the set E ε ⊂ T 1 as
We have from the Fubini-Tonelli theorem
Now fix x k ∈ E ε : the Lebesgue measure of S(
is a polynomial of k − 1 variables, and hence from the inductive hypothesis we find
where θ k−1 is a decreasing positive function on (0, 1]. Plugging the last inequality into (19), we obtain
Now let λ := L 1 (E ε )/(2π), the normalized measure of E ε . In a few moments we will choose ε in such a way that λ is greater than zero, hence assume λ > 0. Since, freezing y ∈ T k−1 , p y ∈ P 1 n k is a polynomial of one variable, by the inductive hypothesis there exists a decreasing positive function θ 1 defined on (0, 1] such that
Plugging this into (20), we finally obtain
provided that λ > 0. Now observe that, from (18), we have
Letting τ = L k (B)/(2π) k , the last inequality becomes
Note that τ > 0 by assumption, and we may also assume that τ < 1, otherwise (17) (21) is indeed valid. Moreover, since θ 1 is decreasing and λ ε, we can replace θ 1 (λ) with θ 1 (ε) in (21), and (17) follows letting θ := max{θ k−1 (ε), θ 1 (ε)} (since our choice of ε is increasing in τ , the number θ thus constructed is monotone decreasing with respect to the measure of B).
Reasoning as in the proof of Theorem 3.2, one obtains the following result. 
holds true for every multiindex n = (n 1 , . . . , n k ).
Toeplitz eigenvalues associated with Radon measures
For simplicity, in this section we consider only the univariate case where k = 1. All the result we will prove (except for Theorem 5.2) can easily be extended to the multilevel case.
When f is an integrable and non-negative symbol, the related sequence of Toeplitz matrices {T n } is non-negative definite. This is a particular case of the following classical result due to Bochner (see [4] ): 
The case where the matrices T n are generated by an integrable function f is a particular case, namely when the measure µ is absolutely continuous with respect to the Lebesgue measure on the unit circle (that is, when dµ = f (x) dx). The case of general measures has recently been considered in [12] , concerning the asymptotic spectral distribution.
Example 5.1. Let µ = δ θ be the Dirac mass at some point θ ∈ T 1 . Then the Fourier coefficients of µ are a j = exp(−ijθ), and thus T n = {exp(i(i − j)θ)} n i,j =1 . Note that T n has rank one for every n.
The last example makes it clear that T n can be singular, when µ is a non-negative (and not identically zero) measure. Note that this cannot happen if µ is absolutely continuous with respect to the Lebesgue measure: indeed, it is well known that if the symbol is a non-negative function (not identically zero), then every T n is positive definite. It turns out that the non-negative measures µ such that T n can be eventually singular admit an easy characterization.
Remark 5.1. It is easy to check that the identities (8) and (9) remain valid, with obvious modifications, when T n is generated by a measure µ. Indeed, we have Proof. Note that (b) and (c) are clearly equivalent, since every T n is non-negative and T n is a submatrix of T n+1 . Moreover, if µ is a linear combination of, say, m Dirac masses, it follows from Example 5.1 that rank(T n ) m, hence (a) implies (b).
To prove the converse, suppose that T n is singular. Then from (24) we see that there exists a polynomial u ∈ P 1 n (not identically zero) such that
Since µ is a non-negative measure and |u| 2 0, the last equation means that |u(x)| = 0 for every x ∈ T 1 except, at most, for x belonging to some set N with µ(N) = 0. Since u is a polynomial, the set where u = 0 is finite: it readily follows that µ is concentrated on a finite set, hence it is a finite linear combination of Dirac masses. 
Proof. Take a sequence {α j } of strictly positive numbers satisfying 
then the entries of {T n } are the Fourier coefficients of a measure µ which is singular with respect to the Lebesgue measure on T 1 (i.e., µ is concentrated on a subset of T 1 which has zero Lebesgue measure).
Proof. By the Bochner Theorem 5.1 the entries of {T n } are the Fourier coefficients of a non-negative Radon measure µ. By the Radon-Nikodym theorem (see [5] ), we have the decomposition
where f is a non-negative integrable function (the so called Radon-Nikodym derivative of µ with respect to the Lebesgue measure) and ν is a measure which is singular with respect to the Lebesgue measure. Let A n , B n be the Toeplitz matrices associated with f and ν respectively. By linearity, T n = A n + B n and, since ν is a non-negative measure, B n 0 and hence T n A n . Thus, 0 λ min (A n ) λ min (T n ), and hence λ min (A n ) tends to zero faster than exponentially. In particular, inf f = 0 and, if sup f > 0, then f ∈ L + 1 and Theorem 3.2 would provide a contradiction (since λ min (A n ) would admit an exponential lower bound). Hence sup f = 0, i.e. f ≡ 0 and hence µ = ν is singular with respect to the Lebesgue measure.
