In recent years, several statistical models have been developed for predicting genetic values for complex traits using information on dense molecular markers, pedigrees, or both. These models include, among others, the Bayesian regularized neural networks (BRNN) that have been widely used in prediction problems in other fields of application and, more recently, for genome-enabled prediction. The R package described here (brnn) implements BRNN models and extends these to include both additive and dominance effects. The implementation takes advantage of multicore architectures via a parallel computing approach using openMP (Open Multiprocessing) for the computations. This note briefly describes the classes of models that can be fitted using the brnn package, and it also illustrates its use through several real examples.
INTRODUCTION
Neural Networks (NN) are mathematical models that have been used in prediction problems in many fields of research (e.g., Minsky and Papert, 1972; Werbos, 1974; Ripley, 1996) . However, the application of NN to prediction problems involving genotypic and phenotypic information is recent in animal breeding (Long et al., 2010; Gianola et al., 2011; . Predictions derived from the fitted models can be used for example for selection individuals. It has been found that 2 classes of NN, Bayesian regularized neural networks (BRNN) and radial basis function neural networks, provide very flexible models that can be better than linear models in terms of predictive ability, and can be also better for cryptic underlying processes (e.g., González-Camacho et al., 2012; Pérez-Rodríguez et al., 2012) . In the case of the BRNN, however, it is surprising that only a few existing software packages in either the public or commercial domains implement this type of model. Examples are the function trainbr in Matlab R2010b and the fbm software package of Neal (1996) . Unfortunately, it is evident that these software packages lack flexibility for dealing with the types of data and models commonly used in animal and plant breeding.
R is a well known, popular, open-source software tool for statistical analysis and graphics (R Core Team, 2012) , and it has been developed and maintained by a group of first-class statisticians and programmers. R is flexible, in the sense that it can be extended with new functionalities by writing packages that can use code written in R, C/C++, or Fortran (R Core Team, 2012) . This software is becoming a tool of choice for data analysis with scientific or commercial objectives all over the world (The New York Times, January 7, 2009 ). There are also commercial extensions of this software for enterprise class users (see, for example, Revolution Analytics, www.revolutionanalytics. com). We have developed a package called brnn that implements BRNN, and we now extend its application, such that additive and dominance effects can be fitted for genome-enabled selection. The package is available at the CRAN site (Comprehensive R Archive Network, http://cran.r-project.org/mirrors.html).
In this application note, we discuss the approach used by brnn to fit models that include additive and dominance effects jointly. We begin by introducing linear and nonlinear models and the BRNN. Next, we discuss the types of algorithm used for fitting these models. Subsequently, the extension for dealing with additive and dominance effects is presented. Finally, some examples and concluding remarks are given. Meuwissen et al. (2001) where y i is a target trait measured on individual i; µ is an intercept; β j is the allele substitution effect of marker j (j = 1,2,…, p); x ij is the jth marker genotype observed in individual i, and ε i ~ N(0,σ e 2 ), where σ e 2 is the residual variance. A more general regression model suitable for capturing nonlinear patterns can be written as
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where g(•) is a function that maps from the input space (p-dimensional) to the real line, representing a conditional (given x i ) expectation function, where x i is the set of genotypic codes observed on i and ε i is as in Eq.
[1]. It is well known that any nonlinear function can be exactly represented as a finite sum of smooth functions (Kolmogorov, 1957; Poggio and Girosi, 1990; Kurkova, 1992) . This motivates the definition of a NN, where functions are approximated as sums of finite series of smooth functions. One of the most basic and well known NN is the Single Hidden Layer Feed Forward Neural Network (SLNN), also known as the perceptron, shown in Fig. 1 . The predictions from this class of nets can be obtained in 2 steps: first the inputs are nonlinearly transformed in a hidden layer, and then the outputs from the hidden layer are combined linearly to obtain the predictions, as given by Gianola et al. (2011) . The model is then: 
Bayesian Regularized Neural Networks
The SLNN described above is flexible enough to approximate any nonlinear function. When the number of inputs (p) and the number of neurons (s) increases, the number of parameters to estimate in the network also increases. This, together with the flexibility of the neural network, can lead to serious problems of overfitting. To avoid this issue, it is common to use penalized estimation methods implemented, for example, by using Bayesian approaches. Shrinkage is toward some prior distribution. MacKay (1992 MacKay ( , 1994 developed algorithms used to obtain estimates of all parameters in a BRNN by using an Empirical Bayes (EB) approach. A brief description of it is provided below.
Let θ = (w 1 ,… ,w s ; b 1 ,… ,b s ; β 1 s] )´ be the vector of weights, biases, and connection strengths. Note that µ is not included in θ, as this parameter can be easily eliminated, for example, simply by centering the response vector. Let p(θ|σ θ 2 ) = MN(0, σ θ 2 I) be a prior distribution, where MN stands for the multivariate normal distribution, and σ θ 2 is a variance common to all elements of θ. In the EB approach, these 2 steps are repeated iteratively until convergence: 
where c is a constant; Σ = Ñ 2 F(θ) is a matrix of second derivatives of order m × m; m is the order of θ, and map stands for maximum a posteriori. Gianola et al. (2011) have shown that the standard additive infinitesimal model of quantitative genetics (Fisher, 1918) can be viewed as a NN with a single neuron. This can be motivated as follows, by letting
where u ~ MN(0,σ u 2 A) is a vector of additive effects, A is the additive relationship matrix computed from a pedigree, and ε ~ MN(0,σ e 2 I). The model given in Eq. [4] can be rewritten as
where L = {l ij } is the lower triangular matrix obtained from the Cholesky decomposition of A, that is, LL´ = A, z ~ MN(0,I), and u* = zσ u ~ MN(0,σ u 2 I). It is clear that Eq.
[5] is a special case of Eq. [3] obtained by taking µ = 0 (y is centered at 0), s = 1, w 1 = 1, b 1 = 0, x ij = l ij and β j
[1] = u j * , i, j = 1,… , n with g 1 being the identity operator. Gianola et al. (2011) pointed out that the predictive ability of this model can be potentially enhanced by including s neurons during the effecting of nonlinear transformations, which leads to the model given in Eq. [3] . In theory, this confers the model enormous flexibility, because the additive relationship information is used adeptly.
As the number of predictors increases, so does the number of parameters to estimate. Therefore, when dealing with high-dimensional genotypic data it is advisable to reduce the dimensionality of the problem. In the case of NN, this is straightforward because as shown above, the infinitesimal model can be viewed as a regression on pedigrees or on a genomic relationship matrix, as pointed out by de los Campos et al. (2009) and Gianola et al. (2011) . For example, a genomic relationship matrix suggested by VanRaden (2008) as:
where X = {x ij } ϵ {-1,0,1} is the matrix of SNP codes of dimension n × p and p j is the minor allele frequency for SNP j, j = 1,… , p. In short, the basic NN given by Eq.
[3] can be fitted by using as predictors: i) the incidence matrix X, ii) the pedigree information (A matrix), or iii) a genomic relationship matrix (e.g., G). Typically, it is convenient to scale inputs to reside in [-1,1] , because the behavior of NN is sensitive with respect to scale. In the approach used here, the training data are rescaled to reside in [-1, 1] , the normalization information is retained so that once that the model is fitted, the predictions can be given in the original scale. The input information for the testing set (if present) is rescaled using the normalization information obtained from the training set, then the prediction is made and the output is rescaled so that it is mapped back to the original scale. This approach is used for example in Matlab R2010b (see functions premnmx, postmnmx, and tramnmx). Gianola et al. (2011) illustrate with a simple example how the rescaling can be done. We have developed routines to do the rescaling automatically, so that the user does not have to worry about these issues, the information is provided in the original scale and the predictions are obtained in the original scale.
A Neural Network with Additive and Dominance Effects
Several authors (e.g., Dagnachew et al., 2011; Wittenburg et al., 2011; Wellmann and Bennewitz, 2012) have pointed out that most of the models used in genomic selection focus on additive effects only. Wellmann and Bennewitz (2012) showed that including dominance effects in the statistical models can enhance the quality of the predictions. In this section we present an extension of Eq. [3] for including additive and dominance effects together in a NN. We also present the algorithm used for fitting this model by using the EB approach, with a similar strategy to that developed by MacKay (1992 MacKay ( , 1994 .
A NN model that includes additive and dominance effects jointly is given by:
where Z = {z ij } ϵ {0,1} is the incidence matrix for dominance effects of dimension n × p; if markers are used, z ij = 1 if SNP j for individual i is heterozygous, and z ij = 0 otherwise. Further, s a and s d are the numbers of neurons for the additive and dominance components in the hidden layers, respectively. The remaining parameters are as for Eq.
[3]. Figure 2 shows a graphical representation of a NN with dominance and additive components. Note that we have disallowed connections between additive predictors and dominance neurons, and vice versa, so that the number of parameters to estimate is reduced considerably. We think that the universal approximation capability is not lost. Note also that the ratios
can be interpreted as proportion of variances due to the additive and dominant component respectively (see Gianola et al., 2011) . This kind of approach has been used in other fields, for example MacKay and Neal (1994) ; Neal (2001) . The inputs are divided in groups; each group of inputs has its own noise level in a feed-forward network with several layers of unconnected neurons.
Empirical Bayes Estimation
For simplicity, assume that the parameter µ in Eq.
[7] has been eliminated by centering the observations. Conditionally on t network parameters, the n phenotypes are assumed to be independently distributed with density:
where φ denotes a vector of dimension t × 1 including all connection strengths, and coefficients for additive and dominance effects, as well as weights and biases; σ e 2 is the residual variance.
Let φ = (θ a´θd´)´, where θ a denotes the vector of dimension m × 1 with strengths for additive effects, and θ d denotes the vector of dimension q × 1 with strengths for the dominance effects. Note that t = m + q. Assuming a priori independent normal distributions for the connection strengths:
, where ψ = (σ a 2 , σ d 2 )´ are the variances of connection strengths and weights for additive and dominance effects, and bdiag (•,… ,•) represents a block diagonal matrix.
Conditional Posterior Mode
Assuming that the variance parameters are known, the posterior density of the connections strength is given by Figure 2 . Graphical representation of the neural network given in Eq. [7] . In a marker based model, the x ij and z ij (i = 1, …, n; j = 1, …, p) inputs are the entries of additive and dominance matrices, respectively. Further, s a and s d are the numbers of neurons for the additive and dominance components in the hidden layer, respectively, and ˆi y is the value of y i (phenotype) as predicted by the network. As before, EB consists of 2 steps: first the conditional posterior modes of connection strengths are obtained assuming that the variance components are known, and then the variance components are reestimated in the second step. From Eq.
[8] note that: Assuming β, α, and δ are known, we can maximize this log-posterior to obtain φ = φ map . Note that this is equivalent to minimizing:
Tuning β, α, δ
For tuning the variance parameters we can maximize the marginal likelihood of the data given in Eq. [9] . The integral in that equation does not have a closed form because of nonlinearity, but it can be approximated using Laplace's method (Tierney and Kadane, 1986) , that is:
where t is the number of elements in vector φ, n is the number of data points, and Σ is the Hessian matrix, that is, the matrix of second derivatives of h(φ) with respect to φ. Using Eq.
[11] in Eq.
[9], the integral I = ∫exp [-Q(φ) ]dφ can be approximated as follows: The Hessian matrix can be approximated using a procedure similar to that employed by Foresee and Hagan (1997 where c is a constant. We can now take partial derivatives of G(•) with respect to each of the dispersion parameters, β, α, δ set to 0, and obtain expressions for updating these parameters. Fortunately, this problem has exactly the same solution as that found by MacKay (1992 MacKay ( , 1994 in the context of "multiple regularization constants" (i.e., the assignment of different prior distributions to weights, biases, and the general bias in a NN). Doing this, one obtains the iteration, from right to left: MacKay (1992, 1994 ) also gives approximations that do not require calculation of the Hessians: 
Algorithm
The algorithm for fitting model [7] can be summarized as follows: 0. Initialize β, α, δ and the weights using the Nguyen and Widrow (1990) algorithm. MacKay (1992 MacKay ( , 1994 , as shown above. 3. Iterate Steps 1 and 2 until convergence. The algorithm described above is a generalization of the algorithm presented in Foresee and Hagan (1997) . A caveat pointed out by Carlin and Louis (2009) is that Laplace's approximation may not be sufficiently accurate for moderate to highly dimensional θ (e.g., larger than 10).
The new algorithm can be extended to accommodate the situation where the entries of additive and dominance relationships are used as inputs in the network. Equation [4] , extended to include dominance effect, becomes: , where q j = 1 -p j , j = 1,… ,p and Z = {z ij }ϵ {0,1} is the incidence matrix for dominance effects of markers of dimension n p × .
Implementation
Algorithms that implement NN are complex, because it is necessary to perform time consuming matrix operations. This is a serious issue when the number of unknown parameters is very large. For example, for Eq. [3], the number of parameters to estimate is m = 1 + s × (2 + p), where s is the number of neurons, and p is the number of SNP. The Gauss-Newton algorithm used to minimize the "augmented sum of squares" requires solving systems of equations of order m × m, which is an operation of order O(m 3 ). MacKay (1992) pointed out that to maximize G(α,β), the marginal log likelihood, it is necessary to use methods that take into account the gradient of the function, which implies that the trace of Σ -1 , of dimension m × m, must be computed. This is an operation of order O(m 3 ) and this can be problematic if m is huge and a single central processing unit (CPU) is used.
Nevertheless, many operations (including matrix manipulations) involved in the algorithm can be parallelized in modern multicore systems. We implemented the algorithms such that it was possible to take advantage of the multicore feature. We linked R against the Intel Math Kernel Library (intel-mkl, http://software.intel.com/en-us/ articles/intel-mkl/) to perform matrix manipulations, and portions of the algorithms were coded in the C language using OpenMP (Chapman et al., 2007) to support multicore architectures in UNIX-like systems. The resulting code can be used with any standard R installation, but it works much better with R installations in UNIX-like systems linked against highly optimized matrix libraries, for example the intel-mkl or, in Apple systems, the Automatically Tuned Linear Algebra Software (ATLAS, http://math-atlas. sourceforge.net/). Additionally, it is possible to run the software in highly optimized versions of R, for example Revolution Analytics (www.revolutionanalytics.com/), and there are versions for Linux and Windows that are free for academic purposes.
The inversion of matrices for updating the variance components can be avoided by using methods that do not require derivatives, but the resulting algorithm may be numerically unstable. We also implemented a Monte Carlo version of the algorithm developed by Foresee and Hagan (1997) for fitting model [3] by using results about estimation of traces of the inverse of large scale matrices given in Bai et al. (1996) and Guo (2000) . The algorithm was coded in C and parallelized using OpenMP (Chapman et al., 2007) ; for more information on the latter, see http://openmp.org.
EXAMPLES
Jersey Dataset
These data were used by Gianola et al. (2011) , including milk production records for 3 traits (fat yield, milk yield and protein yield) in Jersey cows. The incidence matrices with marker codes for additive and dominance effects (X and Z, respectively) were derived from 33,262 SNP on each of 297 individually genotyped cows.
Example 1: Infinitesimal Model for Additive Effects as a Neural Net. This example shows how to use the software to fit the additive model described in Gianola et al. (2011) . The necessary data are stored as R objects that can be accessed once the library brnn is loaded. The phenotypic information is stored in the data frame object pheno, and the additive genomic relationship matrix is stored in object G. The dataset also includes a vector (partitions) that assigns observations to 10 disjoint sets; this vector is later used to perform a 10 fold cross validation. We show next how to fit Eq. [3] using the entries of the G matrix as inputs, and milk yield as response variable. The model is fitted using the formula interface, commonly used for specifying the response and explanatory variables in R, although it is also possible to supply the data as freestanding vector and matrices in the parent environment.
library(brnn) data(Jersey) #Create a data frame with the #information necessary to fit the model data = pheno data$X = G data$partitions = partitions #Fit the model for the TESTING DATA set.seed(456) out = brnn(yield_devMilk~X, data = subset(data,partitions! = 2),neurons = 2) #Fitted values for the TRAINING SET predict(out) #Fitted values for the TESTING SET predict(out,newdata = subset(data,partitions = = 2))
The data are loaded into the workspace by using the function data. Once the data are loaded, a data frame is created to hold all the information necessary to fit the model. The model is fitted to the training data using the function brnn; here, 2 neurons are used as architecture. A complete list of arguments for the function brnn can be found in the manual of the package or by typing ?brnn in the R command line. Once the model is fitted, results are stored in object out, which is an object of class brnn, mostly internal structure but has components:
• $theta: A list containing weights and biases. The list has s components that contain vectors with estimated parameters for the kth neuron, that is,
• $message: String that indicates the stopping criteria for the training process.
• $alpha:
• $beta:
• $gamma: Estimated effective number of parameters ( g  ).
• $Ew: The sum of the squares of the biases and weights.
• $Ed: The sum of the squares of the differences between observed and predicted values.
The predictions from the NN can be obtained by using the function predict that takes as arguments the output from function brnn and optionally a data frame in which to look for variables with which to predict. The function returns a vector with predictions.
The model was also fitted using the function trainbr in Matlab R2010b, as well as using the flexible Bayesian modeling package (Neal, 1996) , which can be downloaded freely from www.cs.toronto.edu/~radford/ fbm.software.html. The software developed by Neal fits neural network models using Markov Chain Monte Carlo (MCMC) techniques, and a comprehensive discussion can be found in Lampinen and Vehtari (2001) . Inferences derived from Neal's model are based on 20,000 samples obtained after discarding 10,000 samples that were taken as burn-in, with the prior distributions being those described in Lampinen and Vehtari (2001) . Figure 3 shows the predictions obtained for milk yield from the 3 algorithms for training and testing set. As expected, the outputs from brnn and trainbr were quite similar but, there were some differences in results between these 2 methods and fbm, as the latter uses MCMC. The model was run using a Linux machine with an Intel Core i7-2620M CPU processor @2.70GHz with 8 GB of RAM memory. In the case of the fbm software, it took ~4 h to fit the model, whereas Matlab took ~2 min, and our R script required ~5 min.
These items should be noted: 1. The estimated effective number of parameters (γ ) can provide some insight about the number of neurons to be used in the neural network. For example if a model if fitted with 2 and 3 neurons and remains γ about the same in both cases the model with fewer neurons is preferred because the model has fewer parameters. A detailed discussion about the use of this parameter can be found in Foresee and Hagan (1997) , Gianola et al. (2011) and Okut et al. (2011) . 2. In UNIX-like systems it is possible to use more than 1 core for the computations. This can be done by setting for example cores = k in the list of arguments of the function brnn, where k is the number of cores requested. The function detectCores in the R package parallel can be used to attempt to detect the number of CPU in the machine that R is running, but not necessarily all the cores are available for the current user, because, for example, in multiuser systems it will depend on system policies. More details about how to know the number of cores and related issues can be found in the documentation for the parallel package in R. We refitted the model discussed above setting cores = 2 in the brnn function, and our R script required about ~3 min to finish the task.
3. The model can also be fitted using a Monte Carlo algorithm for estimating the trace of the inverse of the Hessian matrix to update variance parameters. This can be done by setting Monte_Carlo = TRUE in the list of arguments of the function brnn.
4. The software also allows fitting the infinitesimal model given in Eq. [4] using the representation given in Eq. [5] . This can be done by replacing data$X = G with data$X = t(chol(G)) in the code shown above. This may lead to overfitting in the training set, but it gives good predictions in the testing set. We notice that this also happens in Matlab with the trainbr function; it may be better to use directly the entries of G rather than those of its Cholesky decomposition.
Example 2: Including Additive and Dominance Effects Together in a Neural Net. In this example, Eq. [7] was fitted using the G and D matrices for the Jersey data. The model can be fitted using the function brnn_extended. The response variable and the predictors can be specified using the extended formula interface (Zeileis and Croissant, 2010) . The function takes as arguments a formula with the response variable, the predictors separated with the symbol |, the number of neurons used to model dominance and additive effects (neurons1 and neurons2, respectively). Additionally, it is also possible to supply the data as free-standing vector and matrices in the parent environment (type ?brnn_ extended in the R command line for more details). Next we show the R code used for fitting the model: The results of the fitting process are stored in the R object out, which is an object of class brnn_extended, mostly internal structure but has components:
• $theta1: A list containing weights and biases for the additive component.
• $theta2: A list containing weights and biases for the dominance component.
• $delta:
The sum of squares of the parameters for the additive part.
• $E2: The sum of squares of the parameters of the dominance part.
• $message: String that indicates the reason for stopping the training.
• $Ed: The sum of squares of the differences between observed and predicted values. Equation [7] cannot be fitted via the Matlab function trainbr, but it can be done with the fbm software, although in an indirect way that consists of using a feedforward network with 2 layers of unconnected neurons, where each group of neurons has its own biases and weights (Neal, 2001) . Table 1 presents the results of the evaluation of the predictive power of the models including additive and dominance effects for a 10 fold cross-validation, using 2 neurons for the additive component and 2 neurons for dominance. The correlation between observed and predicted values for each of the folds was obtained as the average of 10 runs in the case of brnn software, to mitigate the effect of the starting values for all parameters in the net. The last 2 rows of Table 1 show the average correlation and the average root mean square error (RMSE). Inferences for Neal's model were based on 20,000 samples obtained after discarding 10,000 samples as burn-in; the prior distributions used were those described in Lampinen and Vehtari (2001) . There was considerable of variability due to small sample size. On average, inclusion of the dominance component yielded slightly better predictions, even though milk yield is generally assumed to be an additive trait. Note that the predictions obtained by using the Neal program were much better than those obtained with the brnn function, perhaps because different prior distributions are assigned to weights, bias and connection strengths in the net or because the Laplace approximation that we are employing is not adequate.
Concluding Remarks
We have developed open source software that allows fitting BRNN in R and that works in Windows and UNIXlike environments. This software takes advantages of multicore processors in UNIX-like systems by using OpenMP, and can take advantage of highly optimized linear algebra libraries to perform matrix computations. The software also uses state of the art algorithms to estimate the trace of the inverse of positive definite matrices that are needed for updating some parameters in the NN. On Windows platforms the parallel technology does not confer any advantage and the code is executed serially. The software is a generalization of that found in Matlab for fitting this type of model because it allows penalizing 2 types of inputs differently, which Matlab trainbr function does not allow.
The problem of fitting BRNN with the approach employed here and also with the MCMC developed by Neal (1996) can be time consuming. For genomic data for example, it is always desirable to reduce the dimensionality somehow; in this case it can be done computing the genomic relationship matrices whose number of rows and columns will be equal to the number of individuals (n). We have tested the algorithm in Linux machines @2.70 GHz with 4 and 16 cores with 8 and 16 Gb of RAM memory respectively and R linked against highly optimized matrix libraries described in the implementation section and the software was able to fit models with n = 500 individuals and employing the additive genomic relationship matrix (dimension n × n) with up to 4 neurons. More efficient and scalable 1609.48 1 brnn-1-2-1 = Bayesian regularized neural network with 2 neurons for the additive component; fmb-1-2-1 = Flexible Bayesian modeling (Neal's model) with 2 neurons for the additive component; brnn-1-2-2-1 = Bayesian regularized neural network with 2 neurons for each of the additive and dominance components; fbmnn-1-2-2-1 = flexible Bayesian modeling (Neal's model) with 2 neurons for each of the additive and dominance components; RMSE = root mean square error.
programs can be written using parallel technology, for example we developed a program that is able to fit the additive model described in Gianola et al. (2011) using the C/C++ language and the ScaLAPACK libraries and the resulting program is able to fit a neural network with up to n = 2500 individuals and 4 neurons in the same 16 core machine described above. The resulting program is available on request from the first author.
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