We prove a robust dimension free isoperimetric result for the standard Gaussian measure γ n and the corresponding boundary measure γ + n in R n . Our results imply in particular that if A ⊂ R n satisfies γ n (A) = 1 2 and γ 
Introduction
Gaussian isoperimetric theory is an extensive and rich theory. It connects numerous areas of mathematics including probability, geometry [21] , concentration and high dimensional phenomena [19] , re-arrangement inequalities [6] and more. For an introduction to Gaussian isoperimetry and its many applications, an excellent source is Ledoux's St.-Flour lecture notes [16] .
The main result in this area is that half-spaces minimize the surface area among all sets with a given Gaussian measure. This fact, originally proven by Sudakov and Tsirelson [25] and independently by Borell [3] , now has several other proofs: Ehrhard [9] [10] [11] developed a symmetrization technique, Bakry and Ledoux [1, 17] used semigroup methods, and Bobkov [2] gave a proof based on an isoperimetric inequality on the discrete cube.
Some of the strongest results in this area deal with extensions of this basic theorem. For example, Borell [5] proved that half-spaces minimize a more global version of surface area called Gaussian noise sensitivity. This fact has recently found applications in areas such as quantitative social choice and theoretical computer science, see e.g. [14, [22] [23] [24] .
A second direction of extension is characterizing the case of equality or almost equality. The equality case was first addressed by Ehrhard [11] , but only for sets with a sufficiently nice boundary; the general case is due, much more recently, to Carlen and Kerce [6] . For almost equality, Cianchi et al., [7] showed that if the Gaussian boundary of set A is within δ of the optimal value then there exists a half space B such that the Gaussian measure of the symmetric difference between A and B is at most c(n) √ δ where c(n) grows polynomially in the dimension n.
Our goal in this paper is to establish a similar bound that is dimension independent. Not only such result is more elegant, it is much in the spirit of Gaussian isoperimetric theory, where the statement of most results are dimension independent.
Gaussian isoperimetry
The Gaussian isoperimetric inequality was first proved by Sudakov and Tsirelson [25] , and independently by Borell [3] . It states that in R n with a Gaussian measure, the isoperimetric sets are half-spaces. To be more precise, let φ(x) = (2π) −1 2 e −x 2 2 be the standard Gaussian density, and define Φ(x) = ∫ x −∞ φ(y) dy. Let γ n be the standard Gaussian measure on R n , and define the boundary measure γ
where S(R n , R n ) is the set of smooth functions R n → R n such that all derivatives vanish at infinity. (This definition of boundary measure coincides with Minkowski content and the n − 1-dimensional Gaussian-weighted Hausdorff measure for sufficiently nice sets.) Then the Gaussian isoperimetric inequality states that for every measurable A, φ(Φ −1 (γ n (A))) ≤ γ + n (A). It is not hard to verify that equality is attained if A is an affine half-space (that is, a set of the form {x ∈ R n ∶ x ⋅ a ≥ b}). Since we will be using it frequently, let us define I = φ ○ Φ −1 , so that the Gaussian isoperimetric inequality reads
Bobkov's inequality
Bobkov's inequality [2] is a functional generalization of the Gaussian isoperimetric inequality. The equality case was proved by Carlen and Kerce [6] .
Here and for the rest of this article, we will write "E" for the integral with respect to γ n and ⋅ for the Euclidean norm on R n .
Equality is attained only if
Using standard approximation techniques, one can make sense of Theorem 1.1 for functions f that are not smooth. In particular, it's possible to take f to be the indicator function of a set A; in that case, I(f ) is identically zero and so (2) becomes
whenever A is nice enough. This is just the Gaussian isoperimetric inequality again. (We will make the above connection rigorous in Section 5.)
Robustness
Our goal in this article is to study the robustness of Theorem 1.1: suppose that we have a function f which almost achieves equality. Must there be some a and b for which f is close to x ↦ Φ(a ⋅ x + b)? For the case of sets -which is perhaps the most interesting case -this question was previously studied by Cianchi et al. [7] , who gave a dimension-dependent estimate:
where c(n, r) is some function of n and r.
Due to their use of compactness arguments, Cianchi et al. gave no effective bounds on the function c(n, r). Theorem 1.2 is sharp in its δ-dependence; however, the n-dependence is certainly not sharp. Indeed, one often finds things in Gaussian space to be independent of the dimension. The isoperimetric inequality itself is an example of this phenomenon, as the Gaussian isoperimetric function I does not depend on the dimension.
Note that the situation is quite different in Euclidean space -for which the techniques used in [7] were originally developed -where the isoperimetric function x ↦ nω 1 n n x (n−1) n does depend on n.
Our results: Robust and Dimension Free
Besides the intrinsic satisfaction that they bestow, dimension-free estimates are crucial for certain applications. As an example, consider Borell's noise stability inequality [5] : take X, Y ∈ R n jointly Gaussian with X, Y ∼ N (0, I) and
is minimized, over all sets A with prescribed Gaussian volume, by affine half-spaces. Ledoux showed [15] that this generalizes the Gaussian isoperimetric inequality, which is recovered in the limit as ρ → 1. As mentioned above, for applications of this result it is crucial that is dimension free.
A robust dimension-free version of Borell's result would immediately imply a number of important results. For example it will show that if a balanced low influence Boolean function is almost as stable as the majority function, then the function is close to a weighted majority. Similarly it will show that if a balanced low influence function has a Condorcet paradox probability that is almost as small as that of a majority then it must be close to a weight majority of a subset of the coordinates. (Both of the statements above follow from the arguments of [23] ).
The potential applications above motivate our main result which is a dimension-independent stability result for Bobkov's inequality in Gaussian space.
We note, however, that our dependence on δ is much worse than the one in Theorem 1.2; improving this dependence is therefore a natural open problem. Theorem 1.3. Let f ∶ R n → R be a smooth function and define
There exists a function g of the form g(x) = Φ(a ⋅ x + b) such that
(1 δ) .
Of course, the most interesting special case of Theorem 1.3 is when f is the indicator function of some set. Such an f is not smooth, of course, but the same arguments that reduced Theorem 1.1 to the Gaussian isoperimetric inequation can be employed here. Thus we obtain a robustness result for the Gaussian isoperimetric inequality. (1 δ) .
Proof Techniques
Our approach builds on the work of Carlen and Kerce [6] (which extends ideas of Ledoux [15] ). Carlen and Kerce [6] write an integral formula (equation 4 below) which bounds δ(f ) = E I 2 (f ) + ∇f 2 − I(Ef ) from below. The "main term" in the integral is the Frobenius norm of the Hessian of
, where P t is Ornstein-Uhlenbeck semigroup. It is easy to verify that if f is an indicator of a half-space or if f = Φ(a ⋅ x + b) then h t is linear. Our first step in the proof is to establish a second order Poincaré inequality which implies that if the Frobenius norm of the Hessian of h t is sufficiently small then h t is close to a linear function.
The main effort in our approach is devoted to controlling the "secondary terms" in the formula (equation 4 below). This main effort is established in a sequence of analytic results using the smoothness of the semigroup P t and involving among other techniques, concentration, hypercontractivity and reverse hypercontractivity.
Using the approach above we obtain that if δ = δ(f ) is small then there exist some fixed time t such that h t is ǫ(δ) close to a linear function. The next step of the proof requires applying P −1 t ○ Φ to conclude that f is close to a linear function. There is an obvious obstacle in in this approach: P −1 t is not a bounded operator. Fortunately, using the smoothness of the original function f , or the fact that we may assume that the original set f has small boundary, we may deduce a decay in the Hermite expansion of f (or the set). Thus we show that for the functions under consideration, P −1 t is "effectively" bounded which allows us to conclude that f is close to a Gaussian (or the set is close to a half space).
Semigroup proof of Bobkov's inequality
Our work begins with Ledoux's short and elementary proof [15] of (2) . The main ingredient of this proof is the Ornstein-Uhlenbeck semigroup: for t ≥ 0,
Clearly, P 0 is the identity operator and P t f converges pointwise to Ef as t → ∞. Consider, therefore, the quantity
When t = 0, this is exactly the right-hand side of (2); as t → ∞, it approaches the left-hand side of (2) by the dominated convergence theorem and the boundedness of f . To prove (2), Ledoux differentiated (3) with respect to t and showed that the derivative is non-positive. Thus, a potentially difficult inequality turns into a calculus problem.
Actually, Ledoux only explicitly differentiated (3) in the 1-dimensional case. The n-dimensional case of (3) was computed by Carlen and Kerce [6] in their work on the equality case. Our robustness result is based on their calculations, which we will summarize as a lemma.
where H(h t ) is the Hessian matrix of h t and ⋅ F denotes the Frobenius norm.
From now on, δ(f ) will be defined as it was in Lemma 2.1. Where f is clear from the context, we will only write δ.
The equality case in Theorem 1.1 follows fairly easily from Lemma 2.1: if δ = 0 then H(h t ) must be zero for all t > 0, which implies that h t is a linear function for all t > 0. A straightforward limiting argument shows that one can take t to zero, and the result follows.
Our proof of Theorem 1.3 works by finding a lower bound for the righthand side of (4). First, we replace the integral over [0, ∞) by an integral over [t, t + 1], where t is a large enough constant. For this t, we can find some affine function h * such that h t is close to h * . In particular, this means that f t is close to Φ ○ h * . This part of the argument will be carried out in Section 3. The second part of the argument aims to show that f must be close to P −t (Φ ○ h
Approximation for large t
This section is devoted to the proof of Proposition 3.1, which shows that h t can be approximated by an affine function for some sufficiently large t.
Proposition 3.1. There exists a constant c such that for any measurable
with Ef ≤ 1 2 there exists a t ≤ c and an affine function h * for which
(f ) (Ef ) 3 4 ,
From now on, we will assume that Ef ≤ 1 2 as it is in the proposition:
. This assumption will make certain statements simpler without affecting our final result. Note, for example, that if Ef ≥ 1 2 then we can simply apply Proposition 3.1 to 1 − f .
A second-order Poincaré inequality
Our goal for this section is to show how easy Proposition 3.1 would be if we could simply remove "φ(h t )" and "(1+ ∇h t 2 ) 3 2 )" from (4). (In subsequent sections, we will show how such an erasure can be carried out.)
This lemma is almost certainly not new; it's proof is essentially the same as the proof of Poincaré's inequality in Gaussian space, which belongs to the folklore of Hermite polynomials. But because the proof is nice, we include it anyway. First, we need to recall the Hermite polynomials: for k ∈ N, define
note that H α is linear if and only if α = 1, and α i = 0 implies that
Then a well-known recurrence for Hermite polynomials states that
In particular,
Proof of Lemma 3.2. Since the H α form a basis for L 2 (R n , γ n ), we can write
On the other hand, it follows from (5) that
Therefore,
First-derivative estimates
With Lemma 3.2 in mind, our next goal is to remove "φ(h t )" and "(1 + ∇h t ) 3 2 " from (4). The latter term is easier to remove, so we will do it first; all we need to do is to prove the following bound on ∇h t . Proposition 3.3. There is a constant c such that for all t > 0,
Note that ∇h t = 1 I(ft) ∇f t . To prove Proposition 3.3, therefore, it suffices to bound ∇f t . Since we will need this bound later, we will state it as a separate lemma.
In particular, there is a constant c such that
Proof. Suppose, without loss of generality, that f > 0 (if not, replace f by f s and replace t by t − s for an arbitrarily small s). Then Lemma 3.4 follows from the reverse log-Sobolev inequality which can be found, for example, in [18] :
1 − e −2t P t (f log f ) − f t log f t . Since 0 < f ≤ 1, log f ≤ 0 and so P t (f log f ) ≤ 0. Therefore:
To prove (7), we use the well-known fact that as x → 0,
(To verify this fact, note that I
by the standard Mills' ra-
2 then (7) follows from (6) and (8) . If f t > 1 2 , we apply (6) and (8) to 1 − f t .
The proof of Proposition 3.3 now follows directly from (7).
Reverse-hypercontractivity and reverse-Hölder
Recall our current task: a lower bound on (4) for large t. We have already shown that ∇h t must be small for large t; our goal for this section is to find a lower bound on
Proposition 3.5. There exists a constant c such that if t ≥ c then
For this, we will use two inequalities: Borell's reverse-hypercontractive inequality and the reverse-Hölder inequality. The reverse-Hölder inequality is classical: for any p < 1 and any positive functions f and g,
The reverse-hypercontractive inequality was proved by Borell [4] : for a positive function f and any p < 1, t > 0,
where
(p − 1).
F and apply (10) with p = 
Now, I is a concave function, and so I(P t f ) ≥ P t 2 I(P t 2 f ). Applying (11) with p = −1 gives
where q = 1 − 2e −t . If t ≥ 2 then q ≥ 1 2. Hence, we can combine (12) with (13) to obtain
It remains to show that
Applying (2) to f t 2 , we have
while (14) and the proposition.
Second-derivative estimates
There is one more ingredient in the proof of Proposition 3.1: an upper bound on second derivatives of h t . Indeed, Lemma 3.2 gives a lower bound on E H(h t ) 2 F , but Proposition 3.5 contains E H(h t ) F . We must therefore bound the first moment of H(h t ) F from below in terms of the second moment. This can be done by Hölder's inequality, as long as we can bound higher moments of H(h t ) F from above. Such a bound is the goal of this section.
The main bound of this section is the following proposition:
There is a constant c such that for all t > 0 and all
This proposition uses the following pointwise estimate on H(h t (x)) F :
There is a constant c such that for all x ∈ R n and t > 0,
1 − e −2t log
.
And we will also need to relate the median of f t with its mean:
Lemma 3.8. If M is a median of f t , then
Before we prove either of these lemmas, we will show how they imply Proposition 3.6.
Proof of Proposition 3.6. Let g t = log(1 f t ) and set k t = , and so Lemma 3.4 implies that g t is Lipschitz with constant ck t . Take N to be a median of g t . By Gaussian concentration for Lipschitz functions,
After the change of variables y 2 2 = , the right hand side is just cpk
where Y is a standard Gaussian variable. Since
Then, by the triangle inequality,
By Lemma 3.7, H(h t ) F ≤ ck 2 t g t pointwise whenever f t ≤ 1 2 . Thus,
where the second inequality follows from (16) . To relate N to Ef , simply note that M = e −N 2 is a median for f ; hence, Lemma 3.8 implies that N ≤ c(1 + k t ) log(1 Ef ). Plugging these bounds into (17) ,
By the same argument with f t and 1 − f t exchanged, we have
Recall, by Assumption 3.1, that Ef ≤ 1 2 and so log
Ef . Thus, the proof concludes by combining (18) and (19) with the triangle inequality:
The fact that log(1 f t ) is Lipschitz was noticed by Hino [13] , and was also used recently by Ledoux [20] . This fact, which was important in the preceding proof, will also be crucial in the proof of Lemma 3.8:
Proof of Lemma 3.8. Let g t = log(1 f t ); take N to be a median of g t and let M = e −N 2 , so that M is a median of f t . For any α < 1,
Recall that g t is
Setting α = 1 1+kt , we have
For the rest of the section, we will devote ourselves to proving Lemma 3.7, which we will do very explicitly. Note that Lemma 3.7 is a pointwise result, which is symmetric when f t is replaced by 1 − f t . For the result of this section, therefore, we will fix x and assume that f t (x) ≤ 1 2 . The proof of Lemma 3.7 begins with the formula
We will bound the two terms on the right hand side in two different lemmas. But first, we quote a result on the moments of a order-2 Gaussian chaos. To obtain Theorem 3.9 from the result stated in [12] , simply note that the operator norm is bounded by the Frobenius norm. 
Theorem 3.9 will be used to bound the first term of (20) .
Lemma 3.10. For any matrix A = (a i,j ),
1 − e −2t f t log 1 f t .
Proof. We write out derivatives of f t as integrals: if i ≠ j then with the change of variables y =
1 − e −2t R n f (e −t x + √ 1 − e −2t y)y i y j φ(y) dy,
Applying Hölder's inequality, Putting Lemmas 3.10 and 3.4 together, we arrive at a proof of Lemma 3.7.
Proof of Lemma 3.7. Note that
For any fixed matrix A, with A F = 1, (20) implies that
ft . This, together with Lemma 3.10 and the fact that
1 − e −2t
Since the right-hand side is independent of A, we can take the supremum over A, giving
Next, we claim that for any 0
Now, (22) follows from (8) , so it remains to show (23) . Set g(a) = −
it follows that g(a) ∼ a 2 log(1 a), proving (23) . Suppose that f t ≤ 1 2 . Applying (22) and (23) to (21) with a = f t completes the proof in this case. If f t > 1 2 , we apply the same argument to 1 − f t .
Proof of Proposition 3.1
With all of the ingredients laid out, the proof of Proposition 3.1 follows easily.
Proof of Proposition 3.1. Suppose t is large enough so that
≤ log(1 (Ef )) (by Proposition 3.6)
• Proposition 3.5 holds.
(by Proposition 3.5) (24) By Hölder's inequality,
for any non-negative random variable X. Applying this with X = H(h t ) F , we have
Plugging this into (24) ,
Choose t * ∈ [t, t + 1] to minimize E H(h t * ) 2 F . By Lemma 2.1 and (25),
Let h * be the affine function minimizing E(h t * − h * ) 2 . By Lemma 3.2,
(f ) (Ef ) 3 4 , where the last inequality follows from (26).
4 Approximation for small t Proposition 3.1 shows that if f achieves almost-equality in (2) then f t -for some t not too large -can be well approximated by a function of the form Φ(a ⋅ x + b). The goal of this section is to complete the proof of Theorem 1.3 by showing that f itself can be approximated by a function of the same form. This will be accomplished mainly with spectral techniques, by expanding f in the Hermite basis.
Using the spectral decomposition of P t
Recall that the Hermite polynomials H α form an orthogonal basis of (R n , γ n ).
−1 2 be the corresponding orthonormal basis. The main tool of this section is the well-known fact that
We will also make use of an inequality by Ledoux: 
From this inequality, we can easily see that smooth functions don't have much weight on "high" Hermite coefficients.
Proof. By (27) and Proposition 4.1,
N . Since we know how the semigroup P t acts on the Hermite basis and we know how the Hermite coefficients of nice functions are distributed, we are in a position to bound Ef 2 in terms of E(P t f ) 2 . Essentially, Lemma 4.2 tells us that the high coefficients don't contribute much to Ef 2 , while (27) tells us that the low coefficients contributing to Ef 2 also contribute to E(P t f ) 2 . Note that when f > 0, the reverse hypercontractive inequality (11) can be used to give better bounds than Lemma 4.3. 
On the other hand, 
Plugging these into (28) proves the claim.
Suppose, then, that
which means that N ∶= ⌊ + cK 4t log(1 ǫ) ≤ c max{1, K} t log(1 ǫ) .
Pulling all the way back
One obstacle remains in the proof of Theorem 1.3: let g t (x) = Φ(a ⋅ x + b) be the approximation of f t that is guaranteed by Proposition 3.1. If a is sufficiently small (ie. less than
1−e −2t ) then g t can be written as P t g where g also has the form of Φ composed with an affine function. Then an application of Lemma 4.3 completes the proof of Theorem 1.3.
However, if a is too large then we cannot write g t = P t g; instead, take the smallest possible s > 0 for which g t is in the range of P t−s and define g s so that P t−s g s = g t . Since g t (x) = Φ(a ⋅ x + b), g s must be the indictor function of some affine half-space. Lemma 4.3 tells us only that g s and f s are close. In this section, we will argue that g s and f must be close also. This will come in two parts: first, we will show that s must be small. Then, we will show that f and f s are close. The key to showing that s is small is the realization that g s must be the indicator function of an affine half-space; in particular, g s takes values in {0, 1}. If s were large, f s would be concentrated around its expectation -ie, away from 0 and 1. Of course, this is not compatible with the assumption that f s and g s are close.
Lemma 4.4. For any measurable set
Proof. Let ǫ = Ef s and recall, by Assumption 3.1, that ǫ ≤ 1 2 ; by Markov's inequality, γ n {f s ≤ ǫ 2} ≤ 1 − ǫ 2. First, suppose that γ n {f s ≥ 1 − ǫ 2} ≤ ǫ 4; then ǫ 2 ≤ f 2 ≤ 1 − ǫ 2 with probability at least ǫ 4. Since 1 B takes values in {0, 1}, it follows that f s − 1 B ≥ ǫ 2 with probability at least ǫ 4. The claim follows.
On the other hand, suppose that γ n {f s ≥ 1 − ǫ 2} ≥ ǫ 4 and let A ⊂ R n be the event {f s ≥ 3 4} ⊃ {f s ≥ 1 − ǫ 2}. If A r denotes the set {x ∈ R n ∶ d(x, A) ≤ r} then standard "concentration of measure" properties for Gaussian measure [19] imply that
Now, Ef s ≤ 1 2 and so (by Markov's inequality) γ n (A) ≤ 2 3. Hence,
and so (29) implies that γ n (A r ) ≥ (1 + cr)γ n (A) for small enough r. Thus,
and the claim follows.
We have just shown that E(f s − 1 B ) 2 small implies that s must be small. In that case, the next lemma shows that E(f − f s ) 2 is small also.
Lemma 4.5. If f is smooth and E ∇f ≤ K then
Proof. Without loss of generality, suppose that Ef
≥ cK, and so N = 1 implies that 
Finally, we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. If E ∇f is large, δ(f ) cannot be small; hence, we can assume that E ∇f is bounded by an absolute constant. We can also assume that Ef ≥ log
(1 δ); if not, then the constant function g ≡ 0 (which can be approximated arbitrarity well by functions of the form Φ(a ⋅ x + b)) satisfies
Fix the t and h * given by Proposition 3.1. As they were earlier in this section, let g t = Φ −1 ○ h * and take s ≥ 0 to be the smallest possible so that g t can be written as P t−s g s . Since Φ is Lipschitz,
we define ǫ = δ
because we assumed that Ef ≥ log
(1 δ).
Suppose first that s = 0. Then Lemma 4.3 applied to f −g s implies (recall that t and K are both bounded by absolute constants) that
We can assume, then, that s > 0; recall that in this case, g s is the indicator function of an affine half-space. By Lemmas 4.3 and 4.4,
Suppose for now that √ s ≤ (Ef ) 2 . Then (30) implies that s ≤ 1 (Ef ) 2 log(1 ǫ) ≤ log (1 ǫ) .
(31) Of course, since s > 0, g s is the indicator function of a half-space, so it does not take the form Φ(a ⋅ x + b), but it can be approximated arbitrarily well by such functions. (1 ǫ) .
Note that g ≡ 0 can be approximated arbitrarily well by functions of the form Φ(a ⋅ x + b).
Robust results for sets
There are two pieces needed to get from Theorem 1.3 to Corollary 1.4. First, we need to interpret Theorem 1.3 in the case that f is an indicator function (which is necessarily non-smooth). For this, we simply apply Theorem 1.3 to P t f , which is smooth, and take t to zero. Fortunately for us, most of the work in this step was done in [6] : The second piece we require is something that will let us pass from a function Φ(a ⋅ x + b) to an affine half-space. For this piece, we just round Φ(a ⋅ x + b) to {0, 1}.
Lemma 5.2. Let A be a measurable set and g(x) = Φ(a ⋅ x + b). There exists an affine half-space B such that γ n (A∆B) ≤ E(1 A − g) 2 .
Proof. Let B = {x ∈ R n ∶ a ⋅ x + b ≥ 0}. Since 1 B is obtained by rounding g to {0, 1}, it follows that 1 B − g ≤ 1 A − g pointwise. Thus,
Proof of Corollary 1.4. Let f = 1 A and write f t = P t f ; recall that δ = γ + n (A) − I(γ n (A)). Note that Ef t = Ef = γ n (A) for all t > 0. Since E I 2 (f t ) + ∇f t 2 → γ + n (A) by Lemma 5.1, E I 2 (f t ) + ∇f t 2 − I(Ef t ) ≤ 2δ for all small enough t. Now set ǫ = 1 log 1 6 (1 δ)
. Since the semigroup P t is strongly continuous in L 2 (γ n ), we can take t small enough so that E(f t − 1 A ) 2 ≤ ǫ.
Apply Theorem 1.3 to f t : we receive a function g(x) = Φ(a ⋅ x + b) with E(f t − g) 2 ≤ cǫ. By the triangle inequality, E(1 A − g) 2 ≤ cǫ and so Lemma 5.2 gives us an affine half-space B with γ n (A∆B) ≤ cǫ.
Conclusion

Open Problems
To conclude we present two natural open problems:
• Is there a result which strengthens both our result and [7] ? For sets A of measure 1 2 such result should give the existence of a half space B with γ n (A∆B) ≤ cδ 1 2 where c is an absolute constant.
• Could similar results be obtained for other measures? In particular logconcave measures? This question was suggested to us independently by Franck Barthe, Michel Ledoux and Shahar Mendelson. We note that the one dimensional analogue of [7] was established by [8] .
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