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I don’t demand that a theory correspond to reality because I don’t know
what it is. Reality is not a quality you can test with litmus paper. All I’m
concerned with is that the theory should predict the results of experiment.
— Stephen Hawking

Abstract
Understanding the electronic structure of a chemical system in detail is
essential for describing its chemical reactivity. In the present work, quan-
tum chemical methods are applied in combination with experimental studies
to achieve such detailed mechanistic understanding of chemical systems. Un-
derstanding the basic theory behind computational methods is of importance
when applying them to chemical problems. Therefore, the first part of this
work provides an introduction to quantum chemical methods.
The results of this work are published in four peer-reviewed publications.
In each publication, the understanding of the chemical system has been ob-
tained using a combination of experimental and quantum chemical studies.
These include the design of a new-type of Au(III)-catalysts, and understand-
ing mechanistic aspects related to a Au(III) catalytic cycle. We have also
focused on understanding how the electronic structure of an alkyne affects
the regioselectivity in the Pauson-Khand reaction. A computational model,
which provides a qualitative and, to some extent, a quantitative prediction of
regiochemical outcomes is presented.
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1 Introduction
One of the greatest challenges for quantum chemistry is not only to ratio-
nalize experimental results or phenomena, but also to predict the outcome of
experiments. Ideally, a huge amount of experimental work could be replaced
by simulation, thereby providing a cost-efficient and also industrially feasible
alternative for reaction and catalyst design. This is unfortunately very com-
plicated and, in the author’s experience, computational prediction in catalyst
design is rarely achieved without a strong experimental collaboration. While
experimental development may proceed by itself, it can benefit significantly
from computational studies when both fields collaborate towards understand-
ing the chemistry of the system under study (Fig. 1.1).
Experimental
development
Computational
studies
Accurate knowledge of the
chemical system
Prediction
Fig. 1.1 Author’s view of efficient computational prediction of chemical reac-
tivity and properties.
During the past decade, the potential of quantum chemistry has been
widely recognized in the experimental community and currently it is very com-
mon to find a section covering computational aspects in many experimental
research articles. Rapid development of computers and new, more efficient al-
gorithms allow experimental chemists to perform their own computations using
even normal desktop computers. While the resources allow this, one must still
keep in mind that computational chemistry is not a black box where the results
are obtained by pressing a button. The experimental understanding of chem-
istry is simply not enough; insight into theoretical methods is also required to
obtain trustworthy information. At its best, quantum chemistry is a powerful
tool for rationalizing [1] or sometimes rejecting [2] experimental results, and
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can also be used to successfully predict new molecules. [3, 4]
This thesis is written with the intention that it may serve as a guide for
chemists to gain an overview of quantum chemical methods which may be
used to solve problems related to organic and organometallic chemistry in
electronic ground state. For readers looking for a deeper insight, [5–9] or a
gentler introduction to the topic, [10] a number of good text books are available.
Quantum chemical methods have been applied in this work to understand
the catalytic properties of Au(III) complexes and the factors affecting the re-
gioselectivity in the Pauson-Khand reaction. The outcome of each study has
been influenced and guided by experiments. A summary of the results is de-
scribed in Chapter 3.
2 Theoretical background
Chemists have interest in computational quantum chemistry because it allows
to compute specific properties of the system from the wave function Ψ. The
wave function which, in principle, includes all information about the physical
system in the non-relativistic limit, can be obtained by solving the following
time-independent Schrödinger equation:
HˆΨ(R, r) = EΨ(R, r), (2.1)
where Hˆ is a Hamiltonian operator that describes the potential and kinetic
energy of the system, Ψ(R, r) is a wave function depending on the position of
all nuclei (R) and electrons (r), and E is the total energy of the system with
wave function Ψ(R, r).
El
ec
tro
n 
co
rre
lat
ion
Ha
mi
lto
nia
n Basis set
Fig. 2.1 The accuracy of the computational result is dependent on the
Hamiltonian, treatment of electron correlation and the basis set
used.
The Equation 2.1 can only be solved exactly for one electron-systems, but
for studying larger molecules, one needs to introduce approximations in the
Hamiltonian, electron correlation and basis set (Fig. 2.1). Approximations
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define the limiting accuracy of each axis and therefore to obtain an accurate
result, all three need to be solved accurately. Each one is highly important,
as Hˆ includes the physical treatment of the system; electron correlation deter-
mines how electrons interact with each other; and the basis set determines the
flexibility of the solution.
Quantum chemical methods can be divided into two separate categories,
discussed here as methods based on wave function theory (WFT) or density
functional theory (DFT). Both theories are ab initio in the sense that the
properties of the system may be solved from first principles without the need
for empirical data. In this chapter, the theoretical basis for the general ap-
proximations applied in this work to treat problems related to organic and
organometallic chemistry computationally is presented.
2.1 Common terminology
To clarify the subsequent discussion, terms which will be often mentioned, such
as ‘variational principle’, ‘size consistency’, ‘scaling’ and ‘RI-approximation’
are explained here. [5, 6]
• According to the variational principle, the expectation value of the en-
ergy in Equation 2.1 evaluated using an approximate ground state wave
function is always higher than the true energy of the system. Meth-
ods for generating approximate wave functions that utilize this principle
are called variational and the best possible wave function is obtained by
minimizing the energy.
• Another important term is size consistency. [11] This can be understood
by a simple example which considers the energy of a system that is con-
structed from two subsystems, A + A. When the two subsystems do
not interact, the energy of the studied system A + A should be equal to
2A. Methods that satisfy this statement are called size consistent. While
this might seem self-evident, there are a number of electronic structure
methods that are size inconsistent. The origin of the size inconsistency
is explained later (2.4.1.5).
• Different computational methods have different costs. The computa-
tional time is not discussed as any finite time but as scaling. Scaling is
determined as a prefactor Nn where N is the size of the system and n the
scaling factor, specific for each method. The size of the system is defined
by the number of basis functions, which is dependent on the number of
the electrons in the system as well as the size of basis set as explained in
2.7.
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• The resolution of identity (RI) approximation is frequently used in this
work. The benefit of the approximation is that it reduces the com-
putational cost significantly without a significant loss in the accuracy.
Multiple variants with different acronyms exist, e.g. RI, RI-JK and RIJ-
COSX. [12–18] In these approximations, some of the necessary integrals
are fitted in an auxiliary basis set. From a practical point of view, this
means that the auxiliary basis set also needs to chosen, which is as im-
portant as the conventional basis set.
2.2 Approximations to the Molecular Hamiltonian
To solve problems related to organic and organometallic chemistry computa-
tionally, one usually makes two general assumptions to generate an approxi-
mate Hamiltonian. First, relativistic effects, which are described in 2.6, are
neglected as they are not considered to be important for light main group el-
ements. [19,20] The exact non-relativistic time-independent equation is called
the Schrödinger equation. When neglecting only the relativistic treatment
from the Hamiltonian operator Hˆ, a non-relativistic exact Hamiltonian can be
presented as:
Hˆ = TˆN + Tˆe + VˆNe + Vˆee + VˆNN . (2.2)
Two first terms, TˆN and Tˆe, correspond to the kinetic energy operators of
nuclei N and electrons e. The rest of the terms describe the potential energy
of the system: Term VˆNe describes how nuclei N interact with electrons e,
whereas terms Vˆee and VˆNN describe how electrons or nuclei interact with
other electrons (ee) or nuclei (NN), respectively.
A second common approximation is the Born-Oppenheimer (BO) approx-
imation, [21] which assumes that the electronic motion can be solved while
keeping the nuclear positions fixed. This is justified because light electrons
move significantly faster than heavier nuclei and instantaneously respond to
any changes in the relative position of the nuclei.
As a consequence, the Hamiltonian can be separated into its electronic and
nuclear parts, where the electronic part can be solved separately while keeping
the position of the nuclei fixed:
Hˆ = Hˆnuc + Hˆel. (2.3)
Because the nuclei are considered to be static, their kinetic energy operator
is neglected from the Equation 2.2. The nuclear repulsion term VˆNN is not
dependent on electronic coordinates but is constant for each specific nuclear
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geometry. The full non-relativistic BO electronic Hamiltonian can be written:
HˆBO = Hˆel + VˆNN = Tˆe + VˆNe + Vˆee + VˆNN . (2.4)
If these were the only approximation involved in solving Equation 2.1, the
obtained wave function would be exact in the limits of non-relativistic and
BO approximations. However, solving the equation exactly for many-electron
systems is still impossible, so further approximations are introduced: simplified
treatments of electron correlation and finite basis sets.
The reader should also be aware that the BO-approximation may break
down in chemical systems. The problem arises when two or more BO potential
energy surfaces (PES) are separated by an energy which is of the same order
of magnitude as the energy of nuclear motion. For example, this may occur
in metal surfaces [22] or even in graphene [23], where the energy gap between
the ground state and the excited state is small. Photochemical reactions may
also be problematic due to the coupling of more than one BO PES. [24,25]
2.3 The Hartree-Fock method
To obtain approximate solutions to the BO electronic hamiltonian, the Hartree-
Fock (HF) method may be used. This is based on the one-particle approxi-
mation, where the wave function is built from products of single electron wave
functions called spin orbitals. [26, 27] To satisfy the Pauli exclusion principle,
the wave function is represented as a single Slater determinant of these spin
orbitals. [28]
The formed Slater determinant would be an exact solution of the Hartree-
Fock Hamiltonian in the limit of an infinite basis set; but as the wave function
is constructed from spin orbitals depending on one electron, only electrons
with the same spin can interact with each other through the Slater determi-
nant. This does not affect the one-electron terms Tˆe and VˆNe in the electronic
Hamiltonian but, the electron-electron repulsion term Vˆee is, however, depen-
dent on the coordinates of two electrons.
To account for the electron-electron repulsion, Vˆee is replaced by an effective
field Vˆ effee which describes the average effect of all electrons. This is why the
Hartree-Fock method is also called the mean field approximation. The field
is dependent on the position of all electrons and is solved iteratively until a
self-consistent field (SCF) solution is obtained. The effective field describes
the position of all electrons, and therefore, each electron (incorrectly) interacts
also with itself. However, this self-interaction error (SIE) is cancelled exactly
with the electron exchange energy when solving the Hartree-Fock-Roothan
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equations. As the HF method is variational, the best ground state SCF solution
is found by minimizing the energy.
The HF method recovers 99% of the electronic energy of the system in
most cases. The missing 1% relates to the ability of an electron to respond
rapidly to the movement of other electrons, a phenomena that is called electron
correlation. [6] It should be emphasized that the total electronic energy is a
large quantity, and a reaction barrier of e.g. 20 kcal/mol is only a small fraction
even from the missing 1%.
2.3.1 Chemical perspective
The missing 1% being neglected in the HF method has a significant impact on
chemistry. First, the electrons are too close to each other, because they are
described by their average position and are not allowed to respond to the rapid
movement of nearby electrons. As a consequence, the predicted bond lengths
are in general too short. This causes overestimation of activation energies and
vibrational frequencies. [6]
Second, some weak interactions such as dispersion forces are completely
absent in the HF method, and these are often of importance in describing e.g.
enantioselective catalysis correctly. [29,30] The electron clouds of non-bonded
fragments may interact with each other repulsively or attractively, depending
on the distance separating them. In the HF method, electrons are aware of the
average position of other electrons, and therefore the repulsive effect is taken
into account trough the SCF procedure.
The attractive effect is easy to understand when considering a polarized
molecule where the electrons are distributed unevenly, producing a permanent
dipole moment. When two such systems interact together, the positive side
of both fragments feels attraction to the negatively polarized side of the other
fragment. These are called dipole-dipole interactions and hydrogen bonding
belongs to this class. Weak interactions that rise from permanent dipole mo-
ments are described at the HF level. [6]
However, electron correlation is essential to describe the attractive dis-
persion forces, such as aromatic pi-pi -stacking between two benzene molecules.
Due to the rapid movement of electrons, each molecule has always a small non-
permanent and rapidly changing dipole moment. This non-permanent dipole
moment is capable of polarizing the other fragment, creating an attraction.
By neglecting the ability of electrons to respond to the rapid movement of
other electrons, the HF method completely neglects these so-called dispersion
interactions. [6]
The inclusion of dispersion forces is not only necessary to describe non-
bonded systems, but also affects the stability of molecules. For instance, the
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stability of branched alkanes over linear chain isomers is due to electron cor-
relation [31–35] and even the existence of some molecules might be dependent
on it. [36] Therefore reactions where the electron correlation of the system
changes in the course of the reaction are problematic for the HF method, be-
cause by neglecting electron correlation, it does not treat the reactants and
products equivalently. Some examples are alkane isomerization reactions and
computation of bond dissociation energies (BDE). [5] Therefore it is easy to un-
derstand why substantial efforts are made to account for electron correlation,
as described later.
2.3.2 Choice of the wave function
Before starting a HF computation, one has to specify how the method treats
the spin-orbitals. This is done by choosing the type of wave function. In the
restricted Hartree-Fock (RHF) method, the α and β spin-orbitals are treated
in pairs, and the system is forced to have each orbital either doubly occupied
or unoccupied. If this restriction is removed, and the α and β spin-orbitals
are treated independently, the method is called the unrestricted Hartree-Fock
(UHF). The restricted-open-shell Hartree-Fock (ROHF) method is a combina-
tion of these two, where unpaired electrons are treated as UHF and doubly
occupied as RHF.
The restriction in the RHF method has a major drawback, which can be
understood by considering the RHF wave function for H2. The wave function is
a product of single electron wave functions Ψ = ϕ(1)ϕ(2), where ϕ(1) and ϕ(2)
include the coordinates of electrons 1 and 2, respectively. In the equilibrium
structure, both electrons occupy the lowest energy orbital that is formed as a
combination of 1s orbitals of both hydrogens A and B:
ϕ1 = ϕ2 = 1sA + 1sB (2.5)
Since, the hydrogens are identical, the wave function can be presented as:
Ψ = ϕ(1)ϕ(2) = (1sA1sA) + (1sA1sB) + (1sB1sA) + (1sB1sB). (2.6)
This means that 50% of the wave function has ionic character with both
electrons centered on the same nucleus (the first and the last terms); and
50% has covalent character with the electrons shared between the nuclei (the
middle terms). Therefore the RHF method predicts covalent bonds to be
too ionic and overestimates dipole moments. [6] The effect is most significant
when considering the dissociation of the H2 molecule. In the gas-phase, the
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dissociation should be purely homolytic, whereas the RHF method considers
the dissociation to be 50% heterolytic and 50% homolytic. [8]
To correct the dissociation behavior, the α- and β-spin-orbitals are treated
independently in the UHF method and the method is more flexible. Unfor-
tunately the UHF wave function suffers from spin-contamination, which is a
disadvantage. This is a computational artifact, caused by mixing higher spin
states with the singlet wave function. [6] In this example, the wave function of
the dissociated hydrogen would be a combination of the singlet and the triplet
states (see example in 2.4.3.1).
In addition to the UHF method, the dissociation behaviour of the RHF
method can be corrected with electron correlation as discussed vide infra.
When using the UHF method, the expectation value Sˆ2 of the wave func-
tion should be checked carefully to correspond to the correct spin state. Three
common Sˆ2 values for organic chemists are shown in Table 2.1, defined as
S(S + 1) where S is the total spin of the system.
Table 2.1 Expectation values Sˆ2 for three common spin states.
Spin-state S Sˆ2
singlet 0 0
doublet 1/2 0.75
triplet 1 2
2.3.3 Other aspects
The use of the ’pure’ Hartree-Fock method in chemical applications is now
mostly of historical interest. It is not very accurate, as was pointed out, and the
lack of electron correlation is a serious disadvantage when describing chemical
reactions. The Hartree-Fock method should not be, however, underestimated.
It is the cheapest wave function based ab initio method, scaling as N4; and
most importantly, it forms the basis for both more accurate and more approx-
imate methods. The accuracy is improved systematically by increasing the
amount of electron correlation, whereas semi-empirical methods are formed by
introducing more approximations. [37] The HF method is also size consistent.
Grimme and coworkers [38] showed recently that the HF model can be
greatly improved to treat dispersion interactions with a separately defined
energy correction based on DFT-D3 (2.5.2). Sure and Grimme also reported
a fast and parameterized version of the HF method called HF-3c [39] which
might have a significant potential, especially for preliminary optimizations of
large supramolecular complexes. [40]
10 THEORETICAL BACKGROUND
2.4 Electron correlation
To improve the HF result systematically, electron correlation is needed. Elec-
tron correlation is defined as the energy difference between the exact and the
HF solution (with the same Hamiltonian and basis set):
ECorr = EExact − EHF. (2.7)
The Hartree-Fock solution is based on only one determinant of spin orbitals,
and it should be the best single determinant solution that can be obtained. To
allow an electron to respond rapidly to the movement of another electron, a
simple way is to construct the wave function using more Slater determinants:
Ψ = a0φHF +
∑
i
aiφi, (2.8)
where ai is a coefficient, and φi is a Slater determinant with a specific elec-
tron configuration. The value of a0 is usually close to 1 as the HF solution
is the most stable single determinant solution: After all, it captures 99% of
the total energy. The different electron configurations are obtained by moving
electrons from occupied orbitals to unoccupied orbitals. These are called ex-
citations and the total spin of the system does not change during them. The
excitations are termed as single (S), double (D), triple (T) etc. depending
on how many electrons are excited in all possible combinations. Examples of
single and double excitations are shown in Fig. 2.2.
HF Singles Doubles
Fig. 2.2 Examples of single and double excitations of the HF solution.
This new, more flexible wave function is then optimized with respect to the
total energy. The new energy obtained is lower than the Hartree-Fock energy
by an amount which is an estimate of the electron correlation energy of the
system. If all possible excitations for all electrons are taken into account, the
obtained electron correlation would be exact in the given basis set. However,
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the amount of required excitations rises factorially with increasing system size
and therefore the types of excitations are commonly truncated e.g. to include
only single and double excitations.
Computing the electron correlation energy in the WFT methods is based on
these excitations. There are several ways to compute it, and the methods differ
mainly on how the coefficients are determined in the Equation 2.8. The WFT
methods used to treat static and dynamic electron correlation in this work are
described. These two correlation effects have different chemical origins, which
are explained below, but it is not always possible to make a clear distinction
between them. However, understanding the main element is important in order
to choose the optimal method for the problem.
2.4.1 Dynamic Correlation
Dynamic correlation is a short range correlation effect and the aim is to account
for the missing 1% of the electronic energy by allowing the electrons to respond
rapidly to the movement of the others. [5, 6, 8] It is based on the assumption
that the HF molecular orbitals are qualitatively correct. In order to facilitate
the computation, the orbitals are not re-optimized during the excitations.
2.4.1.1 Configuration interaction
The simplest way to account for dynamic correlation is to use the so-called
Configuration Interaction (CI) method. Different electron configurations are
formed in excitations, and the coefficients in Equation 2.8 are optimized in
order to obtain the weights of these configurations. In the full CI method,
all possible excitations are taken into account and the obtained solution is
exact within the limits of the Hamiltonian and basis set. Performing such
computations for large molecules is not computationally efficient as the amount
of excitations rises factorially with the system size. The full CI method is
typically used for small systems to benchmark other less accurate methods for
electron correlation. [41–44]
A common practice is to truncate the expansion at some finite order. Ac-
cording to Brillouin’s theorem, the singly excited states do not improve the
HF ground state energy, [45] and the major contribution to the ground state
energy comes typically from the double excitations. If only double excitations
are taken into account, the method is called CID. Although the singly excited
states do not mix directly with the HF solution, they allow the HF orbitals to
relax. The computational cost does not increase much if they are added, and
therefore the CISD method, taking into account also the single excitations, is
a typical truncated version of the CI. While the full CI is variational and size
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consistent, truncated versions of CI are not size consistent. [6]
2.4.1.2 Perturbation Theory
The basis of perturbation theory is that the HF solution is close to the desired
exact solution and therefore the solution can be improved by adding electron
correlation as a small perturbation. This leads to following ansatz of Equation
2.1:
HˆΨ = (Hˆ0 + λHˆ
′
)Ψ = EΨ, (2.9)
where Hˆ0 is the unperturbed Hamiltonian and λHˆ
′ is the perturbation that
represents the difference between Hˆ0 and the exact Hamiltonian. The param-
eter λ ranges from zero to one, representing the extremes of the unperturbed
and fully perturbed system, respectively.
By generating different excitations as described above, the λHˆ ′ is applied
to describe the electron correlation. The first order correction is already in-
cluded in the HF energy, and therefore the second order correction is needed
to improve the result. The most common method based on this is the second
order Møller-Plesset perturbation theory (MP2) involving only double excita-
tions. [46, 47] Higher order corrections can also be added: MP4 includes also
triple and quadruple excitations but, unlike in the CI method, the quality of
the solution is not necessarily improved by adding higher order corrections. [48]
MP methods are size-consistent but not variational.
Among the WFT methods, the MP2 method is computationally the most
efficient for describing dynamic electron correlation contribution to the energy
and it can be also applied to large systems. It captures usually 80 - 90% of the
electron correlation [6] and is not much more expensive than the HF method.
It scales formally as N5 but a major speed-up is obtained with the use of the
RI-approximation.
A drawback of the MP2 method is that it overbinds molecules, meaning
that bond lengths are too short and reaction barriers are commonly overesti-
mated. It also overestimates pi-pi -interactions [49, 50] but describes hydrogen
bonds well. [51] Grimme’s proposal, a spin-component-scaled version of the
MP2 method (SCS-MP2), [52, 53] overcomes part of the problems but on the
other hand, underestimates the hydrogen bonds that are well described by
the conventional MP2 method. In a large benchmark set for main group ele-
ments (GMTKN30), [54] the average error compared to more accurate methods
(mainly CCSD(T)) for reaction energies was found to be 3.6 and 1.8 kcal/mol
for the MP2 and the SCS-MP2 methods, being a significant improvement over
the HF method (9.7 kcal/mol). Transition metal complexes having nearly de-
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generate orbitals can be very problematic for the MP2 method because the HF
wave function is not always qualitatively correct. [55]
2.4.1.3 Coupled Cluster Theory
Chemical accuracy means that that the errors in reaction energies and barriers
should be less than 1 kcal/mol. In order to reach this, the most successful
methods which account for dynamic electron correlation are based on Coupled
Cluster (CC) theory. [56,57] In the CI method, the wave function is presented
as a linear combination of Slater determinants (Equation 2.8). The CC method
uses an exponential ansatz to describe the wave function:
ΨCC = e
Tˆφ0, (2.10)
where Tˆ is a cluster operator, which is a sum of all possible excitation
operators (Tˆ = Tˆ1 + Tˆ2 + ...). The eTˆ can be presented as an Taylor expansion:
eTˆ = 1 + Tˆ +
Tˆ 2
2!
+
Tˆ 3
3!
+ ... (2.11)
This is extended by introducing the cluster operator with all possible exci-
tations:
eTˆ = 1 + Tˆ1 +
(
Tˆ 21
2!
+ Tˆ2
)
+
(
Tˆ 31
3!
+ Tˆ1Tˆ2 + Tˆ3
)
+ ..., (2.12)
where the excitation operator Tˆn includes all nth order excitations simi-
larly to the CI method. It is important to notice from Equation 2.12 that the
excitations are included as optimized, connected clusters (Tˆ1,Tˆ2,Tˆ3, etc.) but
also as products (disconnected clusters) of lower excitations, i.e. triple exci-
tations are also formed from the term Tˆ1Tˆ2. In practice, this means that the
excitations can be truncated to a finite order but the higher excitations are
still included. An important consequence is that, due to inclusion of the higher
terms, CC theory is size consistent at any order. In commonly used form, the
CC-methods are not variational but, identically to the CI-method, the exact
solution can be approached by inclusion of higher order excitations.
The coupled cluster methods are named according to the optimized exci-
tations they include. Inclusion of single and double excitations leads to the
CCSD method. The CCSD method scales as N6 and recovers approximately
90 - 95% of the correlation energy. [6] Whereas the MP2 method is known to
overestimate pi-pi -interactions, the CCSD method underestimates them signif-
icantly. [51]
Inclusion of the triple excitations does not only increase the accuracy but
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also the computational cost, providing a scaling of N8. A popular way to
increase the accuracy of the CCSD method is to include the triple excitations
as a perturbation. The so formed CCSD(T) method has been proven to reach
chemical accuracy in most cases and is considered to be the Golden Standard in
quantum chemistry. [58] The CCSD(T) method is computationally already very
demanding, and because of its poor scaling N7, its applications are restricted
to rather small systems.
Currently, a large amount of effort is being put in to the development of
local correlated CC methods to obtain a major increase in speed without a
loss of accuracy. [59–71] This has also enabled the use of CCSD and CCSD(T)
level calculations in reaction mechanism studies. [72, 73] A recent highlight in
the development of local correlated methods was reported by Riplinger and
Neese. [74] The CCSD(T) method based on a ‘domain-based local pair natural
orbital approximation’, DLPNO-CCSD(T), is nearly linear scaling with the
respect of the system and was shown to recover practically the same amount
of electron correlation as the conventional canonical CCSD(T) method. It has
also been shown to produce very accurate thermodynamic results for large
transition metal complexes. [75] Applications of these rapidly evolving meth-
ods for large systems have been reviewed recently. [76] However, these local
correlated methods are mainly employed for single-point energy calculations
on structures obtained using more approximate methods.
2.4.1.4 Frozen core approximation
One general approach to reduce the computational cost when accounting for
dynamic correlation is the frozen core approximation, which means that the
core electrons are left inactive during the correlation treatment. While the
core electrons do contribute to the total correlation energy, this energy does
not usually change much in chemical reactions where only the valence elec-
trons are rearranged. Chemists are interested in relative rather than absolute
energies, and therefore the error introduced by the frozen core usually cancels
out when studying reactions. Since the common basis sets are designed to de-
scribe valence electrons accurately, specially designed core-correlated basis sets
are needed if core-correlation is to be included. However, the core-correlation
contributions can not always be neglected. [77,78]
2.4.1.5 Size consistency
Size inconsistency was briefly described in 2.1. Its origin is easily understood
when comparing the electron correlation between the CID and the CCD meth-
ods, where only the latter is size consistent. A system constructed from two
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non-interacting subsystems of A should have the same energy as two such in-
dependent subsystem A. However, truncated CI methods such as CID treat
electron correlation unequally in these two computations.
Both the CID and CCD methods only include double excitations. The CID
and CCD wave functions for the two electron, two orbital system A are illus-
trated in Fig. 2.3. The wave function is constructed from the HF determinant
and one excited determinant. To obtain the same electron correlation for the
non-interacting system A + A, exactly the same excitations, as well as their
combinations, should be taken into account.
HF D
ΨCID(A)
ΨCCD(A)
Fig. 2.3 The CID and CCD wave functions for the system A.
The corresponding determinants for system A + A are shown in Fig. 2.4.
The electron configuration in which both subsystems would be doubly excited
at the same time is formed from a quadruple (Q) excitation, and this is absent
in the CID wave function. Therefore, the non-interacting system A + A does
not have the same energy as 2A. The CCD method contains higher excitations
as products of the lower ones and the Q excitations are included. This is
not just a problem in non-interacting systems; it becomes crucial in a single
molecule with increasing system size.
HF D D Q
Missing in ΨCID
ΨCID(A+A)
ΨCCD(A+A)
Fig. 2.4 The CID and CCD wave functions for the system A + A.
2.4.2 Static Correlation
The electron correlation energy was previously defined as a small correction
to the energy caused by the tendency of an electron to respond to the rapid
movement of other electrons. This is taken into account when treating dy-
namic electron correlation. Static correlation is a long range correlation effect
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required to describe systems where a single Slater determinant does not give
a qualitatively correct description of the electron configuration. [8] These are
common cases where other low-energy electron configurations exist which are
nearly degenerate with the HF solution. In general, static correlation is not
important for closed-shell molecules at their equilibrium geometries, but may
be crucial at distorted geometries. Transition metal (TM) complexes may also
be very challenging for HF-based theories due to the need for static correlation.
2.4.2.1 Complete Active Space SCF
The most common computational approach for taking static correlation into
account is the Complete Active Space SCF method (CASSCF). [79, 80] In
the CASSCF method one chooses an (n,m) active space, constructed from
n electrons in m orbitals, and performs a full CI computation in this space.
Unlike in the CI method, not only the excitation coefficients (Equation 2.8)
are optimized but the orbitals are also fully relaxed. The CASSCF method is
both variational and size consistent.
A problem with the CASSCF method is that electron correlation is only
treated in the active orbitals and as a consequence, the CASSCF method over-
estimates the stability of biradicals. To obtain a balanced treatment of the
whole system, a full valence active space could be employed but, due to the
factorial raise in the computational cost, this is not always a plausible option.
A common approach is to add dynamic correlation by perturbation on top of
the CASSCF solution. Examples of such methods are the Complete Active
Space Second Order Perturbation Theory (CASPT2) [81] and the N-Electron
Valence State Perturbation Theory (NEVPT2) [82] methods. The CASPT2
method has been found to be successful in describing reactions where concerted
and stepwise reaction mechanisms compete. [83–85] As a specific example, the
Cope rearrangement can be considered as having a concerted transition state,
or to go through a reaction pathway involving biradical intermediates. [86]
The inactive part of the CASSCF method is the HF solution and it scales
as N4. With a small active space this is the limiting factor but, with an
increasing active space size, the number of configurations increases factorially
as illustrated in Table 2.2. With modern algorithms a (12,12) active space
(12 electrons in 12 orbitals) single point energy calculation is still comfortably
achieved, but in larger active spaces, the number of possible configurations is
too large.
The amount of active orbitals allowed in the CASSCF method may not
always be sufficient even for medium size molecules, especially when studying
excited states. [87, 88] In the restricted active space SCF (RASSCF) method,
the system is divided in three subspaces, RAS1-RAS3, allowing inclusion of
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Table 2.2 Size of the active space (n,m) and number of configurations for a
singlet state.
(n,m) Configurations
(2,2) 3
(4,4) 20
(6,6) 175
(10,10) 19404
(12,12) 226512
(14,14) 2760615
larger active spaces. [89, 90] The RAS2 subspace corresponds to the CASSCF
active space where a full-CI computation is performed. The RAS1 and the
RAS3 subspaces include occupied and unoccupied orbitals, respectively, where
a truncated CI computation is performed. Dynamic correlation can be included
further in the RASPT2 method. [91] A new promising method is the Density
Matrix Renormalization Group (DMRG) algorithm which allows inclusion of
very large active space to obtain similar results to the CASSCF method. [92,93]
The choice of active space is non-trivial and requires expertise from the
user. To assist with the selection, Björn Roos, the father of CASPT2, has
published his own useful instructions. [94]
2.4.3 Need for static correlation?
Recovering the dynamic part of the electron correlation relies on having qualita-
tively correct HF orbitals. Without this, the calculations become meaningless.
Even the golden standard CCSD(T) can yield extremely poor results if the HF
reference configuration is not sufficient. [76]
A good warning sign are the populations obtained from relaxed natural
orbitals. Any orbitals having an occupation number between 1.95 and 0.05
should be considered carefully for static correlation. The orbitals obtained
from a computation that takes into account the dynamic part of the electron
correlation with the described methods are normally the HF orbitals and the
natural orbitals need to be computed separately.
Lee and Taylor [95] suggested T1 diagnostics from a CC calculation as
an indicator of the static correlation. In practice, this gives information on
how much single excitations contribute to the electron correlation. If this
value is larger than 0.02, the effect of static correlation should be investigated.
This can be understood when considering that the single excitations contribute
most to relax the HF orbitals. If the contribution of single excitations to the
electron correlation is large, the HF orbitals are not sufficient for an electron
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correlation treatment. For example, Thiel and coworkers showed the UHF
orbitals to be problematic for some iron-complexes, leading to a notable error
in the CCSD(T) potential energy surface (PES). [96]
Another tool for diagnostics exist: The D1 and D2 amplitudes from CCSD
and MP2 calculations are claimed to be more reliable than the T1 diagnostics
because they are independent from the system size. [97,98] The D1 amplitudes
are a measure of orbital relaxation similarly to T1 diagnostics but employ
slightly different formulation. The D2 amplitudes, on the other hand, alert the
user if low-lying doubly excited states exist. Based on D1 and D2 amplitudes,
the quality of MP2 and CCSD treatment can be considered excellent with the
following cut-offs: D1(MP2)≤ 0.015; D1(CCSD)≤ 0.020; D2 < 0.15.
To give a further illustration of these problems, the importance of static
correlation is highlighted in two simple reactions: homolytic dissociation of H2
and cis-trans isomerization of ethene.
2.4.3.1 Dissociation of H2
Homolytic dissociation of H2 is a good example for understanding the impor-
tance of static electron correlation when bonds are broken or formed. Let us
first consider how the orbital structure of H2 in a minimal basis set changes
during the dissociation (Fig. 2.5).
H-H Distance
σ
σ∗
H-H H----H H + H
+E
or
bit
als
Fig. 2.5 Orbital view for the dissociation of H2.
At the equilibrium bond length, both electrons occupy the same molecular
orbital (MO) to form a σ-bond. The lowest unoccupied molecular orbital is
the corresponding antibonding σ∗-orbital. In the course of the dissociation,
the energy gap between the orbitals decreases, electrons move in to separate
orbitals and the bond is broken. In order to describe the potential energy
surface (PES) correctly for homolytic dissociation, the method should be able
describe the electron configurations where:
• the σ-orbital is doubly occupied
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• the σ and σ∗ orbitals are nearly degenerate and electrons occupy the
both orbitals
• the hydrogens are present as two non-interacting radicals in an electronic
singlet state.
The potential energy surface for the reaction computed using various WFT
methods is shown in Fig. 2.6. The basis set used in the computations is a triple-
ζ quality def2-TZVPP (See section 2.7 for details). For this specific example,
the CCSD method gives the exact solution, taking into account all possible
excitations of both electrons.
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Fig. 2.6 Dissociation of H2 using various methods.
The RHF calculation leads to a description of the dissociation, which is
50% homolytic and 50% heterolytic and therefore overestimates the gas-phase
reaction energy significantly (Fig. 2.6 and section 2.3.2). The UHF method
produces a PES which dissociates correctly but the wave function is no longer
a true spin state: The Sˆ2 value of 1 implies that the wave function to be an
even superposition of the singlet and the triplet states. The underestimation
of the bond dissociation energy (BDE) is typical for the UHF method, as it
does not treat the non-interacting diradical and covalently bound molecule
equivalently. [5] In this case, the UHF method gives the correct description
of the dissociated product because there is no electron correlation in two non-
interacting single-electron systems. However, by neglecting electron correlation
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in the molecule, the UHF method underestimates the dissociation energy of
H2. Thus neither method results in a properly-described PES at all values of
bond length.
A straightforward approach is to include static correlation in the RHF
solution using the CASSCF method. Chemically the most important orbitals
are the σ and σ∗ -orbitals. If the electron excitations are restricted to two
electrons in these orbitals, the method is called CASSCF(2,2) and treating
the static correlation in these orbitals reduces the RHF energy significantly.
In a minimal basis set, the H2 molecule has only two orbitals and therefore
the CASSCF(2,2) method would provide the exact solution. In this case, a
larger basis set has been used to elucidate the effect of dynamic correlation on
higher unoccupied orbitals, which is seen as the energy difference between the
CASSCF and CCSD results.
Dynamic correlation is added to the CASSCF solution with a second-order
perturbative treatment by employing the NEVPT2(2,2) method. The dynamic
correlation increases the reaction energy, confirming that the CASSCF method
overstabilizes diradical species. It should be noted that, while the CCSD
presents the exact solution for this specific problem, it should not be used
as a standard. The success of the CCSD method here is due to choosing a
two-electron system and the NEVPT2 method is more applicable for a wider
variety of systems.
2.4.3.2 Cis-trans isomerization of ethene
The cis-trans isomerization of ethene provides another illustrative example
of the correlation effects. The important pi and pi∗ orbitals are presented in
Fig. 2.7. As in the previous example, two orbitals become degenerate in the
course of the isomerization and in order to describe the reaction correctly, this
needs to be taken into account.
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Fig. 2.7 Orbital view of cis-trans isomerization of ethene.
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The calculated PES using various methods is shown in Fig. 2.8. For this
example, the exact solution taking into account all electronic excitations is no
longer presented due to the increased system size (16 electrons). In the previous
example, we noted that the NEVPT2 method is capable of treating both static
and dynamic correlation to approach the exact solution, and therefore acts as
a reference in this case.
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Fig. 2.8 Cis-trans isomerization of ethene with different methods.
The RHF method overestimates the barrier significantly, but it is also un-
able to describe the PES smoothly close to the transition state. Inclusion
of single and double excitations improves the result slightly but the CCSD
method suffers from the same problems. The result is further improved with
inclusion of perturbative triples (CCSD(T)) but is still not very accurate. The
CASSCF(2,2) method overstabilizes the biradical transition state slightly.
It is clear that the solution is exact if all possible electronic excitations are
taken into account. When the system size increases, this is no longer anymore
possible due to practical reasons. Therefore understanding the problem and
treating the static correlation correctly is of significant importance. The ’fail-
ure’ of the golden standard is already seen in this simple example where the
HF reference wave function breaks down.
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2.5 Density functional theory
So far this chapter has focused on wave function-based ab initio methods.
Another very popular approach is to compute the energy and properties of the
system using density functional theory (DFT). [99–101] In 1964 Hohenberg and
Kohn proved that the ground-state electron density determines the electronic
energy of the system according to the variational principle. [102] This is an
enticing result, as the electron density is dependent on 3 spatial coordinates
instead of the 3n spatial coordinates of the wave function, where n is number
of the electrons in the system. However, the exact functionals which connect
the kinetic energy and the electron-interaction energies to the electron density
are not known.
In 1965, Kohn and Sham formed the basis for modern KS-DFT, where a
set of self-consistent equations are solved to find a set of spin orbitals. [103]
The exact KS-DFT equation is given by:
EDFT[ρ(r)] = Te[ρ(r)] + Jee[ρ(r)] + VNe[ρ(r)] + Exc[ρ(r)]. (2.13)
This is the functional that connects the electron density to the electronic
energy of the system. The nuclear-electron attraction term VNe can be solved
exactly and Jee[ρ(r)] is the classical Coulomb electron-electron repulsion of the
electron density with itself. The kinetic energy of all electrons is described in
the first term Te[ρ(r)]. To solve it, it is described as the kinetic energy of a
hypothetical system of non-interacting electrons, having the same density as
the true system of interacting electrons.
The last term, the exchange-correlation functional, is a functional that
corrects all the approximations made to the kinetic energy and the electron
correlation to yield the exact solution, i.e., with the true exchange-correlation
functional, the obtained solution would be exact. A disadvantage of the KS-
DFT is that the exact exchange-correlation functional is not known. A main
advantage, on the other hand, is that DFT approximately includes electron
correlation. The physical meaning of the KS-orbitals can be argued [104, 105]
but, they can be said to be qualitatively improved over HF orbitals and in
some cases they even provide a more sufficient basis for WFT-based electron
correlation treatments. [96]
The procedure for solving the KS equations is very similar to the scheme
used to solve the Hartree-Fock equations: Solve the orbitals that minimize
the energy. In the HF method, the electrons interact with the effective field
describing the average positions of the electrons, whereas in DFT, the potential
is constructed from the electron density of noninteracting electrons, having the
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same density as the real system of interacting electrons.
2.5.1 DFT functionals
Because the exact functional has not been derived, approximate functionals
(or methods) approach the problem in various ways. The commonly employed
functionals are based on one of several common DF approximations (DFA)
which may be described as LDA, GGA and meta-GGA, as well as hybrid and
double hybrid functionals (DHF). [100] Modern algorithms have enabled the
use of different variants of RI-appoximation with all approximations providing
a significant speed-up. Non-hybrid RI-DFT scales as N3, and is therefore
potentially even faster than the HF method. The computational cost of hybrid-
DFT is similar to the HF method and double-hybrid methods have similar
computational costs as the MP2 method.
2.5.1.1 LDA functionals
In the local density approximation (LDA), the exchange-correlation energy is
defined as:
ELDAxc [ρ] =
∫
ρ(r)εxc(ρ)dr (2.14)
The electron density ρ of the system can be presented as a function depend-
ing on each spatial coordinate r. The exchange-correlation functional connects
this function to the function that describes the exchange-correlation energy
εxc of an electron in a uniform electron gas with a density ρ. In the local spin
density approximation (LSDA), the spin is also included in Equation 2.14 to
allow separation of the α and β spin densities. The LDA is actually surpris-
ingly useful in modeling periodic metal systems where the electron density of
the system varies gradually. [106] In molecular applications it gives reasonable
structures, but it tends to overbind molecules significantly and is therefore not
a practical choice for chemical problems. [101,107]
2.5.1.2 GGA and meta-GGA functionals
The next step to improve the description of the LDA is to include the gra-
dient (the first derivative) of the electron density in the exchange-correlation
functional. The result is called the generalised gradient approximation (GGA)
and for molecules it represents a significant improvement over the LDA. Ex-
amples of such functionals are e.g. PBE [108] and BP86 [109,110]. To improve
the functional further, the kinetic energy density and other higher derivatives
can be added to GGA functionals. These functionals belong to the class of
24 THEORETICAL BACKGROUND
meta-GGA functionals, and the TPSS-functional [111], commonly employed
in this work, belongs to this family. The accuracy of the meta-GGAs has been
shown to be only a small improvement over GGAs, but on the other hand, the
computational cost is also very similar. [54]
2.5.1.3 Hybrid and DH functionals
One can confidently state that most DFT functionals used in computational
organic chemistry belong to the family of hybrid functionals. These functionals
are formed by combining the GGA or meta-GGA functional with a fraction
of the exact electron exchange energy from the HF theory. Examples of com-
monly used functionals in this category are B3LYP [112,113], PBE0 [114] and
PW6B95 [115].
Traditionally, DFT is a theory of occupied orbitals because these determine
the electron density. The virtual (unoccupied) orbitals are taken into account
in DHFs by including a fraction of the MP2-correlation energy into the hybrid
functional. An example of a double hybrid functional used in this work is
B2PLYP. [116] There are also other approaches to include the virtual space,
e.g. the random phase approximation. [117]
2.5.2 DFT-D3
The exchange-correlation functional includes electron correlation but, unlike
the wave function-based ab initio methods, there is no systematic way to
approach the ’Full CI’ solution. Practically, all common DFAs treat only
short-range correlation effects and give poor descriptions of dispersion interac-
tions. [118,119] For instance, the B3LYP PES for benzene dimers is completely
repulsive, rather than having a physically correct pi-pi stacked minimum. Sev-
eral approaches exist to correct this problem. [119,120]
In this work, all DFT functionals have been used in combination with the
atom pair-wise correction method of Grimme, denoted as DFT-D3 [121]:
EDFT-D3 = EKS-DFT + Edisp. (2.15)
Here, the dispersion interactions are simply treated as an external correc-
tion to energy and gradient, but not to the properties. The Edisp is:
Edisp = −
∑
AB
∑
n=6,8
sn
CABn
rnAB
fdamp(rAB), (2.16)
where the coefficient CABn is defined for each atom pair and sn for different
functionals. The n = 6 and n = 8 terms aim to describe the long-range
and mid-range correlation, with r−6 and r−8 behaviors, respectively. To avoid
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double counting of close-range correlation effects, Edisp is damped at a certain
cut-off distance with a damping factor fdamp. Two schemes exist: The original
D3 employed zero-damping where the Edisp is damped to zero, and in the newer
D3(BJ) approach, [38] the Edisp term is damped to a constant value proposed
by Becke and Johnson. [122–124] The choice of the damping function can be
specific for the system and the functional, but as a general recommendation, the
HF method should only be used with D3(BJ). [38] The D3-method also includes
three-body -dispersion correction for single point energies, which might be
important for describing large supramolecular complexes properly. [49]
It should be noted that the observed poor description of medium-range cor-
relation and neglecting the long-range correlation does not only affect weakly
interacting complexes, and pure DFT suffers from the same problems as the
HF method when it comes to e.g. alkane isomerization and bond dissociation
energies. [5, 32, 34, 118] The results are improved by using the D3-correction,
but accounting for non-local correlation effects with DHFs in addition to D3
improves the result even more, albeit at high computational cost.
2.5.3 Self-interaction error
The HF method is based on the self-consistent field (SCF) where the electrons
interact with an effective field that describes the average position of all elec-
trons in the system. When computing the classical Coulomb electron-electron
repulsion energy, the electron therefore actually interacts also with itself. This
is called self-interaction error (SIE). When solving the Hartree-Fock-Roothaan
equations, the SIE is exactly canceled out by the electron exchange energy.
In DFT, the electrons interact with a potential which is constructed from
the whole electron density. In a similar fashion to the HF method, the elec-
trons therefore interact with themselves. This effect would be canceled by the
exact exchange-correlation functional, but as discussed earlier, this term is not
known. Therefore DFT functionals suffer from SIE.
What does SIE mean in our computational applications? It can be un-
derstood in the classical example of dissociation of H+2 , shown in Fig. 2.9,
computed with the UHF method, PBE (GGA functional) and PBE0 (cor-
responding hybrid functional of PBE). The system is constructed from two
protons sharing one electron. When the distance between the protons is in-
creased, the system should dissociate to a proton and a hydrogen atom. The
probability of both protons to accommodate the electron is equal as they are
identical, i.e., both protons accommodate a fractional number of half electron.
For a one-electron system, the UHF method provides an exact solution
(there are no electrons to correlate). The PBE functional underestimates the
dissociation energy significantly because the electron interacts with itself by
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Fig. 2.9 Dissociation of H+2 molecule with different methods.
lowering the total energy. The hybrid functional PBE0 is slightly better. While
this example may not seem important when considering ’real’ systems, frac-
tional occupation numbers in orbitals are relevant for transition states. There-
fore, DFT functionals commonly underestimate reaction barriers. Hybrid func-
tionals perform slightly better as the inclusion of the exact exchange cancels
the SIE partly. The issue has also been discussed elsewhere as delocalization
error. [125,126]
Another drawback is artificial charge transfer. Due to the SIE, pure DFT
functionals underestimate the energy difference between the highest occupied
(HOMO) and the lowest unoccupied molecular orbitals (LUMO), also called
the HOMO-LUMO -gap. This may artificially overstabilize structures existing
as cation and anion. An anion often has a high-energy HOMO and a cation
a low-energy LUMO. When this gap is small, artificial charge transfer may be
observed, e.g. in ionic liquids. [127] Similar misbehavior has been observed for
radical reactions where the energy gap between the singly-occupied molecular
orbital (SOMO) and the LUMO is small. [128] The HOMO-LUMO and SOMO-
LUMO gaps are increased by inclusion of the exact exchange and therefore
hybrid functionals perform better if artificial charge transfer is observed, e.g.
the hybrid functional PW6B95-D3(BJ) has been shown to provide accurate
kinetic data for reactions involving aniline radicals. [129]
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2.5.4 Accuracy of DFT
A typical approach to evaluate the accuracy of different functionals is to
benchmark them against accurate ab initio results, such as CCSD(T), or ex-
perimental data. Perhaps the most comprehensive test set for main group
thermochemistry, kinetics and non-covalent interactions is the GMTKN30, con-
structed from 30 individual test sets. [54] These cover basic properties, such as
atomization energies and electron affinities, but also barrier heights and reac-
tion energies of interest for organic chemists, e.g. for Diels-Alder reactions.
John Perdew has introduced a hierarchy of DFA accuracy in his famous
’Jacob’s ladder of DFAs’. [130] The same hierarchy was observed within the
GMTKN30 test set, in ascending order: LDA, GGA, meta-GGA, hybrid fun-
tionals, and finally reaching the current limit with DHFs. All functionals ex-
cept LDA were used in combination with D3. The DHFs were found to be
even more accurate than the MP2 method and comparable in accuracy with
the SCS-MP2 method. The DHFs show the lowest error in reaction energies
(1.4 - 2.4 kcal/mol) followed by hybrids (2-3 kcal/mol for the best) and (meta-
)GGAs performed slightly worse. The computational costs of the DHFs and
the SCS-MP2 method are very similar, but the DHFs may benefit from faster
basis set convergence. [54]
The GMTKN30 test set is constructed mainly from closed-shell small main
group molecules, and the results may not hold for transition metal (TM) com-
pounds. In several studies, the GGA and meta-GGA functionals have been
noted to perform best for TM-complexes, whereas DHFs might provide rather
poor results. [131–133] Inclusion of the exact exchange commonly increases the
accuracy, but using a too large fraction might lead to spin-contamination. [96]
The spin-state energetics of transition metal complexes may also be problem-
atic for DFT. [134]
Overall, modern DFT-D3 is very successful in describing organic and or-
ganometallic systems, as well as weak interactions. [135–138] Conventional
DFT underestimates hydrogen bond strengths, but inclusion of D3 improves
the result, and almost MP2 quality is reached even for very weak hydrogen
bonds. [139] Some functionals are heavily parameterized on a specific set of
molecules or reactions, e.g. the popular M06 functional has been fitted to
36 parameters, [140, 141] and their accuracy may be very different from one
system to another. DFT has its own fundamental issues as discussed in the
text (see also ref. [142]), and the user should be aware of them. Similarly to
the WFT methods, also static correlation needs to be treated properly if other
low energy solutions exist.
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2.6 Relativistic effects
Relativistic effects are not considered to be important in light main group
chemistry due to the slow speed of the core electrons. In heavy-elements,
the electrons in the 1s-orbital approach the speed of light, and relativistic
effects become important. [20] The 1s-orbital is contracted and the effect is
transferred to all s- and p-orbitals. For instance, the most strongly- contracted
orbital for gold is 6s instead of 1s. [19] Because s- and p-orbitals contract
towards the nuclei, they are stabilized. In contrast, the d- and f -orbitals
are expanded and destabilized. The shifts in the orbital energy levels are
specified as scalar relativistic effects (SR) (Fig. 2.10). The fully-relativistic
effect (FR) also includes spin-orbit coupling (SOC), where all orbitals with
angular momentum of l > 0 (p, d, f) are divided into two different energy
levels. In this work, computations have been performed for cobalt and gold
complexes, where relativistic effects are well known to be important for the
latter.
The chemistry and properties of gold are strongly influenced by relativistic
effects. [143–145] For example, the commonly used AuCl3 would not even be
stable in the ’non-relativistic’ world, [146] and the strong Lewis-acidity of gold
is due to scalar relativistic effects. [147] Pernpointner noted that the relativistic
treatment of gold complexes can be restricted to the scalar relativistic level,
while the SOC does not influence the orbital populations or energy levels. [148]
NR SR FR
Nd
(N+1)s
E
Fig. 2.10 The relativistic effect for the Nd-shell and (N + 1)s-shell. NR =
Non-relativistic, SR = Scalar-relativistic, FR = Fully-relativistic.
In the current work, the scalar relativistic effects have been taken into ac-
count using two variants: a relativistic effective core potential (RECP) [149]
for gold; and the zeroth-order regular relativistic approximation (ZORA) [150]
for all atoms. The RECP treats the core electrons as a fitted pseudopoten-
tial, and only the valence electrons are treated explicitly. Whereas the RECP
can be considered as a relativistic ’add-on’ to a non-relativistic computation,
in the ZORA approach, relativity is taken into account for all atoms in the
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Hamiltonian. Although in some cases the ECPs have been noted to recover
only part of the relativistic effects, [151] the results obtained during the initial
tests of this work were very similar when comparing both approaches.
2.7 Basis set
Quantum chemical methods are based on optimizing the electronic structure
of the molecule in various ways. In all the approaches described here, the
electrons are placed in molecular orbitals, which are constructed from atomic
orbitals through linear combination. The atomic orbitals are described by basis
sets, constructed from basis functions. Two popular types of basis functions
exist: Slater-type orbitals (STOs) and Gaussian-type orbitals (GTOs). [5–7]
Slater-type orbitals are basis functions that mimic the exact solution of
the Schrödinger equation for the hydrogen atom. Currently, these are rarely
used as most of the current quantum chemical programs rely on Gaussian-type
orbitals. The difficulty with STOs in molecular calculations is that solving
some of the necessary integrals analytically is practically impossible, requiring
them to be evaluated numerically.
These computational difficulties are avoided with Gaussian-type orbitals.
As a disadvantage, a single GTO does not describe the solution for a one-
electron atom correctly. Therefore multiple GTOs are needed to describe one
basis function, whereas each STO correspond to a basis function. The common
basis sets have recently been reviewed comprehensively [152, 153] and only a
short overview is given here.
2.7.1 Basis functions
To construct a basis set, the electron configuration of an atom is considered,
i.e. 1s22s22p2 for carbon. The minimal requirement for the basis set is that
each occupied atomic orbital should be described with a single basis function,
meaning that the respective basis set for carbon should have two s-type func-
tions (1s2 and 2s2) as well as px, py and pz -type functions. Each of these basis
functions may consist of several GTO’s. A basis set fulfilling these minimum
requirements, is called a minimal basis set or single-ζ (SZ).
The use of only one basis function to describe an orbital of an atom in a
molecule is not very accurate, especially for delocalized valence electrons. To
produce a more accurate basis set, a straightforward approach is to increase
the amount of basis functions used to describe an atomic orbital. A double-ζ
(DZ) basis set has 10 (4 s-type and 6 p-type) basis functions for carbon instead
of 5. The accuracy can be further increased in triple-ζ (TZ), quadruple-ζ (QZ)
etc. basis sets.
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The number of basis functions, and the computational effort, rises quickly
with increasing size of the basis set. To find a compromise between accuracy
and cost, Pople has developed split-valence basis sets, [154] where the core
and valence electrons are treated separately. The core-electrons are described
with a minimal basis set whereas a larger amount of basis functions are used
to describe chemically important valence electrons. A split-valence basis set
of DZ quality for carbon treats the 1s -orbital as SZ-quality whereas valence-
electrons (2s and 2p orbitals) are treated as DZ. Thus, the split-valence basis
set for carbon is built from 9 basis functions instead of 10.
To provide more flexibility for the electrons to delocalize, polarization and
diffuse functions can be added. For instance, including only s-type functions
for hydrogen means that the electron distribution around the nucleus is al-
ways spherical whereas in real molecules hydrogens are polarized. To take the
polarization effect into account, functions having angular moment one greater
than the valence space are added. For hydrogen this means additional p-type
functions and for carbon d-type functions. Diffuse functions, having the same
angular momentum as the valence space, are added to allow outer electron
shells to expand, which is especially important in anions.
The convergence of the energy with respect to basis set size is of key im-
portance, as the accuracy of the result is dependent on it. In general, the HF
and DFT methods can be considered to give properties and relative energies
corresponding to the complete basis set (CBS) limit with a TZ quality basis set
and qualitatively correct results may already be obtained at the DZ level. The
basis set requirement is higher for methods that include electron excitations,
i.e. WFT methods that include dynamic correlation and the DHFs. In these
cases, at least a TZ level basis set should be used but one should be aware that
even a QZ level basis set might not be sufficient. Therefore a good practice is
always to check the convergence of the result compared to higher quality basis
sets.
2.7.2 Basis set families
Different basis set families differ from each other with regard to how the basis
functions are optimized. In this work, the so-called Karlsruhe split-valence
basis sets, denoted with prefix def2-, have been employed. [155,156] This basis
set family has two major benefits: It is available for the whole periodic table
up to radon (Z = 86) and includes consistent auxiliary basis sets to benefit
from the RI-approximation. [157] Basis sets are named as def2-SVP, def2-
TZVP and def2-QZVP for valence DZ, TZ and QZ, with P indicating added
polarization functions. RECPs are included in the basis set from row five
onwards. With ZORA, modified, all-electron scalar relativistic version of the
2.8. SOLVENT EFFECTS 31
def2-basis sets have been used, and these are referred to later using the -ZORA
suffix. [158–161]
The original implementation of the def2-basis set did not include diffuse
functions. These have been added later, independently by the groups of
Furche [162] and Truhlar [163]. The authors recommend including them when
studying response properties [162] and electron affinities [163] but non-covalent
interactions and barrier heights are not affected significantly. A common rec-
ommendation is to always include diffuse functions when studying anions, but
Truhlar and coworkers note that the def2-basis sets are more diffuse than other
commonly used basis set families.
A very popular split-valence basis set is the 6-31G basis of Pople and
coworkers. [164] The dash separates the core and valence electrons to the left
and right sides, respectively. Each individual number is a basis function being
constructed from gaussian functions defined by the value of the number: the
core-electrons are described with single basis function (SZ) constructed from 6
gaussian functions and the valence-electrons are described by two basis func-
tions (DZ) where the inner function is composed of three gaussians and the
outer function is a single gaussian function. A TZ basis set of this family is
named 6-311G. Polarization functions are denoted as * and diffuse functions
as +. A disadvantage of this basis set family is that it is not available for the
whole periodic table, e.g. for transition metals.
Another commonly used basis set family is the Dunning’s [165] split-valence
aug-cc-pCVNZ basis set. These split-valence basis sets (N = D,T,Q etc.) are
optimized to recover the maximum amount of electron correlation. The diffuse
and core-correlation functions, denoted with the prefix aug and C, are optional
but polarization functions are optimized in the basis set. These basis sets
are used mainly with electron correlated WFT methods, while for DFT, the
previously mentioned families are much more efficient.
2.8 Solvent effects
In the past, practically all quantum mechanical computations were performed
in vacuum. Even though these conditions are far from the solvent-phase exper-
iments, the so-called gas phase approximation has proved to be very succesful.
It does not mean that solvation does not affect the real system, but rather
that the effect on different reaction pathways is similar and therefore the error
cancels out when comparing e.g. regio- and stereoselectivities. This does not
always hold, e.g. if ionic and neutral structures compete. Therefore, depend-
ing on the system and focus of the study, solvation effects may need to be
considered.
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To describe solvent effects properly, the optimal approach would be to
capture the dynamic and macroscopic effects of the solvent using an accurate
computational level. To achieve this, one should not only involve thousands
of solvent molecules in the calculations, but also sample the average behavior
and movement of these. A common approach is to take the solvation effects
into account by an implicit solvent model, which simulates a dielectric cavity,
parameterized with the macroscopic properties of the solvent. [166–169] An-
other often-employed strategy is to describe the macroscopic properties of the
solvent with an implicit model and to add a few explicit solvent molecules to
describe specific solute-solvent interactions, e.g. hydrogen bonding. For re-
action energies and barriers, this method might however, lead to errors if the
conformational freedom of the system is not included correctly. One should
also consider that the properties of an isolated solvent molecule may be very
different from the bulk solvent.
In this work, the solvent has been described with the conductor-like screen-
ing model (COSMO). [170] A major limitation of COSMO, and most implicit
solvent models, is that they only take into account the average electrostatics of
the solvent according to its macroscopic dielectric constant. Therefore, specific
pi-pi or hydrogen bonding interactions between the solvent and the solute are
not described properly. In cases where hydrogen-bonding is apparent, COSMO
for real solvents (COSMO-RS) has been applied. [171, 172] The theoretical
background of both methods has been reviewed recently. [173] COSMO-RS
has been shown to be a great improvement over COSMO, [174, 175] although
it is still not quantitatively accurate for describing hydrogen bonding. [176]
2.9 Transition State Theory
The energies can be linked to experimental reaction or catalyst design via
transition state theory (TST), [177] where the minimum energy structures are
connected to each other via transition states (TS): The TS are saddle-points in
the PES and maximum energy points on the reaction pathway. For example,
the reaction profile for reaction A + B → A-B is shown in Fig. 2.11.
The energies are specified as Gibbs free energies, constructed from enthalpy
and entropy (G = H - TS). The energy difference between the starting state
(A+B) and the transition state (A–B) is defined by the Gibbs free activation
energy ∆G . The overall reaction energy is defined as the energy difference of
(A+B) and A–B and termed as ∆G.
The obtained ∆G values can be linked to reaction rates using the Eyring
2.9. TRANSITION STATE THEORY 33
A + B
A--B
A-B
ΔG
ΔG
G
Reaction coordinate
Fig. 2.11 The reaction profile for a reaction between A and B.
equation [178]:
k =
kBT
h
e−
∆G
RT , (2.17)
where kB is the Boltzmann constant; h is Planck’s constant; R is the molar
gas constant; and T is the temperature in Kelvin. According to the Boltzmann
distribution, different energy states are populated according to e−∆G/(kBT ).
For example, if five conformers exist with nearly degenerate energies, their
relative populations can be evaluated from:
Pop1
Popn
=
e
−∆G1
kBT∑
n e
−∆Gn
kBT
. (2.18)
In equation 2.18, one calculates the population of conformer 1 (Pop1) com-
pared to all five conformers (n = 1,2,3,4,5). This is a useful formula for cal-
culating e.g. regio- and enantiomeric ratios, defined by the ∆∆G between
different transition states in the case of kinetic control.
With these tools, the computed energies can be linked to experimental
reaction rates or relative populations. To illustrate the accuracy needed in the
computations, rate constants for three different ∆G values from the Eyring
equation are shown in Table 2.3.
The behavior of the rate constant compared to the energy barrier is expo-
nential. Therefore even small errors in the computed ∆G values will introduce
significant errors in the computed rate constants. Also the energy obtained
from computations after common approximations is not the Gibbs free energy
of the system. The quantum chemically computed energy is based only on
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Table 2.3 Reaction rates calculated from Eyring equation at 298.15 K.
∆G (kcal/mol) Rate (s−1)
10 287000
15 61
20 0.01
the electronic energy and the nuclear repulsion energy at 0 K, and does not
take into account the vibrational and rotational movement of the nuclei. To
obtain the Gibbs free energies for a specific structure, vibrational frequencies
of the system are computed from second derivatives of the energy with the
respect to nuclear coordinates and solving the nuclear BO equation. The ther-
mal corrections are then obtained from statistical mechanics by applying the
Rigid-rotor Harmonic-Oscillator approximation to the quantized vibrational
frequencies and energy levels. The vibrational frequencies and thermal cor-
rections calculated in this way are typically slightly overestimated due to the
harmonic approximation, since the experimental, real vibrational frequencies
are anharmonic. [6] The overestimation of the harmonic vibrational frequencies
is usually systematic and they may be scaled using an empirically defined scal-
ing factor to approach the quality of computationally-demanding anharmonic
frequencies. [179,180]
When determining the relative populations of different states, usually chem-
ically very similar structures are compared, e.g. two transition states leading
to different regioisomers. A substantial cancellation of errors may be expected
and therefore the accuracy of the result is beyond the accuracy of the method
in many cases. On the other hand, one should keep in mind that TST is a
classical theory which neglects quantum and dynamic effects. Common exam-
ples of these are tunneling [181,182] and bifurcation [183], where one transition
state leads to at least two products.
2.10 Molecular properties
The previous discussion has focused on computing the wave function and the
energy of the system. Once they are available, many interesting properties can
be computed. In this work, we have used partial charges and computed NMR
chemical shifts to understand reactivity and selectivity in chemical reactions.
2.10.1 Partial charges
Partial charges are not a measurable quantity and therefore they cannot be
compared directly to the experimental values. They can, nevertheless, be com-
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puted quantum chemically, and we found them to be extremely useful in order
to explain the regioselectivity of the Pauson-Khand reaction.
The partial charge (q) of atom i in a molecule is defined as [5]:
qi = Zi −N(i), (2.19)
where Zi is the atomic number of atom i, and N(i) is number of electrons
associated with atom i in the molecule. The N(i) can be computed based on
orbital population or spatial electron distribution.
From orbital population methods, the earliest and very widely used method
is the Mulliken population analysis, [184] which carries out a simple partition-
ing of the product of the bond orders and charges matrix and the atomic orbital
basis function overlap matrix. This is a problem e.g. with diffuse atomic or-
bitals as the electrons might be actually closer to the next atom rather than
the atom on which the orbital is centered. Therefore the Mulliken charges can
change significantly according to the basis set.
In this work, we have frequently employed charges obtained from natural
population analysis (NPA), also called natural bonding orbital (NBO) charges.
[185, 186] In these, the N(i) are evaluated by forming a set of natural atomic
orbitals (NAO). As a consequence, they are more expensive to compute than
Mulliken charges, but suffer from fewer problems. Hirshfeld charges have also
been used in this work to confirm the conclusions based on NBO charges. [187]
With Hirshfeld charges, the N(i) is based on volume integration of the actual
molecular electron density and a reference set of spherically-averaged atomic
densities, instead of orbital populations.
2.10.2 NMR chemical shifts
Computed NMR chemical shifts can be very useful for the organic chemist to
analyze complex experimental spectra. [188, 189] In order to compute NMR
chemical shifts, the interaction of the molecular Hamiltonian with an exter-
nal magnetic field has to be computed. The magnetic properties of the system
should be independent of the origin of magnetic field vector, the so-called gauge
origin; but this only holds when an infinite basis set is used. In practical com-
putations, a finite basis set is employed and therefore the gauge origin has to
be chosen. [190] In this work, two gauge origins have been employed: individ-
ual gauge for localized orbitals (IGLO) [191, 192] and gauge-including atomic
orbitals (GIAOs) [193–195]. For practical aspects and recommendations on
how to compute NMR shifts, Tantillo has recently published an excellent re-
view. [196]

3 Results
The results of this work are published in four separate peer-reviewed articles,
listed on page ii. The contributions of the authors in each article are explained
on page iv. All articles are found as attachments in the Appendix, and here
only a short summary of the central results is given. The Supplementary
Information of papers II and IV included important parts of the work, and
those are included in the Appendix (IIb and IVb). We also performed a small
benchmark study to discover a suitable DFT method for homogeneous gold
catalysis. This data is not included in the original articles and is discussed here.
All computations have been performed employing a suitable RI-approximation
as implemented in Turbomole [197] or Orca [198] program packages, and the
prefix RI is omitted in the following discussion.
3.1 Benchmark study for gold complexes
Faza et al. [199] recently benchmarked 32 DFT functionals for homogeneous
gold catalysis in order to choose the optimal one for reaction mechanism stud-
ies. The complexes were optimized at the CCSD/def2-SVP level and the en-
ergies were defined with higher level basis sets, def2-TZVPP. The problem is,
however, that a double-ζ quality basis set is too small for electron correlation
treatment in order to obtain sufficient geometries. This was highlighted in
study by Nava et al. [200], where the geometries and the complexation ener-
gies were compared for four Au(I)-complexes (Fig. 3.1). Compared to high
level CCSD(T)/def2-QZVPP reference calculations, the benchmark level used
by Faza et al. was actually outperformed by all density functionals included in
the study. The authors recommended the use of BP86 and TPSS functionals.
The inability of common density functionals to treat medium and long
range correlation effects correctly, i.e. dispersion interactions, was discussed
in Chapter 2. In this work, the dispersion forces have been treated using the
atom pairwise corrected DFT-D3. The D3-correction was not included in the
study of Nava et al., and therefore we decided to expand the study slightly
to D3-corrected functionals with zero and BJ-damping, referred to as D3 and
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Fig. 3.1 The gold complexes chosen for the benchmark study.
D3BJ. Later, the recently published DLPNO-CCSD(T) method was included
in the study. The def2-TZVPP basis set was used in all DFT computations
and the relativistic effects for gold were treated with the RECP included in the
basis set, in accordance with the reference level used by Nava et al. Accounting
for scalar relativistic effects using the ZORA Hamiltonian was tested, and it
was found to have a negligible effect on complexation energies. The DLPNO-
CCSD(T) results were obtained using the ZORA Hamiltonian and the def2-
TZVPP-ZORA basis set.
The results are summarized in Fig. 3.2. The mean absolute deviations
(MAD) in the bond lengths are defined from the Au-L, C-C and both Au-C
distances. The complexation energies are defined as E(1/2) - E(ethene/ethyne)
- E(AuL), where AuL is AuCl (a) or [AuPH3]+ (b).
All density functionals tested provide accurate geometries for the restricted
set of complexes. The D3-corrected TPSS is slightly better than without D3-
corrections, with MAD less than 1 pm. The hybrid variant, TPSSh-D3, has the
best performance for geometries. The BJ-damped D3 (D3BJ) provides worse
results than zero damped in combination with the all studied functionals.
The complexation energies are overestimated by all functionals, and the
effect is the most pronounced with the D3BJ-correction. However, the effect is
very systematic and the result of both Au-complexes preferring coordination
to ethene over ethyne is qualitatively correct with all functionals. On the other
hand, for comparing small ligand effects, DFT might not be accurate enough:
• All methods provide a qualitatively correct answer to the question ’Is
coordination preferred to alkenes over alkynes?’. The ∆E(1-2) values
for AuCl and [H3PAu]+ are 5.0 and 4.3 kcal/mol at the reference level,
respectively. The DFT methods estimate values between 2.9 and 4.0
kcal/mol, providing a qualitatively correct answer to the question.
• If the question was changed to ’How does the ligand affect the coordina-
tion energies?’, then the DFT methods tested here might not be suitable.
For this, we need to look at the ∆E(1-2)(a) - ∆E(1-2)(b) value. At the
reference level, this is 0.7 kcal/mol (5.0 - 4.3 kcal/mol), suggesting that
AuCl (a) prefers coordination to alkenes over alkynes slightly more than
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Fig. 3.2 The mean absolute deviations (MAD) in a) bond lengths and b)
complexation energies compared to the CCSD(T)/def2-QZVPP ref-
erence for complexes 1a/b and 2a/b.
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[H3PAu]+ (b). Density functionals provide values between 0.1 and 0.3
kcal/mol, estimating the ligand effect to be similar in both cases. There-
fore, comparison of such small energy differences should be considered
with caution.
The DLPNO-CCSD(T) method was released in autumn 2013 and therefore
was not used originally in this work. It has been used later to recalculate some
of the results. Here it was used for single-point energies for the reference and
the TPSS-D3 structures. In complexation energies, MAD of only 0.1 kcal/mol
is found when using either set of structures. The results are also consistent for
the ligand effects, and therefore the DLPNO-CCSD(T) method can be consid-
ered as very promising for single point energies. The DLPNO-CCSD method
does not provide a substantial improvement over DFT for complexation ener-
gies.
Based on the discussion above, the TPSS-D3 method was chosen for study-
ing reactions involving gold. Geometries are slightly better with the hybrid
variant TPSSh-D3, but the computational cost is also increased. Even though
the TPSS functional provides slightly better complexation energies than TPSS-
D3, we consider the D3-correction to be essential for the systems of interest.
When computationally feasible, a heavily polarized def2-TZVPP basis set was
selected. Otherwise, the slightly less polarized def2-TZVP basis set was em-
ployed.
3.2 Development of the Au(III) catalyst
During the past decade, cationic Au(I) complexes bearing N-heterocyclic (NHC)
carbene or phosphine ligands have received an enormous amount of attention
among many research groups. [201,202] Due to the scalar relativistic contrac-
tion of the 6s and expansion of the 5d-orbitals, gold is the most electronegative
transition metal. This makes it an efficient Lewis-acid for activating pi-systems,
such as alkynes. [203–205] A generally accepted simplified catalytic cycle for
the activation of alkynes towards nucleophilic attack is shown in Scheme 3.1.
The activated pi-system 4 is electron deficient, and can react with various nu-
cleophiles. In the formed vinyl-gold complex 5, the gold and the nucleophile
are typically trans to each other. In general, the nucleophilic attack is correctly
predicted by Markovnikov’s rule, but recent examples of Anti-Markovnikov ad-
ditions exist. [206] The last step in the simplified catalytic cycle is the replace-
ment of the gold with an electrophile (5 → 6). The electrophile is commonly
a proton and this step is called protodeauration.
The catalytically active gold complex 3 can be either neutral or ionic
(Scheme 3.2). Typical examples of neutral gold complexes are AuCl and AuCl3,
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Scheme 3.1 A simplified catalytic cycle to elucidate the role of gold as a
Lewis-acid.
both having a free low-lying unoccupied orbital to activate pi-systems. The
strong Lewis acidity of the simple Au(III) salt AuCl3 has been known for a
long time, e.g. Kharasch and Isbell noted in 1931 that it reacted rapidly with
benzene. [207] In modern applications, the simple salts are commonly replaced
by phosphine or NHC -liganded two-coordinated LAuCl or four-coordinated
LAuCl3 complexes, allowing fine tuning of the catalytic properties. [208] The
liganded complexes do not have any low-lying free orbitals to activate pi-
systems, and pi-systems are not capable of replacing the Au-Cl bond. Oxida-
tive additions are also uncommon in general gold chemistry. [209] Therefore,
a vacant coordination site is produced with a co-catalyst which is typically
a Ag(I)-salt AgY, where Y is a weakly or non-coordinative counter ion, e.g.
−NTf2 or −OTf. The use of silver as a co-catalyst is not only an additional
cost, but also a possible source of crucial impurities. [210]
Au
4
R2R1Au = AuXAuX3
Au = L-AuXL-AuX3
[L-Au]+ Y-
[L-AuX2]+ Y-
AgY
AgX
L = NHC
Scheme 3.2 Activation of alkynes with neutral and ionic gold-complexes.
In paper I an additive-free cationic Au(III) catalyst was designed and pre-
pared. The hypothesis of the catalytically active species was supported by a
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combination of experimental and computational studies. The catalyst is based
on a pyridine side arm, which acts as a nucleophile on the gold center to gen-
erate an ionic and catalytically active species in the course of the reaction
(Scheme 3.3). The pi-systems are not able to replace the Au-Cl bond, but
replacements of the Au-N bonds are known. [211] The concept is only possible
for Au(III) due to the need for a square planar geometry.
N N
N
Au
Cl
Cl Cl
N
N
NAu
ClCl
Cl
N
N
NAu
Cl
Cl Cl
7 8
TS7-8
Scheme 3.3 Formation of the active catalyst 8.
Three NHC-Au(III) complexes A-C (Fig. 3.3) were prepared and studied
both, experimentally and computationally. The catalytic activities of the com-
plexes were tested in two alkyne activation reactions, showing B to be more
active than A. The correlation of the nucleophilic properties of the pyridine
with the catalytic activity supports our initial hypothesis on pyridine acting
as a nucleophile. The complex C was synthesized as a reference catalyst, hav-
ing similar electronic properties to A and B, but lacking the possibility of
nucleophilic attack. As expected, no activity was observed for complex C.
N N Mes
Au Cl
Cl
Cl
N N N Mes
Au Cl
Cl
Cl
N
O
N N Mes
Au Cl
Cl
Cl
A B C
Mes = trimethylphenyl
Fig. 3.3 Synthesized Au(III)-NHC complexes in Paper I.
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3.2.1 Further studies
Complex B was found to be an effective catalyst in the cycloisomerization of
alkynylfuran 9 to isobenzofuranol 10 (Scheme 3.4), as discussed in the paper.
This reaction was also used in further studies to probe the reactivity. Another
test reaction used in Paper I, involving an activation of o-alkynylaniline, may
be problematic due to gold thermodynamically favoring coordination to the
amine over the alkyne, [212] as noted in our separate study so this was not
considered further.
O O
Au
OH
O
9 10
Scheme 3.4 The reaction used to benchmark the catalytic activity of com-
plexes A-C.
During the initial work, the catalyst B was found to be operative in chlo-
roform (CHCl3), whereas no activity was observed in acetonitrile (MeCN) at
ambient temperatures. Later, the turnover number (TON) of complex B was
improved slightly when changing the solvent to dichloromethane (DCM). The
reaction was originally reported in MeCN, [213] and therefore we consider the
solvent effect to be related to the generation of the active species rather than
the overall catalytic cycle.
The possible coordination of MeCN to the gold might slow down the cat-
alytic cycle, but it should not inhibit it completely. This was confirmed in
experiments, where the reaction had been completely inactive in MeCN for
hours until it was initiated by the addition of a small amount of DCM into
the solution. We consider the solvent effect to be related to the ability of the
solvent to stabilize the chloride anion by hydrogen bonding as discussed below.
The transformation of the neutral state 7 to the presumed catalytically
active ionic state 8 was studied computationally in order to understand the
effect (Fig. 3.4). A slightly reduced model system, where the mesitylene-group
is changed to a methyl-group according to Scheme 3.3 was used. All structures
were optimized using the TPSS-D3/def2-TZVP method in DCM and MeCN,
treating the solvent effects with the COSMO model. The results are tabulated
in Table 3.1.
In the COSMO model, the solvents differ from each other only by their
dielectric constants, which are 8.9 and 37.5 for DCM and MeCN, respectively.
[214] In order to include a more realistic description of hydrogen bonding of
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(a) 7 (b) TS7-8 (c) 8
Fig. 3.4 Visualization of the neutral (7), transition (TS7-8) and ionic (8)
states of model system, optimized at TPSS-D3/def2-TZVP level in
DCM (COSMO).
the solvent, the COSMO model for real solvents (COSMO-RS) was used for
solvation energies for the COSMO optimized structures. The experimental
results indicate the ionic state to be more stabilized in DCM than in MeCN.
As expected, the COSMO model gives results vice versa which is easy to
understand as the MeCN is more polar, i.e. it has higher dielectric constant.
When taking the hydrogen-bonding ability of the solvent into account with
COSMO-RS, the ionic state is more stabilized in DCM than in MeCN.
Table 3.1 The ∆G(298K) values for 7,8 and TS7-8.
Method Solvent Model 7 TS7-8 8
CCSD(T) DCM COSMO 0 13.7 6.5
TPSS-D3 DCM COSMO 0 9.1 5.2
TPSS-D3 MeCN COSMO 0 8 2.9
TPSS-D3 DCM COSMO-RS 0 - 4.8
TPSS-D3 MeCN COSMO-RS 0 - 5.8
It seems that the hydrogen bonding ability of the solvent is crucial in order
for complexes A and B to reach their catalytically active ionic states. To
confirm the hypothesis, trifluoroethanol (TFE) was used as solvent, being a
strong H-bond donor but a weak acceptor. The catalysts were found to be
active, and TFE was also observed to boost the reaction in MeCN similarly
to DCM. The optimal solvent for the catalyst was still found to be DCM, but
the success of the experiment provides additional support for the hypothesis.
Single-point energies for all three structures were also calculated using the
DLPNO-CCSD(T)/def2-TZVPP-ZORA method. The SIE of DFT is seen in
the underestimation of the activation energy barrier by several kcal/mol, but
the ∆G value is well estimated. Differences according to the solvents are noted
to be reliable already at the TPSS-D3 level.
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3.3 Au(III) - Aspects of the reaction mechanism
In Paper II the reaction mechanism for Au(III) catalyzed conversion of chi-
ral enyneamine 11 to chiral cyclopentadiene 12 was studied (Scheme 3.5).
The proposed catalytic cycle, involving a dual Au(III)-assisted cis-trans -
isomerization, was concluded from a combination of experimental and com-
putational studies.
N
Ph
KAuCl4
TCE, 40 °C
16 h H Ph
11 12
Scheme 3.5 Au(III)-catalyzed synthesis of chiral cyclopentadienes.
According to the previously discussed benchmark results, TPSS-D3/def2-
TZVP was chosen as the computational method. The cyclization step, which
determines the enantioselectivity, was studied using a wider variety of density
functionals, all giving a very good correlation with the experiment. A direct
cis-trans -isomerization of vinyl-Au(III) species 13-cis was noted to require
treatment of static correlation and therefore the NEVPT2 method was applied
(Scheme 3.6). Comparison of the performance of different functionals on the
enantioselectivity, and an extensive study on how static correlation was treated,
have been published in the Supplementary Information of the original article,
and are included in the appendix (IIb).
H
[Au]
H
[Au]
13-cis 13-trans
Scheme 3.6
An additional interesting aspect related to cis-trans -isomerization is the
gold-carbene behaviour. This discussion was started by Toste and coworkers
[215] and continued by several authors as discussed in the paper. Vinyl Au(I)
and Au(III) are able to stabilize carbocations by back-donating electrons from
their filled 5d-shells, as elucidated in Scheme 3.7. The carbocation 14a is
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mainly considered to be stabilized by the carbenoid structure 14b, whereas
the lifetime of the true gold-carbene 14c is short, if it exists at all. [216]. In
accordance with this, we observed a carbenoid-type structure to be dominant in
the ground states, but considered that the carbene reactivity may be operative
in the transition states.
[Au] [Au] [Au]
14a 14b 14c
Scheme 3.7 The gold-carbene behaviour.
3.4 Regioselectivity in the Pauson-Khand reaction
The Pauson-Khand (PK) reaction is a cobalt-mediated [2+2+1] cycloaddition
between alkyne, alkene and carbon monoxide (Scheme 3.8). [217–220] The
alkyne and alkene can be present in the same molecule or in two separated
molecules, providing respective intra- and intermolecular versions of the reac-
tion. Our study and the concomitant discussion are restricted to the latter.
When unsymmetrical alkynes (R1 6= R2) are used, two regioisomers may
be formed. These are typically named as α- and β-regioisomers, defined by
the relative position of the substituent compared to the carbonyl carbon. For
example, 17 is the α- and 18 is the β-regioisomer according to R1. Different
substituents polarize the alkyne differently, and in papers III and IV we have
studied how this affects the regioselectivity of the PK-reaction. Our aim was
not only to understand the factors affecting the selectivity, but also to provide
simple tools to predict it.
R1
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[Co]
15 16 17 18
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O
R2
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Scheme 3.8 The Pauson-Khand reaction.
The reactivity of the Pauson-Khand reaction is dependent on the nature
of the olefin. [221] Here, the alkenes were restricted to norbornene and nor-
bornediene, where the former has been shown to be slightly less regioselective
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in the PK reaction than the latter. [222] While the PK-reaction is known to
provide regioselective building blocks for complex molecules, [223,224] the use
of norbornediene as alkene may serve as a platform to provide an efficient route
to both regioselective and enantioselective cyclopentenones: The PK-product
20 can undergo a retro-Diels-Alder reaction and can be obtained by an enan-
tioselective PK-reaction (Scheme 3.9). [225,226] Therefore, understanding the
factors affecting the regioselectivity are of essential interest.
H
H O
R1/R2
R2/R1
R1
R2
Co(CO)8
O
R1/R2
R1/R2
16 19 20 21
Scheme 3.9
3.4.1 The reaction mechanism
The key steps of the mechanism, shown in Scheme 3.10, are well-established.
[227, 228] First, the alkyne 16 reacts with Co2(CO)8 to form a dicobalthexa-
carbonyl-complex 22. With loss of one CO ligand, the pentacarbonyl-complex
is able to coordinate to an alkene (23). The next step, the insertion of the
alkene into the alkyne (23 → 24), determines the regioselectivity and is con-
sidered to be non-reversible. [228] The last steps in formation of the cyclopen-
tenone 26 are the insertion of CO into the cobaltocycle (24 → 25) and the
reductive elimination and dissociation of the dicobalt unit.
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Co CO
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OC CO
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CO R1 R2
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Co CO
CO
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R1 R2
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Co CO
CO
CO
OC CO
O
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C
O
R2
R1
16 22 23 TS23-24
242526
Scheme 3.10 The key steps of the PK reaction mechanism.
The alkene can be accommodated in either an equatorial or axial position
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in the complex 23 (Fig. 3.5), resulting in a number of transition states leading
to α- or β-regioisomers. However, the energy barrier for the alkene to pseu-
dorotate between the coordination sites has been shown to be low compared to
the energy required for the insertion, [229] so the initial C-C bond is preferably
formed in the axial position. [229, 230] Our findings for norbornediene are in
accordance with these results, and are found in the Supplementary Information
of Paper IV (IVb in the appendix).
R2R1
Co
eq eq
ax
Co(CO)3
Fig. 3.5 Nomenclature of the coordination sites: ax = axial; eq = equatorial.
3.4.2 Factors determining regioselectivity
A model for the transition state is shown in Fig. 3.6. The substituent attached
to the alkynyl carbon where the initial C-C bond is formed occupies the β
-position in the final product. The α : β regioselectivity is affected by the
steric and electronic nature of the substituents. Electron withdrawing groups
(EWG) have been shown to favour the β-position and electron donating (EDG)
groups favour the α-position. [231–233] This is considered to be controlled by
the alkyne polarization where the initial C-C -bond is formed to the more
electron rich alkynyl carbon. [230] The steric effects override the electronic
effects, probably by sterically hindering the required transition state. [234,235]
EWG EDG
Co
Co(CO)3
OC CO
δ− δ+
αβ
Fig. 3.6 A model of the transition state where the initial C-C -bond is
formed.
The first strong argument in the alkyne polarization induced regioguid-
ance is based on the experiment of Milet and Greene, who noted that the
diarylalkyne 27 only gave the pure isomer 28 having the EWG-group in the
β-position (Scheme 3.11). [233] Here the selectivity can be considered to arise
from the electronic effects, as the EDG/EWG functional groups are placed
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quite distant from the reaction center in order to neglect the steric effects.
However, the experimental discovery in paper III suggested an error in the
corresponding characterization where the 28/29-ratio was re-determined to
be 1.3/1 instead of 1/0. In papers III and IV, our aim has been to provide a
realistic picture of electronic regioguidance in the PK-reaction.
EtO2C
Co2(CO)8
O O
CO2Et
CO2Et
27 28 29
Scheme 3.11
3.4.3 Alkyne polarization
The alkyne polarization can be considered to be mediated by resonance and
inductive effects. In paper III we studied a set of diarylalkynes which were
substituted with different EDG/EWG groups at ortho and para positions
(Scheme 3.11). Here, the alkyne polarization was mainly due to the reso-
nance effect. In paper IV the study was restricted to the inductive effect by
studying aliphatic alkynes instead of conjugated diarylalkynes (Scheme 3.12)
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Scheme 3.12
In the case of aliphatic alkynes, the polarization of the alkyl carbons dic-
tates the regioselectivity and a qualitative correlation can be found between
the regioselectivity and the NBO charges of the alkynyl carbons, which is in
accordance with the previously published model. [230] However, this does not
always hold for diarylalkynes. For instance, the NBO charges and the ex-
perimental results for three methoxy substituted diarylalkynes are shown in
Fig. 3.7. The α/β-ratio is changed from 1.6/1 to 1/1.6 when the substitution
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is changed from the para-position (33) to both ortho-positions (35). When all
three positions were substituted (34), an α/β-ratio of 1/1.4 was obtained.
C1
C2
C3
C4
O
33
1.6 : 1
C1
C2
C3
C4
C1
C2
C3
C4
O
OO O O
34
1 : 1.4
35
1 : 1.6α : β
0.013
-0.003
0.013
0.004
0.017
0.005
-0.15
-0.12
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Fig. 3.7 The computed NBO charges at TPSS-D3/def2-TZVPP level for 33-
35. The black arrow points to the carbon where the C-C bond
formation is experimentally preferred.
The black arrow points to the alkynyl carbon where initial C-C bond forma-
tion is preferred, according to the experimental data. This is the more electron
rich carbon only in the case of 33. Therefore, this model provides a qualita-
tively incorrect prediction of the regioselectivity for substrates 34 and 35. To
understand why the polarization is not visible in the alkynyl carbons, electron
density difference plots of 33 and 35 are shown in Fig. 3.8. These plots are
made by subtracting the electron density of the substituted diarylalkyne from
the non-substituted diarylalkyne. The blue color indicates increased electron
density and the red colour reduced electron density. Large areas of increased
electron density can be seen where the methoxy groups are introduced, but
the focus is on the polarization of the phenyl ring and the alkynyl carbons.
Resonance effect mediated ortho/para-directed polarization is clearly seen
for the both substrates. However, for 35 the polarization effect is no longer
visible in the alkynyl carbons. In both cases, a clear polarization can be seen
in the carbon bonded to the alkynyl carbon. We consider that this polarization
will act as EWG/EDG in the course of the reaction and therefore dictate the
regioselectivity. Indeed, the regioselectivity for all studied substrates correlates
qualitatively, and in certain limits even quantitatively, with the computed NBO
charges of the C1 and C4 -positions (Fig. 3.7).
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(a) 33 (b) 35
Fig. 3.8 The relative electron densities for substrates 33 and 35 compared
to the electron density of 1,2-diphenylethyne. Blue and red colors
indicate increased and reduced electron density, respectively. Iso-
surfaces are plotted using isovalue of ±0.001.
3.4.4 Weak interactions
In paper IV we also wanted to understand other factors affecting the regios-
electivity in addition to the electronic factors. This was done by studying
three model systems where the effects of the substituent were compared to the
methyl group as explained in the paper. With these model systems, we could
elucidate how the steric effects override even very large electronic effects of the
CF3 -group, and discovered interesting aspects concerning how intramolecular
hydrogen bonding can affect the regioselectivity (Scheme 3.13). It seems that
intramolecular hydrogen bonding between the alkyne substituents and H4 has
a notable effect on the regioselectivity. The hydrogen bond makes the hydro-
gen slightly more acidic, which was shown to facilitate the reaction. It can
be considered that the hydrogen bond allows donation of electron density of
the C-H4 bond to the C-C bond formation, and therefore lowers the activation
energy barrier.
Co
H1
H2
H4
H3
Slightly more acidic
than H1-H3
Co
H1
H2
H4
H3
O
O--H Interaction
increases NBO 0.22 -> 0.25
δrel,NMR = 0 ppm -> 1.5 ppm
Scheme 3.13
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3.4.5 Computational methods and accuracy
In addition to gold-complexes, TPSS(-D3) functional has also been shown to
describe other transition metal complexes very well. [133, 236, 237] Therefore,
the study has been performed mainly at the TPSS-D3/def2-TZVPP (alkynes)
or TPSS-D3/def2-TZVP (dicobalt complexes) levels. In the course of the
study, the results have been reliably confirmed using other density function-
als and the alkyne polarizations were also confirmed at the MP2/def2-QZVPP
level. The use of HF-based wave-function methods for dicobalt complexes may,
nevertheless, be problematic due to spin-contamination, whereas non-hybrid
DFT was found to reproduce CASPT2 electronic structure results. [238]
The assumed non-reversibility of the alkene-insertion step means that the
regioselectivity is kinetically controlled. According to the TST, the α/β-ratio is
determined as the difference between the activation energies to reach TS23-24
for α- and β-regioisomers from 23. Due to pseudorotation, a comprehensive
ground state study can be neglected, as we can assume all transition states
to rise from the same global minimum. The regioselectivity should there-
fore be defined as the direct energy difference between the transition states.
Computationally this means that the energy differences are compared between
chemically similar conformers, and therefore DFT-D3 computations should be
accurate for the transition state comparison in paper IV. The results were also
confirmed using several other density functionals and also with larger basis
sets. This data is found in the Supplementary Information of paper IV, and is
included in the appendix (IVb).
Alkyne polarization was studied using NBO charge analysis. The charge
differences are very small and therefore the results in paper III were also con-
firmed as reliable compared to the Hirshfeld charges. The NMR-computations
in paper IV were confirmed to be reliable by using two approaches: GIAO-
/BP86/def2-TZVPP and IGLO/TPSSh/def2-TZVPP.
4 Conclusions
Quantum chemistry can be a powerful methodology for a chemist to provide
an understanding of complex chemical systems. In this work, it has been used
in combination with experimental studies to understand factors affecting the
selectivity in chemical reactions or activity of a catalyst. The collaboration of
both fields has been essential, and the results presented here would not have
been possible without it. The most important results of this work can be
separated as follows.
• New types of Au(III)-catalysts were designed and prepared. The benefit
of these catalysts is that they are able to activate pi-systems without any
co-catalyst, unlike traditionally used liganded Au(I)/Au(III) complexes.
The co-catalyst is not only an additional cost but also a potential source
of impurities, which might be crucial e.g. in medicinal chemistry ap-
plications. The combination of computational and experimental studies
provided us with an understanding of how the catalysts work, and this
has started a line of research which is ongoing in our laboratory.
• In addition to catalyst design, the mechanistic understanding of transi-
tion metal catalysts is of significant importance. The simple Au(III) salt
AuCl3 is known to be an efficient Lewis-acid for activating pi-systems.
We discovered a potential role for AuCl3 to act as both a Lewis acid
and Lewis base in cis-trans isomerization of vinyl-gold species. This
may influence further studies when reactions involving gold complexes
are considered.
• Apart from Au(III)-chemistry, computational methods were applied in
order to understand the regioselectivity of the Pauson-Khand reaction.
We were able to design a simple computational model which was able to
provide a qualitative, and within certain limits even quantitative, predic-
tion of the regiochemical distribution of the products. The model is based
on NBO charges that are simple to compute. Moreover, it was found that
intramolecular hydrogen bonds can affect the regioselectivity of the reac-
tion. We hope that these findings may assist synthetic chemists in order
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to predict regiochemical outcomes of the Pauson-Khand reaction.
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