The efficient classification of remote sensing images (RSIs) has become the key of remote sensing application. To tackle the high computational cost in the traditional classification method, in this paper we propose a new RSI classification method based on improved convolutional neural network (CNN) and support vector machine (SVM) (CNN-SVM). In this method, we first designed a seven-layer CNN structure and took the ReLU function as the activation function. We then inputted the RSI into the CNN model and extracted feature maps and replaced the output layer of the CNN network via training the feature maps in the SVM classifier. Next, taking the simulation experiments of MNIST handwritten digital dataset and UC Merced Land Use remote sensing dataset as examples, we tested and verified the proposed method in this experiment. Finally, the empirical study of volcanic ash cloud (VAC) classification from moderate resolution imaging spectroradiometer (MODIS) RSI was carried out and evaluated. The experimental results show that compared with the traditional methods, the proposed method has lower loss value and better generalization in modeling training; the total classification accuracy of VAC and Kappa coefficient reached 93.5% and 0.8502, respectively, and achieved preferable VAC identification and visual effects. It will enhance the classification accuracy to the massive remote sensing data.
I. INTRODUCTION
Image classification is method of image processing that the different type of information is classified into the correspond categories in accordance with the feature reflected in the image [1] , [2] . That is, the classified image is dividing and merging into the defined classes by labeling each class. It can replace with human visual judgment in image classification by computer quantitative analysis [3] - [5] and improve obviously the classification efficiency to some extent. As the constant performance improvement of satellite sensors in imaging and space-time aspects, the image feature of remote sensing images (RSIs) becomes more and more complex as
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well as the amount of remote sensing data rising unceasingly [6] . At present, the image classification has become one of the core issues in the field of computer vision. Due to the complexity and diversity of image types, the various classification algorithms are proposed by researchers worldwide. However, the classification effects are not the same in all tests. As an important space-to-ground observation technique, remote sensing has already been widely used in the atmospheric environment, earth surface coverage, urban security and ocean observation, and so on [7] - [11] . In the acquisition and application of remote sensing data, the classification of RSI has always become a bottlenecks that restricting current the vigorous development of remote sensing application. As the continuous improvement of sensor performance, the resolution of RSIs enhances unceasingly, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and then most of the pixels are composed of mixtures with multiple types of earth object. Therefore, some early classification methods of RSIs [12] , e.g., scale-invariant feature transform (SIFT), histogram-oriented gradient (HOG) and local binary patterns (LBP), etc. are not suitable to newly emerged RSIs in recent years. In addition, these methods are not only high computation complexity but also big data redundancy, and it is difficult to obtain the better performance effect of RSI's classification. In contrast, the convolutional neural network (CNN) can automatically extract various representative features of different types from the image and achieves good classification results on the imagenet dataset [13] - [16] . In fact, CNN is a deep nonlinear structure whose number directly determines the description capability. At present, it has been widely used in image classification, face and speech recognition, handwritting font and traffic signal recognition, natural language processing, etc. [17] , [18] . Support vector machine (SVM) has obvious advantages in solving small sample, nonlinear and high-dimensional pattern recognition, and avoids dimension disaster to some exten [19] - [21] . It can classify both linear learning and nonlinear problem via the kernel fnction [22] , [23] . Generally, RSI pixels often contain a variety of earth object information, the random distribution and confusion is serious (i.e., linear and nonlinear features coexist in RSI pixels), and the classification are more complicated than that of traitional digital image.
In view of the high computation complexity of activation function in CNN model, Wang et al. [24] designed a classification method combined CNN with limit learning machine (ELM) (CNN-ELM) and tested by synthetic aperture radar (SAR) image. About the difficulty to obtain samples of warships, a deep learning integrating CNN and SVM was proposed and tested by migration learning [25] . Meng et al. [26] classified the high spectral wetland RSI by CNN method and compared with spectral feature SVM (SP-SVM) and texture feature and spectrum SVM (TSP-SVM). Zhang et al. [27] designed eight-layer CNN classifiers and classified high-resolution RSIs and achieved good classification results. Via constructing test datasets including different resolutions, sizes, sea conditions and sensor types, Li et al. [28] proposed a new ship target detection method combined with feature aggregation and migration learning from SAR images. As it describes, the focus of CNN is mainly on the feature extraction and classifier design closely related to RSI types.
On the basis of the traditional RSI classification method, this paper proposes a new improved CNN-SVM method for RSI classification. On the one hand, a seven-layer CNN network structure was designed and constructed; subsequently, the RSI was used to train as sample information in the CNN network. On the other hand, to address the poor performance of activation function and classifier in traditional CNN, the ReLU function is selected as the activation function of CNN model. And then the SVM classifier is used to classify the RSI and improve the image classification efficiency. The rest of the paper is constructed as follows: Section 2 describes the theoretical basis. Section 3 presents the detailed process of the proposed CNN-SVM method. Section 4 and 5 devote the simulation experiments and RSI classification. Section 6 explores the volcanic ash cloud (VAC) classification from moderate resolution imaging spectroradiometer (MODIS) RSI. Finally, conclusions are drawn in Section 7.
II. THEORETICAL BASIS A. CNN METHOD
CNN is a typical feedforward neural networks with convolutional computation and deep structure. It is one of the representative algorithms of deep learning. Due to CNN can perform translation invariant classification, so it is also called shift-invariant artificial neural networks (SIANN). CNN model can conduct supervised learning and unsupervised learning by parameter sharing of convolutional kernel and sparseness of inter-layer links. CNN models include some structural characteristics, such as local perceptual domain, weight sharing and pooling. Compared with the conventional neural networks, the most distinguishing feature of CNN is the convolutional layer (feature extraction) and pooling layer (feature optimization and selection). The traditional CNN structure is shown in Fig. 1 . A fully CNN model contains input layer, convolutional layer, pooling layer, fully connected layer and output layer [29] , [30] . Thereinto, the input layer inputs the pending image information. The convolutional layer contains multiple convolutional kernels, and mainly calculates the feature map of the layer's output. Feature map consists of a series of neurons, and these neurons interconnect in the local receptive field of the previous feature map by the convolutional kernel. The convolutional kernel is a weight matrix, and it can automatic learn the characterization of the input image.
Let a RGB color image has an image size of 500 × 500 pixels, the matrix of RGB is {x 1 , x 2 , x 3 }, the matrix of convolutional kernel is {ω 1 , ω 2 , ω 3 }, ω is a weight matrix with size of 3 × 3, f (·) is nonlinear function, b is bias matrix, y is output pixel matrix. And then the output pixel matrix can be determined as follows:
The most important property of convolution kernel is the shared-parameter mechanism. The weight of convolutional kernel can be obtained by training, and the weight value does not change in the process of convolution calculation. It greatly reduces the computational complexity of training parameters and the overfitting problem, and improves the generalization capability of CNN model to some extent.
The essence of the pooling layer is sampling. Via selecting a particular way, the pooling layer can compress the feature map learned by the convolutional layer. On the one hand, the pooling layer can achieve dimensionality reduction on the matrix image as well as the reduction of network parameters, computational cost and model complexity. On the other hand, the pooling layer can remain the invariant property of the training, such as scale invariance, translation invariance and rotation invariance; it enhances the robustness and anti-interference ability of the network in some degree. The specific pooling methods include average pooling, maximizing pooling and random pooling, etc. The input image is implemented in the convolutional layer and the pooling layer and then outputted the multiple sets feature maps. Meanwhile, the full connected layer sequentially combines multiple sets of feature maps into a set of feature maps, and further maps the features into the sample space for classification. Finally, the image classification is completed in the output layer.
At present, the popular image datasets contain MNST, ImageNet, CIFAR-10, CIFAR-100, the commonly used CNN network structure models contain LeNet, AleXNet, GoogLeNet and VGGNet, etc.
B. SVM METHOD
SVM method, on the basis of statistical learning theory (SLT), is a major advance in the field of machine learning in recent years [31] , [32] . The most striking property of SVM is the kernel function. Via constructing a linear boundary is a highdimensional space, the kernel function can process the nonlinear problem in the set of input feature vectors, transform simultaneously the optimization problem into a convex problem. It avoids effectively the local minimum and achieves the global optimization classification.
Let
The optimal classification hyperplane is ω T x i +b = 0, ω is the weight vector, b is the bias, and then ω and b are determined as follows:
where ξ i is the slack variable. And then the optimal classification hyperplane can be determined as follows:
where C is penalty coefficient, C ≥ 0, and it means the degree of punishment for misclassification. In accordance with the Lagrangian multiplier method, the solution to the optimal classification hyperplane is converted into the optimization can be determined as follows:
is the Lagrange multiplier, the most of multiplier meet the condition that a i = 0 while only the corresponding sample with a i = 0 is the support vector. K (x i , x j ) is the kernel function of SVM. Currently, the most common SVM kernel functions include radial basis function (RBF), polynomial, linear and Sigmoid, etc.
III. IMPROVED CNN-SVM METHOD
This paper proposes an improved RSI classification method based on CNN-SVM. The model learning and RSI classification are completed by constructing a seven-layer CNN network and SVM classifier. The network structure of the CNN-SVM method is plotted in Fig.2 .
It can be clearly seen from Fig.2 that the constructed seven CNN-SVM structures contains a total of five convolutional layers and three pooling layers, one fully connected layer and classifier. The ReLU function, can overcome the gradient dispersion of the traditional activation functions (e.g., Sigmoid, Tanh and Softmax), was selected as the activation function of neurons in this method. The specific processes of the CNN-SVM method is as follows:
1. Dataset construction and input. In this step, we first construct the multi-class RSI sample datasets and sample tags, further divide the datasets into training set and test set. And then, the training samples are input into the CNN network, and the grayscale RSIs are obtained after the process including denoising, segmentation and edge detection.
2. In the first convolutional layer and the pooling layer, the dataset is subjected to 96 filters with 11 × 11 convolutions and step factor with 4, and then the feature map is obtained by the ReLU activation function. Subsequently, a max-pooling operation with 3 × 3 convolutions and step factor with 2 is performed on the generated 96 feature maps, and further generated 96 feature maps with 27 × 27 pixels spacing.
3. In the second convolutional layer and the pooling layer, the 27 feature maps generated by 256 filters with 5 × 5 convolutions are subjected to operation with 2×2 convolution with step factor with 1, and further acquired 256 feature maps with 27×27 pixels spacing by ReLU activation function. And then, the generated feature map is subjected to a max-pooling operation by a zero-fill kernel with 3×3 convolutions and step factor with 2, and finally generated 256 feature maps with 13 × 13 pixels spacing.
4. In the third and fourth convolutional layers, a 384 feature maps with 3×3 convolution kernel is used to perform a convolution operation by a zero-fill kernel with 1 × 1 convolutions and step factor with 1, and further generated 384 feature maps with 13 × 13 pixels spacing. 5. In the fifth convolutional layer and the pooling layer, the 256 feature maps with 3 × 3 convolution kernels are used to perform a filtering operation with a zero-fill with 1 × 1 and step factor with 1, and generated 256 feature maps with 13 × 13 pixels spacing. Then, a max-pooling operation with a kernel size of 3 × 3 convolutions and step factor with 2 is performed on the generated feature map, finally the 256 feature maps with 6 × 6 pixels spacing are generated.
6. In the fully connected layer and classifier layer, a total of 4096 neurons are generated, and the neurons generated by the ReLU activation function are regarded as the inputs of SVM classifier. Thereinto, the feature map was converted by rasterizing into a vector so as to the neural network can identify and compute, and then the input feature is classified by the SVM classifier. In the CNN-SVM model, the classifier replaces the output layer of the CNN network. Subsequently, the classification accuracy can be obtained by comparing the predicted values with the original labels. 
IV. SIMULATION EXPERIMENT A. EXPERIMENT ENVIRONMENT AND DATASET
Simulation experiment is performed on PC with Intel (R) Core (TM) i5@1.70 GHz CPU and 4 GB memory in Windows 7 environment, Python is the main programming language and the TensorFlow is the neural network learning framework. Developing from the original MNIST database, MNIST is an Arabic handwritten digital dataset from 250 different people. It constructed by the National Institute of Technology and Standards. It contains a total of 6 × 104 training datasets and 1 × 104 test datasets. Each sample is a grayscale image with size of 28 × 28 pixels. In the database, the font color is white, and the background is black, and the part of handwritten numbers in the MNIST dataset is shown in Fig.3 .
In the experiment, the image in MNIST training dataset is preprocessed by grayscale conversion and image enhancement. In detail, there is pixel scaling in the process of image enhancement. For example, the original image with the size of 28 × 28 pixels, which is first compressed to the size of 25 × 25 pixels and then enlarged to the size of 28 × 28 pixels again. 
B. EXPERIMENTAL RESULTS AND ANALYSIS
In the experiment, the proposed improved CNN-SVM method in this paper is used to extract features and train the preprocessed images of MNIST datasets. For the SVM classifier, the kernel function is the RBF function, the penalty coefficient C = 1, interval coefficient γ = 0.0045. After 8 × 104 steps of training, the loss value tend to stability. The trained model is used to test on the MNIST training dataset, and the test accuracy reached 99.36%. The test results of training model are shown in Fig.4 . The changing curve of the loss value in the model training process on MNIST is plotted in Fig.5 .
In the case of established optimization algorithms and parameters, the change process of loss value in improved CNN-SVM model is mainly determined by the model structure. In addition, the change of loss value in training process reflects the accuracy of the training dataset by prediction model. That is, the larger the loess value, the less accurate the description for the training dataset; conversely, the larger the loess value, the more accurate the description. It can be clearly seen from Fig.5 that the improved CNN-SVM model is tended to be stabilized when the training number reached 8 × 104 steps. Therefore, the model has the most accurate description for the sample training dataset at this moment, and is considered to be convergent and effective.
V. RSI CLASSIFICATION EXPERIMENT A. EXPERIMENT ENVIRONMENT AND DATA PREPROCESSING
To verify the validity of the improved CNN-SVM method, the UC Merced Land Use image dataset was selected for testing experiments. As shown in Fig.6 , the UC Merced Land Use dataset contains 21 types of scenes, each scene containing 100 images with the size of 256 × 256 pixels, each image has a spatial resolution with 0.3 m. In the experiment, 80% of the images were randomly selected as the training dataset from each type of scene, and the rest 20% of the images were used as the test dataset. The simulation experiment is performed on PC with Intel (R) Core (TM) i5@1.70 GHz CPU and 4 GB memory in Windows 7 environment, Python is the main programming language and Caffe is the deep learning framework. The mainly parameter of improved CNN-SVM model contains the batch processing size of the training and test dataset with 56 and 42, respectively, the iterations of test dataset are 10 times and the test is performed 30 times per iteration.
For the improved CNN-SVM model, it is necessary to be preprocessed before imaging inputting so as to ensure the size of the filter and feature map unchanged. For the given UC Merced Land Use images, the image size can be determined as follows: where x is the step factor and y is the image size after preprocessing. And then the image with the size of 227 × 227 pixels is preprocessed by the step factor with 4.
B. RESULTS AND ANALYSIS
To evaluate the performance of the improved CNN-SVM method in RSI classification, the traditional CNN-Softmax method was introduced in this paper and used for comparation experiment and analysis. The confusion matrix and classification results of UC Merced Land Use images classification are shown in Fig.7 and Table 1 . As shown in Fig.7 and Table 1 , the classification accuracy of improved CNN-SVM method proposed in this paper is better than that of the CNN-Softmax method in general.
Specifically, the CNN-Softmax method has a large error classification among the different classes from UC Merced Land Use images; the classification accuracy of residential areas and urban buildings was only up to 85%. It can be seen; the low classification accuracy is mainly caused by the similarities of intra-class and inter-class among different types of objects. The proposed improved CNN-SVM method can promote the classification accuracy of objects with less difference of the intra-class and inter-class, improve the overall classification effect of the overall UC Merced Land Use images to some extent. Thus, the classification accuracy and Kappa coefficient reached 96.42% and 0.9624, respectively.
In detail, the loss function curve of the training dataset can reflect exactly the deviation between the output of the model and the actual result, i.e., the smaller the loss function, the better the trained model. In contrast, the accuracy curve of the test dataset can reflect accurately the generalization capability of the model, and the higher the accuracy of the test dataset, the better the generalization capability of the model. Figure 8 clearly demonstrate the relationship between the accuracy curve of the test dataset and loss function of training dataset along with the iterations. As shown in Fig.8 , for the CNN-Softmax method, the classification accuracy of the UC Merced Land Use dataset tends to be stable after iterations with 7 × 10 3 , and maintains above 95%. The loss value of the dataset decrease with the iterations, it tends to be stable after iterations with 5 × 10 −3 . Similarly, for the improved CNN-SVM method, the classification accuracy of the UC Merced Land Use dataset tends to be stable after iterations with 5 × 10 3 , and maintains above 95%. Meanwhile, the loss value of the dataset decrease with the iterations, it tends to be stable after iterations with 5 × 10 −4 . Thus, it indicates that the improved CNN-SVM method has better classification effect in UC Merced Land Use dataset than that of CNN-Softmax method.
VI. RSI CLASSIFICATION OF VAC CASE A. DATA SOURCE AND PREPROCESSING
The Eyjafjallajökull volcano, the main peak elevation of 1666 m, is in Iceland. The volcano firstly erupted on the evening of March 20, 2010 and once again erupted on April 14th, 2010 [29] , [33] , [42] , and the massive volcanic ash rushed to the height of several kilometers. As the intensity and scale of the latter eruption is much larger than that of the former, a large amount of volcanic ash and water vapor, SO 2 and other components are emitted, and formed a huge VAC in the air [33] - [36] . Figure 9 demonstrate a partial enlarged view of the MODIS RSI on April 19, 2010, and we can clearly see the crater position (red point) with ongoing eruptions. In this section, taking the MODIS data with HDF5 format as a data source in our empirical study. The data preprocessing mainly includes geometric correction, striping processing and cropping. Geometric correction was implemented by geographic lookup table (GLT) with dataset; radiometric calibration was performed by the parameters from the National Meteorological Satellite Center. The preprocessing is programmed and implemented on ENVI 4.6 software. The corrected MODIS RSI of Eyjafjallajokull VAC is shown in Fig.10 . 
B. CLASSIFICATION RESULT
Compared with the other traditional kernel functions, such as sigmoid and linear kernel function, the RBF function has advantage of non-linear mapping and less numerical difficulties as well as the penalty coefficient C and interval coefficient γ , and suitable for the classification of complex and rich information (e.g., remote sensing image). The proper parameter of RBF is the key to the classification. Therefore, in this paper the RBF kernel function is selected as the SVM classifier after many tests, and the penalty coefficient C = 800, and the interval coefficient γ = 0.035. Next, the MODIS image is classified by the proposed CNN-SVM method, the obtained VAC distribution on April 19, 2010 is plotted in Fig.10 . It clearly can be seen from Fig.11 that the improved CNN-SVM can accurate identify the Eyjafjallajokull VAC distribution from MODIS RSI on April 19, 2010 and achieves good visual effect.
C. DISCUSSIONS
To compare and evaluate the classification effect of the Eyjafjallajokull VAC distribution from MODIS RSI by proposed improved CNN-SVM method, the four conventional methods including back propagation neural networks (BPNN), minimum distance classifier (MDC), maximum likelihood classification (MLC) and FastICA methods were introduced in this study and used for the VAC classification from the same MODIS RSI.
In addition, in view of qualitatively and quantitatively evaluate the accuracy of the above several methods, the indicators including Kappa coefficient, total precision, time-consuming and visual effect are used to compare the VAC information classification results. The comparison of classification results is shown in Table 2 .
It can be clearly seen from Table 2 , the improved CNN-SVM method works best, and has a total accuracy and Kappa coefficient with 93.5% and 0.8502, respectively. From the perspective of time-consuming, the FastICA method is the fastest and has least time-consuming, it can classify the VAC only 37 s from MODIS RSI, followed by MDC and MLC methods. The BPNN method has a slightly longer time-consuming because of more input feature vectors and image wavebands in the neural network model. Even so, the total precision and visual effect of the BPNN method are relatively good. The improved CNN-SVM method has the longest time-consuming compared to other four methods. As a result of analysis, it is mainly caused by both the training parameters and the feature extraction of CNN model. Despite all this, the proposed improved CNN-SVM method in this study still has good image quality and visual effect of VAC information from MODIS RSI.
VII. CONCLUSION
In the traditional classification methods of RSIs, the feature extraction and classification selection are the key to the performance of classification. At present, the common RSI feature in these methods contains low-level visual features (e.g., texture, shape, color) and local invariant features, as well as the classifiers contains K -nearest neighbors (KNN), Bayesian classifiers, SVM, etc. The classification method based on CNN and SVM model can overcome limitations of traditional methods and has become a major research of RSI classification under the background of big data and deep learning. Although these methods have good applicability, the pertinence, classification accuracy and computation efficiency are poor for complex RSIs in recent years.
In this paper, an improved CNN-SVM classification method from RSIs is proposed based on CNN and SVM classifier. Via designing and constructing a seven-layer CNN-SVM model, the dataset is trained by both CNN model and ReLU activation function, and then the features of RSIs are extracted and classified by SVM classifier. It reduces partly the computational cost and improves the classification efficiency. Tested on the MNIST handwritten digital dataset and the UC Merced Land Use RSIs were carried out in our experiment. Subsequently, the true MODIS RSI was classified by the improved CNN-SVM method and achieved good results in the identification of VAC distribution information. In the following-up study, how to extract more spectral features from different sources of data (e.g., hyperspectral data, high spatial and temporal resolution data), design the appropriate CNN model and select SVM kernel function is our research priorities so as to improve the classification accuracy and computational efficiency. 
