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Problématique et cadre de travail
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1Introduction
Ce manuscrit dresse une synthèse de mes travaux de recherche aﬁn d’obtenir l’Habilitation à Diri-
ger des Recherches (HDR). Ces travaux ont été menés lors de post-doctorats à l’IRIT, de 2004 à 2007,
puis en poste de maître-assistant à l’École des Mines de Saint-Etienne, à partir de 2007. Depuis ma
thèse, soutenue en 2004 et s’intéressant principalement à l’ingénierie de systèmes adaptatifs tels que
des systèmes robotiques collectifs ou des logiciels de gestion d’emploi du temps, mes travaux se sont
diversiﬁés et ont touché un plus large éventail de sujets théoriques et applicatifs — mais toujours dans
le but de concevoir des systèmes pour lesquels les capacités d’adaptation sont la préoccupation princi-
pale. Ces travaux ont été menés dans le cadre de divers projets nationaux et internationaux, au travers
de l’encadrement d’étudiants de Master, de doctorants, ou tout simplement lors de coopérations avec
des collègues académiques ou industriels. Ce travail n’est donc pas un travail solitaire, sa synthèse en
devient d’autant plus nécessaire, compte tenu de la richesse des inﬂuences et des collaborations y ayant
participé.
1.1 Approche et objectif
Mes travaux de recherche se situent dans le domaine de l’informatique, de l’ingénierie logicielle et
de l’intelligence artiﬁcielle en général et les systèmes multi-agents en particulier. Les systèmes multi-
agents sont une approche de modélisation et de développement d’applications dans lesquelles les dé-
cisions sont décentralisées par nature, au sein d’agents. Ces agents autonomes interagissent entre eux
directement ou indirectement par l’intermédiaire d’un espace partagé (appelé environnement) pour
atteindre leurs objectifs individuels et collectifs. Les recherches sur les systèmes multi-agents sont di-
verses et peuvent se focaliser sur des mécanismes de négociation, des modèles de coordination ou
des méthodes de développement, par exemple. Cette approche permet d’aborder les verrous et dé-
ﬁs des applications actuelles comme la décentralisation, la complexité, ou l’ouverture. Les domaines
d’application sont nombreux — robotique collective, contrôle distribué (manufacturier, par exemple),
intelligence ambiante, villes et territoires intelligents, conception de produits complexes, etc.
Adaptation comme objectif
Mes travaux ont toujours eu comme objectif de fournir des outils (méthodes, modèles, etc.) et des
mécanismes (algorithmes, protocoles, etc.) de mise en place de processus d’adaptation dans des sys-
tèmes logiciels. L’adaptation est donc ici une propriété que nous cherchons à fournir (voire à garantir)
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à nos systèmes aﬁn de répondre à une dynamique endogène ou exogène. En eﬀet, les systèmes ac-
tuels sont à la fois (i) composés de multitudes de composants (parfois non conçus initialement pour
fonctionner ensemble) ayant leurs propres dynamiques internes (dynamique endogène), et (ii) en in-
teraction avec des environnements fortement dynamiques et incertains— notamment en raison d’une
augmentation de l’échelle de déploiement et de la forte intégration de l’utilisateur dans le fonctionne-
ment nominal des systèmes (dynamique exogène).
Approche par systèmes multi-agents
L’approche multi-agent est un excellent paradigme de modélisation et d’implantation de systèmes
possédant de telles propriétés, notamment au travers du concept d’organisation (que celle-ci soit ex-
plicite ou non). En eﬀet, l’organisation est le concept porteur des fonctionnalités du système à adapter
— changer d’organisation pour adapter le système. Nous utilisons donc cette approche dans nos tra-
vaux comme moyen de mise en place des capacités d’adaptation au niveau systémique — notamment
par l’usage de mécanismes d’auto-organisation. Ici, nous mettons donc en place une adaptation par
SMA. Il est bien sûr possible, de manière complémentaire, d’aborder le problème de l’adaptation par le
changement des comportements des agents, au sein d’une organisation, ce que nous aborderons dans
certains travaux présentés dans ce document.
Le domaine des SMA est également source de nombreux déﬁs, et est un sujet d’étude à part entière.
Nous pensons notamment aux besoins de développer des méthodes de modélisation et de développe-
ment propres à l’adaptation dans les SMA, ou bien aux problèmes de coordination ou de respect de la
privacité 1 dans l’usage de telles techniques.
De l’adaptation par auto-organisation dans les systèmes multi-agents
Mes travaux de recherche visent à répondre à la question scientiﬁque transverse «Comment mettre
en place des processus d’auto-organisation permettant l’émergence de comportements cohérents et souhai-
tés aﬁn de développer des systèmes adaptatifs ? »
Nous nous posons une question centrale dans la compréhension et la modélisation de systèmes
artiﬁciels complexes composés de multiples parties interagissant dans des schémas dynamiques non-
linéaires. La question d’ingénierie soulevée lorsque l’on s’attaque à un tel problème est de savoir com-
ment garantir certaines propriétés macroscopiques du système conçu en ne développant que des en-
tités (et leurs comportements) à un niveau microscopique. Dans cette approche, nous utilisons les
systèmes multi-agents pour modéliser et concevoir ces systèmes complexes adaptatifs et utilisons des
outils d’analyse statistique, par exemple, pour vériﬁer, par simulation, la bonne conduite du système.
Tous les travaux présentés dans ce mémoire contribuent donc, à leur manière, à répondre à cette
question, déclinée en deux sous-axes présentés ci-après.
1.2 Axes de recherche
De manière transverse, mes travaux s’intéressent à l’adaptation dans les systèmes complexes, à
l’auto-organisation et l’émergence, dans les systèmesmulti-agents. Ces recherches se structurent princi-
palement en deux axes, qui y contribuent chacun à leurmanière : la résolutionmulti-agent de problèmes
et l’ingénierie orientée multi-agent. Ces deux axes se justiﬁent par mon parcours scientiﬁque. En eﬀet,
ma thèse s’intéressait aux aspects méthodologiques pour les SMA, tout en illustrant les outils et mé-
thodes proposés dans le cadre de la résolution de problèmes réels. Il a donc été naturel pour moi de
continuer à aborder les aspects ingénierie (notamment lors de mon intégration dans l’équipe de l’École
1. Nous faisons le choix de traduire le mot privacy par privacité, au lieu d’utiliser conﬁdentialité, étant plus réducteur.
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des Mines), mais également de creuser les techniques multi-agents de résolution de problèmes, en tant
que telles, dans le cadre de projets de recherche et de collaborations nationales et internationales.
1.2.1 Adaptation des systèmes multi-agents et résolution de problèmes
Cet axe cherche à répondre à la question scientiﬁque : «Quel est l’apport de l’adaptation des systèmes
multi-agents à la résolution de problèmes dynamiques ? » . Par résolution de problèmes nous entendons
ici des cadres formels de modélisation de problèmes réels, comme en intelligence artiﬁcielle ou en re-
cherche opérationnelle (e.g. problèmes de satisfaction de contraintes, problèmes d’optimisation). Cette
question concerne la résolution de problèmes à travers le prismemulti-agent, et invoque l’intérêt d’une
telle approche lorsque le contexte est dynamique. Cependant, avant de répondre à cette question il est
important de s’interroger sur les moyens et les techniques. Cette question concerne donc également
la résolution de problèmes intrinsèquement présents dans les systèmes multi-agents, comme les pro-
blèmes de coordination ou de coopération, dynamiques par nature.
Aﬁn de résoudre des problèmes naturellement ou conceptuellement distribués (e.g. constitution
d’emplois du tempsmulti-usagers, coordination en robotique collective), les systèmes multi-agents ap-
paraissent comme un paradigme de modélisation riche et pertinent. Notamment, les systèmes multi-
agents auto-organisateurs proposent des mécanismes de résolution de conﬂits, d’adaptation, de décen-
tralisation, et de stabilisation qui peuvent être vus comme autant demoyens de résoudre des problèmes
distribués et dynamiques. Dans le cadres de projets collaboratifs, j’ai principalement développé des re-
cherches autour de problèmes combinatoires, et de l’aide à la conception de produits complexes.
Dans le cadre demes recherches j’ai abordé la résolutionde problèmes combinatoires sous contraintes
comme l’aﬀectation de fréquences, le contrôle manufacturier ou la gestion d’emplois du temps, par
auto-organisation. L’idée est dans ce cas de développer des agents — responsables de l’atteinte d’un
objectif micro, e.g. trouver une valeur pour une variable — et les mécanismes de coordination et de
négociation pour atteindre, grâce à la dynamique du système, un état stable, c’est-à-dire une solution
au problème macro. L’avantage de cette approche est de fournir un système capable de résoudre le pro-
blème dans sa globalité, mais également de réparer des solutions lorsque l’état du système change. Par
exemple, dans un système de contrôle manufacturier, il est important de proposer des solutions alors
que le systèmes se dégrade (e.g. pannes machines, indisponibilités d’opérateurs) ou lorsque les don-
nées d’entrée changent (e.g. ajout d’une commande prioritaire), sans toutefois reprendre le processus
de résolution à partir de zéro.
Au-delà des problèmes combinatoires, j’ai également appliqué les techniquesmulti-agents à la réso-
lution de problèmes de conception de produits complexes par des processus d’optimisation faisant appel à
des simulateurs coûteux (e.g. l’optimisation multidisciplinaire), qui nécessitent une extension des tech-
niques classiques de métamodélisation et d’exploration de l’espace de recherche par ajout de capacités
d’adaptation par auto-organisation (voire d’apprentissage) au solveur en cours de fonctionnement. La
question de l’adaptation dans cet axe est principalement algorithmique et se pose de deux manières
(chacune étant abordée dans un chapitre de ce document) :
Adaptation pour la modélisation de l’espace de recherche (chapitre 4) : dans le cadre de la concep-
tion de produits complexes, il est nécessaire de fournir des méthodes de compréhension des
modèles étudiés (souvent coûteux), notamment parmétamodélisation. La capacité d’un système
multi-agent à s’adapter à l’espace de recherche est une technique proche des techniques de mé-
tamodélisation utilisées en optimisation.
Adaptation à la dynamique environnementale (chapitre 5) : lors de la résolutiond’unproblème com-
plexe dynamique, les données/paramètres/modèles d’entrée peuvent changer (e.g. le concepteur
change les objectifs en cours de résolution), voire les caractéristiques du solveur (e.g. le concep-
teur change les comportements des agents pour explorer de nouvelles solutions). Ce genre de
dynamique implique une capacité réelle d’adaptation du système à ces perturbations. Dans nos
travaux, cette capacité sera déléguée aux agents composant le système (auto-adaptation).
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1.2.2 Ingénierie des systèmes multi-agents adaptatifs
Cet axe cherche à répondre à la question scientiﬁque «Comment mettre en place l’adaptation dans
des systèmes (multi-agents) ? » Cette question positionne les systèmes multi-agents comme sujet. La
question soulève le problème de l’ingénierie de l’adaptation dans les systèmesmulti-agents. Les travaux
conduits ici peuvent être déclinés suivant unpoint de vue centré agent (ACPV) et un point de vue centré
organisation (OCPV), dans lesquels la notion centrale de dynamique des organisations est considérée.
Dans ACPV, cette notion correspond à des phénomènes ascendants et émergents qui sont regroupés
sous le terme général d’auto-organisation. Dans OCPV, le concept d’organisation nourrit un large panel
de travaux relatifs à la réorganisation formelle et descendante d’organisations préexistantes installées
dans le système multi-agent.
Le but de ces recherches est de fournir desméthodes et des outils pour lamodélisation et la concep-
tion de systèmes multi-agents. En intégrant l’équipe ISCOD de l’École des Mines de Saint-Étienne,
experte dans la conception de systèmes multi-agents suivant une approche organisationnelle norma-
tive, nous avons pu étudier l’apport mutuel des approches centrées agent et des approches centrées
organisation. En eﬀet, alors que l’approche organisationnelle préconise une modélisation de la struc-
ture du système multi-agent, au travers de structure d’organisation, de plans et de normes, l’approche
auto-organisationnelle se focalise sur les comportements des agents et les protocoles de coordination
à mettre en œuvre pour atteindre un objectif commun. Nos travaux ont été l’occasion d’explorer le
développement des systèmes multi-agents suivant ces deux approches de manière complémentaire,
notamment sous le prisme de l’adaptation des systèmes par réorganisation ou auto-organisation. La
mise en place de processus de contrôle ascendants et descendants (boucle micro-macro) est un des
verrous scientiﬁques majeurs auquel nous nous attaquons dans ces travaux.
Pour résumer, la question de l’ingénierie des systèmesmulti-agents adaptatifs dans cet axe est prin-
cipalement méthodologique et architecturale, et se pose de trois manières (dont deux seront détaillées
dans le document) :
Approche auto-organisationnelle : la conception de systèmes adaptatifs consiste en la mise en place
de processus d’auto-organisation (organisation implicite). Cette question a été le principal sujet
de mes travaux de thèse et ne seront donc pas détaillés plus avant dans ce document.
Approche réorganisationnelle (chapitre 7) : la conception du système adaptatif fait appel explicite-
ment à la notion d’organisation, qui est manipulable par les agents grâce à un environnement et
des primitives organisationnelles.
Approche auto-réorganisationnelle (chapitre 8) : la conception fait à la fois appel à des notions d’auto-
organisation et de réorganisation, par la mise en place d’une boucle micro-macro sur l’objet or-
ganisation.
1.3 Structure du document
La partie I présente le cadre de travail de ce document, à savoir l’adaptation dans les systèmes multi-
agents, dans le chapitre suivant (chapitre 2). Nous présenterons ici les notions importantes à la base de
nos travaux (agents, organisation, etc.), la visionmulti-agent que nous adoptons, ainsi que ce que nous
entendons par adaptation dans la suite de ce manuscrit.
La partie II correspond au premier axe de recherche présenté dans la section 1.2.1, à savoir l’adap-
tation des systèmes multi-agents et la résolution de problèmes. Le chapitre 3 présente le cadre de la
résolution de problèmes. Le chapitre 4 synthétise les travaux s’intéressant à la mise en place de capaci-
tés d’adaptation dans des solveurs de problèmes, et les illustre au travers d’exemples issus du projet ANR
ID4CS (ANR-09-COSI-005). Enﬁn, le chapitre 5 complète cette partie sur la résolution de problèmes,
par la présentation de travaux proposant des modèles d’adaptation pour la résolution de problèmes
combinatoires dynamiques.
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La partie III compile les contributions à l’ingénierie de systèmes multi-agents adaptatifs — axe
présenté en section 1.2.2. Le premier chapitre résume la problématique de l’ingénierie des systèmes
multi-agents et de l’adaptation, au travers de diﬀérents modèles, méthodologies et approches. Le cha-
pitre 7 s’intéresse à la première facette de ces travaux, à savoir une approche organisationnelle de la
réorganisation par programmation multi-agent. Dans le chapitre 8, l’ingénierie de systèmes adaptatifs
passe cette fois par la déﬁnition d’architectures de systèmes suivant une approche organisationnelle et
des comportements locaux de régulation mis en œuvre par des agents. Ces travaux seront illustrés par
des applications dans les domaines des communautés virtuelles, des réseaux M2M et de l’intelligence
ambiante. Ce chapitre discute ainsi de la mise en place conjointe de techniques de réorganisation et
d’auto-organisation.
La partie IV dresse un bilan de nos travaux et des diﬀérentes contributions et projets, dans le cha-
pitre 9, puis propose plusieurs perspectives pour chacun des deux axes de recherche, ainsi que d’autres
pistes de domaines d’application, qui constitueront mon projet de recherche futur, dans le chapitre 10.
Une bibliographie complète se trouve en ﬁn de manuscrit.
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2De l’adaptation dans les systèmesmulti-agents
Ce chapitre discute de notre vision de l’adaptation dans les systèmes multi-agents— avant de dé-
tailler nos travaux en résolution de problèmes (voir partie II) et en ingénierie (voir partie III). Nous
présentons le cadre général des systèmes multi-agents considérés, notamment au travers des concepts
clés d’agent et d’organisation qui structureront notre approche. Nous posons la question du caractère
implicite ou explicite de l’organisation, ou bien du lieu de déﬁnition de la coordination et de l’adaptation
(dans les agents, ou dans l’organisation).
Nous n’allons cependant pas reprendre toutes les notions issues du domaine des systèmes multi-
agents, et redirigeons donc le lecteur vers une bibliographie plus fondamentale [Ferber, 1995 ;Wooldridge,
2002], pour des déﬁnitions plus détaillées.
2.1 Notion d’agent
Au cœur de la conception d’un système multi-agent se trouvent les agents. Ces entités autonomes
sont munies de capacités de décision, et ne possèdent qu’une vision locale de leur environnement. Ce
sont généralement des abstractions de concepts existants (e.g. un agent représentant un robot auto-
nome), mais ils peuvent également être de purs artefacts de conception, fournissant des fonctionnali-
tés particulières au système (e.g. un agent représentant une variable dans un problème d’optimisation).
Dans nos travaux, nous retrouvons ces deux types abstractions.
Plusieurs architectures pour concevoir des agents coexistent, mais aucune n’a vraiment pris le des-
sus sur les autres, compte tenu de leur complémentarité. En fonction des besoins, et des capacités de
décision des agents, des architectures peuvent être plus appropriées que d’autres. Par exemple, pour
concevoir des agents pouvant mettre en œuvre des raisonnements simples, une architecture d’agent
logique délibératif conviendra [Genesereth et al., 1987], alors que pour développer des agents néces-
sitant des capacités de planiﬁcation, une architecture BDI sera plus adéquate [Rao et al., 1995]. C’est
pour cela que, dans nos travaux, nous n’avons pas fait de choix précis d’architecture pour le développe-
ment de nos agents.
Dans ce manuscrit, plusieurs modèles d’agents se côtoient. Dans de nombreux travaux, de simples
agents dit réactifs sont utilisés, et équipés de mécanismes de coordination directs (e.g. protocole de
négociation) [Picard et al., 2007b] ou indirects (e.g. interactions médiées par l’environnement phy-
sique) [Clair et al., 2008b]. Souvent ces agents ne font pas appel à des connaissances de haut niveau,
et interagissent par échange de valeurs numériques. Dans d’autres travaux, nous avons recouru à une
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conception plus cognitive, en utilisant des agents BDI ou des agents faisant appel à des concepts de haut
niveau comme la conﬁance [Yaich et al., 2013] ou une structuration ontologique de leurs connais-
sances [Sorici, Boissier, Picard et Zimmermann, 2013 ; Gillani, Laforest et al., 2014].
2.2 Notion d’organisation
Les agents évoluent ensembles dans un système (multi-agent), et peuvent faire partie d’une orga-
nisation ayant des objectifs diﬀérents des leurs. C’est sur cette notion d’organisation que va s’articuler
notre vision de l’adaptation. En eﬀet, une organisation, qu’elle soit explicite ou non, reﬂète la fonction-
nalité du système. Si cette organisation n’est pas adéquate (fonctionnellement, par exemple), il faut la
changer, l’adapter (directement/explicitement ou indirectement/implicitement). Nous allons voir qu’en
fonction de l’implantation de l’organisation dans le système, les méthodes d’adaptation pourront varier.
Il n’y a pas de déﬁnition consensuelle de la notion d’organisation. Cependant il est possible de
dresser un paysage synthétique des diﬀérentes approches reposant sur ce concept [J. F. Hübner, 2003 ;
Picard et al., 2009b]. Toutes ces visions ne sont pas mutuellement exclusives et ont donné lieu à diﬀé-
rentes approches dans le domaine des systèmes multi-agents. Comme dans [Boissier, Hübner et al.,
2007], nous nous focalisons sur quelques caractéristiques aﬁn de construire une vision synthétique.
Tout d’abord, nous prendrons en compte le processus de déﬁnition de l’organisation des agents, puis
nous considérerons sa représentation au sein des agents. Nous nous intéressons ici aux moyens de ma-
nipuler et d’adapter une organisation, et non à sa forme. Une analyse des formes d’organisations se
retrouve dans [Ferber, 1995].
2.2.1 Vue centrée agent vs. vue centrée organisation
Le premier axe de la grille (Figure 2.1) est une extension des points de vue centré agent et centré
organisation initialement proposés dans [Lemaître et al., 1998].
Le point de vue centré agent considère les agents comme étant le « moteur » de l’organisation. Les
organisations n’existent qu’en tant que phénomènes émergents observables qui établissent une vision,
globale, objective et ascendante des schémas de coopération entre les agents (voir première ligne dans
la Figure 2.1-a-b). Par exemple (cas (a)), dans une colonie de fourmis aucune contrainte comporte-
mentale et organisationnelle n’est explicitement et directement déﬁnie dans les fourmis [Drogoul et
al., 1995]. L’organisation est le résultat d’un comportement collectif émergent conséquence de la fa-
çon pour les agents d’agir et d’interagir dans un environnement dynamique commun [Müller, 1998].
Un point de vue similaire peut être considéré dans les diﬀérentes approches réactives de la littérature
[Picard et Glize, 2006]. D’un point de vue plus cognitif (cas (b)), les études sur la formation de coa-
litions déﬁnissent des mécanismes (au sein des agents, comme le raisonnement social [J. S. Sichman
et al., 1994], par exemple), pour construire les schémas de coopération, structurant et aidant les agents
dans leurs activités collaboratives, lors d’un processus ascendant.
Le point de vue centré organisation est orienté vers la direction opposée : les organisations existent
en tant qu’entités explicites du système (voir la deuxième ligne dans la Figure 2.1-c-d). Il souligne l’im-
portance d’une dimension supra-individuelle et l’usage de primitives diﬀérentes de celles des agents.Un
schéma de coopération est ﬁxé par le concepteur (ou par les agents eux-mêmes) et installé de manière
descendante aﬁn de contraindre ou de déﬁnir les comportements des agents. Notons que l’observateur
du système peut obtenir une description de l’organisation du système. Par exemple, dans une école, on
dispose de documents décrivant comment cet établissement est organisé. Bien sûr, en plus de la des-
cription explicite de l’organisation, l’observateur peut également observer l’organisation réelle de l’école
qui est possiblement diﬀérente de l’organisation formellement déﬁnie.
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Ascendant            Descendant 
Conscience de l’organisation Inconscience de l’organisation 
Spécification de l’org. 
Organisation observée 
Représentation locale Concepteur / Observateur 
Entité de l’org. 
Centré agent 
Centré 
organisation 
(a) 
(c) 
(b) 
(d) 
Figure 2.1 – Vue synthétique [J. F. Hübner, 2003 ; Picard et al., 2009b] : (a) SMA émergents ; (b) SMA basés
sur les coalitions ; (c) Ingénierie orientée agent ; (d) SMA orientés organisation. Le concepteur/observateur peut
être le développeur/utilisateur (cas exogène) ou un ensemble d’agents (cas endogène).
2.2.2 Organisation implicite vs. explicite
En considérant l’architecture des agents, nous pouvons aﬃner ces deux points de vue en suivant
l’axe orthogonal sur la capacité des agents à se représenter et à raisonner sur l’organisation, et à l’expli-
citer.
Dans la première colonne de la Figure 2.1, les agents ne connaissent rien à propos de l’organisation.
Dans le cas (a) les agents ne représentent pas l’organisation, bien que l’observateur puisse identiﬁer une
organisation émergeant des interactions entre agents. Ils peuvent néanmoins avoir une représentation
locale, interne et partielle des autres agents. Dans le cas (c), l’organisation existe comme un schéma
spéciﬁé et formalisé, construit par le concepteur des agents, mais les agents ne savent rien de cette
organisation et ne peuvent donc raisonner sur ce sujet. Ils s’y conforment simplement comme si les
contraintes organisationnelles étaient codées en dur en eux — par exemple, le système multi-agent
résultant d’un déroulement d’une méthode de développement orientée agent où le code des agents est
généré à partir de spéciﬁcations organisationnelles.
Dans la seconde colonne, nous considérons les cas où les agents ont une représentation locale ex-
plicite de l’organisation dans laquelle ils évoluent. Dans le cas (b), chaque agent possède une représen-
tation des schémas de coopération qu’il suit aﬁn de décider que faire — par exemple, les réseaux de
dépendances pour la formation de coalitions [J. S. Sichman et al., 1994]. Cette représentation locale est
obtenue par les perceptions, les communications ou des raisonnements explicites car il n’y a, a priori,
dans une vue centrée agent, aucune représentation globale explicite de l’organisation déﬁnie. Les agents
sont capables de raisonner sur l’organisation et de l’utiliser aﬁn d’initier des coopérations avec d’autres
agents.
Toutefois, les frontières entre ces diﬀérentes catégories sont ﬂoues et perméables et les manipula-
tions ascendantes ou descendantes d’une organisation peuvent être réalisées soit de manière endogène
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(par les agents appartenant à l’organisation) ou de manière exogène (par une entité, humain ou agent,
hors du système).
2.2.3 Positionnement des travaux multi-agents
À des ﬁns d’illustration, nous pouvons positionner quelques systèmes multi-agents concrets et ap-
proches existantes dans cette grille.
SMA à organisation émergente (en haut à gauche) : ici les agents sont incapables de raisonner sur
l’organisation puisqu’elle n’est pas modélisée. Les agents s’auto-organisent de pair-à-pair ou en utili-
sant des communications indirectes via l’environnement comme dans [Parunak et S. A. Brueckner,
2004] ; les agents peuvent aussi avoir une représentation locale d’autres agents comme dans certains
systèmes multi-agents adaptatifs (à la AMAS) [Georgé, Edmonds et al., 2004].
SMA basés sur les coalitions (en haut à droite) : ici les agents sont toujours incapables de raisonner
sur l’organisation globale mais peuvent construire des modèles propres, plus ou moins détaillés, des
interactions et des relations de dépendance avec leur voisinage en respectant des règles sociales et des
schémas prédéﬁnis. Des exemples classiques de telles approches sont les systèmes multi-agents basés
sur le contract net protocol [Smith, 1980].De manière plus élaborée, les coalitions multi-agents [J. S.
Sichman et al., 1994] raisonnent directement sur des schémas de coopération.
Ingénierie orientée agent (en bas à gauche) : cette catégorie d’approches considère l’organisation
durant la conception (organisation by design). Les organisations sont spéciﬁées avant l’implémentation
des agents. Des exemples de telles approches se retrouvent principalement dans la communauté AOSE
(AgentOriented Software Engineering) qui propose de nombreusesméthodes orientées (multi-)agent se
focalisant sur les modèles organisationnels comme dans MaSE [DeLoach, 2004], INGENIAS [Pavón
et al., 2003] ou bien ASPECT pour les approches holoniques basées sur CRIO [Cossentino, Gaud,
Galland et al., 2007].
SMA orientés organisation (en bas à droite) : ces approches sont inﬂuencées à la fois par l’ingé-
nierie orientée agent et le raisonnement social. En eﬀet, les organisations sont manipulées (i) par le
concepteur pour spéciﬁer le système à concevoir et (ii) par les agents qui ont une représentation de
cette organisation et peuvent donc eﬀectuer des actes organisationnels et ainsi potentiellement mo-
diﬁer l’organisation. AGR [Ferber et Gutknecht, 1998], TAEMS [V. Lesser et al., 2004], STEAM
[Tambe, 1997],Moise+ [Hübner et al., 2002] ou ISLANDER [Esteva et al., 2001] en sont de bons
exemples.
Nous placerons dans cette grille les travaux présentés dans la suite de ce document.
2.3 Adaptation d’organisations
Comme nous avons pu l’aborder plus tôt, nous envisageons l’adaptation d’un système via l’adap-
tation de son organisation. Nous analysons ici les diﬀérents aspects concernant les deux principales
approches pour l’adaptation des organisations — la réorganisation et l’auto-organisation — au travers
des questions quoi, qui, pourquoi, quand et comment.
2.3.1 Qu’est-ce qui est changé?
Changer l’organisation peut simplement impliquer des changements au sein du système à diﬀérents
niveaux (agents, coalitions, topologie, etc.). Ces changements peuvent dépendre fortement du point de
vue adopté (ACPV ou OCVP) et sur les capacités organisationnelles des agents (étant conscients ou
non de l’organisation).
Dans les SMA à organisation émergente (Fig.2.1-a), l’organisation observée peut être changée en
terme de : conﬁguration spatiale, voisinages, diﬀérentiation/spécialisation des individus, etc. Dans de
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nombreuses approches, la conﬁguration spatiale contraint fortement les capacités et le potentiel que le
système peut exhiber. Par conséquent, l’adaptation du système s’eﬀectue en changeant cette conﬁgura-
tion de telle sorte que le système se comporte de manière plus adaptée à la pression de l’environnement
perçue ou subie. Par exemple, dans unmécanisme auto-construit, les composants mécaniques (agents)
changent eux-mêmes leurs connexions à d’autres composants aﬁn d’optimiser une fonction de trajec-
toire, qui peut changer en cours de fonctionnement, sans être conscients de la forme globale, donc de
l’organisation, du mécanisme [Capera, M. Gleizes et al., 2004]. Une telle adaptation structurelle est
également proposée dans [Kota et al., 2012], dans le contexte de l’allocation de ressources. Ce genre
d’adaptation se retrouve en robotique collective où la position spatiale des agents est fortement liée aux
plans qu’ils doivent exécuter [deWeerdt et al., 2009]. L’organisation observée peut également êtremo-
diﬁée en changeant les partenaires des agents ou leurmanière d’interagir entre-eux. On retrouve de tels
mécanismes de régulation dans les systèmes épidémiques (gossip), les marchés (création-destruction)
ou bien les communautés d’intérêts basées sur la conﬁance. D’autres exemples de mécanismes auto-
organisateurs sont également présentés dans [DiMarzo Serugendo et al., 2006 ; Hassas et al., 2006].
Adapter un système peut aussi être eﬀectué à travers des changements de tâches, de buts à atteindre.
Dans les approches bio-inspirées, l’auto-diﬀérenciation met en place un allocation de rôles (du point
de vue de l’observateur) ascendante et implicite [Drogoul et al., 1995].
Dans les SMA basés sur les coalitions, la topologie de l’organisation est exprimée en terme de conﬁ-
gurations sociales locales : les voisinages, les coalitions exprimées en termes de pouvoirs, de dépen-
dances, ou d’engagements sociaux. L’organisation peut ainsi être modiﬁée en changeant les partenaires
avec lesquels les agents coopèrent ou leur manière d’interagir. Par exemple, les agents modiﬁent leur
façon d’interagir en fonction d’une évaluation de la croyance qui est calculée en utilisant des expé-
riences passées et des opinions provenant d’autres agents [Castelfranchi, 2000]. Ce mécanisme lo-
cal de régulation guide le système vers un ordre social. Dans des solveurs distribués de problèmes sous
contraintes, une coalition est déﬁnie/modiﬁée à partir d’une élection dépendant de l’état courant du
voisinage (par exemple, l’agent le plus contraint est élu pour proposer une solution) ou de l’avance-
ment dans la résolution [Mailler et V. Lesser, 2004 ; Picard et al., 2007b].
Pour les SMA orientés organisation, comme il existe une spéciﬁcation explicite, le changement d’or-
ganisation peut être considéré à deux niveaux : (i) modiﬁcation de la déﬁnitionmême de l’organisation
et (ii) modiﬁcation de l’allocation des rôles aux agents. Un exemple du premier cas se retrouve dans
les travaux de [J. Hübner, J. Sichman et al., 2004], dans lesquels les agents sont capables d’évaluer
leur organisation, d’identiﬁer que le problème est causé par la déﬁnition ou spéciﬁcation courante,
et ainsi de décider de modiﬁer la spéciﬁcation. Ce genre de changements implique normalement des
changements dans l’allocation des rôles. Dans le second cas, la réorganisation peut consister en la re-
production et la composition d’agents aﬁn de réassigner les rôles joués par les agents [Kamboj et al.,
2007]. Les raisons pour changer l’organisation proviennent de la volonté d’obtenir une structure adaptée
à l’environnement et que les tâches soient adaptées aux agents présents. Un autre exemple se retrouve
dans [Glaser et al., 1997] où l’organisation est changée par l’entrée de nouveaux agents jouant des rôles
particuliers. Un nouvel agent est accepté seulement lorsqu’il augmente l’utilité du système dans son in-
tégralité. La génération de structures organisationnelles a également été proposée, comme le résultat
de perspectives locales [Gasser et al., 1991], globales [Corkill et al., 1983], et hybrides.
D’un point de vue ingénierie, le concepteur peut changer lemodèle du système à plusieurs niveaux.
A un bas niveau, l’agentiﬁcation peut être changée, et ainsi l’organisation. A un plus haut niveau, le
modèle de l’organisation peut également être modiﬁé en ajoutant de nouveaux rôles, groupes, tâches,
etc.
2.3.2 Quand et qui change l’organisation?
Une organisation peut être modiﬁée à diﬀérents moments du cycle de vie du système. Ce proces-
sus peut être initié par diﬀérents acteurs. La décision d’initier le processus peut être soit statique, soit
dynamique [J. Hübner, J. Sichman et al., 2004]. Dans le premier cas, le processus est démarré en fonc-
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tion de critères prédéﬁnis lors de la spéciﬁcation de l’organisation. Dans le second cas, les processus de
réorganisation est une conséquence du fonctionnement du système. Cela signiﬁe que si les agents ne
vériﬁent pas certains critères (but, performance, etc.) l’organisation est changée.
Le processus est statique et réalisé par le concepteur et c’est uniquement lors de la conception que
les organisations sont adaptées. Seuls les concepteurs peuvent détecter, en utilisant des outils demodel
checking, de prototypage rapide ou de simulationleur permettant d’exhiber des comportements globaux
non désirés. Les agents ne sont alors pas acteurs de cette adaptation de l’organisation, mais seulement
une implémentation du modèle organisationnel que le concepteur spéciﬁe.
Le processus est dynamique quand l’organisation est modiﬁée en cours de fonctionnement. Cette
modiﬁcation peut être réalisée par une entité extérieure au SMA (concepteur, autre système, etc.) qui
agit sur les agents en train de s’exécuter ou par les agents eux-même, aﬁn de concevoir des systèmes
autonomes. Par exemple, les agents au sein d’un système auto-organisateur changent indirectement
l’organisation en réponse à un changement environnemental détecté au niveau des agents. Ainsi, dans
l’exemple d’un mécanisme physique auto-construit, les composants mécaniques peuvent changer leurs
pondérations (tension, longueur, etc.) lorsqu’ils reçoivent un feedback extérieur positif ou négatif (par
le biais de mécanismes de propagation), concernant la distance à la trajectoire-objectif [Capera, M.
Gleizes et al., 2004]. Une coalition réagit également aux changements détectés au niveau de la coa-
lition, par pression sociale (par exemple, une coalition a reçu une opinion négative concernant son
leader), et ainsi change l’organisation (e.g. en changeant de leader) [Long et al., 2007].
2.3.3 Pourquoi et comment l’organisation change?
Alors que nous pouvons identiﬁer les diﬀérentes sortes d’objets ou artefacts modiﬁés en fonction
du modèle organisationnel utilisé, nous pouvons également identiﬁer certains types de processus de
changement (pourquoi/comment) qui seront détaillés dans la suite de la section : (i) les changements
prédéﬁnis, (ii) les changements contrôlés et (iii) les changements émergents. L’organisation doit être
modiﬁée dès lors que l’organisation n’aide pas à l’atteinte du but social. En d’autres mots, l’organisation
courante contraint les comportements des agents à des comportements qui ne permettent pas d’at-
teindre le but global. De telles situations peuvent survenir, par exemple : lorsque l’environnement, le
but du système multi-agent et/ou les exigences de performances ont changé ; lorsque les agents ne sont
pas capables de bien jouer leurs rôles ; lorsque une nouvelle tâche arrive alors que l’organisation n’est pas
appropriée, etc. [Dignum et al., 2004] déﬁnissent le « quand » se réorganiser comme étant lié à l’utilité
de l’organisation (succès des interactions, des rôles et de la structure) et à l’utilité des agents (diﬀé-
rente pour chaque agent, dépendant de ses buts et production/consommation de ressources). Dans les
AMAS [Georgé, Edmonds et al., 2004], par exemple, l’organisation doit changer dès que le système
n’est plus en adéquation fonctionnelle avec son environnement. Cependant, ce changement d’organi-
sation peut également avoir un coût à prendre en compte lors de la décision, et pose la question du
compromis entre adéquation fonctionnelle et coût de l’adaptation — d’où la proposition d’un service
dédié de réorganisation conscient de ce coût dans [Alberola et al., 2012].
Processus générique de changement d’organisation
De manière générale, aﬁn de modiﬁer une organisation, nous pouvons identiﬁer un processus gé-
nérique qui sera implémenté diﬀéremment en fonction de l’approche suivie. Ce processus est composé
de deux phases— la surveillance (oumonitoring), et la réparation. Cette dernière phase suivant le type
de système, peut être constituée des phases de conception (ou design), de sélection et d’exécution (ou
d’implémentation) [So et al., 1993] ou uniquement des phases de sélection et d’exécution. Il peut s’ins-
crire dans un bouclage environnement-système : perception, processus de changement, action, et ainsi
de suite. Les problèmes inhérents à ce processus de changement et à l’approche choisie sont détaillés
dans la suite de cette section.
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1. La phase de surveillance oumonitoring est destinée à détecter les problèmes d’inadéquation entre
le système, l’organisation ou les agents, et l’environnement. Quelle que soit l’entité responsable de
cette surveillance (agent, organisation, entité externe), et donc quel que soit le niveau d’abstrac-
tion de cette détection (niveau macro ou niveau micro), il convient de déﬁnir des situations de
non adaptation.
2. Une fois qu’un besoin de modiﬁcation est détecté lors du monitoring, la phase de réparation
met en œuvre un processus pour que l’organisation retrouve un fonctionnement le plus optimal
possible, et ceci en cours de fonctionnement du système.
(a) Pour cela, la phase design vise à déﬁnir et à développer un ensemble d’alternatives possibles
pour l’organisation courante, de manière ascendante ou descendante.
(b) La phase de sélection détermine une des alternatives pour modiﬁer l’organisation. Le prin-
cipal problème est donc la déﬁnition de critères d’évaluation des propositions les plus pro-
metteuses.
(c) La phase d’exécution ou d’implémentation correspond à la mise en œuvre de l’alternative
choisie précédemment.
La phase de monitoring identiﬁe ici une situation où l’organisation actuelle n’est pas adaptée et ne
satisfait pas les besoins du système multi-agent. Le principal problème lors de cette phase est d’iden-
tiﬁer si le but global ne sera pas atteint (ou dans de mauvaises conditions) à cause d’une organisation
courante inappropriée. De nombreuses autres raisons peuvent impliquer que le SMA n’accomplisse pas
sa tâche globale (par exemple, le but est simplement impossible à atteindre). Dans certains cas, changer
l’organisation n’est pas une solution.Même dans le cas où le problème est connu pour être résolu par un
processus de réorganisation, le nouveau problème est d’identiﬁer quelle partie de l’organisation a causé le
problème aﬁn de modiﬁer l’organisation au bon niveau. La sous-partie de l’organisation responsable du
problème peut être soit sa spéciﬁcation (par exemple, l’ensemble des rôles jouables), soit l’instantiation
courante de cette même spéciﬁcation (par exemple, l’aﬀectation des rôles à des agents). La réparation
nécessite ensuite d’exécuter les phases design, de sélection et d’exécution. La phase de design vise ensuite
à développer un ensemble d’alternatives possibles pour l’organisation courante. La conception de cet
ensemble peut être (i) basée sur la recherche dans une bibliothèque d’organisations prédéﬁnies ou (ii)
construite à la demande. Dans le premier cas, le problème est d’identiﬁer quelle organisation prédéﬁnie
est appropriée pour réparer l’échec survenu. Dans le second cas, il faut gérer la grande taille de l’espace
de recherche (déﬁni par le modèle organisationnel) pour une nouvelle spéciﬁcation organisationnelle.
Lors de l’exécution, il faut établir les moyens de changer l’organisation en cours d’exécution sans causer
d’échecs. Par exemple, comment un agent gèrera-t-il le fait que le rôle qu’il jouait jusqu’alors soit retiré
de la nouvelle spéciﬁcation organisationnelle ? Que fera-t-il des engagements qu’il avait pris pour ce
rôle obsolète? Dans la limite de nos connaissances, il n’existe actuellement pas de travaux répondant à
ces problèmes.
Changement prédéﬁni de l’organisation
Ici les changements sont déjà planiﬁés et exprimés avec, entre autres, des modèles organisationnels
temporels [Carron et al., 2001] par le concepteur. Par exemple, une équipe de football a prévu de chan-
ger de formation au bout de 30 minutes de jeu [Stone et al., 1999]. Dans cette approche, l’exécution du
processus de changement est assez immédiat. Le monitoring est eﬀectué par les agents eux-mêmes ou
une entité extérieure (par exemple, le coach de l’équipe de football consulte un timer pour connaître
le temps pour la condition de déclenchement du changement). La phase de conception, qui déter-
mine toutes ces conditions de déclenchement, n’est pas réalisée en cours de fonctionnement, puisque
les conditions de déclenchement doivent être prédéﬁnies. Les phases de sélection et d’exécution sont
immédiates, car les conditions de déclenchement vont de pair avec des actions prédéﬁnies, exécutables
à la volée.
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Ici, le système ne sait pas quand l’organisation changera, mais connaît les conditions nécessaires
de déclenchement d’un changement, qui sera eﬀectué en suivant une procédure connue (par exemple,
une équipe a un expert qui contrôle le processus de réorganisation). Ce processus peut être conduit de
deux manières : (i) une approche endogène où un agent particulier (centralisation) ou une partie des
agents eux-mêmes (de manière décentralisée et coordonnée) prendront en charge la réorganisation ;
(ii) une approche exogène où l’utilisateur du système multi-agent, ou un système extérieur, contrôle le
processus. Durant l’exécution d’une instance du système spéciﬁé, l’entité responsable du changement
de l’organisation (concepteur ou agent) peut détecter que l’organisation n’est pas adaptée pour cause
de performances non adéquates, et peut ainsi modiﬁer le modèle et la spéciﬁcation pour améliorer les
performances en programmant une organisation plus adaptée.Moise+ est un bon exemple d’une telle approche réorganisationnelle [J. Hübner, J. Sichman et al.,
2004]. Ces travaux considèrent la structure (rôles, groupes) et le fonctionnement de l’organisation. Ils
se concentrent sur le contrôle du processus de réorganisation présenté précédemment. De leur point
de vue, la réorganisation est un processus coopératif en lui-même qui est eﬀectué de manière endo-
gène et décentralisée. Ce processus peut lui-même être le sujet d’une organisation spéciﬁque composée
d’une hiérarchie de rôles dédiés à la gestion de la réorganisation. Un autre exemple est [Horling et
al., 2001], où un processus de réorganisation centralisé est utilisé, basé sur le langage de modélisation
TAEMS et sur le diagnostic d’un sous-système expert chargé de détecter les défauts de l’organisation et
d’assister à la création d’une solution. Des exemples d’auto-organisation contrôlée peuvent également
se rencontrer dans certains solveurs SMA, dans lesquels des rôles prédéﬁnis sont jouables par les agents
en fonction de l’avancement du processus de résolution [Mailler et V. Lesser, 2004 ; Picard et al.,
2007b]. Les agents peuvent jouer diﬀérents rôles — médiateur [Mailler et V. Lesser, 2004] ou élu
[Picard et al., 2007b] — prédéﬁnis par le concepteur, à diﬀérents moments de la résolution.
Changement émergent de l’organisation
Dans de ce dernier cas, comme pour le changement contrôlé de l’organisation, le moment où l’orga-
nisation doit changer n’est pas prédéﬁni par le concepteur. Les raisons de ce besoin de changement sont
identiques aux cas précédents : le comportement du système est inadéquat dans son environnement.
La caractéristique essentielle du processus de modiﬁcation de l’organisation est qu’il n’est pas dirigé par
une entité extérieure au système.
La phase de monitoring est réalisée de manière endogène, par un (ou plusieurs) agent(s) du sys-
tème. Le concepteur leur donne les moyens de détecter au niveau local que l’organisation au niveau
global n’est pas adaptée. Pour cela, les agents sont capables de savoir qu’ils ne sont pas adaptés. Ensuite,
l’agent ayant participé à la détection du problème va exécuter la phase de réparation. Elle consiste en
une phase de sélection d’une ou de plusieurs actions parmi les actions possibles, suivie d’une phase
d’exécution. L’agent choisit et exécute l’action qu’il juge la plus appropriée selon un critère local – par
exemple, la coopération dans [Picard et Glize, 2006]. Cette action est déjà déﬁnie et implémentée
ou bien elle a été apprise par l’agent [Drogoul et al., 1995]. C’est toujours en cours de fonctionne-
ment que cette phase est réalisée. Il réagit pour changer sa position dans l’organisation/topologie aﬁn
d’adapter le système dans sa globalité, ou changer sa spécialisation comportementale[Drogoul et al.,
1995]. Un agent peut décider de manière autonome et isolée, de l’action qui va changer l’organisation
– par exemple, en disparaissant du système. Un agent peut aussi décider d’agir de manière coopérative
c’est-à-dire en tenant compte des agents qu’il connaît [Picard et Glize, 2006]. Dans un mécanisme
auto-construit, un composant recevant un feedback négatif doit changer sa pondération aﬁn de chan-
ger sa fonction et ses interactions avec son voisinage de manière plus adaptée et ainsi réduire le retour
négatif. Les coalitions modiﬁent leurs organisations pour cause de relations inadaptées entre agents. De
tels changements sont le résultat d’un processus de raisonnement basé sur des concepts sociaux, comme
les pouvoirs ou les dépendances, manipulés par les agents. Par exemple, dans une coalition de drones
de surveillance, les agents changent de leader après que le précédent ait démontré desmanques de puis-
sance de calcul ou de communication, aﬁn de maintenir un collectif adapté à la mission [Long et al.,
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Organisation implicite Organisation explicite
Quoi ?
ACPV
Topologie, Voisinages Dépendances
Poids, influences Engagements
Différentiation Pouvoirs
OCPV
Modèle de conception Spécification de l’organisation
Agentification Affectation des rôles
Qui ?
ACPV Agents, par pression environnementale Agents, par pression sociale
OCPV Concepteur Concepteur & Agents
Pourquoi ?
ACPV Agents non adaptés Relations inter-agents non adaptées
OCPV Performances non adéquates Organisation non adaptée
Comment ?
ACPV
En réagissant, En raisonnant,
indirectement sur l’organisation, indirectement sur l’organisation,
directement sur l’environnement directement sur les schémas de coopération
OCPV
En programmant, En organisant,
directement l’organisation, directement l’organisation
directement l’environnement directement les schémas de coopération
Table 2.1 – Aspects de l’adaptation des organisations
2007].
2.4 Réorganisation et auto-organisation
La table 2.1 fournit une vision synthétique structurée suivant la portée du processus d’adaptation
(quoi, qui, pourquoi et comment), la conscience de l’organisation (implicite vs. explicite) et la diﬀé-
renciation entre les deux points de vue ACPV et OCPV. Nous pouvons ainsi proposer une déﬁnition
des concepts de réorganisation et d’auto-organisation, dans le contexte de la vision synthétique de la
Figure 2.1 et de la Table 2.1.
Déﬁnition 1 (Réorganisation). La réorganisation est un processus endogène ou exogène, qui
concerne les systèmes dans lesquels l’organisation est explicitement manipulée au travers de spé-
ciﬁcations, de contraintes ou autres moyens. La réorganisation assure un comportement global
adéquat, lorsque l’organisation n’est pas adaptée. Les agents étant conscients de l’organisation, ils
sont capables de manipuler des primitives aﬁn de modiﬁer leur environnement social. Ce pro-
cessus peut être à la fois initié par une entité externe au système ou par les agents eux-mêmes, en
raisonnant directement sur l’organisation (rôles, spéciﬁcation organisationnelle) et sur les schémas
de coopération (dépendances, engagements, pouvoirs).
Ce processus apparaît ainsi dans le côté droit du cadrant, et concerne donc principalement les
systèmes orientés organisation, et, dans une moindre mesure, les coalitions. Nous verrons, dans la
suite de ce document, des exemples détaillés de cette approche appliquée à la gouvernance de réseau
M2M, ainsi qu’à l’intelligence ambiante (voir chapitres 7 et 8).
Déﬁnition 2 (Auto-organisation). L’auto-organisation est un processus endogène ascendant
concernant les systèmes dans lesquels seules des informations et représentations locales sont ma-
nipulées par les agents inconscients de l’état de l’organisation dans sa globalité, aﬁn d’adapter le
système à la pression environnementale en modiﬁant indirectement l’organisation, donc en chan-
geant directement la conﬁguration du système (topologie, voisinages, inﬂuences, diﬀérenciation),
ou l’environnement du système, par des interactions et propagations locales.
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Ce processus apparaît en haut du cadrant, et concerne donc les SMA à organisation émergente,
et dans une moindre mesure les coalitions. Nous présentons également des exemples d’application de
cette approche dans nos travaux en résolution de problèmes (voir chapitres 4 et 5).
Nous pouvons donc identiﬁer un continuum entre les systèmes auto-organisateurs et les systèmes
réorganisateurs, passant par les systèmes basés sur les coalitions. Réorganisation et auto-organisation
sont également des implémentations distinctes d’un même processus générique d’adaptation des orga-
nisations : détection et réparation nécessaires à l’adaptation. Du côté réorganisation, ce processus peut
être centralisé ou décentralisé, mais toujours explicite et directement réalisé par des entités (concep-
teur ou agent) manipulant des primitives organisationnelles. Du côté auto-organisation, ce processus
est décentralisé, implicite et endogène, laissé à la responsabilité des agents et souvent initié par une
pression environnementale. Nous qualiﬁerons d’auto-réorganisateur un processus mettant en œuvre
réorganisation et auto-organisation.
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Deuxième partie
Systèmes multi-agents et adaptation dans la
résolution de problèmes
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3Résolution de problèmes etmulti-agents : un positionnement
Ce chapitre présente un panorama succinct des approches multi-agents pour la résolution de pro-
blèmes, ainsi que le positionnement de nos travaux et contributions, détaillées dans les chapitres sui-
vants, vis-à-vis de l’existant. La section 3.1 précise ce qu’est la résolution de problèmes, et diﬀérencie les
approches de résolution de problèmes par systèmesmulti-agents (moyen), et la résolution de problèmes
issus de la communauté multi-agent (sujet). La section 3.2 aborde les principaux cadres et modèles de
résolution de problèmes multi-agents, et la section 3.3 présente les diﬀérents modes de décomposi-
tion de problèmes envisagés. Enﬁn, la section 3.4 met en évidence les besoins d’adaptation dans ces
approches, ainsi que certaines techniques mises en œuvre pour y répondre.
3.1 Résolution par ou pour les systèmes multi-agents
Les systèmes multi-agents, de part leur décentralisation et leur dimension sociale, sont à la fois (i)
un paradigme de modélisation de problèmes exhibant de telles propriétés — donc unmoyen—, et (ii)
un champ d’application avec ses problèmes spéciﬁques— donc un sujet—, pour lesquels des solutions
centralisées ne se montrent pas adaptées.
SMA comme moyen. Résoudre un problème consiste à modéliser ce problème dans un cadre (formel
ou non) adapté aux spéciﬁcités de ce problème, puis à concevoir des techniques de résolution
(e.g. des algorithmes ou des protocoles d’interaction) aﬁn de trouver une solution à ce problème,
dans ce cadre de modélisation. Les techniques provenant desmathématiques appliquées ou de la
recherche opérationnelle sont les premiers outils vers lesquels se tourner lorsque l’on est face à un
problème pour lequel nous cherchons une solution optimale, de manière systématique et repro-
ductible. Cependant, ce ne sont pas les seules techniques ; a fortiori si l’on cherche à résoudre des
problèmes distribués, ou pour lesquels la notion d’optimalité n’est pas évidente à formaliser au
premier abord— qu’est-ce qu’un comportement optimal ? Ainsi, lorsqu’un problème à résoudre
exhibe des propriétés de distribution, de décentralisation, ou de dynamique, les systèmes multi-
agents peuvent se révéler être une alternative eﬃcace [Müller, 1998 ; M.-P. Gleizes, 2004 ;
Yokoo, 2001 ; Shoham et al., 2009]. Dans ce cas, la modélisation va souvent consister à consi-
dérer certaines variables, données, critères ou contraintes du problème comme des agents, en les
dotant d’autonomie et de capacités d’interaction. C’est ce que nous appelons la phase d’agentiﬁ-
cation.
SMA comme objet. De manière complémentaire, certaines techniques de résolution de problèmes
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x1
x2
x3
x4
x1 > x2
x2 ≠ x3x3 = x4
x4 ≠ x1
Figure 3.1 – Un exemple de DCSP représenté sous forme de graphe variables-contraintes.
ont été conçues à l’origine pour répondre à des problèmes spéciﬁques à la communauté multi-
agent. Nous pensons notamment aux problèmes de formation de coalitions [Shehory et al.,
1998], d’aﬀectation de ressources [Chevaleyre et al., 2005] ou bien à des problèmes de planiﬁ-
cation multi-agent [deWeerdt et al., 2009]. Les contributions dans ce domaine vont également
se baser sur des travaux provenant de la recherche opérationnelle ou de l’intelligence artiﬁcielle
classique, et vont la plupart du temps reposer sur des cadres formels éprouvés comme l’optimisa-
tion sous contraintes, ou la théorie des jeux [Shoham et al., 2009]. Dans ces approches, la phase
d’agentiﬁcation est plus immédiate, car les agents existent per se.
Positionnement (Résolution par ou pour les systèmes multi-agents). Dans nos travaux, nous
nous sommes davantage intéressés à proposer des solutions dans lesquelles les systèmes multi-
agents sont un moyen de résoudre des problèmes réels (en développant des solveurs ou des opti-
miseurs), comme le contrôle manufacturier ou l’aﬀectation de fréquences [Picard et al., 2007b ;
Clair et al., 2008b]. Nous avons également proposé des cadres génériques de résolution de pro-
blèmes distribués et dynamiques [Picard et Glize, 2006 ; Glize et Picard, 2011]. Nos travaux
se positionnent ainsi plus du côtémoyen que sujet.
3.2 Cadres de modélisation des problèmes
Les cadres de modélisation oﬀerts par les mathématiques appliquées et la recherche opération-
nelle pour la résolution de problèmes consistent essentiellement en la déﬁnition d’objectifs globaux à
atteindre. Ces objectifs sont le plus souvent exprimés comme une maximisation ou une minimisation
de certaines propriétés du système (e.g. trouver la conﬁguration d’un avion qui minimise sa masse, ou
trouver le plus court chemin). Ces données peuvent également être sujettes à des physiques propres
au domaine du problème, qui seront par exemple traduites par des contraintes sur les valeurs déﬁnis-
sant l’état du système. Nous pouvons alors nous placer dans des cadres formels bien établis comme les
problèmes de satisfaction de contraintes ou les problèmes d’optimisation sous contraintes en fonction de
la nature du problème à résoudre [Dechter, 2003 ; Yokoo, 2001]. Dans le cas de problèmes dont les
contraintes sont binaires (ou peuvent être transformées en contraintes binaires) il est possible de repré-
senter les problèmes commedes graphes dont les nœuds sont les agents, et les arêtes sont les contraintes
liant ces agents, comme l’illustre la ﬁgure 3.1. Il est intéressant de noter qu’un problème peut ainsi cor-
respondre à une topologie, et donc une organisation (cf. section 2.2). Les agents interagissent avec les
agents avec lesquels ils partagent des contraintes.
Algorithmes pour les problèmes distribués. La communauté multi-agent a principalement proposé
les modélisations par distributed constraint satisfaction problems (DCSP) et par distributed cons-
traint optimisation problems (DCOP) [Modi et al., 2005] comme cadre de résolution de pro-
blèmes distribués. Les algorithmes proposés dans ces approches consistent essentiellement en
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des protocoles synchrones ou asynchrones implantant des stratégies de recherche dans les es-
paces d’états issues de la recherche opérationnelle ou de l’intelligence artiﬁcielle (e.g. backtra-
cking, breakout) [Yokoo, 2001]. À titre d’exemple, voici une formalisation de DCOP, dont les
algorithmes de résolution (complets ou approchés) célèbres sont ADOPT [Modi et al., 2005],
DPOP [Petcu, 2007], MGM [Maheswaran et al., 2004] ou DSA [Zhang et al., 2005].
Exemple. Un DCOP peut être déﬁni comme un tuple ⟨A, V,D, f , α, η⟩, où :
— A est un ensemble d’agents ;
— V est un ensemble de variables {v1, v2,⋯, v∣V∣} ;
— D est un ensemble de domaines de valeurs {D1, D2, . . . , D∣V∣}, où chaque D ∈ D est
un ensemble ﬁni contenant les valeurs auxquelles peuvent être assignées les variables ;
— f est une fonction
f ∶ ⋃
S∈P(V)∑ vi ∈ S ({vi} ×Di)← N ∪ {∞}
qui associe un coût à chaque assignation de variable possible ;
— α est une fonction α ∶ V → A associant les variables à leur agent. α(vi) ↦ a j signiﬁe
que c’est l’agent a j qui a la responsabilité de trouver une valeur pour la variable vi
— η est un opérateur qui agrège tous les coût individuels f pour toutes les aﬀectations
possibles. C’est généralement une somme :
η( f )↦ ∑
s∈⋃S∈P(V) ∑ v i∈S({v i}×D i) f (s).
L’objectif d’un DCOP est de trouver une aﬀectation de valeur pour chaque agent qui mini-
mise ou maximise η( f ).
Ce cadre a été la source de nombreux travaux, mais il fait une hypothèse souvent diﬃcile à ga-
rantir : l’objectif global est une agrégation (souvent une simple somme) des états des agents. De
plus, dans sa formalisation même, ce cadre présuppose une décomposition du problème par va-
riables (cf. section 3.3). Ainsi, bien qu’oﬀrant un cadre formel et des solutions eﬃcaces, la phase
de modélisation, de passage d’un problème réel à un DCOP, peut impliquer l’injection d’hypo-
thèses de travail trop restrictives. Il peut alors être intéressant de se tourner vers des méthodes
de résolution approchées, par émergence [M.-P. Gleizes, 2004 ; Picard et Glize, 2006], si le
problème attaqué rentre diﬃcilement dans de cadre DCOP.
Coordination via l’environnement. D’autres approches, basées sur une coordination via un environ-
nement virtuel, ont été développées pour résoudre des problèmes distribués. Prenant inspiration
des approches par stigmergie [Dorigo et al., 2004], ces méthodes transforment le problème de
résolution en un problème de coordination ; ceci par le biais d’un environnement et de primitives
de modiﬁcation de cet environnement. Les agents agissent sur cet environnement pour assigner
des valeurs et interagissent via cet environnement aﬁnde garantir la cohérence de la solution.Des
approches comme ERA pour les DCSP [Liu et al., 2002] ou ETTO pour les emplois du temps
distribués [Picard, Bernon et M.-P. Gleizes, 2005a] en sont de bons exemples. Dans ERA,
les agents évoluent dans une grille représentant l’espace de recherche et déposent des marqueurs
pour signaler les conﬂits éventuels avec les valeurs choisies par les autres agents, comme l’illustre
la ﬁgure 3.2. Ces travaux peuvent également être classés comme des algorithmes de résolution
de DCSP/DCOP vus précédemment, mais n’explicitent pas la fonction globale pour déterminer
le comportement des agents.
Théorie des jeux et choix social. L’économie et les mathématiques ont également apporté un cadre
de modélisation de problèmes multi-agents qui est la théorie des jeux [Shoham et al., 2009]. Ici,
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l’idée est de concevoir des comportements optimaux d’agents, à partir d’observations, d’antici-
pations, et de modélisation des actions des autres agents. Cette théorie présente une typologie
de jeux riche, correspondant à de nombreux problèmes réels (e.g. jeux coopératifs et jeux non
coopératifs pour la formation de coalitions). Ici encore, aﬁn d’évaluer la solution globale, une
fonction d’agrégation peut-être utilisée, comme dans la théorie du choix social [Moulin, 2003].
Cependant, une diﬃculté majeure avec une telle modélisation est de déﬁnir, de limiter ou de
prendre en compte tous les facteurs et variables inﬂuençant les stratégies et les gains. Des ap-
proches, stochastiques, permettent de passer outre certaines de ces limitations [Rajnarayan et
al., 2006].
Positionnement (Cadre demodélisation). Dans nos travaux, nous avons principalement adopté
une approche de résolution de problèmes sous contraintes (sans forcément recourir à une fonction
objectif globale, mais plutôt par émergence), et avons comparé nos résultats avec des algorithmes
issus de la communauté DCSP/DCOP [Glize et Picard, 2011 ; Clair et al., 2008b ; Picard et
al., 2007b ; Picard et Glize, 2006]. Cependant, nous avons également attaqué des problèmes
d’aﬀectation sous l’angle du choix social, sans toutefois aborder la dimension dynamique de ces
problèmes [Everaere et al., 2013 ; Everaere et al., 2012 ; Piette et al., 2013].
Choisir un cadre de modélisation du problème n’est cependant pas suﬃsant pour développer un
système multi-agent pour résoudre ce problème. Il est ensuite nécessaire d’identiﬁer les agents du sys-
tème, puis les techniques et mécanismes de coordination à mettre en place pour garantir le comporte-
ment du système.
3.3 Stratégies d’agentiﬁcation
Nous pouvons identiﬁer trois familles d’approches multi-agents pour la résolution de problèmes,
qui correspondent à trois stratégies d’agentiﬁcation distinctes des problèmes, car, dans les faits, plu-
sieurs choix de modélisation peuvent être faits pour développer un solveur multi-agent, ou pour ré-
soudre un problème multi-agent.
Recherche par population d’agents ou division du travail. Chaque agent représente un point de l’es-
pace de recherche (chaque agent fournit une aﬀectation complète). Dans ce cas les agents ex-
plorent demanière distribuée lemême espace de recherchemais avec des stratégies ou des points
de vue diﬀérents, en se déplaçant de point en point. Ici, la solution au problème est l’état (la posi-
tion, la valeur) d’un ou plusieurs agents en ﬁn d’exécution du systèmemulti-agent. L’optimisation
par essaim particulaire [Kennedy et al., 1995] et l’optimisation par colonie de fourmis [Dorigo
et al., 2004] appartiennent à cette famille. La ﬁgure 3.3 illustre cette notion de division du travail
par un autre exemple qui est le partitionnement de l’espace de recherche.
x1
x2
x3
1 2 1 1 0 0
0 1 0 0
0 1 1 1 1
Figure 3.2 –Un exemple deDCSP représenté sous forme d’environnementmarqué. Les cellules représentent les
valeurs possibles pour chacune des variables (en ligne). Les cercles représentent les positions (donc les valeurs)
courantes des agents. Les nombres dans les cellules représentent le nombre de conﬂits sur une aﬀectation donnée
[Liu et al., 2002].
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aux approches multi-métamodèles, mais elle
fait un pas supplémentaire vers des algorithmes
conçus pour la parallélisation : la référence à la
notion d’agent souligne le fait que les agents
peuvent changer de stratégie (i.e. ici, de méta-
modèle, de données utilisées et de régions de
l’espace de recherche considérées) en cours de
résolution et que leurs actions sont asynchrones.
Nous pouvons identifier principalement deux fa-
milles d’approches multi-agents pour l’optimi-
sation :
Plusieurs agents – même problème global :
dans ce cas les agents explorent le même es-
pace de conception mais avec des stratégies ou
des points de vue di érents, comme dans les ap-
proches multi-métamodèles de [22, 21]. L’opti-
misation par essaim particulaire [10] et l’optimi-
sation par colonie de fourmis [5] appartiennent
également à cette famille, mais contrairement
au travail présenté ici la métamodélisation n’est
pas utilisée.
Plusieurs agents – di↵érents sous-problèmes :
dans ce cas le problème global est décomposé
en plusieurs sous-problèmes a ectés aux agents.
Un problème d’optimisation peut classiquement
être décomposé par dimensions –e.g. les va-
riables comme dans [12, 14]– ou par critères
–e.g. dans les approches basées sur la théorie
des jeux pour l’optimisation multi-critère [18].
Nous pouvons aussi considérer une décomposi-
tion par sous-espaces : l’espace de conception
est partitionné de telle sorte que chaque agent
doit chercher dans un espace plus restreint que
l’espace de conception complet. Nous propo-
sons une telle approche dans cet article.
Quelle que soit l’approche d’optimisation multi-
agent, l’implémentation du SMA nécessite éga-
lement de définir une politique de partage d’in-
formations et de coordination (i.e. ici, envoyer
et recevoir des solutions et points de données
d’autres agents). De plus, des agents peuvent
être détruits s’ils se trouvent ine⇥caces, et de
même, des agents peuvent être créés pour venir
en renfort.
Dans notre travail actuel, nous nous intéres-
sons donc plus particulièrement au partionne-
ment de l’espace de conception pour définir
des sous-régions pour des agents-métamodèles
(des agents approximant des sous-régions par
un métamodèle donné). Deux motivations sous-
tendent ce partitionnement. D’une part chaque
partition est d’une taille inférieure à l’espace de
recherche complet, ce qui facilite la résolution
locale du problème d’optimisation. D’autre part,
la partition de l’espace avec métamodèle local
permet de représenter des modèles dont le com-
portement varie dans l’espace (modèles non sta-
tionnaires au sens des processus aléatoires). A
titre d’exemple imagé, on peut penser à un sous-
sol dont les propriétés changent dans l’espace.
Des méthodes existent pour ajuster des métamo-
dèles locaux à des sous-régions de l’espace de
conception partitionné en utilisant des méthodes
de clustering. [25] ont proposé par exemple une
méthode pour diviser l’espace en clusters en uti-
lisant un modèle de mélanges gaussiens qui af-
fecte un point au cluster qui maximise sa proba-
bilité d’appartenance. Des métamodèles locaux
sont ensuite ajustés à chaque cluster et un méta-
modèle global est ajusté aux sous-régions en uti-
lisant les métamodèles locaux et la loi de Bayes.
Les travaux de [24] ont utilisé des surfaces de
réponse, des modèles de krigeage et des points
échantillonnés à partir de ces métamodèles pour
réduire l’espace de conception aux seules sous-
régions intéressantes. Les métamodèles étaient
utilisés pour générer des points non coûteux (car
sans appel au vrai simulateur) qui étaient en-
suite regroupés par cluster en utilisant la tech-
nique des c-moyennes floues (fuzzy c-means).
L’intérêt de ce partitionnement était d’identifier
une région avec des évaluations faibles (pour un
problème de minimisation) pour de prochaines
approximations plus précises et pour mettre de
côté les régions avec des évaluations élevées.
3 Agents pour l’optimisation par
métamodélisation
Considérons la formulation générique d’un pro-
blème d’optimisation sous contraintes présentée
dans l’équation (1). Notons que f , g et x peuvent
être des vecteurs (e.g. x est un vecteur composé
de plusieurs variables).
minimiser
x⇥S
f (x)
avec g(x)   0 (1)
min
x⇥S
f (x)
s.t. g(x)   0 (2)
En optimisation par métamodélisation, un mé-
tamodèle est construit à partir d’un plan d’ex-
périence, noté X qui consiste en un ensemble
de points pour le vecteur de variables x. Pour
le plan d’expérience, nous disposons des va-
leurs calculées de la fonction objectif f et des
aux approches multi-métamodèles, mais elle
fait un pas supplémentaire vers des algorithmes
onçus pour la parallélisation : la référence à la
notion d’agent souligne le fait que les agents
peuvent chang r d stratégie (i.e. ici, de méta-
modèle, de données utilisées e de régions e
l’e pace de recherche considérées) en co rs de
résolution et qu leurs actions ont asynchrones.
Nous pouvons id n fier principalement deux fa-
milles d’appro he multi-agents pour l’optimi-
sation :
Plusieurs agents – même problème global :
dans ce cas les agents explorent le même es-
pace de conception mais avec des stratégies ou
d s points de vue di érents, comme dans les ap-
pr ches multi-métamodèles de [22, 21]. L’opti-
misat on par essaim particulaire [10] et l’optimi-
satio par colonie de fourmis [5] appartiennent
également à cette famille, mais contrairement
au travail présenté ici la métamodélisation n’est
pas utilisée.
Plusieurs agents – di↵érents sous-problèmes :
dans ce cas le problème global est décomposé
en plusieurs sous-problèmes a ectés aux agents.
Un problème d’optimisation peut classiquement
être décomposé par dimensions –e.g. les va-
riabl comme dans [12, 14]– ou par critères
–e.g. dans les approches basées sur la théorie
des jeux pour l’optimisation multi-critère [18].
Nou pouvons aussi considérer une décomposi-
tion par sous-espaces : l’espace de conception
est partitionné de telle orte que chaque agent
doit chercher dans un espace plus restreint que
l’es ace de conception complet. Nous propo-
sons une telle approche dans cet article.
Quelle que soit l’approche d’optimisation multi-
agent, l’implémentation du SMA nécessite éga-
leme t de définir une politique de partage d’in-
formations et de coordination (i.e. ici, envoyer
et recevoir des solutions et points de données
d’autres agents). De plus, des agents peuvent
être étruits s’ils se trouvent ine⇥caces, et de
même, des agents peuvent être créés pour venir
en renfort.
Dans notre travail actuel, nous nous intéres-
s s donc plus particulièrement au partionne-
ment de l’espace de conception pour définir
des sous-régions pour des agents-métamodèles
(des agents approximant des sous-régi ns p r
un métamodèle donné). Deux motivations sous-
tendent ce part tionnement. D’ ne part chaque
partition est d’une taille inférieure à l’espace de
recherche com et, ce qui facilite la résoluti n
locale du problème d’optimisation. D’autre part,
la partition de l’espace avec métamodèle local
permet de représenter des modèles dont le com-
portement varie dans l’espace (modèles non sta-
tionnaires au sens des processus aléatoires). A
titre d’exemple imagé, on peut penser à un sous-
sol dont les propriétés changent dans l’espace.
Des méthodes existent pour ajuster des métamo-
dèles locaux à des sous-régions de l’espace de
conc ption partitionné en utilisant des méthodes
d clustering. [25] ont proposé par exemple une
méthode pour diviser l’espace en clusters en uti-
lisant un modèle de mélanges gaussiens qui af-
fecte un point au cluster qui maximise sa proba-
bilité d’appartenance. Des métamodèles locaux
sont ensuite ajustés à chaque cluster et un méta-
modèle global est ajusté aux sous-régions en uti-
lisant les métamodèles locaux et la loi de Bayes.
L travaux de [24] ont utilisé des surfaces de
répon e, des modèles de krigeage et des points
échantillonnés à partir de ces métamodèles pour
réduire l’espace de conception aux seules sous-
rég o s intéressantes. Les métamodèles étaient
tilisés pour générer des points non coûteux (car
sans appel au vrai simulateur) qui étaient en-
suite regroupés par cluster en utilisant la tech-
nique des c-moyennes floues (fuzzy c-means).
L’inté êt de ce partitionnement était d’identifier
une région avec des évaluations faibles (pour un
problème de minimisation) pour de prochaines
approximations plus précises et pour mettre de
côté les régions avec des évaluations élevées.
3 Agents pour l’optimisation par
métamodélisation
Considérons la formulation générique d’un pro-
blème d’optimisation sous contraintes présentée
dans l’équation (1). Notons que f , g et x peuvent
être des vecteurs (e.g. x est un vecteur composé
de plusieurs variables).
minimiser
x⇥S
f (x)
avec g(x)   0 (1)
min
x⇥S
f (x)
s.t. g(x)   0 (2)
En optimisation par métamodélisation, un mé-
tamodèle est construit à partir d’un plan d’ex-
périence, noté X qui consiste en un ensemble
de points pour le vecteur de variables x. Pour
l pl n d’expérience, nous disposons des va-
l urs calculées de la fonction objectif f et des
aux pproches multi-métamodèles, mais elle
fait un pas supplémentaire vers des algorithmes
conçus pour la parallélisation : la référence à la
notion d’agent souligne le fait que les agents
peuvent cha ger d stratégie (i.e. ici, de méta-
modèle, de d nnées utilisées et de régions e
l’e pace de recherche considérées) en co rs de
résolution et qu l urs actions ont asynchrones.
Nous pouvons i ntifier rincipalement deux fa-
milles d’ap roche multi-agents pour l’optimi-
sation :
Plusieurs agents – même problème global :
dans ce cas les agents explorent le même es-
pace de conception mais avec des stratégies ou
d points de vue di érents, comme dans les ap-
pr ches multi-métamodèles de [22, 21]. L’opti-
misat on par essaim particulaire [10] et l’optimi-
satio par colonie de four is [5] appartiennent
égal ent à cette famille, mais contrairement
au travail présenté ici la métamodélisation n’est
pas utilisée.
Plusieurs agents – di↵érents sous-problèmes :
dans ce cas le problème global est décomposé
en plusieurs sous-problèmes a ectés aux agents.
Un problème d’optimisation peut classiquement
être décomposé par dimensions –e.g. les va-
riabl comme dans [12, 14]– ou par critères
–e.g. dans les approches basées sur la théorie
des jeux pour l’optimisation multi-critère [18].
Nou pouvons aussi considérer une décomposi-
tion par sous-espaces : l’espace de conception
est partiti né de telle sorte q e chaque agent
doit chercher dans un espace plus restreint que
l’es ace de conception complet. Nous propo-
sons une telle approche dans cet article.
Que le que soit l’approche d’optimisation multi-
agent, l’implémentation du SMA nécessite éga-
leme t de définir une politique de partage d’in-
formations et de coordination (i.e. ici, envoyer
et recevoir des solutions et points de données
d’autres agents). De plus, des agents peuvent
être étruits s’ils se trouvent ine⇥caces, et de
même, des agents peuvent être créés pour venir
en renfort.
Dans notre travail actuel, nous nous intéres-
s s donc plus particulièrement au partionne-
ment de l’espace de conception pour définir
des sous-régions pour des agents-métamodèles
( es ge ts approxi an des sous-régi ns par
un métamodèle donné). Deux motivations sous-
ndent c part tionnement. D’ ne part chaque
partition est ’une taille inférieure à l’espace de
recherche com let, ce qui facilite la résoluti n
locale du problème d’optimisation. D’autre part,
la partition de l’espace avec métamodèle local
permet de représenter des modèles dont le com-
portement varie dans l’espace (modèles non sta-
tionnaires au sens des processus aléatoires). A
titre d’exemple imagé, on peut penser à un sous-
sol dont les propriétés changent dans l’espace.
Des méthodes existent pour ajuster des métamo-
dèles locaux à des sous-régions de l’espace de
conc ption partitionné en utilisant des méthodes
d clustering. [25] ont proposé par exemple une
méthode pour diviser l’espace en clusters en uti-
lisant un modèle de mélanges gaussiens qui af-
fecte un point au cluster qui maximise sa proba-
bilité d’appartenance. Des métamodèles locaux
sont ensuite ajustés à chaque cluster et un méta-
modèle global est ajusté aux sous-régions en uti-
lisant les métamodèles locaux et la loi de Bayes.
L travaux de [24] ont utilisé des surfaces de
répon e, des modèles de krigeage et des points
échantillonnés à partir de ces métamodèles pour
réduire l’espace de conception aux seules sous-
rég o s intéressantes. Les métamodèles étaient
tilisés pour générer des points non coûteux (car
sans appel au vrai simulateur) qui étaient en-
suite regroupés par cluster en utilisant la tech-
nique des c-moyennes floues (fuzzy c-means).
L’inté êt de ce partitionnement était d’identifier
une région avec des évaluations faibles (pour un
problème de minimisation) pour de prochaines
approximations plus précises et pour mettre de
côté les régions avec des évaluations élevées.
3 Agents pour l’optimisation par
métamodélisation
Considérons la formulation générique d’un pro-
blème d’optimisation sous contraintes présentée
dans l’équation (1). Notons que f , g et x peuvent
être des vecteurs (e.g. x est un vecteur composé
de plusieurs variables).
minimiser
x⇥S
f (x)
avec g(x)   0 (1)
min
x⇥S
f (x)
s.t. g(x)   0 (2)
En optimisation par métamodélisation, un mé-
tamodèle est construit à partir d’un plan d’ex-
périence, noté X qui consiste en un ensemble
de points pour le vecteur de variables x. Pour
l pl n d’expérience, nous disposons des va-
l urs calculées de la fonction objectif f et des
aux pproches multi-métamodèles, mais elle
fait un pas supplémentaire vers des algorithmes
conçus pour la parallélisation : la référence à la
notion d’agent souligne le fait que les agents
peuvent cha ger d stratégie (i.e. ici, de méta-
modèle, de d nnées utilisées et de régions e
l’e pace de recherche considérées) en co rs de
résolution et qu leurs actions ont asynchrones.
Nous pouvons identifier rincipalement deux fa-
milles d’approche multi-agents pour l’optimi-
sation :
Plusieurs agents – même problème global :
dans ce cas les agents explorent le même es-
pace de conception mais avec des stratégies ou
d points de vue di érents, comme dans les ap-
pr ches multi-métamodèles de [22, 21]. L’opti-
misat on par essaim particulaire [10] et l’optimi-
satio par colonie de four is [5] appartiennent
égal ent à cette famille, mais contrairement
au travail présenté ici la métamodélisation n’est
pas utilisée.
Plusieurs agents – di↵érents sous-problèmes :
dans ce cas le problème global est décomposé
en plusieurs sous-problèmes a ectés aux agents.
Un problème d’optimisation peut classiquement
être décomposé par dimensions –e.g. les va-
riabl comme dans [12, 14]– ou par critères
–e.g. dans les approches basées sur la théorie
des jeux pour l’optimisation multi-critère [18].
Nou pouvons aussi considérer une décomposi-
tion par sous-espaces : l’espace de conception
est partit né de telle sorte q e chaque agent
doit chercher dans un espace plus restreint que
l’es ace de conception complet. Nous propo-
sons une telle approche dans cet article.
Que le que soit l’approche d’optimisation multi-
agent, l’implémentation du SMA nécessite éga-
leme t de définir une politique de partage d’in-
formations et de coordination (i.e. ici, envoyer
et recevoir des solutions et points de données
d’autres agents). De plus, des agents peuvent
être étruits s’ils se trouvent ine⇥caces, et de
même, des agents peuvent être créés pour venir
en renfort.
Dans notre travail actuel, nous nous intéres-
s s donc plus particulièrement au partionne-
ment de l’espace de conception pour définir
des sous-régions pour des agents-métamodèles
( es gents approxi an des sous-régi ns par
un métamodèle donné). Deux motivations sous-
ndent ce part tionnement. D’ ne part chaque
partition est ’une taille inférieure à l’espace de
recherche com let, ce qui facilite la résoluti n
locale du problème d’optimisation. D’autre part,
la partition de l’espace avec métamodèle local
permet de représenter des modèles dont le com-
portement varie dans l’espace (modèles non sta-
tionnaires au sens des processus aléatoires). A
titre d’exemple imagé, on peut penser à un sous-
sol dont les propriétés changent dans l’espace.
Des méthodes existent pour ajuster des métamo-
dèles locaux à des sous-régions de l’espace de
conc ption partitionné en utilisant des méthodes
d clustering. [25] ont proposé par exemple une
méthode pour diviser l’espace en clusters en uti-
lisant un modèle de mélanges gaussiens qui af-
fecte un point au cluster qui maximise sa proba-
bilité d’appartenance. Des métamodèles locaux
sont ensuite ajustés à chaque cluster et un méta-
modèle global est ajusté aux sous-régions en uti-
lisant les métamodèles locaux et la loi de Bayes.
L travaux de [24] ont utilisé des surfaces de
répon e, des modèles de krigeage et des points
échantillonnés à partir de ces métamodèles pour
réduire l’espace de conception aux seules sous-
rég o s intéressantes. Les métamodèles étaient
tilisés pour générer des points non coûteux (car
sans appel au vrai simulateur) qui étaient en-
suite regroupés par cluster en utilisant la tech-
nique des c-moyennes floues (fuzzy c-means).
L’inté êt de ce partitionnement était d’identifier
une région avec des évaluations faibles (pour un
problème de minimisation) pour de prochaines
approximations plus précises et pour mettre de
côté les régions avec des évaluations élevées.
3 Agents pour l’optimisation par
métamodélisation
Considérons la formulation générique d’un pro-
blème d’optimisation sous contraintes présentée
dans l’équation (1). Notons que f , g et x peuvent
être des vecteurs (e.g. x est un vecteur composé
de plusieurs variables).
minimiser
x⇥S
f (x)
avec g(x)   0 (1)
min
x⇥S
f (x)
s.t. g(x)   0 (2)
En optimisation par métamodélisation, un mé-
tamodèle est construit à partir d’un plan d’ex-
périence, noté X qui consiste en un ensemble
de points pour le vecteur de variables x. Pour
l pl n d’expérience, nous disposons des va-
l urs calculées de la fonction objectif f et des
Figure 3.3 – Exemple de division du travail par partitionnement de l’espace de recherche en optimisation sous
contrainte [Picard, Villanueva et al., 2013]. Les agents ont tous le même objectif qui correspond à l’objectif
global limité à leur sous-région.
s + l1 ≤ 1
l1 s
−s + l2 ≤ −2
l2
A1 = (l1−a2)2 A2 = (l2−a1)2
a1 a2
min
a1 ,a2 ,s
1
2(a21 + 10a22 + 5(s − 3)2)
Figure 3.4 – Agentiﬁcation d’un problème d’optimisation multi-disciplinaire (MDO) par AMAS [Jorquera,
2013]. Les concepts de variables (cercles), de contraintes (rectangles bleus), d’objectifs (rectangle rouge) et de
disciplines (rectangles arrondis) sont agentiﬁés.
Décomposition du problème par dimensions et critères. Dans ce cas le problème global est décom-
posé en plusieurs sous-problèmes aﬀectés aux agents (chaque agent fournit une aﬀectation par-
tielle). Un problème peut classiquement être décomposé par dimensions — e.g. les variables
comme dans [Modi et al., 2005 ; Rajnarayan et al., 2006] – ou par critères — e.g. dans les ap-
proches basées sur la théorie des jeux pour l’optimisation multicritère [Shoham et al., 2009 ;
Rajnarayan et al., 2006]. Certaines approches poussent le concept plus loin en agentiﬁant à la
fois les variables et les critères [Jorquera, 2013], comme l’illustre la ﬁgure 3.4.
Décomposition par modélisation ad-hoc du domaine. Ici, les agents représentent des entités spéci-
ﬁques au domaine du problème, et ne résolvent pas directement des concepts de résolution de
problèmes (contraintes, critères, objectifs, etc.) [Clair et al., 2008b]. Par exemple, modéliser
l’aﬀectation de ressources en contrôle manufacturier peut être eﬀectué par une agentiﬁcation
des machines, des conteneurs ou des opérateurs [Bussmann et al., 2004 ; Mavrík et al., 2007 ;
Capera, Bernon et al., 2006]. Ces approches mêlent souvent les deux approches précédentes.
Par exemple, un agent est responsable d’un ensemble de variables et/ou de régions de l’espace
de recherche. D’autres approches font également coopérer plusieurs solveurs pour améliorer la
convergence du processus de résolution [Danoy et al., 2010], ce qui les rendent très proches des
approches de parallélisation de la recherche [Talbi, 2006].
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Quelle que soit l’approche choisie, l’implémentation du système nécessite également de déﬁnir une
politique de partage d’informations, de coordination (e.g. échanger des points et leur évaluation). Ceci
va souvent se traduire par des règles de cohérence des états de diﬀérents agents, ou en des protocoles de
communication, basés sur des topologies spéciﬁques (voisinages, arbres, pseudo-arbres, etc.).
Positionnement (Stratégie d’agentiﬁcation). Lors de nos travaux, nous avons abordé des pro-
blèmes suivant ces trois approches. Par exemple, dans la résolution de problèmes de contrôle ma-
nufacturier nous avons développé une approche basée sur ABT (DCSP), donc basée sur une dé-
composition par dimension, mais également une approche plus ad-hoc [Clair et al., 2008b]. Nous
avons également développé des optimiseurs dans le cadre de l’optimisation par métamodélisa-
tion basés sur des populations d’agents [Rivière et al., 2013 ; Villanueva, Le Riche, Picard et
Haftka, 2013b].
3.4 Adaptation dans la résolution
L’adaptation, au sens où nous l’avons abordée dans le chapitre 2, peut intervenir pour deux raisons :
(i) lorsque l’organisation est le résultat du processus de résolution (l’adaptation est le moyen d’explo-
rer l’espace de recherche) ou (ii) lorsque l’organisation est un moyen de modéliser le problème et que
ce dernier change au cours de l’exécution (l’adaptation est un moyen de répondre à la dynamique de
l’environnement qui modiﬁe le problème en tant que tel).
Adaptation pour explorer l’espace de recherche. Dans ce cas, l’organisation est modiﬁée ou adaptée
par le processus de recherche d’une solution. L’organisation ﬁnale est un résultat au problème
posé. Ceci est très commun dans les approches auto-organisées, comme les approches par stig-
mergie [Dorigo et al., 2004]. En eﬀet, le processus d’exploration va créer des artefacts environ-
nementaux, supports de l’organisation des agents. Le résultat de l’activité du système est alors
une organisation stable représentant une solution adéquate au problème (e.g. le chemin le plus
court pour aller du nid à une source de nourriture). On retrouve également ce genre de dy-
namique de résolution dans les approches de résolution par AMAS. Par exemple, dans un sys-
tème de conception demécanismes aéronautiques, les composants agentiﬁés dumécanisme vont
s’auto-organiser spatialement pour obtenir une conﬁguration optimale [Capera, M. Gleizes et
al., 2004]. D’autres méthodes consistent à partitionner l’espace de recherche de manière dyna-
mique — l’organisation étant synonyme de partitionnement — aﬁn de diviser l’espace de travail
au fur et à mesure des découvertes des agents [Calvez et al., 2008 ; Picard, Villanueva et al.,
2013]. L’organisation spatiale (le partitionnement, la topologie, les interactions possibles entre les
agents) va résulter de se processus, sans guidage par un objectif explicite global. Ces approches
se positionnent en général parmi les approches ACPV, dans lesquelles l’organisation est implicite
et non manipulée directement par les agents (cf. section 2.2).
Adaptation pour répondre à la dynamique de l’environnement. Dans certains cas d’application, le
système doit être capable de fournir des solutions, alors que l’environnement et/ou l’organisation
interne du système sont en train de changer. Par exemple, dans le cas du contrôle manufacturier,
le système doit être capable de replaniﬁer une aﬀectation de ressources suite à l’arrivée d’une
commande prioritaire, ou bien à la suite d’une panne machine. On parle alors d’adaptation à la
dynamique. Ici, donc, suite à une phase de monitoring, le système détecte son inadaptation, et
eﬀectue une phase de réparation (cf. section 2.3.3). Ces phases peuvent bien sûr être eﬀectuées
par les agents eux-mêmes, ou par une entité externe. Dans le cadre des DCOP, plusieurs algori-
thmes ont été proposés, et reposent principalement sur l’ajout de nouveaux types demessages, et
des traitements associés, pour prendre en compte l’ajout de variables ou de contraintes (ouver-
ture du système), aﬁn de ne pas reprendre l’exploration de l’espace de recherche à partir de zéro
[Mailler etV. Lesser, 2004 ;Hattori et al., 2006]. Ce sont plutôt des approches dans lesquelles
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l’organisation est explicite (cf. section 2.2.2), et dans lesquelles les phases de réparation sont cen-
tralisées. D’autres approches, basées sur des approches plus locales (comme l’auto-organisation)
de propagation de valeurs de voisinage en voisinage sont, par essence, plus adaptées pour ré-
pondre à la dynamique de l’environnement (e.g. arrivée d’une nouvelle commande dans l’usine),
tout en diminuant l’impact de la réparation sur le reste du système. On retrouve notamment tous
les algorithmes de recherche locale distribuée [Hirayama et al., 2005 ; Zhang et al., 2005] ou
les approches par auto-organisation [Picard et al., 2007b ; Clair et al., 2008b], dans lesquelles
l’organisation est explicite.
Positionnement (Adaptation dans la résolution). Nous avons principalement proposé des tech-
niques de résolution de problèmes par auto-organisation pour répondre à la dynamique de l’en-
vironnement, notamment dans le domaine du contrôle manufacturier [Clair et al., 2008b] ou
la gestion d’emplois du temps [Picard, Bernon et M.-P. Gleizes, 2005a], mais également dans
le cadre plus générique des DCSP [Glize et Picard, 2011 ; Picard et Glize, 2006]. Nous avons
également proposé desméthodes de partitionnement adaptatif de l’espace de recherche pour l’opti-
misation parmétamodélisation, dans le cadre du projet ID4CS [Picard, Villanueva et al., 2013 ;
Villanueva, Le Riche, Picard et Haftka, 2013b], ou de détection de multiples optima locaux
[Rivière et al., 2013]. Ces deux approches reposent sur des populations d’agents se divisant l’espace
de recherche en cours de résolution pour minimiser le nombre d’appel à des fonctions coûteuses.
Nous allons présenter dans les deux chapitres suivants nos contributions dans le domaine de la réso-
lution de problèmes. Le chapitre 4 présente desméthodes dans lesquelles l’adaptation permet d’explorer
l’espace de recherche, alors que le chapitre 5 aborde des méthodes de résolution par auto-organisation.
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4Adaptation dans l’exploration parpopulation d’agents
Ce chapitre présente nos travaux dans le domaine de la résolution de problèmes — plus précisé-
ment en optimisation continue. Ici le systèmemulti-agent consiste en une population d’agents explorant
l’espace de recherche, par division du travail (voir section 3.3). Le but d’une telle division est double : (i)
répartir l’eﬀort calculatoire de la recherche (ces algorithmes sont parallélisables, bien que synchrones)
et (ii) améliorer la compréhension du problème, en fournissant, par exemple, un partitionnement de
l’espace associé à des métamodèles spéciﬁques à chaque sous-région. Ici l’adaptation permet d’explorer
l’espace de recherche de telle sorte que l’organisation ﬁnale du système est la solution (voir section 3.4).
La section 4.1 présente brièvement le cadre de l’optimisation par métamodélisation, qui est le con-
texte technique des travaux présentés dans ce chapitre. La section 4.2 présente un travail préliminaire
dans lequel plusieurs agents-métamodèles vont concourir pour trouver la meilleure représentation de
l’espace de recherche à des ﬁns d’optimisation sous incertitudes. La section 4.3 présente nos travaux sur
le partitionnement adaptatif de l’espace de recherche dans le cadre de l’optimisation par métamodéli-
sation. Ces travaux ont donné suite à une approche alternative de métamodélisation adaptative, sans
partitionnement, mais toujours dans le cadre de l’optimisation par appel à des simulateurs coûteux,
présentés en section 4.4.
4.1 Optimisation et métamodélisation
En ingénierie (et notamment en mécanique), les problèmes d’optimisation complexes, comme la
conception d’avion, requièrent de nombreuses simulations coûteuses en calcul, comme la résolution
des équations de la dynamique des ﬂuides autour de l’avion. Ces simulations consistent en des appels
à des logiciels qui, à un choix des variables de conception (un « point » dans l’espace de ces variables),
associent des valeurs de performance de l’avion (e.g. la masse de l’avion simulé, son rayon d’action,
son temps d’atteinte d’altitude de croisière, …). De nombreux chercheurs ont contribué au développe-
ment de méthodes d’optimisation adaptées à ces simulations coûteuses. Les idées qui sous-tendent ces
méthodes sont principalement (i) l’utilisation de métamodèles (ou approximations, ou surrogates) qui
remplacent certains appels aux simulateurs coûteux par des appels à des fonctions rapides apprises sur
ces simulations, (ii) la décomposition du problème en des problèmes de plus petite taille, (iii) l’approxi-
mation du problème par des problèmes plus simples à résoudre et (iv) la parallélisation des calculs.
29
Chapitre 4. Adaptation dans l’exploration par population d’agents
Figure 4.1 –Deux exemples demétamodèles pour une fonction à une dimension (ligne pleine) et pour un plan
d’expérience de cinq points (cercles blancs) : surface de réponse quadratique (PRS) et krigeage (KRG).
4.1.1 Métamodèles et apprentissage
Un métamodèle est une fonction mathématique (i) approximant les réponses du modèle étudié
(par exemple, le modèle représentant la masse d’un avion en fonction de ses diﬀérentes dimensions),
construite le plus souvent à partir d’un ensemble de taille restreinte d’entrées-sorties de ce modèle (ii)
de coût de calcul négligeable et (iii) ayant pour objectif de prédire de nouvelles réponses dans une
partie de l’espace des entrées (éventuellement tout cet espace) [Kleijen, 2008].
L’ensemble des points initiaux est appelé plan d’expérience (ou design of experiments, DOE). Des
exemples connus de métamodèles sont les surfaces de réponse polynomiales, les splines, les réseaux de
neurones ou le krigeage. La préoccupation au sujet du coût est due au fait que, dans de nombreux do-
maines, lemodèle étudié est un simulateur coûteux, pouvant nécessiter plusieurs heures (voire jours) de
calcul pour produire un résultat. Un plan d’expérience et/ou la production de nouveaux points peuvent
également être le résultat de mesures physiques réelles sur des prototypes ou des objets physiques exis-
tants. La ﬁgure 4.1 présente des exemples de métamodèles pour une fonction à une dimension et un
plan d’expérience réduit. On voit ici que, pour un modèle et un sous-espace donnés, diﬀérents méta-
modèles peuvent avoir diﬀérents degrés de précision. L’erreur d’unmétamodèle peut être mesurée ; par
exemple, en utilisant la somme des carrés des erreurs de prédiction.
L’utilisation de métamodèles pour remplacer des simulations et expérimentations coûteuses en
optimisation a été largement étudiée [Villanueva, Picard et al., 2012]. De nombreux travaux ont
proposé des stratégies d’utilisation de multiples métamodèles (multi-surrogate) pour l’optimisation,
dont nous nous sommes inspirés sous le prisme du paradigme multi-agent. La métamodélisation est
également une technique utilisée en apprentissage automatique statistique— les machines à vecteur de
support et le krigeage en sont de bons exemples.
4.1.2 Optimisation sur métamodèles
Considérons la formulation générique d’un problème d’optimisation sous contraintes présentée
dans l’équation (4.1). f et g sont des fonctions et x un vecteur de variables.
minimiser
x∈S f (x)
avec g(x) ≤ 0 (4.1)
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Algorithme 1 : Optimisation par métamodélisation
1 t ← 1 (état initial)
2 tant que t ≤ tmax faire
3 Construire fˆ et gˆ à partir de (Xt ,Ft ,Gt)
// Résoudre le problème (4.2) avec un algorithme d'optimisation interne:
4 xˆ∗ ← argmin
x∈S fˆ (x), avec gˆ(x) ≤ 0
// Appel au simulateur coûteux :
5 Calculer f (xˆ∗) et g(xˆ∗)
// Mettre à jour la base :
6 (Xt+1,Ft+1,Gt+1)← (Xt ,Ft ,Gt) ∪ (xˆ∗, f (xˆ∗), g(xˆ∗))
7 t ← t + 1
Par exemple, dans le cas de la conception d’un avion, x désigne la géométrie et les composants de
l’avion, g des performances minimales indispensables à réaliser telles qu’une altitude de croisière, une
masse embarquée, un rayon d’action, et f pourrait être une quantité de carburant consommée. À un
x donné, un ou plusieurs programmes de simulation coûteux numériquement doivent être appelés.
En optimisation par métamodèle, un métamodèle est construit à partir d’un plan d’expérience, noté
X, qui consiste en un ensemble de points pour le vecteur de variables x. Pour le plan d’expérience,
nous disposons des valeurs calculées de la fonction objectif f et des contraintes g pour ces points,
notées F et G, respectivement. Nous nous référerons à X et ses valeurs associées F et G comme une
base de données (ou de croyances, lorsque intégrée à un agent). Cette base est utilisée pour construire
une approximation par métamodèle de la fonction objectif, notée fˆ , et gˆ pour les contraintes. Nous
pouvons approcher le problème de l’équation (4.1) en utilisant les métamodèles comme suit :
minimiser
x∈S fˆ (x)
avec gˆ(x) ≤ 0 (4.2)
On note xˆ∗ la solution de ce problème approché.
L’optimisation par métamodèle classique s’approche itérativement de la solution de (4.1). Elle est
par conséquent dépendante du nombre d’itérations tmax , qui correspond au budget d’appels à la fonc-
tion coûteuse. Une fois l’optimum, xˆ∗, du problème de l’équation (4.2) trouvé, les vraies valeurs de f
et g associées sont calculées et insérées dans la base pour la prochaine itération. Ensuite, le métamo-
dèle est mis à jour et l’optimisation (4.2) est recommencée. Ainsi, au temps t, nous notons Xt la base
et l’ensemble des valeurs de fonction objectif et de contraintes associées Ft et Gt , respectivement. La
procédure d’optimisation par métamodèle peut ainsi être résumée par l’algorithme 1.
4.2 Diversiﬁcation de métamodèles
Aﬁn d’exploiter les capacités de distribution et d’interaction des agents, nous proposons de conce-
voir un système multi-agent faisant évoluer plusieurs points de vue sur tout l’espace d’état. Les agents
se construisent une vision personnelle de l’espace d’état — un métamodèle — et interagissent aﬁn de
déterminer le meilleur modèle, toujours dans l’objectif d’eﬀectuer une optimisation sur cet espace mé-
tamodélisé. Ceci consiste en une diversiﬁcation des métamodèles.
4.2.1 Principe
Une première intuition est de concevoir des agents exécutant chacun l’algorithme 1 de manière
parallèle, avec des métamodèles distincts, et partageant des points aﬁn d’aﬃner leur propre métamo-
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dèle, aﬁn de trouver quel métamodèle représente le mieux l’espace de recherche, au lieu de faire appel
à une connaissance experte a priori. Ceci permet à chaque agent de se construire sa propre vision du
problème, grâce à une base de croyance (des points) interne et au type de métamodèle utilisé pour
approcher fˆ . Par exemple, dans un système à trois agents, l’agent a1 peut utiliser une surface de ré-
ponse quadratique, l’agent a2 du krigeage, et l’agent a3 une régression à vecteurs de support. Les agents
peuvent interagir en partageant, en diﬀusant et en recevant des résultats pour mettre à jour leur base
de croyance interne.
4.2.2 Agents-métamodèles
Ce comportement basique est présenté dans l’algorithme 2, qui est basé sur l’algorithme 1 en ajou-
tant les lignes 6 et 7.
Algorithme 2 : Comportement d’un agent i, par diversiﬁcation
1 t ← 1 (état initial)
2 tant que t ≤ tmax faire
3 Construire fˆ et gˆ à partir de (Xt ,Ft ,Gt)
// Résoudre le problème (4.2) avec un algorithme d'optimisation interne:
4 xˆ∗ ← argmin
x∈S fˆ (x), avec gˆ(x) ≤ 0
// Appel au simulateur coûteux :
5 Calculer f (xˆ∗) et g(xˆ∗)
6 Diﬀuser les résultats
7 Recevoir les résultats
// Mettre à jour la base :
8 (Xt+1,Ft+1,Gt+1)← (Xt ,Ft ,Gt) ∪ (xˆ∗, f (xˆ∗), g(xˆ∗))
9 t ← t + 1
L’organisation des agents consiste en un réseaux connecté en fonction des politiques de partage
(aucun partage, broadcast, envoi sélectif par type) des agents. Nous appelons cette organisation d’agents
une diversiﬁcation car les agents tentent de résoudre le même problème avec diverses méthodes et
représentations (bases de croyance et métamodèles).
Applications et résultats. Cette approche a été appliquée à l’optimisation sous incertitudes (donc
par appel à une simulation coûteuse Monte Carlo) d’un bouclier thermique pour véhicule spatial
(voir ﬁgure 4.2) [Villanueva, Le Riche, Picard et Haftka, 2012b]. Diﬀérentes politiques de
diﬀusion ont été envisagées. Ces dernières ont donné lieu à des résultats montrant qu’il était plus
intéressant de partager des points provenant de certainsmétamodèles plus que d’autres, et que l’er-
reur moyenne d’un résultat obtenu par le système multi-agent était inférieure à celle obtenue par
optimisation séparée sur chaque métamodèle, pour un budget équivalent d’appels à la fonction
coûteuse.
Néanmoins, cette approche intuitive ﬁxe a priori la politique de partage des agents (et donc l’orga-
nisation), ce qui demande une adaptation ad-hoc pour chaque problème. Les travaux présentés dans
la suite de ce chapitre répondent à cette limitation en proposant des mécanismes d’adaptation de l’or-
ganisation opportuniste, en cours d’optimisation.
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(a) L’ITPS fournit à la fois l’isolation et la capacité de charge, et par conséquent, peut conduire
à des optima alternatifs pour unemasse égale, avec diﬀérentes manières d’aborder les exigences
thermiques et structurelles.
(b) Les régions admissibles 1-3 et les régions non admissible (à gauche), et la fonction objectif (masse) représentée par la
couleur (à droite). Les deux optima concurrentiel dans les régions 1 et 2 s’appuient sur des concepts diﬀérents. Dans la région
1, la fonction thermique est satisfaite par une feuille épaisse de face inférieure servant de dissipateur de chaleur, tandis que
dans la région 2, l’isolation est obtenu par une épaisse couche de mousse.
Figure 4.2 – Un exemple de problème de conception, le système de protection thermique intégré (ITPS), pos-
sédant plusieurs optima (compromis).
4.3 Partitionnement auto-adaptatif
Aﬁn de répondre aux limitations de l’approche multi-métamodèles présentée dans la section pré-
cédente, nous avons proposé une approche centrée agent par partitionnement adaptatif de l’espace de
conception [Villanueva, Picard et al., 2012 ; Picard, Villanueva et al., 2013 ; Villanueva, Le
Riche, Picard et Haftka, 2013b].
4.3.1 Principe général
Chaque agent est responsable de l’exploration d’une sous-région. Cette exploration consiste en une
optimisation globale dans cette sous-région en utilisant le métamodèle le plus précis (en fonction des
erreurs de métamodèle calculées tout au long du processus d’optimisation). Un agent possède une bi-
bliothèque de métamodèles qu’il va pouvoir utiliser (e.g. surface de réponse polynomiale ou krigeage).
Un agent va optimiser la fonction métamodèle notée fˆ sous les contraintes gˆ dans son sous-espace, au
lieu d’optimiser la fonction réelle f sous les contraintes réelles g dans tout l’espace. La tâche d’optimisa-
tion d’un agent i au temps t de la fonction fˆ sous les contraintes gˆ dans sa sous-région Pi en fonction
de sa base de croyancesXt est notée optim( fˆ , gˆ ,Xt ,Pi), ce qui correspond au problème d’optimisation
suivant :
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aux approches multi-métamodèles, mais elle
fait un pas supplémentaire vers des algorithmes
conçus pour la parallélisation : la référence à la
notion d’agent souligne le fait que les agents
peuvent changer de stratégie (i.e. ici, de méta-
modèle, de données utilisées et de régions de
l’espace de recherche considérées) en cours de
résolution et que leurs actions sont asynchrones.
Nous pouvons identifier principalement deux fa-
milles d’approches multi-agents pour l’optimi-
sation :
Plusieurs agents – même problème global :
dans ce cas les agents explorent le même es-
pace de conception mais avec des stratégies ou
des points de vue diﬀérents, comme dans les ap-
proches multi-métamodèles de [22, 21]. L’opti-
misation par essaim particulaire [10] et l’optimi-
sation par colonie de fourmis [5] appartiennent
également à cette famille, mais contrairement
au travail présenté ici la métamodélisation n’est
pas utilisée.
Plusieurs agents – diﬀérents sous-problèmes :
dans ce cas le problème global est décomposé
en plusieurs sous-problèmes aﬀectés aux agents.
Un problème d’optimisation peut classiquement
être décomposé par dimensions –e.g. les va-
riables comme dans [12, 14]– ou par critères
–e.g. dans les approches basées sur la théorie
des jeux pour l’optimisation multi-critère [18].
Nous pouvons aussi considérer une décomposi-
tion par sous-espaces : l’espace de conception
est partitionné de telle sorte que chaque agent
doit chercher dans un espace plus restreint que
l’espace de conception complet. Nous propo-
sons une telle approche dans cet article.
Quelle que soit l’approche d’optimisation multi-
agent, l’implémentation du SMA nécessite éga-
lement de définir une politique de partage d’in-
formations et de coordination (i.e. ici, envoyer
et recevoir des solutions et points de données
d’autres agents). De plus, des agents peuvent
être détruits s’ils se trouvent ineﬃcaces, et de
même, des agents peuvent être créés pour venir
en renfort.
Dans notre travail actuel, nous nous intéres-
sons donc plus particulièrement au partionne-
ment de l’espace de conception pour définir
des sous-régions pour des agents-métamodèles
(des agents approximant des sous-régions par
un métamodèle donné). Deux motivations sous-
tendent ce partitionnement. D’une part chaque
partition est d’une taille inférieure à l’espace de
recherche complet, ce qui facilite la résolution
locale du problème d’optimisation. D’autre part,
la partition de l’espace avec métamodèle local
permet de représenter des modèles dont le com-
portement varie dans l’espace (modèles non sta-
tionnaires au sens des processus aléatoires). A
titre d’exemple imagé, on peut penser à un sous-
sol dont les propriétés changent dans l’espace.
Des méthodes existent pour ajuster des métamo-
dèles locaux à des sous-régions de l’espace de
conception partitionné en utilisant des méthodes
de clustering. [25] ont proposé par exemple une
méthode pour diviser l’espace en clusters en uti-
lisant un modèle de mélanges gaussiens qui af-
fecte un point au cluster qui maximise sa proba-
bilité d’appartenance. Des métamodèles locaux
sont ensuite ajustés à chaque cluster et un méta-
modèle global est ajusté aux sous-régions en uti-
lisant les métamodèles locaux et la loi de Bayes.
Les travaux de [24] ont utilisé des surfaces de
réponse, des modèles de krigeage et des points
échantillonnés à partir de ces métamodèles pour
réduire l’espace de conception aux seules sous-
régions intéressantes. Les métamodèles étaient
utilisés pour générer des points non coûteux (car
sans appel au vrai simulateur) qui étaient en-
suite regroupés par cluster en utilisant la tech-
nique des c-moyennes floues (fuzzy c-means).
L’intérêt de ce partitionnement était d’identifier
une région avec des évaluations faibles (pour un
problème de minimisation) pour de prochaines
approximations plus précises et pour mettre de
côté les régions avec des évaluations élevées.
3 Agents pour l’optimisation par
métamodélisation
Considérons la formulation générique d’un pro-
blème d’optimisation sous contraintes présentée
dans l’équation (1). Notons que f , g et x peuvent
être des vecteurs (e.g. x est un vecteur composé
de plusieurs variables).
minimiser
x∈S
f (x)
avec g(x) ≤ 0 (1)
min
x∈S
f (x)
s.t. g(x) ≤ 0 (2)
En optimisation par métamodélisation, un mé-
tamodèle est construit à partir d’un plan d’ex-
périence, noté X qui consiste en un ensemble
de points pour le vecteur de variables x. Pour
le plan d’expérience, nous disposons des va-
leurs calculées de la fonction objectif f et des
aux approches multi-métamodèles, mais elle
fait un pas supplémentaire vers des algorithmes
onçus pour la parallélisation : la référence à la
notion d’agent souligne le fait que les agents
peuvent chang r d stratégie (i.e. ici, de méta-
modèle, de données utilisées e de régions e
l’e pace de recherche considérées) en co rs de
résolution et qu leurs actions ont asynchrones.
Nous pouvons id n fier principalement deux fa-
milles d’appro he multi-agents pour l’optimi-
sation :
Plusieurs agents – même problème global :
dans ce cas les agents explorent le même es-
pace de conception mais avec des stratégies ou
d s points de vue diﬀérents, comme dans les ap-
pr ches multi-métamodèles de [22, 21]. L’opti-
misat on par essaim particulaire [10] et l’optimi-
satio par colonie de fourmis [5] appartiennent
également à cette famille, mais contrairement
au travail présenté ici la métamodélisation n’est
pas utilisée.
Plusieurs agents – diﬀérents sous-problèmes :
dans ce cas le problème global est décomposé
en plusieurs sous-problèmes aﬀectés aux agents.
Un problème d’optimisation peut classiquement
être décomposé par dimensions –e.g. les va-
riabl comme dans [12, 14]– ou par critères
–e.g. dans les approches basées sur la théorie
des jeux pour l’optimisation multi-critère [18].
Nou pouvons aussi considérer une décomposi-
tion par sous-espaces : l’espace de conception
est partitionné de telle orte que chaque agent
doit chercher dans un espace plus restreint que
l’es ace de conception complet. Nous propo-
sons une telle approche dans cet article.
Quelle que soit l’approche d’optimisation multi-
agent, l’implémentation du SMA nécessite éga-
leme t de définir une politique de partage d’in-
formations et de coordination (i.e. ici, envoyer
et recevoir des solutions et points de données
d’autres agents). De plus, des agents peuvent
être étruits s’ils se trouvent ineﬃcaces, et de
même, des agents peuvent être créés pour venir
en renfort.
Dans notre travail actuel, nous nous intéres-
s s donc plus particulièrement au partionne-
ment de l’espace de conception pour définir
des sous-régions pour des agents-métamodèles
(des agents approximant des sous-régi ns p r
un métamodèle donné). Deux motivations sous-
tendent ce part tionnement. D’ ne part chaque
partition est d’une taille inférieure à l’espace de
recherche com et, ce qui facilite la résoluti n
locale du problème d’optimisation. D’autre part,
la partition de l’espace avec métamodèle local
permet de représenter des modèles dont le com-
portement varie dans l’espace (modèles non sta-
tionnaires au sens des processus aléatoires). A
titre d’exemple imagé, on peut penser à un sous-
sol dont les propriétés changent dans l’espace.
Des méthodes existent pour ajuster des métamo-
dèles locaux à des sous-régions de l’espace de
conc ption partitionné en utilisant des méthodes
d clustering. [25] ont proposé par exemple une
méthode pour diviser l’espace en clusters en uti-
lisant un modèle de mélanges gaussiens qui af-
fecte un point au cluster qui maximise sa proba-
bilité d’appartenance. Des métamodèles locaux
sont ensuite ajustés à chaque cluster et un méta-
modèle global est ajusté aux sous-régions en uti-
lisant les métamodèles locaux et la loi de Bayes.
L travaux de [24] ont utilisé des surfaces de
répon e, des modèles de krigeage et des points
échantillonnés à partir de ces métamodèles pour
réduire l’espace de conception aux seules sous-
rég o s intéressantes. Les métamodèles étaient
tilisés pour générer des points non coûteux (car
sans appel au vrai simulateur) qui étaient en-
suite regroupés par cluster en utilisant la tech-
nique des c-moyennes floues (fuzzy c-means).
L’inté êt de ce partitionnement était d’identifier
une région avec des évaluations faibles (pour un
problème de minimisation) pour de prochaines
approximations plus précises et pour mettre de
côté les régions avec des évaluations élevées.
3 Agents pour l’optimisation par
métamodélisation
Considérons la formulation générique d’un pro-
blème d’optimisation sous contraintes présentée
dans l’équation (1). Notons que f , g et x peuvent
être des vecteurs (e.g. x est un vecteur composé
de plusieurs variables).
minimiser
x∈S
f (x)
avec g(x) ≤ 0 (1)
min
x∈S
f (x)
s.t. g(x) ≤ 0 (2)
En optimisation par métamodélisation, un mé-
tamodèle est construit à partir d’un plan d’ex-
périence, noté X qui consiste en un ensemble
de points pour le vecteur de variables x. Pour
l pl n d’expérience, nous disposons des va-
l urs calculées de la fonction objectif f et des
aux pproches multi-métamodèles, mais elle
fait un pas supplémentaire vers des algorithmes
conçus pour la parallélisation : la référence à la
notion d’agent souligne le fait que les agents
peuvent cha ger d stratégie (i.e. ici, de méta-
modèle, de d nnées utilisées et de régions e
l’e pace de recherche considérées) en co rs de
résolution et qu l urs actions ont asynchrones.
Nous pouvons i ntifier rincipalement deux fa-
milles d’ap roche multi-agents pour l’optimi-
sation :
Plusieurs agents – même problème global :
dans ce cas les agents explorent le même es-
pace de conception mais avec des stratégies ou
d points de vue diﬀérents, comme dans les ap-
pr ches multi-métamodèles de [22, 21]. L’opti-
misat on par essaim particulaire [10] et l’optimi-
satio par colonie de four is [5] appartiennent
égal ent à cette famille, mais contrairement
au travail présenté ici la métamodélisation n’est
pas utilisée.
Plusieurs agents – diﬀérents sous-problèmes :
dans ce cas le problème global est décomposé
en plusieurs sous-problèmes aﬀectés aux agents.
Un problème d’optimisation peut classiquement
être décomposé par dimensions –e.g. les va-
riabl comme dans [12, 14]– ou par critères
–e.g. dans les approches basées sur la théorie
des jeux pour l’optimisation multi-critère [18].
Nou pouvons aussi considérer une décomposi-
tion par sous-espaces : l’espace de conception
est partiti né de telle sorte q e chaque agent
doit chercher dans un espace plus restreint que
l’es ace de conception complet. Nous propo-
sons une telle approche dans cet article.
Que le que soit l’approche d’optimisation multi-
agent, l’implémentation du SMA nécessite éga-
leme t de définir une politique de partage d’in-
formations et de coordination (i.e. ici, envoyer
et recevoir des solutions et points de données
d’autres agents). De plus, des agents peuvent
être étruits s’ils se trouvent ineﬃcaces, et de
même, des agents peuvent être créés pour venir
en renfort.
Dans notre travail actuel, nous nous intéres-
s s donc plus particulièrement au partionne-
ment de l’espace de conception pour définir
des sous-régions pour des agents-métamodèles
( es ge ts approxi an des sous-régi ns par
un métamodèle donné). Deux motivations sous-
ndent c part tionnement. D’ ne part chaque
partition est ’une taille inférieure à l’espace de
recherche com let, ce qui facilite la résoluti n
locale du problème d’optimisation. D’autre part,
la partition de l’espace avec métamodèle local
permet de représenter des modèles dont le com-
portement varie dans l’espace (modèles non sta-
tionnaires au sens des processus aléatoires). A
titre d’exemple imagé, on peut penser à un sous-
sol dont les propriétés changent dans l’espace.
Des méthodes existent pour ajuster des métamo-
dèles locaux à des sous-régions de l’espace de
conc ption partitionné en utilisant des méthodes
d clustering. [25] ont proposé par exemple une
méthode pour diviser l’espace en clusters en uti-
lisant un modèle de mélanges gaussiens qui af-
fecte un point au cluster qui maximise sa proba-
bilité d’appartenance. Des métamodèles locaux
sont ensuite ajustés à chaque cluster et un méta-
modèle global est ajusté aux sous-régions en uti-
lisant les métamodèles locaux et la loi de Bayes.
L travaux de [24] ont utilisé des surfaces de
répon e, des modèles de krigeage et des points
échantillonnés à partir de ces métamodèles pour
réduire l’espace de conception aux seules sous-
rég o s intéressantes. Les métamodèles étaient
tilisés pour générer des points non coûteux (car
sans appel au vrai simulateur) qui étaient en-
suite regroupés par cluster en utilisant la tech-
nique des c-moyennes floues (fuzzy c-means).
L’inté êt de ce partitionnement était d’identifier
une région avec des évaluations faibles (pour un
problème de minimisation) pour de prochaines
approximations plus précises et pour mettre de
côté les régions avec des évaluations élevées.
3 Agents pour l’optimisation par
métamodélisation
Considérons la formulation générique d’un pro-
blème d’optimisation sous contraintes présentée
dans l’équation (1). Notons que f , g et x peuvent
être des vecteurs (e.g. x est un vecteur composé
de plusieurs variables).
minimiser
x∈S
f (x)
avec g(x) ≤ 0 (1)
min
x∈S
f (x)
s.t. g(x) ≤ 0 (2)
En optimisation par métamodélisation, un mé-
tamodèle est construit à partir d’un plan d’ex-
périence, noté X qui consiste en un ensemble
de points pour le vecteur de variables x. Pour
l pl n d’expérience, nous disposons des va-
l urs calculées de la fonction objectif f et des
aux pproches multi-métamodèles, mais elle
fait un pas supplémentaire vers des algorithmes
conçus pour la parallélisation : la référence à la
notion d’agent souligne le fait que les agents
peuvent cha ger d stratégie (i.e. ici, de méta-
modèle, de d nnées utilisées et de régions e
l’e pace de recherche considérées) en co rs de
résolution et qu leurs actions ont asynchrones.
Nous pouvons identifier rincipalement deux fa-
milles d’approche multi-agents pour l’optimi-
sation :
Plusieurs agents – même problème global :
dans ce cas les agents explorent le même es-
pace de conception mais avec des stratégies ou
d points de vue diﬀérents, comme dans les ap-
pr ches multi-métamodèles de [22, 21]. L’opti-
misat on par essaim particulaire [10] et l’optimi-
satio par colonie de four is [5] appartiennent
égal ent à cette famille, mais contrairement
au travail présenté ici la métamodélisation n’est
pas utilisée.
Plusieurs agents – diﬀérents sous-problèmes :
dans ce cas le problème global est décomposé
en plusieurs sous-problèmes aﬀectés aux agents.
Un problème d’optimisation peut classiquement
être décomposé par dimensions –e.g. les va-
riabl comme dans [12, 14]– ou par critères
–e.g. dans les approches basées sur la théorie
des jeux pour l’optimisation multi-critère [18].
Nou pouvons aussi considérer une décomposi-
tion par sous-espaces : l’espace de conception
est partit né de telle sorte q e chaque agent
doit chercher dans un espace plus restreint que
l’es ace de conception complet. Nous propo-
sons une telle approche dans cet article.
Que le que soit l’approche d’optimisation multi-
agent, l’implémentation du SMA nécessite éga-
leme t de définir une politique de partage d’in-
formations et de coordination (i.e. ici, envoyer
et recevoir des solutions et points de données
d’autres agents). De plus, des agents peuvent
être étruits s’ils se trouvent ineﬃcaces, et de
même, des agents peuvent être créés pour venir
en renfort.
Dans notre travail actuel, nous nous intéres-
s s donc plus particulièrement au partionne-
ment de l’espace de conception pour définir
des sous-régions pour des agents-métamodèles
( es gents approxi an des sous-régi ns par
un métamodèle donné). Deux motivations sous-
ndent ce part tionnement. D’ ne part chaque
partition est ’une taille inférieure à l’espace de
recherche com let, ce qui facilite la résoluti n
locale du problème d’optimisation. D’autre part,
la partition de l’espace avec métamodèle local
permet de représenter des modèles dont le com-
portement varie dans l’espace (modèles non sta-
tionnaires au sens des processus aléatoires). A
titre d’exemple imagé, on peut penser à un sous-
sol dont les propriétés changent dans l’espace.
Des méthodes existent pour ajuster des métamo-
dèles locaux à des sous-régions de l’espace de
conc ption partitionné en utilisant des méthodes
d clustering. [25] ont proposé par exemple une
méthode pour diviser l’espace en clusters en uti-
lisant un modèle de mélanges gaussiens qui af-
fecte un point au cluster qui maximise sa proba-
bilité d’appartenance. Des métamodèles locaux
sont ensuite ajustés à chaque cluster et un méta-
modèle global est ajusté aux sous-régions en uti-
lisant les métamodèles locaux et la loi de Bayes.
L travaux de [24] ont utilisé des surfaces de
répon e, des modèles de krigeage et des points
échantillonnés à partir de ces métamodèles pour
réduire l’espace de conception aux seules sous-
rég o s intéressantes. Les métamodèles étaient
tilisés pour générer des points non coûteux (car
sans appel au vrai simulateur) qui étaient en-
suite regroupés par cluster en utilisant la tech-
nique des c-moyennes floues (fuzzy c-means).
L’inté êt de ce partitionnement était d’identifier
une région avec des évaluations faibles (pour un
problème de minimisation) pour de prochaines
approximations plus précises et pour mettre de
côté les régions avec des évaluations élevées.
3 Agents pour l’optimisation par
métamodélisation
Considérons la formulation générique d’un pro-
blème d’optimisation sous contraintes présentée
dans l’équation (1). Notons que f , g et x peuvent
être des vecteurs (e.g. x est un vecteur composé
de plusieurs variables).
minimiser
x∈S
f (x)
avec g(x) ≤ 0 (1)
min
x∈S
f (x)
s.t. g(x) ≤ 0 (2)
En optimisation par métamodélisation, un mé-
tamodèle est construit à partir d’un plan d’ex-
périence, noté X qui consiste en un ensemble
de points pour le vecteur de variables x. Pour
l pl n d’expérience, nous disposons des va-
l urs calculées de la fonction objectif f et des
Figure 4.3 – Les agents-métamodèles optimisent une fonction commune sur une sous-région de l’espace de
recherche (ici en 2D) suivant un métamodèle personnel, et communiquent des points à leurs voisins directs.
minimiser
x∈Pi fˆ (x)
avec gˆ(x) ≤ 0 (4.3)
Les sous-régions au temps t sont simplement des cellules de Voronoï [Aurenhammer, 1991] dont
les centres sont le meilleur point de chaque agent au temps t (l’optimum de la sous-région i, noté
ci). Une cellule contient plusieurs points déjà calculés et constitue la base de croyance de l’agent res-
ponsable de la sous-région. La base de croyance de l’agent i au temps t est notée (Xt ,Ft ,Gt)i . Deux
caractéristiques vont changer pour chaque agent : le centre (donc les frontières des sous-régions) et
le métamodèle utilisé pour approcher la fonction coûteuse. Les cellules et les métamodèles s’adaptent
donc à l’espace de conception. Nous parlons alors d’optimisation par partitionnement adaptatif.
La ﬁgure 4.3 illustre cette approche (cf. section 3.3). Comme les frontières des cellules changent
avec le temps, les agents se communiquent les points calculés aﬁn de mettre à jour leurs métamodèles
respectifs, mais uniquement sur leurs sous-régions respectives.
4.3.2 Agents-métamodèles
Le comportement suivi par chaque agent peut être résumé par l’algorithme 3 qui est une extension
de l’algorithme 2. Ici encore, notreméthode d’optimisation est uneméthode pas-à-pas, dans laquelle les
agents agissent en parallèle puis attendent avant de passer au pas suivant, ce qui permet, entre autres,
de paralléliser les appels aux fonctions coûteuses. La terminaison est paramétrée par un nombre de pas
maximum, dépendant du budget d’appels au simulateur coûteux.
En supposant que les sous-régions sont déjà déﬁnies, chaque agent choisit le métamodèle le plus
précis pour sa sous-région et sa base de croyance (lignes 5-9). Il est possible que l’agent demande des
points à ses voisins s’il n’en a pas assez pour ajuster les métamodèles (lignes 5-7). La précision d’un
métamodèle est déterminée par une mesure d’erreur par validation croisée, ici la somme des carrés
des erreurs de prédiction Villanueva, Picard et al. [2012]. Une fois le métamodèle le plus précis
choisi (ligne 9), l’agent cherche l’optimum dans sa sous-région en utilisant ce métamodèle (ligne 10).
En cas d’obtention d’un point proche d’un point déjà connu ou d’un point non admissible, l’agent va
explorer la sous-région. Ceci se traduit par le fait que l’agent ajoute un point dans la base de croyance qui
maximise la distance minimum aux points déjà présents dans la base, et dans ce cas ce point remplace
xˆ∗ (lignes 11-12). L’appel au simulateur coûteux est alors eﬀectué pour xˆ∗ (ligne 13) et un nouveau
point (xˆ∗, f (xˆ∗), g(xˆ∗)) est ajouté à la base de croyances (ligne 14). Ensuite, l’agent va repositionner
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Algorithme 3 : Comportement d’un agent i, par partitionnement
1 t = 1 (état initial)
2 tant que t ≤ tmax faire
3 Mettre à jour sa partition : Pi ← {x ∈ S s.t.∣∣x − ci ∣∣2 ≤ ∣∣x − c j∣∣2 , j ≠ i}
4 Mettre à jour sa base de croyances
5 si Pas suﬃsamment de points dans la base de croyance pour construire les métamodèles alors
6 Demander des points aux agents voisins
7 Ajouter les points à la base de croyances
8 Construire les métamodèles fˆ et gˆ à partir de (Xt ,Ft ,Gt)i
9 Choisir le métamodèle le plus précis
10 Optimiser dans sa sous-région : xˆ∗ ← optim( fˆ , gˆ ,Xt ,Pi)
11 si xˆ∗ est proche d’un point existant ou xˆ∗ non admissible alors
12 Explorer
13 Calculer f (xˆ∗) et g(xˆ∗)
14 (Xt+1,Ft+1,Gt+1)i ← (Xt ,Ft ,Gt)i ∪ (xˆ∗, f (xˆ∗), g(xˆ∗))
15 Mettre à jour le centre ci
16 Vériﬁer si fusion, séparation ou création
17 t = t + 1
son centre (ligne 15) et éventuellement réorganiser l’espace en fusionnant, en se séparant ou en créant
un nouvel agent (ligne 16), avant de passer au pas suivant (ligne 17).
4.3.3 Partitionnement auto-organisé
Le partitionnement dépend fortement de la topologie de l’espace de recherche. Nous proposons
donc un mécanisme auto-organisé pour partitionner l’espace en sous-régions qui s’adaptent à la to-
pologie de l’espace. Par auto-organisé nous entendons que les agents (et ainsi les sous-régions) sont
créés et supprimés au travers d’un processus coopératif d’optimisation par les agents eux-mêmes. Les
agents se divisent lorsque les points de leurs sous-régions forment des clusters distincts (création), et
fusionnent lorsque des centres d’agents (des optima locaux) convergent (suppression).
Les centres des agents (donc les agents) se déplacent dans l’espace. Le centre d’une sous-région est
le meilleur point de cette sous-région. Le centre est déplacé à l’optimum de l’itération précédente s’il
améliore la valeur de la fonction objectif, et si à la fois x∗t−1 et ct−1 satisfont la contrainte g. Le centre
est déplacé lorsque le dernier optimum satisfait la contrainte mais pas le centre précédent. Le centre
est également déplacé s’il s’approche au mieux des contraintes alors que celles-ci ne sont respectées ni
par le nouveau point, ni par le centre actuel. Ceci correspond à la ligne 15 de l’algorithme 3.
Une fois qu’un agent a ajouté un nouveau point dans sa base de croyances (ligne 14) et a déplacé son
centre sur le meilleur point (ligne 15), il va vériﬁer s’il doit créer ou supprimer un agent ou fusionner
avec un autre agent (ligne 16). Fusionner des agents (donc des sous-régions) évite que des agents ne
se regroupent inutilement dans une même zone. Séparer un agent (donc créer un agent) est un moyen
d’explorer plus eﬃcacement l’espace par un aﬃnement du partitionnement. La séparation et la fusion
surviennent à la ﬁn de chaque itération (ligne 16) : les agents sont d’abord fusionnés (si nécessaire), les
points appartenant aux agents fusionnés sont partagés entre les agents restants en fonction du parti-
tionnement, et chaque agent restant vériﬁe s’il se sépare ou non. Cette technique d’auto-organisation
des agents et des sous-régions nous permet ainsi de ne pas ﬁxer arbitrairement un nombre initial de
sous-régions, et de lancer la procédure d’optimisation avec un unique agent qui se séparera si néces-
saire.
Des agents sont fusionnés (et donc un agent est supprimé) si les centres de leurs sous-régions res-
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Clusters potentiels
Meilleure solution courante &
centre de l’agent i
(a) Clusters potentiels dans une sous-
région
Centres par k-means
Meilleure solution courante &
centre de l’agent i
c1
c2
(b) Clusters obtenus par k-means
Centre du nouvel agent j
Meilleure solution courante &
centre de l’agent i
c2
(c) Clusters ﬁnals après déplacement
des centres vers la meilleure solution
courante et le plus proche point
Figure 4.4 – Illustration du processus de création d’un agent j étant donnés des points de la sous-région de
l’agent i.
pectives deviennent trop proches (en distance Euclidienne). Lorsque l’on examine les agents, l’agent
avec la plus faible performance (le plus mauvais optimum) est supprimé. Avant la suppression, l’agent
supprimé distribue ses points aux agents les plus proches de ces points.
Il est intéressant de créer un agent lorsqu’il se trouve que des points sont regroupés dans deux
zones distinctes d’unemême sous-région, comme illustré dans la Figure 4.4(a). Une telle situation peut
apparaître lorsqu’il y a plusieurs optima locaux dans une même sous-région.
Les agents sont créés en utilisant une méthode de k-means [Hartigan et al., 1979] pour deux
clusters (k = 2) étant donnés les points dans une sous-région, où la position initiale des centres est
la meilleure solution courante de la sous-région (le centre actuel) et la moyenne de l’ensemble des
points. Comme le clustering par k-means fournit des centres qui ne sont pas forcément des points
existants comme illustré en Figure 4.4(b), nous déplaçons le nouveau centre vers le point disponible
le plus proche dans la sous-région pour éviter un appel supplémentaire à la fonction coûteuse. Ceci
est eﬀectué en mesurant tout d’abord la distance des centres fournis par k-means au meilleur point
actuel, puis en déplaçant le centre le plus proche vers le meilleur point, aﬁn de conserver ce bon point.
Pour l’autre centre, nous mesurons la distance de ce centre vers les autres points, et déplaçons le centre
vers le plus proche. Le clustering ﬁnal est illustré dans la Figure 4.4(c). Le résultat est donc un nouvel
agent avec un centre positionné sur un point existant, où l’agent créateur reste sur son centre, à savoir
le meilleur point. Le clustering ﬁnal est ensuite validé en utilisant la valeur de silhouette moyenne des
points de la sous-région Rousseeuw [1987].
Les agents peuvent atteindre un point pour lequel aucune amélioration n’est obtenue en plusieurs
itérations. Par exemple, cela peut se produire lorsque chaque agent a localisé le meilleur point de sa
sous-région. La zone autour du meilleur point est peuplée de points, et chaque agent est amené à ex-
plorer durant plusieurs itérations consécutives, et aucun autre optimum local potentiel n’est localisé.
Ceci peut également se produire lors d’itérations en début de résolution lorsque les métamodèles sont
mal ajustés dans la sous-région. Aﬁn d’améliorer l’exploration, un nouvel agent est alors créé dans l’es-
pace de recherche lorsque il n’y a pas d’amélioration depuis n itérations de résolution. Pour créer un
nouvel agent, un nouveau centre est créé sur un point existant qui maximise la distance minimum aux
centres existants. L’espace est alors partitionné à nouveau.
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Applications et résultats. Cette approche a été appliquée à l’optimisation dans le cadre du projet
ID4CS sur des cas d’étude théoriques en 2D et 6D [Picard,Villanueva et al., 2013 ; Villanueva,
LeRiche, Picard etHaftka, 2013b] et pour la conceptionde boucliers thermiques [Villanueva,
LeRiche, Picard etHaftka, 2013a], et le solveur développé en Scilab a été intégré à la plateforme
ID4CS pour permettre à des agents de plus haut niveau, comme décrits dans [Jorquera, 2013],
d’eﬀectuer des optimisations par appels à des fonctions coûteuses (disciplines). Il a été montré
empiriquement qu’un agent seul (e.g. un optimiseur par métamodélisation classique) a moins de
succès pour trouver tous les optima que le système multi-agent, pour un nombre équivalent d’ap-
pels au simulateur coûteux. De plus, dans certains cas notre approche multi-agent bénéﬁcie d’un
budget de calcul réduit dédié à la recherche aléatoire : à nombre constant d’évaluations, les agents
avec un nombre initial de points élevé sont moins eﬃcaces pour trouver les solutions admissibles
que les agents débutant leur optimisation avec un faible nombre de points initiaux.
Dans cette approche, le SMA est bien plus eﬃcace qu’un solveur standard pour (i) localiser l’opti-
mum global et pour (ii) localiser tous les optima (à faible distance et faible valeurs g). Ceci démontre
que notre comportement d’agent et de partitionnement auto-organisé entraîne que :
1. l’optimisation est moins coûteuse, car les agents s’exécutent en parallèle, pas-à-pas ;
2. le processus d’optimisation n’est pas seulement global mais peut également se stabiliser sur des
optima locaux ;
3. le partitionnement ﬁnal fournit une bonne compréhension du problème d’optimisation, comme
chaque agent utilise le métamodèle le plus adapté à sa sous-région.
4.4 Aﬃnement de métamodèles
Les conclusions de nos travaux sur le partitionnement auto-adaptatif, présentés dans la section pré-
cédente, nous ont encouragés à conduire des investigations plus poussées sur la localisation des optima
locaux dans l’optimisation par métamodélisation. Ceci a conduit à l’algorithme LOOM (LOcal Optima
through Metamodels), dans lequel les optima locaux sont identiﬁés en sortie du processus d’optimisa-
tion. Ici, la recherche distribue les ressources de calcul sur les bassins d’attraction [Rivière et al., 2013].
Alors que les bassins sont décrits comme des cellules de Voronoï dans les travaux précédents, LOOM
utilise un métamodèle plus ﬂexible pour les identiﬁer et les décrire.
4.4.1 Principe général
La priorité est mise sur la recherche locale (intensiﬁcation) et l’exploration s’eﬀectue avec un budget
limité d’appels à la fonction objectif. LOOM diﬀère donc des algorithmes heuristiques de recherche
d’optima locaux (algorithmes évolutionnaires, essaims particulaires) sur deux points :(i) LOOM peut
être appliqué à l’optimisation coûteuse, et (ii) LOOM liste explicitement en sortie les optima locaux
trouvés.
Le comportement global de LOOMdiﬀère également de celui des deux précédentes approches, car
les agents travaillent sur le mêmemétamodèle, qui correspond à leur environnement commun, et qu’il
aﬃne au cours de l’exécution. Ainsi, les agents construisent collectivement unmétamodèle commun. À
l’initialisation de LOOM, un plan d’expérience initial, et unmétamodèle relatif sont construits. Ensuite,
un unique agent est créé dans l’espace du métamodèle, positionné aléatoirement ou sur un optimum
global trouvé sur le métamodèle initial. À partir de là, la recherche commence, et va résulter dans
la création et la destruction d’agents (et donc l’identiﬁcation d’optima locaux) jusqu’à épuisement du
budget d’appels. En ﬁn de résolution, les agents sont positionnés sur tous les optima locaux (si le budget
d’appels le permet), comme le présente la ﬁgure 4.7.
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Figure 4.5 – Exploitation dans LOOM
4.4.2 Agents LOOM
Les agents correspondent à des optima locaux potentiels, et eﬀectuent chacun une optimisation
locale dans leur bassin d’attraction (i.e. exploitation). Ils peuvent ajouter des points (par appel à la
fonction objectif) — et ainsi changer le métamodèle— et ajouter ou supprimer d’autres agents — dans
le même esprit que l’approche précédente. Aﬁn de déterminer si l’agent améliore ou non sa position,
et aﬁn de garantir que l’approche est valide pour toute taille de bassin, les agents utilisent une sphère
de rayon close qui détermine si l’agent est proche ou non du point (voir ﬁgure 4.6). En fonction de
l’appartenance ou non du nouveau point à cette sphère, l’agent va pouvoir exploiter à nouveau, créer
un nouvel agent ou explorer. Ils utilisent également une sphère de rayon almost pour déterminer si un
agent doit être supprimé (voir ﬁgure 4.5(c)).
Le comportement de chaque agent peut-être résumé comme suit (voir ﬁgures 4.5 et 4.6) :
Exploitation : l’agent eﬀectue une optimisation locale à partir de sa position actuelle sur le métamo-
dèle actuel fˆ (t) (e.g. Nelder-Mead avec une taille de simplexe réduite [Nelder et al., 1965]) aﬁn
de trouver un meilleur point que leur position actuelle (qui est la meilleure connue dans le bas-
sin).
Création : si le résultat de l’optimisation locale est proche (voir Figure 4.6(a)) de la position de l’agent,
l’agent réduit son paramètre de proximité close (voir ﬁgure 4.6) et cherche un nouveau bassin
d’attraction sur le métamodèle :
— si un nouveau bassin inoccupé est trouvé, alors l’agent appelle f , met à jour le métamodèle
et crée un nouvel agent dans le bassin ;
— si aucun bassin n’est trouvé, ou si le bassin est déjà identiﬁé (un agent est présent dans une
sphère de rayon close), alors l’agent explore, i.e. cherche le point le plus loin de ses voisins,
calcule f en ce point et met à jour le métamodèle.
Exploration : si le résultat de l’optimisation locale n’est pas proche de la position courante de l’agent,
alors :
— si un autre agent est presque à la position du résultat de l’optimisation locale (voir ﬁ-
gure 4.5(c)), il supprime le pire des deux agents ;
— sinon, il appelle f sur l’optimum local, s’y déplace s’il est plus intéressant et met à jour le
métamodèle.
Aﬁn de trouver un nouveau bassin, un agent voyage à travers l’espace de recherche en suivant un
ligne droite inﬁnie partant de sa position actuelle. Tout au long de cette ligne, en fonction de paramètres
de vitesse et d’accélération, l’agent eﬀectue des optimisations locales (sur le métamodèle). Une telle
optimisation résultant sur un point diﬀérent de sa position initiale signiﬁe qu’un nouveau bassin a été
découvert.
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a
close
(a) A l’itération t, si l’optimisation lo-
cale retombe sur le même agent (dans
la sphère de rayon close), alors réduc-
tion du rayon close et recherche pour
un nouveau bassin
a
close
(b) A l’itération t + n, si l’optimisation
locale trouve un nouveau point n’ap-
partenant à aucun agent, alors mise à
jour du métamodèle, déplacement et
restauration de close
a
close
(c) A l’itération t+n, l’agent a a bouger
et sa sphère close est restaurée
Figure 4.6 – Evolution de la valeur close LOOM
Figure 4.7 – Exemple de résultat de l’exécution de LOOM sur la fonction Rastrigin 2D (à gauche). Le nombre
d’agents a convergé vers 9, et les agents sont positionnés sur les optima locaux de la fonction (cercles rouges, à
droite).
Applications et résultats. LOOM a été principalement éprouvé sur des cas tests académiques
piégeurs de 2D à 6D, sur unemétamodélisation par krigeage et régression à vecteurs de support. Il
a été montré expérimentalement que LOOM trouve les optima locaux à une précision inférieure
à 1% et converge vers le nombre théorique d’optima sur des cas tests pouvant aﬃcher plusieurs
centaines d’optima locaux. Cependant, comme LOOM limite le nombre d’appels à la fonction à
optimiser, ce budget doit être suﬃsant (donc supérieur au nombre d’optima) pour converger.
Ainsi, LOOM repose sur une coordination par auto-organisation basée sur deux paramètres de
proximité (close et almost). Par l’évolution de close, les agents sont capables d’exploiter des bassins
étroits ou d’explorer si nécessaire, garantissant un bon compromis exploitation-exploration.
4.5 Synthèse et analyse
Nous avons présenté dans ce chapitre des approches multi-agents qui ont consisté à fournir des op-
timiseurs dont la procédure de recherche est eﬀectuée par des agents autonomes se partageant la tâche
et se coordonnant pour améliorer l’exploration. L’organisation de ces agents est parfois explicite (e.g.
partitionnement en cellule de Voronoï) ou implicite (e.g. dans LOOM), et les agents ne raisonnement
que sur des informations locales, ou sur leur environnement direct. Les capacités d’auto-organisation
des agents permettent au système de s’adapter à l’espace de recherche, de l’apprendre. Ici l’organisation
est modiﬁée indirectement par le déplacement des agents suite à des processus d’optimisation locaux :
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les agents cherchent à améliorer leur performance, et ainsimodiﬁent l’organisation globale. Ces travaux
ont donc produit de nouvelles techniques de métamodélisation, donc d’apprentissage. Nous pouvons
placer ces travaux dans les cadrans (a) et (b) — pour ce qui concerne l’approche par partitionnement
— de la ﬁgure 2.1 : ce sont des approches centrées agent avec conscience limitée de l’organisation
(par exemple, les agents connaissent les cellules voisines et leurs frontières). Ces approches se prêtent
parfaitement à la problématique de la compréhension des topologies locales et de la métamodélisation
d’espaces de recherche multimodaux.
Ces travaux ont été menés dans le cadre du projet ID4CS, et notamment au cours de la thèse de
Diane Villanueva [Villanueva, 2013] (en cotutelle avec l’Université de Floride) et du post-doctorat
de Jérémy Rivière. Ils sont également le fruit d’une collaboration pluridisciplinaire entre mécaniciens,
informaticiens et mathématiciens. Il est intéressant de noter l’apport mutuel de cette collaboration. En
eﬀet, la perspective multi-agent a permis d’envisager les problèmes d’optimisation en mécanique d’une
manière originale et ﬁnalement eﬃcace dans la recherche des optima et le nombre d’appels aux fonc-
tions coûteuses. Les résultats obtenus par nos optimiseurs multi-agents sont compétitifs par rapport
aux standards utilisés classiquement par les académiques et les industriels, avec des propriétés intéres-
santes comme la distributivité et l’identiﬁcation des optima locaux. Cette dernière est notamment pri-
mordiale pour des problèmes au conﬁgurations inconnues, comme par exemple la conception d’avion
àmotorisation hybride, pour laquelle les experts n’ont aucune intuition sur la position des optima dans
l’espace de conception.
Certains de ces travaux ont également été intégrés dans une plateforme d’optimisation multi-disci-
plinaire issue du projet ID4CS. Cette intégration consiste en l’encapsulation des solveurs multi-agents
dans d’autres agents (de plus haut niveau) ayant besoin de faire appel à des optimiseurs peu gourmand
en appel, pour calculer des corrélation entre entrées et sorties de modèles.
Les publications et communications suivantes sont accessibles pour plus de détails sur tous ces tra-
vaux : [Villanueva, Haftka et al., 2013 ; Picard, Villanueva et al., 2013 ; Villanueva, Le Riche,
Picard etHaftka, 2013b ; Villanueva, Le Riche, Picard etHaftka, 2013a ; Villanueva, Picard
et al., 2012 ; Villanueva, Le Riche, Picard et Haftka, 2012a ; Villanueva, Le Riche, Picard et
Haftka, 2012b ; Villanueva, Le Riche, Picard et Haftka, 2011 ; Villanueva, Le Riche, Picard,
Haftka et Sankar, 2011 ; Rivière et al., 2013].
40
5Auto-adaptation dans larésolution de problèmes
Les travaux présentés dans ce chapitre concernent la conception d’algorithmes distribués et de pro-
tocoles pour la résolution de problèmes combinatoires (bien que les approches présentées ont égale-
ment été appliquées au domaine du continu dans des travaux antérieurs) dans lesquels une capacité
d’adaptation à la dynamique est mise en place (voir section 3.4). Dans ce chapitre nous allons adop-
ter des stratégies d’agentiﬁcation par décomposition du problème par dimensions et critères et par dé-
composition par modélisation ad-hoc du domaine (voir section 3.3). Ici, donc, le système multi-agent
consistera en un ensemble d’agents ayant des objectifs distincts (sous-objectifs de l’objectif global) in-
teragissant au travers d’un environnement, ou tout simplement dialoguant directement, suivant une
topologie dépendant du problème.
Avant de présenter les contributions, la section 5.1 discute de la notion d’auto-adaptation. La sec-
tion 5.2 présente des travaux dans lesquels la coordination entre les agents est mise en œuvre via un
environnement partagé de travail (voir section 3.2), appliqués notamment à la gestion d’emplois du
temps ou le contrôle manufacturier. La section 5.3 présente des approches par négociation, dans les-
quelles les agents dialoguent aﬁn de converger vers une solution acceptable, appliquées notamment à
l’aﬀectation de fréquences, ou aux appariements stables.
5.1 Processus d’auto-adaptation
Comme nous l’avons vu dans la section 2.3, l’adaptation d’un système multi-agent, de notre point
de vue, passe par une modiﬁcation de son organisation. Il est donc nécessaire de déterminer qui sont
les acteurs de ce processus d’adaptation lorsque l’on conçoit un tel système. Les approches présentées
ici correspondent à des stratégies de changement émergent de l’organisation (voir section 2.3.3), dans
lesquelles les agents n’auront qu’une vision limitée — voire aucune — sur l’état de l’organisation. Les
agents autonomes sont ici les moteurs de cette adaptation : c’est pour cela que nous parlons d’auto-
adaptation, à opposer à une adaptation guidée par une tierce partie, pouvant agir sur l’organisation, en
changeant, par exemple, des attributions de rôles.
Dans le cadre de la résolutionde problèmes, ce processus d’auto-adaptation est d’autant plus intéres-
sant qu’il s’agit d’un processus continu, qui ne demande pas de redémarrer la résolution d’un problème
suite à une modiﬁcation de ses spéciﬁcations. Ainsi, dans l’exemple du contrôle manufacturier, il est
dommageable de redémarrer tout un processus de résolution suite à l’arrivée d’une perturbation mi-
neure. L’auto-adaptation est donc unmoyen de réparer une solution en cours de construction. Elle sera
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donc presque toujours synonyme de méthode de résolution par recherche locale décentralisée, dans
laquelle le système fournit toujours une solution (son état courant) même si celle-ci n’est pas optimale.
C’est au cours du processus d’adaptation que le système va améliorer la solution, par propagation de
pressions locales, pour converger vers un optimum.
Une autre propriété intéressante de cette approche est l’encapsulation naturelle des données dans
les agents composant le système. Il n’y a pas d’entité tierce résolvant les problèmes globaux et collectant
les données des autres agents pour obtenir une solution. Ceci a deux avantages et un inconvénient.
Tout d’abord, de tels systèmes peuvent garantir une certaine privacité des données, et donc être utilisés
pour des applications dans lesquelles l’ouverture des données peut-être problématique. De plus, comme
nous l’avons souligné plus haut, étant donné que le système répare son état au lieu de repartir à zéro
après chaque perturbation, les solutions proposées minimisent le nombre de changements par rapport
à une solution dégradée. Par contre, ces approches ne fournissent aucune garantie de convergence vers
l’optimum.
Applications et résultats. Nous avons eu l’occasion d’étudier les propriétés des systèmes auto-
organisateurs et l’auto-adaptation dans le cadre de la résolution de problèmes (illustrée par le
contrôle manufacturier) dans le groupe de travail COLLINE a (Collectif, Interaction, Émergence)
et dans le groupe de travail européen TFG SO b (Self-Organisation in MAS) initié dans le ré-
seau d’excellence AgentLink. Nous avons également étudié comment évaluer ce type de systèmes,
et proposé de nouvelles métriques aﬁn de caractériser au mieux ces systèmes [Georgé, M.-P.
Gleizes et al., 2010 ; Kaddoum, M.-P. Gleizes, Georgé et Picard, 2009 ; Kaddoum, M.-P.
Gleizes, Georgé, Glize et al., 2009].
a. www.irit.fr/COLLINE
b. Self-OrganisationinMAS
5.2 Approche par coordination via l’environnement
Cette section présente les approches où l’environnement est une abstraction de premier niveau
— car utilisé pour représenter les contraintes ou pour servir de médium de coordination —, comme
dans les approches par stigmergie, e.g. les algorithmes par colonies de fourmis [Dorigo et al., 2004 ;
Bonabeau et al., 1999]. Cette approche a été une source d’inspiration pour des techniquesmulti-agents
de résolution et de coordination [Liu et al., 2002 ; Armetta et al., 2007 ; Reitbauer et al., 2004 ;
S. Brueckner, 2000 ; Parunak, S. Brueckner et al., 2002 ; S. Brueckner et Parunak, 2004]. Les
agents se déplacent dans l’espace de recherche comme dans un environnement physique, et peuvent le
marquer aﬁn de laisser des informations ou de les altérer— ce qui peut s’avérer utile pour résoudre des
conﬂits dans le cadre de la résolution de problèmes.
5.2.1 Du problème à l’environnement
Résoudre unproblème,modélisé commeunDCSP (voir section 3.2), consiste à assigner des valeurs
à des variables (des objectifs). Lorsque ce problème est partagé ou distribué, plusieurs acteurs doivent
coopérer pour trouver une solution satisfaisante. Un exemple de tel problème est l’établissement d’em-
plois du temps universitaires, dans lequel des agents cherchent à trouver des créneaux communs, tout
en exprimant des impossibilités ou des préférences, comme nous l’avons abordé dans ETTO (Emergent
Timetabling Organisation) [Picard, Bernon et M.-P. Gleizes, 2005a]. Un moyen direct de permettre
cette coopération est de concevoir un environnement commun de travail, sur lequel les agents vont
déposer des informations pour leur coordination (e.g. des réservations de créneaux), comme l’illustre
la ﬁgure 5.1.
L’environnement représente le produit cartésien des domaines de valeurs possibles des objectifs
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Figure 5.1 – Exemple de l’environnement pour la résolution de problèmes d’emplois du temps universitaires
[Picard, Bernon et M.-P. Gleizes, 2005b]. Des agents représentant les enseignants et les étudiants établissent
leur emploi du temps en réservant des créneaux horaires et des salles.
des agents. Par exemple, dans la ﬁgure 5.1, l’environnement est une grille à deux dimensions : créneaux
temporels, salles. Contrairement à des approches par dépôt de phéromones, cette approche ne néces-
site pas de doter l’environnement d’une dynamique propre (e.g. évaporation des marqueurs) ; seuls les
agents modiﬁent cet environnement. Les informations déposées dans l’environnement peuvent être
de diverses natures, en fonction du problème, et plus ou moins riches de sens. Par exemple, dans
ETTO, les agents déposent des « post-its » virtuels contenant leur adresse (aﬁn d’établir des partena-
riats) et un timestamp aﬁn de résoudre des conﬂits. L’adaptation d’ETTO pour le contrôle manufac-
turier, ETTO4MC (ETTO for manufacturing control), a été eﬀectuée de manière directe, en modiﬁant
uniquement les dimensions de l’espace. Le concept de partenariat reste le même : des agents de réser-
vation cherchent des partenariats pour des stations de travail, et des créneaux aﬁn de compléter une
liste de commandes — qui évolue avec le temps [Clair et al., 2008b ; Clair, 2008]. Dans un travail
parallèle, DAMASCOP, nous avons également proposé une agentiﬁcation domaine, dans lesquelles les
agents représentent les stations, les opérateurs et les conteneurs [Clair et al., 2008b ; Kaddoum, 2008],
sans faire appel à un environnement.
En poussant la simpliﬁcation des informations déposées, il est possible de ne considérer que les
conﬂits. Ainsi nous transformons le problème de recherche de valeurs, en un problème de minimi-
sation des conﬂits entre agents. Cette approche s’inspire de l’heuristique min-conﬂict, ayant fait ses
preuves sur des CSP de grande taille [Minton et al., 1994]. Ce genre d’heuristique est notamment uti-
lisé dans ERA [Liu et al., 2002], comme nous l’avons vu dans la section 3.2 (ﬁgure 3.2). Cet exemple
peut être complété par la ﬁgure 5.2(a) représentant deux environnements pour deux problèmes diﬀé-
rents (dont celui des n-reines classiquement résolu avecmin-conﬂict).
5.2.2 Le comportement coopératif des agents
Une fois que l’environnement a été déﬁni, il est nécessaire de déterminer quels sont les compor-
tements des agents, et notamment concernant l’altération de l’environnement. Les agents ont bien sûr
leur objectifs individuels, et ne vont se déplacer et marquer l’environnement que dans les cellules ad-
missibles, c’est-à-dire leur domaine de valeur.
Une approche « simpliste » est de faire se déplacer les agents dans les cases admissibles, tout en
minimisant leurs propres conﬂits. Cecimène souvent vers des optima locaux, dont il faut se dégager. Les
approches classiques vont consister à ajouter du bruit et de l’aléatoire dans les décisions. Par exemple,
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(a) Problème des n-reines (b) Problème des n2/2-cavaliers
Figure 5.2 – Exemple d’environnement pour deux problèmes généralisables à d’autres CSP [Glize et Picard,
2011]. Les agents (disques colorés) marquent l’environnement en incrémentant le nombre de conﬂits potentiels
pour chaque case du damier (nombre en violet).
dans ERA, les agents ne vont pas nécessairement vers la case la moins conﬂictuelle, mais peuvent dans
certains cas dégrader la qualité de leur solution locale [Liu et al., 2002] — ce qui est fortement inspiré
par les modèles probabilistes de comportements d’insectes sociaux [Bonabeau et al., 1999].
Notre approche se base sur une approche coopérative des agents : les AMAS [Glize, 2001 ; M.-P.
Gleizes, 2004], illustrée dans l’algorithme 4. Ici, les agents ne choisissent pas les cellules sur lesquelles
se déplacer ou à réserver, uniquement en tenant compte de leur objectif propre, mais également en
tenant compte de l’état d’avancement des autres agents et de leur diﬃculté à trouver une solution.
Algorithme 4 : Un algorithme générique issu des AMAS, basé sur une valeur de criticité (κ),
avec ν(xi) désignant le voisinage d’un agent.
foreach agent i do
set an initial assignment to xi
xi .κ← 0
while termination conditions not met do concurrently
order the possible solutions according to their κ value
xworst ← argmax {x j.κ ∣ x j ∈ ν(xi)}
assign cooperative value to xi such as xworst .κ decreases
compute xi .κ
send xi .κ to neighbours in ν(xi)
Dans d’ETTO, nous avions par exemple utilisé un timestamp pour favoriser les agents en recherche
de créneaux depuis longtemps, et ainsi déterminer la criticité. En conséquence, les agents les plus en
diﬃculté sont prioritaires, ce qui permet de sortir de certains optima locaux. Ceci ne suﬃt pas for-
cément, et une marche aléatoire est souvent ajoutée, mais rarement déclenchée [Picard, Bernon et
M.-P. Gleizes, 2005a].
Il est également possible d’équiper les agents d’une liste tabou, aﬁn qu’ils ne reviennent pas sans
arrêt vers les mêmes optima locaux [Picard et Glize, 2006]. Ainsi, les agents se déplacent dans l’en-
vironnement et le marque de telle sorte que la solution (le positionnement des agents) minimise les
conﬂits individuels, comme le montre l’algorithme 5 qui est une spécialisation de l’algorithme 4. La
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Algorithme 5 : Un comportement basique pour un agent (qi). Ici au lieu d’envoyer directement
les valeurs aux autres agents, les agents marquent leur environnement.
while alive do
updatePerceptions() // removing previous marks and adding new ones
if (cost(qi) == 0) then not occupying a conﬂictual cell
rest()
else
moveTo(minConﬂictCell(qi))
mark(pCells(qi))
Figure 5.3 – Exemple de l’évolution de l’environnement de résolution du problème des 4-reines [Glize et
Picard, 2011].
ﬁgure 5.3 illustre la trace de la résolution d’un problème 4-reines par coopération. Ici les reines per-
çoivent et peuvent se déplacer sur toutes les cases qu’elles peuvent attaquer. Notons que contrairement
aux approches classiques de résolution de ce problème qui limitent le déplacement d’une reine à une
seule ligne — injectant une connaissance métier a priori —, les agents peuvent se déplacer sur tout
l’échiquier 1. Ils se déplacent vers les cases les moins conﬂictuelles et impactant moins les autres agents
percevant cette case. Les agents procèdent à une évaluation de la criticité des cases à choisir calculée à
partir du nombre de conﬂits (les marques sur l’environnement) et de max du nombre de conﬂits sur
la case actuelle de chaque agent percevant la case à évaluer.
5.2.3 Adaptation du système
L’avantage de reposer sur un état représentant une aﬀectation complète, mais pas forcément opti-
male, et sur un comportement d’agent basé sur la coopération et des perceptions/actions locales, est de
permettre au système de se réparer en cas de perturbation. En eﬀet, une perturbation n’aura d’impact
que sur les agents la percevant et sera réparée directement par l’agent ou par propagation, depuis la
source de la perturbation jusqu’à sa solution. Ce proﬁl adaptatif peut s’illustrer par la ﬁgure 5.4 présen-
1. Il est cependant remarquable que ﬁnalement les agents se positionnement un par ligne dans les premiers pas de la
résolution, juste en se laissant guider par les règles de coopération, comme le montre la ﬁgure 5.2(a)
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Figure 5.4 – Coût de la solution (nombre total de conﬂits) en fonction des pas de résolution pour plus de
500 reines coopératives subissant des perturbations aléatoires (tous les 10 pas, 10% des agents sont déplacés
aléatoirement sur l’échiquier).
tant la qualité de la solution globale au cours du temps. Suite à des perturbations régulières (déplace-
ment aléatoire d’agents), le système s’auto-organise pour revenir à un état acceptable.
Ces approches sont aisément généralisables à d’autres problèmes combinatoires. Cependant l’ap-
proche ETTO suivant une agentiﬁcation plutôt guidée par le domaine (voir section 3.3), avec des agents
représentant les utilisateurs et des agents représentant les réservations, elle est plus adéquate pour des
problèmes d’aﬀectation de ressources, comme le contrôle manufacturier avec ETTO4MC.
Applications et résultats. Les travaux présentés dans cette section ont été d’abord éprouvés sur
des cas d’école (e.g. n-reines) [Picard et Glize, 2006]. ETTO, initialement conçu pour les emplois
du temps universitaires [Picard, Bernon et M.-P. Gleizes, 2005a], a également été appliqué au
contrôle manufacturier et a montré de meilleures performances que des algorithmes classiques de
résolution de DCSP [Clair et al., 2008b ; Clair, 2008], et a été implanté dans le cadre du groupe
de travail COLLINE, dans la plateforme MASC. Nous avons auparavant utilisé des techniques
équivalentes à ETTO dans la coordination de collectifs de robots transporteurs [Picard et M.-P.
Gleizes, 2005b].
Les approches de résolution coopérative de problèmes que nous venons de voir s’appuient ainsi
fortement sur l’environnement comme médium de coordination sans lequel les agents ne pourraient
sortir des conﬂits (dans le cas des CSP) ou trouver des partenaires (dans le cas d’ETTOou ETTO4MC).
Nous allons voir maintenant des approches purement dialogiques, dans lesquelles les agents résolvent
les conﬂits par échange de messages.
5.3 Approche par négociation
Résoudre un problème via d’un environnement partagé est eﬃcace, comme nous avons pu le voir
à la section précédente. Cependant nous pouvons identiﬁer deux limitations à ce type d’approches :
(i) l’environnement partagé peut se trouver être un frein à un réel déploiement distribué et (ii) les in-
formations partagées laissent des traces, lisibles par d’autres agents, et donc représentent un frein à la
privacité. Pour outrepasser ces limitations, des protocoles de négociation peuvent être envisagés. Ici les
agents cherchent à aﬀecter une ou plusieurs valeurs internes en respectant des contraintes inter-agents,
en s’échangeant directement des messages représentant des propositions, des accords ou des refus —
sans forcément dévoiler à tout le monde toutes les informations personnelles. Les approches classiques
de résolution de DCOP (voir section 3.2) opèrent de cette manière, et ont été une grande source d’ins-
piration pour les travaux présentés dans cette section. Nos travaux seront illustrés par les cas d’étude
de l’aﬀectation de fréquences (FAPP) [Picard et al., 2007b] et des appariements stables (Casanova)
[Everaere et al., 2012].
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Figure 5.5 – Un exemple de FAPP représenté sous forme de graphe variables-contraintes.
5.3.1 Organisation et topologie
Dans la plupart desméthodes et algorithmes de résolution deDCOP, les problèmes sont représentés
sous forme de graphe, comme illustré dans la ﬁgure 3.1. Cependant, en fonction de l’algorithme et de
ses propriétés, les agents ne vont pas forcément suivre cette topologie pour envoyer des messages.
Un exemple représentatif est celui d’ABT qui organise les agents en hiérarchie totale (idéalement un
chemin couvrant du graphe), dans laquelle les messages de propositions sont envoyés de bas en haut,
alors que les refus ou les notiﬁcations d’impossibilités (pour déclencher un retour en arrière, backtrack)
sont envoyés de bas en haut. Cette organisation, rigide, assure la complétude de l’algorithme ABT, mais
nuit à ses performances (i.e. exploration complète de l’espace) et à sa robustesse en cas de disparition
d’agents (e.g. suite à une panne de réseau). Des approches plus ﬂexibles comme celle de AWCS rendent
cette ordre total dynamique, les agents changeant de place dans la hiérarchie en cours de résolution,
guidés par une heuristique de typemin-conﬂict [Yokoo, 2001].
D’autres approches, comme DBA, APO ou OptAPO [Yokoo, 2001 ; Mailler et V. R. Lesser,
2006], reposent sur le graphe de contraintes, et les agents limitent leur envois de messages aux agents
avec lesquels ils partagent des contraintes. Ces approches sont pertinentes alors pour prendre en charge
la dynamique (ouverture du systèmes, ou bruit dans les communications). Les approches que nous
avons développées sont proches de ces dernières. Cependant les approches citées possèdent certaines
limitations, comme par exemple la possibilité dans APO qu’un agent se retrouve à collecter toutes les
valeurs des autres agents et à résoudre le problème seul.
Le problème FAPP correspond à un CSP classique : la coloration de graphe. Ici les agents repré-
sentent des antennes pouvant émettre à diﬀérentes fréquences, mais devant choisir leur fréquence en
fonction des fréquences des antennes voisines aﬁn de limiter les interférences. Le graphe de contraintes
correspond alors à un maillage de l’espace (graphe plan), les variables étant les fréquences des an-
tennes, et les contraintes des distances à respecter entre ces fréquences, entre antennes voisines, comme
l’illustre la ﬁgure 5.5. Les agents n’échangerons des messages qu’entre voisins directs. Dans Casano-
va, par contre, compte tenu de la nature du problème d’appariement (graphe complet de contraintes),
les agents peuvent potentiellement agir directement avec tous les agents, mais dans les faits, ils n’en-
voient des propositions qu’à destination des agents préférés (dans le haut de leur liste de partenaires
potentiels), ou ne répondent qu’à des propositions.
Lors de la résolution, les agents peuvent jouer diﬀérents rôles, explicites ou non. Ces rôles im-
pliquent que les agents utiliseront des protocoles et des performatives diﬀérents, ou se verront aﬀectés
des priorités diﬀérentes. Par exemple, dans les travaux sur FAPP, des agents sont élus (d’où le caractère
auto-organisateur du processus) pour gérer les conﬂits dans un voisinage donné. Ou bien, dans nos
travaux sur les problèmes classiques de mariages stables [Gusfield et al., 1989], nous avons proposé
l’algorithme Casanova, dans lequel les agents jouent à la fois les rôles de proposant et de disposant
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Figure 5.6 – Un exemple d’interactions directes dans Casanova [Everaere et al., 2012]. Carla propose un
appariement à ses partenaires préférés mais ne dévoilent pas ses préférences.
[Everaere et al., 2012], comme l’illustre la ﬁgure 5.6.
Dans nos travaux, donc, les agents sont organisés topologiquement comme dans le graphe de
contraintes, mais peuvent s’auto-organiser dans le sens où ils pourront changer de rôles en cours de
résolution et pourront modiﬁer les propriétés des liens entre-eux (e.g. priorité ou criticité).
5.3.2 Comportement des agents
Une fois l’organisation déﬁnie, il faut déterminer quels sont les messages envoyés et comment les
agents réagissent aux messages, ainsi que les changements éventuels de rôles. Que ce soit dans Casa-
nova ou dans FAPP, nous avons conçu des protocoles de négociation asynchrone. Les agents n’agissent
pas avec un tour de parole prédéterminé, mais sont encapsulés dans des ﬁls d’exécution distincts. Nous
présentons ici deux stratégies de résolution : la coopération dans FAPP et la concession minimale dans
Casanova.
Comportement coopératif
L’approche que nous avons adoptée pour FAPP est assez générique, puisque le problème est un
CSP dont le réseau de contraintes correspond à unmaillage (pour un ensemble homogène d’émetteurs-
récepteurs). L’algorithme proposé dans [Picard et al., 2007b] repose sur l’approche AMAS (voir sec-
tion 5.2.2). Ici les agents vont déterminer qui est l’agent le plus critique du voisinage, en utilisant une
somme pondérée des métriques suivantes :
— la meilleure amélioration possible pour cet agent par rapport à sa situation courante, au regard
du nombre de contraintes insatisfaites ;
— le nombre d’aﬀectations possibles pour l’agent, capables de vériﬁer cette contrainte ;
— le nombre de contraintes insatisfaites dans la situation courante (comme pour les reines, sec-
tion 5.2.2) ;
— la durée d’insatisfactionmesurée en nombre de sessions d’aﬀectation depuis la dernière satisfac-
tion (comme dans ETTO, section 5.2.2).
Les agents suivent alors un processus classique d’envoi de propositions, d’attentes de réponse, et
ensuitemettent en place une élection pour l’agent ayant le droit demodiﬁer sa valeur, pour un voisinage
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Figure 5.7 – Comportement des agents Casanova représenté comme un automate ﬁni déterministe
[Everaere et al., 2012].
donné. Cet agent élu représente alors un point de synchronisation aﬁn de garantir la cohérence des
données. Par contre, tous les voisins d’un agent connaissent la valeur et la criticité de cet agent —
cette approche n’est donc pas forcément adéquate en terme de privacité. Ce protocole représente une
recherche locale décentralisée, et ne garantit donc pas la convergence vers une solution. Par contre,
compte tenu de son fonctionnement par propagation et aﬀectation par voisinage, cette approche peut
répondre naturellement à la dynamique (e.g. modiﬁcation de contrainte, changement de fréquences
admissibles pour un agent) comme dans ETTO.
Nous avons utilisé la même approche dans le développement d’un algorithme par AMAS pour le
contrôle manufacturier : DAMASCOP [Clair et al., 2008b ; Kaddoum, 2008]. Dans cette approche,
par agentiﬁcation du domaine, des agents représentant les stations, les opérateurs et les conteneurs
négocient pour trouver une aﬀectation respectant un planning de commandes, évoluant dans le temps.
Comportement de concession minimale
Dans Casanova, pour résoudre des problèmes d’appariements stables (mariages stables plus pré-
cisément), nous n’avons pas suivi une approche coopérative, mais une une stratégie de concession mi-
nimale Rosenschein et al. [1994], basée sur le regret des agents, pour leur permettre de faire émerger
un appariement stable et équitable. Selon cette stratégie, les agents se proposent à leurs partenaires
préférés. En cas d’échec, un agent concède, ce qui se traduit par l’abandon de ses exigences vis-à-vis
des partenaires potentiels. Ainsi, au début, un agent envoie une proposition à son unique partenaire
préféré, et si ce dernier refuse l’agent concède et donc envoie une nouvelle proposition aux deux par-
tenaires qu’il préfère, etc.
Nous pouvons représenter le comportement des agents grâce à un automate ﬁni déterministe com-
posé de cinq états : libre (free), hésitant (hesitating), ﬁancé (engaged), marié ﬁdèle (faithful), et ma-
rié inﬁdèle (unfaithful), comme illustré dans la ﬁgure 5.7. Un agent peut envoyer diﬀérents messages
(propose, accept, reject, confirm, withdraw et divorce) et y réagira diﬀéremment en fonction de
son état interne (célibataire ou non, niveau de concession, etc.). Les agents vont ainsi alterner des phases
de mariage et de célibat jusqu’à atteindre un appariement stable.
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Casanova permet d’atteindre des solutions plus équitables (entre communautés) et optimales (au
sens du bien-être utilitaire) que les algorithmes centralisés classiques, ne respectant pas la privacité des
préférences [Everaere et al., 2012]. Par contre, dans certains cas dans lesquels les listes de préférences
présentent des cycles, Casanova boucle. Nous avons étudié ce problème et fourni des solutions —
distribuables mais non décentralisées — dans [Piette et al., 2013].
Applications et résultats. Nos travaux dans le domaines de protocoles de résolution de pro-
blèmes par auto-organisation ont été appliqués au problème d’aﬀectation de fréquences et testés
sur le benchmark FAPP [Picard et al., 2007b]. Une approche similaire par coopération, DAMA-
SCOP, a également été développée pour le contrôle manufacturier, et a exhibé les meilleures per-
formances en temps, en qualité et en adaptativité, par rapport aux approches DCOP classiques
[Clair et al., 2008b ; Kaddoum, 2008]. L’approche Casanova quant à elle a été initialement
conçue pour la recherche de mariages stables [Everaere et al., 2012], qui représente un point
de départ vers la résolution de problèmes comme le covoiturage ou le homeswapping. Des inves-
tigations sur d’autres algorithmes de résolution de tels problèmes (de manière synchrone et non
auto-organisatrice) ont été poursuivies dans la continuité, notamment pour résoudre des pro-
blèmes de blocages dans Casanova [Piette et al., 2013 ; Everaere et al., 2013]. Nous avons
également des investigations en cours pour l’application de telles techniques dans le domaine des
smart grids, dans le cadre du projet ITEA SEAS a.
a. https://itea3.org/project/seas.html
5.4 Synthèse et analyse
Nous avons présenté dans ce chapitre des approches multi-agents de résolution de problèmes dis-
tribués et/ou dynamiques dans lesquelles les agents se coordonnent soit via un environnement parta-
gés, soit grâce à l’utilisation de messages directs et de sessions. L’organisation de ces agents est explicite
(e.g. réseau de contraintes couplé aux priorités des agents, position dans l’espace couplé auxmarqueurs
de conﬂits) mais jamais perceptible dans sa totalité par les agents — les agents ne raisonnement que
sur des informations locales, ou sur leur environnement direct (par exemple, les agents ne connaissent
que les valeurs avec des agents partageant des contraintes avec eux). Les agents modiﬁent également
l’organisation en changeant de position dans leur domaine de recherche et en changeant leur priorité
explicitement ou par le biais de la notion de criticité. Dans le cas de la négociation dans l’aﬀectation de
fréquences, cette (auto-)organisation se traduit en l’élection de l’agent pouvant changer sa valeur. Nous
pouvons donc placer ces travaux à la frontière des cadrans (a) et (b) de la ﬁgure 2.1 : ce sont des ap-
proches centrées agent avec vision locale de l’état de l’organisation. Les capacités d’auto-organisation
des agents permettent ici au système de s’adapter aux changements de la spéciﬁcation du problème en
cours de résolution (e.g. ajout de contraintes) et aux changements de valeurs des agents (e.g. un uti-
lisateur changent ses préférences pour l’emploi du temps, en cours de résolution). Cette résolution
anytime est mise en œuvre par un processus continuel de réparation et d’amélioration de l’état courant
de l’organisation. Suivant une agentiﬁcation ad-hoc ou par décomposition du problème, l’approche par
systèmes multi-agents adaptatifs par auto-organisation a ainsi permis de mettre en place des capacités
de robustesse à la dynamique, de distributivité et d’éventuellement de privacité.
Ces travaux ont été menés lors d’encadrement de masters recherche : Florian Cornet [Cornet,
2005], Gaël Clair [Clair, 2008], Elsy Kaddoum [Kaddoum, 2008], Santiago Villarreal [Villarreal,
2010], et Lucas Cerqueira-Martins[Cerqueira-Martins, 2012]. Ils ont également été le fruit de col-
laborations avec l’IRIT (Jean-Pierre Georgé, Marie-Pierre Gleizes et Pierre Glize) et le LIFL (Maxime
Morge et Patricia Everaere). Certaines de ces recherches ont été initiées dans des groupes de travail
français (COLLINE) ou européen (TFG SO), et ont été l’occasion de mettre en place une plateforme
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de simulation pour le contrôle manufacturier (MASC 2).
Les publications et communications suivantes sont accessibles pour plus de détails sur tous ces
travaux : [Piette et al., 2013 ; Everaere et al., 2013 ; Everaere et al., 2012 ; Morge et al., 2011 ;
Picard et Morge, 2011 ; Georgé, M.-P. Gleizes et al., 2010 ; Kaddoum, M.-P. Gleizes, Georgé et
Picard, 2009 ; Kaddoum, M.-P. Gleizes, Georgé, Glize et al., 2009 ; Picard et al., 2009b ; Clair
et al., 2008b ; Clair et al., 2008a ; Picard et al., 2007b ; Picard et al., 2007a ; Picard et Glize, 2006 ;
Picard et M.-P. Gleizes, 2006 ; Picard et Glize, 2005b ; Picard et M.-P. Gleizes, 2005b ; Picard,
Bernon et M.-P. Gleizes, 2005a ; Picard et Glize, 2005c ; Picard, 2005b ; Picard et Glize, 2005a ;
Picard, Bernon et M.-P. Gleizes, 2005b].
2. http://www.irit.fr/COLLINE/
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Troisième partie
Ingénierie des systèmes multi-agents adaptatifs
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6Ingénierie orientée multi-agent :un positionnement
Ce chapitre présente un positionnement de nos travaux dans le domaine de l’ingénierie orientée
multi-agent et de l’adaptation. Les sections 6.1 et 6.2 présentent respectivement des modèles d’agents
et de systèmes multi-agents, des points de vue architecture et programmation. La section 6.3 aborde
la question méthodologique, au travers des méthodes associées à certains modèles présentés dans la
section précédente. Enﬁn, la section 6.4 discute de la place de l’adaptation dans les diﬀérents modèles
et architectures présentés dans ce chapitre.
6.1 Modèles et architectures d’agents
La déﬁnition du concept d’agent n’étant pas consensuelle, de nombreux modèles et architectures
d’agents ont vu le jour depuis les débuts de ce champ d’étude. Cependant, le comportement interne
d’un agent est souvent représenté comme un cycle de vie perception-décision-action, comme illustré
par le modèle de la ﬁgure 6.1. Lors de la phase de perception, l’agent met à jour ses connexions avec
l’environnement (senseurs, capteurs ou boîte aux lettres). Lors de la phase de décision, les perceptions
permettent à l’agent de mettre à jour ses connaissances et croyances sur le monde, puis de décider
d’une action à exécuter pendant la phase d’action. Les architectures d’agent sont donc principalement
composées de trois modules — un pour chaque phase de ce cycle de vie. L’implantation de ce cycle va
mener à plusieurs familles de modèles d’agents, dont les deux extrêmes sont les agents réactifs et les
agents délibératifs [Wooldridge et al., 1995]. Une synthèse récente sur ces modèles et architectures se
trouve dans l’ouvrage de Weiss [2013].
Architectures d’agents réactifs. De nombreux modèles réactifs ont été proposés, souvent inspirés
par la biologie ou l’éthologie. On trouve des modèles probabilistes de comportement, dans les-
quels chaque perception va inﬂuer sur la distribution de probabilités des actions à eﬀectuer
[Bonabeau et al., 1999], commedans les travauxmenés au LORIA [Chevrier, 2002 ; Chevrier
et al., 2011]. L’architecture ECO issue du paradigme de l’eco-résolution permet également de dé-
velopper des agents réactifs guidés par unemesure de satisfaction et des capacités de pression sur
les autres agents (agression) [Ferber, 1995]. L’approche AMAS fournit également une architec-
ture d’agent coopératif, qui fait une distinction entre le module de décision nominal (fonction-
nement classique) et le module de décision coopérative (pour réparer ou anticiper des situations
de non coopération) [Picard, 2004]. Enﬁn, IODA propose un cadre de conception orienté in-
teraction pour les systèmes multi-agents, couplé à une architecture d’agent réactif [Kubera et
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Figure 6.1 – Architecture d’un agent coopératif AMAS [Picard, 2004] utilisé dans certains travaux de la par-
tie II. La phase de décision de cet agent plutôt réactif repose sur des représentations dumonde, des compétences
(e.g. base de faits d’expertise métier), des aptitudes (des capacités d’inférence sur les compétences) et un module
de coopération qui devient prioritaire lorsque l’agent se trouve en situation non coopérative.
al., 2008]. Tous ces modèles n’ont pas fait forcément l’objet d’eﬀort d’ingénierie logicielle et seules
quelques plateformes ou librairies implantent de telsmodèles :MadKit 1, IODA 2 ouMAY 3 pour
ne citer qu’elles. D’autres plateformes, plus orientées simulationmulti-agent, reposent sur des ar-
chitectures d’agents peu contraignantes, comme NetLogo 4 ou Repast 5.
Architectures d’agents délibératifs. Dans le livre de Weiss [2013], plusieurs modèles d’agents sont
proposés, et contribuent chacun, plus ou moins, à fournir des capacités délibératives (de haut
niveau) aux agents. Par exemple, des modèles BDI ou par décision markovienne sont conseillés
dans des problèmes nécessitant des capacités de planiﬁcation. Un exemple d’environnement de
programmation proposant une implantation de BDI est Jason 6. Il est également possible d’équi-
per les agents de modules d’apprentissage par renforcement ou d’apprentissage statistique, aﬁn
de permettre aux agents de modiﬁer leur comportement par observation de l’évolution de leur
environnement. Enﬁn, il est possible de munir les agents de capacités d’interaction et de com-
munication par messages, suivant des spéciﬁcations commeKQML [Finin et al., 1994] ou FIPA-
ACL [Poslad, 2007]. Certains peuvent même avoir des raisonnements sur l’organisation.
Architectures hybrides. Il est bien sûr possible de concevoir des agents qui possèdent des caractéris-
tiques propres au réactif et au délibératif. Par exemple, il est possible demunir des agents réactifs
de capacité de communications élaborées, comme dans l’exemple FAPP du chapitre 5. On peut
également imaginer des agents munis de capacité de planiﬁcation, capable également de réagir
à des imprévus, comme en robotique, avec l’architecture hybride proposée par Arkin [1998].
Le modèle d’agent AMAS présenté dans [Picard, 2004] peut être assimilé à une architecture
hybride par subsomption [Brooks, 1986], dans laquelle un comportement coopératif prend le
dessus sur un autre comportement nominal (réactif ou délibératif) pour installer les capacités
de coopération nécessaires aux agents.
1. http://www.madkit.org
2. http://www.lifl.fr/SMAC/projects/ioda/
3. http://www.irit.fr/MAY
4. https://ccl.northwestern.edu/netlogo/
5. http://repast.sourceforge.net
6. http://jason.sourceforge.net
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Figure 6.2 – L’architecture d’agent BDI [Rao et al., 1995] telle qu’implantée dans le langage de programmation
agent Jason que nous avons utilisé dans certains de nos travaux [Yaich et al., 2013 ; Everaere et al., 2012 ;
Persson et al., 2012b ; Sorici, Picard, Boissier, Santi et al., 2012 ; Sorici, Boissier, Picard et Santi, 2011].
Positionnement (Modèles agents). Dans nos travaux sur la résolution de problèmes (voir cha-
pitres 4 et 5), nous avons utilisé des modèles d’agents réactifs, soit avec le modèle d’agent AMAS
issus de mes travaux de thèse Picard [2004], soit de manière ad-hoc — par exemple, dans le
cadre du projet ID4CS (thèse de Diane Villanueva et post-doc de Jérémy Rivière), compte tenu
du contexte applicatif et technologique, nous avons utilisé des environnements de développement
comme SciLab ou MatLab, non dotés de librairies ou d’architectures d’agents. Le modèle AMAS
a également été l’objet d’un travail sur la transformation de modèles (approche dirigée par les
modèles) pour la génération automatique de code [Ottens et al., 2006], poursuivi plus tard par
d’autres travaux comme la thèse de Sylvain Rougemaille [Rougemaille, 2008] ou dans le cadre
de la plateformeMAY. Nous avons également utilisé des agents communicants avec JADE, ou des
plateformes reposant sur l’intergiciel de JADE, pour certains développements comme pourCasa-
nova [Everaere et al., 2012 ; Cerqueira-Martins, 2012 ; Villarreal, 2010]. Cependant, nous
verrons dans la suite de cette partie que pour le développement d’agents intégrés dans des organi-
sations explicites, spéciﬁées enMoise, nous avons fait le choix de modèles d’agents plus délibéra-
tifs BDI, programmés en Jason qui est intégré dans la plateforme de programmation multi-agent
JaCaMo a.
a. http://jacamo.sourceforge.net
6.2 Programmation et architectures de multi-agents
Les systèmes multi-agents ne se résument par forcément à un ensemble d’agents interagissant et
nombres de concepts complémentaires peuvent être utiles pour développer un système multi-agent.
Les agents peuvent être déployés dans un environnement (physique ou virtuel) ou une organisation
dans laquelle ils jouent des rôles particuliers, par exemple. Généralement les plateformes multi-agents
fournissent des métamodèles — à instancier pour pouvoir développer une application particulière —
regroupant les concepts clés déﬁnissant l’architecture du système (agent, groupe, organisation, rôle,
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Figure 6.3 – L’architecture multi-agent en trois couches (organisation, agents, environnement) de JaCaMo
[Boissier, Bordini et al., 2013], utilisée dans nos travaux [Yaich, 2013 ; Persson et al., 2012b ; Sorici,
Boissier, Picard et Santi, 2011 ; Sorici, Picard, Boissier, Santi et al., 2012].
etc.). Comme nous l’avons vu dans la section 2.2, la notion d’organisation pouvant être explicite, elle
doit pouvoir être une entité manipulable par les agents, et nécessite alors d’être modélisée et instanciée ;
de même pour le concept d’environnement, comme l’illustre la ﬁgure 6.3.
Dimension organisation. Lorsque l’on ajoute explicitement la notion d’organisation dans le système,
l’architecture s’en trouve fortement impactée, compte tenu de l’aspect structurant et fonctionnel
d’une organisation. Comme nous l’avons vu dans la section 2.2.3, de nombreuses contributions
dans le domaine proposent des environnements de spéciﬁcation de modèles organisationnels
et éventuellement d’exécution de ces modèles : AGR [Ferber et Gutknecht, 1998], TAEMS
[V. Lesser et al., 2004], STEAM [Tambe, 1997],Moise+ [Hübner et al., 2002], ISLANDER
[Esteva et al., 2001] ou le métamodèle CRIO dans la plateforme JANUS 7 [Cossentino, Gaud,
Hilaire et al., 2010]. DansMoise+, par exemple, les agents ont accès à l’organisation pour faire
état de leur souscription à des rôles, l’avancement de leurs plans, ou l’atteinte de leurs objectifs. Il
est également possible d’avoir accès à l’état des normes régissant le système. On peut regrouper
des travaux dans la famille des approches de programmation orientée organisation, car elle four-
nissent les outils de spéciﬁcation et les primitives demanipulation des organisations [Pynadath
et al., 1999].
Dimension environnement. L’environnement est à la fois un support à l’exécution et à l’interaction.
Il peut donc être considéré comme l’une des parties essentielles de l’architecture d’un système
multi-agent. Si la déﬁnition de l’environnement ne pose pas de restriction, de nombreuses mises
en œuvre existent selon une dimension choisie pour l’environnement : l’environnement phy-
sique [Weyns et al., 2007 ; Odell et al., 2002 ; Galland et Gaud, 2014 ; Badeig et al., 2012],
l’environnement social [Saunier et al., 2014], et l’environnement d’exécution [Rodriguez et al.,
2014]. L’idée est de placer, ou de déplacer certaines fonctionnalités attendues du systèmes dans
l’environnement de ces derniers. Ici, donc, l’environnement n’est pas juste une donnée, mais bien
un artefact (ou un ensemble d’artefacts) à spéciﬁer, concevoir et déployer. Cette entité de premier
ordre doit alors être programmée — on peut alors parler de programmation orientée environ-
nement [Ricci et al., 2011], adoptée dans la plateforme CArtAgO 8.
7. http://www.janus-project.org
8. http://cartago.sourceforge.net
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Dimension interaction. Concevoir les protocoles de communication, ainsi que les intergiciels met-
tant en œuvre ces communications, consiste à fournir l’infrastructure d’interaction du système.
La plateforme JADE 9 propose un intergiciel et un modèle d’agent pour mettre en place de telles
capacités, mais ne fournit que la syntaxe des performatives ACL, et non la sémantique. Au-delà
du simple médium de communication, la couche interactionnelle peut être envisagée comme
une entité de premier ordre, comme dans IODA, dans laquelle la conception et l’architecture du
système sont centrées sur une matrice d’interaction capturant toutes les dynamiques physiques
et sociales pilotant le comportement du système multi-agent [Kubera et al., 2008]. Cette ap-
proche peut être vue comme une programmation orientée interaction [Huhns, 2001]. Dans une
certaine mesure, l’approche AMAS peut-être vue comme une approche orientée interaction car
le cœur de la conception d’un tel système multi-agent passe par la déﬁnition de règles de coopé-
ration et de gestion de situations non coopératives entre les agents eux-mêmes et les agents et
leur environnement [Glize, 2001].
Toutes ces dimensions peuvent également être regroupées dans une approche de programma-
tion orientée multi-agent (multi-agent oriented programming, retrouvée dans la plateforme JaCaMo
[Boissier, Bordini et al., 2013], illustrée en ﬁgure 6.3.
Positionnement (Modèlesmulti-agents). Les travauxprésentés dans la partie précédente, comme
nous avons pu le voir, ont abordé la résolution de problèmes par auto-organisation, et donc ont
fait appel à des architectures de systèmes émergents. L’environnement était parfois purement so-
cial (FAPP ou Casanova, voir section 5.3) ou physique, i.e. un médium de coordination ou de
communication indirecte (ETTO, voir section 5.2). Dans les travaux postérieurs, notamment les
travaux de thèses de Yaich [2013] et de Persson [2014], nous avons par contre utilisé des sys-
tèmes multi-agents organisationnels, basés surMoise, et implantés en JaCaMo. Cette approche
nous permet en eﬀet de spéciﬁer l’organisation et de la rendre manipulable par les agents à des ﬁns
d’adaptation, comme nous le présenterons dans les chapitres à venir. Les architectures résultantes
sont essentiellement composées de trois couches : organisation, agent, environnement (artefacts).
Ces travaux ont porté sur des problématiques de communautés virtuelles, d’intelligence ambiante
et de réseauxmachine-to-machine dans le cadre du projet FUI SensCity.
6.3 Les méthodes orientées agents et multi-agents
Passer d’un cahier des charges, à des modèles d’agents et de systèmes multi-agents, puis à la réelle
implantation en vue de déploiement, peut être fastidieux pour des ingénieurs non spécialistes du do-
maine des SMA. Pour cette raison, depuis la ﬁn des années 1990, de nombreuses méthodes de dévelop-
pement de systèmesmulti-agents on vu le jourBernon,M.-P.Gleizes et Picard [2009],Henderson-Sellers
et al. [2005] etWeiss et al. [2004], inspirées par demultiples domaines de l’ingénierie logicielle, comme
l’illustre la ﬁgure 6.4. Nous n’allons pas présenter de panorama de ces approches, mais redirigeons plu-
tôt le lecteur vers des synthèses déjà établies dans nos travaux [M.-P. Gleizes et al., 2008 ; Bernon,
M.-P. Gleizes et Picard, 2009], qui comparent ces méthodes suivant leurs processus, leurs métamo-
dèles, leurs notations et leurs outils de support. Cependant, aucune méthode n’a réellement émergé
du lot. Nous pouvons attribuer ceci à (i) la spécialisation de la plupart des méthodes pour un mo-
dèle d’agent et/ou un modèle multi-agent (e.g. ADELFE pour les AMAS, ASPECT pour CRIO) ; (ii) le
manque d’outils pour passer des modèles à la programmation.
9. http://jade.tilab.com
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Figure 6.4 –De la richesse des méthodes orientées agents, en 2004 [Picard, 2004], s’inspirant de l’orienté objet
(O), de l’ingénierie des besoins (RE), de l’ingénierie des connaissances (KE) et des plateformes de simulation (P).
Positionnement (Méthodes de développement). Mes travaux de thèse ont contribué au mou-
vement des méthodes orientées multi-agent en proposant la méthode ADELFE dédiée aux sys-
tèmes multi-agent adaptatifs par auto-organisation coopérative[Picard, 2004 ; Bernon et al.,
2005 ; Picard et M.-P. Gleizes, 2004] appliquée à la robotique collective, à la gestion d’emplois
du temps ou à la conception mécanique [Picard, Bernon, Camps et al., 2003 ; Picard et M.-P.
Gleizes, 2003 ; Capera et al., 2004]. Les travaux présentés dans ce mémoire n’ont pas contribué à
ce mouvement, mais ont plutôt utilisé les résultats, notamment dans le développement d’applica-
tions en suivant la méthode ADELFE. Concernant les travaux de conception de systèmes multi-
agents organisationnels [Yaich, 2013 ; Persson et al., 2012b], nous avons suivi une approche de
décomposition du systèmes en dimensions à la Voyelles [Demazeau, 1995], illustrée en ﬁgure 6.5.
Elle se prête idéalement au MAOP, qui repose sur les quatre dimensions : agent, environnement,
organisation et l’interaction. Cependant, nous n’avons pas suivi de processus de développement
systématique ni utilisé d’environnement de conception, car aucun n’existe, pour l’instant, pour une
approche MAOP.
6.4 L’adaptation dans l’ingénierie multi-agent
Dans le but d’installer des capacités d’adaptation dans le systèmes multi-agent à concevoir, il est
nécessaire de se pencher sur la déﬁnition des concepts implantant ces capacités. Comme nous l’avons
vu dans le chapitre 2, nous considérons que l’adaptation du système passe par l’adaptation de son or-
ganisation, qu’elle soit explicite ou non. Cependant, cette capacité n’est pas forcément localisée ou à
mettre sous la responsabilité de la couche organisationnelle du système — d’autant plus lorsque celle-
ci n’est pas explicitement présente. Par exemple, dans les AMAS, que nous pourrions construire avec
seulement trois dimensions (agent, interaction et éventuellement environnement), l’adaptation vient se
loger principalement dans le comportement coopératif (agent), dans la capacité à se coordonner pour
prendre en compte la criticité (interaction), en faisant éventuellement appel à l’environnement pour
cette coordination. Dans l’approche ORA4MAS [J. Hübner, Boissier et al., 2010], suivant une modé-
lisation organisationnelleMoise, il est également possible d’instrumenter l’environnement, au moyen
d’artefacts, pour manipuler et donc adapter l’organisation — e.g. les agents peuvent entrer dans une
organisation, changer de rôle, redémarrer un plan, etc. De tels artefacts, directement manipulables par
les agents sont illustrés dans la ﬁgure 6.6. L’environnement peut également être le vecteur de l’adapta-
60
6.4. L’adaptation dans l’ingénierie multi-agent
Dynamics
(Recursion, Emergence)
AEIO 
Modelling
AEIO 
Decomposition
AEIO 
Tools/Bricks/Classes
Vowelled
Problem
High Level
MAS Schema
Execution
Support
Application 
Domain
Type of
Problem
Operational
MAS
IDENTIFICATION CHOICE INSTANCE
ANALYSIS
DESIGN PROGRAM
VERIFICATION
VALIDATION
Figure 6.5 – Le processus de laméthode Voyelles [Demazeau, 1995], qui consiste principalement en la décom-
position du problème en quatre dimensions (Agent, Environnement, Interaction et Organisation), puis l’instan-
tiation de ces dimensions dans des technologies cibles choisies — e.g. JaCaMo.
Figure 6.6 – Les artefacts d’ORA4MAS mettant en place dans l’environnement des moyens de manipuler les
trois dimensions de l’organisation [J. Hübner, Boissier et al., 2010] : structurelle (GroupBoard), fonctionnelle
(SchemeBoard) et normative (NormativeBoard).
tion, dans des approches agnostiques de l’organisation, de par sa dynamique propre. Par exemple, dans
des approches auto-organisatrices par dépôt de phéromones, c’est bien la capacité donnée à l’environ-
nement de faire évaporer des informations qui donne la capacité au système multi-agent à s’adapter à
des perturbations, comme la disparition de routes [Bonabeau et al., 1999].
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Positionnement (Ingénierie de l’adaptation). La partie précédente a illustré la manière de déve-
lopper des solveurs adaptatifs reposant sur des comportements d’agents coopératif et/ou un envi-
ronnement de coordination (voir partie II). Cependant, nous n’avons pas adopté dans ces travaux
une approche ingénierie de l’environnement, mais plutôt une conception orientée agent et interac-
tion. Dans les travaux de thèse de Yaich [2013], les agents forment des communautés (groupes
dans une organisation) et sont capables créer et de modiﬁer les règles de conﬁance les régissant.
Ceci place clairement ces travaux dans une approche d’adaptation organisationnelle. Dans les tra-
vaux de Persson et al. [2012b], les agents sont capables de se réorganiser, de modiﬁer certaines
propriétés de l’organisation (e.g. des cardinalités de rôles), ou de créer de nouvelles organisations
correspondant à de nouvelles exigences applicatives de la plateforme M2M, en suivant l’approche
ORA4MAS— nous sommes ici dans une adaptation organisationnelle coordonnée.
Nous allons présenter dans les deux chapitres suivants des travaux d’ingénierie architecturale de
systèmes multi-agents s’adaptant par réorganisation et auto-réorganisation. Plus que les aspects algo-
rithmiques que nous avons pu voir dans la partie précédente, nous allons nous intéresser aux modèles
organisationnels mis en place pour concevoir des applications pour la gouvernance de réseaux M2M
[Persson et al., 2012b] ou la gestion de la conﬁance dans des communautés virtuelles [Yaich et al.,
2013].
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Alors que dans les travaux des chapitres précédents, les agents ne disposaient pas de modèle ex-
plicite de l’organisation — ou sinon de manière très limitée avec la notion de voisinage —, les travaux
de ce chapitre reposent sur une spéciﬁcation explicite de l’organisation sur laquelle les agents peuvent
raisonner, et qu’ils peuvent manipuler aﬁn de l’adapter. Dans ce chapitre nous allons donc adopter
un point de vue orienté organisation. L’agentiﬁcation dépendra du domaine d’application, et consistera
ici principalement à fournir à des agents génériques le choix d’adopter des rôles correspondant à des
tâches et objectifs spéciﬁques.
Nous posons le cadre théorique de l’approche organisationnelle adoptée dans ces travaux, à savoir
le modèleMoise, qui s’appuie sur trois facettes complémentaires pour spéciﬁer les organisations :
structurelle, fonctionnelle et normative. La section 7.1 va brièvement conceptualiser la notion de réor-
ganisation dans nos travaux, au regard de la déﬁnition 1 présentée en section 2.4. La section 7.2 présente
nos travaux sur la déﬁnition et la mise en œuvre d’une organisation de la réorganisation, appliquée à
l’intelligence ambiante.
7.1 ApprocheMoise de l’adaptation
Dans ce contexte, nos travaux ont reposé sur une modélisation organisationnelle exprimée enMoise [Hübner et al., 2002]. Les trois facettes modulaires (structurelle, fonctionnelle et normative)
sont autant de leviers pour le changement de l’organisation.
La dimension structurelle décrit l’organisation en terme de groupes composés de rôles impliqués dans
le fonctionnement du systèmes multi-agent. Pour chaque rôle, une cardinalité d’agents engagés
dans le rôle est spéciﬁée. La dimension structurelle déﬁnit également les relations d’accointances,
de communication, de compatibilité et de hiérarchie entre les rôles.
La dimension fonctionnelle déﬁnit les objectifs du systèmemulti-agent comme un ensemble de sché-
mas sociaux. Un schéma est une décomposition arborescente d’un but social en sous-buts qui
sont sous la responsabilité d’un groupe. Les ensembles consistants de buts sont regroupés en
missions. Buts et missions peuvent être qualiﬁés avec une cardinalité d’agents (nombre d’agents
nécessaires pour la mise en œuvre) et en temps limite de complétion.
La dimension normative sert d’interface entre structurel et fonctionnel en déﬁnissant des normes qui
sont utilisées pour aﬀecter des missions aux rôles. Une norme est composée (i) d’une condition
contextuelle de déclenchement de la norme; (ii) d’une relation déontique (i.e. permission ou
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obligation) d’engagement ; (iii) d’unemission ; (iv) d’un rôle. Il est également possible de spéciﬁer
un temps limite de prise en charge de la mission, avant que la norme soit considérée comme
violée.
Ces trois dimensions du modèleMoise permettent une déﬁnition ﬂexible, et adaptable, de l’orga-
nisation. Il est possible de considérer l’adaptation à deux niveaux dans ce cadre : au niveau des instances,
et au niveau dumodèle. Au niveau instance (ou entité, notéOE), l’adaptation signiﬁe que les agents vont
rester dans le cadre spéciﬁé par le modèle, mais vont toutefois changer la façon dont le modèle est mis
enœuvre, en changeant par exemple de rôle, demission, etc. En eﬀet, lamêmemission peut être aﬀectée
à diﬀérents rôles dans diﬀérents contextes. Au niveau spéciﬁcation (noté OS), il possible de considérer
la spéciﬁcation organisationnelle comme un mutable que les agents vont manipuler et adapter. Il est
ainsi possible de redéﬁnir la structure aﬁn de renforcer ou de relâcher des contraintes sociales. Dans le
même ordre d’idée, les schémas fonctionnels peuvent être étendus ou restreints pour changer les degrés
de liberté des agents — car les agents peuvent raisonner sur les contraintes organisationnelles et déci-
der de les respecter ou non. Enﬁn, il est également possible de considérer l’adaptation d’un système par
l’ajout de nouvelles organisations (donc demodiﬁer les trois dimensions enmême temps), avec chacune
leur propre spéciﬁcation. Nous illustrerons cette approchemulti-organisation dans le chapitre suivant.
Exemple (Réorganisation niveau instance par allocation de rôles). Unedes premières idées pour
adapter un système dans lequel l’organisation est explicite est de modiﬁer l’aﬀectation des rôles,
aﬁn de la rendre plus adéquate au contexte actuel. Nous avons adopté ce point de vue aﬁn de
permettre à des agents AMAS (raisonnant sur la criticité, voir section 5.2.2) de changer leur rôle
et de gérer leur aﬀectation en utilisant le principe de coopération dans le cadre de la gestion de
ressources [Picard, Mellouli et al., 2005]. A chaque fois qu’un agent fait face à une situation
non coopérative due à des conﬂits de ressources, il déclenche une réorganisation par changement
de rôle.
Cette approche peut être pleinement implantée en utilisant une approche organisationnelle à
la Moise, en fournissant le moyen de coordonner l’aﬀectation des rôles ; en utilisant des artefacts
dédiés, par exemple.
Algorithme 6 : Un algorithme centralisé d’aﬀectation de rôle en fonction de la disponibilité de
ressources et de la compatibilité des agents [Picard, Mellouli et al., 2005].
R un ensemble de rôles à attribuer ;
pour chaque ri ∈ R faire
vériﬁer les ressources et actions interdites à r (normes) ;
éliminer tous les agents ayant accès aux ressources interdites ;
éliminer tous les agents qui n’ont pas accès aux actions nécessaires ;
si aucun agent n’est disponible alors
Déterminer les agents auquel le rôle ri peut être aﬀecté ;
pour chaque agent non disponible faire évaluer le coût de sa réactivation ;
réactiver l’agent de coût minimal
sinon
choisir l’agent qui jouera le rôle ri ;
aﬀecter le rôle à l’agent choisi
Pour lamise enœuvre et le développement de systèmes suivant l’approcheMoise, le langage OML
(OrganisationModelling Language) permet de spéciﬁer les trois dimensions organisationnelles. Un lan-
gage de déﬁnition de normes est également fourni, NOPL (Normative Organisation Programming
Language), en complément d’OML [J. F. Hübner et al., 2010].
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Figure 7.1 – Le scénario des salles de réunion intelligentes : en fonction des besoins et de leur occupation
(mesurée par des capteurs Arduino), la réservation des salles ainsi que leur rôle (réunion, brainstorm ou ensei-
gnement) changent. Les utilisateurs peuvent émettre des préférences, et sont notiﬁés directement sur leur agenda
personnel des changements de salles.
Applications et résultats. Nous avons adopté les deux approches (niveau instance et niveau spé-
ciﬁcation) dans nos travaux sur l’adaptation d’organisations explicites. Au niveau instance, dans
les travaux de thèse de Camille Persson [Persson et al., 2012b] ou de master d’Alexandru So-
rici, les agents changent l’adoption de rôles en cours de déroulement des schémas fonctionnels,
aﬁn d’eﬀectuer un équilibre de charge (d’occupation des salles ou de débit de données provenant
de capteurs). Nous avons suivi une telle approche également dans une étude autour d’ETTO, où
les types d’agents sont reconsidérés comme des rôles jouables par diﬀérents agents « génériques »
[Picard,Mellouli et al., 2005]. Au niveaumodèle, les travaux de Persson et Sorici ont également
proposé lamodiﬁcation de la structure par les cardinalités des rôles aﬁn d’adapter une spéciﬁcation
a priori trop contraignante, dans le cadre de l’intelligence ambiante [Sorici, Boissier, Picard et
Santi, 2011 ; Sorici, Picard, Boissier, Santi et al., 2012] (voir ﬁgure 7.1). Enﬁn, dans la thèse de
Reda Yaich sur la gestion de la conﬁance dans les communautés virtuelles, les agents sont capables
de créer de nouvelles communautés (des groupes), de créer et de modiﬁer les normes régissant
chaque communauté, par une participation active de leurs membres [Yaich, 2013].
7.2 Organisation de la réorganisation
Nous allons présenter dans cette section l’approche organisationnelle de la réorganisation, étendant
les travaux de J. Hübner, J. Sichman et al. [2004]. En plus de spéciﬁer une organisation de la réorga-
nisation, nous avons également instrumenté ce processus en déﬁnissant un environnement composé
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(a) Spéciﬁcation structurelle (b) Spéciﬁcation fonctionnelle
Figure 7.2 – Spéciﬁcation de l’organisation de la réorganisation dansMoise+ [J. Hübner, J. Sichman et al.,
2004].
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Figure 7.3 – L’artefact ReorgBoard permettant aux agents de mettre en œuvre la réorganisation du système
[Sorici, Picard, Boissier, Santi et al., 2012].
d’artefacts de réorganisation, comme dans l’approche ORA4MAS [J. Hübner, Boissier et al., 2010].
Du point de vue ingénierie, une approche par transformation de modèles permet de passer d’une spé-
ciﬁcation organisationnelle en OML et NOPL à un ensemble d’artefacts de manipulation de cette or-
ganisation [J. F. Hübner et al., 2010].
Nous considérons ici l’adaptation comme étant une fonctionnalité explicite du système ; il est alors
possible, de manière réﬂexive, de spéciﬁer dans l’organisation, cette fonctionnalité, en fournissant une
structure, des normes et des schémas fonctionnels pour le mettre en œuvre. Ceci correspond à des
travaux initiés dansMoise+, par exemple, dans lequel les phases de réorganisation telles que nous les
avons abordées dans la section 2.3.3 sont spéciﬁées dans une organisation, comme illustré dans la ﬁ-
gure 7.2(b). Ici, les agents peuvent jouer des rôles dans la réorganisation du système (voir ﬁgure 7.2(a)).
Nous nous sommes principalement intéressés aux phases de conception et demise en œuvre. Dans
le cadre de JaCaMo (voir section 6.2), nous avons instrumenté l’environnement des agents avec des
artefacts dédiés à la réorganisation, permettant aux agents d’agir sur l’organisation et d’implanter les
phases de réorganisation. Nous avons déﬁni un nouveau type d’artefact, appelé le ReorgBoard (illustré
dans la ﬁgure 7.3). Cet artefact est créé par les agents jouant le rôle de OrgManager (voir ﬁgure 7.2(a)),
à chaque fois que la phase de monitoring est terminée, déclenchant la phase de design pour réparer
l’échec ou la faute de fonctionnement (voir ﬁgure 7.2(b)).
Atteindre le but de conception consiste à déﬁnir un ensemble coordonnée de modiﬁcations de l’or-
ganisation au niveau de la spéciﬁcation ou des instances, pour chaque sous-but du but d’implemen-
tation. Cet ensemble constitue un plan d’implementation, noté ImpPlan, principalement découpé en
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trois phases : OEStop (actions à mettre en œuvre pour stopper l’instantiation courante de l’organisa-
tion), OSChange (actions à mettre en œuvre pour modiﬁer la spéciﬁcation de l’organisation), OEStart
(actions àmettre enœuvre pour remettre l’organisation enmarche). L’ImpPlan est stocké dans le Reorg-
Board et est ainsi accessible aux agents via un ensemble de propriétés observables de cet artefact. De
cette manière, les agents en charge de mettre en place la nouvelle organisation auront le plan de mise
en œuvre comme une croyance et l’exécuteront.
En plus de ces propriétés observables, l’interface d’usage du ReorgBoard propose deux ensembles
distincts d’opérations pour aider les agents dans la réorganisation. Les actions de design permettent
de modiﬁer l’organisation au niveau spéciﬁcation (e.g. addRole, removeGroup) ou au niveau instance
(e.g. leaveMission, playRole), comme synthétisé dans le tableau 7.1. Les opérations d’implementation
consistent à démarrer un ImpPlan (startImplPlanExecution(p)) ou à passer à la prochaine étape du
plan (nextStepInPlan(p)).
OS Level Operations Description
addRole add a role to a group specification
removeRole remove a role from a group specification
addMission add a mission to a scheme specification
removeMission remove a mission from a scheme specification
addRoleObligation add a normative assignment of a mission to a role
removeAllRoleObligations clear a role of all its normative obligations
changeRoleCardinality change the min..max interval of agents playing this role
changeSubgroupCardinality change the min and max number for the instances of a subgroup
removeGroup remove the given group specification from the organisation
removeScheme remove the given scheme specification from the organisation
OE Level Operations Description
leaveRole target agent must leave the specified role
playRole target agent must start playing the specified role
leaveMission target agent must discontinue pursuing the goals in given mission
commitMission target agent must commit to solving goals in given mission
Table 7.1 – Opérations de réorganisation, lors de la phase de design, au niveau instance (OE) et au niveau
spéciﬁcation (OS), fournies par l’artefact ReorgBoard.
Nous décrivons les diﬀérentes interactions prenant place entre le ReorgBoard, les agents impliqués
dans la réorganisation et les instances de GroupBoard ou de SchemeBoard dans la ﬁgure 7.4. Ici, deux
agents jouent respectivement les rôles d’OrgManager et de Designer. Tout d’abord l’agent jouant le
rôle de Designer construit le plan de réorganisation pas à pas (étapes 1 et 2) en utilisant les actions
élémentaires fournies par l’artefact ReorgBoard. Ensuite, l’agent jouant le rôle d’OrgManager démarre
(étape 3) puis contrôle pas à pas (étapes 4 et 5) l’exécution du plan de réorganisation. Lors de l’exécution
du plan, les agents impliqués par la réorganisation vont recevoir des notiﬁcations via leurs artefacts
GroupBoard et SchemeBoard, aﬁn d’éventuellement changer de rôle ou de mission (étapes 4.x et 5.x).
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Figure 7.4 – Diagramme de collaboration du processus de réorganisation [Sorici, Picard, Boissier, Santi
et al., 2012].
Applications et résultats. Ce travail résulte du master d’Alexandru Sorici [Sorici, 2011] et de
collaborations lors du projet région MAOP, dans lequel nous avons étendu l’organisation pour la
réorganisation proposée dans [J. Hübner, J. Sichman et al., 2004]. Il a été implanté en JaCaMo et
appliqué dans le cadre de l’intelligence ambiante—plus précisément pour la gestion dynamique et
l’aﬀectation de salles dans le contexte d’espaces de co-travail intelligents [Sorici, Boissier, Picard
et Santi, 2011], dont l’architecture est illustrée dans la ﬁgure 7.5. Le code est disponible sur le site
oﬃciel de JaCaMo a, comme exemple d’implantation. Nous avons uniquement appliqué la réorga-
nisation au niveau structurel (changement de rôles), et avons montré la capacité pour le système
de répartir la charge des salles en fonction de la demande. Ces travaux ont servi de point de dé-
part pour d’autres travaux dans le domaine des réseaux M2M [Persson et al., 2012b] que nous
présenterons dans le chapitre suivant et ayant également contribué à l’évolution de JaCaMo.
a. http://jacamo.sourceforge.net/?page_id=87
7.3 Synthèse et analyse
Nous avons présenté une approche multi-agent de l’adaptation d’organisations par modiﬁcation (i)
au niveau des instances (aﬀectation de rôles, par exemple), ou (ii) au niveau de la spéciﬁcation organi-
sationnelle (ajout de rôles, par exemple), à l’initiative des agents qui détectent des dysfonctionnements
(e.g. des réservations impossibles dues à unmanque d’agents jouant un rôle particulier). Suivant une ap-
proche organisationnelle (OCPV), l’organisation de ces agents est explicite et perceptible partiellement
par les agents — les agents raisonnent sur la spéciﬁcation de l’organisation et des groupes auxquels ils
appartiennent. Ils construisent (mais nous laissons toutefois cette partie à la discrétion du développeur
des agents) les étapes de la réorganisation, et peuvent suivre le processus de réorganisation pas à pas.
Pour ce faire, l’environnement est instrumenté pour implanter cette perception et les actions les agents
sur l’organisation. Nous pouvons donc placer ces travaux dans le cadran (d) de la ﬁgure 2.1 : ce sont
des approches centrées organisation dont les agents sont les acteurs de l’adaptation. L’approche par
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Figure 7.5 – Architecture JaCaMo de l’application de gestion d’espaces de co-travail [Sorici, 2011]. Le système
est connecté à un réseaux réels de capteurs et d’eﬀecteurs Arduino, interfacés grâce à des artefacts CArtAgO.
programmation multi-agent a permis de mettre en place des capacités de réorganisation décentralisée et
donc d’adaptation aux perturbations de l’environnement et aux dysfonctionnements de l’organisation
qui est représentée explicitement dans l’environnement via des artefacts dédiés.
Ces travaux ont été menés lors d’encadrements d’étudiants en master recherche d’Alexandru So-
rici [Sorici, 2011] et Mustapha Bilal [Bilal et al., 2012], ainsi que lors la thèse de Camille Persson
[Persson, 2014]. Ils ont également été le fruit de collaborations avec l’Université Polytechnique de Bu-
charest (Roumanie), l’Université de Bologne (Italie), et l’Université Fédérale de Santa Catarina (Brésil),
dans le cadre du projet région MAOP. Certaines de ces recherches ont également été initiées dans le
cadre des workshops ESAW [Picard, Mellouli et al., 2005].
Les publications et communications suivantes sont accessibles pour plus de détails sur tous ces
travaux : [Bilal et al., 2012 ; Persson et al., 2012b ; Sorici, Picard, Boissier, Santi et al., 2012 ;
Persson et al., 2011a ; Persson, Picard et Ramparany, 2011 ; Sorici, Boissier, Picard et Santi,
2011 ; Persson et al., 2011b ; Picard, Mellouli et al., 2005].
Cependant, nous n’avons présenté qu’une approche centrée organisation de la réorganisation, sans
spéciﬁer le comportement des agents évoluant dans ces organisations. Ces travaux ne décrivent pas le
contexte ni les moyens donnés aux agents pour mettre en œuvre la réorganisation—Quel plan mettre
en œuvre pour réparer l’organisation? Comment attribuer les rôles dans ces organisations? Nous pré-
sentons donc, dans le chapitre suivant, deux systèmes— de gouvernance de systèmes socio-techniques
et de gestion de communautés virtuelles — dans lesquelles les agents sont équipés de moyens de déci-
sion pour la réorganisation.
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8Architectures pour l’adaptationpar auto-réorganisation
Dans le chapitre précédent nous avons vu comment mettre en place une organisation de la réorga-
nisation. Nous allons voir dans de chapitre deux architectures inspirées de cette approche pour rendre
adaptatives des architectures de systèmes, et voir quels comportements les agents adoptent pour as-
surer la réorganisation. Dans ce chapitre nous allons donc suivre un point de vue orienté organisation,
bien que les comportements des agents ne soient pas forcément centrés sur l’organisation. L’agentiﬁ-
cation consistera à fournir à des agents typés le choix d’adopter des rôles correspondant à des tâches
et objectifs spéciﬁques. Les travaux présentés dans ce chapitre illustrent également comment les dy-
namiques descendantes (des contraintes de l’organisation vers les comportements des agents) et as-
cendantes (des comportements des agents vers les changements de l’organisation) peuvent coexister
et permettre au système de s’adapter à des dynamiques endogènes et exogènes. Nous parlons alors
d’auto-réorganisation.
Les travaux présentés dans ce chapitre reposent sur une approche par programmation multi-agent
avec l’architecture JaCaMo, présentée et illustrée dans les deux chapitres précédents (voir section 6.2
et 7.2). La section 8.1 présente une architecture générique de gouvernance de systèmes ambiants à
large échelle, déployés dans le cadre du projet FUI SensCity pour la gouvernance de réseaux M2M,
lors de la thèse CIFRE de Camille Persson [Persson, 2014]. Ici, la gouvernance et l’adaptation du
système est installée de manière ascendante et descendante, et propose une vision multi-organisation.
Enﬁn, la section 8.2 expose l’approche que nous avons adoptée pour la gestion de la conﬁance dans
des communautés virtuelles, lors de la thèse de Reda Yaich [Yaich, 2013]. Dans ce travail, les agents
suivent des politiques de conﬁance préconisées par leurs communautés, et peuvent également les faire
évoluer de manière ascendante lorsque qu’elles ne sont plus adaptées à leurs usages.
8.1 Architecture de gouvernance adaptative de systèmes
Dans cette section nous présentons une extension de l’adaptation par réorganisation dans le con-
texte de la gouvernance de systèmes complexes [Persson, 2014]. Ici, lamise en place d’une connexion à
un système déjà déployé, qu’il faut munir de capacités d’adaptation et de passage à l’échelle, est au cœur
de nos préoccupations. Nous reposons sur l’interaction entre multiples organisations (horizontales et
verticales), et une adaptation déﬁnie suivant diﬀérents niveaux opérationnels. La ﬁgure 8.1 illustre un
tel système, connecté à un environnement intergiciel et physique existant. Nous suivons également
l’approche programmation orientée multi-agent (MAOP) avec JaCaMo comme architecture.
71
Chapitre 8. Architectures pour l’adaptation par auto-réorganisation
SLA
Normative
Functional
App
Subgoal 1 Subgoal 2
Subgoal 2.1 Subgoal 2.2
Structural
translated into
Normative
Functional
Structural
M2M System
Application Network Devices
Application
Application 
Enabler
App Security 
Mngr
History Mngr
Compensation 
Broker
Transaction 
Mngr
Net Security 
Mngr
Remote Entity 
Mngr
Interworking 
Proxy
Communication 
Enabler
Gateway Proxy
Gateway
M2M Area
Device
Sensor Actuator
plugged-in
Application-specific organization
Agile gouvernance organization
platform agents device agentsinfrastructure agents
Application Workspace
op2
op1
op2
op1
AppCNX AppConf
op2
op1
DeviceCNX
Infrastructure Workspace
op2
op1
NetworkInventory
op2
op1
Store
op2
op1
Forward
Organization Workspace
op2
op1
op2
op1
OrgBoard SchemeBoard
op2
op1
GroupBoard
SLAApplication 
SLA
O
rganization
A
gents
Environm
ent
SensCity
Real W
orld
op2
op1
op2
op1
op2
op1
Service Level Agreement
Group
Agent
Role
op2
op1
Artifact
Wrapped Component
Hidden Component
composition
plays role
controls
encapsulates
interacts
legend
Figure 8.1 – Un exemple de système multi-agent connecté à une infrastructure réelle : la plateforme AGAME-
MON de gestion de réseaux M2M et des applications associées [Persson et al., 2012b].
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Figure 8.2 – L’architecture pour la gestion des réseaux M2M structurée en trois domaines (selon l’ETSI, Euro-
pean Telecommunications Standards Institute) : équipement, réseau et application. AGAMEMON se situe dans
la Core Platform, entre application et réseau.
8.1.1 Gouvernance du système
La gouvernance d’un tel système peut être découpée en cinq couches : (i) la couche métier com-
posée des utilisateurs impliqués dans l’infrastructure (compagnie, particulier, etc.) ; (ii) la couche stra-
tégique spéciﬁant les objectifs haut niveau et les contrats de fourniture de données ou d’utilisation de
la plateforme ; (iii) la couche tactique spéciﬁant les buts intermédiaires pour bien mener la stratégie ;
(iv) la couche politique spéciﬁant les moyens d’atteindre les buts intermédiaires ; (v) la couche gouver-
née représentant l’infrastructure gouvernée et les composantsmétiers. Nous nous sommes focalisés sur
les trois couches intermédiaires — les deux extrêmes étant déjà déployées par ailleurs.
Dans ce cadre, nous concevons un systèmemulti-agent pour piloter un système déjà existant, voire
déjà déployé. Par exemple, dans le cadre du projet SensCity, Orange Labs, ayant développé un système
de gestion de réseauxM2M, a soulevé le besoin de doter le système en cours de production de capacités
d’adaptation pour passer à l’échelle. Pas question donc de modiﬁer les interfaces de communications
avec les utilisateurs, avec l’intergiciel ou avec les capteurs. L’idée est ici d’encapsuler les composants de
l’intergiciel, au cœur de cette plateforme, dans des artefactsCArtAgO, aﬁn de les rendremanipulables par
des agents. Au-delà du fonctionnement nominal du système (qui fonctionne dans une conﬁguration
prédéterminée), le système multi-agent doit permettre des réorganisations internes de la plateforme,
en permettant, par exemple, de répondre à un nombre croissant d’applications demandant des données
provenant de capteurs, ou inversement à un nombre croissant de capteurs fournissant de plus en plus
de données à traiter.
Ainsi, les diﬀérentes dimensions de la gouvernance sontmises enœuvre par diﬀérentes dimensions
du système multi-agent : la stratégie est déﬁnie comme une organisation, les tactiques sont détenues
par les agents et les politiques sont encapsulées dans les artefacts composant l’environnement.
8.1.2 Dynamique environnementale
Le système déployé peut faire face à plusieurs perturbations pouvant mettre en cause la gouver-
nance. Tout d’abord de nouveaux utilisateurs peuvent souscrire à la plateforme pour accéder à ses ser-
vices (e.g. récupération de données provenant de capteurs, ou inscription d’unmessage sur un panneau
d’aﬃchage). Chaque souscription passe par un SLA (Service Level Agreement) spéciﬁant les services re-
quis et leur qualité attendue (e.g. récupérer les images d’une caméra toutes les minutes avec une qualité
HD). Techniquement parlant, chaque SLA est traduit en une organisation à laquelle certains agents
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vont participer pour rendre le service requis. Le système est alorsmulti-organisation, avec une organi-
sation horizontale assurant la gouvernance du système, et une organisation verticale par SLA assurant
la qualité de service.
Pour un ensemble stable d’applications ayant souscrit aux services du système, d’autres dynamiques
environnementales peuvent entrer en jeu : l’augmentation du nombre de capteurs, et donc du nombre
de données, des pannes de capteurs, etc. Ces informations passent de l’environnement physique (e.g.
les capteurs) aux agents via des artefacts encapsulant les équipements.
8.1.3 Adaptation de la gouvernance
L’adaptation du système va se traduire par un raﬃnement de la gouvernance du système. C’est un
processus transversal consistant en un cycle d’évaluation-amélioration de la performance de la gouver-
nance — donc de l’organisation, des agents et de l’environnement. En fonction de cette performance
(e.g. délai de réception de données provenant de capteurs), le système multi-agent adapte la gouver-
nance aﬁn d’en améliorer le fonctionnement.
Nous déﬁnissons trois types d’améliorations : (i) lamise en conformité est une adaptation descen-
dante de la gouvernance, déclenchant une nouvelle adaptation de gouvernance de plus bas niveau pour
mettre en application les objectifs de haut-niveau (SLA)— elle consiste principalement à modiﬁer l’al-
location de rôles dans le système (voir chapitre précédent) ; (ii) la réorganisation qui est une adaptation
ascendante de la gouvernance, conséquence de l’inadéquation d’objectifs de haut-niveau (SLA) avec
des contraintes de bas niveau (capacité des équipements) — elle consiste à modiﬁer les spéciﬁcations
organisationnelles des applications ayant souscrit aux services (modiﬁcation des termes du SLA) ; et
(iii) l’auto-organisation qui consiste à adapter un niveau de gouvernance pour améliorer les processus
sous-jacents en fonction de l’évolution de l’infrastructure — ceci se traduit en la création de nouveaux
agents, voire de nouvelles machines virtuelles à déployer sur des serveurs pour assurer le passage à
l’échelle.
L’amélioration de la gouvernance s’appuie sur la dimension interaction du système multi-agent. La
mise en conformité est mise en œuvre par des interactions entre agents et organisation (comme dans
la section précédente) et entre agents et artefacts encapsulant des composants de l’intergiciel ou des
équipements physiques. La réorganisation est mise enœuvre par des interactions entre ressources phy-
siques et artefacts, entre artefacts et agents et entre agents et organisations. Enﬁn, l’auto-organisation
est mise enœuvre par la création, la suppression et la coordination au sein d’une dimension du système
multi-agent.
8.1.4 Comportement des agents
Ce sont les agents qui pilotent l’adaptation de la gouvernance en appliquant une procédure standard
de réorganisation— telle que nous avons pu la décrire dans le chapitre précédent. Les agents surveillent
le comportement du système en suivant lesmétriques associées aux SLA contractés avec les applications
tierces, et le comportement général du système. Par exemple, si une application tierce a demandé la
fourniture de données capteurs avec une délai donné, l’agent sera notiﬁé si le délai réel s’éloigne de
celui déﬁni dans le SLA.
Nous avons déﬁni trois types d’agents BDI pour prendre en charge la gouvernance du système
et l’adapter : les agents Application, les agents Device et les agents Infrastructure. Les agents Application
cherchent à maximiser l’utilité des services auxquels il souscrit tout en minimisant le coût induit par
les souscriptions et la violation des SLA. Un agent Device cherche àmaximiser le nombre d’applications
clientes qu’il fournit tout en maximisant la durée de vie des équipements. Enﬁn, un agent Infrastructure
cherche à assurer les transmissions de messages des équipements/services et des applications tout en
minimisant le coût de l’infrastructure (e.g. le nombre de machines virtuelles déployées). Chaque type
d’agent pourra jouer diﬀérents rôles dans la plateforme. Ces rôles correspondent aux fonctionnalités
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identiﬁées du systèmes (e.g. gérer l’historique des messages, gérer le routage des messages, etc.).
Les comportements d’adaptation de la gouvernance sont codés comme des plans (tactiques) suivis
par les agents pour réguler le système. Chaque type d’agent possède des plans propres. Une fois un
problème détecté, les agents vont principalement eﬀectuer un équilibrage de charge en ce qui concerne
l’aﬀectation des rôles (les agents lesmoins impliqués sont prioritairement aﬀectés à des rôles vacants), la
création/destruction d’agents, ou le paramétrage d’équipements, par appel à des politiques de régulation
implantées dans les artefacts de gouvernance. Ces politiques vont impacter l’environnement (paramètres
des équipements) ou l’organisation (changement de rôles, modiﬁcation des normes correspondant aux
SLA, etc.).
Cette approche transverse (plusieurs applications peuvent coexister dans la même plateforme) et
multi-niveau (du physique à l’applicatif et vice versa) de l’adaptation de systèmes gouvernés, au travers
des comportements d’agents individuels distincts, permet d’obtenir un bon niveau de performance et
de qualité des données collectées. Ceci se traduit par un proﬁl comportemental comme celui illustré
dans la ﬁgure 8.3, montrant une adaptation de la précision des données en fonction des heures de la
journée. Ce système permet alors d’obtenir une bonne qualité des données (objectif déﬁni dans un SLA)
tout en garantissant une durée de vie des capteurs supérieure à 10 ans (contrainte de haut-niveau).
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Figure 8.3 – Comparaison entre diﬀérents proﬁls d’application [Persson, 2014]. Nous comparons ici une pla-
teforme non adaptative qui envoie les données à la demande — ON_EVENT— ou à fréquences de collecte ﬁxe —
NOTIFY(f)—, à un système adaptatif.
Applications et résultats. Ces travaux ont été appliqués dans le cadre du projet FUI SensCity,
dans la thèse de Camille Persson eﬀectuée avec Orange Labs [Persson, 2014]. Ce projet a eu
pour contexte applicatif la gestion de réseaux M2M à l’échelle de la ville, illustré dans la ﬁgure 8.2.
L’approche résultante, AGAMEMON, implantée en JaCaMo et connectée à l’intergiciel de SensCity,
peut aisément être généralisée à d’autres contextes d’intelligence ambiante et a été appliquée à la
gestion intelligente de places de parking Bilal et al. [2012].
8.2 Architecture de gestion de la conﬁance dans les communautés vir-
tuelles
Dans cette section nous présentons une extension de l’adaptation par réorganisation dans le contex-
te de la gestion de la conﬁance dans des communautés virtuelles [Yaich, 2013]. Nous nous intéressons
ici à la conception d’un système multi-agent permettant de soutenir les dynamiques de préférences
ascendantes (des préférences des agents vers les préférences de groupes) et descendantes (des groupes
vers les agents) et permettant d’analyser l’apport de ces dynamiques dans le contexte des communautés
d’innovation ouverte.
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pi⟨read , f i l e⟩bob = {⟨ identity, ≥ , marginal, 2, m⟩,⟨ age, >, 18, 2, m ⟩,⟨ age, <, 30, 2, o ⟩,⟨ reputation, ≥, 50%, 3, o⟩,⟨ recommendation, >, 2, 1, o⟩}
Figure 8.4 – Un exemple de politique de conﬁance dans ASC-TMS [Yaich et al., 2013]. Pour accéder en lec-
ture à un ﬁchier détenu par bob, il est préférable de présenter une identité au moins marginale, d’avoir plus
de 18 ans mais il est obligatoire d’avoir moins de 30 ans, d’avoir une réputation supérieure à 50% et d’avoir 2
recommandations.
8.2.1 Gestion multi-agent de communautés
Ici, le but du système est de permettre aux utilisateurs, via des agents assistants, de gérer leur partici-
pation dans des communautés virtuelles (modélisées ici en tant que groupesMoise). La participation
consiste àmettre à disposition des ressources (e.g. le code source d’une application en cours de dévelop-
pement) pour que celles-ci soient consultées ou modiﬁées. Ces ressources peuvent être individuelles
(appartenant à un agent) ou communautaires (appartenant à un groupe). Chaque utilisateur déﬁnit
les politiques de conﬁance auxquelles doivent se conformer les autres utilisateurs souhaitant interagir
avec lui ou utiliser ses ressources. De plus, les communautés peuvent également déﬁnir des politiques
que leurs membres doivent respecter. Enﬁn, les agents doivent être capables de modiﬁer les politiques
de conﬁance de leurs communautés lorsque celles-ci sont trop contraignantes.
Chaque utilisateur est doté d’un agent assistant, lui-même couplé à un agent de gestion de la conﬁance
qui gère l’accès aux ressources de l’utilisateur, en fonction de politiques de conﬁances spéciﬁées par l’uti-
lisateur, mais pouvant évoluer en cours de fonctionnement. L’assistant s’occupe de mettre en œuvre le
comportement «métier » des utilisateurs (e.g. modiﬁer un code source, créer une ressource, etc.), alors
que les agents de gestion de la conﬁance gèrent de manière décentralisée les politiques de conﬁances
des utilisateurs (e.g.mettre à disposition un code source à une personne, uniquement si elle a de bonnes
qualiﬁcations). Nous nous intéresserons ici principalement aux agents de gestion, moteurs des dyna-
miques ascendantes et descendantes.
La ﬁgure 8.5 présente l’architecture JaCaMo de ce système, nommé ASC-TMS (Adaptive and So-
cially Compliant Trust Management System). La couche organisationnelle correspond aux communau-
tés, représentées par des groupes, dont les politiques sont des normes. La couche agent comporte les
agents-assistants, couplés aux agents de gestion de la conﬁance. Enﬁn, l’environnement consiste en
l’ensemble des ressources créées et modiﬁées par les agents. Cette architecture peut être généralisée
à d’autres problématiques que la gestion de la conﬁance, dans lesquelles les agents doivent gérer tout
type de préférences exprimées sur des individus ou des communautés, grâce à un langage de déﬁnition
des politiques. Dans le cadre d’ASC-TMS, nous avons développé un langage de politiques de conﬁance,
ainsi qu’une ontologie des termes apparaissant dans ces politiques [Yaich, 2013]. Pour résumer, ces po-
litiques sont des conjonctions de critères pondérés à respecter pour être considéré de conﬁance (e.g. avoir
une certiﬁcation Java et avoir une carte d’identité valide et avoir une réputation supérieure à 80%). Le
poids aﬀecté à chaque critère permet d’évaluer la conﬁance de manière non binaire. Chaque critère
peut être considéré comme obligatoire (négociable) ou non. Un exemple de politique est présenté dans
la ﬁgure 8.4.
Le but de ce système est de permettre aux communautés de se structurer pour répondre aumieux à
leurs intérêts. Par exemple, dans le cas de l’innovation ouverte, les agents se regroupent pour répondre
à des déﬁs de développement d’applications informatiques. Ainsi, les agents et les communautés vont
s’adapter aux déﬁs lancés par des clients. Concrètement, les agents vont recevoir des propositions de
problèmes à résoudre dans un délai ﬁxé, ce qui déclenchera un plan de résolution de problème. La
plupart des problèmes étant non solvables par un individu seul, dans le délai imparti, les agents vont
chercher à trouver des partenaires « compatibles » pour venir à bout du déﬁ. Les agents vont ensuite
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Figure 8.5 – Architecture JaCaMo de la plateforme ASC-TMS [Yaich, 2013].
créer, se partager et améliorer des ressources permettant de résoudre le problème. Ce partage pose
bien sûr un problème de conﬁance, car donner l’accès à une ressource à un agent malicieux peut être
dommageable pour la réussite du déﬁ. Les agents vont ainsi se baser sur leurs politiques de conﬁance
pour interagir avec les autres agents et les communautés. Les communautés sont ainsi un moyen de
regrouper des individus partageant les mêmes intérêts et des politiques de conﬁances compatibles aﬁn
de les rendre plus eﬃcaces pour la résolution de problèmes.
8.2.2 Adaptation des politiques
Aucours de leur vie, les agents vont devoir adapter leurs politiques de conﬁance devenues obsolètes.
Cette adaptation estmise enœuvre grâce à desméta-politiques décrivant quandmodiﬁer des politiques.
Ces méta-politiques sont des règles event-condition-action faisant appel à des opérateurs de modiﬁca-
tion des politiques (e.g. si une ressource a été vandalisée, augmenter le niveau de réputation nécessaire
pour accéder à ce type de ressource). Les opérateurs d’adaptation des politiques sont : ajout/suppression
d’un critère de la politique (e.g. ajouter un critère sur la réputation), augmenter/diminuer le niveau du
seuil d’acceptabilité (e.g. passer d’une réputation requise de 70% à 80%), augmenter/diminuer le poids
du critère dans la décision de conﬁance (e.g. considérer la réputation en priorité par rapport aux autres
critères). Il est également possible d’intégrer des politiques de conﬁance entre elles suivant diﬀérentes
heuristiques (la moins restrictive, la plus restrictive, etc.). Ainsi, l’utilisateur est capable d’exprimer les
moyens de l’évolution et de l’adaptation de ses politiques de conﬁance de manière explicite et paramé-
trique.
8.2.3 Adaptation et conformité sociale
Nous avons identiﬁé quatre situations nécessitant une part d’adaptation ou de mise en conformité
des politiques, que ce soit au niveau individuel ou collectif, comme l’illustre la ﬁgure 8.8.
Instantiation : les agents vont tout d’abord adapter leur politiques de conﬁance au contexte d’exécu-
tion, donc à l’état des ressources, et des autres agents (e.g. plus une ressource prend de la valeur,
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Instantiate(pi⟨_, f i l e⟩Bob ,R) : R.valuet > R.valuet−1 & R.sensitivityt > R.sensitivityt−1 ←
RestrictCriterion( pi⟨_, f i l e⟩Bob , reputation),
RestrictCriterion( pi⟨_, f i l e⟩Bob , recommendation)
Figure 8.6 –Méta-politique d’adaptation à la valeur de la ressource (instanciation). Si la valeur et la sensibilité
de la ressource augmentent, devenir plus restrictif concernant la réputation et les recommandations.
pi⟨read , f i l e⟩bob = {⟨ identity, ≥ , marginal, 2, m⟩,⟨ age, >, 18, 2, m ⟩,⟨ age, <, 30, 2, o ⟩,⟨ reputation, ≥, 60%, 3, o⟩,⟨ recommendation, >, 3, 1, o⟩}
Figure 8.7 – La politique de conﬁance de la ﬁgure 8.4 une fois adaptée par instanciation.
plus les politiques gérant cette ressource doivent devenir contraignante). Ceci est illustré dans
les ﬁgures 8.6 et 8.7, présentant une méta-politique déﬁnie par l’utilisateur et automatiquement
déclenchée pour adapter la politique d’accès à une ressource en fonction du contexte (ici l’aug-
mentation de la valeur et de la sensibilité de la ressource).
Intégration : les agents vont intégrer les politiques de leur communauté dans leur décision, en suivant
par exemple la plus restrictive, aﬁn d’assurer leur conformité sociale (respect des normes de leur
groupe). Les politiques (celle de l’agent et celle de la communauté) sont analysées critère par
critère, et pour chacun d’entre eux le plus restrictif est conservé.
Négociation : les agents vontmodiﬁer leur politique en fonction des demandes des autres agents (e.g.
un agent possédant une ressource unique dont on a besoin ne passe pas le niveau de conﬁance,
il faut alors changer notre politique ou faire changer la sienne par négociation). Ceci marche
comme l’instantiation, mais au lieu de réagir au contexte, les méta-politiques sont déclenchées
par des requêtes d’autres agents.
Combinaison : un agent qui n’arrive pas à respecter la politique de sa communauté (car trop restric-
tive), peut demander à lamodiﬁer, ou plus simplement deux agents peuvent s’entendre pour créer
une nouvelle communauté combinant leurs propres politiques (changer ou créer des normes de
groupe). Dans ce cas, un agent désirant modiﬁer une politique de communauté va faire appel à
un vote en faveur d’une proposition d’adaptation de la politique. En cas de majorité absolue, la
politique de groupe est modiﬁée. Nous pouvons parler alors d’émergence de normes.
Dans le cas de la création et de la modiﬁcation de communautés, les agents doivent être capables
d’accéder à la spéciﬁcation organisationnelle des communautés pour lesmanipuler, commenous l’avons
décrit dans le chapitre précédent. Grâce aux mécanismes d’adaptation des politiques présentés dans la
section précédente, les agents et les communautés sont ainsi capables de s’adapter à ces diﬀérentes
situations, de manière auto-organisée (appel au vote) et réorganisée (modiﬁcation des politiques indi-
viduelles et collectives).
Nous avons validé cette approche par auto-réorganisation en simulant des communautés d’innova-
tion ouverte. Les agents étaient soumis à des déﬁs et recevaient des récompenses en fonction de leurs
partages, de leurs accès et de la résolution des déﬁs. Il a été empiriquement démontré que : (i) sans
comportement d’intégration de la part des agents, les communautés avaient tendances à disparaître, et
donc à laisser des déﬁs sans solutions ; (ii) la dynamique des communautés est fortement aﬀectée par
la conformité des agents (moins les agents se conforment à la politique de la communauté, moins la
communauté et donc les agents ne résolvent les déﬁs) ; et (iii) la capacité donnée aux agents de faire
évoluer leur communauté, même en présence d’agents non conformes (jusqu’à 20%), permet à une
communauté de perdurer et de répondre positivement à des déﬁs [Yaich, 2013]. Ainsi les capacités de
mise en conformité (processus descendant) et d’émergence de normes (processus ascendant) assurent la
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Figure 8.8 – Les causes de l’adaptation des agents et du système [Yaich, 2013] : l’instantiation (adaptation des
politiques individuelles à l’environnement physique de l’agent), l’intégration (adaptation des politiques collectives
dans les politiques individuelles), la négociation (adaptation des politiques individuelles suite aux négociations
pair-à-pair) et la combinaison (adaptation des politiques collectives aux demandes individuelles.
robustesse et le compétitivité des communautés.
Applications et résultats. Le système ASC-TMS a été appliqué au domaine de communautés
d’innovation ouverte, notamment dans le domaine du problem solving par appel à des communau-
tés de développeurs [Yaich et al., 2013 ; Yaich, 2013]. Outre la plateformemulti-agent développée
en JaCaMo, ces travaux ont résulté sur un modèle de conﬁance associé à un langage de spéciﬁca-
tion de politiques de conﬁance, mêlant facteurs de conﬁance durs (e.g. clés, preuves d’identité) et
souples (e.g. réputation, recommandation). Un clientAndroid de l’agent de gestion de la conﬁance,
ainsi qu’un simulateur Repast de systèmes dans le cadre de l’innovation ouverte ont été développés.
Ces travaux ont été le point de départ d’une collaboration avec la société Sereale, dans le domaine
des services à la personne rémunérés entre particuliers.
8.3 Synthèse et analyse
Nous avons présenté une approchemulti-agent de l’adaptationde systèmes par auto-réorganisation,
conjuguant point de vue orienté agent et point de vue orienté organisation (ACPV et OCPV). Ici, les
agents évoluant dans une organisation sont dotés de comportements (plans) pour réguler le système
dans lequel ils évoluent, soit au niveau de leur environnement, soit au niveau de l’organisation. En
dernier recours, lorsque le système s’avère non adapté, ils peuvent mettre en place une procédure de
modiﬁcation de l’organisation, soit au niveau instance (changement de rôles) soit au niveau spéciﬁca-
tion (changement des normes). L’organisation de ces agents est donc forcément explicite et perceptible
partiellement par les agents— les agents raisonnent sur la spéciﬁcation de l’organisation et des groupes
auxquels ils appartiennent. L’environnement est instrumenté pour implanter cette perception et les ac-
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tions des agents sur l’organisation et l’environnement physique. Les capacités d’auto-organisation des
agents permettent au système de s’adapter aux perturbations endogènes (e.g. pannes de l’infrastruc-
ture M2M, agents malicieux) et exogènes (e.g. nouveaux SLA, nouveaux déﬁs), par la création de nou-
veaux agents ou de nouveaux groupes. L’auto-organisation est également assurée par desmécanismes de
coordination locaux soit via l’environnement (e.g. changement de paramètres de capteurs ou redirec-
tion de données dans le cas du M2M) soit par négociation/vote (e.g. vote à la majorité pour modiﬁer
une politique collective), impactant l’ensemble de la dynamique du système. Ainsi, nous pouvons pla-
cer ces travaux à la frontière des cadrans (b) et (d) de la ﬁgure 2.1 : ce sont des approches centrées
organisation dans lesquelles les agents s’auto-organisent. La diﬀérence avec le chapitre précédent
est qu’ici les agents sont dotés de capacités de coordination extra-organisation (e.g. le vote ou la ré-
partition de charge via l’environnement) qui ont un impact sur indirect l’organisation. Ces systèmes
couplent donc une approche centrée organisation et une approche centrée agent, d’où la qualiﬁcation
d’auto-réorganisation — permettant de coupler contraintes organisationnelles et adaptation. Ainsi,
l’approche organisationnelle serait un moyen de déﬁnir un espace de recherche des comportements (orga-
nisations) du système, l’auto-organisation un moyen d’explorer les états possibles de cet espace, et l’auto-
réorganisation un moyen de modiﬁer l’espace de recherche si ce dernier a été incorrectement ou incomplè-
tement déﬁni, ou que les exigences ont changé depuis le déploiement du système.
Ces travaux ont été menés lors des thèses de Camille Persson [Persson, 2014] et de Reda Yaich
[Yaich, 2013]. La thèse CIFRE de Camille Persson a été eﬀectuée en collaboration avec Orange Labs,
dans le cadre du projet FUI SensCity. Ces travaux ont été appliqués à la gestion de places de parking
lors du stage de master de Mustapha Bilal [Bilal, 2011] . Les travaux pluridisciplinaires de Reda Yaich,
à la frontière de la sécurité et des systèmes multi-agents ont permis de démontrer l’apport de la pro-
grammation multi-agent au domaine de la conﬁance dans les réseaux sociaux. Le modèle de conﬁance
ainsi que le langage de spéciﬁcation des politiques de conﬁance ont donné lieu à une collaboration
avec la startup grenobloise Sereale 1. Les concepts d’adaptation et de conformité sociale sont égale-
ment sources d’inspiration pour nos travaux dans le projet ANR ETHICAA 2 sur la mise en place de
règles éthiques de groupes.
Les publications et communications suivantes sont accessibles pour plus de détails sur tous ces
travaux : [Persson et al., 2014 ; Yaich et al., 2013 ; Persson et al., 2012a ; Yaich et al., 2012a ; Yaich
et al., 2012b ; Bilal et al., 2012 ; Persson et al., 2012b ; Persson et al., 2011a ; Persson, Picard et
Ramparany, 2011 ; Sorici, Boissier, Picard et Santi, 2011 ; Yaich, Jaillon, Boissier et al., 2011 ;
Persson et al., 2011b ; Yaich et al., 2011b ; Yaich et al., 2011a].
1. https://www.sereale.fr
2. https://ethicaa.greyc.fr
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9Synthèse des travaux de recherche
Ce manuscrit a dressé un panorama de mes travaux de recherche menés depuis 2004. Ce chapitre
synthétise les contributions majeures dans le domaine de l’adaptation par auto-organisation dans les
systèmes multi-agents, les projets dans lesquels ces recherches ont été menées et ainsi que les applica-
tions de ces recherches.
9.1 Contributions
La présentation de mes travaux a été structurée suivant deux axes de recherche — (i) l’adaptation
des systèmesmulti-agents dans la résolution de problèmes et (ii) l’ingénierie des systèmesmulti-agents
adaptatifs. Ces travaux ont principalement contribué aux domaines des systèmes multi-agents en gé-
néral, mais également en sécurité et en génie mécanique.
9.1.1 Contributions à l’adaptation des systèmes multi-agents et dans résolution de pro-
blèmes
Le premier axe de recherche a résulté sur plusieurs algorithmes multi-agents, solveurs et optimi-
seurs inédits de part leur capacité d’adaptation — soit pour la métamodélisation de l’espace de re-
cherche, soit pour le processus de recherche en tant que tel. Nous avons également abordé diﬀérents
types de problèmes (combinatoires, continus, sous contraintes, temporels, etc.) suivant deux types d’ap-
proches (par population ou par décomposition des dimensions du problème)mais toujours suivant des
principes de coordination par auto-organisation.
Adaptation pour la métamodélisation (chapitre 4). Nous avons déﬁni et implanté plusieurs algo-
rithmes par métamodélisation d’espaces continus, pour l’optimisation par appel à des simu-
lateurs coûteux. Ces algorithmes reposent sur des populations d’agents qui s’auto-organisent
pour explorer de manière coordonnée l’espace de recherche, dans toutes ses dimensions (chaque
agent cherche une solution au problème global). La métamodélisation adaptative est obtenue soit
par partitionnement de l’espace de recherche (en cellules de Voronoï) couplé à l’utilisation de
plusieurs métamodèles dans chaque sous-région [Villanueva, Le Riche, Picard et Haftka,
2013b ; Villanueva, Le Riche, Picard et Haftka, 2012a], soit par raﬃnement d’un méta-
modèle unique pour identiﬁer tous les optima locaux, dans LOOM [Rivière et al., 2013]. Ces
algorithmes ont montré de très bonnes performances (qualité des solutions à budget d’appels
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limité) sur des problèmes académiques et industriels (e.g. conception de boucliers thermiques)
en comparaison d’optimiseurs par métamodélisation classiques.
Adaptation pour la résolution (chapitre 5). Nous avons conçu des algorithmes et protocoles multi-
agents pour la résolution de problèmes combinatoires, dans le cadre des DCOP. Ces algorithmes
consistent en la mise en place de techniques de coordination pour permettre aux agents de trou-
ver une solution commune à un problème global, étant données des contraintes inter-agents et
des objectifs individuels. Cette coordination a été mise en place soit via un environnement de
travail commun dans ETTO [Picard, Bernon et M.-P. Gleizes, 2005a] et ETTO4MC [Clair
et al., 2008b], soit par négociation pair-à-pair et sessions d’aﬀectation dans FAPP [Picard et al.,
2007b] ou DAMASCOP [Picard et al., 2007b]. Ces algorithmes reposent sur une réparation
continuelle de l’état du système par auto-organisation, et apportent des capacités de robustesse à
la dynamique environnementale. Nous avons également abordé les problèmes de privacité dans
la résolution de problèmes d’appariement stable, avec le protocole Casanova [Everaere et al.,
2012].
Notons que ces deux approches ont pu être couplées dans le cadre du projet ANR ID4CS 1, dans le-
quel des agents, obtenus par décomposition par dimensions et critères, utilisent en interne l’algorithme
LOOM (donc un autre système multi-agent de plus bas niveau) pour eﬀectuer des optimisations par
appel à des simulateurs coûteux de conception aéronautique, aﬁn d’eﬀectuer des résolutions de pro-
blèmes inverses pour identiﬁer les corrélations entre leurs entrées et leurs sorties.
9.1.2 Contributions à l’ingénierie des systèmes multi-agents adaptatifs
Le deuxième axe de recherche a produit des modèles et des architectures pour l’adaptation par
auto-réorganisation. Nous avons utilisé et étendu des modèles organisationnels de la réorganisation, et
proposé des architectures de systèmes de gouvernance ou de gestion de communautés basées sur ces
modèles.
Organisation de la réorganisation (chapitre 7). Nous avons étendu l’approche d’organisation de la
réorganisation en instrumentant l’environnement par le biais d’artefacts de réorganisation, per-
mettant aux agents de (i) déﬁnir un plan de réorganisation pas à pas, grâce à des actions élémen-
taires, et de (ii) contrôler et piloter les étapes de réorganisation — impactant sur l’adoption des
rôles des agents, ou sur les normes gouvernant le système, par exemple. Ce travail a permis de tra-
cer les directions de recherche suivies dans les thèses de Reda Yaich et Camille Persson [Yaich,
2013 ; Persson, 2014]. Ceci constitue mes premiers travaux sur des organisations explicites, en
collaboration avec l’Université de Bologne (Italie), l’Université Fédérale de Santa Catarina (Bré-
sil) et l’Université Polytechnique de Bucharest (Roumanie), dans le cadre du projet MAOP.
Architectures pour l’adaptation par auto-réorganisation (chapitre 8). Les travauxprécédents ont per-
mis de déﬁnir des architectures de systèmes multi-agents, suivant une approche programmation
orientée multi-agent, adaptatifs par auto-réorganisation. Ici l’organisation permet de déﬁnir les
objectifs métiers du système, que les agents peuvent modiﬁer en cas d’obsolescence ou d’impos-
sibilité physique de les atteindre, dans le cas des systèmes de gestion de réseauxM2M [Persson,
2014]. Nous avons également traité l’ouverture du système à des souscriptions d’applications
tierces par l’ajout de nouvelles organisations orthogonales à l’organisation centrale du système.
Les agents, à la croisée de ces organisations, sont les moteurs de l’adaptation et du passage à
l’échelle. Dans le domaine des communautés virtuelles, nous avons mis en place des mécanismes
ascendants et descendants de mise en conformité sociale des agents, et d’évolution des commu-
nautés, en fonction des besoins du système. Ainsi, nous avons installé dans les deux cas et de
manière concomitante, des processus d’adaptation des agents à l’organisation, et de l’organisation
aux agents.
1. http://www.irit.fr/id4cs
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Transformation de modèles dans l’ingénierie orientée multi-agent. De manière plus anecdotique
et au-delà des travaux rentrant dans les deux sous-axes précédents, juste après ma thèse sur la
méthode ADELFE, nous avons développé une approche — inédite à l’époque — de transforma-
tion de modèles. Nous avons adopté une approche dirigée par les modèles (MDA) dans le cadre
de la méthode ADELFE, pour la génération automatique de code d’agents coopératifs AMAS
[Ottens et al., 2006]. Ces travaux ont été poursuivis par l’équipe SMAC, notamment dans la
thèse de Sylvain Rougemaille [Rougemaille, 2008].
9.1.3 Contributions à d’autres domaines
Génie mécanique. La thèse de Diane Villanueva, dans le cadre du projet interdisciplinaire ID4CS,
ayant fait l’objet d’une cotutelle avec le département de génie mécanique de l’Université de Flo-
ride, a été le point de départ de travaux appliqués à la conception d’objetsmécaniques complexes.
Lamétamodélisation, très utilisée dans ce contexte, a été la technique à la base de l’algorithme de
partitionnement d’espace de recherche et de LOOM [Villanueva, 2013 ; Rivière et al., 2013].
Ces algorithmes ont été et sont encore utilisés pour s’attaquer à des problèmes venant de la mé-
canique et de la conception aéronautique. Ces travaux ont naturellement été valorisés dans la
communauté de génie mécanique et aérospatial [Villanueva, Le Riche, Picard et Haftka,
2013a ; Villanueva, Haftka et al., 2013 ; Villanueva, Le Riche, Picard et Haftka, 2012a ;
Villanueva, Le Riche, Picard et Haftka, 2012b ; Villanueva, Le Riche, Picard, Haftka
et Sankar, 2011].
Sécurité. La thèse de Reda Yaich, au croisement des systèmes multi-agents et de la sécurité infor-
matique, a permis de déﬁnir un système décentralisé de gestion de la conﬁance basée sur une
approche hybride inédite de la conﬁance, à des ﬁns de contrôle d’accès. Ces travaux ont été va-
lorisés devant une audience de ce domaine [Yaich et al., 2012a].
9.2 Domaines d’application et projets
Comme nous l’avons vu tout au long de ce document, nous avons pris soin de valoriser, de dis-
séminer et d’appliquer nos résultats de recherche à des domaines variés, notamment dans le cadre de
projets collaboratifs. Voici une synthèse de ces domaines d’application.
Aéronautique. Dans le cadre du projet ID4CS et de la thèse de Diane Villanueva, nous avons appli-
qué nos techniques d’optimisation par métamodélisation multi-agent à des problèmes issus de
l’aéronautique, notamment la conception préliminaire avion et la conception de boucliers ther-
miques.
Intelligence ambiante. Les travaux de master, puis de thèse d’Alexandru Sorici, se sont intéressés à
l’intelligence ambiante, dans le cadre du projet MAOP et de montage du laboratoire AmI Lab à
l’Université Polytechnique de Bucharest. Les scénarios développés consistent en la mise en place
d’espaces de co-travail intelligents (détection de réunions ad-hoc, réservation automatique de
salles de réunions, etc.).
Ville intelligente. Le projet FUI SensCity, dans lequel s’est déroulée la thèse CIFRE de Camille Pers-
son, a mis en place un intergiciel de gestion de réseaux M2M pour la ville intelligente. Nous
avons développé une couche de gestion adaptative illustrée sur des scénarios comme la réserva-
tion de places de parking, et la collecte adaptative de déchets ménagers. Dans une autre mesure,
nos travaux sur l’aﬀectation adaptative de fréquences s’attaque à une problématique apparaissant
dans la gestion de réseaux de capteurs.
Communautés virtuelles. Les travauxdeRedaYaich, ainsi que les travaux sur les appariements stables,
sont autant d’applications de techniques multi-agents pour la gestion de la conﬁance et de la pri-
vacité dans les communautés virtuelles. Reda Yaich a illustré ses travaux dans le domaine de
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l’innovation ouverte, ce qui a donné lieu à une collaboration avec la startup Sereale. Dans un
autre registre, Casanova est appliqué au domaine des mariages stables par approche multi-
agent. Ceci constitue un premier pas vers la conception de protocoles décentralisés de rencontre
en ligne, de consommation collaborative ou de covoiturage.
Contrôle manufacturier. Dans le cadre du groupe de travail français COLLINE et du groupe de tra-
vail européen TFG SO, nous avons développé une plateforme de benchmarking pour les systèmes
multi-agents dans le domaine du contrôle manufacturier, et avons produit plusieurs algorithmes
de résolution adaptatifs à la dynamique des commandes, des pannes machines et des indisponi-
bilités des opérateurs.
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10Perspectives et projet(s) derecherche
Compte tenu de mes travaux antérieurs, présentés dans ce document, l’objectif général de mon
projet de recherche futur reste l’adaptation par auto-organisation dans les systèmes multi-agents, pour
concevoir des systèmes capables de répondre à des dynamiques endogènes et exogènes, tout en ga-
rantissant un comportement cohérent. Cet objectif a été décliné suivant deux axes de recherche, qui
feront encore partie de mon projet, mais enrichis des questionnements apparus en cours d’investiga-
tion, comme les questions de privacité ou d’émergence de normes.
10.1 Résolution multi-agent de problèmes
La résolution de problèmes par systèmes multi-agents adaptatifs propose une approche centrée
individu de la résolution. Ceci permet de fournir au système des capacités de robustesse à la dyna-
mique du problème et de compréhension des phénomènes localisés dans l’espace de recherche. Cepen-
dant, cette approche conserve actuellement des limites concernant son applicabilité dans un certains
nombres de domaines — les garanties, la généricité des modèles, et la privacité.
10.1.1 Vers un cadre générique de résolution par coopération
Les approches développées dans nos recherches ont été dirigées par les problèmes (emploi du
temps, aﬀectation de fréquences, contrôlemanufacturier), et bien qu’un certain eﬀort de généralisation
des approches ait été fourni (dans le cas d’ETTO), il semble primordial de fournir uneméthode, ou une
famille deméthodes, plus générique, sous la forme d’optimiseurs ou solveurs basés sur la résolution par
systèmes multi-agents adaptatif et la coopération, et directement utilisables par les ingénieurs.
La première méthode, basée sur ETTO ou sur la résolution dirigée par les conﬂits, permettrait de
s’attaquer à des problèmes dynamiques d’optimisation combinatoire (DCOP dynamiques), pour les-
quels un déploiement avec un environnement commun de coordination est envisageable. Le passage
du problème au modèle environnemental est généralisable : des domaines de valeurs à l’environne-
ment discrétisé. Par contre, les comportements coopératifs n’ont pas forcément été conçus pour être
génériques, et donc l’eﬀort devra être mis en priorité sur cet aspect.
Lorsque un déploiement physique ou des exigences de conﬁdentialité des données rendent diﬃ-
cile ou impossible le recours à un environnement partagé, les approches par négociation pair-à-pair
deviennent pertinentes. Nos travaux sur l’aﬀectation de fréquences ou les appariements, sont deux
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exemples d’applications de ce type d’approches, comparables aux algorithmes classiques de résolution
de DCOP— plus précisément des techniques de propagation de croyances, provenant du domaine des
modèles graphiques probabilistes pour la décision [Koller et al., 2009], qui ont inspiré de nouveaux
algorithmes distribués et eﬃcaces, comme max-sum [Farinelli et al., 2008]. Une perspective à court
terme est donc de généraliser voire d’intégrer l’approche de priorisation par coopération dans ces tech-
niques qui possèdent encore des limitations en terme de convergence à l’optimum en cas de présence
de cycles dans le réseau de contraintes. Habituellement, des heuristiques ad-hoc sont proposées pour y
répondre (ajout de bruit, amortissement, ordonnancement intelligent des messages, etc.). La notion de
coopération, qui a montré ses preuves dans de nombreux problèmes, pourrait ainsi être une solution
générique (métaheuristique) à ce type de décisions distribuées, qui nous semble être un cadre théo-
rique compatible avec la résolution de problèmes par auto-organisation coopérative. Inversement, il
est envisageable de déﬁnir la notion de coopération au regard de ces techniques éprouvées.
10.1.2 Vers des garanties de convergence et de terminaison
Les algorithmes proposés jusqu’à présent dans nos travaux reposent sur une approche par recherche
locale décentralisée, et ne fournissent aucune garantie de convergence ou de terminaison (sauf dans le
cas de budget de calcul limité). Nous pourrions tenter de répondre à ces limitations, en nous plaçant
dans un cadre formel ou technique ayant permis d’obtenir, de garantir ou de caractériser ses proprié-
tés. Encore une fois, rapprocher les techniques d’optimisation par auto-organisation coopérative et les
techniques de propagation de croyances semble une piste prometteuse à moyen terme. En eﬀet, dans
le domaine des modèles graphiques, plusieurs propriétés de convergence et de qualité des solutions
peuvent être déduites de la topologie du réseau et des domaines de valeurs ; ce dont nous pourrions
aisément nous inspirer une fois le modèle de résolution par auto-organisation exprimé comme unmo-
dèle de propagation.
Nous n’écartons pas non plus le rapprochement avec d’autres cadres formels comme la mécanique
statistique qui s’intéresse à l’analyse des invariants dans les comportements collectifs large échelle [Jaynes,
1957]. Déjà appliqué de manière anecdotique aux systèmes multi-agents [Glinton et al., 2010], ce
cadre théorique pourrait être un moyen d’analyser le comportement du système de manière macro-
scopique et ainsi garantir, en moyenne, la convergence de nos systèmes.
10.1.3 Vers une résolution de problèmes respectueuse de la privacité
La privacité devient une préoccupation majeure, replaçant l’individu au centre des services. La
résolution de problèmes doit s’inscrire dans cette dynamique, car forte de solutions pour résoudre
des problèmes rencontrés dans les communautés virtuelles, dans les applications mobiles, ou dans des
contextes d’informatique ambiante. Cependant, garantir la privacité peut aller à l’encontre du fonction-
nement optimal d’un système. Nous proposons donc d’explorer un espace de compromis suivant deux
dimensions allant (i) de la délégation complète des données et des traitements à un tiers de conﬁance
jusqu’à la fermeture totale des données, et (ii) de la performance optimale du service jusqu’au bien-
être de chaque participant. Fournir une telle connaissance et les protocoles associés représenterait une
contribution importante pour la compréhension et la gestion de la vie numérique des usagers.
Nous proposons d’étudier ces compromis dans le cadre des DCOP, de l’auto-organisation, et de
la négociation. Proche du mechanism design [Kearns et al., 2012], cet enjeu sociétal, soulevant des
questions théoriques et techniques diﬃciles, devra se nourrir de travaux en sécurité, en conﬁance,
théorie du choix social et les systèmes multi-agents en général.
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10.2 Ingénierie et théorie de l’auto-réorganisation
Mes travaux dans l’ingénierie des systèmes multi-agents ont porté sur les méthodes et outils de
développement (i) de systèmes multi-agents adaptatifs par coopération (lors de ma thèse et dans sa
continuité), puis (ii) de systèmes multi-agents adaptatifs par réorganisation (à partir de mon intégra-
tion dans l’équipe de l’École desMines de Saint-Étienne). Au dernier chapitre de la partie III nous avons
ouvert la porte à l’auto-réorganisation, au croisement des approchesACPVpar auto-organisation et des
approches OCPV par réorganisation. Nos travaux dans cette direction n’en sont qu’à leur début, et de
nombreuses perspectives sont ouvertes.
10.2.1 Vers une approche auto-réorganisationnelle de l’adaptation
Nos travaux ont proposé des architectures permettant de mettre en place les mécanismes d’auto-
réorganisation.Cependant, ils ont étémenés en parallèle, etmême si les résultats sont complémentaires,
une prise de recul sur la formalisation et la généralisation des résultats est nécessaire. Le point de départ
pour la déﬁnition et l’articulation de ces dynamiques ascendantes et descendantes peut se résumer
par la conclusion du chapitre 8 : l’approche organisationnelle serait un moyen de déﬁnir un espace de
recherche des comportements (organisations) du systeme, l’auto-organisation unmoyen d’explorer les états
possibles de cet espace, et l’auto-réorganisation un moyen de modiﬁer l’espace de recherche si ce dernier a
été incorrectement ou incomplètement déﬁni, ou que les exigences ont changé depuis le déploiement du
systeme. Ceci représente notre première étape d’investigation, notamment si nous nous plaçons dans
un formalisme qui nous est familier : la résolution de problèmes de satisfaction de contraintes.
Pourquoi ne pas envisager les approches de résolution par auto-organisation comme un moyen
d’explorer l’espace de recherche sous contraintes organisationnelles, et éventuellement modiﬁer cet es-
pace par auto-réorganisation si l’environnement change ou que les besoins évoluent, et donc chan-
ger explicitement le modèle du problème sous contraintes organisationnelles ? Nous pourrions alors
nous appuyer sur des résultats obtenus dans le premier axe pour améliorer notre théorie de l’auto-
organisation et de l’adaptation — et ainsi boucler la boucle entre résolution de problèmes et ingénie-
rie…
10.2.2 Vers des outils intégrés de conception de systèmes multi-agents adaptatifs
L’approche organisationnelle par programmation multi-agent nous a été précieuse pour la concep-
tualisation et le développement de nos architectures multi-agents. Bien qu’instrumentée par des lan-
gages de spéciﬁcation, des éditeurs, ou des environnements d’exécution, elle n’est pas encore intégrée
dans un processus de développement spéciﬁque. La méthode AEIO n’est qu’un cadre de modélisation
permettant d’attacher les composantes du système à des dimensions données (agent, environnement,
interaction et organisation), par contre rien ne guide le concepteur sur l’identiﬁcation ou la conception
des agents — seuls les rôles sont clairement structurés dans l’organisation. La typologie des agents et
leurs compétences restent assez diﬃciles à déterminer dans ce cadre.
Un eﬀort méthodologique semble donc nécessaire pour fournir des modèles et des outils intégrés à
unprocessus rigoureux de développement de systèmesmulti-agents adaptatifs par auto-réorganisation,
comme nous avions pu le faire dans ADELFE 1 pour les AMAS.
10.2.3 Vers une approche privacy-by-design-at-runtime
Nous avons souligné dans l’axe précédent le souci demettre en place desmécanismes de garantie et
d’évaluation de la privacité dans la résolutionmulti-agent. En nous plaçant dans une perspective d’auto-
réorganisation, il est alors tout à fait possible de considérer la privacité au moment de la conception
1. http://www.irit.fr/ADELFE/
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Figure 10.1 – Réseau de distribution d’énergie dans
lequel des prosommateurs (usagers à la fois produc-
teurs et consommateurs) échangent de l’énergie pour
répartir la charge énergétique.
Figure 10.2 – Les systèmes multi-agents pour le
contrôle de réseaux routiers et la coordination de vé-
hicules intelligents, en cas d’accident sur la voie.
(privacy-by-design), notamment au travers de la déﬁnition d’organisations dédiées, par exemple, ou
lors de l’exécution du système (privacy-at-runtime), par des mécanismes auto-organisés de régulation
sociale basés sur la conﬁance et la réputation, par exemple.
Cette approche pourra faire l’objet d’investigations dans le cadre du projet ANR ETHICAA 2, qui
propose d’étudier la déﬁnition et la mise en place de principes éthiques au sein de systèmes multi-
agents.
10.3 Applications
Nos recherches ont toujours été motivées par un souci d’applicabilité des résultats à des problèmes
réels, industriels ou sociétaux. Outre les domaines que nous avons pu aborder dans les chapitres précé-
dents, d’autres champs applicatifs ont émergé et nous paraissent autant d’opportunités de théorisation,
d’expérimentation, de développement de preuves de concept et bien sûr de transfert de connaissances.
10.3.1 Énergie et smart grids
Les infrastructures de production, de transport et de distribution, ainsi que les systèmes de contrôles
des réseaux électriques ont fortement évolué ces dernières années, ouvrant un large potentiel d’inves-
tigations et d’innovations dans le domaine de l’informatique. Compte tenu de la distribution naturelle
et de l’implication de plus en plus croissante de l’usager dans ces réseaux — notion de prosommateur
(voir ﬁgure 10.1) — les systèmes multi-agents se positionnent comme un paradigme de premier choix
pour proposer de nouvelles méthodes de modélisation, de gestion ou de développement de telles in-
frastructures.
Le projet européen ITEA SEAS 3 (Smart Energy Aware Systems), auquel nous participons, a pour
but de permettre l’interopérabilité des systèmes produisant de l’énergie, des TIC et des systèmes d’auto-
matisation des sites de consommations, et d’introduire des solutions fondées sur des technologies in-
novantes pour contrôler et suivre l’estimation de la consommation d’énergie. Dans cette optique, nous
allons notamment contribuer à la représentation des connaissances et à mise en place de protocoles
de négociation de partenariats production-consommation auto-organisés. Les données permettrons
de valider la thèse de S. Gillani en co-encadrement avec F. Laforest (Télécom Saint-Etienne). Ces tra-
vaux soulèvent des problèmes de coordination massive et seront un moyen d’éprouver, de développer
2. https://ethicaa.greyc.fr
3. https://itea3.org/project/seas.html
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les techniques de résolution auto-organisationnelles et décentralisées et de formaliser les mécanismes
d’auto-organisation. Dans de tels systèmes, compte tenu de l’infrastructure énergétique actuelle, il est
également nécessaire de combiner des approches ascendantes à des approches descendantes (reﬂétant
l’organisation du réseau énergétique en place), sans faire table rase du passé du marché.
Sur cette problématique, nous avons également initié une collaboration avec le laboratoire IIIA 4
de Barcelone, pour la conception d’algorithmes d’optimisation décentralisée pour maximiser le pro-
ﬁt et assurer l’équilibre de charge dans des réseaux de distribution peuplés de prosommateurs. Nous
envisageons d’étendre les algorithmes classiques — notamment max-sum — par des mécanismes de
coopération, pour permettre une application à des réseaux cycliques (voir les remarques de la sec-
tion 10.1). Cette collaboration a donné lieu au dépôt d’un projet CNRS PICS, DOT4eT (Distributed
Optimization Techniques to enable Energy Trading in Prosumer Communities).
10.3.2 Transport et véhicules intelligents
Le domaine des transport est également en train de subir une mutation importante. Fondés sur
l’utilisation des nouvelles technologies de la communication, les systèmes de transport intelligents
connaissent un essor important car ils permettent une meilleure utilisation des ressources disponibles.
Pour la gestion du traﬁc urbain routier, l’utilisation de ces systèmes a déjà permis d’améliorer la ﬂuidité
du traﬁc par une augmentation du niveau d’information disponible pour l’établissement des plans de
feux.
Des progrès concernant la technologie des capteurs ont permis le déploiement d’algorithmes adap-
tatifs des plans de feux exploitant les informations de plus en plus précises sur la position et la vitesse
des véhicules. Les modèles coopératifs qui reposent sur l’utilisation de la communication entre véhi-
cules ou avec l’infrastructure contribuent à cette évolution par une intégration du conducteur au sein
du système de régulation du traﬁc urbain. Cependant, cette information caractérise l’état courant du
traﬁc et ne permet donc qu’une régulation à court terme.
Une approche multi-agent nous semble pertinente pour dépasser cette limite en proposant d’inté-
grer des informations liées aux conducteurs et permettant une planiﬁcation sur un plus long horizon
et donc une meilleure robustesse et eﬃcacité de la régulation. Nous avons très récemment initié une
collaboration avec l’Université de Belfort dans cette direction, par la déﬁnition d’un environnement et
une infrastructure de coordination multi-agent, appliquée au domaine routier [Galland, Gaud et al.,
2014] (voir ﬁgure 10.2), et qui ouvre de nombreuses perspectives.
10.3.3 Aéronautique
Le monde des constructeurs aéronautiques — et du transport en général — est également en train
de changer, dans le contexte de la pénurie des sources d’énergie fossile. Ceci force les bureaux d’études
de ces constructeurs à proposer de nouveaux concepts d’aéronefs propulsés par des moteurs alimen-
tés par des énergies alternatives. Au regard des processus de conception préliminaire adoptés chez ces
constructeurs, basés sur la réutilisation de modèles déjà produits, le passage à des conceptions en rup-
ture avec les modèles et expériences acquises ouvre la porte à de nouvelles techniques d’optimisation,
et de détection des optima locaux.
Dans le cas des avions à propulsion hybride (voir ﬁgure 10.3), les ingénieurs n’ont aucune intui-
tion de la position des optima (donc des concepts potentiels) dans l’espace de recherche complètement
diﬀérent de celui des avions à propulsion thermodynamique — l’utilisation de turbines électriques, la
présence de batteries qui ont une masse constante, à l’opposé des carburants liquides ou gazeux, etc.
Airbus nous a donc contacté pour développer, sur la base de LOOM, un optimiseur pour les aider à
comprendre l’espace de conception. Ceci va faire le sujet d’une étude et de projets à venir.
4. http://www.iiia.csic.es
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Figure 10.3 – L’avion de ligne hybride est au cœur
des enjeux de conception en aéronautique moderne,
en rupture avec les conceptions connues.
Figure 10.4 – La popularisation des contrôleurs et
des capteurs bon marché contribue à l’essor de l’intel-
ligence ambiante fondée sur le Web des objets.
10.3.4 Informatique ambiante et Web des objets
L’informatique ambiante est aujourd’hui une grande source d’innovation (ville intelligente, trans-
port intelligent, domotique, grilles intelligentes, etc.). Ce contexte applicatif, couplé à l’arrivée sur le
marché de technologies de capteurs et eﬀecteurs connectés à bas prix (voir ﬁgure 10.4), est l’environ-
nement de déploiement idéal pour le Web des objets. Ce paradigme propose à la fois autonomie et
connectivité aux objets déployés, et se présente comme un terrain d’application direct de l’approche
multi-agent.
Une approche par auto-réorganisation pourra notamment proposer une solution à l’imbrication
grandissante des mondes physiques, sociaux et numériques dans notre société, par l’extension duWeb
des objets avec deux dimensions décisives : la sociabilité (s’étendant des réseaux sociaux au Web) et
la sensibilité au contexte (reconnaissance continue et d’adaptation à des situations qui se produisent à
l’intérieur et à l’extérieur). Nous pourrions ainsi concevoir une infrastructure logicielle uniﬁcatrice d’un
Web social sensible au contexte, capable de mettre en œuvre les aspects très exigeants de l’ouverture,
de l’hétérogénéité et l’évolutivité des applications et des services omniprésents dans le monde réel. Ce
travail est abordé dans l’équipe ISCOD de l’École des Mines de Saint-Étienne en collaboration avec
l’Université Polytechnique de Bucharest, au travers de deux thèses, dont une que j’encadre sur la mise
en place de l’infrastructure multi-agent de gestion du contexte (Alexandru Sorici) [Sorici, Picard et
Boissier, 2014 ; Sorici, Boissier, Picard et Zimmermann, 2013].
92
Cinquième partie
Références
93

11Publications
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10.1109/AAMAS.2004.93. url : http://portal.acm.org/citation.cfm?id=1019005. [AR=49.7%]
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for Multi-Agent Optimization ». In : 6th International Workshop on Optimisation in Multi-Agent
Systems (OPTMAS 2013, in conjunction with AAMAS 2013 6th-7th May 2013) (cité pp. 26, 27, 33,
37, 40, 83, 126). [Pre-proceedings – 1 review phase]
Bilal, M., Persson, C., Ramparany, F., Picard, G. et Boissier, O. (2012). «Multi-Agent based go-
vernance model for Machine-to-Machine networks in a smart parking management system ». In :
Proceedings of IEEE International Conference on Communications, ICC 2012, Ottawa, ON, Canada,
June 10-15, 2012, 3rd IEEE International Workshop on SmArt COmmunications in NEtwork Tech-
nologies (’ICC’12 WS - SaCoNet-III’). IEEE Computer Society, p. 6468–6472. doi : 10.1109/ICC.
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Picard, G. et Glize, P. (2005a). « Cooperative Self-Organization : Modeling and Experiments of Lo-
cal Decision to Solve Distributed Problems ». In : 3rd European Workshop on Multi-Agent Systems
(EUMAS’05), 7-8 December, Brussels, Belgium. Koninklijke Vlaamse Academie van Belie voorWe-
tenschappen en Kunsten, p. 497–498 (cité p. 51). [CORE C – Pre-proceedings – 1 review phase]
Picard, G., Mellouli, S. et Gleizes, M.-P. (2005). « Techniques for Multi-Agent System Reorganiza-
tion ». In : Sixth International Workshop on Engineering Societies in the Agents World (ESAW’05),
26-28 October 2005, Kuşadası, Aydın, Turkey. Sous la dir. d’O. Dikenelli, M.-P. Gleizes et A.
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Lecture Notes in Artiﬁcial Intelligence (LNAI). Imperial College London, UK : Springer-Verlag,
p. 311–327. doi : 10.1007/978-3-540-25946-6_20. url : http://www.springerlink.com/
content/m4ya2cvcjx1grhcm/. [AR=32.2%] [MRS 79/361 – Post-proceedings – Selected and extended pa-
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— (2003b). « Tools for Self-Organizing Applications Engineering ». In : Engineering Self-Organizing
Applications – First International Workshop (ESOA) at the Second International Joint Conference on
AutonomousAgents andMulti-Agents Systems (AAMAS’03). Sous la dir. deG.DiMarzoSerugendo,
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Georgé, J.-P., Picard, G., Gleizes, M.-P. et Glize, P. (2003). « Living Design for Open Computatio-
nal Systems ». In : International Workshop on Theory And Practice of Open Computational Systems
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Bernon, C., Gleizes, M.-P., Peyruqueou, S. et Picard, G. (2002). « ADELFE : a Methodology for
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pers – 2 review phases]
Bernon, C., Gleizes,M.-P., Picard, G. et Glize, P. (2002). «TheADELFEMethodology For an Intra-
net SystemDesign ». In : Fourth International Bi-ConferenceWorkshop on Agent-Oriented Informa-
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Galland, S., Gaud, N., Rodriguez, S., Balbo, F., Picard, G. et Boissier, O. (2014). « Contextuali-
ser l’interaction entre agents en combinant dimensions sociale et physique au sein de l’environne-
ment ». In : 22es Journées Francophones sur les Systèmes Multi-Agents (JFSMA’14). Cépaduès (cité
p. 91). [AR=28%] [CNU27 – Pre-proceedings – 1 review phase]
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tion par partionnement auto-organisé ». In : 21es Journées francophones des systèmes multi-agents
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Villanueva, D., Picard, G., Le Riche, R. et Haftka, R. T. (2012). « Optimisation multi-agent par
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Everaere, P., Morge, M. et Picard, G. (2011). « Casanova : un comportement d’agent pour l’équité
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Persson, C., Picard, G., Ramparany, F. et Boissier, O. (2011b). « Organisation multi-agent pour
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multi-agents (JFSMA’11). Cépaduès, p. 11–20 (cité pp. 69, 80, 125). [AR=32.5%] [CNU27–Pre-proceedings
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Yaich, R., Jaillon, P., Boissier, O. et Picard, G. (2011). « Gestion de la conﬁance et intégration
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Kaddoum, E., Gleizes, M.-P., Georgé, J.-P., Glize, P. et Picard, G. (2009). « Analyse des critères
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Agents (JFSMA’09), Lyon, France, October 19-21. Sous la dir. de Z. Guessoum et S. Hassas. Cépa-
duès, p. 123–124 (cité pp. 42, 51, 126). [AR=23.5%] [CNU27 – Pre-proceedings – 1 review phase]
Picard, G., Hübner, J., Boissier, O. et Gleizes, M.-P. (2009b). « Réorganisation et auto-organisation
dans les systèmes multi-agents ». In : Journées Francophones sur les Systèmes Multi-Agents (JF-
SMA’09), Lyon, France, October 19-21. Sous la dir. de Z. Guessoum et S. Hassas. Cépaduès, p. 89–
98 (cité pp. 10, 11, 51). [AR=39.2%] [CNU27 – Pre-proceedings – 1 review phase]
Clair,G.,Gleizes,M.-P., Kaddoum, E. et Picard,G. (2008a). «Approchesmulti-agents auto-organisatrices
pour un contrôle manufacturier intelligent et adaptatif ». In : Journées Francophones sur les Sys-
tèmes Multi-Agents (JFSMA’08), Brest, France, Octobre 15-17. Cépaduès, p. 191–200 (cité pp. 51,
126). [AR=40.7%] [CNU27 – Pre-proceedings – 1 review phase]
Picard,G.,Gleizes,M.-P. etGlize, P. (2007a). «Aﬀectationdistribuée de fréquences par auto-organisation
coopérative ». In : Journées Francophones sur les Systèmes Multi-Agents (JFSMA’07), Carcassonne,
France, Octobre 17-19. Cépaduès, p. 33–42 (cité p. 51). [AR=22.2%] [CNU27 – Pre-proceedings – 1 re-
view phase]
Picard, G. et Gleizes, M.-P. (2006). « Auto-organisation coopérative pour la conception de collectifs
adaptatifs et robustes ». In : 7ème Congrès de la Société Française de Recherche Opérationnelle et
d’Aide à la Décision (ROADEF’06), 6, 7 et 8 Février 2006, Lille, France. Presses Universitaires de
Valenciennes, p. 385–400 (cité p. 51). [AR=58%] [Pre-proceedings – 1 review phase]
Picard, G. (2005b). « Résolution d’emploi du temps dynamique et distribuée par auto-organisation
coopérative ». In : 7es Rencontres des Jeunes Chercheurs en Intelligence Artiﬁcielle (RJCIA’05), Plate-
forme AFIA, Nice. Presses Universitaires de Grenoble (PUG), p. 127–140. isbn : 2-7061-1285-9
(cité p. 51). [AR=55%] [Pre-proceedings – 1 review phase]
Picard, G. et Glize, P. (2005c). « Modélisation et expérimentations d’une décision locale basée sur
l’auto-organisation coopérative ». In : Journées Francophones sur les Systèmes Multi-Agents (JF-
SMA’05), à Calais du 23 au 25 novembre 2005. Hermès-Lavoisier, p. 161–174 (cité p. 51). [CNU27 –
Pre-proceedings – 1 review phase]
11.7 Autres communications (avec comité de lecture)
Villanueva,D., Haftka, R., Le Riche, R. et Picard, G. (2013). « LocatingMultiple Designs withDy-
namic Partitioning and Surrogates ». In : 10th World Congress on Structural and Multidisciplinary
Optimization (WCSMO’13). ISSMO (cité pp. 40, 85, 126). [No proceedings – 1 review phase (abstract)]
Picard, G. et Morge, M. (2011). « Stratégie multi-agent pour la négociation d’appariements stables,
équitables et optimaux ». In : 12e Congrès de la Société Francaise de Recherche Opérationnelle et
d’Aide à laDecision (ROADEF’11), Saint-Etienne (cité p. 51). [Noproceedings – 1 reviewphase (abstract)]
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Villanueva,D., Le Riche, R., Picard, G. etHaftka, R. (2011). « AMulti-Agent SystemApproach To
Reliability Based Design Optimization Including Future Tests ». In : 12e Congrès de la Société Fran-
caise de Recherche Opérationnelle et d’Aide à la Decision (ROADEF’11), Saint-Etienne (cité pp. 40,
126). [No proceedings – 1 review phase (abstract)]
Yaich, R., Jaillon, P., Picard, G. et Boissier, O. (2010). « Toward an adaptive trust policy model for
open and decentralized virtual communities ». In :Workshop on Trust and Reputation. Interdisci-
plines. url : http://www.interdisciplines.org/paper.php?paperID=110 (cité p. 125). [Online
pre-proceedings – 1 review phase (abstract)]
11.8 Thèses et mémoires
Picard, G. (2004). «Méthodologie de développement de systèmes multi-agents adaptatifs et concep-
tion de logiciels à fonctionnalité émergente ». Thèse de doct. Université Paul Sabatier Toulouse III
(cité pp. 55–57, 60).
— (2001). « Etude de l’émergence comportementale d’un collectif de robots par auto-organisation
coopérative ». Rapport de DEA. Université Paul Sabatier Toulouse III.
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AActivités d’enseignement
J’enseigne l’informatique depuis 2001 (à l’exception de l’année 2006-2007, étant ingénieur de re-
cherche contractuel). J’ai donné des TP, des TD et des cours à toutes sortes de publics estudiantins
du L1 au M2 dans des parcours d’informatique pure, pour des biologistes, des mathématiciens, et au-
jourd’hui principalement de futurs ingénieurs civils des Mines. J’ai également été (et le suis encore)
responsable pédagogique et j’ai monté de nombreux cours (surtout depuis 2007), notamment sur Java,
UML, Python, Django, JEE, Android, l’intelligence artiﬁcielle et les systèmes multi-agents (mon do-
maine de recherche). Quelle que soit la formation, les enseignements ont été des enseignements en
informatique (programmation et modélisation essentiellement) et sur mon domaine de recherche.
J’ai également donné un tutoriel à l’Ecole d’été EASSS 2010, et lors d’un déplacement ERASMUS à
Polytechnica Bucharest en 2011.
A.1 Responsabilités pédagogiques
Depuis 2014 Intelligence artiﬁcielle
Ce nouveau cours de 80h est destiné aux élèves 2A de l’EMSE. Il est basé sur le livre
de Russell & Norvig (Artiﬁcial Intelligence, a Modern Approach), et explore trois
facette de l’IA : la résolution de problèmes, le raisonnement et la représentation,
et l’apprentissage. A l’issu de ce cours, les élèves doivent développer un agent dis-
posant de ces trois capacités instanciées pour un cas d’étude particulier. Certaines
séances sont eﬀectuées en classe inversée.
http://www.emse.fr/~picard/cours/ai/
Depuis 2014 Introduction à logique formelle
Ce cours d’introduction pour les élèves 1A de l’EMSE présente les bases de la lo-
gique formelle (proposition et prédicats), en suivant une approche apprentissage
par problème. L’objectif de ce cours est d’initier les élèves-ingénieurs à la modéli-
sation logique et au raisonnement sur des systèmes logiques, en complément de
leur capacité de modélisation mathématique de réalités physiques.
http://www.emse.fr/~picard/cours/logic/
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Depuis 2014 Informatique ambiante
Ce cours, mutualisé avec le Master Web Intelligence, présente les concepts en re-
lation avec la notion d’informatique ambiante (e.g. machine-to-machine, web of
thing, pervasive computing) et des technologies et plateformes mettant en œuvre
ces approches : Arduino, Android, XBee.
http://www.emse.fr/~picard/cours/ac/
2008-2014 Langages et concepts de programmation orientée objet
L’objectif de ce cours est de présenter les bases de la programmation orientée objet
à la promotion entière d’ingénieurs civils des Mines (environ 130 étudiants). Par
souci pédagogique, ce cours consiste principalement en une série de TD et de TP
en Java. Je suis en charge des coursmagistraux, de la production du livret de cours,
des sujets de TD, de TP, de projet et de la correction de tous les rendus (TP, projet,
examen écrit).
http://www.emse.fr/~picard/cours/1A/java/
2008-2014 Gestion de projets informatiques
Ce cours présente les bonnes pratiques de la gestion de projets informatiques (pla-
niﬁcation, cahier des charges, processus de développement, versioning, etc.). Le
module se conclut par le développement d’un projet sur tout le semestre avec des
technologies web utilisées dans le monde des entreprises.
http://www.emse.fr/~picard/cours/2A/svn-trac/
http://www.emse.fr/~picard/cours/2A/gp/
2010-2014 Développement de systèmes informatiques
Aﬁn d’initier les futurs ingénieurs au développement les systèmes d’information,
et leur présenter une vision intégrée des applications d’aujourd’hui et de leur in-
génierie, ce cours présente les outils de base pour le développement d’un projet
en groupe. Initialement en JEE, j’ai reconstruit le cours autours de Django et An-
droid, aﬁn de proposer un développement web 2.0 rapide et l’usage des terminaux
mobiles.
http://www.emse.fr/~picard/cours/2A/devsi/
2011-2012 Introduction à l’intelligence artiﬁcielle
Ce cours de 15h propose une introduction générale aux problématiques de l’IA,
puis une mise en pratique avec Prolog et la programmation de réseaux de neu-
rones.
http://www.emse.fr/~picard/cours/1A/IA/
A.2 Interventions pédagogiques
Le statut de Maître Assistant des Ecoles des Mines n’impose pas de charge d’enseignement de 192
HETD, mais nous nous répartissons la charge entre collègues. Cependant, tous les ans nous avons un
récapitulatif des cours auxquels nous avons participé qui comptabilise également les heures de prépa-
ration, de correction et d’encadrement de projets. Pour plus de clareté, les heures présentées ici sont
uniquement les heures en présentiel, puis rapportées en HETD (excluant donc les heures de prépara-
tion et de correction). Depuis 2007, je donne en moyenne 184 HETD par an.
118
A.2. Interventions pédagogiques
A.2.1 Synthèse des interventions par statuts et matières
Statut Formation Matière HTP HTD HCM HETD
Moniteur DEUG SVT – S2 Informatique – Pascal 24 18 0 34,00
DEUGMIAS – S2 Informatique – CAML 84 32 0 88,00
IUP TMM – 2e année Intelligence Artiﬁcielle (TP) 24 0 0 16,00
Licence L1-S1 Introduction Informatique 12 0 0 8,00
Licence L1-S2 Programmation - CAML 21 0 0 14,00
Licence L3-S6 Parallélisme (UNIX) 36 10 0 34,00
ATER Master Informatique M1 Intelligence Artiﬁcielle (TP) 96 0 0 64,00
Master Informatique M1 Conception Orientée Objet (TP) 48 0 0 32,00
Master Informatique M1 Java et Parallélisme (TD) 0 48 0 48,00
Licence L2 Informatique - CAML (TP) 20 0 0 13,33
IUP ISI (M1) Robotique collective (CM) 0 0 3 4,50
Licence L1 Informatique - CAML (TP) 48 0 0 32,00
MA Master Web Intelligence (M2) Systèmes Multi-Agents (CM) 4 24 51 149,83
Mastère Génie Logiciel (M1) Conception Orientée Objet 18 24 138 243,00
Pôle Informatique (L3) Projet Informatique en C 49 0 0 32,67
Pôle Informatique (L3) Programmation objet 168 54 15 229,00
Pôle Informatique (L3) Programmation et algorithmique 40 0 0 26,67
Pôle Informatique (L3) Bases de données 40 12 0 60,92
Pôle XXI (L3) Intelligence Artiﬁcielle 0 0 15 22,50
Axe ISI (M1) Développement SI 18 10 26 61,00
Axe ISI (M1) Analyse et Conception Objet 30 147 141 423,50
TOTAL 780 379 389 1 636,920000000
L1 (176h – 11.8%)
L2 (13h – 0.9%)
L3 (359h – 24.0%)
M1 (831h – 55.6%)
M2 (103h – 6.9%)
Autres (12h – 0.8%)
Figure A.1 – Répartition des enseignements par niveau de public
A.2.2 Synthèse des interventions par années
Année 2001 2002 2003 2004 2005 2007 2008 2009 2010 2011 2012 2013
HETD 63,33 66,67 64,00 89,83 104,00 161,25 237,75 226,33 157,50 137,67 202,67 168,92
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Figure A.2 – Répartition des enseignements par matière
A.3 Responsabilités administratives
Je suis responsable du module Coopération de l’option Informatique (module de 120 heures d’en-
seignements dans le cursus 3ème année d’Ingénieur Civil des Mines) depuis 2010. J’ai également été
responsable des Unités pédagogiques suivantes :
— Langages et concepts de programmation orientée-objet (1A-L3, env. 130 étudiants) [2008-2014]
— Développement de Systèmes Informatiques (2A-M1, env. 25 étudiants) [2010-2014]
— Gestion de projets (2A-M1, env. 25 étudiants) [2008-2014]
— Intelligence artiﬁcielle (2A-M1, env. 20 étudiants) [2014+]
Je suis également élu au Comité de l’enseignement de l’EMSE depuis novembre 2013.
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BActivités de recherche
Ma vocation pour la recherche est née lors de mes première années universitaires. Alors à Pau, je
me suis inscrit en second cycle à Toulouse aﬁn de pouvoir suivre un parcours recherche (DEA). J’ai été
intégré dans des laboratoires depuismamaîtrise (TER, travaux de études et de recherche), en 2000, lors
de laquelle j’ai rejoint l’équipe dans laquelle j’allais plus tard eﬀectuer ma thèse (équipe SMAC dirigée
par Marie-Pierre Gleizes).
J’ai eﬀectué tout d’abord mes recherches dans l’Institut de Recherche en Informatique de Toulouse
(de 2000 à 2007, sous statut allocataire recherche, puis attaché temporaire de recherche, puis ingénieur
CNRS en post-doc) puis à l’École desMines (à partir de 2007, sous statut de maître assistant des Ecoles
des Mines) au centre G2I puis l’Institut Henri Fayol, dans l’équipe ISCOD, dirigée par Olivier Boissier.
B.1 Parcours professionnel
depuis 2007 Maître-Assistant des Écoles des Mines à l’Institut Henri Fayol de l’École Natio-
nale Supérieure des Mines de Saint-Etienne (ENSM-SE), France
2006-2007 Post-doc, responsable des projets européens à l’IRIT (Institut de Recherche en
Informatique de Toulouse), France
2004-2006 Attaché temporaire d’enseignement et recherche (demi-ATER) à l’Université
Paul Sabatier Toulouse III, France
2001-2004 Allocataire de Recherche à l’Université Paul Sabatier Toulouse III, France
2001-2004 Moniteur CIES à l’Université Paul Sabatier Toulouse III, France
B.2 Responsabilités scientiﬁques et de valorisation
B.2.1 Responsabilités
— Président de la session Multi-Agent Systems à l’Indian International Conference on Artiﬁcial In-
telligence (IICAI) : 2007
— Membre du comité de pilotage de la série de workshops Engineering Societies in the AgentsWorld
(ESAW) : 2008, 2009
— Président du comité d’organisation d’Engineering Societies in the AgentsWorld (ESAW) : 2008,
2009
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— Président du comité de programme de Engineering Societies in the Agents World (ESAW) : 2008,
2009
— Président de la session sur l’optimisation multi-disciplinaire à la conférence de la société française
de Recherche Opérationnelle et d’Aide à la Décision (ROADEF) : 2011
— Président de la session Demonstrations à IEEE/WIC/ACM International Conferences on Web In-
telligence and Intelligent Agent Technology (WI-IAT) : 2011
— Président du comité d’organisation d’IEEE International Conference on Self-Adaptive and Self-
Organizing Systems (SASO) : 2012
B.2.2 Participations à des comités de programme
— Engineering Societies in the Agents World (ESAW) : 2004, 2008, 2009
— European Workshop on Multi-Agent Systems (EUMAS) : 2004, 2005
— Indian International Conference on Artiﬁcial Intelligence (IICAI) : 2007, 2009, 2011, 2013
— Rencontres des Jeunes Chercheurs en Intelligence Artiﬁcielle (RJCIA) : 2007
— Self-Adaptation for Robustness and Cooperation in Holonic MultiAgent Systems and in Mul-
tiAgent Systems (SARC) : 2008, 2009
— Workshop on Bio-Inspired and Self-* Algorithms for Distributed Systems (BADS) : 2009, 2010,
2011
— International Conference on Intelligent Agent & Multi-Agent Systems (IAMA) : 2009
— IEEE International Conferences on Self-Adaptive and Self-Organizing Systems (SASO) : 2009,
2010, 2011, 2012
— International Joint Conference on Autonomous Agents and Multi-Agent Systems (AAMAS) :
2010
— International Workshop on Agent-Oriented Software Engineering (AOSE) : 2010, 2011, 2012
— International Workshop on Web Intelligence and Virtual Enterprises (WIVE) : 2010
— International Design Engineering Technical Conferences & Computers and Information in En-
gineering Conference (IDETC) : 2011
— InternationalConference onPracticalApplications ofAgents andMulti-Agent Systems (PAAMS) :
2011
— International Workshop on Multi-Agent Systems and Simulation (MAS&S) : 2011, 2012, 2013,
2014
— Journées Francophones sur les Systèmes Multi-Agents (JFSMA) : 2012, 2013
— International Joint Conference on Artiﬁcial Intelligence (IJCAI) : 2013
— International Conference on Robotics and Automation (ICRA) : 2013
— International Joint Workshop on Optimisation in Multi-Agent Systems and Distributed Cons-
traint Reasoning (OPTMAS-DCR) : 2014
B.2.3 Participations en tant que relecteur
— Journal on Future Generation Computer Systems (FGCS)
— International Journal on Agent Oriented Software Engineering (IJAOSE)
— ACM Transaction on Adaptive and Autonomous Systems (TAAS)
— Revue d’Intelligence Artiﬁcielle (RIA)
— Journal on Simulation Modelling Practice andTheory (SIMPAT)
— Journal on Web Intelligence and Agent Systems (WIAS)
— International Journal of Production Research (IJPR)
— International Workshop on Coordination, Organisations, Institutions and Norms (COIN@AA-
MAS) : 2008
— International Joint Conference on Autonomous Agents and Multi-Agent Systems (AAMAS) :
2005, 2008, 2013
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— Agent-Oriented Software Engineering Methodologies and Systems (AOMS@SAC) : 2009
— Agent-Oriented Programming, Systems, Languages, and Applications (APSLA@SAC) : 2008
— Brazilian Symposium on Artiﬁcial Intelligence (SBIA) : 2008
— Congrés Reconnaissance des Formes et Intelligence Artiﬁcielle (RFIA) : 2008
— International Workshop on Agent-Oriented Software Engineering (AOSE) : 2009
— International Conference on Intelligent Systems and Agents (ISA) : 2009
— International Conference on Robotics and Automation (ICRA) : 2010
— IEEE/WIC/ACM International Conferences onWeb Intelligence and Intelligent Agent Techno-
logy (WI-IAT) : 2011
— AAAI Conference on Artiﬁcial Intelligence (AAAI) : 2012
B.2.4 Participations à des comités d’organisation
— Engineering Societies in the Agents World (ESAW) : 2004
— Journées Francophones sur les Systèmes Multi-Agent (JFSMA) : 2007
— European Agent Systems Summer School (EASSS) : 2010
— Multi-Agent Logics, Languages, and Organisations Federated Workshops (MALLOW) : 2010
— Ecole d’été Web Intelligence (WI Summer School) : 2011
— IEEE/WIC/ACM International Conferences onWeb Intelligence and Intelligent Agent Techno-
logy (WI-IAT) : 2011
B.3 Responsabilités administratives
En complément de mes activités opérationnelles d’enseignement et de recherche, j’ai également fait
le choix de remplir des fonctions d’intérêt collectif et de m’impliquer dans les activités des équipes.
— Coordination des montages de projets européens du laboratoire IRIT (2006-2007).
— Responsabilité scientiﬁque et technique du partenaire ARMINES-FAYOL dans le projet ID4CS
(2009-2013).
— Responsabilité des montages de projets ANR et européens dans l’équipe ISCOD (actuellement).
Je suis également élu au Comité de la recherche depuis juin 2014.
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CEncadrements de thèses et demasters
Pour les co-encadrements, le pourcentage d’encadrement de chaque encadrant est indiquée entre
crochets.
C.1 Thèses soutenues
2009-2014 C. Persson (PhD ANRT CIFRE Orange Labs/EMSE) : « A Decentralized and Dis-
tributed Adaptive Governance for Machine-to-Machine Systems : A Multi-Agent
Oriented Programming Approach »
Date de soutenance : 31 octobre 2014
Financement : ANRT CIFRE Orange Labs
Encadrement : Prof. O. Boissier [25%], G. Picard [45%], F. Ramparany [30%]
Publications : [Persson et al., 2014 ; Persson et al., 2012b ; Bilal et al., 2012 ;
Persson et al., 2012a ; Persson et al., 2011a ; Persson et al., 2011b ; Persson,
Picard et Ramparany, 2011]
2009-2013 R. Yaich : « Adaptiveness and Social-Compliance in Trust Management - A Multi-
Agent Based approach »
Date de soutenance : 29 octobre 2013
Financement : Allocation Ecole des Mines
Encadrement : Prof. O. Boissier [25%], P. Jaillon [30%], G. Picard [45%]
Publications : [Yaich et al., 2013 ; Yaich et al., 2012b ; Yaich et al., 2012a ; Yaich
et al., 2011b ; Yaich, Jaillon, Boissier et al., 2011 ; Yaich et al., 2011a ; Yaich,
Jaillon, Picard et al., 2010]
Poste actuel du doctorant : ATER
2010-2013 D. Villanueva (co-tutelle EMSE/UF) : « Reliability Based Design Including Future
Tests and Multi-Agent Approaches »
Date de soutenance : 13 mai 2013
Financement : Projet ANR ID4CS, Université de Floride
Encadrement : Prof. R. LeRiche [33%], Prof. R.Haftka (UF) [33%],G. Picard [33%]
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Publications : [Villanueva, Haftka et al., 2013 ; Picard, Villanueva et
al., 2013 ; Villanueva, Le Riche, Picard et Haftka, 2013b ; Villanueva,
Le Riche, Picard et Haftka, 2013a ; Villanueva, Picard et al., 2012 ;
Villanueva, Le Riche, Picard et Haftka, 2012a ; Villanueva, Le Riche,
Picard et Haftka, 2012b ; Villanueva, Le Riche, Picard et Haftka, 2011 ;
Villanueva, Le Riche, Picard, Haftka et Sankar, 2011]
Poste actuel du doctorant : post-doc aux US
C.2 Thèses en cours
2013-2016 S. Gillani (TSE/EMSE) : « Négociation distribuée et contextuelle dans un environ-
nement consommateurs-producteurs énergétiques »
Financement : Allocation EDSIS
Encadrement : Prof. F. Laforest [50%], G. Picard [50%]
Publications : [Gillani, Laforest et al., 2014 ; Gillani et al., 2014a ; Gillani
et al., 2014b]
2012-2016 A. Sorici (co-tutelle EMSE/UPB) : «Multi-Agent Context Management for Support
of Ambient Computing Applications »
Financement : Bourse MAEE
Encadrement : Prof. A. Florea (UPB) [25%], Prof. O. Boissier [25%], G. Picard
[50%]
Publications : [Sorici, Picard et Boissier, 2014 ; Sorici, Boissier, Picard
et Zimmermann, 2013 ; Sorici, Picard, Boissier, Santi et al., 2012 ; Sorici,
Boissier, Picard et Santi, 2011]
C.3 Masters recherche
2012 L. Cerqueira Martins (Master EMSE/UJM) : « Decentralized stable matching in
mixed communities »
2011 A. Sorici (Master Universitatea Politehnica Bucuresti, ERAMUS) : « Dynamic,
reactive and pro-active context information aggregation in an AmI environment »
Publications : [Sorici, Boissier, Picard et Santi, 2011]
2011 M. Bilal (Master UTT, Orange Labs) : « Multi-agent governance model for M2M
networks : Application to a smart parking management system »
Publications : [Bilal et al., 2012]
2010 S. Villarreal (Master EMSE/UJM) : « Distributed constraint-based Optimisation
and Social Choice »
2008 G. Clair (Master EMSE/UJM) : « Self-organisation for manufacturing control based
on multi-agent systems »
Publications : [Clair et al., 2008a ; Clair et al., 2008b]
2008 E. Kaddoum (Master IRIT/UPS) : « Self-regulation for manufacturing control using
self-organising MAS »
Publications : [Georgé, M.-P. Gleizes et al., 2010 ; Kaddoum, M.-P. Gleizes,
Georgé et Picard, 2009 ; Kaddoum,M.-P. Gleizes, Georgé, Glize et al., 2009 ;
Clair et al., 2008b ; Clair et al., 2008a]
2006 F. Cornet (Master IRIT/UPS) : « Study of a frequency assignment problem using
adaptive multi-agent systems »
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C.4 Jurys de thèses
2014 C. Persson : ”A Decentralized and Distributed Adaptive Governance for Machine-
to-Machine Systems : A Multi-Agent Oriented Programming Approach” — Co-
encadrant, soutenue le 31 octobre 2014
2014 L. Pons : « Auto-ajustement de scénarios de jeux par systèmes multi-agents adapta-
tifs » — Examinateur, soutenue le 7 juillet 2014
2013 R. Yaich : « Adaptiveness and Social-Compliance in Trust Management - A Multi-
Agent Based approach » —Co-encadrant, soutenue le 29 octobre 2013
2013 T. Jorquera : «An AdaptiveMulti-Agent System for Self-Organizing Continuous Op-
timization. » — Examinateur, soutenue le 22 octobre 2013 à l’Université Paul Sa-
batier
2013 D. Villanueva : « Reliability Based Design Including Future Tests and Multi-Agent
Approaches » —Co-encadrant, soutenue le 13 mai 2013
2008 S. Rougemaille : « Ingénierie des systèmes multi-agents adaptatifs dirigée par les mo-
dèles. » — Examinateur, soutenue le 27 octobre 2008 à l’Université Paul Sabatier
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DProgrammes nationaux etinternationaux
Ce chapitre synthétise les diﬀérents projets nationaux et internationaux auxquels j’ai participé.
Pour chacun d’entre eux, une courte description ainsi que quelques pointsmarquants sontmentionnés.
D’autres coopérations hors projet sont mentionnées en ﬁn de chapitre.
D.1 Projets nationaux
2013-2017 Projet ETHICAA [ﬁnancement ANR]
L’objectif du projet ETHICAA est de déﬁnir ce que devrait être une entité auto-
nome pouvant gérer des conﬂits éthiques, aussi bien au niveau individuel qu’au
niveau collectif. Les conﬂits éthiques que nous considérons sont susceptibles de
survenir ; au sein d’un agent, entre un agent et les règles éthiques de son système
d’appartenance, entre un agent et un utilisateur ou un opérateur humain, entre
plusieurs agents incluant ou non des êtres humains (drones, agents virtuels).
— Montant de l’aide : 244 561 €
— Participation au montage
— Coopération avec le GREYC, l’Onera, le LIP6, Télécom Ecole de Management
et Ardans
— Modélisation et implémentation de mécanismes éthiques collectifs
2009-2013 Projet ID4CS [ﬁnancement ANR]
ID4CS est un projet ANR qui a pour ambition de proposer un environnement de
modélisation et de simulation pour la conception de systèmes complexes comme
des avions.
— Montant de l’aide : 221 293 €
— Participation au montage
— Co-encadrement d’une thèse en co-tutelle avec l’université de Floride
— Coopération avec IRIT, Airbus, IMT, ICA, Upetec, SNECMA
— Coordinateur scientiﬁque pour le partenaire ARMINES-FAYOL
— Coordinateur scientiﬁque du lot «Modèle Agent »
— http://www.irit.fr/id4cs
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2008-2012 ProjetWeb Intelligence [ﬁnancement ISLE Cluster-RRA]
L’objectif global du projet est de consolider et de structurer la communauté scien-
tiﬁque rhônealpine et de favoriser la synergie de coopération sur le sujet de laWeb
Intelligence.
— Participation au lot « Future Web »
— Participation à l’organisation et président de session démo à WI-IAT 2011
— http://www.web-intelligence-rhone-alpes.org/
2001-2004 Projet ADELFE [ﬁnancement RNTL]
Le but de l’atelier de développement ADELFE est de guider l’ingénieur lors du
développement de systèmes multi-agents adaptatifs (AMAS). ADELFE est main-
tenant une méthode orientée multi-agent reconnue et a été publiée dans plusieurs
ouvrages de référence sur l’ingénierie multi-agent.
— ADELFE est une des méthodes multi-agents les plus citées
— Doctorant associé au projet
— Développement d’AdelfeToolkit pour aider le concepteur à suivre le processus
ADELFE
— http://www.irit.fr/ADELFE/
D.2 Projets internationaux
2013-2015 Projet Smart Energy Aware Systems (SEAS) [ﬁnancement ITEA2]
L’objectif du projet SEAS est de permettre l’interopérabilité des systèmes produi-
sant de l’énergie, des TIC et des systèmes d’automatisation des sites de consomma-
tions. IL vise également à introduire des solutions fondées sur des technologies dy-
namiques pour contrôler et suivre l’estimation de la consommation d’énergie. Un
second but est d’explorer des modèles économiques et des solutions qui permet-
tront aux acteurs du marché de l’énergie d’intégrer les environnements de réseaux
de type micro-réseaux et les clients réactifs, en pa rticulier des systèmes décentra-
lisés intelligents (application à l’intelligence ambiante et la ville intelligente).
— Montant de l’aide : 89 493 €
— Participation au montage
— Coopération avec 6 pays (Finland, France, Portugal, Romania, Spain, Turkey)
— Ontologie pour les Smart Grids ; privacité dans les Smart Grids ; négociation
automatique
— http://www.itea2.org/project/index/view?project=10156
D.3 Coopérations diverses
J’ai noué de multiples collaborations durables dans le cadre des projets de recherche auxquels j’ai
participé (ANR ID4CS, CMIRA-RRAMAOP), d’encadrement de thèse (CIFREOrange Labs, co-tutelle
avec l’Université de Floride, et Télécom Saint-Etienne), de contacts lors de conférences (LIFL), ou à
l’occasion de déplacement EURAMUS (”Politehnica” University of Bucharest). Suite à une invitation
à l’Imperial College London, dans l’équipe de Jeremy Pitt, nous prévoyons également l’organisation
d’un workshop international (SoRules 2014) sur les self-organising rule-oriented systems. Enﬁn, cette
année, nous avons été invités, Olivier Boissier et moi-même, à eﬀectuer des présentations au KAIST
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(Korean Advanced Institute os Science and Technology) sur le thème de la robotique collective et les
systèmes multi-agents. Ceci sera peut-être le point de départ d’une collaboration avec des collègues
coréens (KAIST), américains (Purdue University) et australiens (Griﬃth University).
Nationales Université de Toulouse (IRIT, ICA, IMT), Université de Lille (LIFL), Télécom
Saint-Etienne (TSE), ONERA, Orange Labs, Upetec, Airbus, SNECMA
Internationales University of Florida (US), Universita di Bologna (IT), ”Politehnica” University
of Bucharest (RO), Federal University of Santa Catarina (BR), Imperial College
London (UK)
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