Introduction and the main results
It is well-known that if B is a normed space, then for every n-dimensional (or ncodimensional) subspace F there is a projection from B onto F of norm not exceeding ~/-n. But it has so far been an open question whether for every B of dimension greater than n there is some n-dimensional subspace F onto which there is a projection of norm o(Vr-n) or even K, with K an absolute constant (2) . In this paper we will construct a 2n-dimensional space in which every projection of rank n in B has norm greater than Cx/-nwhere C is an absolute positive constant. This example, which is in an obvious sense the best--or the worst, depending on the point of view--possible, also settles in the negative "the finite-dimensional basis problem", i.e. the question whether there is an absolute constant K such that every finite-dimensional space has a basis with basis constant ~<K. We recall that the (Schauder) basis constant of a basis (x) of B is the smallest number K such that for all scalars t~, t2 ..... tn and every k<~n = dimB. When the sum on the left is allowed to run over any subset of {1 ..... n}, we get the unconditional basis constant. The (2) After this paper was submitted to publication, G. Pisier ([16] ) constructed an example of an infinite dimensional Banach space with many surprising properties, in particular the norm of any rank n projection on it is of order x/-~. In spite of a very similar formulation, this result neither implies our Theorem l.I nor follows from it (the construction is strictly infinite dimensional).
problem of the basis constant was known as early as in the '30's to mathematicians of the Lvov school. The first step towards a solution was taken by F. Bohnenblust in 1941 (see [1] ). The problem of the unconditional basis constant was settled by Y. Gordon and D. Lewis (see [7] ) who showed that some well-known n-dimensional spaces of operators have unconditional basis constants of order n ~/4. Later T. Figiel, S. Kwapien and A. Pelczynski (see [4] ) gave examples of n-dimensional spaces for which the unconditional basis constants were of order x/--n-, the same as we obtained for the basis constants.
Let us state our main result again. THEOREM 1.1. There is a constant C>0 such that, for every n, there exists a 2n-dimensional normed space B such that, for every projection P on B of rank n,
liP: B~BII > CVT.
As an immediate consequence of Theorem 1.1 we get COROLLARY 1.
For eoery n there exists a normed space B, dimB=n, such that the basis constant of every basis of B exceeds C'V~, where C' is an absolute constant.
Recently (independently of this paper and a month or two before the work on it was completed) E. Gluskin has proved the following result (see [6] ), which also settles the finite dimensional basis problem: for each n there exists an n-dimensional normed space such that, for every projection P on it with rankP<n/3, tlell>-cn -~/2 (l+logn) -I/2 rank P. In particular his result, while being slightly weaker than Theorems 1.1 and 1.4 if rank P = O(n), yields nontrivial estimates if rank P is of order n =, s>l/2mbetter than our Theorem 1.6.
The construction in the proof of Theorem I. 1 is of a "random" nature: We define a whole class of spaces and show that, in a certain sense, "most of" them satisfy the assertion of Theorem !.1. The nature of the example is close to one constructed by Gluskin in [5] to obtain two n-dimensional normed spaces, whose Banach-Mazur distance is of order n (cf. Remark 4.6). Random spaces of essentially the same kind (but with different distribution) were considered in [4] as having the "worst" possible order of constants of local unconditional structure. The construction in [4] was based on some phenomenon discovered in [9] (cf. Remark 4.5).
A common feature of all these examples is that they (or their duals) are quotients of"small" l~-spaces or, in other words, the number of extreme points of their unit balls is comparable with their dimension. A consequence of this, crucial in both [5] and here, is that such a unit ball, while containing sufficiently many points "far away" from the origin to keep the Banach-Mazur distance between the space and 12 (and, in random, even I j) of the corresponding dimension large, has volume very close to that of the largest Euclidean ball contained in it. This phenomenon was observed in the case of I, ~ in [17] , named "small volume ratio" and investigated more systematically in [20] and finally noticed in the case of spaces considered here in [I0] and [18] .
We feel that the methods of the proofs of Theorem 1.1 and its generalisations Theorem 1.4 and Theorem 1.6 below may be of use for some other problems, which we will now mention.
The infinite dimensional version of the basis problem was solved, also in the negative, by P. Enflo in 1972 (see [3] ). However, his proof was based on a completely different, infinite dimensional considerations, yielding in fact an example of a space failing to satisfy much weaker property than having a Schauder basis. In particular the following problem still remains open. Section 8 is an appendix. It contains proof of Lemma 7.3 and lists other (precise) estimates for the minimal cardinalities of e-nets of orthogonal groups and Grassmann manifolds (with respect to unitary ideal norms and their analogues respectively)---mostly without proofs. More systematic exposition of that subject is contained in [19] .
Organization of the paper
Finally, section 9 indicates changes in the argument necessary to prove Theorems 1.4 and 1.6.
Notation
Our notation generally follows [13] . Some of frequently used (but less standard) conventions are listed below.
(el ..... em) will always mean the standard unit vector basis of R m.
The Lebesgue measure of a measurable subset S of R m will be denoted by m-vol (S) or shortly vol S.
For a normed space X we shall denote by B(X) its unit ball, the bali with radius r and center at the origin by Br(X) or just B,. We shall also denote B(l~) shortly by B~. Moreover, we shall identify the spaces A, B with their unit balls. In particular we may write 11 9 lib for the norm generated by an absolutely convex body BcR m, L (A, B) for the space of operators between the spaces generated by absolutely convex bodies A, B etc.
As usually, the group of orthogonal operators on R m will be denoted by O(m), the normalized Haar measure on it by/~=/z,,,.
As it is well-known, every operator T: HI---~H2 (HI, H2, finite dimensional Hilbert spaces) can be written as J where (hj) and (hi) are orthonormal systems in Hi and //2 respectively. We shall always assume that (2j) is a non-increasing sequence (of length dimHl; add zeros if necessary) of nonnegative numbers and refer to such representation as "the polar decomposition" (the sequence (2j) is then uniquely determined by T; (hi) and (h;) not always). Observe that to prove Theorem 1.1 it is enough to show that the probability above is strictly smaller than 1.
The following two facts are immediate consequences of Proposition 4.1.
COROLLARY 4.2. For every p~2 and k there is a 2k-dimensional subspace E of an LP-space such that no projection of rank k on E has norm not exceeding c3k l/2-1/p, where c3 is an absolute constant. Moreooer, we can take l~k as LP-space above.
Notice that since, by [12] ,
d(E, 12 )<<.(2k) I/2-t/p (d is the Banach-Mazur distance)
, 2k every k-dimensional subspace of E is a range of projection (on E) of norm not exceeding (2k) ~/2-~/p, Corollary 4.2 is, in a sense, optimal.
Proof. Clearly it is enough to consider the case of even k; say, k=2n. Observe that every B E ~ is isometically a quotient of l~n. Hence B*, which satisfies the assertion of Theorem 1.1 simultaneously with B, is isometrically a subspace of 15~. Now it is enough to take B*, considered as a linear subspace of R 5n equipped with /~n-norm,as E and the conclusion will follow immediately from the inequalities Ilxll| ~< Ilxllp ~< (5n)l/Pllxll| valid for xER 5~.
Q.E.D. [14] or [15] , cf. [4] ). To show this identify R 5" with R4~R ~ and observe thatkerq={(-Gx, x): xERn}, where d is the random 4nxn matrix, whosejth column is gj. Clearly it is enough to prove that, for "most of" ds,
for all xER ". Estimating Ildxllz is easy, since, by our construction, im d is a random subspace of R 4n and hence II " II, and I[ 9 IIz are roughly proportional on it (see [9] or [17] ). To estimate Ilxllz we may copy the argument from [17] . First we show that, for every x E R" and r>0,
(lid xll, ~< rV--~-I Ixl I~}) = ~((I Ig,I I, <-rVT)) <-r) n by Lemma 6.5 from this paper and considerations similar to the proof of Claim 6.1. Then, combining the above with Lemma 1 from [17] we conclude that, for "most of" Remark 4.6 . Since some refinement of the argument from [5] can be used to our class ~ and its variants discussed in section 9 (we use Lemma 6.5 from this paper instead of Lemma 1 from [5] ), the following statement is true:
"Gioen n there exist n-dimensional normed spaces Bl and B2 such that, for some universal constant C, (1) the cotype 2 constants of BI and B2 do not exceed C,
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P such that 0.01n~<
Strategy of the proof of Proposition 4.1 and preliminary reduction
From this point on we fix n. Proposition 4.1 will follow from the following two facts.
. Let ZcB(L(I~)). Then, for each eE(0, 1), there is an e/V'--m-net--in the L(l~)-norm----of Z, whose cardinality does not exceed (Co~e) m2.
In the sequel we shall frequently denote, for fixed U E O(4n),
G=UF(F~span{e I ..... e~}) and Q=P~(=I-P~).
In particular, for given (U0,co0)Efl, we shall mean by G and Q the objects related to U0 by the above convention. One can visualise G as span {gl ..... g~} (they coincide with probability I). Fact 5.1 is essentially contained in Giuskin's paper [5] (for the sake of completeness we sketch the proof of it below). Also the general strategy of the proof of Proposition 4.1 is similar to that of [5] . Namely, in order to show that, for some B E ~, no operator on B, which is a projection of rank 2n, has small norm, we prove two statements:
(1) a given projection (which corresponds somehow to T from Fact 5.2) is "good" for a "very few" BE ~ (Fact 5.2), (2) there are not that many projections (or operators from B(L(I~)) associated with them) we must consider (Fact 5.1).
Hence for "most of" B E ~ no projection is "good".
Sketch of the proof of Fact 5.1. It is enough to show that
and then the same construction which yields an e-net of a unit ball of a k-dimensional normed space of cardinality not exceeding (Me) k, leads to the desired conclusion. Now (a) is obvious. The left hand side of (b) may be computed directly and shown to be of the same order as volB22 (up to factor of type CruZ). Estimating the right hand side of (b) is precisely the content of the proposition from [5] . The following argument is due to S. Kwapieti and N. Tomczak-Jaegermann and has been in circulation for some In turn, by Lemma 3.1(2), [2] or by a much more elementary direct argument, f II(gu)ll 2 d~ <~ 8m.
Combining the last three formulas we obtain the desired estimate.
We postpone the proof of Fact 5.2 to sections 6-8. 
~(~o)<~ ne-C""<~e-C'", c' > O,
and hence ~a(~\ U ~r\~0) ~> 1-(1/2)"2-e -c'".
TEN
Fix BEG \Ure x ~r\~0. We shall show that the norm of every rank 2n projection on B is greater than K (=cl X/'-n-)---this, by the estimate above, will prove Proposition 4.1.
Suppose not. Let P, rank P=2n, be a projection on R 4" such that Q.E.D.
It remains to prove Fact 5.2.
Proof of Fact 5.2 : 1st reduction
The purpose of this section is to reduce 
\ eX/-Y /
Combining this with Claim 6.3 we conclude that, for every e, (6.2) is not bigger than ~-~-! +(c2~r 2~. 
vol B--S~ ~ \-~-/
Proof. Standard and well-known (see e.g. [10] or [18] ). We have (cf. proof of (5. l)) volAv~ .
and it is enough to observe that to obtain Lemma 6.5 with c3=V' 2e3/Jr . Q.E.D.
LEMMA 6.6. Let E be a Hilbert space, dimE=m, and let go be a Gaussian variable with distribution N(O, 1, E). Let Ae-E be a measurable set and let L be an invertible operator on E. Then
where l" I is the corresponding Hilbert norm, integration is with respect to m-dimensional Lebesgue measure and vol B~ = ~gn/2/l"(2+ 1).
Q.E.D. Hence, by (3.3), the distribution of PeW is the same as the distribution of V'-m-7-n Ago, where go is a Gaussian variable with distribution N(0, 1, E). In view of (1) and (2) it is enough to estimate
Proof of Claim

~( {V'-m-~ A goE Pea }) ,
which, by Lemma 6.6 applied with L=~A and PeA instead of A, does not ex-
Now, by our assumptions, detA~e -m (because ;tj~e for j= 1 ..... m) and m>~n/3. So the above, and hence also the probability from Claim 6. 
= IPItt[(I+t)x+Y]I 2=(l+t) llPn,(x+(l+t)-' Y) 2 >~1 ]Pnt (x+(l+t)-I Y) 2
which, by (6.5), contradicts xEG' (we used the identities Pn, S=P6ms)• S=0
and Pn, T=Pn,). Similarly, assuming Itl>>-l/2 and using Pn2 and (6.6) instead of Pn, and (6.5) we obtain a contradiction to xE G". This shows (6.7) and concludes the proof of Claim 6.7.
O.E.D. where II" II is the operator norm with respect to the 12~-norm.
Proof of Proposition 6.8
We shall prove the slightly more general 
VEO(m): VH I =H 2
Here and throughout this section I1" II will always denote the operator norm with respect to 12m-norm or restrictions thereof.
It is easy to observe that Q(H~,/-/2) is the same as the Hausdorff distance between
Sm-~NHt and S,,_tNH2. In particular it depends only on the position of H~ in relation to/-/2 and not on a "superspace" containing both of them. In the sequel we shall not distinguish between metrics obtained by considering different such "superspaces". For the proof of Proposition 7.1 we need two further lemmas. Observe that: Since UNI is clearly a &net in the set of q-dimensional subspaces of G, we can find HEN~ and an isometry V on G, IIV-/H~<6, such that VGo=UH. Hence
IIPEI.-II--I IPElvool I = II ~ -< I IP"i~ +llP <'-v)l~
<~6+6=26.
This shows that the measure in the assertion of Proposition 7.1 does not exceed
HEXI HEXt
The measure after the summation sign clearly does not depend on H, so the sum equals #At1 times the single term. Combining (7.4) and (7.5) we see that (7.2) , and hence the measure from the assertion of Proposition 7. I, is not bigger than 9 #2r 2 9 (4c9 2 By (7.1) and (7.3), the above is at most
C7 2 (~-q(n-q) C7 2 (~-q(m-p-q) (4c2)m z (~q(m-q) = (4c~ C2 )m2 (~q(p-n+q)
which proves Proposition 7.1 with C=4c~ C 2.
It remains to prove Lemma 7.3.
Appendix on Grassmann manifolds
The main objective of this section is to prove (for notation see below) We shall need the following simple facts about the function N (., 9 . The case of Theorem 1.4 . In the proof of Theorem 1.1 we added n additional extreme points (corresponding to gl ..... gn) to the unit ball of 1~. In this case we add k=[6n /2] points to the unit ball of 1~ and the argument is the same. The crucial observation is that if T is an operator satisfying the assumption of Theorem 1.4 and To the corresponding lifting satisfying analogues of (5.8) and (5.9) (with T instead of P), then rankTo ~< rank T+ [6n/2] ~<(I -6/2) n and the same holds for rank (/-To).
Q.E.D.
The case of Theorem Q.E.D.
