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Baumslag-Solitar groups, relative profinite completions
and measure equivalence rigidity
by Cyril Houdayer1 and Sven Raum2
Abstract
We introduce an algebraic invariant for aperiodic inclusions of probability measure preserving
equivalence relations. We use this invariant to prove that every stable orbit equivalence between
free pmp actions of direct products of non-amenable Baumslag-Solitar groups whose canonical
subgroup acts aperiodically forces the number of factors of the products to be the same and
the factors to be isomorphic after permutation. This generalises some of the results obtained
by Kida in [Kid14] and moreover provides new measure equivalence rigidity phenomena for
Baumslag-Solitar groups. We also obtain a complete classification of direct products of relative
profinite completions of Baumslag-Solitar groups, continuing recent work of Elder and Willis in
[EW13].
Introduction and statement of main results
The subject of measured group theory was introduced by Gromov in [Gro93]. It aims at studying
discrete groups from a measure theoretic point of view. One of the fundamental problems in
measured group theory is the classification of discrete groups up to measure equivalence. It is of
particular interest to classify natural classes of discrete groups. Measured group theory has links
to other active fields of mathematics such as von Neumann algebras [Pop05, Pop06a, Pop06b],
geometric group theory [Sha03, MS06, Kid06, Kid09] and ergodic theory [Dye58, Dye63, OW79,
CFW81, Fur99, Gab00, Gab02]. Surveys of current topics in measured group theory can be found
in [Fur09, Gab10].
The Baumslag-Solitar groups were introduced in [BS62] as the first examples of finitely presented
non-Hopfian groups. Recall that for all m,n ∈ Z \ {0}, the Baumslag-Solitar group BS(m,n) with
parameters (m,n) is defined by the presentation
BS(m,n) = 〈a, t | tamt−1 = an〉.
The classification of the Baumslag-Solitar groups, up to isomorphism, was obtained in [Mol91]:
BS(m,n) ∼= BS(p, q) if and only if there exists ε ∈ {−1, 1} such that {m,n} = {εp, εq}. In this
paper, we will always assume that 1 ≤ |m| ≤ n. Note that for every n ≥ 1, BS(±1, n) is solvable,
hence amenable and for every 2 ≤ |m| ≤ n, BS(m,n) is non-amenable. The classification of
the Baumslag-Solitar groups, up to quasi-isometry, was an important result in geometric group
theory (see [FM97, Why00]). Recently, a partial classification of the von Neumann algebras of the
Baumslag-Solitar groups was obtained in [MV14].
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The aim of the present paper is to obtain new rigidity results for all non-amenable Baumslag-Solitar
groups and their direct products in the framework of measured group theory. Theorem A pro-
vides new stable orbit equivalence (SOE) rigidity results for actions of direct products of arbitrary
non-amenable Baumslag-Solitar groups.
In [Kid14], Kida obtained several rigidity results for measure equivalence couplings of non-amenable
Baumslag-Solitar groups. He showed in [Kid14, Theorem 1.4] that for a large class of non-amenable
Baumslag-Solitar groups, any measurable coupling between such Baumslag-Solitar groups which is
aperiodic on the natural cyclic subgroups, can only exist between Baumslag-Solitar groups which
are isomorphic. Recall that a pmp action Γy (X,µ) of a discrete countable group on a standard
probability space is aperiodic if every finite index subgroup of Γ acts ergodically on (X,µ). For
instance, if the action Γy (X,µ) is weakly mixing then it is aperiodic.
We will make use of the following notations:
• For all 1 ≤ i ≤ k, put BS(mi, ni) = 〈ai, ti | tia
mi
i t
−1
i = a
ni
i 〉.
• For all 1 ≤ j ≤ l, put BS(pj , qj) = 〈bj , uj |ujb
pj
j u
−1
j = b
qj
j 〉.
Theorem A. Let k, l ∈ N\{0}. For every i ∈ {1, . . . , k} and every j ∈ {1, . . . , l}, let 2 ≤ |mi| ≤ ni
and 2 ≤ |pj | ≤ qj. Let
BS(m1, n1)× · · · × BS(mk, nk)y (X,µ) and BS(p1, q1)× · · · × BS(pl, ql)y (Y, η)
be stably orbit equivalent free ergodic probability measure preserving actions such that the actions
〈a1〉 × · · · × 〈ak〉y (X,µ) and 〈b1〉 × · · · × 〈bl〉y (Y, η) are aperiodic.
Then k = l and there is a permutation σ ∈ Sym(k) such that for every i ∈ {1, . . . , k}, we have
• |mi| = ni = |pσ(i)| = qσ(i), if |mi| = ni and
• mi = pσ(i) and ni = qσ(i), if |mi| 6= ni.
When for every i ∈ {1, . . . , k} and every j ∈ {1, . . . , l}, we have 2 ≤ |mi| < ni and 2 ≤ |pj | < qj,
the conclusion of Theorem A is that k = l and there is a permutation σ ∈ Sym(k) such that
for every i ∈ {1, . . . , k}, BS(mi, ni) ∼= BS(pσ(i), qσ(i)). Note that in the case when k = l = 1,
2 ≤ |m| < n, 2 ≤ |p| < q, m ∤n and p ∤ q, Theorem A has already been proven in [Kid14, Theorem
1.4]. However, even in this particular case, our proof is new. As we will explain, the proof of
Theorem A relies on the classification of relative profinite completions of Baumslag-Solitar groups
described in Theorem B.
Recall that since the natural subgroup 〈a〉 < BS(m,n) is commensurated, one can associate to
BS(m,n) a totally disconnected locally compact group denoted by G(m,n) and called the relative
profinite completion of BS(m,n) with respect to 〈a〉. The group G(m,n) is obtained by taking the
closure of the image of BS(m,n) in the Polish group Sym(BS(m,n)/〈a〉) when one views BS(m,n)
acting by left multiplication on the set BS(m,n)/〈a〉.
The relative profinite completion of Baumslag-Solitar groups has recently been studied by Elder
and Willis in [EW13]. Among other results, they showed that G(m,n) ‘remembers’ the rational
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number |m|/n by computing the scale function of G(m,n) [Wil94]. We strengthen their results
and moreover obtain a complete classification of direct products of relative profinite completions of
arbitrary Baumslag-Solitar groups. We will use the following notation: for any topological groups
G and H, we write G ∼= H if there exists an isomorphism π : G → H such that π and its inverse
π−1 are continuous.
Theorem B. Let k, l ∈ N\{0}. For every i ∈ {1, . . . , k} and every j ∈ {1, . . . , l}, let 2 ≤ |mi| ≤ ni
and 2 ≤ |pj | ≤ qj. Then
G(m1, n1)× · · · ×G(mk, nk) ∼= G(p1, q1)× · · · ×G(pl, ql)
if and only if k = l and there is a permutation σ ∈ Sym(k) such that for every i ∈ {1, . . . , k}, we
have G(mi, ni) ∼= G(pσ(i), qσ(i)). In this case, for every i ∈ {1, . . . , k}, we have
• |mi| = ni = |pσ(i)| = qσ(i), if |mi| = ni and
• mi = pσ(i) and ni = qσ(i), if |mi| 6= ni.
The proof of Theorem B exploits the natural action of G(m,n) on the Bass-Serre tree of
BS(m,n) and the calculation of Willis’s scale function [Wil94] for relative profinite completions
of Baumslag-Solitar groups obtained in [EW13]. It is carried out in Section 2.
Let us briefly outline the proof of Theorem A. In Section 3, to any aperiodic inclusion of ergodic
pmp equivalence relations S ⊂ R defined on a standard probability space (X,µ), we associate a
non-Archimedian Polish group H(S ⊂ R) which is an SOE invariant of the inclusion S ⊂ R. The
groupH(S ⊂ R) is defined to be the essential image of an appropriate index cocycle for the inclusion
S ⊂ R. When the inclusion (S ⊂ R) = (R(Λ y X) ⊂ R(Γ y X)) arises from a free ergodic pmp
action Γy (X,µ) of a discrete countable group Γ such that the subgroup Λ < Γ is commensurated
and the action Λ y (X,µ) is aperiodic, we show that the group H(R(Λ y X) ⊂ R(Γ y X)) is
isomorphic to the relative profinite completion Γ//Λ.
In Section 4, we show that any pmp equivalence relation R induced by a free ergodic pmp action
BS(m1, n1) × · · · × BS(mk, nk) y (X,µ) of a direct product of non-amenable Baumslag-Solitar
groups ‘remembers’ the subequivalence relation S induced by the action 〈a1〉× · · ·× 〈ak〉y (X,µ).
Therefore, combining the results from Sections 3 and 4, the proof of Theorem A reduces to the clas-
sification result for products of relative profinite completions of Baumslag-Solitar groups, namely
Theorem B.
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1 Preliminaries
1.1 Totally disconnected locally compact groups
Unless otherwise stated, all homomorphisms between topological groups that appear in this paper
are assumed to be continuous. When dealing with isomorphisms between topological groups, we
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always assume that the isomorphism and its inverse are continuous.
A locally compact group G is totally disconnected if the connected component G0 of the neutral
element equals {e}. By [VD36], G contains a compact open subgroup. Following [Wil94], the scale
function sG : G→ N \ {0} is defined by
sG(g) = min{[K : K ∩ gKg
−1] |K ≤ G compact open subgroup}.
By definition, the image of the scale function is an invariant of G. Moreover, if π : G → H is an
isomorphism, then sG(g) = sH(π(g)) for every g ∈ G.
1.2 Baumslag-Solitar groups
If m,n ∈ Z \ {0}, then 〈a, t | tamt−1 = an〉 is called the Baumslag-Solitar group with parameters
(m,n). There are isomorphisms between Baumslag-Solitar groups with parameters (m,n), (n,m),
(−m,−n) and (−n,−m). So we will always assume that the parameters of a Baumslag-Solitar
group satisfy 1 ≤ |m| ≤ n. Using this convention, the group BS(m,n) is amenable if and only if
m ∈ {1,−1}.
A word in w ∈ BS(m,n) is called freely reduced if it is of the form w = ai1ti2ai3 · · · ai2k−1ti2kai2k+1
with k ≥ 0, i2, i3, . . . , i2k−1, i2k ∈ Z \ {0} and i1, i2k+1 ∈ Z. A freely reduced word of the above
form has no pinches if for every l ∈ {1, . . . , k − 1},
• i2l > 0 and i2(l+1) < 0 implies m ∤ i2l+1 and
• i2l < 0 and i2(l+1) > 0 implies n ∤ i2l+1.
Britton’s Lemma [Bri63] says that no freely reduced word without pinches represents the neutral
element of BS(m,n) unless k = 0 and i1 = 0.
The Baumslag-Solitar group BS(m,n) is the HNN-extension HNN(Z,mZ,m 7→ n) and hence acts
on its Bass-Serre tree [Ser80]. Recall that the Bass-Serre tree T of BS(m,n) is defined as follows:
V (T ) = BS(m,n)/〈a〉 and E(T )+ = BS(m,n)/〈am〉
where V (T ) denotes the set of vertices of T and E(T )+ denotes the set of positive oriented edges
of T . The source map s : E(T )+ → V (T ) and the range map r : E(T )+ → V (T ) are defined by
s(g〈am〉) = g〈a〉 and r(g〈am〉) = gt−1〈a〉 for all g ∈ BS(m,n).
Then BS(m,n) naturally acts on T by orientation-preserving simplicial automorphisms and without
edge inversions. The action of BS(m,n) on T is moreover both vertex and edge transitive.
1.3 Relative profinite completions
Relative profinite completions were introduced in [Sch80]. The present work makes essential use
of this construction. We recall the definition of relative profinite completions and some of its
properties.
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Definition 1.1. Let Λ ≤ Γ be an inclusion of discrete countable groups. We say that Λ is
commensurated by Γ if gΛg−1 ∩ Λ has finite index in Λ for every g ∈ Γ.
Such a commensurated subgroup Λ ≤ Γ is also called a discrete Hecke pair. Let Λ ≤ Γ and denote by
Sym(Γ/Λ) the Polish group of all permutations of the countable set Γ/Λ. Let τΓ,Λ : Γ→ Sym(Γ/Λ)
be the homomorphism induced by left multiplication. If Λ is commensurated by Γ, the action
Λy Γ/Λ has finite orbits. Since moreover gΛ∩Λ = ∅ whenever g ∈ Γ \Λ, the subgroup τΓ,Λ(Λ) is
compact and open in τΓ,Λ(Γ). Hence τΓ,Λ(Γ) is a totally disconnected locally compact group and
the inclusion τΓ,Λ(Λ) ≤ τΓ,Λ(Γ) has countable index.
Definition 1.2. If Λ ≤ Γ is a commensurated subgroup, then τΓ,Λ(Γ) = Γ//Λ is the relative
profinite completion of Γ with respect to Λ.
Note that the relative profinite completion is a generalisation of a quotient of groups. Indeed we
have ker(τΓ,Λ) ≤ Λ and Γ/ ker(τΓ,Λ) injects into Γ//Λ. Note that Γ//Λ is not strictly speaking a
completion of Γ unless ker(τΓ,Λ) is the trivial group.
We need the following two propositions about compatibility of relative profinite completions with
respect to products and HNN-extensions.
Proposition 1.3. Let n ∈ N \ {0}. For every i ∈ {1, . . . , n}, let Λi ≤ Γi be commensurated
subgroups. Then
∏
i Λi ≤
∏
i Γi is commensurated and (
∏
i Γi)//(
∏
i Λi)
∼=
∏
i(Γi//Λi).
Proof. The canonical bijection (
∏
i Γi)/(
∏
i Λi)
∼=
∏
i(Γi/Λi) intertwines (
∏
i Γi)//(
∏
i Λi) and∏
i(Γi//Λi).
If m,n ∈ Z \ {0}, then the natural subgroup 〈a〉 ≤ BS(m,n) is commensurated. We denote by
G(m,n) the relative profinite completion of BS(m,n) with respect to 〈a〉 and by K(m,n) its natural
compact open subgroup 〈a〉. Denote by T the Bass-Serre tree of BS(m,n). Observe that since the
action of BS(m,n) on BS(m,n)/〈a〉 preserves adjacency, we have τBS(m,n),〈a〉(BS(m,n)) < Aut(T )
and G(m,n) coincides with the closure of τBS(m,n),〈a〉(BS(m,n)) in Aut(T ). From now on, we will
always regard G(m,n) as a closed subgroup of Aut(T ).
If |m| = n, then 〈am〉 is a normal subgroup in BS(m,n) and it has index equal to m in 〈a〉.
In that case, G(m,n) is a discrete subgroup of Aut(T ) and we have G(m,n) ∼= Z/mZ ∗ Z and
K(m,n) ∼= Z/mZ.
If |m| 6= n, then ker(τBS(m,n),〈a〉) is trivial. In that case, we regard BS(m,n) as a dense subgroup
of G(m,n). Moreover, G(m,n) is not discrete.
We make use of the following proposition identifying G(m,n) as an HNN-extension. The
HNN-extension of a locally compact group L with open subgroups H,K and an isomorphism
ϕ : H → K is by definition the abstract HNN-extension HNN(L,H,ϕ) equipped with the unique
group topology defined by declaring the inclusion L →֒ HNN(L,H,ϕ) an open homeomorphism
onto its image. It is easy to check that topological HNN-extensions in this sense satisfy the usual
universal property of HNN-extensions with respect to continuous homomorphisms.
Write mK(m,n) = 〈am〉 and nK(m,n) = 〈an〉.
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Proposition 1.4. Let 1 ≤ |m| ≤ n. Then the inclusion K(m,n) ≤ G(m,n) is isomorphic to the
inclusion K(m,n) ≤ HNN(K(m,n),mK(m,n),m 7→ n).
Proof. The result is clear when |m| = n since in that case, we have K(m,n) = Z/mZ and G(m,n) =
Z/mZ ∗ Z.
We assume that |m| 6= n. Let T be the Bass-Serre tree of BS(m,n). Then K(m,n) =
StabG(m,n)(〈a〉) and K(m,n)∩t
−1K(m,n)t = StabG(m,n)(〈a
m〉). Observe that the action of G(m,n)
on T is both vertex and edge transitive and G(m,n) = 〈K(m,n), t〉. Then Bass-Serre theory implies
that G(m,n) ∼= HNN(K(m,n),K(m,n)∩ t−1K(m,n)t,Ad t) as abstract groups. In order to see that
this isomorphism and its inverse are continuous, it suffices to note that it is the identity on the
open subgroup K(m,n).
We have mK(m,n) ⊂ K(m,n) ∩ t−1K(m,n)t, since 〈am〉 is dense in mK(m,n). On the
other hand, K(m,n) acts transitively on {t−1〈a〉, . . . , am−1t−1〈a〉} and K(m,n) ∩ t−1K(m,n)t =
StabK(m,n)(t
−1〈a〉). So [K(m,n) : K(m,n) ∩ t−1K(m,n)t] = |m|. Since moreover [K(m,n) :
mK(m,n)] ≤ |m|, we get that K(m,n) ∩ t−1K(m,n)t = mK(m,n). Similarly, one finds that
K(m,n)∩ tK(m,n)t−1 = nK(m,n). Since (Ad t)|〈am〉 equals the map m 7→ n, continuity shows that
G(m,n) ∼= HNN(K(m,n),mK(m,n),m 7→ n).
Note that K(m,n) is a profinite completion of the integer ring Z whose description can be found
in [EW13, Proposition 8.1].
1.4 Probability measure preserving equivalence relations
We recall some notions regarding probability measure preserving (pmp) equivalence relations. Un-
less otherwise stated, all sets and maps that appear in this paper are assumed to be Borel, and
relations among Borel sets and maps are understood to hold, up to sets of measure zero.
Let (X,µ) be a standard probability space. A probability measure preserving countable Borel equiv-
alence relation R defined on the space (X,µ) is an equivalence relation such that the following
properties hold:
• R ⊂ X ×X is a Borel subset.
• For µ-almost every x ∈ X, the R-equivalence class [x]R is countable.
• For every ϕ ∈ [R], we have ϕ∗µ = µ.
In this paper, we simply say that R is a pmp equivalence relation. We denote by [R] the full group
of all Borel automorphisms ϕ : X → X such that graph(ϕ) ⊂ R. We also denote by [[R]] the full
pseudogroup of all partial Borel isomorphisms ϕ : U → V such that graph(ϕ) ⊂ R. We say that R
is ergodic if every R-invariant Borel subset U ⊂ X has measure 0 or 1.
Following [FM77], we define the σ-finite Borel measure ν on R in the following way. For every
Borel subset V ⊂ R, put
ν(V) =
∫
X
|{y ∈ X | (x, y) ∈ V}|dµ(x).
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Since R is assumed to be pmp, we also have ν(V) =
∫
X |{x ∈ X | (x, y) ∈ V}|dµ(y). Then (R, ν) is
a standard measure space.
Likewise, define the Borel subsetR(2) = {(x, y, z) ∈ X×X×X | (x, y) and (y, z) ∈ R}. We can then
define the σ-finite Borel measure ν(2) on R(2) in a similar way. For every Borel subset W ⊂ R(2),
put
ν(2)(W) =
∫
X
|{(y, z) ∈ R | (x, y, z) ∈ W}|dµ(x).
Since R is assumed to be pmp, we also have
ν(2)(W) =
∫
X
|{(x, z) ∈ R | (x, y, z) ∈ W}|dµ(y) =
∫
X
|{(x, y) ∈ R | (x, y, z) ∈ W}|dµ(z).
Then (R(2), ν(2)) is a standard measure space.
For every non-negligible Borel subset U ⊂ X, put µU =
1
µ(U)µ|U and observe that (U,µU ) is a
standard probability space. Define R|U = R ∩ (U × U). Then R|U is a pmp equivalence relation
defined on (U,µU ). Let now S be another pmp equivalence relation defined on a standard probability
space (Y, η). We say that R and S are
• orbit equivalent if there exists a pmp Borel isomorphism ϕ : (X,µ) → (Y, η) such that
(ϕ× ϕ)(R) = S, and
• stably orbit equivalent if there exist non-negligible Borel subsets U ⊂ X, V ⊂ Y and a pmp
Borel isomorphism ϕ : (U,µU )→ (V, ηV ) such that (ϕ× ϕ)(R|U ) = S|V .
If Γy (X,µ) is a pmp action of a discrete countable group, the orbit equivalence relation R(Γy X)
is defined by
(x, y) ∈ R(Γy X) if and only if there exists g ∈ Γ such that y = g · x.
Then R(Γy X) is ergodic if and only if Γ acts ergodically on (X,µ).
Definition 1.5 ([Gro93, Fur99]). Two discrete countable groups Γ and Λ are called measure equiv-
alent if there exist free ergodic pmp actions Γy (X,µ) and Λy (Y, η) such that R(Γ y X) and
R(Λy Y ) are stably orbit equivalent.
Let S ⊂ R be an inclusion of pmp equivalence relations. We say that S ⊂ R has finite index if
almost every R-class is a finite union of S-classes. If the inclusion S ⊂ R has finite index, then
for every non-negligible Borel subset U ⊂ X, the inclusion S|U ⊂ R|U has finite index as well. For
every ϕ ∈ [[R]], denote by dom(ϕ) the domain of ϕ and by rng(ϕ) the range of ϕ.
Definition 1.6. Let S ⊂ R be an inclusion of pmp equivalence relations defined on the standard
probability space (X,µ). The quasi-normaliser of S inside R, denoted by QNR(S), is defined as
the set of all ϕ ∈ [[R]] such that both of the inclusions
(ϕ× ϕ)(S|dom(ϕ)) ∩ S|rng(ϕ) ⊂ S|rng(ϕ) and (ϕ
−1 × ϕ−1)(S|rng(ϕ)) ∩ S|dom(ϕ) ⊂ S|dom(ϕ)
have finite index. We then say that S is commensurated by R if QNR(S) generates the equivalence
relation R.
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If Λ ≤ Γ is a commensurated subgroup of a discrete countable group and Γ y (X,µ) is a pmp
action, the subequivalence relation R(Λy X) ⊂ R(Γy X) is commensurated.
If the subequivalence relation S ⊂ R is commensurated, then for every non-negligible Borel subset
U ⊂ X, the subequivalence relation S|U ⊂ R|U is commensurated as well, by [Kid14, Lemma 3.18].
2 The relative profinite completion of Baumslag-Solitar groups
In this section, we prove several results on the structure of relative profinite completions of
Baumslag-Solitar groups and their products.
Proposition 2.1. Let 1 ≤ |m| ≤ n and H ≤ G(m,n) be any compact subgroup. Then there exists
g ∈ G(m,n) such that gHg−1 ⊂ K(m,n).
Proof. Let T be the Bass-Serre tree of BS(m,n) and H ≤ G(m,n) a compact subgroup of G(m,n).
We claim that H fixes some vertex of T . If this is the case, then we can conjugate H by an element
g ∈ G(m,n) such that gHg−1 stabilises 〈a〉, since the action of G(m,n) on V (T ) is transitive. This
will finish the proof.
Let v ∈ V (T ) be any vertex. Since H is compact, the orbit Hv is necessarily finite. Denote by
S ⊂ T the smallest subtree whose set of vertices contains the orbit Hv. Since Hv is finite, S is
a finite subtree of T . It is moreover invariant under the action of H, since H acts by simplicial
automorphisms of T . Denote the boundary of S by ∂S, that is the set of vertices in V (S) that have
only one neighbour in S. Then ∂S is also invariant under the action of H. It follows that V (S)\∂S
is invariant under H and so is the subtree S′ ⊂ S whose set of vertices is V (S′) = V (S) \ ∂S.
Replacing S by S′ repeatedly, we can assume that S is either a single vertex or an edge with its
two endpoints. In the first case we are done. If H stabilises an edge, then it either contains an
edge inversion or it fixes both endpoints of the edge pointwise. Since BS(m,n) acts without edge
inversions on T , also G(m,n) acts without edge inversions on T . We have shown that H stabilises
some vertex of T , finishing the proof of the proposition.
Corollary 2.2. Let 1 ≤ |m| ≤ n. Then G(m,n) has no non-trivial compact normal subgroup.
Proof. Denote by T the Bass-Serre tree of BS(m,n) and let H ⊳ G(m,n) be a compact normal
subgroup. By Proposition 2.1, there is g ∈ G(m,n) such that H = gHg−1 ⊂ K(m,n). Hence H
fixes 〈a〉 ∈ T . Since H is normal in G(m,n) and since G(m,n) acts transitively on V (T ), we obtain
that H fixes V (T ) pointwise and so H is the trivial group.
The following lemma will turn out to be useful in the complete classification of relative profinite
completions of products of Baumslag-Solitar groups.
Lemma 2.3. Let 1 ≤ |m| ≤ n. Then
min
{
[K(m,n) : K(m,n) ∩ gK(m,n)g−1] | g ∈ G(m,n) \K(m,n)
}
= |m|.
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Proof. If |m| = n, we have K(m,n) = 〈a〉/〈am〉 = Z/mZ and G(m,n) = BS(m,n)/〈am〉 ∼=
Z/mZ ∗ Z. For every g ∈ G(m,n) \ K(m,n), we have K(m,n) ∩ gK(m,n)g−1 = {e} and so
[K(m,n) : K(m,n) ∩ gK(m,n)g−1] = m.
Now assume that |m| 6= n. We first show that the minimum of {[〈a〉 : 〈a〉∩g〈a〉g−1] | g ∈ BS(m,n)\
〈a〉} equals |m|. Note that [〈a〉 : 〈a〉 ∩ t−1〈a〉t] = [〈a〉 : 〈am〉] = |m|. Take g ∈ BS(m,n) \ 〈a〉 an
arbitrary freely reduced word without pinches. We may assume that the uttermost left letter of g
is either t or t−1. For all i, j ∈ Z, we have gaig−1 = aj if and only if ai = g−1ajg. Since |m| ≤ n,
the word g−1ajg is freely reduced and has no pinches for every j ∈ {1, . . . , |m| − 1}. It follows that
|〈a〉 · (g〈a〉)| ≥ m and hence [〈a〉 : 〈a〉 ∩ g〈a〉g−1] = |〈a〉 · (g〈a〉)| ≥ m. Therefore, we have
min{[〈a〉 : 〈a〉 ∩ g〈a〉g−1] | g ∈ BS(m,n) \ 〈a〉} = |m|.
Note that since |m| 6= n, BS(m,n) is a dense subgroup of G(m,n). Observe also that since the
function G(m,n) ∋ g 7→ [K(m,n) : K(m,n) ∩ gK(m,n)g−1] ∈ N \ {0} is right K(m,n)-invariant, it
is continuous. Moreover, for every g ∈ BS(m,n), we have
[K(m,n) : K(m,n) ∩ gK(m,n)g−1] = |K(m,n) · (g〈a〉)|
= |〈a〉 · (g〈a〉)|
= [〈a〉 : 〈a〉 ∩ g〈a〉g−1].
Since BS(m,n) \ 〈a〉 is dense in G(m,n) \K(m,n), we obtain
min
{
[K(m,n) : K(m,n) ∩ gK(m,n)g−1] | g ∈ G(m,n) \K(m,n)
}
= |m|.
We will now derive from Lemma 2.3 two useful facts regarding the structure of G(m,n).
Proposition 2.4. Let 2 ≤ |m| ≤ n. Then K(m,n) is a maximal compact subgroup of G(m,n).
Moreover, any maximal compact subgroup of G(m,n) is conjugate to K(m,n).
Proof. Let H ≤ G(m,n) be any compact subgroup such that K(m,n) ≤ H. By Proposition 2.1,
there exists g ∈ G(m,n) such that gHg−1 ⊂ K(m,n). Then we have K(m,n) ≤ H ≤ g−1K(m,n)g
implying that K(m,n) ∩ g−1K(m,n)g = K(m,n). Since 2 ≤ |m| ≤ n, we obtain g ∈ K(m,n) by
Lemma 2.3. This shows that H = K(m,n) and thus K(m,n) is maximal compact.
Let H be any maximal compact subgroup of G(m,n). By Proposition 2.1, there exists g ∈ G(m,n)
such that gHg−1 ≤ K(m,n). Since H is maximal compact, gHg−1 is maximal compact as well.
Therefore gHg−1 = K(m,n).
Proposition 2.5. Let 2 ≤ |m| ≤ n. The centre of G(m,n) is trivial.
Proof. Denote by T the Bass-Serre tree of BS(m,n) and let g ∈ Z(G(m,n)). Since gK(m,n)g−1 =
K(m,n) and 2 ≤ |m|, we have g ∈ K(m,n) by Lemma 2.3. So the centre Z(G(m,n)) is contained
in K(m,n) showing that it is a compact normal subgroup of G(m,n). By Corollary 2.2, it follows
that Z(G(m,n)) = {e}.
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Before proving Theorem B, we start by classifying the relative profinite completions of
Baumslag-Solitar groups, up to isomorphism.
Theorem 2.6. Let 2 ≤ |m| ≤ n and 2 ≤ |p| ≤ q. Then G(m,n) ∼= G(p, q) if and only if
• either |m| = n = |p| = q
• or |m| 6= n and (m,n) = (p, q).
Proof. Assume first that |m| = n. Then we have G(m,n) ∼= Z/mZ ∗ Z. If |p| 6= q, then G(p, q) is
not a discrete group, hence |p| = q. The largest finite order of an element in Z/mZ ∗ Z is |m|, so
Z/mZ ∗ Z ∼= Z/pZ ∗ Z if and only if |m| = |p|.
Assume now that |m| 6= n. Let d = gcd(m,n), m0 = |m|/d and n0 = n/d. Denote by s : G(m,n)→
N \{0} the scale function of G(m,n). By [EW13], we have s(G(m,n)) = |m0|
N ∪nN0 . Since m0 and
n0 are coprime, the pair (|m0|, n0) is an invariant of G(m,n).
Recall from Proposition 2.4, that K(m,n) is, up to conjugacy, the unique maximal compact sub-
group of G(m,n). By Lemma 2.3,
min{[K(m,n) : K(m,n) ∩ gK(m,n)g−1] | g ∈ G(m,n) \K(m,n)} = |m|.
We infer that |m| is an invariant of G(m,n). Thus d = |m|/m0 and n = dn0 are invariants of
G(m,n) as well.
We are left to prove that G(m,n) and G(−m,n) are not isomorphic. Assume by contradiction
that there exists an isomorphism π : G(m,n) → G(−m,n). We may assume that m > 0. By
Proposition 2.4, up to conjugating by an inner automorphism, we may assume that π(K(m,n)) =
K(−m,n). Consider G(m,n) = 〈K(m,n), t〉 and G(−m,n) = 〈K(−m,n), u〉 with K(m,n) = 〈a〉
and K(−m,n) = 〈b〉. Observe that since K(m,n) and K(−m,n) are both profinite completions of
the integer ring Z, they are both compact unital rings. Momentarily, put A = K(m,n) with 1A = a
and B = K(−m,n) with 1B = b. Take a sequence ni ∈ Z such that limi π(ni1A) = 1B . Since B
is compact, up to passing to a subsequence, we may assume that ni1B is convergent in B. Write
r = limi ni1B . We have
rπ(1A) = lim
i
(ni1B)π(1A) = lim
i
niπ(1A) = lim
i
π(ni1A) = 1B
and so π(1A) is a unit of B. Next, define the automorphism ρ : B → B by ρ(x) = rx for all
x ∈ B. Since ρ(−mx) = −mρ(x) and ρ(nx) = nρ(x) for all x ∈ K(−m,n), ρ extends to an
automorphism of G(−m,n) by letting ρ(u) = u. Note that ρ and ρ−1 are continuous on G(−m,n)
since K(−m,n) is an open subgroup of G(−m,n) and ρ and ρ−1 are continuous on K(−m,n). Thus
ρ ◦ π : G(m,n) → G(−m,n) is an isomorphism such that (ρ ◦ π)(a) = b. Hence, up to composing
π with ρ, we may assume that π(a) = b.
Write ∆± : G(±m,n) → R+ for the modular function. Fix a left-invariant Haar measure µ on
G(−m,n) such that µ(K(−m,n)) = 1. We then have µ(mK(−m,n)) = 1/m (resp. µ(nK(−m,n)) =
1/n) since [K(−m,n) : mK(−m,n)] = m (resp. [K(−m,n) : nK(−m,n)] = n). We moreover have
1
n
= µ(nK(−m,n)) = µ(u(mK(−m,n))u−1) = ∆−(u
−1)µ(mK(−m,n)) = ∆−(u
−1)
1
m
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and so ∆−(u) = n/m. Likewise, we have ∆+(t) = n/m. Then we get
∆−(π(t)
−1u) =
1
∆−(π(t))
∆−(u) =
1
∆+(t)
∆−(u) =
m
n
n
m
= 1.
Recall from Proposition 1.4 that G(−m,n) is an HNN-extension of K(−m,n) whose free letter is
u. Since ∆−(π(t)
−1u) = 1 and m 6= n, any word representing π(t)−1u in G(−m,n) contains as
many u’s as u−1’s. It follows that if k denotes the number of u’s appearing in a word representing
π(t)−1u, then mknkK(−m,n) commutes with π(t)−1u. We may assume that k ≥ 1. We get
b−m
k−1nk+1 = ubm
knku−1 = π(t)bm
knkπ(t)−1 = π(tam
knkt−1) = π(am
k−1nk+1) = bm
k−1nk+1,
which is a contradiction. Therefore, G(m,n) and G(−m,n) are not isomorphic. This finishes the
proof.
Proof of Theorem B. We use the following notation throughout the proof.
• Gi = G(mi, ni), Ki = K(mi, ni), Hj = G(pj , qj) and Lj = K(pj , qj) for all i ∈ {1, . . . , k} and
all j ∈ {1, . . . , l}.
• G = G1 × · · · ×Gk and K = K1 × · · · ×Kk.
• H = H1 × · · · ×Hl and L = L1 × · · · × Ll.
We prove the result by induction on max(k, l). If max(k, l) = 1, then we necessarily have k = l = 1
and the result follows from Theorem 2.6 in that case. We assume now that max(k, l) ≥ 2. Let
π : G→ H be an isomorphism. Since by Proposition 2.4 we know that Ki is maximal compact in
Gi for every i ∈ {1, . . . , k}, also K is maximal compact in G. Similarly L is the unique maximal
compact subgroup ofH, up to conjugacy. Therefore, we can compose π with an inner automorphism
of H in order to assume that π(K) = L.
Possibly considering the inverse of π and permuting the factors of G = G1 × · · · × Gk, we may
assume that |m1| = min({|mi|}i≤k ∪ {|pj |}j≤l). Let g = (t
−1
1 , e, . . . , e) ∈ G, where t1 denotes the
free letter of BS(m1, n1). Since [K1 : K1 ∩ t
−1
1 K1t1] = |m1|, we obtain
[L : L ∩ π(g)Lπ(g)−1] = [K : K ∩ gKg−1] = |m1|.
Writing π(g) = (h1, . . . , hl) ∈ H1 × · · · ×Hl, we also have
[L : L ∩ π(g)Lπ(g)−1] =
∏
j∈{1,...,l}
[Lj : Lj ∩ hjLjh
−1
j ].
By Lemma 2.3, the minimum of {[Lj : Lj ∩hLjh
−1] |h ∈ Hj \Lj} equals |pj |. Combining this with
the fact that |m1| = min({|mi|}i≤k ∪ {|pi|}j≤l), we obtain that there is some j0 ∈ {1, . . . , l} such
that [Lj0 : Lj0 ∩ hj0Lj0h
−1
j0
] = |m1| = |pj0| and hj ∈ Lj for all j 6= j0. Permuting the factors of L,
we can assume that j0 = 1. We have proved that π(G1 ×K2 × · · · ×Kk) ≤ H1 × L2 × · · · × Ll.
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Since |p1| = |m1| = min({|mi|}i≤k ∪ {|pj |}j≤l), the same argument as before implies that there is
i0 ∈ {1, . . . , k} such that π
−1(H1 × L2 × · · · × Ll) ≤ K1 × · · · ×Gi0 × · · · ×Kk. Since
G1 ×K2 × · · · ×Kk = π
−1(π(G1 ×K2 × · · · ×Kk))
≤ π−1(H1 × L2 × · · · × Ll)
≤ K1 × · · · ×Gi0 × · · · ×Kk,
it follows that i0 = 1. So π(G1 ×K2 × · · · ×Kk) = H1 × L2 × · · · × Ll.
Take g ∈ G1 \ {e} an arbitrary non-trivial element and write π(g, e, . . . , e) = (h1, . . . , hl) ∈
H1 × L2 × · · · × Ll. Then
π({e} ×G2 × · · · ×Gk) ⊂ π(ZG(g, e, . . . , e))
= ZH(π(g, e, . . . , e))
= ZH(h1, . . . , hj , . . . , hl)
⊂ H1 × · · · ×Hj−1 ×ZHj (hj)×Hj+1 × · · · ×Hl.
Since hj ∈ Lj and Lj is abelian, we have Lj ⊂ ZHj(hj), hence
π(G1 × {e} × · · · × {e}) ⊂ H1 × L2 × · · · × Ll
⊂ H1 × · · · ×Hj−1 ×ZHj(hj)×Hj+1 × · · · ×Hl.
We get π(G) = H ⊂ H1 × · · · ×Hj−1 × ZHj(hj) ×Hj+1 × · · · ×Hl and hence ZHj(hj) = Hj. By
Proposition 2.5, we have hj = e. So, π(G1 × {e} × · · · × {e}) ⊂ H1 × {e} × · · · × {e}. Likewise, we
have π−1(H1 × {e} × · · · × {e}) ⊂ G1 × {e} × · · · × {e}, hence
π(G1 × {e} × · · · × {e}) = H1 × {e} × · · · × {e}.
In particular G1 ∼= H1. By Theorem 2.6, we have |m1| = n1 = |p1| = q1 or (m1, n1) = (p1, q1).
Applying again Proposition 2.5, we get
π({e}×G2×· · ·×Gk) = π(ZG(G1×{e}×· · ·×{e})) = ZH(H1×{e}×· · ·×{e}) = {e}×H2×· · ·×Hk.
It follows that G2×· · ·×Gk ∼= H2×· · ·×Hl. Since max(k− 1, l− 1) = max(k, l)− 1, the induction
hypothesis yields k − 1 = l − 1, that is, k = l and there exists a permutation σ ∈ Sym(k − 1) such
that Gi ∼= Hσ(i) for every i ∈ {2, . . . , k}. Finally, an application of Theorem 2.6 finishes the proof
of Theorem B.
3 An algebraic invariant for aperiodic subequivalence relations
In this section, S ⊂ R denotes an inclusion of pmp equivalence relations defined on a standard
probability space (X,µ). We construct an invariant of so called aperiodic inclusions based on index
cocycles. This requires some preliminary work on invariants for cocycles.
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3.1 Ergodic 1-cocycles
Let R be a pmp equivalence relation defined on the standard probability space (X,µ) and G a
topological group. A 1-cocycle Ω for R with values in G is a Borel map Ω : R→ G such that
(3.1) Ω(x, z) = Ω(x, y)Ω(y, z) for almost every (x, y, z) ∈ R(2).
Here we mean for ν(2)-almost every (x, y, z) ∈ R(2), where ν(2) is the measure constructed in Section
1.4. Two cocycles Ω1,Ω2 : R → G are cohomologous if there exists a Borel map c : X → G such
that
Ω2(x, y) = c(x)Ω1(x, y) c(y)
−1 for almost every (x, y) ∈ R.
Here we mean for ν-almost every (x, y) ∈ R, where ν is the measure constructed in Section 1.4.
In [KS00], Kaimanovich and Schmidt introduced the notion of ergodic 1-cocycles. We use their
definition in the setting of cocycles with values in non-Archimedian Polish groups. Recall that
a Polish group G is non-Archimedian if it admits a neighbourhood basis (Kn)n∈N of the neutral
element consisting of open subgroups of G.
Definition 3.1 (See [KS00, Definition 2.3]). Let R be a pmp equivalence relation defined on (X,µ)
and G a non-Archimedian Polish group. Let Ω : R→ G be a 1-cocycle. We say that Ω is ergodic
for R if for every open subgroup K ≤ G the subequivalence relation {(x, y) ∈ R |Ω(x, y) ∈ K} has
the same invariant Borel sets as R.
Remark 3.2. As already pointed out in [KS00], the notion of ergodic cocycles is not invariant
under passing to cohomologous cocycles.
Proposition 3.3 (See [KS00, Proposition 2.5]). Let R be an ergodic pmp equivalence relation
defined on (X,µ) and Ω : R → G an ergodic 1-cocycle with values in a non-Archimedian Polish
group. Then there are a unique minimal closed subgroup H ≤ G and a co-negligible R-invariant
Borel subset X0 ⊂ X such that Ω(R|X0) ⊂ H and for every non-negligible Borel subset U ⊂ X0,
we have that Ω(R|U ) is dense in H.
Proof. We follow the proof of [KS00, Proposition 2.5]. Let (Kn)n∈N be a neighbourhood basis of e
consisting of open subgroups of G. After discarding a co-negligible R-invariant Borel subset of X,
we may assume that Ω is a strict 1-cocycle, that is, a 1-cocycle for which the cocycle identity (3.1)
holds everywhere. For every n ∈ N, the equivalence relation Rn = {(x, y) ∈ R |Ω(x, y) ∈ Kn} is
ergodic by assumption. For every non-negligible Borel subset A ⊂ X and every n ∈ N, define
Hn(A) = {g ∈ G | ∃ϕ ∈ [[R|A]] : µ(dom(ϕ)) > 0 and Ω(x, ϕ(x)) ∈ gKn for all x ∈ dom(ϕ)} ⊂ G.
Put H(A) =
⋂
n∈N Hn(A). Observe that H(A) ⊂ G is the essential image of the restriction
ΩA : R|A → G, that is, H(A) is the smallest closed subset F ⊂ G such that ν(Ω
−1
A (G \ F )) = 0.
Let A,B ⊂ X be non-negligible. We show that H(A) = H(B). Take n ∈ N. For g ∈ Hn(A),
there is a partial isomorphism ϕ ∈ [[R|A]] such that µ(dom(ϕ)) > 0 and Ω(x, ϕ(x)) ∈ gKn for all
x ∈ dom(ϕ). Take m ∈ N large enough such that g−1Kmg,Km ⊂ Kn. Since Rm is ergodic, there
exist a non-negligible Borel subset D ⊂ B and partial isomorphisms ψ1, ψ2 ∈ [[Rm]] defined on D
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such that ψ1(D) ⊂ dom(ϕ) and ψ2(D) = (ϕ ◦ ψ1)(D). It follows that for almost every x ∈ D, we
have (ψ−12 ◦ ϕ ◦ ψ1)(x) ∈ B and
Ω(x, (ψ−12 ◦ ϕ ◦ ψ1)(x)) = Ω(x, ψ1(x))Ω(ψ1(x), (ϕ ◦ ψ1)(x))Ω((ϕ ◦ ψ1)(x), (ψ
−1
2 ◦ ϕ ◦ ψ1)(x))
∈ KmgKnKm
= g(g−1Kmg)KnKm
⊂ gKn.
This shows that g ∈ Hn(B). By symmetry, it follows that Hn(A) = Hn(B) for all n ∈ N and hence
H(A) = H(B).
Put H = H(X). We show that H ⊂ G is a subgroup. Take g1, g2 ∈ H, n ∈ N and take ϕ ∈ [[R]]
such that µ(dom(ϕ)) > 0 and Ω(x, ϕ(x)) ∈ g2Kn for all x ∈ dom(ϕ). Let m ∈ N be large enough
such that g−12 g1Kmg
−1
1 g2 ⊂ Kn. Since H(dom(ϕ)) = H, there is some ψ ∈ [[R|dom(ϕ)]] such that
µ(dom(ψ)) > 0 and Ω(y, ψ−1(y)) ∈ g1Km for all y ∈ dom(ψ
−1). It follows that for all x ∈ dom(ψ),
Ω(x, (ϕ ◦ ψ)(x)) = Ω(x, ψ(x))Ω(ψ(x), (ϕ ◦ ψ)(x))
∈ Kmg
−1
1 g2Kn
= g−11 g2(g
−1
2 g1Kmg
−1
1 g2)Kn
⊂ g−11 g2Kn.
We have shown that g−11 g2 ∈ H, hence H is a group.
Since H = H(X) is the essential image of Ω : R → G, we have ν(Ω−1(G \ H)) = 0, that is,
Ω(x, y) ∈ H for almost every (x, y) ∈ R. Hence there exists a co-negligible R-invariant Borel
subset subset X0 ⊂ X such that
• Ω(R|X0) ⊂ H and
• Ω is a strict cocycle on R|X0 .
Let U ⊂ X0 be a non-negligible Borel subset. We have Ω(R|U ) ⊂ H and since H = H(U) is the
essential image of the restriction ΩU : R|U → G, it follows that Ω(R|U ) = H. This finishes the
proof.
We will use the notation H(Ω) = H(X) in order to refer to the group H defined by the ergodic
1-cocycle Ω. Moreover, H(Ω)(U) = H(U) as introduced in the previous proof is used for the rest of
this section. We already saw that for an ergodic cocycle Ω, the group H(Ω)(U) does not depend on
the choice of the non-negligible Borel subset U ⊂ X. The next proposition gives a strengthening
of this result, showing also that H(Ω)(U) does only depend on the cohomology class of Ω as long
as we assume ergodicity.
Proposition 3.4. Let R be an ergodic pmp equivalence relation defined on (X,µ) and
Ω1,Ω2 : R → G be cohomologous 1-cocycles with values in a non-Archimedian Polish group. As-
sume that for all i ∈ {1, 2} there is a non-negligible Borel subset Ui ⊂ X such that Ωi is ergodic for
R|Ui . Then H(Ω1)(U1) and H(Ω2)(U2) are conjugate in G.
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Proof. Since R is ergodic, there are non-negligible subsets Vi ⊂ Ui, i ∈ {1, 2}, and a partial isomor-
phism ψ : V1 → V2 in [[R]]. Since Ω1 and Ω2 are cohomologous, there is a Borel map c : X → G such
that Ω1(x, y) = c(x)Ω2(x, y) c(y)
−1 for almost every (x, y) ∈ R. Define the 1-cocycle Ω˜2 : R|V1 → G
by the formula Ω˜2(x, y) = Ω2(ψ(x), ψ(y)). Since Ω2 is ergodic for R|V2 , it follows that Ω˜2 is ergodic
for R|V1 . We also have H(Ω˜2)(V1) = H(Ω2)(V2) = H(Ω2)(U2), where the second equality follows
from Proposition 3.3. Since moreover ψ ∈ [[R]], we obtain
Ω˜2(x, y) = Ω2(ψ(x), ψ(y))
= Ω2(ψ(x), x)Ω2(x, y)Ω2(y, ψ(y))
= Ω2(ψ(x), x) c(x)
−1 Ω1(x, y) c(y)Ω2(y, ψ(y))
for almost every (x, y) ∈ R|V1 . Hence Ω˜2 is cohomologous to Ω1|R|V1 . We can then replace Ω2 by
Ω˜2 and X by V1 in order to assume that Ω1 and Ω2 are cohomologous ergodic cocycles for R.
Let c : X → G be a Borel map such that Ω1(x, y) = c(x)Ω2(x, y) c(y)
−1 for almost every (x, y) ∈ R.
Let g0 ∈ G be an essential value of c. We show that g0H(Ω2)g
−1
0 ⊂ H(Ω1). If this is proven, the
proposition follows by symmetry.
Let (Kn)n∈N be a basis of neighbourhoods of e in G consisting of open subgroups. For i ∈ {1, 2},
let
Hn(Ωi) = {g ∈ G | ∃ϕ ∈ [[R]] : µ(dom(ϕ)) > 0 and Ωi(x, ϕ(x)) ∈ gKn for all x ∈ dom(ϕ)}
be defined as in the proof of Proposition 3.3. Take g ∈ H(Ω2). We show that for all n ∈ N, we
have g0gg
−1
0 ∈ Hn(Ω1). So take n ∈ N arbitrarily and m ∈ N large enough such that
((g0gg
−1
0 )
−1Kmg0gg
−1
0 )(g0Kmg
−1
0 )Km ⊂ Kn.
Since g0 is an essential value of c, the set A = c
−1(Kmg0) has positive measure. Since H(Ω2) =
H(Ω2)(A), there is some ϕ ∈ [[R|A]] such that µ(dom(ϕ)) > 0 and Ω2(x, ϕ(x)) ∈ gKm for all
x ∈ dom(ϕ). Then for almost every x ∈ dom(ϕ), we have
Ω1(x, ϕ(x)) = c(x)Ω2(x, ϕ(x)) c(ϕ(x))
−1
∈ Kmg0gKmg
−1
0 Km
= (g0gg
−1
0 )((g0gg
−1
0 )
−1Kmg0gg
−1
0 )(g0Kmg
−1
0 )Km
⊂ g0gg
−1
0 Kn.
This shows that g0gg
−1
0 ∈ Hn(Ω1). Since H(Ω1) =
⋂
n∈N Hn(Ω1), we have finished the proof.
3.2 Index cocycles
In this section, we apply the concept of ergodicity to index cocycles in order to find stable orbit
equivalence invariants for certain inclusions of ergodic pmp equivalence relations. The concept of
index cocycles was first introduced by Feldman, Sutherland and Zimmer in [FSZ89]. We recall the
following well-known fact. For a proof, see [FSZ89, Lemmas 1.1, 1.2 and 1.3].
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Proposition 3.5 ([FSZ89]). Assume that S ⊂ R is an inclusion of ergodic pmp equivalence re-
lations defined on (X,µ). There is a countable family (ci)i∈I of choice functions in [R] such that
idX ∈ {ci}i∈I and [x]R =
⊔
i∈I [ci(x)]S for almost every x ∈ X. The map Ω : R → Sym(I) defined
by
Ω(x, y)(i) = j ⇔ [cj(x)]S = [ci(y)]S
is a 1-cocycle. The cohomology class of Ω does not depend on the choice of the family (ci)i∈I .
Such a 1-cocycle Ω : R → Sym(I) given by Proposition 3.5 will be called an index cocycle. The
next definition makes sense thanks to Propositions 3.4 and 3.5.
Definition 3.6. An inclusion S ⊂ R of ergodic pmp equivalence relations on (X,µ) is called
aperiodic if it admits an ergodic index cocycle. If S ⊂ R is an aperiodic inclusion of pmp equivalence
relations, then we define H(S ⊂ R) = H(Ω), for some (or any) ergodic index cocycle Ω of S ⊂ R.
In the next proposition, we show that H(S ⊂ R) is a stable orbit equivalent invariant of the
inclusion S ⊂ R.
Proposition 3.7. Let S ⊂ R be an aperiodic inclusion of ergodic pmp equivalence relations on
(X,µ) with an ergodic index cocycle Ω : R→ Sym(I).
(i) Let U ⊂ T be an inclusion of ergodic pmp equivalence relations defined on (Y, η) and ϕ :
(X,µ) → (Y, η) a pmp Borel automorphism such that (ϕ × ϕ)(S) = U and (ϕ × ϕ)(R) = T .
Then the map Ω ◦ (ϕ−1 × ϕ−1) : T → Sym(I) is an ergodic index cocycle for the inclusion
U ⊂ T . Therefore the inclusion U ⊂ T is aperiodic and moreover we have H(S ⊂ R) ∼=
H(U ⊂ T ).
(ii) Let U ⊂ X be a non-negligible subset. Then the restriction ΩU = Ω|R|U : R|U → Sym(I) is
an ergodic index cocycle for the inclusion S|U ⊂ R|U . Therefore the inclusion S|U ⊂ R|U is
aperiodic and moreover we have H(S|U ⊂ R|U ) ∼= H(S ⊂ R).
Therefore H(S ⊂ R) is a stable orbit equivalent invariant of the inclusion S ⊂ R.
Proof. By Proposition 3.5, there is a family (ci)i∈I of maps in [R] such that idX ∈ {ci}i∈I , [x]R =⊔
i∈I [ci(x)]S for almost every x ∈ X, and the associated index cocycle Ω : R→ Sym(I) is ergodic.
(i) We have that the map Ω◦(ϕ−1×ϕ−1) : T → Sym(I) is an ergodic index cocycle for the inclusion
U ⊂ T associated with the choice functions ϕ ◦ ci ◦ ϕ
−1 ∈ [T ], i ∈ I. It follows that the inclusion
U ⊂ T is aperiodic and moreover we have H(S ⊂ R) ∼= H(U ⊂ T ).
(ii) Since R is pmp and S is ergodic, for every i ∈ I, there is a partial isomorphism ϕi : ci(U)→ U
in [[S]]. Let di = (ϕi ◦ ci)|U . Then for every i, j ∈ I and almost every (x, y) ∈ R|U , we have
di(x) ∼S dj(y) if and only if ci(x) ∼S cj(y). If we denote by Ω˜ : R|U → Sym(I) the index cocycle
for the inclusion S|U ⊂ R|U associated with (di)i∈I , we have Ω˜(x, y) = Ω(x, y) for almost every
(x, y) ∈ R|U . This shows that ΩU = Ω|R|U : R|U → Sym(I) is an index cocycle for the inclusion
S|U ⊂ R|U . Moreover, for every open subgroup K ≤ Sym(I), we have
{(x, y) ∈ R|U |ΩU (x, y) ∈ K} = {(x, y) ∈ R |Ω(x, y) ∈ K}|U .
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Since Ω is ergodic for R, we get that ΩU is ergodic for R|U . It also follows from Proposition 3.3
that
H(S|U ⊂ R|U ) ∼= H(ΩU ) = H(Ω)(U) ∼= H(S ⊂ R).
This finishes the proof.
3.3 Calculation of H(S ⊂ R) arising from actions of discrete Hecke pairs
In the following proposition, we calculate the natural index cocycle associated with an inclusion of
discrete countable groups acting by pmp transformations on a standard probability space. Recall
that for an inclusion of discrete countable groups Λ ≤ Γ, the homomorphism τΓ,Λ : Γ→ Sym(Γ/Λ)
is given by left multiplication of Γ on the countable set Γ/Λ.
Proposition 3.8. Let Λ ≤ Γ an inclusion of discrete countable groups and let Γ y (X,µ) be a
free pmp action such that Λy (X,µ) is ergodic. One index cocycle of the inclusion R(Λy X) ⊂
R(Γy X) is given by Ω : R(Γy X) → Sym(Γ/Λ) with Ω(g · x, x) = τΓ,Λ(g) for every g ∈ Γ and
almost every x ∈ X.
Proof. Take representatives s(gΛ)gΛ∈Γ/Λ of right Λ-cosets and let the Borel maps cgΛ : X → X,
gΛ ∈ Γ/Λ, be defined by cgΛ(x) = s(gΛ)
−1 · x. Then we have
[x]R(ΓyX) = Γ · x =
⊔
Λg−1∈Λ\Γ
Λg−1 · x =
⊔
gΛ∈Γ/Λ
[cgΛ(x)]R(ΛyX).
The index cocycle associated with (cgΛ)gΛ∈Γ/Λ is given by
Ω(g · x, x)(g1Λ) = g2Λ ⇔ [cg1Λ(x)]R(ΛyX) = [cg2Λ(g · x)]R(ΛyX) ⇔ Λg
−1
1 · x = Λg
−1
2 g · x.
Since Γy (X,µ) is free, we obtain that
Ω(g · x, x)(g1Λ) = g2Λ ⇔ Λg
−1
1 = Λg
−1
2 g ⇔ gg1Λ = g2Λ.
Therefore, Ω(g · x, x) = τΓ,Λ(g) for every g ∈ Γ and almost every x ∈ X.
Actions of discrete Hecke pairs give examples for which the invariant H(S ⊂ R) can be calculated.
This is shown in the following proposition.
Proposition 3.9. Let Λ ≤ Γ be a commensurated subgroup and Γy (X,µ) a free pmp action such
that the action Λ y (X,µ) is aperiodic. Then the inclusion R(Λ y X) ⊂ R(Γ y X) is aperiodic
and H(R(Λy X) ⊂ R(Γy X)) ∼= Γ//Λ.
Proof. By Proposition 3.8, choose the index cocycle Ω : R(Γ y X) → Sym(Λ\Γ) defined by
Ω(g · x, x) = τΓ,Λ(g) for every g ∈ Γ and almost every x ∈ X. Let g1, g2, . . . be an enumeration of
representatives for Γ/Λ with g1 = e. Consider the basis of neighbourhoods of idΓ/Λ in Sym(Γ/Λ)
given by Kn = {σ ∈ Sym(Γ/Λ) |σ(giΛ) = giΛ for all 1 ≤ i ≤ n}, n ≥ 1. We have
Rn = {(x, y) ∈ R(Γy X) |Ω(x, y) ∈ Kn}
= {(g · x, x) ∈ R(Γy X) | g ∈ giΛg
−1
i for all 1 ≤ i ≤ n}.
17
Since
⋂
1≤i≤n giΛg
−1
i ≤ Λ is a finite index subgroup, Rn is ergodic. Therefore Ω is an ergodic
cocycle and R(Λy X) ⊂ R(Γy X) is aperiodic. It also follows from Proposition 3.3 that
H(R(Λy X) ⊂ R(Γy X)) = H(Ω) = τΓ,Λ(Γ) = Γ//Λ.
4 A stable orbit equivalence rigidity theorem for products of
Baumslag-Solitar groups
In this section, we apply the invariant developed in Section 3 to prove Theorem A. The next theorem
is a straightforward relative version of [Kid14, Theorem 5.1].
We will need the following terminology. Let R be a pmp equivalence relation defined on (X,µ), H
a Polish group together with a Borel action H y Z on a standard Borel space and σ : R → H a
1-cocycle. A Borel map ϕ : X → Z is said to be (R, σ)-invariant if ϕ(x) = σ(x, y)ϕ(y) for almost
every (x, y) ∈ R.
To any infinite locally finite simplicial tree T , one can associate the topological boundary of T as
the set ∂T of all equivalence classes of infinite geodesic rays in T where two geodesic rays in T
are equivalent if the Hausdorff distance between them is finite. The boundary ∂T is canonically
endowed with a Hausdorff topology which makes it a compact space. Moreover, any action Γy T
of a discrete countable group by simplicial automorphisms induces an action by homeomorphisms
Γy ∂T .
Theorem 4.1. Let Γ be any non-amenable discrete countable group acting on a tree T with
amenable stabilisers and without edge inversions and Λ any discrete countable group. Put G = Γ×Λ
and denote by π : G → Γ : (γ, λ) 7→ γ the quotient homomorphism. Let G y (X,µ) be any free
pmp action. Write R = R(G y X) for the orbit equivalence relation. Denote by ρ : R → Γ the
1-cocycle defined by ρ(g · x, x) = π(g) for every g ∈ G and almost every x ∈ X.
For every non-negligible Borel subset U0 ⊂ X and every amenable commensurated subequivalence
relation S ⊂ R|U0 , there exists an (S, ρ)-invariant Borel map ϕ : U0 → V (T ).
Proof. We proceed by contradiction following the lines of [Kid14, Theorem 5.1]. Since any
(S, ρ)-invariant map from a Borel subset of U0 to V (T ) can be extended to an S-invariant subset of
U0, we can glue such maps. So we may assume that there exists a non-negligible S-invariant Borel
subset U ⊂ U0 such that for every non-negligible Borel subsetW ⊂ U there is no (S|W , ρ)-invariant
Borel map ϕ : W → V (T ).
Since S|U ⊂ R|U is amenable, [Kid09, Proposition 4.14] yields an (S, ρ)-invariant Borel map
ϕ : U → Prob(∂T ). Denote by ∂2T the quotient of ∂T × ∂T by the action of the symmetric group
Sym(2) that exchanges the two coordinates. We consider elements of ∂2T as subsets of ∂T of size
one or two.
If ϕ(x) is not almost everywhere supported on at most two elements, then, using the fact that Γ acts
on T without inversions, the proof of [Kid14, Lemma 5.3] shows that ϕ induces an (S, ρ)-invariant
map from a non-negligible subset of U to V (T ). This contradicts the choice of U . So ϕ induces an
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(S, ρ)-invariant map ϕ : U → ∂2T . We may moreover choose ϕ so that the measure of the Borel
subset {x ∈ U | | supp(ϕ(x))| = 2} is maximal among all the (S, ρ)-invariant maps U → ∂2T .
Now [Kid14, Lemma 5.4] says that whenever W ⊂ U is a non-negligible Borel subset and T ⊂ S|W
is a finite index subequivalence relation, any (T , ρ)-invariant Borel map ψ : W → ∂2T satisfies
ψ(x) ⊂ ϕ(x) for almost every x ∈W .
Next, we claim that ϕ : U → ∂2T is (R|U , ρ)-invariant. Since S|U ⊂ R|U is commensurated,
it suffices to show that for every θ ∈ QNR|U (S|U ) we have ϕ(θ(x)) = ρ(θ(x), x)ϕ(x) for almost
every x ∈ dom(θ). Fix θ ∈ QNR|U (S|U ) and define a new Borel map ψ : dom(θ) → ∂2T by the
formula ψ(x) = ρ(x, θ(x))ϕ(θ(x)). Put T = (θ−1 × θ−1)(S|rng(θ))∩ S|dom(θ), which is a finite index
subequivalence relation of S|dom(θ). For almost every (x, y) ∈ T , we have
ρ(y, x)ψ(x) = ρ(y, x)ρ(x, θ(x))ϕ(θ(x))
= ρ(y, θ(x))ϕ(θ(x))
= ρ(y, θ(y))ρ(θ(y), θ(x))ϕ(θ(x))
= ρ(y, θ(y))ϕ(θ(y)) = ψ(y).
Since ψ is (T , ρ)-invariant, we get ψ(x) ⊂ ϕ(x) for almost every x ∈ dom(θ). Likewise, define
ψ′ : rng(θ) → ∂2T by ψ
′(y) = ρ(y, θ−1(y))ϕ(θ−1(y)). A similar reasoning shows that ψ′(y) ⊂ ϕ(y)
for almost every y ∈ rng(θ).
Then for almost every x ∈ dom(θ), we have
ρ(x, θ(x))ϕ(θ(x)) = ψ(x)
⊂ ϕ(x)
= ρ(x, θ(x))ψ′(θ(x))
⊂ ρ(x, θ(x))ϕ(θ(x))
Therefore ϕ(x) = ρ(x, θ(x))ϕ(θ(x)) for almost every x ∈ dom(θ). This proves our claim.
We get in particular that the map ϕ : U → ∂2T is (R(Γ y X)|U , ρ)-invariant. We may uniquely
extend ϕ to a (R(Γ y X), ρ)-invariant map from the R(Γ y X)-saturation of U (which is equal
to ΓU) into ∂2T . Since ρ(γ · x, x) = γ for every γ ∈ Γ and almost every x ∈ X, the map ϕ induces
a Γ-invariant probability measure on ∂2T . However, since Γ acts on T with amenable stabilisers,
it follows that the action Γy ∂T is topologically amenable (see [BO08, Proposition 5.2.1, Lemma
5.2.6]). Therefore the action Γ y ∂T × ∂T is measurably amenable and so is the action Γy ∂2T
(see [Kid10, Corollary 3.4]). By [Zim84, Proposition 4.3.3], we get that Γ is amenable, which is a
contradiction.
Corollary 4.2. Let n ≥ 1. For every i ∈ {1, . . . , n}, let Γi be a non-amenable discrete
countable group acting on a tree Ti with amenable stabilisers and without edge inversions. Put
G = Γ1 × · · · × Γn and let G y (X,µ) be a free pmp action. Let U0 ⊂ X be any non-negligible
Borel subset and S ⊂ R(G y X)|U0 any amenable commensurated subequivalence relation. Then
there exist a non-negligible Borel subset U ⊂ U0 and vertices vi ∈ V (Ti) such that
S|U ⊂ R(StabΓ1(v1)× · · · × StabΓn(vn)y X)|U .
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Proof. We apply Theorem 4.1 inductively. Assume that there is i ∈ {0, . . . , n − 1}, vertices
v1 ∈ V (T1), . . . , vi ∈ V (Ti) and a non-negligible Borel subset Ui ⊂ U0 such that
S|Ui ⊂ R(StabΓ1(v1)× · · · × StabΓi(vi)× Γi+1 × · · · × Γn y X)|Ui .
Put
Λ = StabΓ1(v1)× · · · × StabΓi(vi)× Γi+2 × · · · × Γn
and Γ = Γi+1. Denote by π : Γ × Λ → Γ : (γ, λ) 7→ γ the quotient homomorphism and by
ρ : R(Γ× Λy X)→ Γ the 1-cocycle defined by ρ(g · x, x) = π(g) for every g ∈ Γ× Λ and almost
every x ∈ X. Since S|Ui is amenable and commensurated by R(Γ×Λy X)|Ui , Theorem 4.1 shows
that there is an (S|Ui , ρ)-invariant map ϕ : Ui → V (Ti+1). Take some vertex vi+1 ∈ Ti+1 such that
Ui+1 = ϕ
−1(vi+1) is non-negligible. Since ϕ is (S|Ui , ρ)-invariant, it follows that
S|Ui+1 ⊂ R(StabΓi+1(vi+1)× Λy X)|Ui+1
= R(StabΓ1(v1)× · · · × StabΓi+1(vi+1)× Γi+2 × · · · × Γn y X)|Ui+1 .
This completes the induction. Putting U = Un, we obtain the conclusion.
We are now ready to prove our main theorem. We will use the notation of Theorem A.
Proof of Theorem A. There are non-negligible Borel subsets U ⊂ X and V ⊂ Y and a pmp Borel
isomorphism ϕ : (V, ηV )→ (U,µU ) such that
(ϕ× ϕ)(R(BS(p1, q1)× · · · ×BS(pl, ql)y Y )|V ) = R(BS(m1, n1)× · · · × BS(mk, nk)y X)|U .
Put Γ = BS(m1, n1)×· · · ×BS(mk, nk). Then (ϕ×ϕ)(R(〈b1〉× · · · × 〈bl〉y Y )|V ) is amenable and
commensurated by R(Γ y X)|U . By Corollary 4.2, for every i ∈ {1, . . . , k}, there exists a vertex
vi in the Bass-Serre tree of BS(mi, ni) such that, up to taking a non-negligible Borel subset smaller
than U , we have
(4.1) (ϕ× ϕ)(R(〈b1〉 × · · · × 〈bl〉y Y )|V ) ⊂ R(Stab(v1)× · · · × Stab(vk)y X)|U .
Put Λ = BS(p1, q1) × · · · × BS(pl, ql). Then (ϕ
−1 × ϕ−1)(R(Stab(v1)× · · · × Stab(vk)y X)|U ) is
amenable and commensurated by R(Λ y Y )|V . By Corollary 4.2, for every j ∈ {1, . . . , l}, there
exists a vertex wj in the Bass-Serre tree of BS(pj, qj) such that, up to taking a non-negligible Borel
subset smaller than V , we have
(4.2) (ϕ−1 × ϕ−1)(R(Stab(v1)× · · · × Stab(vk)y X)|U ) ⊂ R(Stab(w1)× · · · × Stab(wl)y Y )|V .
Combining (4.1) and (4.2) and writing W = (ϕ−1 × ϕ−1)(R(Stab(v1)× · · · × Stab(vk)y X)|U ),
we get
(4.3) R(〈b1〉 × · · · × 〈bl〉y Y )|V ⊂ W ⊂ R(Stab(w1)× · · · × Stab(wl)y Y )|V .
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Since R(〈b1〉 ∩ Stab(w1)× · · · × 〈bl〉 ∩ Stab(wl)y Y ) is ergodic and
R(〈b1〉 ∩ Stab(w1)× · · · × 〈bl〉 ∩ Stab(wl)y Y )|V = R(〈b1〉 × · · · × 〈bl〉y Y )|V and
R(〈b1〉 ∩ Stab(w1)× · · · × 〈bl〉 ∩ Stab(wl)y Y ) ⊂ R(〈b1〉 × · · · × 〈bl〉y Y )
it follows that
R(〈b1〉 ∩ Stab(w1)× · · · × 〈bl〉 ∩ Stab(wl)y Y ) = R(〈b1〉 × · · · × 〈bl〉y Y ).
Therefore, using freeness, we have 〈bj〉 ∩ Stab(wj) = 〈bj〉 and hence 〈bj〉 ⊂ Stab(wj) for every
j ∈ {1, . . . , l}. Since 2 ≤ |pj | ≤ qj, we obtain 〈bj〉 = Stab(wj) for every j ∈ {1, . . . , l}. Hence (4.3)
yields
R(Stab(v1)× · · · × Stab(vk)y X)|U = (ϕ× ϕ)(R(〈b1〉 × · · · × 〈bl〉y Y )|V ).
Since the action of the Baumslag-Solitar group on its Bass-Serre tree is vertex transitive, up to
conjugation, we may assume that Stab(vi) = 〈ai〉 for every i ∈ {1, . . . , k}. Hence, we have
(4.4) R(〈a1〉 × · · · × 〈ak〉y X)|U = (ϕ× ϕ)(R(〈b1〉 × · · · × 〈bl〉y Y )|V ).
Put T = R(〈a1〉 × · · · × 〈ak〉 y X) and S = R(〈b1〉 × · · · × 〈bl〉 y Y ). By Proposition 3.7(i), we
have
(4.5) H((ϕ× ϕ)(S|V ) ⊂ R(Γy X)|U ) ∼= H(S|V ⊂ R(Λy Y )|V )
and by Propositions 3.7(ii), 3.9 and 1.3, we have
(4.6) H(T |U ⊂ R(Γy X)|U ) ∼= H(T ⊂ R(Γy X)) ∼= G(m1, n1)× · · · ×G(mk, nk)
and
(4.7) H(S|V ⊂ R(Λy Y )|V ) ∼= H(S ⊂ R(Λy Y )) ∼= G(p1, q1)× · · · ×G(pl, ql).
Combining (4.4), (4.5), (4.6) and (4.7), we get
G(m1, n1)× · · · ×G(mk, nk) ∼= G(p1, q1)× · · · ×G(pl, ql).
We can now apply Theorem B to obtain the conclusion. This finishes the proof of Theorem A.
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