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ABSTRACT
We present the Cosmology and Astrophysics with MachinE Learning Simulations –CAMELS–
project. CAMELS is a suite of 4,233 cosmological simulations of (25 h−1Mpc)3 volume each: 2,184
state-of-the-art (magneto-)hydrodynamic simulations run with the AREPO and GIZMO codes,
employing the same baryonic subgrid physics as the IllustrisTNG and SIMBA simulations, and 2,049
N-body simulations. The goal of the CAMELS project is to provide theory predictions for different
observables as a function of cosmology and astrophysics, and it is the largest suite of cosmological
(magneto-)hydrodynamic simulations designed to train machine learning algorithms. CAMELS
contains thousands of different cosmological and astrophysical models by way of varying Ωm, σ8, and
four parameters controlling stellar and AGN feedback, following the evolution of more than 100 billion
particles and fluid elements over a combined volume of (400 h−1Mpc)3. We describe the simulations
in detail and characterize the large range of conditions represented in terms of the matter power
spectrum, cosmic star-formation rate density, galaxy stellar mass function, halo baryon fractions, and
several galaxy scaling relations. We show that the IllustrisTNG and SIMBA suites produce roughly
similar distributions of galaxy properties over the full parameter space but significantly different halo
baryon fractions and baryonic effects on the matter power spectrum. This emphasizes the need for
marginalizing over baryonic effects to extract the maximum amount of information from cosmological
surveys. We illustrate the unique potential of CAMELS using several machine learning applications,
including non-linear interpolation, parameter estimation, symbolic regression, data generation with
Generative Adversarial Networks (GANs), dimensionality reduction, and anomaly detection.
Keywords: large-scale structure of universe – methods: numerical – methods: statistical
1. INTRODUCTION
We are in the epoch of precision cosmology. The large
amount of data, and the accuracy and precision of theory,
have allowed us to constrain the values of the cosmologi-
cal parameters with exquisite precision (Planck Collabo-
ration et al. 2018). An illustrative example of this is the
quest to constrain neutrino masses: it seems feasible to
achieve a ∼ 5σ constraint on the sum of the masses of
the lightest particles in nature using data from upcoming
cosmological missions (Massara et al. 2020; Hahn et al.
2019; Brinckmann et al. 2019; Uhlemann et al. 2019).
† villaescusa.francisco@gmail.com
‡ angles-alcazar@uconn.edu
§ sgenel@flatironinstitute.org
In the coming years, missions such as CMB-S44,
DESI5, eROSITA6, Euclid7, Roman Observatory8, Ru-
bin Observatory9, SO10, PFS11, and SKA12 and will sur-
vey large cosmological volumes collecting data that will
allow us to constrain neutrino masses and the nature
of dark energy, among many other fundamental quan-
tities. One of the ultimate goals of these surveys is to
4 https://cmb-s4.org
5 https://www.desi.lbl.gov
6 https://www.mpe.mpg.de/eROSITA
7 https://www.euclid-ec.org
8 https://wfirst.gsfc.nasa.gov/index.html
9 https://www.lsst.org
10 https://simonsobservatory.org
11 https://pfs.ipmu.jp/index.html
12 https://www.skatelescope.org
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constrain the value of the cosmological parameters with
the smallest errors, in order to improve our understand-
ing of fundamental physics and of the origin and fate of
our Universe. To achieve this, it is necessary to extract
the maximum amount of information from the data.
The standard methodology to constrain cosmological
parameters is as follows. First, summary statistics are
computed from the observed data. Second, predictions
from theory are made for the said statistics. Third, pa-
rameter bounds are derived by matching theory to obser-
vations. A very deep and important question naturally
arises: what summary statistic, or statistics, should be
computed from the data to achieve the most accurate
and precise parameter constraints?
The answer depends on the properties of the observed
field. In the case of Gaussian density fields, their prop-
erties are fully described by the 2-point correlation func-
tion, or its Fourier transform, the power spectrum. On
the other hand, for non-Gaussian density fields, the an-
swer is unknown. Furthermore, the problem of finding
that summary statistic is mathematically intractable.
Unfortunately, most cosmological surveys observe non-
Gaussian density fields, e.g. galaxy redshift surveys, weak
lensing surveys, et cetera. Currently, we place constraints
on the parameters by using primarily the power spectrum
(Philcox et al. 2020; Ivanov et al. 2020a; eBOSS Collab-
oration et al. 2020; d’Amico et al. 2020a). How much
information could we gain by using other summary statis-
tics? The answer to that question is difficult, as theory
predictions in the mildly non-linear to non-linear regime
are needed. Recently, the Quijote project (Villaescusa-
Navarro et al. 2020) has run a very large number of
N-body simulations to quantify the information content
on generic cosmological statistics. Several studies have
shown that statistics other than the power spectrum con-
tain a huge amount of cosmological information when we
consider smaller scales (Hahn et al. 2019; Massara et al.
2020; Uhlemann et al. 2019; Friedrich et al. 2019; Allys
et al. 2020; Banerjee & Abel 2020; Gualdi et al. 2020;
Wadekar & Scoccimarro 2019).
An alternative approach to extract information is
through neural networks, that are trained to search
through all possible summary statistics and use the best
to extract the cosmological information (Ravanbakhsh
et al. 2017; Schmelzle et al. 2017; Gupta et al. 2018; Ri-
bli et al. 2019; Fluri et al. 2019; Ntampaka et al. 2019;
Hassan et al. 2020; Zorrilla Matilla et al. 2020; Jeffrey
et al. 2020). These methods have also shown that much
tighter constraints on the value of the cosmological pa-
rameters can be placed than those obtained from the
power spectrum.
All these findings show that small scales embed a
wealth of cosmological information which, if extracted,
could allow us to better constrain the value of the cos-
mological parameters and therefore improve our under-
standing of fundamental physics. However, uncertainties
in the complex physics of galaxy formation limits its use.
Astrophysical effects such as feedback from Active Galac-
tic Nuclei (AGN) can expel gas to very large distances,
which will also affect the distribution of dark matter via
gravitational interactions. These effects are expected to
alter the spatial distribution of the underlying matter
field on small scale. We will be referring to these com-
plex and poorly understood processes as baryonic effects.
Significant progress has been made in the field of
galaxy formation and evolution using large volume cos-
mological hydrodynamic simulations (Dave´ et al. 2019;
Nelson et al. 2019; Dubois et al. 2014; Schaye et al.
2015; Vogelsberger et al. 2014; Lee et al. 2020; Vogels-
berger et al. 2020; McCarthy et al. 2017; Bassini et al.
2020; Feng et al. 2016; Dolag et al. 2017), where a com-
prehensive modeling of baryonic processes is required.
These simulations have improved to the point where
they are able to produce galaxies that match observa-
tions in many aspects, e.g. mass functions, morpholo-
gies, and colors. However, key astrophysical processes
such as star formation, massive black hole growth, stel-
lar feedback, and AGN feedback remain very uncertain
and are modeled via phenomenological subgrid models
that require extensive tuning of free parameters to match
observations (Somerville & Dave´ 2015). Thus, while
large volume cosmological hydrodynamical simulations
have achieved many important milestones, uncertainties
in subgrid physics and degeneracies of free parameters
limit their applicability for cosmological analyses in the
era of precision cosmology. Cosmological “zoom-in” sim-
ulations can achieve much higher resolution and reduce
uncertainties in subgrid physics (e.g. Agertz & Kravtsov
2016; Hopkins et al. 2018; Angles-Alcazar et al. 2020) but
at the expense of modeling significantly smaller volumes.
A Bayesian approach to address this problem is to
marginalize over baryonic effects. While the predictions
of a given simulation may not be accurate enough to
match observations, reality may lie within the range
of predictions from simulations spanning a sufficiently
broad range of astrophysical models. By using simula-
tions with different values of astrophysical parameters
and different subgrid physics implementations, we can
in principle quantify the errors associated with our poor
understanding of baryonic physics.
In this work, we introduce the Cosmology and Astro-
physics with MachinE Learning Simulations (CAMELS)
project13. The main goal of CAMELS is to provide the-
oretical predictions, as a function of cosmology and as-
trophysics, for key observables in cosmology and galaxy
formation. CAMELS is designed as a large dataset to
train machine learning algorithms, which typically re-
quire large amounts of data. CAMELS contains thou-
sands of simulations, spanning thousands of different cos-
mological and astrophysical models that, combined to-
gether, host more than 100 billion dark matter particles,
gas elements, stars, and black holes over a combined vol-
ume larger than (400 h−1Mpc)3.
This paper is organized as follows. We outline the
main goals of the CAMELS project in Section 2. We
describe in detail the CAMEL simulations in Section 3.
We then present some key cosmological and astrophysical
properties of the different simulation suites in Section 4.
Next, we show several machine learning applications of
CAMELS to illustrate its unique potential in Section 5.
Finally, we summarize the main aspects of this work and
conclude in Section 6. CAMELS has been developed as
part of the Simulating Multiscale Astrophysics to Under-
stand Galaxies (SMAUG) collaboration,14 which aims to
13 https://www.camel-simulations.org
14 https://www.simonsfoundation.org/flatiron/
center-for-computational-astrophysics/smaug
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improve our understanding of the key baryonic processes
driving galaxy formation and evolution in order to max-
imize the scientific return of upcoming cosmological mis-
sions.
2. PROJECT GOALS
In order to determine the value of the cosmological
parameters with the highest accuracy we need to ex-
tract cosmological information from mildly to non-linear
scales, where poorly understood baryonic effects take
place. The main goal of the CAMELS project is to pro-
vide theory predictions for a given observable, or field,
as a function of cosmology and astrophysics:
S(z) = f(~θc, ~θa, z), (1)
where S denotes a generic statistic (e.g. power spectrum)
at redshift z and ~θc and ~θa represent the value of the
cosmological and astrophysical parameters, respectively.
The above equation holds for a summary statistic, but it
can be generalized to 2D or 3D density fields F (~x):
F (~x, z) = g(~θc, ~θa, δ(~x), δ(~y)), (2)
where δ(~x) and δ(~y) denote the initial conditions at po-
sition ~x and its environment ~y (~y 6= ~x). Finding the
mapping between the initial conditions and a given field
as a function of cosmology and astrophysics (i.e. Eq. 2)
may require several sub-steps. For instance, one can first
go from initial conditions to the matter density field of N-
body simulations (He et al. 2019), and then use CAMELS
to find the mapping between N-body and full hydrody-
namic simulations (Thiele et al. 2020; Wadekar et al.
2020; Yip et al. 2019; Zhang et al. 2019). Changes in
the cosmology or astrophysics model can be done at the
N-body or hydrodynamic level (Giusarma et al. 2019).
Determining the function in Eq. 2 will enable the gen-
eration of fast mock observations, as only the initial den-
sity field and the value of the cosmological and astro-
physical parameters is needed. Those mocks can then
be used to extract the maximum amount of cosmologi-
cal information while marginalizing over baryonic effects
(Villaescusa-Navarro et al. 2020a; Villanueva-Domingo &
Villaescusa-Navarro 2020). For instance, one can train
neural networks to predict the value of the cosmolog-
ical parameters on simulations with different feedback
strengths to force neural networks to marginalize over
them. A more stringent test will be to train neural net-
works on simulations run with a given code and subgrid
physics model, and then test if the trained network is able
to recover the correct cosmology from simulations run
with a different code and subgrid physics (Villaescusa-
Navarro et al. 2020b). For that purpose, CAMELS in-
cludes independent simulation suites performed with two
different galaxy formation codes (see Section 3).
On the other hand, quantifying systematically the de-
pendence of a given galaxy or circumgalactic medium
observable on the value of the cosmological and astro-
physical parameters will allow us to improve our under-
standing of galaxy formation and evolution. Further-
more, one can use machine learning techniques to find
the mapping between input parameters (e.g. strength of
feedback mechanisms) and output observables (e.g. the
galaxy stellar mass function) to improve the calibration
of subgrid parameters in the next generation of cosmo-
logical large volume simulations.
CAMELS scientific goals can thus be summarized as
follows:
• Provide theory predictions for summary statistics
and full 3D fields as a function of cosmology and
astrophysics.
• Train neural networks to extract cosmological in-
formation while marginalizing over baryonic ef-
fects.
• Develop machine learning techniques to find the
mapping between N-body simulations and hydro-
dynamic simulations with full baryonic physics.
• Quantify the dependence of galaxy formation and
evolution on astrophysical and cosmological param-
eters.
• Use machine learning to efficiently calibrate sub-
grid parameters in cosmological hydrodynamic
simulations to match a set of observations.
3. SIMULATIONS
CAMELS is a suite of 4,233 numerical simulations.
Approximately half of them are N-body, while the
rest are state-of-the-art (magneto-)hydrodynamic simu-
lations implementing the subgrid physics models of Illus-
trisTNG (Nelson et al. 2019) and SIMBA (Dave´ et al.
2019). From z = 127 to today, each simulation fol-
lows the evolution of 2563 dark matter particles of mass
6.49 × 107 (Ωm − Ωb)/0.251 h−1M and (in the case of
the hydrodynamic simulations) 2563 gas resolution ele-
ments with an initial mass of 1.27× 107 h−1M in a pe-
riodic box of comoving volume equal to (25 h−1Mpc)3.
This volume and particle number has been chosen as a
trade-off between (1) the large number of simulations
required to cover the parameter space as densely as pos-
sible (at least 1,000 variations for machine learning ap-
plications) and (2) the increased computational cost of
larger volume simulations at the resolution required to
model complex galaxy formation processes. Importantly,
CAMELS implements the same resolution as the origi-
nal SIMBA simulation and similar to that of the original
IllustrisTNG300-1 simulation. While this choice of vol-
ume and resolution enables a broad range of science, we
discuss some of the limitations of CAMELS as well as
future extensions in Section 6.
The initial conditions are generated at z = 127 using
second order Lagrangian perturbation theory (2LPT).
For simplicity, we assume that the initial power spectra
of dark matter and gas in the hydrodynamic simulations
are the same, and equal to that of total matter. Note
that in that case both the growth factor and the growth
rate are scale-independent, which allow us to use stan-
dard rescaling codes.
We save snapshots at redshifts z = 6, 5, 4, 3.5, and then
at 30 additional redshifts logarithmically spaced from
(1 + z) = 4 to (1 + z) = 1. Dark matter halos and sub-
halos/galaxies are identified through friends-of-friends
(FoF; Huchra & Geller 1982; Davis et al. 1985) and SUB-
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FIND15 (Springel et al. 2001); additional (sub)halo cat-
alogs are produced with the Amiga Halo Finder (AHF;
Knollmann & Knebe 2009), which are not used here but
are available for future work. In total, more than 140,000
snapshots are generated, comprising of more than 100
billion resolution elements at each redshift over a com-
bined volume of ∼ (400 h−1Mpc)3.
The value of the following cosmological parameters is
fixed in all simulations: Ωb = 0.049, h = 0.6711, ns =
0.9624, Mν = 0.0 eV, w = −1, ΩK = 0. The value of Ωm
and σ8 is varied across simulations. We have used a very
wide range for these parameters in order to mitigate prior
effects on the output of neural networks: Ωm ∈ [0.1, 0.5],
σ8 ∈ [0.6, 1.0]. In the N-body simulations these are the
only two parameters that change, besides the value of the
initial random seed that determines the initial Gaussian
density field.
In the hydrodynamic simulations, besides Ωm, σ8, and
the initial random seed, we also vary the value of four
astrophysical parameters related to stellar and AGN
feedback. We refer to these parameters generically as
ASN1, ASN2, AAGN1 and AAGN2, which we introduce
in CAMELS as simple normalization factors to gener-
ate variations relative to the original IllustrisTNG and
SIMBA feedback models. While we do not consider
parameter variations for other key baryonic processes,
we explore variations over a broad range of efficiencies
for some of the most important and uncertain feedback
processes in galaxy formation: galactic winds driven
by supernovae (SNe) and kinetic feedback from massive
black holes. We emphasize that CAMELS implements
identical baryonic feedback models as IllustrisTNG and
SIMBA, aside from the varying numerical values of ASN1,
ASN2, AAGN1 and AAGN2, which are summarized in Ta-
ble 1 and described in detail below. The range of varia-
tion of these parameters is identical in IllustrisTNG and
SIMBA but their actual definition and overall effect can
be quite different, reflecting the rather different feedback
implementations in each model.
3.1. IllustrisTNG
The IllustrisTNG galaxy formation model is fully de-
scribed in Weinberger et al. (2017); Pillepich et al.
(2018b). Building on its predecessor Illustris model (Vo-
gelsberger et al. 2013; Torrey et al. 2014), IllustrisTNG
utilizes the Arepo code16 (Springel 2010; Weinberger
et al. 2019) to solve the coupled equations of gravity
(using an N-body tree-particle-mesh approach; TreePM)
and magneto-hydrodynamics (MHD; using a Voronoi
moving-mesh approach), in addition to models for sub-
grid physics. These models cover radiative cooling and
heating, star-formation, stellar evolution, feedback from
galactic winds, the formation and growth of supermas-
sive black holes (SMBH), and feedback from AGN.
Radiative cooling from both an on-the-fly network for
the primordial elements and tabulated metal cooling are
modeled following Katz et al. (1996); Wiersma et al.
(2009) assuming a spatially-uniform ionising background
(Faucher-Gigue`re et al. 2009) and hydrogen self-shielding
(Rahmati et al. 2013). Stars form from gas above a hy-
15 These codes are run on-the-fly for the IllustrisTNG suite and
during post-processing for the SIMBA suite.
16 https://arepo-code.org
drogen number density threshold of nH ∼ 0.13 cm−3 on
timescales that become shorter at increasing densities,
following Springel & Hernquist (2003). Star-forming gas
is also pressurised using an equation of state that de-
rives from a sub-grid multi-phase model for the interstel-
lar medium (Springel & Hernquist 2003). IllustrisTNG
tracks chemical enrichment from Type II SNe, Type Ia
SNe, Asymptotic Giant Branch (AGB) stars and neu-
tron star-neutron star mergers, tracking nine individual
elements (H, He, C, N, O, Ne, Mg, Si, and Fe).
Galactic winds driven by stellar feedback are imple-
mented kinetically via temporarily hydrodynamically-
decoupled particles that are stochastically and isotropi-
cally ejected from the star-forming gas, in a scheme based
on Springel & Hernquist (2003) with the addition of a
sub-dominant (10%) component of thermal energy. The
prescribed wind speed vw and total energy injection rate
(power) per unit star-formation ew depend on local con-
ditions of the gas (metallicity, dark matter velocity dis-
persion), redshift, and two global normalization param-
eters. The latter are modulated by the parameters ASN1
and ASN2 that we vary between CAMELS simulations,
as follows:
ew =ASN1 × ew
[
fw,Z +
1− fw,Z
1 + (Z/Zw,ref)γw,Z
]
× NSNII ESNII,51 1051 erg M−1 (3)
and
vw = ASN2 ×max
[
κw σDM
(
H0
H(z)
)1/3
, vw,min
]
(4)
(see Eqs. 3 and 1 from Pillepich et al. (2018b), respec-
tively), where Z is the gas metallicity, σDM is the local
dark matter velocity dispersion as calculated by SUB-
FIND, and H is the Hubble constant, and details on the
parameters ew, fw,Z , Zw,ref , γw,Z , NSNII, ESNII,51, κw,
and vw,min can be found in Pillepich et al. (2018b) (see
their Table 1). The resulting wind mass loading factor
equals ηw ≡ M˙wind/SFR= 1.8v−2w ew.
The SMBH models in IllustrisTNG are described in
Weinberger et al. (2017) and builds upon the earlier mod-
els of Springel et al. (2005); Sijacki et al. (2007); Vogels-
berger et al. (2013). SMBH particles with initial mass
Mseed = 8 × 105 Mh−1 are seeded in halos with mass
MFoF > 5 × 1010 Mh−1. Throughout their evolution,
SMBH particles are repositioned to the location of the
potential minimum within their kernel. SMBH particles
located within each other’s ‘feedback spheres’ (see below)
are instantaneously merged. SMBH growth by gas accre-
tion follows the spherical Bondi (1952) parameterization,
limited by the Eddington rate.
SMBH feedback follows a three-mode approach: ther-
mal, kinetic, and radiative. The latter modifies the cool-
ing and heating of gas in and around the dark matter
halo host of the SMBH by adding its radiation flux to
the cosmic ionizing background, and is always active,
though its effect is limited to very bright AGN and is
relatively minor to the overall heating and cooling rates
of the halo atmospheres. The thermal and kinetic modes
operate separately and are delineated by the Eddington
ratio of the instantaneous accretion rate onto the SMBH.
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This Eddington ratio is in itself dependent on the SMBH
mass, such that the transition from the high-mode to the
low-mode occurs typically at MSMBH ∼ 108 M. The
high accretion rate thermal mode operates by injection
of thermal energy into a ‘feedback sphere’ that is defined
as containing a prescribed (fixed) amount of mass around
the SMBH. The injection rate is directly proportional to
the mass accretion rate with an overall mass-to-energy
conversion efficiency of 0.02.
The low accretion rate kinetic SMBH feedback mode
is the one that is modulated in CAMELS by the AAGN1
and AAGN2 parameters, which, as in the case of the stel-
lar feedback, correspond to an overall energy and speed
normalizations. The power injected in the kinetic mode
scales with the accretion rate M˙BH as follows:
E˙low = AAGN1×min
[
ρ
0.05ρSFthresh
, 0.2
]
× M˙BHc2 (5)
(see Eqs. 8 and 9 from Weinberger et al. 2017), where
ρ is the gas density around the SMBH, ρSFthresh is the
density threshold for star-formation, and c is the speed
of light. This energy is accumulated over time and not
spent except for in discrete events, whence it is injected
as kinetic energy in a random direction into the ‘feed-
back sphere’. These discrete events occur every time the
SMBH has accumulated a total amount of energy since
the last feedback event;
Einj,min = AAGN2 × fre 1
2
σ2DMmenc (6)
(see Eq. 13 from Weinberger et al. 2017), where σ2DM
is the one-dimensional dark matter velocity dispersion
around the SMBH, menc is the gas mass in the feedback
sphere, and fre = 20 is a constant of the fiducial TNG
model. Hence, AAGN2 controls the burstiness and speed
of the low-mode SMBH feedback: the larger AAGN2, the
rarer yet more energetic the individual feedback events
are.
Finally, it is noted that at the mass resolution used in
CAMELS, the IllustrisTNG model is set to have a spa-
tial resolution (gravitational softening length of the dark
matter) of approximately 2 kpc comoving. The mass and
spatial resolution of these simulations are comparable to
the original IllustrisTNG300-1 (Nelson et al. 2019).
3.2. SIMBA
The SIMBA galaxy formation model is fully described
in Dave´ et al. (2019). Building on its predecessor
Mufasa (Dave´ et al. 2016), SIMBA utilizes the N -
body+hydrodynamics code GIZMO17 (Hopkins 2015)
in its “Meshless Finite Mass” (MFM) hydrodynamics
mode. Gravitational forces are computed using a modi-
fied version of the TreePM algorithm of the GADGET-
III code (Springel 2005), including adaptive gravitational
softenings for the gas, stellar, and dark matter compo-
nents.
Radiative cooling and photoionization heating are
modeled using the Grackle-3.1 library (Smith et al.
2017), including non-equilibrium evolution of primor-
dial elements, metal cooling, a spatially-uniform ionis-
17 http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.
html
ing background (Haardt & Madau 2012), and hydrogen
self-shielding (Rahmati et al. 2013). Stars form from
molecular gas at a rate given by the H2 density di-
vided by the dynamical time: SFR= ∗ρH2/tdyn, where
∗ = 0.02 (Kennicutt 1998) and the H2 fraction is com-
puted based on the metallicity and local column den-
sity following Krumholz & Gnedin (2011). A minimum
level of pressurization is included as required to resolve
the Jeans mass in star-forming gas (Dave´ et al. 2016).
SIMBA tracks chemical enrichment from Type II SNe,
Type Ia SNe, and AGB stars, following eleven individ-
ual elements (H, He, C, N, O, Ne, Mg, Si, S, Ca, and
Fe), and includes a dust physics module that tracks the
formation of dust in stellar ejecta, dust growth by ac-
cretion of metals, and destruction by thermal sputtering
and SNe (Li et al. 2019).
Galactic winds driven by stellar feedback are im-
plemented kinetically via hydrodynamically-decoupled,
two-phase, metal-enriched winds with 30% of wind parti-
cles heated to a temperature set by the SNe energy minus
the wind kinetic energy. Star-forming gas elements are
stochastically ejected according to prescribed values of
mass loading factor, η ≡ M˙wind/SFR, and wind velocity,
vw. The mass loading factor is based on the FIRE “zoom-
in” simulations (Hopkins et al. 2014) and scales with
galaxy stellar mass M? following Angle´s-Alca´zar et al.
(2017b):
η(M?) = ASN1 ×
9
(
M?
M0
)−0.317
, if M? < M0
9
(
M?
M0
)−0.761
, if M? > M0
(7)
where M0 = 5.2× 109M and we have introduced ASN1
to control the overall normalization of the mass loading
factor in CAMELS. The wind velocity parameterization
is also based on FIRE and scales with galaxy circular
velocity vcirc following Muratov et al. (2015):
vw = ASN2 × 1.6
( vcirc
200 km s−1
)0.12
vcirc + ∆v(0.25Rvir)
(8)
where ∆v(0.25Rvir) is the velocity corresponding to
the potential difference between the launch point and
0.25Rvir (where Muratov et al. 2015 measured the wind
velocity; see Dave´ et al. 2016) and ASN2 controls the wind
velocity normalization for the parameter variations in
CAMELS. An on-the-fly approximate friends-of-friends
(FoF) finder is applied to stars and dense gas to compute
M? and then vcirc is estimated based on the baryonic
Tully-Fisher relation. SIMBA limits the wind kinetic
energy to the available SNe energy by attenuating the
wind velocity when needed but in CAMELS we remove
this constraint to have full control of the galactic wind
efficiency. All other aspects of stellar feedback, including
Type Ia SNe and AGB wind heating, are identical to the
original SIMBA simulations.
The black hole module in SIMBA builds on the
gravitational torque accretion and kinetic feedback im-
plementation in GIZMO presented in Angle´s-Alca´zar
et al. (2017a). Black holes with initial mass Mseed =
104 Mh−1 are seeded in galaxies with M? & 109.5 M by
means of the on-the-fly FoF, with the M? threshold for
seeding motivated by FIRE simulations showing that
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Simulation ASN1 ASN2 AAGN1 AAGN2
IllustrisTNG
Galactic winds: Galactic winds: Kinetic mode BH feedback: Kinetic mode BH feedback:
energy per unit SFR wind speed energy per unit BH accretion rate ejection speed / burstiness
SIMBA
Galactic winds: Galactic winds: QSO & jet-mode BH feedback: Jet-mode BH feedback:
mass loading wind speed momentum flux jet speed
Variation range [0.25 - 4.00] [0.50 - 2.00] [0.25 - 4.00] [0.50 - 2.00]
Table 1
We vary two cosmological (Ωm, σ8) and four astrophysical (ASN1, ASN2, AAGN1, AAGN2) parameters in CAMELS. This table
summarizes their physical meaning for both the IllustrisTNG and SIMBA suites. The last row shows the range of variation of each
parameter; for the cosmological parameters the range of variation is Ωm ∈[0.1 - 0.5], σ8 ∈ [0.6 - 1.0]. We emphasize that simulations with
ASN1 = ASN2 = AAGN1 = AAGN2 = 1 correspond to the original IllustrisTNG and SIMBA models at the resolution considered here.
Note that the N-body simulations only have Ωm and σ8 as free parameters.
Name Type Code Simulations Set Varying parameters
IllustrisTNG
Magneto-
AREPO
1,000 LH Ωm, σ8, ASN1, ASN2, AAGN1, AAGN2, S
hydrodynamic
61 1P Ωm, σ8, ASN1, ASN2, AAGN1, AAGN2
27 CV S
4 EX ASN1, ASN2, AAGN1, AAGN2
SIMBA Hydrodynamic GIZMO
1,000 LH Ωm, σ8, ASN1, ASN2, AAGN1, AAGN2, S
61 1P Ωm, σ8, ASN1, ASN2, AAGN1, AAGN2
27 CV S
4 EX ASN1, ASN2, AAGN1, AAGN2
Dark Matter N-body GADGET-III
2,000 LH Ωm, σ8, S
21 1P Ωm, σ8
27 CV S
1 EX -
Total 4,233
Table 2
Characteristics of the CAMELS suite. ASN1, ASN2, AAGN1, and AAGN2 represent the value of subgrid physics parameters controlling
stellar and AGN feedback (see text and table 1). S is the initial random seed of a simulation. The LH set is a latin hypercube where the
values of Ωm, σ8, ASN1, ASN2, AAGN1, AAGN2, and S are varied simultaneously. Note that the latin hypercubes of the IllustrisTNG and
SIMBA simulations are different. Simulations in the 1P set have the same initial random seed and only the value of one parameter is
varied at a time. The CV set is made of simulations with fixed cosmology and astrophysics (at fiducial values) but different initial random
seeds. Finally, simulations in the EX set have the same cosmology and random seed but even more extreme values in the feedback
parameters than represented in the other simulation sets. See text for further details.
stellar feedback strongly suppresses black hole growth
in lower mass galaxies (Angle´s-Alca´zar et al. 2017c;
C¸atmabacak et al. 2020). Black hole particles are repo-
sitioned to the location of the potential minimum within
the FoF host group if it is found within a distance
< 4×R0, where R0 is the size of the black hole kernel en-
closing the nearest 256 gas elements. Black holes located
within R0 of each other are instantaneously merged if
their relative velocity is smaller than three times their
mutual escape velocity. Black hole growth follows a two-
phase model where cold gas is accreted at a rate given
by the transport of angular momentum by gravitational
torques from the stars (Hopkins & Quataert 2011) and
hot gas accretion proceeds at a rate given by the spheri-
cal Bondi (1952) parameterization.
Black hole feedback also follows a two-mode approach
motivated by observations (Heckman & Best 2014), with
high mass loading outflows in the radiative “QSO” mode
and lower mass loading but faster outflows at low Edding-
ton ratios in the jet mode. In both cases, gas elements
are ejected in a purely bipolar fashion, following a direc-
tion parallel and anti-parallel to the angular momentum
vector of gas within the black hole kernel, and the total
momentum flux satisfies:
P˙out ≡ M˙out vout = AAGN1 × 20Lbol/c, (9)
where Lbol = r M˙BH c
2 is the bolometric luminosity, r =
0.1 is the radiative efficiency, c is the speed of light, and
AAGN1 is introduced in CAMELS to vary the total mo-
mentum flux. The outflow velocity in the radiative mode
is based on observations of X-ray detected AGN from
SDSS (Perna et al. 2017), parameterized in terms of MBH
(in M) as vrad = 500 + 500(log10(MBH)− 6)/3 km s−1.
Black holes with mass MBH > 10
7.5 M accreting at low
Eddington ratio (λEdd < 0.2) are transitioned into a jet
mode, which we model by including an additional ve-
locity kick vjet = 7000 × min[1, log10(0.2/λEdd)] km s−1,
where λEdd ≡ M˙BH/M˙Edd and M˙Edd is the Edding-
ton accretion rate. In this way, full speed jets are only
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Figure 1. This figure shows projected gas density maps from 80 different simulations of the SIMBA LH set at z = 0. Each panel represents
a region of 25× 25× 5 (h−1Mpc)3. The LH set covers a large variety of environments and physical conditions, simultaneously varying the
initial random field, cosmology, and feedback parameters.
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Figure 2. Each panel shows the projected gas metallicity on a region of 25×25×5 (h−1Mpc)3 at z = 0 from the SIMBA 1P set. In these
simulations we only vary the value of one parameter at a time; Ωm, σ8, ASN1, ASN2, AAGN1, and AAGN2, from left to right. The different
rows show the results when the value of the changed parameter is very low (first row), low (second row), its fiducial value (third row), high
(fourth row), and very high (fifth row). As can be seen, variations on each parameter affect the metallicity of the gas in a different way.
achieved in massive black holes with λedd . 0.02, as mo-
tivated by observations (Fabian 2012; Bariˇsic´ et al. 2017).
In summary, the velocity of black hole-driven outflows is
given by:
vout =

vrad +AAGN2 × vjet if
{
λEdd < 0.2
MBH > 10
7.5 M
vrad otherwise,
(10)
where we have introduced AAGN2 to control the maxi-
mum jet velocity in CAMELS. Once vout is determined,
the momentum flux specified in Eq. 9 defines the mass
outflow rate relative to the black hole accretion rate.
Black holes with full-speed jets in gas-poor galaxies
(Mgas/M? < 0.2) can also inject energy into the sur-
rounding gas from X-rays following Choi et al. (2012).
All other aspects of the black hole model are identical to
the original SIMBA simulations (Dave´ et al. 2019).
3.3. Simulation sets
Each of the “IllustrisTNG” and “SIMBA” suites in
CAMELS contains 1,092 simulations from four different
sets: 1) a set of 1,000 simulations with different initial
random seeds varying all parameters using sampling from
a latin hypercube (LH), 2) a set of 61 simulations with
the same initial random seed varying only one parame-
ter at a time (1P), 3) a set of 27 simulations with fixed
cosmology and astrophysics that sample cosmic variance
using different initial random seeds (CV), and 4) a set of
four simulations representing extreme feedback models
(EX) with fixed initial random seed. We now describe in
detail each different set.
3.3.1. LH set
LH stands for latin hypercube. This is a set of 1,000
simulations where the value of the cosmological and as-
trophysical parameters is arranged in a latin hypercube
with Ωm ∈ [0.1, 0.5], σ8 ∈ [0.6, 1.0], ASN1 ∈ [0.25, 4.0],
AAGN1 ∈ [0.25, 4.0], ASN2 ∈ [0.5, 2.0] and AAGN2 ∈
[0.5, 2.0]. The initial random seed is different for each
simulation. The latin hypercubes of the IllustrisTNG
and SIMBA suites are different. Fig. 1 shows 2D pro-
jections of the gas density from 80 simulations of the
SIMBA LH set, from which the large variety covered by
the CAMEL simulations can be appreciated. These sim-
ulations are designed to make predictions as a function
of cosmology and astrophysics that take into account the
effect of cosmic variance. Thus, they can also be used
to train neural networks to marginalize over baryonic ef-
fects.
3.3.2. 1P set
1P stands for 1-parameter. This set contains 61 simu-
lations sharing the value of the initial random seed. In
these simulations we vary the values of all parameters
(Ωm, σ8, ASN1, ASN2, AAGN1 and AAGN2), but only one
at a time. The parameters are varied in the same range
as the LH set: 0.1 ≤ Ωm ≤ 0.5, 0.6 ≤ σ8 ≤ 1.0, 0.25 ≤
(ASN1, AAGN1) ≤ 4.00, and 0.5 ≤ (ASN2, AAGN2) ≤ 2.0.
For Ωm and σ8 the spacing is linear while for the astro-
physical parameters it is in log scale. Fig. 2 shows the
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Figure 3. This figure shows 2D projections of the gas temperature, gas metallicity, gas density, stellar mass, gas velocity, neutral hydrogen,
dark matter, electron number density, and gas pressure (from top to bottom) over a region with 25 × 25 × 5 (h−1Mpc)3 from the four
different IllustrisTNG EX simulations at z = 0. The different columns show results for the simulations with 1) fiducial astrophysics (left), 2)
extreme AGN feedback (center-left), 3) extreme supernova feedback (center-right), and 4) no feedback (right). It can be seen how feedback
affects different fields in a different manner.
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z = 0 projected gas metallicity of 25 of these simulations
from the SIMBA set, illustrating that the nature of the
response of this field to parameter variations differs from
parameter to parameter.
The purpose of this set is to understand responses of
an observable or quantity to individual changes of the
parameters, without being contaminated by cosmic vari-
ance or changes of other parameters. The IllustrisTNG
and SIMBA 1P sets share the same initial random seed;
therefore, these simulations can also be used to study
changes across simulation schemes.
3.3.3. CV set
CV stands for cosmic variance. There are 27 simu-
lations in this set. The value of the cosmological and
astrophysical parameters is fixed at Ωm = 0.3, σ8 = 0.8,
ASN1 = ASN2 = AAGN1 = AAGN2 = 1. The only dif-
ference among the simulations is the value of the ini-
tial random seed, i.e. the initial conditions. These sim-
ulations have the same value of the feedback parame-
ters as the original IllustrisTNG and SIMBA simula-
tions. We will refer to simulations on this set, and
in general, to simulations with Ωm = 0.3, σ8 = 0.8,
ASN1 = ASN2 = AAGN1 = AAGN2 = 1 as the fiducial
model.
These simulations are designed to quantify the effect
of cosmic variance on a given observable.
3.3.4. EX set
EX stands for extreme. This set only contains 4 sim-
ulations which share the value of the initial random
seed and the cosmological parameters: Ωm = 0.3 and
σ8 = 0.8. One simulation is the fiducial model with
ASN1 = ASN2 = AAGN1 = AAGN2 = 1. The other three
simulations are designed to show extreme cases; one sim-
ulation has extreme AGN feedback (AAGN1 = 100), an-
other has extreme supernova feedback (ASN1 = 100),
while the last one does not have any feedback at all
(AAGN1 = ASN1 = 0, as well as analogously setting
to zero the energy input from the other AGN feedback
modes). The value of the initial random seed of these
simulations is different from the one in the 1P set, but
it is the same between the IllustrisTNG and SIMBA EX
sets. Fig. 3 shows different fields from these 4 simulations
from the IllustrisTNG set.
The purpose of these simulations is to investigate the
response of observables or quantities to extreme feedback
scenarios.
3.4. Dark Matter
For each (magneto-)hydrodynamic simulation, we have
additionally run its N-body counterpart. These simula-
tions have the same value of Ωm, σ8 and initial random
seed, but are run using GADGET-III (Springel 2005).
The softening length is set to 0.5 h−1kpc. Table 2 sum-
marizes the different sets of simulations in CAMELS.
4. COSMOLOGICAL AND ASTROPHYSICAL PROPERTIES
In this section we show some of the cosmological and
astrophysical properties of the simulations. We also
quantify the range of variation due to changes in cosmol-
ogy and astrophysics, together with the scatter arising
from cosmic variance.
We first show the results when varying cosmology, as-
trophysics and the initial random seed by using the LH
set. We quantify what fraction of the range of variation
is due to cosmic variance versus changes in cosmology
and astrophysics by using the CV set. We then focus
our attention in the variations due to individual changes
in cosmology and astrophysics by using the 1P set.
4.1. Median, range of variation, and scatter
We consider twelve different cosmological and astro-
physical quantities and calculate their statistical proper-
ties. For this, we made use of the 1,000 simulations of
the LH set, for both the IllustrisTNG and SIMBA suites.
For each simulation suite, we consider a given quantity
and compute its mean, median, standard deviation, and
16-84 percentiles over all simulations. Fig. 4 shows the
results at z = 0.
We also quantify what fraction of the range of variation
of each quantity is due to cosmic variance versus changes
in the cosmological and astrophysical parameters. For
this, we compute the median and 16-84 percentiles of
the IllustrisTNG LH and CV sets and show the results
in Fig. 5. We obtain similar results if we use the SIMBA
suite instead. From Fig. 5 we can also quantify whether
the median of the LH set agrees with the one of the
fiducial model, represented by the CV set.
As we shall see below, there are many quantities where
variations due to changes in cosmology and astrophysics
are much larger than those arising from cosmic variance.
It is important to emphasize that in many cases, this
is due to the fact that our changes in cosmology and
astrophysics are rather extreme. For instance, Ωm and
σ8 are varied within [0.1 − 0.5] and [0.6 − 1.0], respec-
tively. Should we have varied Ωm and σ8 within Planck
constraints, differences will be much smaller.
We now describe in more detail each considered quan-
tity.
4.1.1. Matter power spectrum
We compute the total matter power spectrum by as-
signing particle masses to a regular grid with 5123 voxels.
We consider all different particle types: gas, dark mat-
ter, stars, and black holes. We then Fourier transform
the grid and compute the power spectrum by averaging
over k-bins with a width equal to the fundamental fre-
quency, kF = 2pi/L, with L = 25 h
−1Mpc.
The panel I of Fig. 4 shows the results. We find
that both IllustrisTNG and SIMBA agree very well on
both their medians and percentiles. The range of vari-
ation in the matter power spectrum goes from 40% at
k ' 30 hMpc−1 to 70% at k ' 1 hMpc−1. Put in con-
text, this is very large; for instance, fixing the values of
initial scalar amplitude, As, and Ωm, it is expected that
neutrinos with masses ∼ mν = 0.6 eV will produce a
maximum change in the amplitude of the matter power
spectrum equal to ' 45% with respect to a model with
massless neutrinos18. We emphasize that the possibil-
ity that neutrinos have such large masses is ruled out
at many sigmas with current cosmological data. This
18 Fixing As and Ωm the maximum suppression in the mat-
ter power spectrum is expected to be δP (k)/P (k) ' −10Ων/Ωm
(Brandbyge et al. 2008).
The CAMELS project 11
100 101
k [hMpc−1]
10-1
100
101
102
103
P
m
(k
)
[h
−3
M
p
c3
]
I
IllustrisTNG
SIMBA
100 101
k [hMpc−1]
10-2
10-1
100
101
102
103
P
g
(k
)
[h
−3
M
p
c3
]
II
100 101
k [hMpc−1]
0.5
0.6
0.7
0.8
0.9
1.0
P
h
y
d
ro
(k
)/
P
N
b
od
y
(k
)
III
1010 1011 1012 1013 1014
Mhalo/Ωm [h
−1M¯ ]
10-17
10-16
10-15
10-14
10-13
10-12
10-11
10-10
H
M
F
[h
4
M
p
c−
3
M
−1 ¯
]
IV
0 1 2 3 4 5 6 7
z
10-3
10-2
10-1
S
F
R
D
[M
¯
y
r−
1
M
p
c−
3
]
V
1010 1011
M ∗ [h−1M¯ ]
10-15
10-14
10-13
10-12
10-11
S
M
F
[h
4
M
p
c−
3
M
−1 ¯
]
VI
1010 1011 1012 1013 1014
Mhalo/Ωm [h
−1M¯ ]
0.0
0.2
0.4
0.6
0.8
M
b
/M
h
a
lo
/(
Ω
b
/Ω
m
)
VII
1013 1014
Mhalo [h
−1M¯ ]
106
107
T
h
al
o
[K
]
VIII
1010 1011
M ∗ [h−1M¯ ]
101
R
1/
2
[h
−1
k
p
c]
IX
1010 1011
M ∗ [h−1M¯ ]
106
107
108
109
M
B
H
[h
−1
M
¯
]
X
1010 1011
M ∗ [h−1M¯ ]
100
200
300
400
500
600
700
m
ax
(√ G
M
/
R
)
[k
m
/s
] XI
1010 1011
M ∗ [h−1M¯ ]
10-1
100
101
S
F
R
[M
¯
y
r−
1
]
XII
Figure 4. Comparison between different cosmological and astrophysical properties of the IllustrisTNG (blue) and SIMBA (red) suites.
Results are shown at z = 0, with the exception of panel V , that shows the cosmic star formation rate density as a function of redshift. For
each property we show the median of the CV set (27 simulations with fixed cosmology and astrophysics and different initial random seed,
which correspond to the original IllustrisTNG and SIMBA models) and 16-84 percentiles from the LH set (1,000 simulations with different
cosmologies, astrophysics, and initial random seeds). From top left to bottom right: matter power spectrum (I), gas power spectrum
(II), ratio of matter power spectrum in hydrodynamic simulations to that of the corresponding N-body simulations (III), halo mass
function (IV ), star formation rate density (V ), stellar mass function (V I), halo baryon fraction (V II), mass-weighted halo temperature
(V III), galaxy size versus stellar mass (IX), black hole mass versus host galaxy stellar mass (X), galaxy circular velocity versus stellar
mass (XI), and star formation rate versus stellar mass for galaxies with non-zero star formation (XII). The wide range of parameters
explored translates into a large spread in almost all quantities analyzed. The IllustrisTNG and SIMBA sets overlap in most cases, with
some systematic differences in e.g. gas power spectrum and baryon fractions.
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Figure 5. This figure shows different cosmological and astrophysical properties of the simulations at z = 0, as in Fig. 4. For each property,
we show the median and 16-84 percentiles from all simulations in the IllustrisTNG LH (solid line and blue region) and IllustrisTNG CV
(dashed line and orange region) sets. We remind the reader that in the LH simulations, we vary the cosmology, the astrophysics and the
initial random seed, whereas in the CV we fix the cosmology and astrophysics and only vary the initial random seed. We can see that
changes in cosmology and astrophysics dominate the range of variation on many of the considered properties, which the exception of the
halo temperature, galaxy size, black hole mass, maximum circular velocity, and star formation rate, where the scatter arising from cosmic
variance accounts for a significant fraction of the variability observed in the LH simulations.
demonstrates the wide range in parameter space that our
simulations cover.
From Fig. 5 we can see that the median of the LH set
agrees well with the median of the CV set. We also find
that the range of variation on large scales is dominated
by cosmic variance, whereas on small scales changes in
cosmology and astrophysics dominate.
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4.1.2. Gas power spectrum
In the second panel of Fig. 4 (II) we show the power
spectrum of the gas component. We compute Pg(k) us-
ing the same procedure as above, but only using the gas
resolution elements. In this case, we observe a larger
difference between the IllustrisTNG and SIMBA suites,
with the clustering of the latter being lower than the
one of the former. Note however that results overlap
in a wide region. This difference is due to the different
subgrid feedback implementations and effective feedback
strengths introduced by the parameter variations in the
two simulation suites.
In this case, the range of variation in the gas power
spectrum is much larger than that of the total matter
power spectrum: from ∼ 50% at k = 0.4 hMpc−1 to
' 130% at k = 10 hMpc−1. The percentile range in the
SIMBA suite is larger than in the IllustrisTNG one, at all
wavenumbers. This may point towards feedback being,
on average, more effective at ejecting gas to large scales
in SIMBA (Borrow et al. 2020) than in IllustrisTNG.
From Fig. 5 we can see that the medians of the LH and
CV set agree well. The range of variation on this quantity
is dominated by cosmic variance/changes in cosmology
and astrophysics on large/small scales, similarly to the
matter power spectrum.
4.1.3. Phydro(k)/PNbody(k)
We have computed the total matter power spectrum
for each hydrodynamic simulation, Phydro(k), and for its
N-body counterpart, PNbody(k). We then compute the
ratio Phydro(k)/PNbody(k) for each simulation. The third
panel of Fig. 4 (III) shows the median of the CV set
and 16-84 percentiles of the LH set. We find that, on
average, this ratio exhibits a characteristic spoon shape
already noted and studied in the literature (van Daalen
et al. 2011; Chisari et al. 2019; Schneider et al. 2019; van
Daalen et al. 2020).
We note that the power spectrum ratio can reach
∼ 50% at k ∼ 10hMpc−1 in strong feedback cases.
This demonstrates the importance of including bary-
onic effects in the epoch of precision cosmology aimed
at extracting information from small scales. Over-
all, the results of both simulations overlap but the
range of variation is smaller in IllustrisTNG, where the
Phydro(k)/PNbody(k) ratio tends to be closer to 1. This
points toward the same conclusion as above: feedback
appears to be less efficient in the IllustrisTNG than in
SIMBA model.
It is expected that the range of variation of this quan-
tity will be dominated by changes in the cosmological
and astrophysical parameters. This is because it is com-
puted as the ratio between two simulations that have the
same initial random seed. We can see the contribution
of cosmic variance to the range of variation in the panel
III of Fig. 5. Indeed, we find that cosmic variance does
not dominated the scatter, although its contribution is
not negligible.
In Fig. 6 we show Phydro(k)/PNbody(k) again but at
different redshifts for the LH sets of both IllustrisTNG
and SIMBA. Each individual line represents the result
of one simulation. It can be seen that, at high redshift,
baryonic effects only appear at k ' 3 hMpc−1, while as
time proceeds, baryonic effects propagate to larger scales.
At z = 0, percent-level differences appear on the largest
scales that our simulations probe: k ' 0.3 hMpc−1.
4.1.4. Halo mass function
For each simulation, we compute the halo mass func-
tion as the number density of FoF halos per unit of mass.
The mass of our FoF halos includes dark matter, gas,
stars and black holes. To minimize numerical effects, we
only consider halos with more than 50 dark matter par-
ticles. The halo mass function for the 1,000 IllustrisTNG
simulations of the LH set is shown in Fig. 7. Each line
is colored according to the value of Ωm. For a given halo
mass, we observe a large range of variation in the halo
mass function that correlates very well with Ωm: the halo
mass function increases with Ωm, as expected.
The forth panel (IV ) of Fig. 4 shows the halo mass
function against the reduced halo mass, defined as
Mhalo/Ωm, where Mhalo is the FoF halo mass. We ob-
serve a much smaller range of variation when using the
reduced halo mass: from ' 25% for reduced halo masses
smaller than 1011 h−1M to 100% at 1014 h−1M. It
is interesting to observe such small range of variation in
the low mass end, considering the wide range of feed-
back strengths used in our simulations. The agreement
between the results from the SIMBA and IllustrisTNG
suites is excellent for all reduced halo masses, for both
the median values and the range of variation.
From the panel IV of Fig. 5 we can see that the
small range of variation on this quantity is dominated by
changes in cosmology and astrophysics, with the excep-
tion of the high-mass end, where cosmic variance dom-
inates. We also find that the median from the LH and
CV sets agree very well.
4.1.5. Star formation rate density
The fifth panel (V ) of Fig. 4 shows the results for the
cosmic star formation rate density (SFRD). For each sim-
ulation, we have computed the global star formation rate
per unit comoving volume. We interpolate the measure-
ments in 10,000 bins from z = 0 to z = 10, then compute
the median and 16-84 percentiles for each simulation set.
We find that the SFRDs of the IllustrisTNG and
SIMBA sets overlap at all redshifts, with some interest-
ing differences. At low redshift, the median SFRD of
the SIMBA simulations is ' 30% higher than that of the
IllustrisTNG simulations, though well within the range
of variation. In this case, the range of variation in the
IllustrisTNG simulations is larger, at all redshifts, than
the one in SIMBA.
The panel V of Fig. 5 shows that cosmic variance only
contributes a small fraction to the range of variation of
the SFRD, at any redshift. While the medians of the LH
and CV sets agree well at low redshift, they significantly
differ at high-redshift. This indicates that some extreme
models may induce long tails in the distribution of SFRD
at high-redshifts.
4.1.6. Stellar mass function
We have computed the stellar mass function as the
number density of galaxies per unit stellar mass. We
consider as a galaxy any subhalo with non-zero stellar
mass identified by SUBFIND. For each simulation, we
compute the stellar mass function using 10 bins equally
14 Villaescusa-Navarro, Angle´s-Alca´zar, Genel, et al.
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
P
h
y
d
ro
(k
)/
P
N
−
b
od
y
(k
)
IllustrisTNG : z=0 IllustrisTNG : z=2 IllustrisTNG : z=5
100 101
k [hMpc−1]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
P
h
y
d
ro
(k
)/
P
N
−
b
o
d
y
(k
)
SIMBA : z=0
100 101
k [hMpc−1]
SIMBA : z=2
100 101
k [hMpc−1]
SIMBA : z=5
Figure 6. Ratio between the matter power spectrum from hydrodynamic simulations to that of their N-body counterparts. Each panel
shows the results for either the IllustrisTNG LH set (top row) or the SIMBA LH set (bottom row) at redshifts z = 0 (left column), z = 2
(middle column), and z = 5 (right column). The strength of feedback processes is varied over a wide range in CAMELS, giving rise to
a large variation in the matter power spectrum ratio. It can be seen how astrophysical effects start on small scales at high redshift and
propagate to larger scales at lower redshifts.
109 1010 1011 1012 1013
Mhalo [h
−1M¯ ]
10-17
10-16
10-15
10-14
10-13
10-12
10-11
10-10
H
M
F
[M
−1 ¯
h
4
M
p
c−
3
]
Figure 7. Halo mass functions for the 1000 IllustrisTNG LH sim-
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very large range of variation (>1 dex) that strongly correlates with
Ωm. This variation is greatly reduced if the halo mass function is
plotted against the reduced halo mass, Mhalo/Ωm, instead of halo
mass Mhalo (see panel IV of Fig. 4).
spaced in log from 109 to 5× 1011 h−1M and show the
median and 16-84 percentiles in the sixth panel (V I) of
Fig. 4.
The means of both sets agree well, with the exception
of the low mass end, where the SIMBA set is slightly
higher. As with the SFRD, the IllustrisTNG simulations
exhibit a larger range of variation for all stellar masses
than the SIMBA simulations. In both cases, the typi-
cal range of variations is ∼ 0.5− 1 dex, which is similar
to that seen in a previous study that explored differ-
ent types of variations around the original IllustrisTNG
model (Pillepich et al. 2018a).
From the panel V I of Fig. 5 we can see that the me-
dians of the LH and CV sets agree very well. The range
of variation of the stellar mass function is dominated by
changes in cosmology and astrophysics, although cosmic
variance plays an important role in the high-mass end.
4.1.7. Baryon fractions
For each FoF halo in the simulations, we compute its
baryon fraction as fb = Mb/Mhalo, where Mb and Mhalo
are the baryonic and total FoF halo mass, respectively;
the baryonic mass includes gas, stars, and black holes
whilst the total halo mass additionally includes dark mat-
ter.In this case, we only consider halos with more than
50 dark matter particles.
We compute the median and 16-84 percentile range of
the baryon fraction of all halos in bins of halo mass. As
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with the halo mass function, we find more convenient to
work with the reduced FoF halo mass, Mhalo/Ωm. We
show the results on the seventh panel (V II) of Fig. 4.
Note that we have normalized the baryon fraction in each
simulation by the corresponding cosmic mean, Ωb/Ωm.
This quantity exhibits the largest difference between
the two simulation sets. For reduced halo masses below
∼ 1011 h−1M, the results of the LH simulation sets do
not overlap. For the full range of reduced halo mass con-
sidered, the baryon fractions of the SIMBA simulations
are always below those of the IllustrisTNG simulations.
These differences arise because of the different feedback
implementations and parameter variations. The range
of variation of the SIMBA set is comparable to that of
the IllustrisTNG set for almost all reduced halo masses.
However, in both simulation sets we observe the same
trend with halo mass: low baryon fractions for low re-
duced mass halos (∼ 1010 h−1M), increasing to reach
peak values around ∼ 1012 h−1M, and decreasing for
higher mass halos.
Since baryon fractions are lower in the SIMBA set, we
expect gas to be distributed in a more uniform manner
compared to IllustrisTNG set, which should correspond
to a lower amplitude of the gas power spectrum. This is
in agreement with the aforementioned results for the gas
power spectrum. The panel V II of Fig. 5 shows that
the medians of the LH and CV sets of IllustrisTNG are
in good agreement within the range of variation. The
contribution of cosmic variance to the range of variation
is very small for all halo masses, with the exception of
the high-mass end.
4.1.8. Halo temperature
We compute the average halo temperature for each
halo in all the simulations. In this case, we use Spherical
Overdensity (SO) halos, where the halo radius is defined
such that the mean enclosed density is equal to 4c times
the critical density of the Universe. We adopt 4c from
spherical collapse calculations as in Bryan & Norman
(1998). We compute the average gas temperature of a
halo as
T¯halo =
∑
i∈halo Timi∑
i∈halomi
, (11)
where mi and Ti are the mass and temperature of gas
particle i belonging to the halo. We then consider 10
bins logarithmically spaced from 1012 to 1014 h−1M
and compute the median and 16-84 percentiles of the
temperature of halos in each mass bin. The results are
shown in the panel V III of Fig. 4.
As expected, we find that the median halo temperature
increases with halo mass, for both the IllustrisTNG and
SIMBA sets. We find that halo temperatures, at fixed
mass, are systematically higher in SIMBA in comparison
with IllustrisTNG. The range of variation in the SIMBA
simulation set is also larger than in IllustrisTNG, partic-
ularly for low mass halos. However, within the range of
variation, both simulation sets agree very well.
The panel V III of Fig. 5 shows good agreement
between the medians of the LH and CV sets of Illus-
trisTNG. We find that cosmic variance is responsible for
most of the range of variation observed at all halo masses.
4.1.9. Galaxy sizes
We now consider different galaxy properties, starting
with galaxy sizes. We define the size of a galaxy as the
radius at which a subhalo contains half of its stellar mass.
We take 10 bins equally spaced in log from 109 to 5 ×
1011 h−1M in stellar mass and assign each galaxy radius
to its stellar mass bin. We then compute the median and
16-84 percentiles. We show the results in the panel IX
of Fig. 4.
We find that SIMBA galaxies are, on average, larger
than those in IllustrisTNG, with the exception of galax-
ies with low stellar masses. The range of variation in
the SIMBA simulation set is, in general, smaller than in
IllustrisTNG. At almost all stellar masses, the full 16-84
percentile range of the two simulation sets overlap, while
for galaxies with stellar masses around 4× 1010 h−1M
the mean in SIMBA is almost at the 84% tail of the Il-
lustrisTNG simulations.
From the panel IX of Fig. 5, we can see that the
difference between the medians of the LH and CV sets
in IllustrisTNG is within the range of variation. Also
for this quantity, cosmic variance itself can explain most
of the range of variation seen when comparing to the
LH set. We emphasize that the way we compute cosmic
variance automatically incorporates the intrinsic scatter
expected in this, and the subsequent galaxy scaling re-
lations. Thus, while we expect that changes in cosmol-
ogy and astrophysics may modify the mean and median
of these scaling relations, the intrinsic scatter may be
larger than these differences. We defer the study of the
systematic changes in mean and medians as a function
of cosmology and astrophysics to future work.
4.1.10. Galaxy black hole masses
For each galaxy we compute the total mass contained
in all black holes gravitationally bound to it. We take 10
bins equally spaced in log from 109 to 5×1011 h−1M in
stellar mass and assign each galaxy total black hole mass
to its stellar mass bin. We then compute the median and
16-84 percentiles, with the results shown in the panel X
of Fig. 4.
We find good agreement between the median black
hole masses of both simulation suites; however those
for the SIMBA set drop quickly for stellar masses be-
low ∼ 5 × 109 h−1M, owing to the black hole seed-
ing model (Dave´ et al. 2019; Thomas et al. 2019); this
feature is not observed in the IllustrisTNG set. Both
sets overlap at all stellar masses, with the exception of
the lower stellar mass range. The range of variation in
the IllustrisTNG set is larger than that of SIMBA at
stellar masses < 5 × 1010 h−1M but they are compa-
rable at higher masses. See Habouzit et al. (2020) for a
comprehensive comparison of black hole properties in the
original IllustrisTNG and SIMBA as well as other recent
cosmological simulations.
The panel X of Fig. 5 shows that most of the range
of variation observed in the LH simulations is due to
cosmic variance (that incorporates the contribution from
intrinsic scatter), in particular for low-mass halos. On
the other hand, the agreement between the medians of
the LH and CV sets is very good and within the scatter
due to cosmic variance.
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4.1.11. Galaxy circular velocities
Next, we consider the maximum value of the galaxy
circular velocity, defined as
Vmax = max
(√
GM(r)
r
)
, (12)
where M(r) is the total enclosed mass within a spherical
radius r. We take 10 bins equally spaced in log from
109 to 5 × 1011 h−1M in stellar mass and assign each
galaxy maximum circular velocity to its stellar mass bin.
We then compute the mean, median, standard deviation,
and 16-84 percentiles, showing the results in the panel
XI of Fig. 4.
The median values of both sets agree very well in
the high-mass end: M∗ > 2 × 1011 h−1M. For lower
stellar masses, SIMBA galaxies have, on average, larger
maximum circular velocities than IllustrisTNG galaxies.
Combined with the size-mass relation discussed above,
this indicates complex differences in the mass distribu-
tion within galaxies between the two simulation suites.
The range of variation in the SIMBA set is, for almost all
stellar masses, larger than the one from the IllustrisTNG
simulations. The panel XI of Fig. 5 shows that the me-
dians of the LH and CV sets agree very well. Also for
this property, cosmic variance is responsible for most of
the range of variation. We remind the reader than our
cosmic variance budget incorporates the intrinsic scatter
for this relation.
4.1.12. Galaxy star formation rates
The last quantity we consider is the star formation
rate of galaxies, which we compute as the sum of the in-
stantaneous star formation rates of all the gas particles
belonging to each galaxy. Here we only consider galax-
ies with non-zero star formation rate to avoid the distri-
butions being heavily affected by fully quenched galax-
ies. We take 10 bins equally spaced in log from 109 to
5 × 1011 h−1M in stellar mass and assign each galaxy
total star formation rate to its stellar mass bin. We then
compute the mean, median, standard deviation, and 16-
84 percentiles, showing the results in the last panel (XII)
of Fig. 4.
We find a large range of variation in this quantity,
spanning up to three orders of magnitude at fixed stellar
mass. The medians of both sets agree well for low to in-
termediate stellar masses but seem to diverge at the high
mass end (although they are still consistent within the
large range of variation). The discrepancy at the high
mass end is due to a small number of galaxies with non-
zero star formation rate, while most galaxies with stellar
masses above ∼ 2× 1010 h−1M and ∼ 7× 1010 h−1M
are fully quenched in IllustrisTNG and SIMBA, respec-
tively, in agreement with previous work (see e.g. Dave´
et al. 2019; Donnari et al. 2020). Overall, within the
large range of variation, both simulations agree well.
From the last panel of Fig. 5 we can see that the me-
dians of the LH and CV sets agree very well for low mass
galaxies, while some significant deviations take place in
the high-mass end. We can also see that cosmic vari-
ance (that incorporates the contribution from the intrin-
sic scatter) is responsible for most of the range of vari-
ation that we find for this quantity, in the same way as
the other galaxy properties examined in this work.
4.2. Variations due to cosmology and astrophysics
In the previous section we have computed the median
and range of variation of 12 different properties when
varying simultaneously the initial random field and the
values of the cosmological and astrophysical parameters,
using the LH sets for both suites. We have also used
the CV sets to quantify what fraction of the range of
variation is due to cosmic variance versus changes in cos-
mology and astrophysics. We now focus our attention on
the response of two of these quantities, the matter power
spectrum and the star formation rate density, to changes
on the value of a single parameter, for which we make
use of the 1P sets.
4.2.1. Matter power spectrum
In the top two panels of Fig. 8 we show the ra-
tio between the power spectrum for each simula-
tion belonging to the 1P set to that of the cen-
tral model for each simulation suite (IllustrisTNG
in solid lines and SIMBA in dashed). The cen-
tral model represents a simulation run with fidu-
cial parameters: {Ωm, σ8, ASN1, ASN2, AAGN1, AAGN2} =
{0.3, 0.8, 1, 1, 1, 1}. We remind the reader that all the
simulations in the 1P set share the same initial condi-
tions, diminishing the effects of cosmic variance. The
value of the cosmological and astrophysical parameters
is varied in these simulations as in Table 1.
Some expected trends are recovered, e.g. the amplitude
of the matter power spectrum on large scales increases
with σ8. On large scales, and for changes on the value
of the cosmological parameters (Ωm, and σ8), the agree-
ment between IllustrisTNG and SIMBA is very good. On
smaller scales, however, the matter power spectrum re-
sponds differently in the SIMBA and IllustrisTNG suites
even for changes in the value of the cosmological param-
eters.
We find that variations in any astrophysical parameter
affect the amplitude and shape of the matter power spec-
trum. AAGN1 exhibits the weakest influence and AAGN2
also shows moderate changes, in particular for the Illus-
trisTNG simulation set. For the astrophysical parame-
ters, we find very large differences between the output
of the IllustrisTNG and SIMBA sets. For instance, de-
creasing the value of ASN2 tends to increase the ampli-
tude of the matter power spectrum on small scales in
IllustrisTNG, while the opposite trend takes place for
the SIMBA runs. It is very interesting to observe that
the velocities of both galactic winds and AGN jets (con-
nected to ASN2 and AAGN2) can imprint percent level
changes in the amplitude of the matter power spectrum
on the largest scales that we probe. However, this only
occurs in the SIMBA set while weaker effects are seen for
the IllustrisTNG set.
The largest variations on the matter power spectrum
are induced by changes in cosmological parameters rather
than astrophysics. This is expected, as the total matter
power spectrum is dominated by the clustering of dark
matter, which is expected to respond more weakly to
astrophysics (via backreaction) than to changes in cos-
mology. However, note that this is in part due to the
very large range of parameter variations for Ωm and σ8,
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Figure 8. Top two rows: Ratio between the matter power spectrum of the 1P simulations, where only one parameter is varied (while
others are fixed), and the matter power spectrum of the central/fiducial model. Results are shown for Ωm, σ8, ASN1, AAGN1, ASN2, and
AAGN2 as indicated. Solid and dashed lines correspond to the IllustrisTNG and SIMBA sets, respectively. The value of the parameters is
varied within Ωm ∈ [0.1 − 0.5], σ8 ∈ [0.6 − 1.0], (ASN1, AAGN1) ∈ [0.25 − 4.00], (ASN2, AAGN2) ∈ [0.5 − 2.0], and it is represented with
different colors: from red (lowest) to blue (highest). The largest impact on the overall amplitude of the matter power spectrum is induced
by σ8, followed by Ωm. The effect of the astrophysical parameters is mainly concentrated on small scales. Note that the IllustrisTNG and
SIMBA sets respond differently to changes in the parameters. For instance, decreasing the value of ASN2 tends to increase the amplitude
of the matter power spectrum on small scales in IllustrisTNG, while the opposite effect takes place for the SIMBA runs. Bottom two
rows: Star formation rate density (SFRD) of the 1P sets with the same setup as above. Ωm and σ8 have a large impact in the SFRD at
z > 0.5. ASN1 has a significant impact at all redshifts, while ASN2 affects significantly the SFRD at z < 4. The AGN feedback parameters
AAGN1 and AAGN2 have a minor effect in IllustrisTNG, but a noticeable impact in the SFRD for SIMBA at z < 2.
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where most of the values considered are ruled out by
current cosmological constraints.
4.2.2. Star formation rate density
We now turn our attention to the cosmic star formation
rate density. In the two bottom panels of Fig. 8, we show
the changes in the SFRD due to individual variations in
the value of the different parameters. In this case, we find
that the SFRD is significantly affected by changes in Ωm,
σ8, and ASN1 at most redshifts and by ASN2 at z < 4
in both IllustrisTNG and SIMBA. On the other hand,
AAGN1 and AAGN2 barely have any noticeable effect on
the SFRD for the IllustrisTNG set while they have a
clear effect in SIMBA at z < 2.
The SFRD also exhibits different behavior between the
IllustrisTNG and SIMBA sets. For instance, while at
z > 3 the value of the SFRD decreases with increas-
ing ASN1 for both simulations, at lower redshifts the
trends between the two simulations switch: in SIMBA,
the SFRD at z . 1.5 increases with ASN1, correspond-
ing to larger mass loading of galactic winds, suggest-
ing an enhanced supply of gas at late times owing to
“wind recycling” (e.g. Oppenheimer et al. 2010; Angle´s-
Alca´zar et al. 2017b). These results highlight the compli-
cated and rich physics involved in these simulations, with
highly non-trivial interplay between different cosmolog-
ical and feedback parameters. However, these compli-
cated non-linear effects can be learned by different ma-
chine learning algorithms, as we shall see below.
5. MACHINE LEARNING APPLICATIONS
In this section we show a few applications of machine
learning using the CAMEL simulations.
5.1. Interpolation with neural networks
We begin with a simple, yet powerful application: us-
ing neural networks as non-linear interpolators.
We illustrate this by training a neural network to pre-
dict the star formation rate density (SFRD) of a simu-
lation just taking as input the value of its cosmological
and astrophysical parameters
SFRD(z) = f(Ωm, σ8, ASN1, ASN2, AAGN1, AAGN2) .
(13)
Note that the SFRD of a given simulation is expected
to depend not only on the underlying cosmological and
astrophysical model, but also on the particular realiza-
tion considered19 (i.e. on the initial random seed). In the
fifth panel of Fig. 5 we show the median and 16-84 per-
centiles of the SFRD of 1) 27 simulations that have the
same cosmology and astrophysics (the CV set), and 2)
simulations with different cosmologies and astrophysics
(the LH set); in both cases for the IllustrisTNG model
(similar results hold for the SIMBA model). We find
that the scatter due to cosmic variance is much smaller
than the range of variation due to changes in cosmology
and astrophysics. Thus, as a first order approximation,
we neglect the dependence of the SFRD on the random
seed. Note that it is thus expected that the network will
learn to predict the SFRD for a ‘typical’ cosmological
volume.
19 We also expect stochastic noise from the nature of the simu-
lation itself.
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Figure 9. We have trained a neural network to predict the star-
formation rate density of the SIMBA LH simulations, taking as
input only the value of Ωm, σ8, ASN1, ASN2, AAGN1, and AAGN2.
The plot shows the star-formation rate density for four different
simulations that were not included in the training/validation set
(dashed lines) together with the predictions of the neural network
(solid lines). Our network is able to predict the star-formation rate
density with an accuracy of 0.12dex on average. Note that each
simulation in the data set has a different random initial seed.
We start by taking the SFRD of the 1,000 simula-
tions of the SIMBA LH set. We then sample those
SFRDs at 100 redshifts equally spaced between z = 0
and z = 7. We split that dataset into training (750),
validation (150), and test (150) sets, and train a simple
neural network to approximate the function f of Eq. 13.
We have tried different architectures and performed
a relatively wide hyper-parameter search, finding that a
model with a single hidden fully connected layer performs
better than models with more layers. The best-model is
chosen as the one with the lowest validation error. We
have tried with models having different number of neu-
rons per layer. Already with 40 neurons we achieve a
very good validation loss. However, that model provides
a test score ∼ 10% worse than our best model, which con-
tains 500 neurons in the hidden layer. The architecture
of our model is as follows:
1. Input: Cosmo+Astro parameters; 6 numbers
2. Fully connected layer; 500 neurons
3. Leaky ReLU activation
4. dropout (0.2)
5. Output: SFRD from z=0 to z=7; 100 numbers
We have used the Adam optimizer with values of the
β parameters equal to {0.5, 0.999}. We also use weight
decay with a value of 10−7. Learning rate is set at 2 ×
10−4, and we train the model for 15,000 epochs.
The network achieves an accuracy δ = 0.12dex in pre-
dicting the SFRD just from the value of the cosmological
and astrophysical parameters, where the accuracy is de-
fined as
δ =
√〈
[log10(SFRDpredicted)− log10(SFRDtrue)]2
〉
,
(14)
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Figure 10. We take the trained neural network and use it to predict how the SFRD responds to changes to a single parameter. The input
to the network is the fiducial value of all parameters with the exception of one, that varies from almost the minimum (red) to almost the
maximum (blue). The black line shows the prediction for the fiducial model. These curves can be directly compared with the dashed lines
of the bottom panels of Fig. 8. We find that the neural network, even if trained on data where all the parameters are varied at the same
time, is able to capture the response of the SFRD to individual parameters as in the full hydrodynamic simulations.
where the average runs over realizations and redshifts.
We have repeated the same exercise with the simulations
from the IllustrisTNG LH set and, in that case, we obtain
a slightly better accuracy: δ = 0.106dex. This is because
the SFRD of the SIMBA simulations are noisier than
those from IllustrisTNG, namely they are less smooth
(Iyer et al. 2020).
We show an example of the performance of the net-
work in Fig. 9, where we display four random SFRDs
from the test set, together with the prediction from the
network. As can be seen, the network is able to capture
the general trend very well in all cases. The individual
SFRDs exhibit significant high-frequency variability in
some redshifts, which the network is not able to capture
as that arises mainly due to cosmic variance.
The ' 30% accuracy reached by our network should
be compared with the scatter due to cosmic variance,
of around 20% (see panel V of Fig. 5). That ∼ 20%
scatter represents the minimum error our network can
achieve, since it is trained without any variable that can
account for the effects of cosmic variance such as the
initial density field. This shows that our network achieves
a good accuracy. More training, hyperparameter tuning,
and in particular more data, can improve the network
accuracy even further.
Finally, once the network has been trained, it can be
used for understanding the dependence of the SFRD on
the parameters. For instance, we can use the network to
predict the SFRD for the fiducial value of the cosmologi-
cal and astrophysical parameters, and then, when chang-
ing the value of a single parameter while keeping fixed the
values of the others. This is illustrated in Fig. 10, which
can be directly compared with the dashed lines in the
bottom rows of Fig. 8, where the actual measurements
from the 1P SIMBA set are shown. We find that the
neural network has learned the correct dependence on
the parameters, e.g. whether the amplitude of the SFRD
increases or decreases when varying a given parameter.
We note that the comparison between the actual mea-
surement from the SIMBA 1P set and the prediction of
the network may not be perfect; this happens because
the network has been trained to predict the mean value
of the SFRD, while the actual measurements from the
simulations are affected by cosmic variance.
In the future, this approach can enable a fast and ac-
curate exploration of the parameter space that can be
used for selecting the cosmological and astrophysical pa-
rameters needed to reproduce a given observable. Other
possibility is to use active learning to select point in pa-
rameter space that reproduce a set of observations, such
as the stellar mass function and star-formation rate den-
sity.
5.2. Constraining parameters
We now present what can be seen as the inverse ap-
plication of the previous case: constraining the value of
the cosmological and astrophysical parameters from mea-
surements of an observable. In this case, we take the star
formation rate density as our observable, and our goal is
to use neural networks to approximate the function
~θ = f(SFRD(z)), (15)
where ~θ = {Ωm, σ8, ASN1, ASN2, AAGN1, AAGN2}. We
note that our goal is not to get the full posterior on the
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Figure 11. We train a neural network to predict the value of the cosmological and astrophysical parameters from measurements of the
star formation rate density (SFRD) from z = 0 to z = 7, taken from the SIMBA LH set. Each point represents the predicted value of the
parameter from the neural network against its true value. The red solid line represents predicted=true; the closer the points to the line the
more accurate the prediction. We find that with measurements of the SFRD we are able to predict the value of Ωm, σ8, ASN1 and ASN2,
but not AAGN1 and AAGN2.
value of the parameters, but simply find the value of the
parameters that maximize the likelihood function.
The data we use is the same as in section 5.1: 100
values of the SFRD equally spaced from z = 0 to z =
7 from the SIMBA LH set. The manner in which we
normalize the value of the parameters and the SFRD is
also the same as in the previous section. The architecture
of our network is:
1. Input: SFRD; 100 values equally spaced from z = 0
to z = 7
2. Fully connected layer: 500 neurons
3. Leaky ReLU activation; 0.01
4. Dropout
5. Fully connected layer: 500 neurons
6. Leaky ReLU activation; 0.01
7. Dropout
8. Fully connected layer: 500 neurons
9. Leaky ReLU activation; 0.01
10. Dropout
11. Fully connected layer: 6 neurons
12. Output: 6 numbers; value of the cosmo+astro
params
We have tried with different values for the dropout
rate, but we found that setting it to zero yields good
validation scores. We have however tuned the value of
the weight decay to achieve the best validation scores; the
optimal value was found to be 2×10−3. We use a learning
rate equal to 10−4 and we use the Adam optimizer with
~β = {0.5, 0.999}
The dataset was split into training (750 simulations),
validation (150 simulations), and test (150 simulations)
sets. After training, we use the network to predict the
value of the cosmological and astrophysical parameters
for each of the 150 SFRD of the test set. We show the
results in Fig. 11.
The network is able to constrain the value of Ωm, σ8,
ASN1 and ASN2, while it cannot determine the value of
AAGN1 and AAGN2. This is expected as we saw in the
bottom panels of Fig. 8 that AAGN1 and AAGN2 have
a very weak effect on the SFRD in the SIMBA suite
(the effect is also very weak on the IllustrisTNG suite).
We find that the network can constrain the value of Ωm,
σ8, ASN1 and ASN2 with an error equal to 0.055, 0.051,
0.55 and 0.25, respectively, where the error δi on the
parameter θi is defined as
δi =
√∑
j
(
θiTrue,j − θiNN,j
)2
, (16)
where j runs over all realizations of the test set. We note
that the constraints are not particularly tight, but it is
important to keep in mind that our data arises from sim-
ulations with a very small volume of (25 h−1Mpc)3 and
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with a different initial random seed for each realization,
giving rise to significant scatter from cosmic variance.
We note that the error on a parameter may depend on
its actual value. Thus, by using Eq. 16 we are comput-
ing an average error. Ideally, for each point in parameter
space we would like to compute the error by calculat-
ing the scatter on the network prediction from multiple
SFRD with the same cosmology and astrophysics. In
cases where this option is not available (e.g. simulations
are too expensive), a different possibility is to estimate
the errors using Bayesian neural networks (Blundell et al.
2015; Bishop 1997; Neal 1993; Mullachery et al. 2018).
This method represents a powerful way to constrain
the value of the parameters in cases where it is not obvi-
ous how to write down a likelihood function and where a
large number of simulations are needed to compute some
of its ingredients, e.g. the covariance matrix. Combin-
ing different observables, e.g. the star formation rate
density with the matter power spectrum and the stellar
mass function, is trivial using this method, while it may
be very difficult to write down the likelihood function
for that observable vector. We emphasize that more so-
phisticated methods, that also output the posterior dis-
tribution, have been recently developed (see for instance
Alsing et al. 2019).
5.3. Symbolic regression
Neural networks can approximate a very general set
of functions. Their strength relies on the fact that they
work without the need to know the underlying function;
only samples from that function are needed. Once a neu-
ral network has been trained, it will produce an output
for a given input. Unfortunately, knowing what exactly
the neural network is doing may be complicated, and in
some situations almost impossible.
In some cases, it is better to have an analytic function
that describes, or at least approximates, the relationships
of interest within data (see e.g. Cranmer et al. 2020).
Furthermore, in general, analytic expressions extrapo-
late better than neural networks20. There are different
techniques that can be used to derive analytic expres-
sions that capture the structure or relations in a given
data. In this subsection we make use of genetic program-
ming to find an analytic function that approximates the
relation between the SFRD in IllustrisTNG suite and the
value of the parameters and redshift:
SFRD = f(z,Ωm, σ8, ASN1, ASN2) . (17)
Note that we have dropped the dependence with AAGN1
and AAGN2, as we have shown that for the IllustrisTNG
suite it is very weak.
The way genetic programming works is as follows.
First, the user chooses a set of different functions to use,
e.g. sum (+), multiplication (·) or sinus (sin). Next, a set
of random combinations of functions, variables, and con-
stants is created, e.g. sin(3 · x+ 2.789). Those functions
are then evaluated on the dataset and the functions that
perform better are more likely to go to the next gener-
ation. If a function is chosen to go into the next gen-
eration, it can experience different possibilities. It can
cross-over with other function, it can randomly mutate
entirely or a part of it, or it can go unchanged. All the
functions in the new generation are evaluated as before
and some will go into a new generation. This process
is repeated for several generations until the underlying
function, or an approximation of it, is found.
We have used Eureqa code21 to carry out the cal-
culation22. For the function set we have chosen:
+,−,×,÷, log, exp, ab. For the operators +,−,×,÷ we
use a complexity23 equal to 1, while for the other opera-
tors we set it to 2. We trained for approximately 250,000
generators, and stopped our search once the stability and
maturity achieved a level above 50%. We tried the previ-
ous procedure several times, to test the code on different
initial random states.
For each simulation of the IllustrisTNG LH set we have
measured the SFRD. We have then split the data into
two sets, a training set containing 700 realizations and
a test set with 300 measurements. We do not make use
of a validation set as we do not tune the value of the
hyper-parameters. Our input to the code is the value of
the redshift, Ωm, σ8, ASN1 and ASN2, while the output
is the log10 of the SFRD.
We have found three expressions that are short enough
to be useful while at the same time achieve a good accu-
racy on both the training and test sets:
log10(SFRD) =−
1.777 + σ8ASN2
1 + z
− (1 + z)
(
0.365
σ8
− 0.559Ωm + 3.57× 10−3 ASN1
Ωmσ8
)
+ 0.39ASN1 (18)
log10(SFRD) =
0.696
(1 + z)ASN2
− (1 + z)
(
0.0389
Ωm
+
0.379
σ8
)
− 1.333 + 2.317 log(1 + z)−A0.391SN1 (19)
log10(SFRD) =
0.692A0.458SN1
(1 + z)ASN2
− (1 + z)
(
0.038
Ωm
+
0.425
σ8
)
+
0.36
σ8
− 1.631 + 2.534 log(1 + z)− 1.21A0.406SN1 (20)
20 It is known that in general, neural networks do not generalize
well, and can learn undesired things like priors on the data they
are trained on.
21 https://www.nutonian.com/products/eureqa/
22 The publicly available package PySR, https://github.com/
MilesCranmer/PySR, achieves a very similar performance on the
same task.
23 Complexity is an integer number that is associated to each
operator. It is used to penalize more complex operations, e.g. sin,
over more standard ones, e.g. +. It is a free parameter that the
user needs to specify; being its value very problem-specific.
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Figure 12. We use genetic programming to find analytic expres-
sions that relate the star-formation rate density from the Illus-
trisTNG simulations with the value of redshift, Ωm, σ8, ASN1
and ASN2. We show these expressions in Eqs. 18, 19, and 20.
This plot shows the error at a given redshift, defined as δ(z) =√〈[
log10(SFRDpredicted(z))− log10(SFRDtrue(z))
]2〉
. Our ana-
lytic expressions achieve average accuracies between 0.16 and 0.195.
Note that neural networks were able to get an error equal to 0.105.
These expressions achieve a 0.19, 0.18 and 0.16 ac-
curacy, respectively, on both the training and test
sets, where the accuracy is defined as in Eq. 14;
log10(SFRD)prediction is now the output of the symbolic
regression equation. We emphasize that our criteria
to chose these expressions over the others is that they
achieve a low training accuracy while, at the same time,
being compact enough. We find that longer expressions
are barely more accurate, while shorter expressions have
a significant lower accuracy.
We note that the neural network we trained in Sec. 5.1
on the same simulations achieved a δ = 0.106 accuracy.
In Fig. 12 we show the accuracy each expression achieves
as a function of redshift. As can be seen, the accuracy of
the expressions depends on redshift. Eq. 20 is the most
accurate and the one that shows less dependence with
redshift. The accuracy of Eq. 18 exhibits the strongest
dependence with redshift, and overall is the least accu-
rate.
Whilst these expressions perform worse than the neural
network, their analytic form can be very useful for under-
standing the dependence of the SFRD on each parameter,
and the interactions between the different parameters.
For example, in Eq. 19, the role of ASN1 is purely that
of a normalization constant, while in Eqs. 18 and 20 it
provides an additional redshift dependence (though very
weak one in Eq. 18). This feature may be responsible for
the overall better accuracy of Eq. 20, in particular at low
redshift.
We note that it is always possible to get more accu-
rate expressions at the expense of having longer formulae,
or to include more diverse operators (e.g. trigonometric
functions). Our purpose here is to show that simple and
short formulae can be derived that quite accurately cap-
ture the dependence on the different parameters. Sym-
bolic regression can be used to derive accurate analytic
expressions on physical processes where the dimension-
ality is relatively small. These equations can help us un-
derstanding the physics behind these complex processes.
5.4. Generative models
We now turn our attention to generative models. Up
to now, we have been using supervised learning, i.e. we
had an input and an output, and we used neural net-
works to find the mapping between the two. Now, we
consider unsupervised learning, where we have unlabeled
data drawn from some underlying distribution, and our
goal is to generate new samples from that distribution.
We work with temperature maps from the Illus-
trisTNG LH simulation set, created as follows. For each
simulation, we take slices of width 5 h−1Mpc along the
X-, Y- and Z- axes, extracting a total of 15 slices for each
realization. For each slice we assign the following quan-
tities to two 2D regular grids with 250× 250 pixels each:
Tm and m, where T and m are the temperature and
mass of each gas particle. Quantities are assigned to the
grid by performing a single line integral perpendicular to
the image plane for each pixel
A2D(~x) =
∫
l
A3D(~x, l)dl (21)
where A2D and A3D are the considered quantities on the
projected plane and in 3D, respectively. ~x is the position
on the grid, while l goes in the direction perpendicular
to the plane. In calculating the integral, we assume that
each gas cell is a uniform-density sphere with a radius
equal to its distance to its 64th closest dark matter par-
ticle. The temperature maps are then created by dividing
the field with Tm over the field with m. We then ran-
domly take regions with 64× 64 pixels over these maps.
These temperature maps represent our training data. In
total, our dataset consists in more than 135,000 images
that we enlarge by using data augmentation.
We show examples of these maps in the upper part of
Fig. 13. As can be seen, these maps cover a very rich
variety of appearances, from very empty regions corre-
sponding to voids, to filaments and rich galaxy groups.
Note also the wide range in astrophysics parameters we
cover: whilst in some cases gas is relatively smooth and
homogeneous, in others large ‘bubbles’ induced by feed-
back are also visible.
Our goal is to identify a low-dimensional manifold in
which this data lives, and by sampling from that man-
ifold, create new images that have the same statistical
properties as the original ones. To carry out this task
we have used generative adversarial networks (GANs)
(Goodfellow et al. 2014). We emphasize that the gener-
ated images will be sampled from the underlying mani-
fold that contains not only the different elements of the
cosmic web, but also the different values of the cosmo-
logical and astrophysical parameters. In other words,
a generated image does not have a label attached to it
with the value of the cosmological or astrophysical pa-
rameters.
We have two networks, the generator and the discrimi-
nator. The mission of the generator is to generate images
with the same properties as the real ones. On the other
hand, the discriminator’s role is to distinguish real from
fake images. As the discriminator improves at perform-
ing its task, it forces the generator to produce better
images in order to fool it.
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Figure 13. Top: 2D gas temperature projections of regions of 6.4 × 6.4 × 5 (h−1Mpc)3 from the IllustrisTNG LH set. Bottom: Fake
temperature images generated by our generative adversarial network (GAN). Our network not only produces images that visually resemble
the true ones, but also they share very similar statistics, in terms of probability distribution function and power spectrum, as the ones from
the simulations. We show the images in black and white, instead of the color palette employed in the top row of Fig. 3, since that allows
us to better capture the dynamical range of the images. From now on, we will use black and white to show images.
The input to the generator is a random vector from a
100-dimension space (also known as latent space24) that
is sampled using a multivariate Gaussian distribution
with unit covariance matrix. We outline the architec-
ture of the generator and discriminator in the appendix
A. We train both networks using the Adam optimizer
with a learning rate of 2× 10−4.
We show images generated by our GAN in the bot-
tom part of Fig. 13. From their visual aspect, it is hard
to distinguish the real from the fake images. Note that
the GAN is able to produce images from a large vari-
ety of environments. It is also very interesting to note
how the GAN produces images with such level of de-
tail. For instance, black points can be seen in the real
images showing the temperature around massive halos.
24 The connection of this abstract space to the physical proper-
ties of the temperature maps is not trivial. It is however expected
that the generator will use the coordinates of points in this space
to create temperature fields with a given properties.
Those black dots correspond to star-forming gas resid-
ing in galaxies. The fake images generated by the GAN
also contain these black points, showing the quality of
the generated images.
One well-known problem with GANs is mode collapse;
the generator learns to produce only a subset of images.
In other words, the generator collapses the underlying
distribution to a few peaks. This is clearly undesirable.
One standard test to check whether our GAN suffers from
this is to interpolate two points in latent space, and see
what the generated images look like. If there is mode
collapse, one would expect that the reconstructed im-
ages will not vary smoothly. We have performed this
test and show the results in Fig. 15. As can be seen, we
do not find evidence for our latent space to have collapsed
(at least for the considered trajectories); the interpola-
tion between images is smooth and realistic. We have
repeated the above exercise for many different images,
and in all cases we find a smooth interpolation. This in-
dicates that our GANs should not be heavily affected by
24 Villaescusa-Navarro, Angle´s-Alca´zar, Genel, et al.
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Figure 14. We compute the power spectrum and the probability distribution function (PDF) of 15,000 real (red) and fake (blue) 2D
temperature maps from the IllustrisTNG LH set. The left panel displays the mean and standard deviation of the power spectrum from
individual maps while the right panel shows the PDF of all maps together. Bottom panels show the ratios. Our generative network is able
to generate temperature maps whose statistical properties match very well those of the real maps.
Figure 15. We take different generated images from Fig. 13 (first
and last column) and interpolate them in latent space (each row).
The figure shows the smooth transition between the two images,
where each interpolated figure represents a temperature field with
the proper statistical properties. This test reinforces our belief that
our GAN does not suffer of mode collapse.
mode collapse, if any at all.
Whilst the images generated by the GAN look very re-
alistic and almost indistinguishable from the real ones,
it is important to quantify the agreement between both
data sets using some summary statistics. Here we con-
sider two: the temperature power spectrum and the tem-
perature PDF. For each image in the training set we have
computed the temperature power spectrum, as well as
that from 15,000 fake images. We have then computed
the mean and standard deviation of each set. We show
the results in the left panel of Fig. 14. We find an ex-
cellent agreement between the results from the real and
fake images: results agree at the ∼ 15% level on scales
from k = 1 hMpc−1 to k = 30 hMpc−1. Not only the
mean values agree well, but also the scatter.
Next we evaluate the PDFs of the two sets. We have
considered 300 bins equally spaced in log T between 1.6×
103 and 4.9× 107 K. We then compute the total number
of pixels that fall inside each bin using all the images in a
set (either real or fake), normalizing the numbers in each
bin by the total number of pixels in all images. We show
the results in the right panel of Fig. 14. We also find an
excellent agreement (∼ 25%) between both distributions
over almost 4 orders of magnitude in temperature.
We conclude that our GAN is able to produce temper-
ature images that resemble very well those from the sim-
ulations, both visually and when using summary statis-
tics. We emphasize that the GAN we have trained in this
work, will produce temperature maps with an unknown
cosmological and astrophysical model. One can think
in more useful applications than the one illustrated in
this paper. For instance, GANs can be used to generate
temperature fields, and/or stellar mass fields, inside and
around halos. In this case, one can use conditional GANs
(Mirza & Osindero 2014) to generate those fields for a
given cosmology, astrophysics and halo mass. This will
be a way to paint physical fields on top of dark matter
halos from cheap N-body simulations taking into account
the scatter from the true distribution.
5.5. Dimensionality reduction
In this section we show one application of dimensional-
ity reduction by training autoencoders on projected tem-
perature fields.
While traditional machine learning techniques such as
Principal Component Analysis (PCA) can be used to re-
duce the dimensionality of generic data, its performance
on complex data may not be satisfactory. Autoencoders,
on the other hand, make use of neural networks that,
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while more difficult to train, can approximate generic
non-linear functions; autoencoders can be seen as non-
linear PCA methods.
The idea behind an autoencoder is to reconstruct the
input, which can be an array, an image, a 3D field or
any other tensor, by first lowering its dimensionality. If
we look at the temperature fields from Fig. 13, we can
see that there is an underlying structure in the data, in
form of pixel correlations on different scales. Thus, while
the number of pixels in those images is 64 × 64 = 4096,
the number of independent numbers needed to reproduce
(or approximate with high accuracy) a particular image
is expected to be much lower.
Autoencoders try to find a lower dimensionality rep-
resentation of the data (the bottleneck), from which the
original image can be reconstructed as closely as possible.
Some class of autoencoders are widely used as generative
models (e.g. variational autoencoders); once the lower di-
mensionality representation is found, new images can be
generated by sampling it.
Here we are interested in reducing the dimensional-
ity of the temperature maps and investigating whether
the found lower dimensionality manifold also encodes
maps from different cosmologies and astrophysics mod-
els. More specifically, we train a simple autoencoder
on temperature fields from the IllustrisTNG CV set of
27 simulations at fixed cosmology and astrophysics. We
then pass temperature maps from simulations with very
different cosmologies and astrophysics to the autoen-
coder to see how well it can reconstruct these images.
We show the architecture of our autoencoder and de-
scribe the details of the training procedure in the ap-
pendix B. The loss of our autoencoder is simply
L = 1
Npixels
Npixels∑
i=1
(log10 Ti − log10 T˜i)2 , (22)
where log10 Ti and log10 T˜i are the values of the normal-
ized log 10 of the temperature field of the original and
reconstructed i pixel, respectively. We construct temper-
ature fields from the 27 realizations of the IllustrisTNG
CV set. In order to increase our dataset, we allow the
maps to overlap in space (i.e. the 3D slices we use to cre-
ate the maps can partially overlap). We split that data
into 3 sets: training, validation, and testing. We carry
out data augmentation (i.e. rotations and flipping of the
images) to further enhance the dataset.
Once the autoencoder has been trained, we use the
maps from the test set25 and compute the reconstruction
error as in Eq. 22. In Fig. 16 we show the distribution
of the reconstruction error. We find that the maximum
reconstructed error is around 1.3× 10−3, while the peak
of the distribution takes place around 5× 10−4.
With the autoencoder trained, we feed it with temper-
ature maps from the IllustrisTNG LH set, in which the
values of the cosmological and astrophysical parameters
are varied and hence are different from those of the Illus-
trisTNG CV set simulations the autoencoder was trained
on. Since the autoencoder has been trained on temper-
ature maps with fixed cosmology and astrophysics, one
25 We find no differences in the results if we use maps from
training, validation or all maps together.
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Figure 16. Once the autoencoder is trained, we compute the re-
construction error (Eq. 22) for each image of the test set from the
IllustrisTNG CV set. The blue line shows the PDF of that recon-
struction error. We then use images from the IllustrisTNG LH set
(i.e. simulations with different cosmologies and astrophysics than
those used to train the model). The PDF of the reconstructed error
from those images is shown in red. As can be seen, the autoencoder
reconstructs images with different cosmologies and astrophysics as
well as those from the fiducial model. The green line shows the re-
sults when images from the CAMELS logo (see Fig. 18) are used.
In this case, the reconstruction error is much larger, pointing out
that these images are anomalous.
may expect that when using it to reconstruct temper-
ature fields with different cosmologies and astrophysics
models, it may not perform as well.
In Fig. 17 we show examples of the input and recon-
structed images. We note that our autoencoder is trained
on 64× 64 pixel images, while the images shown in Fig.
17 have 250 × 250 pixels; this is achieved by splitting
the big images into small ones and input those into the
autoencoder. As can be seen, from visual inspection the
reconstruction is quite good. It is however noticeable
how the reconstructed image is somewhat blurrier and it
cannot get the very small scale structure right. This can
be seen in the distribution of black points, which corre-
spond to star forming regions, that are missing in the
reconstructed images.
Of greater interest is the distribution of the recon-
structed errors for these images, which is shown with
a red line in Fig. 16. We find that the autoencoder can
reconstruct these images with the same accuracy as those
it was trained on. Whilst the distribution is slightly dif-
ferent, i.e. the tails and peak differ in the two cases, the
maximum reconstruction error is very similar in both
cases. We have repeated the same exercise using tem-
perature maps from the EX sets (i.e. simulations with
extreme values for the efficiency of the astrophysical pro-
cesses), reaching the same conclusions as with the maps
from the LH set. Furthermore, we have also use temper-
ature maps from the SIMBA suite (all different sets), and
we find that the autoencoder reconstruct these images as
accurately as the IllustrisTNG suite.
This is somewhat surprising, as one may have na¨ıvely
expected that different astrophysical models, e.g. very ef-
ficient AGN or supernova feedback, may have produced
a different morphology of the temperature field that the
autoencoder would not have been able to reconstruct.
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Figure 17. We have trained an autoencoder on projected tem-
perature fields from the IllustrisTNG CV set (fixed cosmology and
astrophysics). We then use it on projected temperature fields from
the IllustrisTNG LH set (different cosmologies and astrophysics).
The above panels show the results; the left/right columns show the
true/reconstructed maps. Our autoencoder is able to reconstruct
temperature fields from different cosmologies and astrophysics with
the same accuracy as the ones from the fiducial model it was trained
on (see Fig. 16). See text for details.
These results indicate that the simulations run with the
fiducial model contain a set of images rich enough to be
able to find a lower dimension manifold that is general
enough to embed maps from other cosmological and as-
trophysical models.
This statement depends sensitively on the size of the
bottleneck. In our autoencoder, the size of the bottleneck
is set to 500 neurons, i.e. ' 10% of the size of the original
image. Larger bottlenecks will allow a better reconstruc-
tion of the maps, but data compression will be smaller.
We have trained the same autoencoder but with a bottle-
neck that contained only 100 neurons. In this case, the
reconstructed images were much blurrier, but our con-
clusions did not change: even if trained only on images
of the CV set, the autoencoder could reconstruct images
from other models with the same accuracy.
One possible explanation of this behavior is that our
autoencoder has learned to compress general images,
namely that it will be able to reconstruct any image, in-
dependently of its nature. This is not what we are after,
as we are interested in finding a lower dimension mani-
fold that captures the structure of our data. In order to
test this hypothesis, we have fed the autoencoder with
data whose nature is very different from the temperature
maps it has been trained on: the CAMELS logo.
In Fig. 18 we show the original logo on the left and its
reconstruction on the right. Also in this case the split the
big image into 64 × 64 pixels regions that we input into
the autoencoder. Visually, the reconstructed logo looks
attractively similar to the original, even though it has
features, like camel hair, equations, diagrams of artificial
neural nets, etc., which the autoencoder has never seen.
More quantitatively, the green line of Fig. 16 shows the
distribution of the reconstruction errors for this image.
In this case, we find that around 30% of the images have a
good reconstruction loss, while 70% of them have much
larger reconstructed errors than anything produced for
the temperature maps.
Visual inspection of the maps shows that the good
reconstructed errors correspond to pixels in the black
background of the image, while all images that lie in the
body of the camel or the letters, exhibit a large recon-
structed error. This demonstrates that the autoencoder
has learned a manifold that captures the structure of the
temperature maps, not just a general way to compress
images.
Representation learning is a branch of deep learning
that aims, among other things, to understand the mean-
ing of the neurons in the bottleneck. It will be interesting
to apply it to our case, and try to understand the phys-
ical meaning of the numbers in the bottleneck, and the
reason of its apparent universality.
As we have shown with a rather extreme example,
autoencoders can also be used to identify anomalies.
Anomalies may be very hard to find, as they may show
up as deviations in a high dimensional space. However,
they may also carry with them a huge signal-to-noise ra-
tio, that can allow to rule out an entire theory.
6. SUMMARY AND DISCUSSION
In this paper, we have introduced the Cosmology
and Astrophysics with MachinE Learning Simulations
(CAMELS) project. We now summarize and discuss the
main aspects of CAMELS and this presentation paper.
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Figure 18. We input the CAMELS logo (left panel) into our autoencoder trained on temperature maps. The reconstructed image is
shown on the right panel. Whilst the autoencoder is able to reconstruct the logo very well, we find that the reconstruction error for any
part that is not the background is larger than anything for the temperature fields (see Fig. 16). In other words, the autoencoder identifies
these regions as an anomaly/outlier. This shows that our autoencoder is not just learning to compress generic images, but is learning the
manifold where the temperature fields live.
6.1. Scientific goals
The main scientific goals of CAMELS are:
• Provide theory predictions for statistics, or fields,
as a function of cosmology and astrophysics.
• Extract cosmological information while marginal-
izing over baryonic effects.
• Find the mapping between N-body and hydrody-
namic simulations.
• Quantify the dependence of galaxy formation and
evolution on astrophysics and cosmology.
• Use machine learning to efficiently calibrate sub-
grid parameters in cosmological hydrodynamic
simulations to match a set of observations.
6.2. Simulations
CAMELS is a suite of 4,233 numerical simulations,
including both N-body simulations run with Gadget-
III (Springel 2005) and state-of-the-art (magneto-
)hydrodynamic simulations run with AREPO (Springel
2010) and GIZMO (Hopkins 2015). The subgrid mod-
els used in the hydrodynamic simulations are the same
as those in the IllustrisTNG (Weinberger et al. 2017;
Pillepich et al. 2018b) and SIMBA (Dave´ et al. 2019)
simulations, respectively. Each simulation follows the
evolution of 2563 dark matter particles and 2563 fluid el-
ements (for the hydrodynamic simulations) in a periodic
box of size 25 h−1Mpc.
The simulations span thousands of different cosmolog-
ical and astrophysical models, by varying the value of
six parameters: Ωm, σ8, and four astrophysical param-
eters (ASN1, ASN2, AAGN1, and AAGN2) controlling the
strength of stellar and AGN feedback. The (magneto-
)hydrodynamic simulations are organized into four dif-
ferent sets:
• LH: A set of 1,000 simulations. Each simulation
has a different value of the cosmological and astro-
physical parameters. Each simulation has a differ-
ent value of the initial random seed.
• 1P: A set of 61 simulations. In these simulations,
the value of the cosmological and astrophysical pa-
rameters are varied only one at a time. The value
of the random seed is the same in all simulations.
• CV: A set of 27 simulations. All the simulations
share the value of the cosmological and astrophysi-
cal parameters, and they only differ in the value of
their initial random seed.
• EX: A set of 4 simulations. All simulations share
the value of the cosmological parameters, but dif-
fer in the value of the astrophysical parameters.
One simulation has fiducial values; the other three
represent extreme cases with 1) very efficient su-
pernova feedback, 2) very efficient AGN feedback,
and 3) no feedback. All simulations share the value
of the initial random seed.
The above 1,092 simulations have been run with both
AREPO/IllustrisTNG and GIZMO/SIMBA for a total of
2,184 (magneto-)hydrodynamic simulations. For each of
these simulations, CAMELS provides their dark matter-
only counterpart for a total of 2,049 N-body simulations.
28 Villaescusa-Navarro, Angle´s-Alca´zar, Genel, et al.
6.3. Cosmological and astrophysical properties
We have considered twelve different cosmological and
astrophysical quantities — the matter and gas power
spectrum, the ratio Phydro(k)/PNbody(k), the halo mass
function, the star formation rate density, the stellar
mass function, the halo baryon fraction, the average halo
temperature, and the relation between stellar mass and
galaxy radius, total black hole mass, circular velocity,
and star formation rate — and studied their properties
and range of variation in CAMELS.
We find that the results from the IllustrisTNG and
SIMBA suites agree well within the range of variation
for many of the considered quantities, producing roughly
similar halo and stellar mass functions, star formation
rate density, and galaxy/halo scaling relations over the
full parameter space covered by the 1,000 simulations
in each LH set. Using the simulations in the CV sets,
we have shown that some of the overlap between Illus-
trisTNG and SIMBA can be explained by cosmic vari-
ance, which represents a significant contribution to the
range of variation observed in the average halo tempera-
ture, galaxy scaling relations (that incorporates the con-
tribution of intrinsic scatter), and the amplitude of the
matter and gas power spectrum on large scales. Nonethe-
less, IllustrisTNG and SIMBA make significantly differ-
ent predictions for halo baryon fractions and the impact
of baryonic effects on the matter power spectrum, em-
phasizing the need for marginalizing over uncertainties
in baryonic effects to extract the maximum amount of
information from cosmological surveys.
Our results also highlight the complex non-linear in-
terplay between different baryonic processes: system-
atic variations in feedback parameters may have different
(even opposite) effects on observables depending on the
model implementation, as seen in e.g. the response of
the global star formation rate history to variations in
parameter ASN1 for the IllustrisTNG and SIMBA mod-
els. CAMELS significantly expands on earlier studies of
model and parameter variations performed as part of the
original IllustrisTNG and SIMBA simulations to under-
stand the implications of different feedback mechanisms
(e.g. Weinberger et al. 2017; Pillepich et al. 2018a,b;
Christiansen et al. 2019; Dave´ et al. 2019; Appleby et al.
2020). Previous studies have also emphasized the im-
pact of baryonic effects on the matter power spectrum
and performed comparisons between different baryonic
physics implementations (e.g. Chisari et al. 2019; van
Daalen et al. 2020). CAMELS represents an increase in
the number of cosmological hydrodynamic simulations of
two orders of magnitude compared to previous studies,
allowing us to exploit the full potential of machine learn-
ing.
6.4. Machine learning applications
CAMELS has been designed to train machine learn-
ing algorithms by sampling the 6D parameter space with
more than 1,000 simulations for each code/model. In this
paper we have illustrated the potential of CAMELS with
five simple applications:
• We have trained a neural network to predict the
cosmic star formation rate density of a simula-
tion just from the value of its cosmological and
astrophysical parameters. Our network achieves a
' 30% accuracy on this task. We note that cos-
mic variance itself produces an average scatter of
' 20% on the cosmic star formation rate density.
• We have used neural networks to determine the
value of the cosmological and astrophysical param-
eters from measurements of the cosmic star forma-
tion rate density, without knowing the likelihood
function of the data. The network can constrain
the value of Ωm, σ8, ASN1, and ASN2 with an av-
erage error equal to 0.055, 0.051, 0.55, and 0.25,
respectively. These errors arise from the small cos-
mological volumes sampled by our simulations.
• We have made use of symbolic regression to obtain
simple analytic expressions that predict the star-
formation rate density of a simulation as a function
of the cosmological and astrophysical parameters.
Our equations achieve ' 45% accuracy, that should
be compared with the ' 30% of the neural network
and the ' 20% of intrinsic scatter due to cosmic
variance.
• We have trained Generative Adversarial Networks
(GANs) using 2D temperature fields from the
CAMELS suite. Our GAN learns to generate
new projected temperature maps whose statistical
properties agree very well with those from the sim-
ulations: the power spectra and PDF of the true
and fake images agree within 15% and 25%, respec-
tively.
• We have trained autoencoders to compress 2D tem-
perature fields into a lower dimension manifold. Al-
though the autoencoder is trained on images from
simulations with fixed cosmology and astrophysics,
it is able to reconstruct temperature fields from
simulations with different cosmological and astro-
physical parameters with the same accuracy as the
images it was trained on. Our autoencoder is able
to identify anomalies; while visually it is able to re-
construct the CAMELS logo well, anything except
the background is identified as an anomaly.
One important aspect to consider when using machine
learning techniques is the trade-off between accuracy and
speed-up. For the neural networks used in this paper,
the computational time required for testing is negligible.
The most computationally expensive part is their train-
ing. Training the autoencoder was the most demanding
part of this work, as we carried out a significant tuning
of the value of the hyper-parameters. Even in that case,
the training only required ∼ 150 GPU hours. Running
one of the CAMELS (magneto-)hydrodynamic simula-
tions requires an average of ∼ 6, 000 CPU hours. There is
thus a trade-off between the computational time needed
to run new and exact simulations and the time needed
to train neural networks to approximate them.
Fulfilling the main goals of the CAMELS project re-
quires a dense exploration of the parameter space. In
this case, the use of machine learning techniques will be
crucial in order to learn and capture the underlying struc-
ture of the simulations and shrinking the computational
requirements of such task.
We emphasize that machine learning can be used for
many different purposes, from the generation of new data
The CAMELS project 29
with some desired statistical properties to finding un-
known underlying patterns. For cosmological analyses,
the required accuracy will strongly depend on the con-
sidered task. For instance, generating new data to com-
pute covariance matrices may not require percent level
accuracy, while creating an emulator for a given observ-
able may require sub-percent level accuracy. Achieving
the needed accuracy will depend on different properties,
from using a good architecture/model and proper value
of the hyper-parameters to having enough data to train
the model.
6.5. Limitations and extensions
We now discuss some of the limitations of the CAMEL
simulations. First, the mass and spatial resolution in
CAMELS do not allow us to resolve scales below ∼
1h−1kpc, while only halos with dark matter mass above
6.5 × 109(Ωm − Ωb)/0.251 h−1M contain at least 100
dark matter particles. This implies that CAMELS can-
not be used to e.g. place constrains on the nature of
dark matter using probes that rely on the distribution
of matter on very small scales, such as sub-halos in the
Milky Way (e.g. Nadler et al. 2020). We refer the reader
to Pillepich et al. (2018b, 2019) and Dave´ et al. (2019)
for resolution convergence studies of different quantities
in the original IllustrisTNG and SIMBA simulations, re-
spectively. In principle, it is possible to use deep learning
techniques to increase the mass and spatial resolution of
simulations (Kodi Ramanah et al. 2020), which we plan
to explore in CAMELS in future work.
Second, the volume of the simulations is relatively
small: (25 h−1Mpc)3. This implies that long wave-
length modes are not accounted for in CAMELS, which
are important for the formation of large objects such as
galaxy clusters and in order to set the proper normal-
ization of the matter power spectrum on all scales. We
plan to address this limitation by extending CAMELS
to include larger volumes and by running separate uni-
verse (magneto-)hydrodynamic simulations (Sirko 2005;
Li et al. 2014, 2018; Barreira et al. 2019, 2020), where an
amplitude of the DC mode different than zero is taken
into account.
Third, CAMELS is limited to variations of only two
cosmological parameters and four astrophysical parame-
ters. For example, in the (magneto-)hydrodynamic sim-
ulations we vary Ωm while Ωb is always fixed, which does
not allow us to separate possible effects that may depend
on Ωb/Ωm from those of varying Ωm alone. Ideally, we
would like to vary more cosmological parameters, e.g. h,
ns, Mν , and w, on simulations with larger volume, to be
able to perform the analysis of cosmological data on the
same footing as techniques such as perturbation theory
(Ivanov et al. 2020b; d’Amico et al. 2020b; Philcox et al.
2020). Furthermore, it is important to vary more astro-
physical parameters, as we expect that they could play an
important role on different aspects of galaxy formation
and evolution. We plan to expand the parameter-space
volume covered by the simulations in future extensions
of the CAMELS project. Machine learning can also be
used to find the mapping between different models (see
e.g. Giusarma et al. 2019). We will investigate this route
in future work.
Overall, while CAMELS represents the largest set of
cosmological (magneto-)hydrodynamic simulations with
full galaxy formation physics available to exploit ma-
chine learning techniques, its applicability to perform the
analysis of cosmological data is still limited in different
regimes. The current simulation suite offers a unique
opportunity to develop proof-of-concept techniques for
the broader scientific goals of CAMELS, demonstrating
e.g. whether neural networks can learn to marginalize
over baryonic effects at the field level. In future exten-
sions of CAMELS, we will address the above limitations
to create a powerful tool to extract the maximum amount
of information from upcoming cosmological surveys.
6.6. Data access
CAMELS contains 143,922 full snapshots from a to-
tal of 4,233 simulations. For each snapshot we have
stored the corresponding halo/galaxy catalogue and ad-
ditional data products such as power spectra and bispec-
tra. Details on how to access the data, the codes written
to perform all analyses in this work, together with fur-
ther technical details of the simulations can be found at
https://www.camel-simulations.org.
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APPENDIX
A. GAN ARCHITECTURE
Here we provide details on the architecture used for the generator and discriminator of the GAN discussed in Section
5.4. The model used for the generator is as follows:
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1. Input: 100 channels x 1 x 1
2. ConvTranspose2d: 512 channels x 4 x 4; kernel=4, stride=1, padding=0
3. BatchNorm
4. ReLU activation (0.2)
5. ConvTranspose2d: 256 channels x 8 x 8; kernel=4, stride=1, padding=1
6. BatchNorm
7. ReLU activation (0.2)
8. ConvTranspose2d: 128 channels x 16 x 16; kernel=4, stride=1, padding=1
9. BatchNorm
10. ReLU activation (0.2)
11. ConvTranspose2d: 64 channels x 32 x 32; kernel=4, stride=1, padding=1
12. BatchNorm
13. ReLU activation (0.2)
14. ConvTranspose2d: 1 channels x 64 x 64; kernel=4, stride=1, padding=1
15. Tanh activation
16. Output: image with 1 channel x 64 x 64
On the other hand, the architecture of the discriminator is
1. Input: image with 1 channel x 64 x 64
2. Conv2d: 64 channels x 32 x 32; kernel=4, stride=2, padding=1
3. LeakyReLU activation (0.2)
4. Conv2d: 128 channels x 16 x 16; kernel=4, stride=2, padding=1
5. BatchNorm
6. LeakyReLU activation (0.2)
7. Conv2d: 256 channels x 8 x 8; kernel=4, stride=2, padding=1
8. BatchNorm
9. LeakyReLU activation (0.2)
10. Conv2d: 512 channels x 4 x 4; kernel=4, stride=2, padding=1
11. BatchNorm
12. LeakyReLU activation (0.2)
13. Conv2d: 1 channels x 1 x 1; kernel=4, stride=1, padding=0
14. Sigmoid activation
15. Output: probability of image being real
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B. AUTOENCODER ARCHITECTURE
Here we outline the architecture of the autoencoder presented in section 5.5.
1. Input: image with 1 channel x 64 x 64
2. Conv2d: 32 channels x 32 x 32; kernel=4, stride=2, padding=1
3. LeakyReLU activation (0.2)
4. Conv2d: 64 channels x 16 x 16; kernel=4, stride=2, padding=1
5. BatchNorm
6. LeakyReLU activation (0.2)
7. Conv2d: 128 channels x 8 x 8; kernel=4, stride=2, padding=1
8. BatchNorm
9. LeakyReLU activation (0.2)
10. Conv2d: 256 channels x 4 x 4; kernel=4, stride=2, padding=1
11. BatchNorm
12. LeakyReLU activation (0.2)
13. Conv2d: 500 channels x 1 x 1; kernel=6, stride=1, padding=1
14. BatchNorm
15. LeakyReLU activation (0.2)
16. ConvTranspose2d: 256 channels x 4 x 4; kernel=4, stride=1, padding=0
17. ReLU activation (0.2)
18. ConvTranspose2d: 128 channels x 8 x 8; kernel=4, stride=2, padding=1
19. BatchNorm
20. ReLU activation (0.2)
21. ConvTranspose2d: 64 channels x 16 x 16; kernel=4, stride=2, padding=1
22. BatchNorm
23. ReLU activation (0.2)
24. ConvTranspose2d: 32 channels x 32 x 32; kernel=4, stride=2, padding=1
25. BatchNorm
26. ReLU activation (0.2)
27. ConvTranspose2d: 1 channels x 64 x 64; kernel=4, stride=2, padding=1
28. Tanh activation
29. Output: image with 1 channel x 64 x 64
REFERENCES
Agertz, O., & Kravtsov, A. V. 2016, ApJ, 824, 79,
[arXiv:1509.00853]
Allys, E., Marchand, T., Cardoso, J. F., Villaescusa-Navarro, F.,
Ho, S., & Mallat, S. 2020, arXiv e-prints, arXiv:2006.06298,
[arXiv:2006.06298]
Alsing, J., Charnock, T., Feeney, S., & Wand elt, B. 2019,
MNRAS, 488, 4440, [arXiv:1903.00007]
Angle´s-Alca´zar, D., Dave´, R., Faucher-Gigue`re, C.-A., O¨zel, F., &
Hopkins, P. F. 2017a, MNRAS, 464, 2840, [arXiv:1603.08007]
Angle´s-Alca´zar, D., Faucher-Gigue`re, C.-A., Keresˇ, D., Hopkins,
P. F., Quataert, E., & Murray, N. 2017b, MNRAS, 470, 4698,
[arXiv:1610.08523]
Angle´s-Alca´zar, D., Faucher-Gigue`re, C.-A., Quataert, E.,
Hopkins, P. F., Feldmann, R., Torrey, P., Wetzel, A., & Keresˇ,
D. 2017c, MNRAS, 472, L109, [arXiv:1707.03832]
Angles-Alcazar, D. et al. 2020, arXiv e-prints, arXiv:2008.12303,
[arXiv:2008.12303]
Appleby, S., Dave´, R., Kraljic, K., Angle´s-Alca´zar, D., &
Narayanan, D. 2020, MNRAS, 494, 6053, [arXiv:1911.02041]
32 Villaescusa-Navarro, Angle´s-Alca´zar, Genel, et al.
Banerjee, A., & Abel, T. 2020, arXiv e-prints, arXiv:2007.13342,
[arXiv:2007.13342]
Bariˇsic´, I. et al. 2017, ApJ, 847, 72, [arXiv:1708.08461]
Barreira, A., Cabass, G., Schmidt, F., Pillepich, A., & Nelson, D.
2020, arXiv e-prints, arXiv:2006.09368, [arXiv:2006.09368]
Barreira, A., Nelson, D., Pillepich, A., Springel, V., Schmidt, F.,
Pakmor, R., Hernquist, L., & Vogelsberger, M. 2019, MNRAS,
488, 2079, [arXiv:1904.02070]
Bassini, L. et al. 2020, arXiv e-prints, arXiv:2006.13951,
[arXiv:2006.13951]
Bishop, C. M. 1997, Journal of the Brazilian Computer Society, 4
Blundell, C., Cornebise, J., Kavukcuoglu, K., & Wierstra, D.
2015, arXiv e-prints, arXiv:1505.05424, [arXiv:1505.05424]
Bondi, H. 1952, MNRAS, 112, 195
Borrow, J., Angle´s-Alca´zar, D., & Dave´, R. 2020, MNRAS, 491,
6102, [arXiv:1910.00594]
Brandbyge, J., Hannestad, S., Haugbølle, T., & Thomsen, B.
2008, J. Cosmology Astropart. Phys., 8, 20, [arXiv:0802.3700]
Brinckmann, T., Hooper, D. C., Archidiacono, M., Lesgourgues,
J., & Sprenger, T. 2019, J. Cosmology Astropart. Phys., 2019,
059, [arXiv:1808.05955]
Bryan, G. L., & Norman, M. L. 1998, ApJ, 495, 80,
[arXiv:astro-ph/9710107]
C¸atmabacak, O., Feldmann, R., Angle´s-Alca´zar, D.,
Faucher-Gigue`re, C.-A., Hopkins, P. F., & Keresˇ, D. 2020,
arXiv e-prints, arXiv:2007.12185, [arXiv:2007.12185]
Chisari, N. E. et al. 2019, The Open Journal of Astrophysics, 2,
4, [arXiv:1905.06082]
Choi, E., Ostriker, J. P., Naab, T., & Johansson, P. H. 2012, ApJ,
754, 125, [arXiv:1205.2082]
Christiansen, J. F., Dave´, R., Sorini, D., & Angle´s-Alca´zar, D.
2019, arXiv e-prints, arXiv:1911.01343, [arXiv:1911.01343]
Cranmer, M., Sanchez-Gonzalez, A., Battaglia, P., Xu, R.,
Cranmer, K., Spergel, D., & Ho, S. 2020, arXiv e-prints,
arXiv:2006.11287, [arXiv:2006.11287]
d’Amico, G., Gleyzes, J., Kokron, N., Markovic, K., Senatore, L.,
Zhang, P., Beutler, F., & Gil-Mar´ın, H. 2020a, J. Cosmology
Astropart. Phys., 2020, 005, [arXiv:1909.05271]
——. 2020b, J. Cosmology Astropart. Phys., 2020, 005,
[arXiv:1909.05271]
Dave´, R., Angle´s-Alca´zar, D., Narayanan, D., Li, Q.,
Rafieferantsoa, M. H., & Appleby, S. 2019, MNRAS, 486, 2827,
[arXiv:1901.10203]
Dave´, R., Thompson, R., & Hopkins, P. F. 2016, MNRAS, 462,
3265, [arXiv:1604.01418]
Davis, M., Efstathiou, G., Frenk, C. S., & White, S. D. M. 1985,
ApJ, 292, 371
Dolag, K., Mevius, E., & Remus, R.-S. 2017, Galaxies, 5, 35,
[arXiv:1708.00027]
Donnari, M., Pillepich, A., Nelson, D., Marinacci, F.,
Vogelsberger, M., & Hernquist, L. 2020, arXiv e-prints,
arXiv:2008.00004, [arXiv:2008.00004]
Dubois, Y. et al. 2014, MNRAS, 444, 1453, [arXiv:1402.1165]
eBOSS Collaboration et al. 2020, arXiv e-prints,
arXiv:2007.08991, [arXiv:2007.08991]
Fabian, A. C. 2012, ARA&A, 50, 455, [arXiv:1204.4114]
Faucher-Gigue`re, C., Lidz, A., Zaldarriaga, M., & Hernquist, L.
2009, ApJ, 703, 1416, [arXiv:0901.4554]
Feng, Y., Di-Matteo, T., Croft, R. A., Bird, S., Battaglia, N., &
Wilkins, S. 2016, MNRAS, 455, 2778, [arXiv:1504.06619]
Fluri, J., Kacprzak, T., Lucchi, A., Refregier, A., Amara, A.,
Hofmann, T., & Schneider, A. 2019, Phys. Rev. D, 100, 063514,
[arXiv:1906.03156]
Friedrich, O., Uhlemann, C., Villaescusa-Navarro, F., Baldauf, T.,
Manera, M., & Nishimichi, T. 2019, arXiv e-prints,
arXiv:1912.06621, [arXiv:1912.06621]
Giusarma, E., Reyes Hurtado, M., Villaescusa-Navarro, F., He,
S., Ho, S., & Hahn, C. 2019, arXiv e-prints, arXiv:1910.04255,
[arXiv:1910.04255]
Goodfellow, I. J., Pouget-Abadie, J., Mirza, M., Xu, B.,
Warde-Farley, D., Ozair, S., Courville, A., & Bengio, Y. 2014,
arXiv e-prints, arXiv:1406.2661, [arXiv:1406.2661]
Gualdi, D., Novell, S., Gil-Mar´ın, H., & Verde, L. 2020, arXiv
e-prints, arXiv:2009.02290, [arXiv:2009.02290]
Gupta, A., Matilla, J. M. Z., Hsu, D., & Haiman, Z. 2018, Phys.
Rev. D, 97, 103515
Haardt, F., & Madau, P. 2012, ApJ, 746, 125, [arXiv:1105.2039]
Habouzit, M. et al. 2020, arXiv e-prints, arXiv:2006.10094,
[arXiv:2006.10094]
Hahn, C., Francisco, V.-N., Emanuele, C., & Roman, S. 2019,
arXiv e-prints, arXiv:1909.11107, [arXiv:1909.11107]
Hassan, S., Andrianomena, S., & Doughty, C. 2020, MNRAS,
494, 5761, [arXiv:1907.07787]
He, S., Li, Y., Feng, Y., Ho, S., Ravanbakhsh, S., Chen, W., &
Po´czos, B. 2019, Proceedings of the National Academy of
Science, 116, 13825, [arXiv:1811.06533]
Heckman, T. M., & Best, P. N. 2014, ARA&A, 52, 589,
[arXiv:1403.4620]
Hopkins, P. F. 2015, MNRAS, 450, 53, [arXiv:1409.7395]
Hopkins, P. F., Keresˇ, D., On˜orbe, J., Faucher-Gigue`re, C.-A.,
Quataert, E., Murray, N., & Bullock, J. S. 2014, MNRAS, 445,
581, [arXiv:1311.2073]
Hopkins, P. F., & Quataert, E. 2011, MNRAS, 415, 1027,
[arXiv:1007.2647]
Hopkins, P. F. et al. 2018, MNRAS, 480, 800, [arXiv:1702.06148]
Huchra, J. P., & Geller, M. J. 1982, ApJ, 257, 423
Ivanov, M. M., Simonovic´, M., & Zaldarriaga, M. 2020a,
Phys. Rev. D, 101, 083504, [arXiv:1912.08208]
——. 2020b, J. Cosmology Astropart. Phys., 2020, 042,
[arXiv:1909.05277]
Iyer, K. G. et al. 2020, MNRAS, [arXiv:2007.07916]
Jeffrey, N., Alsing, J., & Lanusse, F. 2020, arXiv e-prints,
arXiv:2009.08459, [arXiv:2009.08459]
Katz, N., Weinberg, D. H., & Hernquist, L. 1996, ApJS, 105, 19,
[arXiv:astro-ph/9509107]
Kennicutt, Jr., R. C. 1998, ApJ, 498, 541,
[arXiv:astro-ph/9712213]
Knollmann, S. R., & Knebe, A. 2009, ApJS, 182, 608,
[arXiv:0904.3662]
Kodi Ramanah, D., Charnock, T., Villaescusa-Navarro, F., &
Wandelt, B. D. 2020, MNRAS, 495, 4227, [arXiv:2001.05519]
Krumholz, M. R., & Gnedin, N. Y. 2011, ApJ, 729, 36,
[arXiv:1011.4065]
Lee, J. et al. 2020, arXiv e-prints, arXiv:2006.01039,
[arXiv:2006.01039]
Li, Q., Narayanan, D., & Dave´, R. 2019, MNRAS, 490, 1425,
[arXiv:1906.09277]
Li, Y., Hu, W., & Takada, M. 2014, Phys. Rev. D, 89, 083519,
[arXiv:1401.0385]
Li, Y., Schmittfull, M., & Seljak, U. 2018, J. Cosmology
Astropart. Phys., 2018, 022, [arXiv:1711.00018]
Massara, E., Villaescusa-Navarro, F., Ho, S., Dalal, N., & Spergel,
D. N. 2020, arXiv e-prints, arXiv:2001.11024,
[arXiv:2001.11024]
McCarthy, I. G., Schaye, J., Bird, S., & Le Brun, A. M. C. 2017,
MNRAS, 465, 2936, [arXiv:1603.02702]
Mirza, M., & Osindero, S. 2014, arXiv e-prints, arXiv:1411.1784,
[arXiv:1411.1784]
Mullachery, V., Khera, A., & Husain, A. 2018, arXiv e-prints,
arXiv:1801.07710, [arXiv:1801.07710]
Muratov, A. L., Keresˇ, D., Faucher-Gigue`re, C.-A., Hopkins,
P. F., Quataert, E., & Murray, N. 2015, MNRAS, 454, 2691,
[arXiv:1501.03155]
Nadler, E. O. et al. 2020, arXiv e-prints, arXiv:2008.00022,
[arXiv:2008.00022]
Neal, R. 1993, Bayesian Training of Backpropagation Networks
by the Hybrid Monte Carlo Method, Tech. rep.
Nelson, D. et al. 2019, Computational Astrophysics and
Cosmology, 6, 2, [arXiv:1812.05609]
Ntampaka, M., Eisenstein, D. J., Yuan, S., & Garrison, L. H.
2019, arXiv e-prints, arXiv:1909.10527, [arXiv:1909.10527]
Oppenheimer, B. D., Dave´, R., Keresˇ, D., Fardal, M., Katz, N.,
Kollmeier, J. A., & Weinberg, D. H. 2010, MNRAS, 406, 2325,
[arXiv:0912.0519]
Perna, M., Lanzuisi, G., Brusa, M., Mignoli, M., & Cresci, G.
2017, A&A, 603, A99, [arXiv:1703.05335]
Philcox, O. H. E., Ivanov, M. M., Simonovic´, M., & Zaldarriaga,
M. 2020, J. Cosmology Astropart. Phys., 2020, 032,
[arXiv:2002.04035]
Pillepich, A. et al. 2018a, MNRAS, 475, 648, [arXiv:1707.03406]
——. 2019, MNRAS, 490, 3196, [arXiv:1902.05553]
——. 2018b, MNRAS, 473, 4077, [arXiv:1703.02970]
Planck Collaboration et al. 2018, arXiv e-prints,
arXiv:1807.06209, [arXiv:1807.06209]
The CAMELS project 33
Rahmati, A., Pawlik, A. H., Raicevic, M., & Schaye, J. 2013,
MNRAS, 430, 2427, [arXiv:1210.7808]
Ravanbakhsh, S., Oliva, J., Fromenteau, S., Price, L. C., Ho, S.,
Schneider, J., & Poczos, B. 2017, arXiv e-prints,
arXiv:1711.02033, [arXiv:1711.02033]
Ribli, D., Pataki, B. A´., Zorrilla Matilla, J. M., Hsu, D., Haiman,
Z., & Csabai, I. 2019, MNRAS, 490, 1843, [arXiv:1902.03663]
Schaye, J. et al. 2015, MNRAS, 446, 521, [arXiv:1407.7040]
Schmelzle, J., Lucchi, A., Kacprzak, T., Amara, A., Sgier, R.,
Re´fre´gier, A., & Hofmann, T. 2017, arXiv e-prints,
arXiv:1707.05167, [arXiv:1707.05167]
Schneider, A., Teyssier, R., Stadel, J., Chisari, N. E., Le Brun, A.
M. C., Amara, A., & Refregier, A. 2019, J. Cosmology
Astropart. Phys., 2019, 020, [arXiv:1810.08629]
Sijacki, D., Springel, V., Di Matteo, T., & Hernquist, L. 2007,
MNRAS, 380, 877, [arXiv:0705.2238]
Sirko, E. 2005, ApJ, 634, 728, [arXiv:astro-ph/0503106]
Smith, B. D. et al. 2017, MNRAS, 466, 2217, [arXiv:1610.09591]
Somerville, R. S., & Dave´, R. 2015, ARA&A, 53, 51,
[arXiv:1412.2712]
Springel, V. 2005, MNRAS, 364, 1105, [arXiv:astro-ph/0505010]
——. 2010, MNRAS, 401, 791, [arXiv:0901.4107]
Springel, V., Di Matteo, T., & Hernquist, L. 2005, MNRAS, 361,
776, [arXiv:arXiv:astro-ph/0411108]
Springel, V., & Hernquist, L. 2003, MNRAS, 339, 289,
[arXiv:arXiv:astro-ph/0206393]
Springel, V., White, S. D. M., Tormen, G., & Kauffmann, G.
2001, MNRAS, 328, 726, [arXiv:arXiv:astro-ph/0012055]
Thiele, L., Villaescusa-Navarro, F., Spergel, D. N., Nelson, D., &
Pillepich, A. 2020, arXiv e-prints, arXiv:2007.07267,
[arXiv:2007.07267]
Thomas, N., Dave´, R., Angle´s-Alca´zar, D., & Jarvis, M. 2019,
MNRAS, 487, 5764, [arXiv:1905.02741]
Torrey, P., Vogelsberger, M., Genel, S., Sijacki, D., Springel, V.,
& Hernquist, L. 2014, MNRAS, 438, 1985, [arXiv:1305.4931]
Uhlemann, C., Friedrich, O., Villaescusa-Navarro, F., Banerjee,
A., & Codis, S. r. 2019, arXiv e-prints, arXiv:1911.11158,
[arXiv:1911.11158]
van Daalen, M. P., McCarthy, I. G., & Schaye, J. 2020, MNRAS,
491, 2424, [arXiv:1906.00968]
van Daalen, M. P., Schaye, J., Booth, C. M., & Dalla Vecchia, C.
2011, MNRAS, 415, 3649, [arXiv:1104.1174]
Villaescusa-Navarro, F. et al. 2020a, (in prep.)
——. 2020b, (in prep.)
Villaescusa-Navarro, F. et al. 2020, ApJS, 250, 2,
[arXiv:1909.05273]
Villanueva-Domingo, P., & Villaescusa-Navarro, F. 2020, arXiv
e-prints, arXiv:2006.14305, [arXiv:2006.14305]
Vogelsberger, M., Genel, S., Sijacki, D., Torrey, P., Springel, V.,
& Hernquist, L. 2013, MNRAS, 436, 3031, [arXiv:1305.2913]
Vogelsberger, M. et al. 2014, Nature, 509, 177, [arXiv:1405.1418]
Vogelsberger, M., Marinacci, F., Torrey, P., & Puchwein, E. 2020,
Nature Reviews Physics, 2, 42, [arXiv:1909.07976]
Wadekar, D., & Scoccimarro, R. 2019, arXiv e-prints,
arXiv:1910.02914, [arXiv:1910.02914]
Wadekar, D., Villaescusa-Navarro, F., Ho, S., &
Perreault-Levasseur, L. 2020, arXiv e-prints, arXiv:2007.10340,
[arXiv:2007.10340]
Weinberger, R. et al. 2017, MNRAS, 465, 3291, [arXiv:1607.03486]
Weinberger, R., Springel, V., & Pakmor, R. 2019, arXiv e-prints,
arXiv:1909.04667, [arXiv:1909.04667]
Wiersma, R. P. C., Schaye, J., Theuns, T., Dalla Vecchia, C., &
Tornatore, L. 2009, MNRAS, 399, 574, [arXiv:0902.1535]
Yip, J. H. T. et al. 2019, arXiv e-prints, arXiv:1910.07813,
[arXiv:1910.07813]
Zhang, X., Wang, Y., Zhang, W., Sun, Y., He, S., Contardo, G.,
Villaescusa-Navarro, F., & Ho, S. 2019, arXiv e-prints,
arXiv:1902.05965, [arXiv:1902.05965]
Zorrilla Matilla, J. M., Sharma, M., Hsu, D., & Haiman, Z. 2020,
arXiv e-prints, arXiv:2007.06529, [arXiv:2007.06529]
