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On Caldero´n Techniques in Time Domain Integral
Equation Solvers
K. Cools∗ F. P. Andriulli† F. Olyslager‡ E. Michielssen§
Abstract — In this paper, time-domain Caldero´n
identities will be constructed. These identities will
be used in constructing a time-domain Caldero´n
preconditioned electric field integral equation (CP-
EFIE) which can be proven to be well behaved in the
regime of dense discretizations. It will be explained
how this modified electric field integral equation
can be accurately discretized. Numerical results
will be presented that compare the performance of
the proposed equation and that of the classical TD-
EFIE, thereby demonstrating the effectiveness of the
method.
Introduction
Marching on in time MOT-based electric field in-
tegral equation (EFIE) solvers represent an in-
creasingly appealing avenue for analyzing electro-
magnetic transients on multiscale and geometri-
cally complex circuits and antennas. Compared
to their differential equation counterparts, MOT-
EFIE solvers automatically impose radiation con-
ditions, do not require unknown fields to be dis-
cretized throughout homogeneous volumes, and are
not subject to CFL conditions. Unfortunately,
time-domain EFIEs discretized via marching on in
time (MOT) recipes suffer from a dense-grid break-
down phenomenon whenever the time step becomes
large compared to the spatial grid size. This break-
down phenomenon manifests itself in the form of
ill-conditioned MOTmatrices and slow convergence
rates of the MOT iterative solver. The time-domain
breakdown phenomenon has a direct frequency do-
main counterpart: frequency domain EFIEs dis-
cretized via the method of moments result in ill-
conditioned matrices when the spatial grid size is
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small compared to the wavelength. Recently, an
analytical preconditioner for the frequency domain
EFIE [1, 2, 3] was developed by leveraging the
Caldero´n identities [1]. Unfortunately, this precon-
ditioner has no direct time-domain counterpart as
it introduces extra discretization errors that more
often than not trigger instabilities. Here, a pre-
conditioner for the time-domain EFIE is developed
that gives rise to an accurate stable system after
discretization. To this end, the Caldero´n precon-
ditioned time-domain EFIE of [4] is discretized us-
ing Buffa-Christiansen basis functions [5]. Numeri-
cal results that demonstrate the performance of the
new analytical preconditioner are presented.
Equations and Discretization
Consider a closed PEC surface S with external nor-
mal nˆ, that is illuminated by a transient electric
field Ei(r, t). The “derivative form” of the time-
domain EFIE for the current density on S, J(r, t),
reads
T˙J = M˙
i
. (1)
Here M i(r, t) = −nˆ×Ei(r, t) represents the exci-
tation and the operator T maps J(r, t) to the trace
of the scattered field nˆ×Es; T can be decomposed
as
TJ = ThJ + TsJ (2)
where
TsJ = −1
c
nˆ×
∫
S
ds′
J(r′, t−R/c)
4piR
, (3a)
ThJ = cnˆ×
∫
S
ds′∇
∫ t−R/c
0
∇′ · J(r′, t′)dt′
4piR
. (3b)
Here H is the Heaviside function, δ is the Dirac im-
pulse, and “∗” denotes temporal convolution. The
capacitive operator Th is hypersingular with a non-
trivial nullspace. Discretizing equation (1) using
the standard MOT recipe yields
j−1∑
k=0
Zk · Ij−k + Vj = 0, j = 1...NT (4)
where (Zk)m,n =
〈
b′ml
′
j |T˙ |bnlj−k
〉
and (Vj)m =
− 〈b′ml′j |M i〉; bm and b′n are spatial basis and
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testing functions and lj and l′j−k are temporal
ones. Successively solving these equations for j =
1, ..., NT is equivalent to solving the lower triangu-
lar block matrix equation Z
0
Z1 Z0
...
...
. . .

 I0I1
...
+
 V0V1
...
 = 0. (5)
When the speed of light times the timestep is much
larger than the spatial element size, the block ma-
trix on the left side of (5) becomes ill-conditioned.
In [4] the EFIE is replaced by the equation
T˙ 2J =
(
T˙sT˙s + T˙sT˙h + T˙hT˙s
)
J = T˙M˙
i
. (6)
The operator ThTh is identically zero and drops out.
The Caldero´n identities [4], show that the operator
T 2 equals a compact perturbation of the identity
K2 − 1/4. This Caldero´n preconditioned electric
field integral equation (CP-EFIE) can thus be ex-
pected to be better conditioned than the original
EFIE. To arrive at a practical solution, a feasible
and accurate discretization strategy for the opera-
tor T 2 has to be developed. This means choices for
the domain and testing spaces of the left and right
factors of T 2 have to be made. In doing so, a few
rules need to be respected:
• The domain space of both factors needs to be a
finite element space of divergence conforming
elements, i.e. it must be possible to compute
the charge distribution associated with a cur-
rent distribution.
• From the operator properties of T it follows
that the range space of both factors needs to
be a finite element space of curl conforming
elements.
• It must be possible to translate an approxima-
tion of a field in the range space of the right
operator into an approximation in the domain
space of the left operator. In practice, this
means the Gram matrix between a basis of the
former space and a basis of the latter space has
to be well-conditioned.
The most popular choice for a divergence conform-
ing space of finite elements are the Rao-Wilton-
Glisson basis functions. Henceforth they will be
denoted as RWGd. Their curl conforming coun-
terparts nˆ × RWGd are denoted by RWGc. Using
these notations, Adams [1] proposes the following
discretization scheme for the frequency counterpart
of equation (6):
〈RWGd|T |RWGc〉G−1 〈RWGc|T |RWGd〉 (7)
with G = 〈RWGc|RWGc〉. This scheme respects
the third rule, but not the other two. To arrive
at a usable solution, Adams uses a slightly differ-
ent discretization for the third term in (6). Instead
of the intermediate current space, the intermediate
charge space is discretized. In doing so, the pre-
conditioner becomes no longer purely multiplica-
tive and the preconditioning process introduces ex-
tra discretization errors. In the time-domain, this
error can be large enough to trigger late time insta-
bilities. At first sight, it seems tempting to use the
following scheme:
〈RWGc|T |RWGd〉G−1 〈RWGc|T |RWGd〉 (8)
with G = 〈RWGc|RWGd〉. This scheme fulfills the
first two rules, but not the third. The Gram ma-
trix between a space of divergence conforming RWG
and curl conforming RWG is singular. The above
reasoning explains the need for a pair of divergence
and curl conforming spaces that allow an approx-
imation by RWGc functions to be translated to
an approximation in the new divergence conform-
ing space. The Buffa-Christiansen basis described
in [5] constitutes such a space. These spaces will
henceforth be denoted by the symbols BCd and
BCc. The most remarkable property of these spaces
is that they can be expressed as subspaces of the
RWG spaces defined on the barycentric refinement
of the original mesh used to describe the geome-
try of the scatterer. In figure 1 a mesh of a sphere
is plotted together with its barycentric refinement.
The support of a RWG basis function and a BC ba-
sis function are indicated. The weights used in the
linear combination of RWG basis functions defined
on the barycentric mesh refinement are indicated in
figure 2. The weights indicated on the edges that
have a vertex in common with the original mesh
need to be multiplied with the number indicated
on this shared vertex. All RWG functions are ori-
ented in such a way that if the support region is cy-
cled in clockwise sense, the triangle containing the
positive charge density is encountered first. Using
these new spaces of finite elements, the following
discretization scheme can be constructed:
〈BCc|T |BCd〉G−1 〈RWGc|T |RWGd〉 (9)
with G = 〈RWGc|BCd〉. This equation immedi-
ately reveals that the scheme obeys the first two
rules. In [5], it is also proven that the Gram matrix
is well conditioned. This means that the scheme
also respects the third rule. Using this scheme, the
Figure 1: Example of a barycentric mesh refine-
ment and of the support of an RWG and BC basis
function respectively.
Figure 2: Weights used to construct a BC basis
function as a linear combination of RWG basis func-
tions defined on the refinement.
new MOT system is
0 =
 W
0
W1 W0
...
...
. . .
 · G−1 · ...

 Z
0
Z1 Z0
...
...
. . .

 I0I1
...
+
 V0V1
...


(10)
with Zk and Wk the RWG-Galerkin and BC-
Galerkin discretization of the T˙ and G the Gram
matrix. Also in the frequency domain, this easy to
implement scheme will yield an accurate and effi-
cient solution of PEC scattering problems.
Numerical Results
A sphere of radius 0.25m is discretized using dif-
ferent meshes with varying average edge size (see
figure 3). The sphere is iluminated by a base-band
Figure 3: Coarsest and finest mesh used in the sim-
ulation of scattering by the sphere.
Figure 4: Condition number of the MOT-EFIE and
MOT-CP-EFIE system versus the average edge size
of the mesh used.
Gaussian incident wave described by the equation
Ei(r, t) =
4
T
√
pi
xˆe−γ
2
(11)
with γ = 4T (ct− ct0 − zˆ · r), T = 8 meter, and
t0 = 4.00 · 10−8 seconds. The time domain EFIE
and CP-EFIE equations are discretized using a time
step ∆t = 6.67 · 10−10 seconds. In figure 4 the con-
dition numbers of the resulting MOT systems are
plotted versus the average edge size. It is evident
from the graph that the condition number of the
classical MOT-EFIE system increases with decreas-
ing edge size. The condition of the MOT-CP-EFIE
system in contrast has a constant value. In figure 5,
the surface currents for the two methods are com-
pared for an average edge size of 0.031 meter.
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