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Abstract 
Simulation-based optimization has become an important design tool in microwave engineering. Yet, employing electromagnetic (EM) 
solvers in the design process is a challenging task, primarily due to a high-computational cost of an accurate EM simulation. This paper 
is focused on efficient EM-driven design optimization techniques that utilize physically-based low-fidelity models, normally based on 
coarse-discretization EM simulations. The presented methods attempt to exploit as much of the knowledge about the system or device of 
interest embedded in the low-fidelity model as possible, so as to reduce the computational cost of the design process. Unlike many other 
surrogate-based approaches, the techniques discussed here are non-parametric ones, i.e., they are not based on analytical formulas. The 
paper presents several specific methods, including those based on correcting the low-fidelity model response (adaptive response 
correction and shape-preserving response prediction), as well as on suitable modification of the design specifications. Formulations, 
application examples and the discussion of advantages and disadvantages of these techniques are also included. 
Keywords: Simulation-driven design, microwave engineering, electromagnetic simulation, antenna design, surrogate models. 
1. Introduction 
Electromagnetic (EM) simulation has become an inherent part of contemporary microwave design process. It is 
used for verification purposes, but also, more and more often, to adjust the designable parameters of the structure under 
consideration so that given performance specifications are met. The EM-simulation-driven design is actually a must for 
the growing number of devices, where systematic design procedures or design-ready theoretical models are not 
sufficiently accurate, including substrate-integrated circuits [1], ultrawideband antennas [2] or dielectric resonator 
antennas [3]. EM-based design optimization is a challenging task though. Probably the biggest obstacle is the high 
computational cost of accurate full-wave simulation, which makes the use of conventional optimization algorithms 
prohibitive as these techniques require a large numbers of EM simulations. Another issue is the numerical noise that is 
inherent to EM simulation, particularly if the solver uses adaptive meshing. These problems can be alleviated to some 
extent by using adjoint sensitivities [4] that have recently become available in some major commercial EM solvers [5], 
[6]. In general, robust automated and computationally efficient EM-based optimization is still an open problem. In 
practice, the most common simulation-driven design approach is to perform parameter sweeps guided by engineering 
experience. This is, however, tedious and does not guarantee optimal results. 
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A number of techniques for modeling and simulation-driven design of microwave structures have emerged over the 
recent years including the methods that exploit artificial neural networks [7], [8], fuzzy systems [9], or kriging [10], as 
well as surrogate-based techniques such as space mapping (SM) [11]-[16], simulation-based tuning [17], [18], and 
combination of both [19], [20]. The last three approaches offer computationally efficient design optimization where, 
under certain circumstances, a satisfactory design can be obtained after a few high-fidelity (or fine) EM simulations of 
the structure of interest [11]. SM and tuning SM (TSM) [19], exploit physically-based low-fidelity (or coarse) model 
that is a basis to build a surrogate model  computationally cheap and yet reasonably accurate representation of the fine 
model. The surrogate is iteratively updated and re-optimized instead of optimizing the fine model directly [11]. SM and 
TSM are both potentially very efficient, but these methods may not be straightforward to implement and automate [12], 
which, so far, is a limitation for their widespread use by the researchers and designers. 
Probably the simplest way of exploiting physically-based coarse model to perform efficient design optimization 
is through correction of the coarse model response in order to obtain zero- and (in some cases) first-order 
consistency [21] between the surrogate and the fine model. The corrected coarse model becomes a reliable 
prediction tool that can be used to find approximate optimum of the fine model. Several methods exploiting this 
approach have been proposed in microwave engineering recently including manifold mapping (MM) [22] and multi-
point response correction [23]. Formally, output SM [11] and its variations [23] also belong to this group, as well as 
the neuro-space mapping techniques [8]. All of these techniques can be categorized as parametric response 
correction methods, because the adjustment of the low-fidelity model is realized by means of explicit formulas, 
parameters of which can be calculated using available low- and high-fidelity model data. 
This paper is focused on non-parametric approaches that allow us to fully exploit the knowledge about the 
structure of interest embedded in the low-fidelity model. The techniques such as adaptive response correction (ARC) 
[24] and shape-preserving response prediction (SPRP) [25] do not use explicit parameters. They utilize relationships 
between the low- and high-fidelity model responses as functions of the design variables, not just their value at 
specific designs, which normally results in much better generalization capability when compared to parametric 
approaches. The adaptively adjusted design specifications (AADS) technique [26] is based on a similar idea. In 
AADS, however, the relationship between the low- and high-fidelity models is reflected in proper modification of 
the design specifications without directly adjusting the low-fidelity model itself, which makes this method extremely 
simple to implement and yet robust. 
Here, we recall the response correction concept as well as the formulation of the optimization algorithm exploiting a 
corrected low-fidelity model. We focus on the non-parametric correction techniques, however, for the sake of the paper 
being self-contained, parametric approaches are recalled as well. Additionally, we discuss the adaptively adjusted design 
specification method. All the techniques presented here are illustrated using representative microwave design examples. 
2. Design Optimization Using Response-Corrected Physically-Based Coarse Models 
The design optimization task can be formulated as a following minimization problem 
 
* arg min ( )f fUxx R x
                                                         (1) 
 
where Rf  Rm denotes the response vector of a fine model of the device of interest evaluated through high-fidelity EM 
simulation; x is a vector of design parameters. The response Rf(x) might be, e.g., the modulus of the reflection coefficient 
|S11| evaluated at m different frequencies. U is a given scalar merit function, e.g., a norm, or a minimax function with upper 
and lower specifications; xf* is the optimal design to be determined. It is assumed that Rf is evaluated through 
computationally expensive EM simulation so that solving (1) directly may be impractical. 
Let Rc(x)  Rm be the response vector of the coarse model of the structure of interest, i.e., computationally cheap but 
less accurate representation of the fine model. It is also assumed that the coarse model is physically based so that it 
Rf. Typical examples include equivalent circuits or coarse-discretization 
EM models. The coarse model can be used to construct a surrogate Rs of the fine model so that an approximate solution to 
(1) can be obtained by optimizing Rs instead of Rf. In particular, the surrogate can be obtained as follows:  
 
( ) ( ( ))s cR x C R x                                                                                         (2) 
 
where C : Rm  Rm is a response correction function. 
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Typically, the optimization process involving surrogates is performed in an iterative manner so that the sequence x(1), 
x(2), ..., of (hopefully) better and better approximations to xf* are obtained as  
 
( 1) ( )arg min ( )i isUxx R x
                                    (3) 
 
with Rs(i) being the surrogate model at iteration i. Here, Rs(i)(x) = C(i)(Rc(x)), where C(i) is the correction function at iteration 
i. For surrogates constructed using response correction, we typically request that at least zero-order consistency between 
the surrogate and the fine model is satisfied, i.e., Rs(i)(x(i)) = Rf(x(i)). It can be shown [27] that satisfaction of first-order 
consistency, i.e., J[Rs(i)(x(i))] = J[Rf(x(i))] (here, J[·] denotes the Jacobian of the respective model), guarantees convergence 
of {x(i)} to a local optimum of Rf assuming that (3) is enhanced by the trust region mechanism [28] and the functions 
involved are sufficiently smooth. 
Response correction approaches can be roughly categorized into parametric techniques, where the response correction 
function (2) can be represented using explicit formulas, and non-parametric ones, where the response correction is defined 
implicitly through certain relations between the coarse and fine models which may not have any compact analytical form. 
Output space mapping [11], [12], manifold mapping [22], and multi-point response correction [23] belong to the first 
group. We describe them briefly in Section 3. The second group includes adaptive response correction [24] and shape-
preserving response prediction [25] and is presented in detail in Section 4.  
3. Parametric Response Correction Techniques for Microwave Optimization 
In this section, we briefly review several parametric response correction techniques that have been recently developed 
and applied in simulation-driven microwave optimization. More specifically, we discuss several variations of output space 
mapping (OSM) [12], manifold mapping (MM) [22], as well as mention multi-point response correction [23].  
The simplest realization of the response correction is output SM [11], where 
 
( ) ( )( ) ( )i is cR x R x d                                                                                    (4) 
 
Here, d(i) = Rf(x(i))  Rc(x(i)), which ensures zero-order consistency. Note that this way of creating the surrogate model is 
only based on the fine model response at the most current iteration point x(i). Typically, output SM is used as a supplement 
for other SM techniques [15]. Provided that the coarse model is sufficiently accurate, output SM can, also, work as a 
stand-alone technique [15]. 
The model (4) can be enhanced as follows:  
 
( ) ( ) ( ) ( )( ) ( ) ( )i i i is cR x R x d E x x                                                                     (5) 
 
where d(i) is as in (4) and E(i) = J[Rf(x(i))  Rc(x(i))], which ensures first-order consistency. Alternatively, Jacobian of 
Rf(x(i))  Rc(x(i)) can be replaced by a suitable approximation obtained using, e.g., Broyden update [29]. As before, 
the model (5) is normally used as a supplement but it can, also, work as a stand-alone technique, particularly when 
the algorithm (3) is enhanced by a trust-region approach [28], [30]. 
The response correction model can be defined by explicitly using most of the available fine model data. According 
to the manifold mapping (MM) approach [22], the surrogate model is defined as  
 
( ) ( ) ( ) ( )( ) ( ) ( ) ( )i i i is f c cR x R x S R x R x                             (6) 
 
with S(i) being the m m correction matrix S(i) = F C  where F = [Rf(x(i))  Rf(x(i 1) Rf(x(i))  Rf(x(max{i n,0}))] and C 
= [Rc(x(i))  Rc(x(i 1) Rc(x(i))  Rc(x(max{i n,0}))]. The pseudoinverse, denoted by , is defined as C  = V C( C) (U C )T, 
where U C, C, and V C are the factors in the singular value decomposition of C. The matrix C  is the result of 
inverting the nonzero entries in C, leaving the zeroes invariant [22]. Although MM does not explicitly use sensitivity 
information, the surrogate and the fine model Jacobians become more and more similar to each other towards the end of 
the MM optimization process (i.e., when ||x(i)  x(i 1)||  0) so that the surrogate (approximately) satisfies both zero- and 
first-order consistency conditions [21] with Rf. This allows for a more accurate location of the fine model optimum. 
Another way of generalizing output SM in order to exploit as much of available fine model data as possible is 
multi-point response correction [23]. We omit the formulation details here for the sake of brevity.  
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4. Exploiting Maximum Knowledge: Non-Parametric Response Correction Techniques 
In this section, we describe non-parametric response correction techniques. Here, the surrogate model is defined 
implicitly through certain relations between the coarse and fine models which may not have any compact analytical 
form. On the other hand, non-parametric correction is able in many cases to better exploit the knowledge about 
the system embedded in the coarse model than the parametric one. We discuss the following approaches: adaptive 
response correction [24], and shape-preserving response prediction [25]. 
4.1. Adaptive Response Correction 
Adaptive response correction (ARC) is a generalization of output SM, which makes the correction term design-
variable-dependent so that we have  
 
( ) ( )( ) ( ) ( , )i is c rR x R x                                                                         (7) 
 
where r(x(i),x(i)) = d(i) = Rf(x(i))  Rc(x(i)) i.e., a zero-order consistency condition is satisfied at x(i). A characteristic 
feature of ARC is that the correction term is determined in such a way that this modification reflects the changes of Rc 
during the process of surrogate model optimization. In particular, if the response of Rc shifts or changes its shape with 
respect to a free parameter (typically, the signal frequency), the response correction term should track these changes. 
The concept of ARC is best explained by an example. Consider a wideband bandstop microstrip filter [31] shown in 
Fig. 1. Figure 2 shows the fine and coarse (in fact, we use a space-mapped coarse model response here [24]) at two 
different designs, as well as the corresponding output SM terms d. It can be observed that the (frequency-wise) changes of 
the output SM correction term correspond to the changes of the coarse/fine model responses. These changes can be 
tracked by performing suitable frequency scaling of the coarse model response and then applied to the original correction 
term. This is illustrated in Fig. 3, where the original output SM correction term (at certain design x(0)), as well as the 
predicted one (at other design x(1)) obtained using the frequency scaling function determined by tracking the coarse model 
response changes, are shown. A rigorous formulation of ARC can be found in [24]; it is omitted here for the sake of 
brevity. Figure 4 shows the results of optimizing the surrogate model using the output SM correction (Fig. 4(a)) and ARC 
(Fig. 4(b)). The optimized surrogate model design in Fig. 4(a) is not as good as that in Fig. 4(b) because the constant 
output SM correction terms causes a significant distortion of the model response while moving away from x(0). 
Table 1 shows the results of optimizing the bandstop filter in Fig. 1 using the surrogate model based on output SM and 
ARC. The latter technique is able to yield a better result using only three fine model evaluations, whereas the optimization 
cost with output SM is eight fine model evaluations. Figure 5 shows the fine model response at the final design obtained 
with ARC. 
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                                                                     (a)                                                                                   (b) 
Fig. 1. Wideband bandstop filter [31]: (a) geometry, (b) coarse model (Agilent ADS). 
 
Table 1: Optimization results for the wideband bandstop microstrip filter 
Surrogate Model Final Specification Error [dB] Number of Fine Model Evaluations* 
Standard Output Space Mapping 1.1 8 
Adaptive Response Correction 2.1 3 
* Excludes the fine model evaluation at the starting point. 
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     (a)                   (b) 
Fig. 2. Wideband bandstop filter: (a) fine (solid line) and coarse model (dashed line) responses at certain design, as well as the fine (solid line 
with circle markers) and coarse model (dashed line with circle markers) responses at a different design; (b) standard output SM correction terms 
corresponding to responses shown in Fig. 2. 
      
     (a)                   (b) 
Fig. 3. (a) Correction terms at certain design x(0), r(x(0), x(0)), (solid line), and at the other design x(1), r(x(1), x(0)) (dashed line). Plots obtained for the 
adaptive response correction method; (b) The frequency scaling function used to obtain the dashed line in Fig. 4 (solid line). The scaling accounts for 
the changes (in frequency) of the coarse model response while going from x(0) to x(1). The identity function plot is shown as dashed line. 
    
         (a)                 (b) 
Fig. 4. Wideband bandstop filter: (a) initial (solid line) and optimized (dashed line) surrogate model response when output SM is used to create 
the surrogate; (b) initial (solid line) and optimized (dashed line) surrogate model response when ARC is used to create the surrogate. The plots in 
(b) correspond to x(0) and x(1) in Fig. 5. 
 
Fig. 5. Wideband bandstop filter: fine model response at the design found by the adaptive response correction technique. 
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4.2. Shape-Preserving Response Prediction 
Shape-preserving response prediction (SPRP) [25] is one of the most recent non-parametric response correction 
techniques. SPRP constructs the surrogate model assuming that the change of the fine model response due to the 
adjustment of the design variables can be predicted using the actual changes of the coarse model response. Therefore, it 
is critically important that the coarse model is physically based, which ensures that the effect of the design parameter 
variations on the model response is similar for both the fine and coarse models. The change of the coarse model 
response is described by the translation vectors corresponding to certain (finite) number of characteristic points of the 
with the actual response of Rf at the current iteration point, Rf(x(i)), used as a reference. 
Figure 6(a) shows an example coarse model response, |S21| in the frequency range 8 GHz to 18 GHz, at the design x(i), 
as well as a coarse model response at some other design x. The responses come from the double folded stub bandstop filter 
example considered in [25]. Circles denote characteristic points of Rc(x(i)), here, selected to represent |S21| = 3 dB, |S21| = 
20 dB, and the local |S21| maximum (at about 13 GHz). Squares denote corresponding characteristic points for Rc(x), while 
Rc when changing the design 
variables from x(i) to x. Because the coarse model is physically-based, the fine model response at a given design, here, x, 
can be predicted using the same translation vectors applied to the corresponding characteristic points of the fine model 
response at x(i), Rf(x(i)). This is illustrated in Fig. 6(b). Note that SPRP surrogate model does not explicitly use any 
parameters, which makes it easy to implement. A rigorous formulation of SPRP can be found in [25]. 
As an illustration, consider the dual-band bandpass filter [32] (Fig. 7(a)). The design parameters are x = [L1 L2 S1 
S2 S3 d g W]T mm. The fine model is simulated in Sonnet em [33]. The design specifications are |S21|  3 dB for 
0.85 GHz    0.95 GHz and 1.75 GHz    1.85 GHz, and |S21|  20 dB for 0.5 GHz    0.7 GHz, 1.1 GHz  
  1.6 GHz and 2.0 GHz    2.2 GHz. The coarse model is implemented in Agilent ADS [34] (Fig. 7(b)). The 
initial design is x(0) = [16.14 17.28 1.16 0.38 1.18 0.98 0.98 0.20]T mm (the optimal solution of Rc). The following 
characteristic points are selected to set up the SPRP model: four points for which |S21| = 20 dB, four points with 
|S21| = 5 dB, as well as 6 additional points located between 5 dB points. 
For the purpose of optimization, the coarse model was enhanced by tuning the dielectric constants and the substrate 
heights of the microstrip models corresponding to the design variables L1, L2, d and g (original values of r and H were 
10.2 and 0.635 mm, respectively). The filter was optimized using shape-preserving response prediction, space mapping 
and adaptive response correction.  
Table 2 shows the optimization results. SPRP was compared to output SM as well as ARC. All of the considered 
methods were able to yield solutions satisfying the design specifications, which is mostly because of using the 
enhanced coarse model. However, the quality of the designs produced by SPRP better than the quality the designs 
yielded by other methods. Also, computational cost of SPRP is lower than that of other approaches, particularly 
output SM. Figure 8 shows the initial fine model response as well as the fine model response at the design obtained 
using SPRP. 
 
  
          (a)                   (b) 
Fig. 6. SPRP concept: (a) Example coarse model response at the design x(i), Rc(x(i)) (solid line), the coarse model response at x, Rc(x) (dotted 
line), characteristic points of Rc(x(i)) (circles) and Rc(x) (squares), and the translation vectors (short lines); (b) Fine model response at x(i), Rf(x(i)) 
(solid line) and the predicted fine model response at x (dotted line) obtained using SPRP based on characteristic points of Fig. 6(a); characteristic points of 
Rf(x(i)) (circles) and the translation vectors (short lines) were used to find the characteristic points (squares) of the predicted fine model response; coarse 
model responses Rc(x(i)) and Rc(x) are plotted using thin solid and dotted line, respectively [25]. 
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                            (a)                        (b) 
Fig. 7. Dual-band bandpass filter: (a) geometry [32], (b) coarse model (Agilent ADS). 
 
Fig. 8. Dual-band bandpass filter: fine model (dashed line) and coarse model (thin dashed line) response at x(0), and the optimized fine model response 
(solid line) at the design obtained using shape-preserving response prediction. 
 
Table 2: Optimization results for dual-band bandpass filter 
Algorithm Final Specification Error [dB] Number of Fine Model Evaluations1 
Output SM2 1.4 8 
Output SM2 + ISM3 1.9 8 
ARC [24] 1.8 3 
ARC [24] + ISM3 1.5 4 
SPRP   2.0 3 
SPRP + ISM3  1.9 2 
1 Excludes the fine model evaluation at the starting point. 
2 The surrogate model is of the form Rs(i)(x) = Rc(x) + [Rf(x(i)) - Rc(x(i))]. 
3 The surrogate model is of the form Rs(i)(x) = Rc(x + c(i)); c(i) found using parameter extraction [11]. 
5. Exploiting Maximum Knowledge: Adaptively Adjusted Design Specifications 
It is not necessary to remove the discrepancies between the low- and high-fidelity models by correcting the low-
specifications. In microwave engineering, most of the design tasks can be formulated as minimax problems with 
upper and lower specifications and it is easy to implement modifications by, for example, shifting the specification 
levels, corresponding frequency bands. This approach, both easy to implement and efficient, is exploited by 
adaptively adjusted design specifications (AADS) technique [26] described in this section. AADS consists of the 
following two simple steps that can be iterated if necessary: 
1. Modify the original design specifications in order to take into account the difference between the responses of Rf and 
Rc at their characteristic points. 
2. Obtain a new design by optimizing the coarse model with respect to the modified specifications. 
Characteristic points of the responses should correspond to the design specification levels. They should also include 
local maxima/minima of the respective responses at which the specifications may not be satisfied. Figure 9(b) shows 
characteristic points of Rf and Rc for our bandstop filter example. The points correspond to 3 dB and 30 dB levels as 
well to the local maxima of the responses. As one can observe in Fig. 9(b) the selection of points is rather straightforward. 
In the first step of AADS optimization procedure, the design specifications are modified (or mapped) so that the level 
of satisfying/violating the modified specifications by the coarse model response corresponds to the satisfaction/violation 
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levels of the original specifications by the fine model response. More specifically, for each edge of the specification line, 
the edge frequency is shifted by the difference of the frequencies of the corresponding characteristic points, e.g., the left 
edge of the specification line of 30 dB is moved to the right by about 0.7 GHz, which is equal to the length of the line 
connecting the corresponding characteristic points in Fig. 9(b). Similarly, the specification levels are shifted by the 
difference between the local maxima/minima values for the respective points, e.g., the 30 dB level is shifted down by 
about 8.5 dB because of the difference of the local maxima of the corresponding characteristic points of Rf and Rc. 
Modified design specifications are shown in Fig. 9(c). The coarse model is subsequently optimized with respect to the 
modified specifications and the new design obtained this way is treated as an approximated solution to the original design 
problem (i.e., optimization of the fine model with respect to the original specifications). Steps 1 and 2 can be repeated if 
necessary. As demonstrated later, substantial design improvement is typically observed after the first iteration, however, 
additional iterations may bring further enhancement. 
An important prerequisite of AADS is that the coarse model is physics-based, in particular, the adjustment of the design 
variables has similar effect on the response for both Rf and Rc. In such a case the coarse model design that is obtained in 
the second stage of the AADS procedure (i.e., optimal with respect to the modified specifications) will be (almost) optimal 
for Rf with respect to the original specifications. As shown in Fig. 9, the absolute matching between the models is not as 
important as the shape similarity. If the similarity between the fine and coarse model response is not sufficient the AADS 
technique may not work well. A generalized version of AADS that alleviates this difficulty can be found in [26]. 
As an illustration that demonstrate operation and efficiency of AADS, consider the second example, consider the 
bandpass microstrip filter with open stub inverter [35] (Fig. 10(a)). The design parameters are 
x = [L1 L2 L3 S1 S2 W1]T. The fine model is simulated in FEKO [36]. The design specifications are |S21|  20dB for 
1.5GHz    1.8GHz, |S21|  3dB for 1.95GHz    2.05GHz and |S21|  20dB for 2.2GHz    2.5GHz. The 
coarse model is implemented in Agilent ADS [34] (Fig. 10(b)). The initial design is the coarse model optimal 
solution x(0) = [25.00 5.00 1.221 0.652 0.187 0.100]T mm (specification error +15.7 dB). 
The first iteration of AADS already yields a design satisfying the specifications, x(1) = [23.79 5.00 1.00 0.694 
0.192 0.10]T mm (specification error 0.6 dB). After the second iteration, the design was further improved to 
x(2) = [23.68 5.00 1.00 0.717 0.193 0.10]T mm (specification error 1.7 dB). Figure 11 shows the fine and coarse 
model responses at x(0) and the fine model response at the final design. For the sake of comparison, the filter was 
also optimized using the frequency SM algorithm. The design obtained in three iterations, [23.66 5.00 1.00 0.654 
0.188 0.100]T mm, satisfies the design specifications, however, it is not as good at the one obtained using the 
procedure proposed in this work (specification error 0.8 dB). 
 
            
                                           (a)                                                                     (b)                                                                      (c) 
Fig. 9. Bandstop filter example (responses of Rf and Rc are marked with solid and dashed line, respectively): (a) responses of Rf and Rc at the initial design 
(optimum of Rc) as well as the original design specifications, (b) characteristic points of the responses corresponding to the specification levels (here, 3 dB 
and 30 dB) and to the local response maxima, (c) responses of Rf and Rc at the initial design and the modified design specifications. 
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              (a)         (b) 
Fig. 10. Bandpass filter with open stub inverter: (a) geometry [35], (b) coarse model (Agilent ADS). 
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Fig. 11. Bandpass filter with open stub inverter: Rf response (solid line) at the final design obtained after two iterations of our optimization 
procedure; fine (dashed line) and coarse (dotted line) model responses at the initial design. 
6. Discussion and Recommendations 
Here, we attempt to give a qualitative comparison of knowledge-based design techniques presented in this paper, 
as well as formulate some guidelines and recommendations for the readers interested in applying these methods in 
their research and/or design work. The main factors are the complexity of implementation, computational efficiency, 
robustness, as well as the range of applications. 
In terms of implementation, the parametric response correction techniques are very straightforward. Output space 
mapping, manifold mapping and multi-point response correction construct the surrogate model by using analytical 
formulas, therefore, they are easy to implement. Non-parametric methods may be more involved because the 
surrogate models are constructed by considering some auxiliary quantities such as scaling functions (adaptive 
response correction) or characteristic points and translation vectors (SPRP), which generally depend on the response 
shape. Also, in SPRP, the user is responsible for defining the characteristic points on case-to-case basis. On the other 
hand, the AADS approach described in Section 5 is probably the easiest to implement out of all the methods 
considered in this work. 
In terms of computational complexity, non-parametric methods prove to be more efficient. The reason is that 
both ARC and SPRP, as well as AADS, exploit the knowledge embedded in the low-fidelity model to a larger extent 
than the parametric methods which only do a local model alignment. As indicated by the examples, ARC and SPRP 
are capable of yielding a satisfactory design after two or three iterations, whereas output SM or MM typically 
require more iterations. On the other hand, parametric techniques tend to be more robust, particularly when 
embedded in the trust-region framework which improves their convergence properties. Also, the use of (even 
approximated) fine model sensitivity improves their ability to locate the fine model optimum accurately. Parametric 
techniques are also more generic than ARC, SPRP and AADS. For the latter, some considerations are necessary in 
order to select a proper realization of the scaling function (ARC), the definition of the characteristic points (SPRP), 
or the analysis of the model responses to properly modify design specifications (AADS). Also, the SPRP technique 
assumes one-to-one correspondence between characteristic points of the coarse and fine models at all considered 
design, which may be difficult to satisfy for certain problems. 
Based on the above remarks, parametric methods, particularly output SM, are recommended for less experienced 
users, and when the underlying coarse model is relatively fast (e.g., equivalent circuit). More experienced users are 
encouraged to try either ARC or SPRP, particularly if the available coarse model is relatively expensive (e.g., 
obtained from coarse-discretization EM simulation). AADS, because of its simplicity, can be readily used by both 
experienced and novice users; in general, it tends to be more reliable when the coarse model is more accurate (e.g., 
obtained through coarse-discretization EM simulation). In either case, the quality of the coarse model is one of the 
key factors, therefore its preconditioning using any space mapping transformation is recommended. 
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