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Abstract: This paper addresses the consensus problem for a class of any order multi-agent systems
under switching topologies which could include kinds of unconsensusable topologies. The con-
sensus problem, depending on structure properties and the corresponding topology, is researched
with fixed structure properties under directed switching topologies. By properties of Laplacian
matrix, the consensus problem for multi-agent systems is converted into the stability problem of
the corresponding switched systems with a Laplacian-like matrix. Some sufficient conditions for
consensus are presented by using the dwell time approach. Finally, numerical examples and the
results of computer simulation are given to verify the theoretical analysis.
1. Introduction
Distributed cooperative control of multi-agent systems has received considerable attention over
the past few years due to the rapid developments of computer science and its wide application
in many areas, such as industrial production [1], sensor networks [2], vehicle systems [3], and
spacecraft flying [4]. The fundamental tasks of cooperative control have been widely investigated,
e.g. consensus [5–8], tracking control [9], containment control [10] [11], flocking [12], rendezvous
[13]), and formation control [14]. In order to study and analyze these fundamental tasks, matrix
theories, graph theories, control theories and some other research approaches and theories have
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been employed [15] [16].
Consensus, as a kind of cooperative behavior of multi-agent systems, has been researched a lot
in recent years [5–8,17,18]. To make all agents converge to a common state was the major objective
of consensus for multi-agent systems [8]. The common state was called the group decision value
in [5]. The group decision value was not decided by centralized systems, but by each agent using
the local information of its own and neighbors.
Some preliminary results about the first-order consensus under fixed and switching topologies
have been reported in [5, 6, 15, 33, 35–37]. In [6], it was shown that the first-order consensus can
be achieved asymptotically if the union of the directed interaction graphs contained a spanning
tree frequently enough. The first-order asynchronous consensus problem under directed switching
topologies was shown to be solvable if the union of the topologies contained a spanning tree in
[35]. First-order leader-following consensus under undirected switching topologies was researched
in [36] [37], and consensus tracking under directed switching topologies in [43], showing that the
joint connectivity was a key condition to ensure the leader-following consensus.
Some conclusions about the second-order consensus have been reported in [19–23, 34, 38].
In [19], some preliminary schemes for the second-order consensus have been studied, and it has
been reported that the second-order consensus may fail to be reached even if the network topology
had a directed spanning tree, i.e., consensus required other conditions besides having a spanning
tree. The second-order consensus was affected by more factors than the first-order consensus. For
the same agents and initial conditions, even a consensus could be reached under some fixed topolo-
gies (called consensusable topologies), the consensus could not be achieved under other topologies
(called unconsensusable topologies). The unconsensusable topologies resulted from many factors,
such as improper gains (coupling strengths) or no-spanning tree. In order to further study these
consensus conditions, the problem about second-order consensus in multi-agent dynamical system-
s under fixed topologies was discussed, and some conditions were given in [20–22]. In addition,
second-order consensus under switching topologies with balanced networks was discussed in [23].
The second-order leader-following consensus was studied in [38], under the assumption that the
leader was fixed for switching topologies.
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Some early results for the consensus of the three-order and the high-order multi-agent systems
were addressed in [24, 25], where the network was fixed, and it was shown that all the gains must
be chosen properly to ensure that consensus could be reached. Consensus regions were discussed
for undirected switched topologies in [39]. The consensus of third-order nonlinear multi-agent
systems was present in [26] recently, and a consensus protocol was proposed under the assumption
that the topology was fixed. However, due to the loss or creation of the link, the topologies would
be changed. The studies for consensus under switching topologies were more practical [42]. The
consensus problem for high-order dynamic multi-agent systems with fixed and switching topolo-
gies was discussed in [41], and sufficient conditions of the consensus for switching topologies
were provided under the assumption that interactions among agents were modeled by undirected
graphs. A decentralized high gain control law was provided in [40] to solve the consensus prob-
lems with undirected switching topologies. But the consensus analysis for directed networks was
more challenging than the case of undirected networks [5]. The consensus analysis for third-order
multi-agent systems in directed networks was studied in [27] recently, where the topology was
fixed. The relationship between high-order integral multi-agent systems and the first-order integral
multi-agent systems was researched in [42] recently. For the directed switching networks, even
with the unfixed leader, few studies have been done on the general consensus issues when includ-
ing different kinds of unconsensusable topologies, although a consensus could be reached if the
dwell time of consensusable topologies was long enough.
Motivated by the above discussion, consensus analysis by a topology-dependent average dwell
time approach, and three kinds of switching were studied in this paper. The main contributions of
this paper were reflected as follows: (1) The proposed results in this paper would show the consen-
sus also could be reached under switching topologies including different kinds of unconsensusable
topologies. Both improper coupling strengths and no spanning tree were applicable to this case. (2)
The present results could be applied to the following cases: no leader; switching leaders; switching
between with and without a leader. (3) The results could be suitable for both the balanced network,
with fixed group decision value, and the unbalanced network, with changing group decision value
as topologies changing.
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The rest of this paper is organized as follows: In Section 2, some preliminaries regarding the
concepts of algebraic graph theories, dwell time approaches and definitions are presented. Section
3 details the model transformation and consensus analysis. Numerical examples are made to verify
the theoretical analysis in Section 4. Finally, the conclusions are given in Section 5.
Notations: If P is a matrix, P > (<)0 implies that P is symmetric and positive(negative) defi-
nite. The operator ⊗ represents the Kronecker product of two matrices. Let Ic be the c× c identity
matrix, and 0c×d be the c× d zero matrix. The superscript “T” stands for the matrix transpose. C1
stands for the space of continuously differentiable functions. RN denotes N-dimensional Euclidean
space. If a function β : [0,∞) → [0,∞), β(0) = 0, is strictly increasing, continuous, unbounded,
then it is said to be of class K∞. And t1, t2, t3, · · · , ti, ti+1, · · · are the switching times.
2. Preliminaries
Graph theory is used to model the directed interaction networks among agents in the multi-agent
systems with n agents. A digraph is denoted by G = (V , E ,A) with a set of nodes V = {v1, v2, . . . , vn},
a set of edges E ⊆ V × V , and an adjacency matrix A = [aij]. The set of node indexes is
I = {1, 2, . . . , n} . An edge of graph G is denoted by eij = (vi, vj). We assume that there are no
self loops. The set of neighbors of node vi is denoted by Ni = {vi ∈ V : (vi, vj) ∈ E , j ̸= i}. A
directed tree is a special directed graph, where every node has exactly one parent except the root.
A spanning tree of a directed graph is a directed tree that connects all the nodes of the graph. The
Laplacian matrix L is defined as: lij =
∑n
k=1,k ̸=i aik for i=j, and lij = −aij , for i ̸= j, i, j ∈ I.
More details are in [28].
Lemma 1. [6] If the directed network has a directed spanning tree, the corresponding Laplacian
matrix L would have a simple eigenvalue 0 and all the other eigenvalues would have positive real
parts.
Lemma 2. Let L = [lij] ∈ Rn×n denote the Laplacian matrix associated with a digraph having a
spanning tree. All the non-zero eigenvalues of L are the eigenvalues of the matrix H = [hij] ∈
R(n−1)×(n−1), where hij = lij − lnj .
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Proof. For a strongly connected digraph, this lemma was given in [29] [30]. From lemma 1, if a
directed network has a directed spanning tree, 0 also is a simple eigenvalue. The rest part of this
proof is similar to that in [29], and we thus omit it here.













i (t) = ui, i ∈ I
(1)
Where xi(t) = [xi1(t), . . . , xiN(t)]T ∈ RN is the state of vector of the ith agent. ui ∈ RN is the
control input, and x(k)i denotes the k
th derivative of xi with x
(0)
i = xi

























i (t)), i = I
(2)
Where aij, i, j ∈ I are the entries of adjacency matrix A(G), given by the interaction topology G.
Positive constant β0, β1, β2, . . . , βG−1 are the coupling strengths. And K = {0, . . . ,G− 1}.
Definition 1. Gth-order consensus is said to be reached among n agents for the multi-agent systems
if for all initial conditions, x(k)i (t) → x
(k)
j (t), as t → +∞ , k ∈ K. In this paper, we would set j as
n.
In order to solve the consensus problem of multi-agent systems, some theories about switched
systems would be used in this paper. Some basic concepts and results of switched systems are
introduced.
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Definition 2. [31] For a switching σ(t) and any T≥t≥0. The switching numbers of pth subsystem
is denoted by Nσp(T, t), and the total running time of pth subsystem is denoted by Tp(T, t) over
the interval [t, T]. σ(t) is said to have a mode-dependent average dwell time (MDADT) τap if there
exist positive numbers N0p(T, t) and τap such that




Consider the following switched system:
ż(t) = wσ(t)(z(t)), z(t0) = z0, t ≥ t0 (4)
Where z(t) ∈ RG(n−1) is another state vector, σ(t) is a switching signal. The value of σ(t) is in
the finite set J = {1, . . . ,M}, while M is the number of subsystems. In this paper, we suppose
that there are M subsystems including M-r unstable subsystems. For brevity, the 1st,2nd,. . . , rth
subsystem are stable, denoted as S, while the (r + 1)th,, . . . ,M th are unstable, denoted as U .
Suppose r≥1. It is not known whether r=M or not.
Lemma 3. [31] Consider the switched system (4), and give constants λP > 0, µP > 1, p ∈ J .
Suppose that there exist C1 functions Vσ(t) : RG(n−1) → R1, and class K∞ functions k1p and k2p,
such that ∀p ∈ J ,
k1p(∥z(t)∥) < Vp(∥z(t)∥) < k2p(∥z(t)∥) (5)
V̇p(∥z(t)∥) < −λpVp(∥z(t)∥) (6)




Then the system (4) is globally uniformly asymptotically stable with MDADT





Lemma 4. [32] Consider switched system (4), and give constants αP ,µP > 1, p ∈ J . Suppose
that there exist C1 functions Vσ(t) : RG(n−1) → R1, and class K∞ functions k1p and k2p, such that
∀p ∈ J ,
k1p(∥z(t)∥) < Vp(∥z(t)∥) < k2p(∥z(t)∥) (9)
V̇p(∥z(t)∥) < αpVp(∥z(t)∥) (10)




Then the system is globally uniformly asymptotically stable with marginal γ* under any switching
signal with the following conditions:

τap ≥ − lnµpαp (αp < 0, p ∈ S)











Tp(t, 0), T+ =
M∑
p=r+1
Tp(t, 0), −γ− = maxp∈S(αp + lnµpτap ), γ





In this section, the model transformation and consensus analysis are studied under switching
topologies.
Let x(k)(t) = [x(k)1 (t)
T , . . . , x
(k)
n (t)T ]T , and y(t) = [x(0)(t)T , . . . , x(G−1)(t)T ]T , k ∈ K. Then,
network (1) with input (2) can be rewritten in a compact matrix as









L̂(t) = [−β1L(t) − β2L(t) · · · − βG−1L(t)]n×((G−1)n) (15)
and y(t) ∈ RGNn , L = [lij] is the Laplacian matrix.
The x(k)i ∈ RN , x
(k)
i can be denoted as
x
(k)








where x(k)i,j ∈ R1, i ∈ I, j ∈ {1, . . . , N}.








1,j(t), · · · , x
(G−1)
n,j (t)]
T , j ∈ {1, · · ·N}, the system
(13) could be rewritten as

ẏ1(t) = L̃ ∗ y1(t), y1(0) = y1(t)|t=0
· · ·
ẏN(t) = L̃ ∗ yN(t), yN(0) = yN(t)|t=0
with N independent subsystems. These N independent subsystems have a same differential equa-
tion of motion as
ċ(t) = L̃(t) ∗ c(t) (17)
where c(t) ∈ RGn stands for yj , j ∈ {1, · · ·N}, defined as
c(t) = [c(0)(t)T , . . . , c(G−1)(t)T ]T (18)
c(k)(t) = [c
(k)
1 (t), . . . , c
(k)
n (t)]
T , k ∈ K (19)
And, c(0) = c(t)|t=0 takes its values from {yj(t)|t=0}, j ∈ {1, . . . , N}.
Now the consensus problem with (13) for all initial values is equivalent to that with equation
(17) for all initial conditions. Similar analysis was in [24] with fixed topologies. If we assume N=1
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for simplicity, (17) is (13).
By setting j as n for definition 1, and using(17), Gth-order consensus would be said to be
reached if for all initial conditions, c(k)i (t) → c
(k)
n (t), as t → +∞, k ∈ K, ∀i ∈ {1, . . . , n− 1}.
I.e., the consensus problem would be solved if
c
(k)
i (t)− c(k)n (t) → 0, as t → +∞, ∀k ∈ K, ∀i ∈ {1, . . . , n− 1} (20)
for all initial conditions.




i (t) = c
(k)








and z(t) = [z(0)(t)T , . . . , z(G−1)(t)T ]T ∈ RG(n−1).
Now, one can get the following Lemma 5.
Lemma 5. For the directed network G (t), if the globally uniformly asymptotically stability prob-
lem of system








Ĥ(t) = [−β1H(t) − β2H(t) · · · − βG−1H(t)](n−1)×((G−1)(n−1)) (23)
then the consensus of system (1) is reached with consensus algorithm (2), under all initial condi-
tions.
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Proof. The ith row vector for the Laplacian matrix can be denoted as
Li(t) = [li1(t), li2(t), ..., lin(t)], i ∈ I (24)
The ith row vector for the H matrix can be denoted as
Hi(t) = [hi1(t), hi2(t), ..., hin−1(t)], i ∈ I and i ̸= n (25)
1) When ∀k ∈ K and k < G− 1 , by (17) and (20), for ż(k)i (t) , then
ż
(k)
i (t) = ċ
(k)
i (t)− ċ(k)n (t)
= c
(k+1)






















2) For ż(G−1)i (t), by (17) and (20), with properties of the Laplacian matrix , then
ż
(G−1)
i (t) = ċ
(G−1)




























j (t)− c(G−1)n (t))
(27)
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By (24),one can get
ż
(G−1)
i (t) =− β0Li(t)c(0)(t)− · · · − βG−1Li(t)c(G−1)(t)
+ β0Ln(t)c
(0)(t) + · · ·+ βG−1Ln(t)c(G−1)(t)
=− β0Li(t)c(0)(t)− · · · − βG−1Li(t)c(G−1)(t)
+ β0Ln(t)c
(0)(t) + · · ·+ βG−1Ln(t)c(G−1)(t)
=− β0(Li(t)− Ln(t))c(0)(t)− · · ·
− βG−1(Li(t)− Ln(t))c(G−1)(t)
(28)
with properties of the Laplacian matrix, and the definition of H matrix in Lemma 2. One can get




i (t) =− β0(Li(t)− Ln(t))c(0)(t)− · · ·
− βG−1(Li(t)− Ln(t))c(G−1)(t)
=− β0Hi(t)z(0)(t)− · · · − βG−1Hi(t)z(G−1)(t)
(30)








= −β0H(t)z(0)(t)− · · · − βG−1H(t)z(G−1)(t)
= −β0H(t)z(0)(t) + Ĥ[z(1)(t)T , . . . , z(G−1)(t)T ]T
(31)
Now, by 1) and 2), the equation (21) has been proved.





i (t)− c(k)n (t) → 0 as t → +∞,∀k ∈ K,∀i ∈ {1, . . . , n− 1} (32)
Compared with consensus definition of equation (20), the consensus problem of (17) is solved.
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Based on the relationship, which has been analyzed, between (17) and (13), the consensus of
system (13) is reached. The consensus of system (1) with consensus algorithm (2) is reached,
because system (13) is the compact matrix form of system (1) with consensus algorithm (2).
Now one can conclude the proof of this lemma.
Corollary 1. If the directed network G has a directed spanning tree with fixed topologies, the
system (1) with consensus algorithm (2) reach a consensus exponentially if and only if all the
eigenvalues of corresponding matrix H̃ have negative real parts.
Proof. Let J̃ be the Jordan form associated with H̃ , then H̃ = SJ̃S−1. By explicit calculation of
(21), one has
z(t) = exp(H̃t)z(0) = S exp(J̃t)S−1z(0) (33)
exp(J̃t) converges to a zero matrix exponentially, as t→ ∞, if and only if all the eigenvalues of
corresponding matrix H̃ have negative real parts.
By the proof of Lemma 5, the systems (21) can be got from the system (1) with consensus
algorithm (2), and system (1) with consensus algorithm (2) reaches consensus exponentially if and
only if the system (21) converges to origin exponentially, as t→ ∞. The system (21) converges to
origin exponentially only if all the eigenvalues of corresponding matrix H̃ have negative real parts,
as t→ ∞.
Now, one can now conclude the proof of the corollary.
Remark 1. The time-variable matrix H(t), like L(t), would change as topologies change, and has
all the non-zero eigenvalues of L(t) under the topologies with a spanning tree by lemma 2. The
structure of matrix H̃(t) is similar to L̃(t). The matrix H is a Laplacian-like matrix.
Remark 2. By lemma 5, the linear model (21) is time-variable, for the time-variable matrix H(t).
The linear model (21) can also be used under switching topologies.
In [20] [24], some certain relations, to coupling strengths with a topology, must be satisfied in
order to reach a consensus. Any agent could not know whether the topologies have changed or not,
for each agent only using the information from its neighbors. Suppose that the relationships, such
12
as coupling strengths, would not change under switching topologies. The multi-agent systems
would undergo M kinds of topologies including M-r kinds of topologies that would not make
(21) asymptotically stable (the consensus could not be reached). For brevity, the 1st,2nd,. . . , rth
topology are stable, denoted as S, while the (r+1)th,, . . . ,M th are unstable, denoted as U . Suppose
r≥1. It is not known whether r=M or not. These assumptions are similar to the assumptions with
switched systems. Now The mode-dependent average dwell time approach is converted to the
topology-dependent average dwell time approach. Some sufficient conditions for consensus would
be presented by using the dwell time approach.
Theorem 1. For the multi-agent systems under switching topologies network Gp, p ∈ J , if there




Then the multi-agent systems (1) would reach a consensus with consensus algorithm (2) under all
initial values.
Proof. A common Lyapunov function is constructed as
V (z(t)) = zT (t)Pz(t) (35)
and ∀t ∈ [ti, ti+1), with (34)
V̇ (z(t)) = żT (t)Pz(t) + zT (t)P ż(t)
= zT (t)H̃T
p






the system(21) is globally uniformly asymptotically stability.
By Lemma 5, the multi-agent systems (1) with consensus algorithm (2) would reach a consensus
under all initial values.
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This proof is completed.
Remark 3. Both the theorem 1 and corollary 1 can be used under fixed topologies. With condition
(34), the multi-agent systems under switching topologies are stable under arbitrary switching. The
number of unconsensusable topologies is zero in this case.
In some situations, finding common P > 0 under condition (34) is difficult, compared to finding
an individual Pp > 0, ∀p ∈ J ,for every topology.
Theorem 2. For the multi-agent systems under switching topologies network Gp, p ∈ J , and
giving constants λp > 0, µp > 1,∀p ∈ J , if there exist symmetric matrices Pp > 0, ∀p ∈ J , such
that
H̃Tp Pp+PpH̃p<− λpPp (37)
And ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p ̸= q, such that
Pp ≤ µpPq (38)
Then the multi-agent systems (1) with consensus algorithm (2) and all initial values reach a con-
sensus with








and ∀t ∈ [ti, ti+1), with (37) and (40), one can get
V̇p(z(t)) = ż












From (38) and (40), then
Vp(z(ti)) = z
T (ti)Ppz(ti) < µpz
T (t−i )Pqz(t
−
i ) = µpVq(z(t
−
i )) (42)
By Lemma 3, the system (21) is globally uniformly asymptotically stability with (39).
By Lemma 5, the multi-agent systems (1) with consensus algorithm (2) would reach a consensus
with (39).
This proof is completed.
If the number of unconsensusable topologies is more than zero, finding an individual Pp > 0,
satisfying (39), ∀p ∈ J ,for every topology is impossible. The following theorem 3 is used for the
consensus problem of this situation.
Theorem 3. For the multi-agent systems under switching topologies network Gp, p ∈ J , and
giving constants αp, µp > 1,∀p ∈ J , if there exist symmetric matricesPp > 0, ∀p ∈ J , such that
H̃Tp Pp+PpH̃p<αpPp (43)
And ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p ̸= q, such that
Pp ≤ µpPq (44)
Then the multi-agent systems (1) with consensus algorithm (2) and all initial values reach a con-
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sensus with 
τap ≥ − lnµpαp (αp < 0, p ∈ S)











Tp(t, 0) ,T+ =
M∑
p=r+1
Tp(t, 0),−γ− = maxp∈S(αp + lnµpτap ),γ




Proof. A multiple Lyapunov function is constructed as
Vp(z(t)) = z
T (t)Ppz(t) (46)
and ∀t ∈ [ti, ti+1), with (43) and (46),one can get
V̇p(z(t)) = ż













From (44) and (46), then
Vp(z(ti)) = z
T (ti)Ppz(ti) < µpz
T (t−i )Pqz(t
−
i ) = µpVq(z(t
−
i )) (48)
By Lemma 3, the system(21) is globally uniformly asymptotically stability with (45).
By Lemma 5, the multi-agent systems (1) with consensus algorithm (2) would reach a consensus
with(45).
This proof is completed.


















j (0), as as t→ ∞, where ξ , satisfying ξT1n = 1, is the unique nonnegative left eigenvector
of L associated with eigenvalue 0. Group decision value would change as topologies change, even
with the same initial values. This class of problems could be solved by the results in this paper.
Remark 5. The results and methods in this paper are also suitable for the consensus algorithm (2)












j ). In this case, system (15)
is L̂(t) = [−β1I −β2I · · · −βG−1I]; system (23) is Ĥ(t) = [ − β1I − β2I · · · − βG−1I]. The
new consensus algorithm (2) has no influence on the analysis process in this paper. The results in
this paper still hold.
4. Simulation examples
In this section, three simulations are given to verify the theoretical analysis. The multi-agent
systems with n=4, N=1, G=2, under the switching topologies shown in Fig.1, would be considered.
The digraph models considered here partly come from [20]. For the following example 1 and
example 2, the three-level signal values (low, middle and high) of switching signal σ(t) stand for
these three topologies((a),(b) and (c)) in Fig.1. For the following example 3, four level signal











Fig. 1. Communication network digraphs
In Fig.1(a), the No.1 agent has no neighbors, and its information can be received by the No.2
agent and the No.4 agent. The No.1 agent could be seen as a leader under the topology in Fig.1(a).
There is no agent which has no neighbors and can send its own information to others in Fig.1(b)
and Fig.1(c). The switching under these topologies (Fig.1(a-c)) can be considered as the switching
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between with and without a leader.
The adjacency matrixes of the topologies in Fig.1 (a-c) are
0 0 0 0
1 0 0 0
0 1 0 0




0 0 1 0
1 0 0 0
0 1 0 0




0 0 1 0
1 0 0 0
0 1 0 1
1 0 0 0

.
They are all unbalanced network by the definition in [5]. The three group decision values under
these three topologies are different from each other by the result in [20] with same initial values.

































































The coupling strengths, β0 and β1, would not change under switching topologies. For simplicity,
β0 is always set 1 in following three examples. In order to reach a consensus with all initial values,
β1 must be more than 0, 0.4082 and 0.3162 by [20], under these three fixed topologies in Fig.1(a-
c). They are unconsensusable topologies otherwise. In order to verify the main results in the paper,
β1 would be given three different values in following three examples.
Example 1. Firstly, the theorem 1 is verified. When β1 = 0.7950, the MATLAB-based toolbox
for linear matrix inequality (LMI) could find a common positive definite symmetric matrix P > 0
satisfying (34), as

7.6950 −1.8876 −0.6155 2.1487 0.7856 −0.2723
−1.8876 15.3995 −0.6974 −2.0894 5.6901 1.4863
−0.6155 −0.6974 3.9337 −1.2689 −1.7589 1.5151
2.1487 −2.0894 −1.2689 7.1153 −3.0718 −1.5474
0.7856 5.6901 −1.7589 −3.0718 14.0173 0.9295
−0.2723 1.4863 1.5151 −1.5474 0.9295 2.9734

In this case, by theorem 1 in this paper, Lyapunov function is strictly non-increasing, and a con-
sensus can reached with all initial values for any arbitrary switching sequences. The states of all
agents and switching signals are shown in Fig.2. The first-order states (position states) and second-
order states (velocity states) of the same agent are plotted in same color. A consensus is reached
as shown in Fig.2 under switching topologies.
Example 2. Secondly, the theorem 2 is verified. When β1 = 0.5100, the LMI toolbox could not
find a common positive definite symmetric matrix P satisfying (34). While given constant values
λ1 = 0.0100, λ2 = 0.1900, λ3 = 0.4300, and µ1 = 1.0002, µ2 = 2.4800, µ3 = 2.5000, the LMI
toolbox, with the aid of these constant values, could find three different positive definite symmetric
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Fig. 3. States of agents and switching signal, where β1 = 0.5100
a Position states
b Velocity states
matrixes, meeting with (37)(38), as
P1 =

0.0951 −0.0407 −0.0071 0.0257 0.0341 −0.0117
−0.0407 5.8717 −0.0544 −0.0465 2.2782 0.0240
−0.0071 −0.0544 0.0835 −0.0011 −0.0193 0.0234
0.0257 −0.0465 −0.0011 0.1193 −0.0785 −0.0470
0.0341 2.2782 −0.0193 −0.0785 5.2392 0.0218






0.1812 −0.0697 −0.0506 0.0264 0.0495 −0.0285
−0.0697 6.9171 −0.1093 −0.0262 1.9469 0.0031
−0.0506 −0.1093 0.1764 −0.0302 −0.0647 0.0762
0.0264 −0.0262 −0.0302 0.1353 −0.0592 −0.0755
0.0495 1.9469 −0.0647 −0.0592 6.2723 −0.0144





0.2320 −0.0851 −0.0187 0.0328 0.1180 −0.0143
−0.0851 6.6219 −0.0250 −0.0808 1.7672 −0.0042
−0.0187 −0.0250 0.1877 −0.0007 −0.0271 0.0803
0.0328 −0.0808 −0.0007 0.1231 −0.0618 −0.0418
0.1180 1.7672 −0.0271 −0.0618 6.5886 0.0329
−0.0143 −0.0042 0.0803 −0.0418 0.0329 0.1011

∗ 1000
By theorem 2 in this paper, a consensus with all initial values would be reached if τa1 ≥ 0.0200,
τa2 ≥ 4.7803, τa3 ≥ 2.1309. The states of all agents and switching signals are shown in Fig.3,
where where β1 = 0.5100. A consensus would be reached as shown.
Example 3. Thirdly, the theorem 3 is verified. The topology in Fig.1(b) is unconsensusable re-
sulting from improper coupling strengths, when β1 = 0.3700 < 0.4082. The topology in Fig.1(d)
is unconsensusable resulting from having no spanning tree. By theorem 3 in this paper, a consensus
could also be reached under switching topologies among Fig.1(a-d) including two kinds of uncon-
sensusable topologies. While giving constant values α1 = −0.1000 , α2 = 0.4000, α3 = −0.0950,
α4 = 0.4700 and µ1 = 1.0002, µ2 = 4.0000, µ3 = 4.4500, µ4 = 4.7000, the LMI toolbox could
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Fig. 4. States of agents and switching signal, where β1 = 0.3700
a Position states
b Velocity states
find four different positive definite symmetric matrixes,, meeting with (43)(44), as
P1 =

0.1004 −0.0955 0.0126 0.0114 −0.0024 −0.0029
−0.0955 0.1232 −0.0280 −0.0073 0.0010 −0.0066
0.0126 −0.0280 0.0301 0.0006 0.0067 0.0071
0.0114 −0.0073 0.0006 0.1026 −0.0940 −0.0101
−0.0024 0.0010 0.0067 −0.0940 0.1131 −0.0010





0.1799 −0.1308 −0.0130 0.0153 0.0060 −0.0218
−0.1308 0.1846 −0.0334 −0.0051 −0.0001 −0.0116
−0.0130 −0.0334 0.0844 −0.0066 0.0166 0.0244
0.0153 −0.0051 −0.0066 0.1159 −0.0986 −0.0135
0.0060 −0.0001 0.0166 −0.0986 0.1594 −0.0123




0.2142 −0.2062 0.0251 0.0103 0.0262 −0.0060
−0.2062 0.3199 −0.0904 −0.0062 0.0018 −0.0574
0.0251 −0.0904 0.1279 0.0001 0.0282 0.0416
0.0103 −0.0062 0.0001 0.1026 −0.0935 −0.0101
0.0262 0.0018 0.0282 −0.0935 0.1821 −0.0194




0.1490 −0.1086 0.0243 0.0321 −0.0041 −0.0021
−0.1086 0.1696 −0.0650 −0.0162 −0.0013 −0.0242
0.0243 −0.0650 0.0708 0.0129 0.0007 0.0088
0.0321 −0.0162 0.0129 0.4632 −0.4348 −0.0173
−0.0041 −0.0013 0.0007 −0.4348 0.4968 −0.0195
−0.0021 −0.0242 0.0088 −0.0173 −0.0195 0.0650

By theorem 3 ,when τa2 = 45.0000, τa4 = 20.0000, a consensus would be reached if T−/T+ >
6.7898, τa1 ≥ 0.0020,τa1 ≥ 15.7184 under switching topologies. The states of all agents and
switching signals are shown in Fig.4, where β1 = 0.3700. A consensus is reached as shown.
5. Conclusion
In this paper, the consensus problem for multi-agent systems under switching topologies is studied.
By a model transformation, the consensus problem under switching topologies is converted into the
stability problem of the corresponding switched systems. Based theories about switched systems,
23
three theories about consensus are presented. The global consensus with all initial values could be
reached under kinds of unconsensusable topologies by these theories. In the future work, we will
consider the consensus problem of nonlinear systems under switching topologies.
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