Abstract. Existence of one solution for a two-point boundary value problem with a positive parameter Q arising in the study of surface-tension-induced flows of a liquid metal or semiconductor is studied. On the basis of the upper-lower solution method and Schauder's fixed point theorem, it is proved that the problem admits a solution when 0 ≤ Q ≤ 12.683. This improves a recent result where 0 ≤ Q < 1.
where Re is the Reynolds number (Q = 2A 3 Re), A = L/R is the aspect ratio and β is a constant to be determined. Assuming that the dimensionless pressure p is a quadratic function of y, we find that the r -component of the acceleration equation in the Navier-Stokes energy system describing the flow of fluid and its temperature in the cylinder becomes (1.1a). The physical boundary conditions reduce to the conditions (1.1b) if we make the assumption that the free boundary is time-independent but not "flat." Numerical solutions of (1.1) have been found [3] for 0 ≤ Q ≤ 32.7 and Q ≥ 1749. However, a theoretical proof on the existence of solutions of (1.1) has been done only for 0 ≤ Q < 1 in [4] . Hence there is still a large gap between numerical experiments and theoretical results. In the present paper, on the basis of the upper-lower solution method and Schauder's fixed point theorem, we prove the existence of solutions for (1.1) with 0 ≤ Q ≤ 12.683. Thereby we make a greater improvement of the existing results [4] .
Our main result is the following theorem.
2. A technical treatment of (1.1). We observe that in (1.1), equation (1.1a) is a third order equation with an unknown constant β, while the boundary value condition (1.1b) contains four equalities. Hence following [4] , we make the following technical treatment of (1.1).
Differentiating (1.1a) with respect to x, we obtain
Let (f /x) = g. Then (2.1) has the following form:
To prove the existence of solutions for (1.1), we reduce to finding a fixed point problem. On the basis of the differential inequality technique to construct upper and lower solutions of (2.2), we consider the following set:
where
2) has a unique solution g(x); and (2) the problem
also has a unique solution f * (x), then we may define an operator
where f * is the solution of (2.5). Thus, given Q ∈ [0, 12.683], if we can prove that (3) T has a fixed point, namely, there exists f ∈ D such that T f = f . Then f is a solution of (2.1). Integrating (2.1a) from 1 to x and using (2.1b), we obtain (1.1a) at once, here
. Therefore, f must be the solution of (1.1).
In the following, we shall carry out the above three processes, respectively.
The solution of the problem (2.2).
We consider the boundary value problem on
Then the problem (3.1) has a unique solution y = y(x), and
Moreover, there exists a positive number N which depends only on the interval [x 1 ,x 2 ] and the function pairs ω(x), ω(x) such that
Since b(x) > 0, we use the maximum principle, it is easy to prove the uniqueness of solutions of (3.1), and the other aspects of Lemma 3.1 are generalizations of Nagumo's theorem (see [ 
Proof. Notice for
where Therefore for 0 ≤ Q ≤ 12.683, we have
For any positive integer n ≥ 2, consider the boundary value problem
We set ω(x) ≡ 0, ω(x) = x α , where α > 0 is sufficiently small, so that
By Lemma 3.1, we obtain that (3.9) has only one solution g n = g n (x) which satisfies
and {g n (x)} is uniformly bounded on [1/2, 1], and hence {g n (1)} is bounded. Without loss of generality, we let {g n (1)} → α 0 as n → ∞. We consider the solution of (3.9a) satisfying the initial conditions g(1) = 1, g (1) = α 0 . Obviously, it exists on [0, 1] and satisfies
is the solution of (2.2). For the uniqueness of the solutions, it is easy to show by (3.8). This completes the proof.
To prove Theorem 1.1, we give the bound of g(x) and g (x) on [0, 1].
xg (x) = 0, (3.15) (0,x 0 ) . This is impossible because we have g (x 1 ) > 0 from (2.2a), hence a contradiction.
(ii) Rewrite (2.2a) as follows
we have x(xg ) > 0, that is, (xg ) > 0, and hence xg is increasing on (0, 1). Using (3.14), we obtain xg > 0 for x ∈ (0, 1), and therefore lim x→0+ xg (x) exists, and lim x→0+ xg (x) ≥ 0. If there exists α > 0 such that lim x→0+ xg (x) = α, then for α/2, there is a δ > 0, so that (1) . Integrating it from x to δ, we have
This means g(x)→−∞ as x→ 0+, contradicting with g(0) = 0. Thus lim x→0+ xg (x) = 0.
(iii) Equation (2.2a) can be converted to the following form:
Integrating the above equation from 0 to x, using (3.15) and g(0) = 0, we obtain
We integrate (3.22) from 1 to x and obtain (3.16).
(iv) We combine (3.16) with (3.22) and yield (3.17). This completes the proof.
The solution of the boundary value problem (2.5).
Integrating (2.5a) from 0 to x and using (2.5b), we see that
2)
ds. By Theorem 3.2, we know that g(x) exists and is unique, so (2.5) has a unique solution
In the following, we estimate the bound of f * and f * .
equations (4.1) and (4.2) become
From (4.4), we have
(4.6) By (3.14) and (3.16), we have the following inequalities From (4.5), it follows that
By (3.14) and (3.16), we obtain
Using similar arguments, we have
In summary, we get the following inequalities (5.7)
