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ABSTRACT
Earth System Models (ESMs) are the state of the art for projecting the ef-
fects of climate change. However, longstanding uncertainties in their ability
to simulate regional and local precipitation extremes and related processes
inhibit decision making. Stakeholders would be best supported by proba-
bilistic projections of changes in extreme precipitation at relevant space-time
scales. Here we propose an empirical Bayesian model that extends an existing
skill and consensus based weighting framework and test the hypothesis that
nontrivial, physics-guided measures of ESM skill can help produce reliable
probabilistic characterization of climate extremes. Specifically, the model
leverages knowledge of physical relationships between temperature, atmo-
spheric moisture capacity, and extreme precipitation intensity to iteratively
weight and combine ESMs and estimate probability distributions of return
levels. Out-of-sample validation shows evidence that the Bayesian model is a
sound method for deriving reliable probabilistic projections. Beyond precip-
itation extremes, the framework may be a basis for a generic, physics-guided
approach to modeling probability distributions of climate variables in general,
extremes or otherwise.
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1. Introduction
Stakeholder-oriented synthesis reports at all scales, from global (IPCC 2014) to local (Boston
2016) rely heavily on ESMs, the principal tools for projecting the effects of climate change. Lit-
erature (Katz et al. 2013) and our interactions with stakeholders (Kodra et al. 2013; Ganguly et al.
2015; Boston 2016) support the need for probabilistic projections of climate change. However,
ESMs do not provide probabilistic projections directly (Tebaldi and Knutti 2007; Knutti et al.
2010). Probabilistic climate projections can serve as tools for designing structures (Mailhot et al.
2007; Mirhosseini et al. 2013; Shrestha et al. 2017) and potentially for pricing financial risk miti-
gation and transfer instruments like short term insurance, reinsurance, catastrophe bonds, and long
term insurance (Jaffee et al. 2010; Kunreuther et al. 2011; Maynard and Ranger 2012). Probabilis-
tic characterization is especially crucial for extremes at regional and local scales (Mailhot et al.
2007; Mirhosseini et al. 2013; Shrestha et al. 2017), and yet not many approaches exist (Sunyer
et al. 2014).
While a wealth of literature focuses on the global mean response of climate to greenhouse gases
(GHGs), often the largest changes are expected to occur in the tails of the distribution of climate
variables (Trenberth 2012). Statistical attributes of extremes, namely their intensity, duration, and
frequency, are changing and are expected to continue to do so under climate change (Kao and
Ganguly 2011; Wang et al. 2016). For example, floods that have been considered 1-in-500 year
events (or equivalently stated, a flood event that can be met or exceeded in intensity with a 0.2% in
any given year) are occurring at a frequency that suggests their true contemporary likelihood may
now be substantially higher than 1-in-500 (Kao and Ganguly 2011; Wang et al. 2016). Current,
near-term, and long-term uncertainties about extremes act as a major inhibitor, for example, to the
advent of updated design storm curves (Mailhot et al. 2007; Mirhosseini et al. 2013; Shrestha et al.
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2017) and the development of long term insurance initiatives that could yield a more sustainable
paradigm for mitigating the effect of changing hazards (Jaffee et al. 2010; Kunreuther et al. 2011;
Maynard and Ranger 2012).
2. Background
a. Skill, consensus, and physics-guided climate model weighting
Two principal approaches to probabilistic climate modeling exist. The first utilizes Perturbed
Physics Ensembles (Murphy et al. 2004; Stainforth et al. 2005), where one or more ESMs are run
many (e.g., thousands) of times with different parameters. Among other issues (Tebaldi and Knutti
2007; Knutti et al. 2010), the approach is often not practical as it requires massive computational
resources. The other approach involves exploiting archived ensembles of ESM runs to estimate
probability distributions of climate change. Although several variations have been proposed, per-
haps the most well-known and developed is skill- and consensus-based weighting, wherein ESMs
in an ensemble are weighted based on their ability to replicate historical climate observations –
skill – and on their agreement with their peers about the future – consensus Giorgi and Mearns
(2002). This approach was formalized for regional average temperature and precipitation in a
Bayesian framework soon after (Tebaldi et al. 2004, 2005). It was then extended in several stud-
ies to accommodate bivariate relationships between averages of climate variables (Tebaldi and
Sanso´ 2009) and to support efficient probabilistic modeling across multiple geographic regions
simultaneously (Smith et al. 2009). To date, most of these studies have only supported averages
of climate variables. An exception is a recent study that applies this framework to precipitation
extremes (Sunyer et al. 2014). Specifically, it applies a modified version of the framework to the
95th percentile of precipitation depth on wet days.
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Our current study borrows a large portion of the ideas from the skill- and consensus-based
framework (Tebaldi et al. 2004, 2005; Smith et al. 2009; Tebaldi and Sanso´ 2009; Sunyer et al.
2014) and extends it for building probability distributions of precipitation extremes in a more
generalized fashion, allowing for the guidance of known physics through covariance with other
climate variables. Our proposed model is an empirical Bayesian one; from here forward, for
brevity, we will refer to it as a Bayesian model.
Literature has pointed out the difficulty of measuring the “skill” of an ESM (Tebaldi and Knutti
2007; Knutti et al. 2010; Knutti 2010; Weigel et al. 2010), despite a multitude of attempts to do so
(Gleckler et al. 2008; Pierce et al. 2009; Santer et al. 2009). Furthermore, in many cases common
skill metrics such as root mean squared error (Gleckler et al. 2008) tend to not lead to systematic
differences in terms of model projections (Pierce et al. 2009; Santer et al. 2009); that is, a “better
model” often does not say anything different about the future than a “bad” model. Several notable
studies, however, suggest that skill metrics designed to capture whether an ESM is simulating a
non-trivial physical process can lead to clearer insights about anthropogenic attribution (Santer
et al. 2013) or reduced future uncertainty (Hall and Qu 2006; Boe´ et al. 2009; Fasullo and Tren-
berth 2012). From this, we can synthesize a hypothesis that non-trivial, physics-guided measures
of skill may be more useful indicators of ESM reliability. This hypothesis is tested formally via
the Bayesian model proposed in the current study, using precipitation extremes as a case.
b. Physics of precipitation extremes
Precipitation extremes are in many cases expected to increase in intensity, duration, and/or fre-
quency as a function of climate change given theory (O’Gorman and Schneider 2009; Sugiyama
et al. 2010; O’Gorman 2012), evidence from observations (Min et al. 2011), and ESM projections
(Pall et al. 2007; Kao and Ganguly 2011). At a global scale this can be explained by the Clau-
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sius Clapeyron (CC) equation (Pall et al. 2007; Trenberth 2011), which shows that under ideal
conditions, atmospheric moisture capacity increases in a warming climate.
The August-Roche-Magnus formula (Lawrence 2005) provides an empirically derived approxi-
mation in ideal conditions (between -40 and 50 degrees Celsius and over a plane surface of water):
es(T ) = 6.1094exp(
17.626T
T +243.04
) (1)
where es is saturation vapor pressure (i.e., atmospheric moisture holding capacity) and T is tem-
perature in Celsius. Moisture condenses to precipitable water when atmospheric moisture holding
capacity is reached.
Since global total annual precipitation is not expected to change significantly under climate
change, this in aggregate implies a shift in the distribution of precipitation. Specifically, larger
es(T ) values imply longer duration between condensation and thus precipitation events. When
heavy precipitation events do occur, they are expected to increase in intensity owing to increased
atmospheric moisture content. Ultimately then, in aggregate, increasing temperatures under cli-
mate change translates to increased capacity for drought risk with simultaneous increased potential
for extreme precipitation and flood risk (Pall et al. 2011). At a global average scale, it has been es-
timated that atmospheric moisture capacity increases by 7% per degree Celsius (Trenberth 2011).
However, the intensity of extreme precipitation has been shown to depend not only on atmo-
spheric moisture capacity dictated by average local climatological temperature. Precipitation oc-
currence and intensity is also a function of the local temperature anomaly and upward vertical
wind velocity at the time of the precipitation event (O’Gorman and Schneider 2009; Sugiyama
et al. 2010; Pfahl et al. 2017). Though more relevant in tropical latitudes, the cloud physics that
drive the formation of convective precipitation are still relatively poorly simulated and are cur-
rently parameterized in ESMs (Knutson and Tuleya 2004; Schiermeier 2010, 2015). The rate of
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change of extreme precipitation intensity per unit increase in temperature varies significantly ac-
cording to the regional importance of each of these other driving factors (Pfahl et al. 2017). The
relationship between regional extreme precipitation and temperature has also been shown to be
more complex and nonlinear in many cases as well, potentially owing to moisture limitations at
very high temperatures (Wang et al. 2017).
Generally it would be difficult to assess an ESM’s ability to simulate the dynamical processes
(upward vertical wind velocities) that partially drive extreme precipitation since observational data
for those processes are usually not even available. In contrast, in many regions of the world, high
quality observations for both temperature and precipitation do exist. Hence, in this study, we
leverage this knowledge with the following hypothesis: a skillful ESM should be able to success-
fully replicate not only the observed marginal distribution of extreme precipitation but also its
observed dependence (or lack thereof) on contemporaneous air temperature at a regional scale.
The complexity of the relationship between air temperature and extreme precipitation (Wang et al.
2017) as well as the relative regional dominance of dynamical processes (Pfahl et al. 2017) inhibits
straightforward CC based extrapolation. This further supports the potential utility in modeling the
relationship between temperature and extreme precipitation at a regional scale.
3. Bayesian Model
a. Data and Preprocessing
An ensemble of 15 ESMs from the Coupled Model Intercomparison Project Phase 5 (CMIP5)
archive is used in this study. For the years 1950-1999, historical ESM runs are used. For the years
2065-2089, runs from the greenhouse gas scenario RCP8.5 are used. The model presented shortly
is run for all 18 continental U.S. Hydrologic Unit 2 (HU2) watersheds provided by the United
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States Geological Survey’s Watershed Boundary Dataset (USGS WBD) (Berelson et al. 2004).
The Appendix provides metadata on the ESMs and watersheds used.
USGS WBD HU2 shape files are used to identify grid cells that belong to each watershed. In
each watershed and for each ESM, preprocessing is conducted as follows. For each month and
year, daily total precipitation block maxima are extracted for each grid cell and then averaged over
all grid cells within the watershed. For each month separately, those block maxima are then sorted
in ascending order and treated as return levels. We sort the block maxima rather than examine
them in their original temporal order. We do this because ESMs are not necessarily expected to
be in phase with observations or with other ESMs in terms of cycles of climate variability like El
Nin˜o/Southern Oscillation or the Atlantic Multidecadal Oscillation (Kodra et al. 2012). Rather,
ESMs are designed to simulate the statistics of weather, or the climatology, in the neighborhood
of a given year. A more meaningful way to compare the statistics is to examine ESMs and obser-
vations in terms of a climatological window, e.g., 1975-1999. Sorting block maxima in ascending
order helps alleviate the fact that ESMs are likely to be out of phase with each other and ob-
servations. This idea has been utilized in statistical downscaling; with so called asynchronous
regression approaches, the order statistics of observations are regressed on the order statistics of
an ESM to create transfer functions that can be carried forward to future ESM simulations (Stoner
et al. 2013). Reordering block maxima does assume that there is no serial correlation between
subsequent years and that they are stationary. These are typical assumptions made in extreme
value modeling situations and are usually reasonable in climate research if block maxima are far
enough apart and can be treated as approximately independent (Coles and Tawn 1991; Kharin
et al. 2007; Kodra and Ganguly 2014). We further examine these assumptions in the Appendix.
Surface (6-meter) air temperature averaged over the same days as the block maxima are extracted
and re-sorted according to precipitation ordering, as well. Note that temperature is sorted not in as-
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cending order of temperature but of precipitation. Thus, temperature is not necessarily increasing
or decreasing once re-ordered.
Observational precipitation maxima and surface air temperature are extracted from a higher
resolution ( 116 ) degree gridded observational data product (Livneh et al. 2013) for the years 1950-
1999 and are preprocessed in the same manner as the ESMs.
We denote P as return levels of precipitation and T as temperature averaged over the same day in
the same location. The subscript k indexes observational datasets (there is only one observational
dataset used in this study, but the Bayesian model allows for more than one); m ∈ [1, ...M = 12]
indexes season (calendar month in this study), q ∈ [1, ...Q = 25] indexes the ranks of the return
levels from smallest to largest from a historical climatology, q′ ∈ [1, ...Q′ = 25] the same but for
the future climatology, and j indexes ESM datasets.
Let Z j,m = log(Pj,m,q=1), i.e., for any ESM dataset j (or k for observations), the smallest value of
the precipitation return levels is transformed with a natural log. Then, for larger return levels q ∈
[2, ...Q], we let U j,m,q = log(Pj,m,q−Pj,m,q−1). In short, there is a need to ensure that realizations
from the Bayesian model are larger than 0. There is also a need to ensure that realizations Pm,q >
Pm,q−1, i.e., that higher order statistics are always larger than lower ones. These transformations
will ensure both of these features. The natural log transformation also generally creates data that
are also more amenable to Gaussian data models, an assumption checked and discussed in the
Appendix.
This preprocessing is done for three separate climatologies: 1950-1974, 1975-1999, and 2065-
2089. The use of these three climatologies is summarized in Table 1.
The validation scheme is particularly important for assessing performance of the Bayesian model
in terms of accuracy and posterior coverage. In that scheme, 1950-1974 is the historical clima-
tology and 1975-1999 the future climatology (where in this case, 1975-1999 is treated as a “hold
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out”). Methodology used for validation is discussed more in section 3c. For the end of century
scheme where observational data is not available in the future time regime, probabilistic prediction
is of interest. In this case, 1975-1999 is used as the historical climatology.
b. Data Model
We leverage the Bayesian skill and consensus-based framework discussed earlier (Tebaldi et al.
2004, 2005; Smith et al. 2009; Tebaldi and Sanso´ 2009; Sunyer et al. 2014) as the mechanical
foundation for our model. Through a Markov Chain Monte Carlo (MCMC) process, ESM projec-
tions of return levels are iteratively weighted and averaged according to (1) their skill as measured
by their similarity to observational return levels and (2) to a lesser extent, their consensus with
projections. Skill is formulated to explicitly evaluate whether the return levels from ESMs depend
on temperature in the same way that they do in observations.
First, the smallest of the return levels are assumed to follow Gaussian models:
Zk,m ∼ N(Cm,(τkσk)−1) (2)
Z j,m ∼ N(Cm+CBIAS j,σ−1j ) (3)
Z′j,m ∼ N(C′m+CBIAS j,(θσ j)−1) (4)
The unknowns Cm and C′m are seasonal parameters that can be estimated given that there are
multiple models and observational datasets. In practice in this study, we set Cm as fixed and
estimated from historical data as Cm = log(Pk,m,q=1). CBIAS j is a bias term for ESM j but is
assumed to be constant over time regimes. The parameter σ j is a scalar weight for each ESM
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since we have only M seasons over which to estimate it. Finally, θ is a future variance scaling
parameter that modulates the importance of consensus in the determination of weights and also
allows for larger uncertainty in the future climatological regime (Ganguly et al. 2013).
Similar to models from past studies (Tebaldi et al. 2004, 2005; Smith et al. 2009), the weight
parameter σk is estimated from observational data as:
σk = (
∑Mm=1(Zk,m− Z¯k,m)2
M−1 )
−1 (5)
i.e., the inverse of the sample variance of the smallest block maxima (q = 1) over all M seasons.
Next, we define the data model for values of Uw,m,q and U ′w,m,q′ , for q ∈ [2, ...Q] and q′ ∈
[2,3, ...Q′].
Uk,m,q ∼ N(γm,q+φmδk,m,q,(τkεk,q)−1) (6)
U j,m,q ∼ N(γm,q+α j,m+φmδ j,m,q,(ε j,q)−1) (7)
U ′j,m,q′ ∼ N(γ ′m,q′+α j,m+φ ′mδ ′j,m,q′,(β ′m,q′ε j,q)−1) (8)
In practice, we estimate γm,q as fixed using historical data as γm,q = log(Pk,m,q−Pk,m,q−1). Since
both Cm and γm,q are estimated as fixed from historical data in the vein of past studies (Tebaldi
et al. 2004, 2005; Smith et al. 2009), effectively observed historical precipitation maxima are not
random variables and are assumed to be truth. Using metrics in section 3c, we found that the
model performs similarly but slightly better overall with Cm and γm,q as fixed versus as random
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variables. The treatment of Cm, σ j, γm,q, and ε j,k as fixed and estimated from data is the empirical
aspect of the Bayesian model proposed here.
The variable δ j,m,q = Tj,m,q−Tj,m,q−1 is an abbreviation for any ESM j (or observational dataset
k). Again similar to past related studies (Tebaldi et al. 2004, 2005; Smith et al. 2009), we fix ε−1k,q
as follows: first, separately for each season m, we fit a simple linear regression Uk,m=m,q∈[2,...Q] ∼
δk,m=m,q∈[2,...Q]. We save the residuals from each of these regressions. Then, for each order statistic
q, we calculate the sample variance of the residuals for using q all seasons m ∈ [1, ...M] (12 data
points in this case, where M = 12). These calculations assume that pooling information across
seasons is an approach that yields reasonable information on variability.
With Eqs. 6 - 8, we are essentially assuming that the logarithm of the differential between any
pair of subsequent order statistics, which is a sample quantity, is Gaussian with the mean being the
population equivalent. As such, the model does not suggest that extremes themselves are Gaussian,
it merely says sample versions are normally distributed around true population quantities. This
Gaussian assumption of the Uk,m,q statistics is examined more in the Appendix.
We hypothesize that observational climate data should indeed more heavily influence historical
true climate than historical ESM runs, but it is also important to keep in mind that observations
themselves are potentially noisy realizations of the truth. The parameter τk is set as a fixed constant
to scale the weight parameters associated with observational data, σk and εk,q. If τk = 1, this
effectively means that the weights σk and εk,q are simply the inverse variances as described above.
However, the Bayesian model does not necessarily treat observations as ground truth in the way
a supervised learning problem would. The parameter τk lets us manually scale the weight of
observational climate data to behave more like ground truth, which in turn influences values of
unknown parameters in a manner similar in spirit to a supervised learning problem. We explore
the sensitivity of model results to choice of τk in the Appendix but ultimately settle on τk = 100.
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The full joint distribution of all 10 unknown parameters: C′m, CBIAS j, σ j, θ , φm, α j,m, ε j,q, γ ′m,q′ ,
φ ′m, and βm,q′ is not of an analytically known form. Similar to past studies (Tebaldi et al. 2004,
2005; Smith et al. 2009), we choose conjugate prior distributions for each unknown that lead to
known full conditional posterior distributions. In other words, for example γ ′m,q′ (or any other of
the unknowns) follows a posterior distribution of known form (in this case, Gaussian) assuming
all other unknown values are known. All unknowns are updated in a Gibbs sampler variant of a
Markov Chain Monte Carlo (MCMC) simulation. The Appendix provides full details on the prior
parameters, sensitivity tests for key prior parameters, and the full conditional posterior distribution
for all unknowns. The Appendix also provides complete information on MCMC simulations and
associated diagnostics.
c. Bayesian Model Validation
Validation of the Bayesian model is a crucial component of assessing its utility. Of course, unlike
weather forecasting, true validation over future climatologies is impossible in the immediate term
given the lead times of interest. We validate the model using a training-holdout scheme similar
to conventional predictive modeling. As mentioned in section 3a, we do this in each region using
1950-1974 as the “training” and 1975-1999 as the “validation” climatologies, respectively.
Once posterior samples are converted back to original units (see Appendix), we examine
Bayesian model accuracy, posterior coverage, posterior upper coverage, and posterior width, all
as compared to the original ensemble of ESMs. Accuracy is measured via Root Mean Squared
Error (RMSE) of the posterior mean (or original ensemble mean) return levels with reference to
held out observations. Coverage is measured as the percentage of held out observations that fall
within upper and lower bounds of the posterior distribution (or original ensemble bounds). Sim-
ilarly, upper coverage is measured as the percentage of held out observations that fall below the
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upper bounds of the posterior distribution (or original ensemble upper bounds). Width is measured
as the average distance from the lower to upper bounds of the posterior distribution (or original
ensemble bounds). Width is examined since it is trivial for extraordinarily wide bounds to exhibit
high coverage of held out observations. A superior Bayesian model would exhibit higher accuracy
than the original ensemble and appropriate coverage (a 99% credible interval should cover 99%
of held out observations). If the original ensemble is inappropriately narrow, the ideal Bayesian
posterior bounds would be wider. Likewise, if the original ensemble bounds are inappropriately
wide, the ideal Bayesian posterior bounds would be narrower.
In addition, we also compare posterior projected changes in return levels as compared to those
projected changes obtained directly from the original ensemble of ESMs. For this final mea-
sure, where the original ensemble performs well with reference to held out observations, the ideal
Bayesian model should exhibit similar projected changes. In cases where the original ensemble
performs poorly against held out observations, the ideal Bayesian model might deviate in terms
of projected changes. The Appendix provides complete details on accuracy, coverage, width, and
return level change calculations and analysis.
4. Results
a. Validation Results
Figures 1 - 2 synthesize validation scheme results across the 18 USGS HU2 watersheds that
comprise the continental United States. Out-of-sample RMSE-based accuracy, posterior coverage,
posterior upper coverage (Figure 1), and posterior distribution width (Figure 2) are characterized
for each watershed. In the majority of watersheds (15 of 18), the Bayesian model outperforms
the equal weighted ensemble average relative to held out observations from 1975-1999 in terms
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of RMSE-based accuracy. For 15 of 18 watersheds (but not the same 15), the Bayesian model
equals or outperforms the raw ensemble upper and lower bounds in terms of posterior coverage
when using a 99% posterior credible interval. However, the Bayesian model exhibits better upper
coverage in only 6 of 18 watersheds. Also in terms of a 99% credible interval, the posterior
distribution is on average wider than ensemble bounds in 11 of 18 watersheds.
Figure 3 shows the accuracy of the Bayesian model compared to the original ensemble
marginally for every return period q′ ∈ [1,2, ...25]. The ratio RMSEp,q′RMSEe,q′ is plotted as a heatmap
for every watershed and return period q′, where RMSEp,q′ is the RMSE of the posterior for only q′
and RMSEe,q′ the same but for the original ensemble. The Bayesian model outperforms the ensem-
ble in ∼ 82.7% (372 out of 25x18=450) of cases. In several watersheds, most notably Tennessee
and the Pacific Northwest, the Bayesian model performs poorly compared to the original ensemble
for progressively higher return periods. Figure 4 is the same but marginally for each month using
the ratio RMSEp,mRMSEe,m , where RMSEp,m is the RMSE of the posterior for only season m and RMSEe,m
the same but for the original ensemble. The Bayesian model outperforms the ensemble in 62.5%
(135 out of 12x18=216) of cases. Compared to Figure 3 where the gradient in some watersheds
obviously changes across q′, the pattern is less smooth here. Overall, the Bayesian model tends to
be more accurate than the ensemble in non-summer months. In June through August, the ensemble
often outperforms the Bayesian model. Combined information from Figures 3 and 4 suggests that,
specifically, the Bayesian model struggles to perform well for the most intense summer precipi-
tation events. Though interpreting why is not straightforward, among many potential reasons, for
example, literature (Trenberth et al. 2003) points out that the diurnal cycle in precipitation is par-
ticularly pronounced over the United States in the summer, but that ESMs do a poor job simulating
this. As another example, literature (Ting and Wang 1997) has also shown a significant correlation
between tropical and North Pacific sea surface temperatures and summer precipitation variability
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in the United States. Weighting ESMs according to their ability to to capture dependence only on
same day temperature, then, might not adequately reflect the physical processes that drive some
regions’ precipitation in summer months. Bringing additional covariates into the Bayesian model
could help improve results in these types of cases.
Figures 5 - 7 measure the ability of the Bayesian model to simulate historical changes in return
levels compared to the original ensemble projections. The calculation of these projected changes
is further discussed in the Appendix. Projected changes along with actual changes are visualized
with scatterplots. Spearman’s rank correlation and RMSE are both computed between the pro-
jected and actual changes as well. All changes are in mmday units. The Bayesian model shows a
higher correlation with observed changes in return levels across months and return levels than the
original ensemble in every watershed. However, in the majority (13/18) of watersheds the original
ensemble exhibits a lower RMSE of change. This is because the Bayesian model has a median
tendency to underestimate changes in most watersheds; this is evident given that multiple points
fall above the diagonal x = y lines. This suggests the possibility that post-model bias correction
could produce Bayesian projections that are both correlated with observed changes and more ac-
curate in absolute value relative to the original ensemble. However, validation of that premise is
not easily possible without another separate independent holdout climatology; thus, this is left as
a hypothesis in the current study.
b. Projections
Figure 8 provides a comprehensive look at median change projections from both the Bayesian
model and the original ensemble, but without information on uncertainty. Changes here are cal-
culated using a slightly different method (see Appendix for detail) than for Figures 5 - 7 since the
Bayesian model was shown to typically underestimate change. Heatmaps show medians of pos-
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terior projections and the original ensemble for all combinations of return levels and watershed,
averaged over all calendar months in each case. Results for both the original ensemble and the
Bayesian model in Figure 8 resemble what could be generally expected under CC scaling in every
watershed, where progressively further into the upper tail of the extreme precipitation distribu-
tion, intensity increases more (Pall et al. 2007). For the Bayesian model, ∼ 93% (417 of 450) of
heatmap cells show increases in return levels, compared to ∼ 84% (376 of 450) for the original
ensemble.
Figures 8 also shows the same but show median projected changes for each month, averaged
over all return levels, for the Bayesian model and original ensemble, respectively. Here, ∼ 74%
(159 of 216) of cells show an increase for the Bayesian model, whereas ∼ 72% (156 of 216) do
for the original ensemble. The seasonal pattern of change is similar for both Bayesian and original
ensemble projections, with June through September showing more cases of average decrease and
the rest of the year showing increases more frequently across the majority of watersheds.
Figure 9 shows the detailed end of century change projections (1975-1999 to 2065-2089) for
q′ = 25 year return levels for the South Atlantic-Gulf watershed as an example. Violin plots
show a full probability distribution of change relative to the 1975-1999 from the Bayesian model
for each calendar month. Median, lower bound, and upper bound change projections from the
original ensemble are overlaid for comparison. One notable feature in the Bayesian projections
that is absent in the original ensemble is a long upper tail. This lending explicit likelihood to
changes that are larger than the original ensemble project.
Though generally similar on average, the Bayesian change projections have the advantage over
the original ensemble in that they provide stakeholders with information on probabilities versus
discrete, unweighted projections.
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c. Skill versus Consensus
Comparatively, previous literature using the skill-consensus framework have suggested the pos-
sibility that consensus among ESMs about the future can receive too much emphasis relative to
skill (Tebaldi et al. 2004; Ganguly et al. 2013). In this study, we find that prior parameter choices
that tend to produce posteriors that perform well in terms of out-of-sample validation also tend to
produce values of θ and β ′m,q′ that are usually smaller than 1, effectively emphasizing skill over
consensus. Figures 10 and 11 show posteriors for these parameters for the South Atlantic-Gulf
watershed (results are similar for all watersheds). Skill is generally favored over consensus ∼
15-to-1 for q′ = 1 on average according to θ and ∼ 2-to-1 for q′ ∈ [2, ...Q′ = 25] according to
β ′m,q′ .
The Appendix provides complete posterior results for all other unknown parameters for the
South Atlantic-Gulf watershed.
d. Significance of Temperature as a Covariate
One of the principal hypotheses of this study is that guiding the statistical architecture of the
model with known physics will enhance the results, potentially in a number of ways. In this
case the hypothesis centers on the inclusion of same day temperature as a covariate. To test this,
we run an experiment with one variant evaluating the model’s performance in terms of RMSE
performance, posterior coverage, posterior upper coverage, posterior distribution width (all of of
γ ′m,q′) while including φm and φ
′
m as random unknowns (which produces the main results shown
in Figures 1 - 11) and another variant where we set φm = φ ′m = 0, effectively removing the notion
of temperature dependence. We then perform a meta-analysis of the model’s performance against
the validation regime (see section 3c) with versus without temperature dependence.
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Figures 12 and 13 synthesize the relative difference in model performance when including tem-
perature dependence versus not including it. Including temperature dependence has a positive
or neutral effect on posterior distribution upper bounded coverage in most (16 of 18) cases. In
most cases (15 of 18), including temperature dependence improves accuracy in terms of RMSE,
though usually not substantially. In the Lower Mississippi, South Atlantic-Gulf, and Ohio water-
sheds, accuracy improves notably with temperature dependence included. For example, literature
has shown that El Nin˜o temperature influences heavy rainfall in the southeastern United States
(Gershunov and Barnett 1998). In contrast, on the west coast, temperature dependence seems to
generally have little effect on results; this could relate to research showing more complex relation-
ships (e.g., the so called Pineapple Express) between oscillations, associated temperature patterns,
and heavy precipitation (Higgins et al. 2000).
5. Discussion
In this study, we present a physics-guided Bayesian model that exploits ensembles of ESMs
to estimate probabilistic projections of precipitation extremes under climate change. We exploit
the knowledge that in many regions there is a relationship between temperature and extreme pre-
cipitation (e.g., Pall et al. (2007), but that the dependence structure between the two variables
might often be more complex than idealistic Clausius Clapeyron scaling (Wang et al. 2017). The
Bayesian model weights ESMs according to their ability to capture not only historically observed
marginal, univariate statistics of daily total precipitation return levels but also their covariance with
historically observed same-day average surface temperature. This is an extension of an existing
skill- and consensus-based Bayesian ESM weighting framework (e.g., Tebaldi et al. (2004, 2005)).
This study has a similar goal to a Bayesian model for precipitation extremes developed recently
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(Sunyer et al. 2014) but is more generalized in the sense that it simultaneously models multiple
order statistics of extreme events rather than one specific statistic of extreme precipitation.
For the model specific to precipitation extremes developed here, there are several caveats worth
highlighting. Current generation ESMs do not explicitly resolve phenomena like (extra)tropical
cyclones, and thus extreme precipitation as a result of those types of events in the observational
record might not be expected to be reflected directly by ESMs. This may impact the the Bayesian
model’s ability to accurately capture some of the most extreme observed events (e.g., see Figure
3).
As discussed in section 2b, there is the potential for nonlinear dependence between temperature
and extreme precipitation (Wang et al. 2017). However, with the relatively small number (Q =
Q′= 25) of return levels used here for each unique combination of season and watershed, nonlinear
dependence would be difficult to encode into the Bayesian architecture. This could potentially
be addressed by modeling a much more complete distribution of precipitation and its extremes,
but that exercise would likely be accompanied with statistical challenges related to, for instance,
ensuring independence of events and/or the need to explicitly encode and model serial dependence
among events.
The assumptions of serial independence, stationarity, and normality of transformed precipitation
return levels are also in select cases questionable, as discussed more in the Appendix. There may
be complex relationships between the degree to which climate data meets these assumptions and
the effectiveness of, for example, certain prior parameter value choices or Bayesian model design
choices in general. As discussed more in the Appendix, certain combinations of prior parameters
may work particularly well in certain watersheds, but in this study we opted to find one set of
parameters that worked well, generally. It is clear, however, from a prior sensitivity analysis
(see Appendix) that results can be quite sensitive to prior choices. Priors that influence results
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substantially (especially ι0 and κ0 in this study) could theoretically be treated with hyperprior
parameters; in practice, anecdotally, we observed that trying this made chain convergence difficult
given that those parameter updates were no longer Gibbs sampling steps. Future research may be
needed to explore this topic more.
As discussed in section 2c, the Bayesian model performs best when skill is favored over con-
sensus. This may suggest that in general, weighting ESMs based on nontrivial and physics-guided
measures of historical skill (in this case, how well ESMs portray precipitation-temperature depen-
dence from observed data) can lead to improvements in the statistical attributes of probabilistic
projections, e.g., accuracy and coverage.
We propose that the model built in this study could perhaps adapted to model any generic set
of univariate or multivariate order statistics of outputs from ESMs, whether those statistics are
only extremes or more generally order statistics from any climate variable(s) (e.g., the full distri-
butions of temperature, precipitation, humidity, wind speed). In addition, it may be possible to
leverage multivariate normal Bayesian data models to share information across space, to quantify
correlation among ESMs, and/or to quantify correlation among multiple climate variables. For
the purposes of developing stakeholder oriented tools such as complete, climate change scenario-
conditioned IDF curves (Mailhot et al. 2007; Mirhosseini et al. 2013; Shrestha et al. 2017), it may
also be necessary to consider modeling climate variables on sub-daily time scales or on longer ag-
gregated (e.g., 3-day precipitation) ones. Future studies should explore these potential extensions
of the model proposed in this study.
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APPENDIX
Appendix
a. Data and Preprocessing: Additional Detail
Table 2 summarizes the ensemble of 15 ESMs from the CMIP5 archive used in this study. For
the years 1950-1999, historical ESM runs are used. For the years 2065-2089, runs from the green-
house gas emissions scenario Relative Concentration Pathway (RCP) 8.5 are used. The Bayesian
model presented in the main text is run for all 18 continental U.S. Hydrologic Unit 2 (HU2) wa-
tersheds provided by the United States Geological Survey’s Watershed Boundary Dataset (USGS
WBD) (Berelson et al. 2004). Table 3 lists and provides a short identification number for each of
the 18 watersheds.
b. Priors
Conjugate prior distributions are defined as follows:
P(C′m)∼ N(C0,σ−10 ) (A1)
P(CBIAS j)∼ N(δ0,ρ−10 ) (A2)
P(σ j)∼ G(α0,β0) (A3)
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P(θ)∼ G(ζ0,η0) (A4)
P(γ ′m,q′)∼ N(γ0,ε−10 ) (A5)
P(α j,m)∼ N(ν0,ω−10 ) (A6)
P(φm,φ ′m)∼ N(φ0,ξ−10 ) (A7)
P(ε j,q)∼ G(λ0,υ0) (A8)
P(β ′m,q′)∼ G(κ0, ι0) (A9)
c. Prior Choices and Sensitivity
Our choices for priors values, with justifications if notable, are shown in Table 4. Table 5
defines the values we explore for the priors that exert relative influence, those marked with **
in Table 4. Note that these are all priors for variance scaling parameters. In Appendix section
e, we provide more general details on the MCMC procedure. However, owing to computational
time considerations, for the above experiment (where there are 625 combinations of the 4 priors
parameters in total, for each watershed), we reduce iterations to N1 = 300 for the burnin and
N f inal = 1,000 after thinning.
Figure 20 shows the results from this sensitivity test. The Bayesian model accuracy is most
sensitive to choices of κ0 and ι0, as can be seen most clearly from the top left panel. In all other
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experiments and in the final model runs, based on the results from this experiment, we set the 4
selected priors as: κ0 = 10, ι0 = 25, ζ0 = 1, and η0 = 10, for every watershed. These choices can
be interpreted in post-hoc fashion to an extent. Setting κ0 < ι0 means that our prior expectation
is that βm,q′ < 1, or that consensus should be favored less than skill in choosing weights ε j,q. But
the actual absolute values of these priors and the specific ratio of κ0ι0 that work well in terms of
validation metrics (see Appendix section c) appear to depend on the absolute value range of the
precipitation data itself, and as such we our final choices for these two parameters are informed by
this experiment. Similarly, ζ0 < η0 means that our prior belief is that θ < 1, again that consensus
should be favored less than skill in choosing weights σ j.
It is worth noting that different choices of these selected priors, custom-selected per watershed,
can lead to improved results in terms of validation. This was observed anecdotally when exploring
results from this experiment. We purposefully refrained from choosing different priors per water-
shed in this study in an effort to not “overfit” and to avoid losing the value of having one set of
interpretable priors. We also note the caveat that this experiment violates the principle of prior
parameter selection, which is conventionally not supposed to be informed by data. An alternative
approach could have been treating the priors themselves are random parameters with hyperpriors.
We experimented informally with this approach; practically speaking, the MCMC chain took a
long time to (questionably) approach convergence given that the MCMC update steps for these
priors are not Gibbs steps (Casella and George 1992).
d. Posteriors
Full conditional posterior distributions are shown as follows:
P(C′m|...)∼ N(
c′
d′
,
1
d′
) (A10)
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where
c′ = σ0C0+θ∑
j
σ j(Z′j,m−CBIAS j) (A11)
and
d′ = σ0+θ∑
j
σ j (A12)
P(CBIAS j|...)∼ N(gh ,
1
h
) (A13)
where
g = ρ0δ0+σ j∑
m
(Z j,m−Cm)+θσ j∑
m
(Z′j,m−C′m) (A14)
and
h = ρ0+Mσ j(1+θ) (A15)
P(σ j|...)∼ G(g,h) (A16)
where
g = α0+M (A17)
and
h = β0+0.5∑
m
((U j,m,q=1−Cm−CBIAS j)2)+
0.5θ∑
m
((U ′j,m,q′=1−C′m−CBIAS j)2)
(A18)
P(θ |...)∼ G(n,o) (A19)
where
n = ζ0+0.5J+0.5M (A20)
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and
o = η0+0.5∑
j,m
(σ j(U ′j,m,q′=1−C′m−CBIAS j)2) (A21)
The next posteriors for q > 1 and q′ > 1 can be estimated completely independently of those
above for q = q′ = 1, which can be advantageous computationally:
P(γ ′m,q′|...)∼ N(
p′
r′
,
1
r′
) (A22)
where
p′ = ε0γ0+β ′m,q′∑
j
ε j,q(U ′j,m,q′−α j,m−φ ′mδ ′j,m,q′) (A23)
and
r = ε0+β ′m,q′∑
j
ε j,q (A24)
P(φm|...)∼ N(cc,dd) (A25)
where
cc = ξ0φ0+∑
k,q
τkεk,q(δk,m,q)(Uk,m,q− γm,q)+
∑
j,q
ε j,q(δ j,m,q)(U j,m,q− γm,q−α j,m)
(A26)
and
dd = ξ0+∑
k,q
τkεk,q(δk,m,q)2+∑
j,q
ε j,q(δ j,m,q)2 (A27)
P(φ ′m|...)∼ N(cc′,dd′) (A28)
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where
cc = ξ0φ0+∑
j,q′
β ′m,q′ε j,q(δ j,m,q′)(U
′
j,m,q′− γ ′m,q′−α j,m) (A29)
and
dd = ξ0+∑
j,q′
β ′m,q′ε j,q(δ
′
j,m,q′)
2 (A30)
P(ε j,q|...)∼ G(ii, j j) (A31)
where
ii = λ0+M (A32)
and
j j = υ0+0.5∑
m
(U j,m,q− γm,q−α j,m−φmδ j,m,q)2+
0.5∑
m
β ′m,q′(U
′
j,m,q′− γ ′m,q′−α j,m−φ ′mδ ′j,m,q′)2
(A33)
P(β ′m,q′|...)∼ G(rr′,ss′) (A34)
where
rr = κ0+0.5J (A35)
and
ss = ι0+0.5∑
j
ε j,q(U ′j,m,q′− γ ′m,q′−α j,m−φ ′mδ ′j,m,q′)2 (A36)
P(α j,m|...)∼ N(u,v) (A37)
where
u = ω0ν0+∑
q
ε j,q(U j,m,q− γm,q−φmδ j,m,q)
+∑
q′
β ′m,q′ε j,q(U
′
j,m,q′− γ ′m,q′−φ ′mδ ′j,m,q′)
(A38)
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and
v = ω0+∑
q
ε j,q+∑
q′
β ′m,q′ε j,q (A39)
e. Markov Chain Monte Carlo and Diagnostics
Since all priors are conjugates, all posteriors of the Bayesian model can be estimated through a
Gibbs sampler (Casella and George 1992), where each unknown is iteratively sampled conditional
on the current values of all other unknown parameters.
In each simulation, all unknowns must be initialized. In theory, the MCMC chain should con-
verge to the true target joint distribution regardless of the initial values of the unknowns. However,
in order to encourage fast practical convergence, we aim to select well-reasoned values. Table 6
provides the selected starting values for each unknown parameter.
Some values may be relatively far away from the center of their true distributions. Following
previous related literature (Tebaldi et al. 2005), we initially ran MCMC runs with burnins of
size N1 = 250,000 followed by N2 = 250,000 more samples. We thinned the chain of size N2 =
250,000 by only saving every 50th posterior sample to induce independence between samples,
also following the same literature (Tebaldi et al. 2005). This provided a final posterior of size
N f inal = 5,000.
We compared results from this setup to a less computationally expensive one. Specifically, the
final default setup for MCMC runs was a burnin of size N1 = 500, a second chain of variable size
N2, and N f inal = 10,000. We achieved N f inal = 10,000 by thinning the N2 size chain proportional
to the effective sample size Ne f f (Sturtz et al. 2005) of the burnin sample of γm,q′ , averaged over
all m and q′. Specifically, we rounded the ratio N1Ne f f to the nearest integer and took the minimum of
this ratio or 10 as a thinning constant TC. Then, to generate N f inal = 10,000, we saved every TCth
sample from the post-burnin chain. In practice, we found no notable difference in posterior results
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between this setup and the one from previous literature (Tebaldi et al. 2005), hence we used this
as our default setup unless otherwise noted.
We run standard MCMC diagnostics to check independence of samples and approximate chain
convergence. Using the same procedure as above, we again compute the effective sample size of
this final thinned posterior sample N f inal . Those effective sample sizes for the validation scheme
runs are shown in Table 7; most are very close to 10,000.
We also use the Geweke diagnostic (Geweke 1991) to assess whether the chain has converged to
the target posterior distribution. The Geweke diagnostic assumes that the last half of the chain has
converged to the target distribution. If the mean of an earlier portion (here, the first 5,000 values of
the final chain) is not significantly different from the mean of the last half (the last 5,000), then it
can be reasonable inferred that the chain converged in that portion or earlier (Geweke 1991). The
Geweke diagnostic is computed for each component m, q′ of the final posterior distribution of the
unknown γ ′m,q′ . The diagnostic is a test statistic is a standard Z-score that represents the difference
between the two sample means divided by its estimated standard error. The standard error is
estimated from the spectral density at zero and so takes into account any residual autocorrelation
after thinning (Geweke 1991). Since we do this over all m and q′ (in our case a total of 12x25= 300
times), we could expect for example 5% of Z-scores to exceed 1.96 in absolute value by chance.
Further, since each value of γ ′m,q′ is updated using shared information across M and Q
′, it could
be reasonable to see correlation of Z-scores over seasons and over ordered return levels. This
dependence between tests could distort that 5% percent expectation. For each watershed, we
tabulate the percentage of tests where Geweke Z-scores exceed 1.96 in absolute value in Table 7.
f. Statistical assumptions
The design of the Bayesian model involves several statistical assumptions that we define here.
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Serial Independence - First, by re-ordering the original block maxima (return levels) in ascend-
ing order of intensity, we are effectively making the assumption that there is no serial correlation
between temporally ordered return levels. This is a typical assumption in extreme value model-
ing of block maxima (Coles et al. 1991). The assumption allows us to avoid modeling temporal
dependence. To check this assumption, prior to reordering or data processing, we employ the
Durbin-Watson serial dependence test (J. Durbin and Watson 1952) in each watershed for return
levels of observational data with respect to each season m for the climatology 1950-1974. Figure
14 displays a heatmap of the Durbin-Watson test statistic p-values for each watershed and season
m. In most cases, p-values are not significant at a 0.05 level. However, the distribution is not
quite uniform; 19 (∼ 9%) p-values are <= 0.05, where we would only expect 5% of p-values to
be significant by chance. In particular, statistically significant serial correlations load heavily onto
the months of June and July.
Stationarity - As within a standard extreme value modeling setting, time-ordered return levels
are assumed to be level and trend stationary (Kwiatkowski et al. 1992). We utilize the Kwiatkowski
- Phillips - Schmidt - Shin (KPSS) tests for both types of stationarity in each watershed for return
level observations with respect to each season m. Figures 15 and 16 displays a heatmap of the
KPSS level and trend stationarity test outcomes, respectively, similar to Figure 14 for the Durbin-
Watson tests. R’s base library KPSS test function reports any p-values >= 0.10 simply as being
>= 0.10, so these heatmaps only delineate the significant versus insignificant test statistics at 0.05.
For the level stationarity test, 27 (12.5%) of cases are significant, more than would be expected by
chance. Meanwhile only 8 (∼ 3.7%) of KPSS trend stationarity tests are significant. Overall these
test results may not be surprising given that research on extreme precipitation trends in the 20th
century (Kunkel 2003).
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Normality - U j,m,q and U ′j,m,q′ for any ESM j (or observational dataset indexed by k) are are
assumed to be Gaussian conditional on temperature dependence. Recall U j,m,q = log(Pj,m,q−
Pj,m,q−1) for all q ∈ [2, ...Q]. For each observational dataset over the 1950-1974 climatology
(Uk,m,q) in each watershed, we first utilize the Shapiro Wilk test for normality (Shapiro and Wilk
1965). More specifically, for each season m, we fit a ordinary least squares linear regression
Uk,m,q ∼ δk,m,q. We run the Shapiro Wilk test on the residuals from that regression to approxi-
mate testing the normality assumption in the Bayesian model. Figure 17 shows a heatmap like
Figure 14 but for the Shapiro Wilk tests. In most cases, p-values are not significant at a 0.05
level. However, the distribution is not uniform; 46 (∼ 21%) p-values are <= 0.05, suggesting
there is non-normality in some cases, as we would only expect 5% of p-values to be significance
by statistical chance.
We also complement that test with significance tests for skewness and kurtosis computed on
those same residuals (Joanes and Gill 1998). More specifically, we compute a 95% confidence
interval from a 1000-iteration ordinary bootstrap for sample skewness and kurtosis statistics. We
tabulate the occasions when skewness (kurtosis) is significantly negative (positive) based on this
bootstrap procedure. In all cases where there is significance in the skewness tests, the statistics are
negative, meaning that the distribution of the residuals of Uk,m,q after regression on δk,m,q is skewed
left. This is owing to the log transformation applied to differentials in ordered block maxima, i.e.,
log(Pk,m,q−Pk,m,q−1), which sometimes amplifies outlier behavior of small precipitation values,
effectively making the left tail more severe. A total of 28 (∼ 13%) of cases show significant left
skew. Only 11 (∼ 5%) of cases exhibit significant negative kurtosis, which falls within the realm of
statistical chance. Figures 18 and 19 show heatmaps for significance in the skewness and kurtosis
test statistics, respectively, similar to Figures 15 and 16 for the KPSS test statistics.
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Caution is needed in interpretation in all test results, however, since the tests are not necessarily
independent of each other, and behavior of return values could be correlated across watersheds and
months. If anything, p-values for all the test results are overly small and, as such, conservative.
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TABLE 1. Modeling Schemes
Scheme Historical Future
Validation 1950-1974 1975-1999
End Of Century 1975-1999 2065-2089
42
ESM Full Name ESM Short Name Resolution (lon x lat)
CanESM2 canesm2 128 x 64
CCSM4 ccsm4 288 x 192
CESM1-CAM5 cesm1cam5 288 x 192
GFDL-CM3 gfdlcm3 144 x 90
GFDL-ESM2G gfdlesm2g 144 x 90
inmcm4 inmcm4 180 x 120
IPSL-CM5A-MR ipslcm5amr 144 x 143
IPSL-CM5B-LR ipslcm5blr 96 x 96
MIROC5 miroc5 256 x 128
MIROC-ESM mirocesm 128 x 64
MIROC-ESM-CHEM mirocesmchem 128 x 64
MPI-ESM-LR mpiesmlr 192 x 96
MPI-ESM-MR mpiesmmr 192 x 96
MRI-CGCM3 mricgcm3 320 x 160
NorESM1-M noresm1m 144 x 96
TABLE 2. CMIP5 Earth System Models (ESMs) included in this study. For each ESM, we use only model
runs labeled r1i1p1. For all future climatologies, we use ESM outputs conditioned on greenhouse gas trajectory
scenario RCP8.5.
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TABLE 3. USGS HU2 Watersheds
ID Watershed
1 Lower Mississippi
2 Tennessee
3 Pacific Northwest
4 Missouri
5 Arkansas-White-Red
6 Souris-Red-Rainy
7 Mid Atlantic
8 Upper Colorado
9 Lower Colorado
10 Ohio
11 Upper Mississippi
12 New England
13 Great Basin
14 South Atlantic-Gulf
15 Texas-Gulf
16 Rio Grande
17 California
18 Great Lakes
44
Parameter Value Notes
C0,m 0
σ0,m 0.01 Relatively small weight makes C0,m less informative
δ0 0 Presume ESMs are unbiased
ρ0 1
α0 0.1 Uninformative prior for ESM weights
β0 0.1
ζ0 1 **
η0 10 **
γ0 1e-7 Presume a small increase in subsequent block maxima
ε0 1
ν0 0 Presume ESMs are unbiased
ω0 1 Relatively large weight to influence bias closer to 0
φ0 0 Presume no linear relationship with temperature
ξ0 1 Relatively small weight makes φ0 less informative
λ0 0.1 Uninformative prior for ESM weights
υ0 0.1
κ0 10 **
ι0 25 **
TABLE 4. Prior Parameters and Values. Selected priors generally work well in practice. Those rows with **
indicates that we observed relative sensitivity of results to choice of their values. For these, we explore a range
of values in a prior sensitivity study in the two regions where we do extensive analysis. Priors without ** exert
relatively little influence as long as the choices for their values are reasonable.
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TABLE 5. Selected priors and candidate values.
Parameter Candidate Values
ζ0 1, 10, 25, 50, 75
η0 1, 10, 25, 50, 75
κ0 1, 10, 25, 50, 75
ι0 1, 10, 25, 50, 75
46
TABLE 6. Parameter Starting Values
Unknown Value Notes
C′m 2 Starting point of exp(2) =∼ 7.4 mmday for smallest block maxima (q =
q′ = 1)
CBIAS 0 Presume no ESM bias
σ j 1
θ j 1 Presume consensus could be equally as important as skill
γm,q,γ ′m,q′ 0.05
φm,φ ′m 0 Presume no temperature-precipitation dependence
α j,m 0 Presume no ESM bias
ε j,q 1
β ′j,q′ 1 Presume consensus could be equally as important as skill
47
ID Watershed Effective N f inal % Geweke |Z| ≤ 1.96
1 Lower Mississippi 9,411 100
2 Tennessee 9,592 100
3 Pacific Northwest 10,000 91.3
4 Missouri 10,000 99.3
5 Arkansas-White-Red 10,000 92.3
6 Souris-Red-Rainy 9,658 95
7 Mid Atlantic 10,000 88.7
8 Upper Colorado 10,000 99
9 Lower Colorado 10,000 100
10 Ohio 9,085 91.3
11 Upper Mississippi 10,000 96.3
12 New England 10,000 94.3
13 Great Basin 9,157 99
14 South Atlantic-Gulf 10,000 100
15 Texas-Gulf 10,000 100
16 Rio Grande 9,671 90
17 California 10,000 97.3
18 Great Lakes 10,000 90.7
TABLE 7. Watershed level MCMC diagnostics are displayed. The effective final sample size of after thinning
is computed as Effective N f inal . The percentage of Geweke test Z-scores per watershed that are <= |1.96| is
displayed in the column labeled Non-Sig. Geweke Z-Scores.
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Fig. 1. The performance of the Bayesian model is compared to using the raw ensemble in terms
of out-of-sample accuracy and predictive coverage across 18 watersheds that comprise the
continental U.S. Coloring represents accuracy of the posterior relative to using an ensemble
average approach, measured as RMSEpRMSEe . Accuracy is higher in 15 out of 18 watersheds. In
15 of 18 watersheds, using a 99% credible interval, posterior coverage is larger than or
equal to than ensemble coverage in all watersheds, where coverage ranges from 0 to 1 (not
depicted). The three regions where posterior coverage is smaller than that of the original
ensemble are the Tennessee, Pacific Northwest, and California watersheds. Stippling here
indicates watersheds where upper posterior coverage is larger than or equal to ensemble
upper coverage; upper coverage is equivalent or improved in only 6 out of 18 watersheds
using the same 99% credible interval. Watersheds are labeled by name and their respective
RMSEp
RMSEe
values. Section 3c and the Appendix provide more on definitions and calculations of
RMSE, coverage, and upper coverage. . . . . . . . . . . . . . . . . 53
Fig. 2. The ratio WpWe (posterior width over original ensemble width) is displayed for all 18 water-
sheds. Watersheds are also labeled by WpWe . The posterior width Wp is calculated from a
99% credible interval while We uses the full ensemble bounds (see section 3c). The blue
color palette was chosen for this map as a neutral gradient, since the optimal values of Wp
depend on the context of the accuracy and posterior coverage attributes as shown in Figure
1. Section 3c and the Appendix provide more on the definition and calculation of width. . . . 54
Fig. 3. Validation climatology accuracy of the Bayesian model versus the original ensemble is
assessed marginally for each return level q′ ∈ [1,2, ...25] and each watershed. Values of
RMSEp,q′
RMSEe,q′
(posterior RMSE over ensemble RMSE, see Appendix) are shown with a heatmap.
Blue colored cells are cases where the Bayesian model is more accurate than the original
ensemble, and vice versa for red cells. . . . . . . . . . . . . . . . . 55
Fig. 4. The same is shown as Figure 3 but marginally for every month and watershed. Colors
correspond to values of RMSEp,mRMSEe,m (posterior RMSE over ensemble RMSE, see Appendix) for
the validation climatology. . . . . . . . . . . . . . . . . . . . 56
Fig. 5. For 6 watersheds, projected versus observed changes (from 1950-1974 to 1975-1999) in
mixed N-year return levels of daily total precipitation depth (mm/day) are shown. Blue
numbers correspond to the posterior median projected changes and red to the median of the
ensemble. Numbers represent calendar months. A total of 12 months x 25 different return
levels = 300 points are shown for both the posterior and ensemble projected changes. The
blue line is a least squares line fit between the posterior changes and actual changes, and the
red is the same for the original ensemble. The black line is set at x = y for context. . . . . 57
Fig. 6. The same as Figure 5 but for 6 other watersheds. . . . . . . . . . . . . . 58
Fig. 7. The same as Figure 5 but for the 6 final watersheds. . . . . . . . . . . . . 59
Fig. 8. (Top left) Median projected changes are shown for the Bayesian model for each return level,
over all months. (Bottom left) The same is shown but for the medians of the original en-
semble. (Top right) Median projected changes are shown for the Bayesian model for each
season, over all return levels. (Bottom right) The same is shown but for the medians of the
original ensemble. . . . . . . . . . . . . . . . . . . . . . 60
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Fig. 9. Blue violin plots depict kernel densities of Bayesian probability distributions of projected
change (1975-1999 to 2065-2089) in q′ = 25-year return levels in the South Atlantic-Gulf
watershed for each month. White dots represent the median of the Bayesian posteriors, and
thick and thin black whiskers are lower and upper fences seen in a standard boxplot. Red
hollow dots represent the median of the original ensemble projected changes. Red filled dots
represent the upper and lower bounds of the original ensemble. . . . . . . . . . 61
Fig. 10. Posterior of θ , a future variance scaling parameter for q,q′ = 1, is shown for the validation
scheme model run (1950-1974 as training, 1975-1999 as validation) in the South Atlantic-
Gulf watershed. Values are substantially less than 1, meaning that consensus is favored less
than skill in weighting ESMs for determining the posteriors of C′m. . . . . . . . . 62
Fig. 11. Posteriors of β ′m,q′ are shown via violin plots for the validation scheme model run in the
South Altantic-Gulf watershed. Horizontal axes range from 1 to 24, which map to q,q′ ∈
[2, ...Q = Q′ = 25]. . . . . . . . . . . . . . . . . . . . . . 63
Fig. 12. As described further in section 4d, the Bayesian model was run once with temperature de-
pendence (with φm and φ ′m set as unknown parameters) and once excluding temperature
dependence (with φm and φ ′m fixed at 0) for each watershed. Watersheds are colored and
labeled according to the ratio of RMSEp,φRMSEp,!φ , where φ means temperature dependence is in-
cluded and !φ means it is not. Watersheds are labeled according to the same ratio. In 15
of 18 watersheds, RMSE is smaller for the model with temperature dependence, though of-
ten not substantially different. The most notable exception is the Rio Grande watershed,
where the model with temperature results in a significantly larger RMSE. On the other hand,
the Lower Mississippi, South Atlantic Gulf, and Ohio watersheds show substantially better
RMSE when including temperature covariance. Stippling indicates where coverage when
including φ and φ ′ is greater than or equal to coverage without those parameters. In 13 of
18 regions, the model with temperature dependence provides higher coverage. The model
with temperature dependence exhibits better upper coverage than the model without it in all
18 cases. . . . . . . . . . . . . . . . . . . . . . . . 64
Fig. 13. Watersheds are colored and labeled according to the ratio of Wp,φWp,!φ , where Wp,φ means width
when temperature dependence is included and Wp,!φ means width when it is not. The blue
color palette was chosen for this map as a neutral gradient, since the optimal values of
Wp depend on the context of the accuracy and posterior coverage attributes as shown in
Figure 12. Smaller values of Wp are only ideal if the Bayesian model also exhibits high
coverage, lest the bounds be overly narrow. It may be desirable in cases that Wp be larger to
reflect larger and potentially irreducible uncertainty. In 16 of 18 cases, the model run with
temperature dependence shows a wider posterior distribution. . . . . . . . . . . 65
Fig. 14. Prior to reordering precipitation return levels in ascending order of intensity, the Durbin-
Watson serial dependence test is applied in each watershed for observational data return
levels with respect to each season m for the climatology 1950-1974. A heatmap of the
Durbin-Watson test statistic p-values is displayed by watershed and month. Red coloring
indicates significance at 0.05, pink at 0.10, and grayscale is used for p-values above 0.10. . . 66
Fig. 15. Prior to reordering precipitation return levels in ascending order of intensity, KPSS tests are
employed to test for level stationarity. The tests are applied in each watershed for block
maxima observational data with respect to each season m for the climatology 1950-1974. In
this heatmap, red coloring indicates significant level non-stationarity (i.e., the mean of the
time series is not constant) at a 0.05 level. Black indicates p-values that are not significant
at 0.05. . . . . . . . . . . . . . . . . . . . . . . . . 67
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Fig. 16. The same as in Figure 15 is shown but for KPSS trend stationarity tests. . . . . . . . 68
Fig. 17. The same is shown as in Figure 14 but for Shapiro Wilk normality tests. . . . . . . . 69
Fig. 18. For each month and watershed, Uk,m,q for q ∈ [2, ...Q] (observational data from 1950-1974)
is utilized to check for significant positive or negative skewness. Specifically, a standard
10,000 member bootstrapped distribution of the sample skewness coefficient is computed
from Uk,m,q. From this a 95% confidence interval is estimated. In every instance where that
confidence interval does not include 0, a non-black square is entered in the heatmap. All
red squares indicate significant negative skew (where the entire 95% confidence interval is
below 0). There are no cases where significant positive skew is found. In total 28 (∼ 10%)
of 300 cases show significant negative skewness. . . . . . . . . . . . . . 70
Fig. 19. The same is shown as in Figure 18 but for kurtosis. The same bootstrapped values of Uk,m,q
for q ∈ [2, ...Q] are used for testing significance of both skewness and kurtosis. Only 11 (∼
5%) of 300 cases show significant negative kurtosis; none show significant positive kurtosis. . 71
Fig. 20. Prior sensitivity is examined across all 18 HU2 watersheds for the parameters κ0, ι0, η0,
and ζ0. Percent of regions where RMSEp ≤ RMSEe is depicted with the contour plots for
all pairwise combinations of those four parameters. Choice of κ0 and ι0 exert the largest
influence over model performance; this can be seen most clearly in the upper left plot. . . . 72
Fig. 21. Posterior total RMSE (RMSEp), posterior coverage (covp), upper posterior coverage (covup),
and the ratio of average posterior distribution width over average ensemble width (WpWe ) are
plotted as a function of τk, which is set at values of 1, 10, 50, 100, and 500 (see Appendix
section c for definitions on these metrics). For each subplot, opaque numbered blue lines
represent individual watersheds, and the thicker blue line is the mean of those lines. Num-
bers map to watersheds from Table 3. The quantities covp, covup, and
Wp
We
are computed via a
99% credible interval. RMSEp decreases until τk = 100. covp increases but appears asymp-
tote at τk = 100. covup is generally insensitive to τk but does decrease slightly with larger
values of τk. With the exception of one watershed (Lower Mississippi Region, coded as 1
here), WpWe is insensitive to τk. . . . . . . . . . . . . . . . . . . 73
Fig. 22. (Log-transformed q= 1 return levels are shown for observations (Zk,m,q=1 and Z′k,m,q′=1) and
ESMs (Z j,m,q=1 and Z′j,m,q′=1) for the 1950-1974 and 1975-1999 climate regimes. The black
line shows the observations and the colored lines the ESMs. . . . . . . . . . . 74
Fig. 23. For each month, U j,m,q are scatterplotted with corresponding values of δ j,m,q for all datasets
j (and observations indexed by k). Black points are observations. Black lines and opaque
bounds are ordinary least squares lines and 95% prediction interval bounds, representing
the observed relationship between same day temperature and precipitation return levels.
Colored points represent ESMs, with each color and point type representing one ESM. A
horizontal dashed line is shown at the mean of Uk,m,q for context. . . . . . . . . . 75
Fig. 24. The same as Figure 23 is shown but for 1975-1999, i.e., U ′j,m,q′ and δ j,m,q′ . . . . . . . 76
Fig. 25. Validation regime posterior distributions for P′p,m,q′,n∈[1,2,...N f inal ] are shown for each month
in the South Atlantic-Gulf watershed. Black dots are return levels of held out 1975-1999
observations, and black triangles are the same but from 1950-1974. Larger blue dots repre-
sent the posterior mean for each order statistic q′ (i.e., return period). Blue opaque bounds
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represent a 99% credible interval for each q′ and m. Red points show original ESM return
values. . . . . . . . . . . . . . . . . . . . . . . . . 77
Fig. 26. Posteriors of σ j are shown for the validation scheme model run in the South Atlantic-Gulf
watershed. Vertical blue lines indicate posterior means and dashed vertical gray lines show
99% credible interval bounds. . . . . . . . . . . . . . . . . . . 78
Fig. 27. Posteriors of CBIAS j are shown for the validation scheme model run in the South Atlantic-
Gulf watershed. Vertical blue lines indicate posterior means and dashed vertical gray lines
show 99% credible interval bounds. . . . . . . . . . . . . . . . . 79
Fig. 28. Posteriors of ε j,q (log scale) are depicted with violin plots for the validation scheme model
run in the South Atlantic-Gulf watershed. Horizontal axes range from 1 to 24, which map
to q,q′ ∈ [2, ...Q = Q′ = 25]. The log scale is used to temper the visual effect of occasional
large values. Values of ε j,q can occasionally be large but typically smaller than εk,q. . . . . 80
Fig. 29. Posteriors of α j,m are shown via violin plots for the validation scheme model run in the
South Atlantic-Gulf watershed. Horizontal axes range from 1 to 12, reflecting all 12 months. . 81
Fig. 30. Posteriors of φ ′m are shown for each month for the validation scheme model run in the South
Atlantic-Gulf watershed. Vertical blue lines represent the posterior mean, vertical solid gray
lines are all at 0, and vertical dashed lines represent 99% credible interval bounds. . . . . 82
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FIG. 1. The performance of the Bayesian model is compared to using the raw ensemble in terms of out-
of-sample accuracy and predictive coverage across 18 watersheds that comprise the continental U.S. Coloring
represents accuracy of the posterior relative to using an ensemble average approach, measured as RMSEpRMSEe . Ac-
curacy is higher in 15 out of 18 watersheds. In 15 of 18 watersheds, using a 99% credible interval, posterior
coverage is larger than or equal to than ensemble coverage in all watersheds, where coverage ranges from 0 to
1 (not depicted). The three regions where posterior coverage is smaller than that of the original ensemble are
the Tennessee, Pacific Northwest, and California watersheds. Stippling here indicates watersheds where upper
posterior coverage is larger than or equal to ensemble upper coverage; upper coverage is equivalent or improved
in only 6 out of 18 watersheds using the same 99% credible interval. Watersheds are labeled by name and their
respective RMSEpRMSEe values. Section 3c and the Appendix provide more on definitions and calculations of RMSE,
coverage, and upper coverage.
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FIG. 2. The ratio WpWe (posterior width over original ensemble width) is displayed for all 18 watersheds.
Watersheds are also labeled by WpWe . The posterior width Wp is calculated from a 99% credible interval while
We uses the full ensemble bounds (see section 3c). The blue color palette was chosen for this map as a neutral
gradient, since the optimal values of Wp depend on the context of the accuracy and posterior coverage attributes
as shown in Figure 1. Section 3c and the Appendix provide more on the definition and calculation of width.
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FIG. 3. Validation climatology accuracy of the Bayesian model versus the original ensemble is assessed
marginally for each return level q′ ∈ [1,2, ...25] and each watershed. Values of RMSEp,q′RMSEe,q′ (posterior RMSE over
ensemble RMSE, see Appendix) are shown with a heatmap. Blue colored cells are cases where the Bayesian
model is more accurate than the original ensemble, and vice versa for red cells.
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FIG. 4. The same is shown as Figure 3 but marginally for every month and watershed. Colors correspond to
values of RMSEp,mRMSEe,m (posterior RMSE over ensemble RMSE, see Appendix) for the validation climatology.
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FIG. 5. For 6 watersheds, projected versus observed changes (from 1950-1974 to 1975-1999) in mixed N-year
return levels of daily total precipitation depth (mm/day) are shown. Blue numbers correspond to the posterior
median projected changes and red to the median of the ensemble. Numbers represent calendar months. A total
of 12 months x 25 different return levels = 300 points are shown for both the posterior and ensemble projected
changes. The blue line is a least squares line fit between the posterior changes and actual changes, and the red is
the same for the original ensemble. The black line is set at x = y for context.
57
−40 −30 −20 −10 0 10 20
−
40
−
30
−
20
−
10
0
10
20
Mid Atlantic
Projected Change (mm/day)
Ac
tu
al
 C
ha
ng
e 
(m
m/
da
y)
1
1111
111
1
111
2
22
2
22222
222
22
3
33333
333
3333
4
444444
444
4
55555
555555
6
66
666666
6
6
7
777
777777777 7888888888
88
8
8
9999
999
99
99
9
9
9
9
10
1010101010101010
1010101010
101010
1111
1111111111
1
11
1111
11 122
12
12112
2
221222
1212 1
1
111
1111
222222222
222
22
3
3333
3333
3333
4
444
44
4
55555
6
66
666 66666
6
6
7
777
777777 78888888
8888
88
8
8
9999
999999
99
99
9
9
9
9
10
0000110101010100
00100
1000
11
111111
11
11
2
12
22
1222
Bayesian Model
Spearman's Rho: 0.4
RMSE: 5.5
Ensemble
Spearman's Rho: −0.032
RMSE: 4.8
−10 −8 −6 −4 −2 0 2
−
10
−
8
−
6
−
4
−
2
0
2
Upper Colorado
Projected Change (mm/day)
Ac
tu
al
 C
ha
ng
e 
(m
m/
da
y) 1
11
11
1
11
11
1
1
1
1
1 1
1
1
1
2
22 22
2222
2222
2
2
22
2
2
2
2 2
3
3
33
3
333
33333333
33 3
3
4
4
444
4
4444
4
444
444
44
4
4
5
55
5
5555555
5555
55
5
55
5
56
66
6 66
66666666
66
66
6
6
6
6
6
7 777
7
77777
7
77777
77
7 7
7888
88888
8
888888888
8
88
8
89
9
99
9
999
999999 99999
9
9
9
9
101010
1010
10
10
10
10
101010101010
10
10
10
1010
10 10
10
10
11
11
11
111
11111
11111
11111
1111
111
1
11
12
1212
12
2212121212
1212121212
12
1212
12
12
12
1
1 1
11
1
1
11
1
1
1
1
1
1
1
1
2 222
2
2
2222
2
2
22
3
3
33
3
333
3333333
3
3333
3
4
4
444
4444
4
4 4
4 4 4
444
4
4
5
55
5
55555 555
55 55
5 5
5
5
66
66
66 66666
66
66
6
6
6
6
7
7
7 777 7
77
7777
777
77 8
88 8 88888 88
8
88
8
8 9
9
9 9
99
999
99999999
9
9
9
9
1000
10 10
10
10
10100101010
0
00
0
1010
10 10
10
10
11
1
1 111
111
1111 1
111 1
1
11
11
11
12
1212
12
12122121212
12121212
12
1212
12
12
Bayesian Model
Spearman's Rho: 0.629
RMSE: 1.5
Ensemble
Spearman's Rho: 0.037
RMSE: 1.8
−10 −5 0 5 10
−
10
−
5
0
5
10
Lower Colorado
Projected Change (mm/day)
Ac
tu
al
 C
ha
ng
e 
(m
m/
da
y)
1
11
1111
11
1
111
11
1
1
1 11
1
1 1
22
22
2
222
22222
2222
22
2
2
2
3 3 3
33
3
3
333
3333
3
3
3
333
3
3
4 444
444
444444444444
4
5555555
555
5555
5566666666666666666
6
6 6
7
7
777777
77
7
777
8
88888
8888
88888 8
8
99 9
999
99999999999999
9
9
9
1010
01010
01 0
1010
10101010
10
101010
1010
0
10
1
1111
11
11111111111
1
111
1
1111111111
11
212
12
212121212
1212212
21212
12
2
1212
12
12
1
1
11
111
1
1
1 1
11
1
11
22
22
2
2 2
22 22
2 22
22
2
2
2
3 33
33
3
3
333
33333 3 3
3
33
3
3
4
444
4444 4444
4
4
555555
55 5
55
66666 6
6
6
66
7
7
777777
7777
7777
8
888888
8888
8 8 88 8
8
99
99 9
9999 99999 9
9
9 9
9
0010
0 0
010
000
1010
10
10
11111
111
1 1
1111 111 11 11
22
2
22
1212
1222
222
2 2
12
1212
12
12
Bayesian Model
Spearman's Rho: 0.562
RMSE: 2.7
Ensemble
Spearman's Rho: 0.112
RMSE: 2.9
−10 −5 0 5 10
−
10
−
5
0
5
10
Ohio
Projected Change (mm/day)
Ac
tu
al
 C
ha
ng
e 
(m
m/
da
y)
11
1
111 1
111
1
1
1111
1
1
1
2
2
2
2
2 2
2222
2222
2
2
22
22
22 2 3
3 3
33
3
3 33333333333
3
3 33
3
44
44
4
444
444
4
44444
4
4
4
5
5555
555
55
555
5
5
5
5
55
5
5
5
6
66
66
666666666
6
66
6 6
6 66777777
77
77777
777
7
7 78 8
8888
888
888
88
888888
88
9
9
99
9
9
9
99
999
9999
99
99
9
1010
101010
10
1010
10
1010
1010101010
1010
1010
10
11111
11111
1
11111
11
1111
111
1111
11
111111
11
1 121212
1212
1
12
1222
12
21212
1212
112
12
12
12
12
11 1
111111
1 1
1
1
111
1
1
2
2
2
2
2222
2 22
2
2223
33
3 3
3
333 33 33333 33
3
333
3
4 4
444
4
44444
4444
44 4444
4
4
4
5
555 5
555
5
5 555
5
5
55
5
6
6 6
66
6666666666
6 6
66
66
6 677 777 777
77
7777
7777
77 78 8
8 88888
88
88
8
8888
88
9
9
99
9
999
9
999
9 9
9999 9
9 9
99
9
10
101010
0
10
10
101010100
101010
1010
0
1111
11111
11
111
111 111
11
12 222
12
12
12
1221212
12
12
12
12
12
Bayesian Model
Spearman's Rho: 0.302
RMSE: 4.2
Ensemble
Spearman's Rho: 0.107
RMSE: 2.7
−10 −5 0 5
−
10
−
5
0
5
Upper Mississippi
Projected Change (mm/day)
Ac
tu
al
 C
ha
ng
e 
(m
m/
da
y)
111 1111111
11
11111
1
1
2222
222
22
2
22
22222
22
2
22
3
3333333
3333
3
3
33
33 3
3
4444
4
4444
44444
4 4
4
5 5
5
555555
55
5
555
5
55
55
5 5
6
6
6666
6
6666
6666
6
666
666
77
777
77777
7777777
777
7
77
8
8
88
8
8
88888
88
8888888
8
8
9
99
9
9999999
9
9
99
9
9
9
9
9
9
10
10
10
101010101010101010
1010
1010
10
1010
1010 10 11
1111
11
11
11
11111111111
1111111
111111
11
12
12212
112
12121212
221 21212
212
12
12
1111
11111
1
1 1 1
111
2 22 2
222
2 22
2
2
2 3
3333333
33
3
3
3 3
33
3
4
44444
4
444
4 4
4
5
5
55555
55555
5
5
5
55
55
5 5
6
6
6666
66
666
666
6
66
666
77
77 7
77 77
77
777777 7
7 7 7
7
77
8
8
88
8
8
888
88
888 88 88
8
8
9
9 9
9
9
99 9
9
9999
99
9
9
9
9
9
9
10
10
10
10100 0100100 0
010
10
10
0
100 1011
1
11
1
111111111 1
11
1
1111
11
12
12
2
122
212 12
21212 12
11212
1
12
12
Bayesian Model
Spearman's Rho: 0.247
RMSE: 4
Ensemble
Spearman's Rho: −0.044
RMSE: 2.4
−30 −20 −10 0 10
−
30
−
20
−
10
0
10
New England
Projected Change (mm/day)
Ac
tu
al
 C
ha
ng
e 
(m
m/
da
y)
11111
11
1111
11
1
111
11
1
111
2
22
22222222
22
3
33
33
333
3
3
33
3
3
4
44
44444
4444
444
44
4
44
4
555555555555
5
5
5
666
6666
666
66
66
6
6
7
77
7777
777
7
7
8
88888
88888
8
8
8
8
8
999
999
99999
99999999
9
9
101010
101010
1010
10101010
10
1010
101010
10
10
11
111
11
11111
1
11
11111
11
12
12212121212
12121212
11121
1212
1111
11
11
1
11
2
22
2 22222 2
2 2
3
33
333
3
333
3
3
3
4
44 4
444444
44
44
44
4
4
55555555 55
5
5
5
666
666
666
66
6
6
7
77 7
777
77
7
7
7
8
888
88888888
8
8
8
8
9999
99 9
999 9
9999
9
9
101010
1010
010
000
10
01010
10
11
1111
1111
11111
11
1
111111
11
2
21221 12
112
1212
Bayesian Model
Spearman's Rho: 0.361
RMSE: 5
Ensemble
Spearman's Rho: −0.027
RMSE: 4.2
FIG. 6. The same as Figure 5 but for 6 other watersheds.
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FIG. 7. The same as Figure 5 but for the 6 final watersheds.
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FIG. 8. (Top left) Median projected changes are shown for the Bayesian model for each return level, over
all months. (Bottom left) The same is shown but for the medians of the original ensemble. (Top right) Median
projected changes are shown for the Bayesian model for each season, over all return levels. (Bottom right) The
same is shown but for the medians of the original ensemble.
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FIG. 9. Blue violin plots depict kernel densities of Bayesian probability distributions of projected change
(1975-1999 to 2065-2089) in q′ = 25-year return levels in the South Atlantic-Gulf watershed for each month.
White dots represent the median of the Bayesian posteriors, and thick and thin black whiskers are lower and
upper fences seen in a standard boxplot. Red hollow dots represent the median of the original ensemble projected
changes. Red filled dots represent the upper and lower bounds of the original ensemble.
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FIG. 10. Posterior of θ , a future variance scaling parameter for q,q′ = 1, is shown for the validation scheme
model run (1950-1974 as training, 1975-1999 as validation) in the South Atlantic-Gulf watershed. Values are
substantially less than 1, meaning that consensus is favored less than skill in weighting ESMs for determining
the posteriors of C′m.
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FIG. 11. Posteriors of β ′m,q′ are shown via violin plots for the validation scheme model run in the South
Altantic-Gulf watershed. Horizontal axes range from 1 to 24, which map to q,q′ ∈ [2, ...Q = Q′ = 25].
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FIG. 12. As described further in section 4d, the Bayesian model was run once with temperature dependence
(with φm and φ ′m set as unknown parameters) and once excluding temperature dependence (with φm and φ ′m fixed
at 0) for each watershed. Watersheds are colored and labeled according to the ratio of RMSEp,φRMSEp,!φ , where φ means
temperature dependence is included and !φ means it is not. Watersheds are labeled according to the same ratio. In
15 of 18 watersheds, RMSE is smaller for the model with temperature dependence, though often not substantially
different. The most notable exception is the Rio Grande watershed, where the model with temperature results in a
significantly larger RMSE. On the other hand, the Lower Mississippi, South Atlantic Gulf, and Ohio watersheds
show substantially better RMSE when including temperature covariance. Stippling indicates where coverage
when including φ and φ ′ is greater than or equal to coverage without those parameters. In 13 of 18 regions,
the model with temperature dependence provides higher coverage. The model with temperature dependence
exhibits better upper coverage than the model without it in all 18 cases.
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FIG. 13. Watersheds are colored and labeled according to the ratio of Wp,φWp,!φ , where Wp,φ means width when
temperature dependence is included and Wp,!φ means width when it is not. The blue color palette was chosen for
this map as a neutral gradient, since the optimal values of Wp depend on the context of the accuracy and posterior
coverage attributes as shown in Figure 12. Smaller values of Wp are only ideal if the Bayesian model also exhibits
high coverage, lest the bounds be overly narrow. It may be desirable in cases that Wp be larger to reflect larger
and potentially irreducible uncertainty. In 16 of 18 cases, the model run with temperature dependence shows a
wider posterior distribution.
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FIG. 14. Prior to reordering precipitation return levels in ascending order of intensity, the Durbin-Watson
serial dependence test is applied in each watershed for observational data return levels with respect to each
season m for the climatology 1950-1974. A heatmap of the Durbin-Watson test statistic p-values is displayed
by watershed and month. Red coloring indicates significance at 0.05, pink at 0.10, and grayscale is used for
p-values above 0.10.
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FIG. 15. Prior to reordering precipitation return levels in ascending order of intensity, KPSS tests are employed
to test for level stationarity. The tests are applied in each watershed for block maxima observational data with
respect to each season m for the climatology 1950-1974. In this heatmap, red coloring indicates significant level
non-stationarity (i.e., the mean of the time series is not constant) at a 0.05 level. Black indicates p-values that
are not significant at 0.05.
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FIG. 16. The same as in Figure 15 is shown but for KPSS trend stationarity tests.
68
FIG. 17. The same is shown as in Figure 14 but for Shapiro Wilk normality tests.
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FIG. 18. For each month and watershed, Uk,m,q for q∈ [2, ...Q] (observational data from 1950-1974) is utilized
to check for significant positive or negative skewness. Specifically, a standard 10,000 member bootstrapped
distribution of the sample skewness coefficient is computed from Uk,m,q. From this a 95% confidence interval
is estimated. In every instance where that confidence interval does not include 0, a non-black square is entered
in the heatmap. All red squares indicate significant negative skew (where the entire 95% confidence interval is
below 0). There are no cases where significant positive skew is found. In total 28 (∼ 10%) of 300 cases show
significant negative skewness.
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FIG. 19. The same is shown as in Figure 18 but for kurtosis. The same bootstrapped values of Uk,m,q for
q ∈ [2, ...Q] are used for testing significance of both skewness and kurtosis. Only 11 (∼ 5%) of 300 cases show
significant negative kurtosis; none show significant positive kurtosis.
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FIG. 20. Prior sensitivity is examined across all 18 HU2 watersheds for the parameters κ0, ι0, η0, and ζ0.
Percent of regions where RMSEp ≤ RMSEe is depicted with the contour plots for all pairwise combinations of
those four parameters. Choice of κ0 and ι0 exert the largest influence over model performance; this can be seen
most clearly in the upper left plot.
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FIG. 21. Posterior total RMSE (RMSEp), posterior coverage (covp), upper posterior coverage (covup), and the
ratio of average posterior distribution width over average ensemble width (WpWe ) are plotted as a function of τk,
which is set at values of 1, 10, 50, 100, and 500 (see Appendix section c for definitions on these metrics). For
each subplot, opaque numbered blue lines represent individual watersheds, and the thicker blue line is the mean
of those lines. Numbers map to watersheds from Table 3. The quantities covp, covup, and
Wp
We
are computed via
a 99% credible interval. RMSEp decreases until τk = 100. covp increases but appears asymptote at τk = 100.
covup is generally insensitive to τk but does decrease slightly with larger values of τk. With the exception of one
watershed (Lower Mississippi Region, coded as 1 here), WpWe is insensitive to τk.
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FIG. 22. (Log-transformed q = 1 return levels are shown for observations (Zk,m,q=1 and Z′k,m,q′=1) and ESMs
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and the colored lines the ESMs.
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FIG. 23. For each month, U j,m,q are scatterplotted with corresponding values of δ j,m,q for all datasets j (and
observations indexed by k). Black points are observations. Black lines and opaque bounds are ordinary least
squares lines and 95% prediction interval bounds, representing the observed relationship between same day
temperature and precipitation return levels. Colored points represent ESMs, with each color and point type
representing one ESM. A horizontal dashed line is shown at the mean of Uk,m,q for context.
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FIG. 24. The same as Figure 23 is shown but for 1975-1999, i.e., U ′j,m,q′ and δ j,m,q′ .
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FIG. 25. Validation regime posterior distributions for P′p,m,q′,n∈[1,2,...N f inal ] are shown for each month in the
South Atlantic-Gulf watershed. Black dots are return levels of held out 1975-1999 observations, and black
triangles are the same but from 1950-1974. Larger blue dots represent the posterior mean for each order statistic
q′ (i.e., return period). Blue opaque bounds represent a 99% credible interval for each q′ and m. Red points show
original ESM return values.
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FIG. 26. Posteriors of σ j are shown for the validation scheme model run in the South Atlantic-Gulf watershed.
Vertical blue lines indicate posterior means and dashed vertical gray lines show 99% credible interval bounds.
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FIG. 27. Posteriors of CBIAS j are shown for the validation scheme model run in the South Atlantic-Gulf
watershed. Vertical blue lines indicate posterior means and dashed vertical gray lines show 99% credible interval
bounds.
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FIG. 28. Posteriors of ε j,q (log scale) are depicted with violin plots for the validation scheme model run in
the South Atlantic-Gulf watershed. Horizontal axes range from 1 to 24, which map to q,q′ ∈ [2, ...Q=Q′ = 25].
The log scale is used to temper the visual effect of occasional large values. Values of ε j,q can occasionally be
large but typically smaller than εk,q.
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FIG. 29. Posteriors of α j,m are shown via violin plots for the validation scheme model run in the South
Atlantic-Gulf watershed. Horizontal axes range from 1 to 12, reflecting all 12 months.
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FIG. 30. Posteriors of φ ′m are shown for each month for the validation scheme model run in the South Atlantic-
Gulf watershed. Vertical blue lines represent the posterior mean, vertical solid gray lines are all at 0, and vertical
dashed lines represent 99% credible interval bounds.
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