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Abstract
Ambrose and Singer characterized connected, simply-connected and
complete homogeneous Riemannian manifolds as Riemannian manifolds
admitting a metric connection such that its curvature and torsion are
parallel. The aim of this paper is to extend Ambrose-Singer Theorem to
the general framework of locally homogeneous pseudo-Riemannian man-
ifolds. In addition we study under which conditions a locally homoge-
neous pseudo-Riemannian manifold can be recovered from the curvature
and their covariant derivatives at some point up to finite order. The same
problem is tackled in the presence of a geometric structure.
1 Introduction
In [1] Ambrose and Singer characterized connected, simply-connected and
complete homogeneous Riemannian manifolds as Riemannian manifolds
(M, g) admitting a linear connection ∇˜ satisfying
∇˜g = 0, ∇˜R = 0, ∇˜S = 0,
where S = ∇−∇˜, ∇ is the Levi-Civita connection of g, and R the curva-
ture tensor field of g. Connections satisfying the previous equations would
become later known as Ambrose-Singer connections. Since their introduc-
tion, Ambrose-Singer connections have become an extensively used tool
for the study of homogeneity. In addition, Ambrose-Singer Theorem has
been extended to the case when the manifold is endowed with a geometric
structure [5], and later to the pseudo-Riemannian setting [4].
Regarding locally homogeneous spaces, the following result is known
(see for instance [13]).
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Theorem 1.1 Let (M, g) be a Riemannian manifold. Then (M, g) is
locally homogeneous if and only if it admits an Ambrose-Singer connection.
This theorem is no longer true if g is a metric with signature. In fact,
in [4] it was proved that if a globally homogeneous pseudo-Riemannian
manifold admits an Ambrose-Singer connection, then it must be reductive.
This suggests that in order to extend Ambrose-Singer Theorem to the
pseudo-Riemannian setting we have to find a condition playing the same
role as the reductivity condition for globally homogeneous spaces.
The aim of this paper is to formulate and prove an analogous result
to Theorem 1.1 for pseudo-Riemannian manifolds. The case when an
invariant geometric structure is present is also analyzed.
On the other hand, all the proofs of Theorem 1.1 (known by the au-
thor) make use of the so called “canonical” Amborse-Singer connection
constructed by Kowalski [8]. The construction of this connection re-
lies strongly on the fact that the Killing form of so(TpM) is definite if
the metric g is Riemannian, so that a straightforward adaptation to the
pseudo-Riemannian realm is not possible. In Section 5 we show, un-
der suitable conditions, how to adapt the construction of the “canonical”
Ambrose-Singer connection made by Kowalski to metrics with signature.
This will lead to a new notion of reductivity called “strong reductivity”.
As a consequence we will see that strongly reductive locally homogeneous
pseudo-Riemannian manifolds can be recovered from the curvature and
their covariant derivatives at some point up to finite order. Recall that
this property is known to be satisfied by all locally homogeneous Rieman-
nian manifolds (see [10]). An analogous result will hold in the presence of
an invariant geometric structure.
2 Preliminaries
For a comprehensive introduction on Lie pseudo-groups and transitive Lie
algebras see [12] and the references therein. We just recall that a transitive
Lie algebra is a pair (L,L0), where L is a Lie algebra and L0 is a proper
subalgebra such that the only ideal of L contained in L0 is {0}.
Let (M, g) be a locally homogeneous pseudo-Riemannian space, and
let I denote the Lie pseudo-group of local isometries acting transitively
on (M, g). The system of PDE’s that must be satisfied by the elements
of I is
f∗g = g.
The corresponding system of Lie equations is thus
LXg = 0, (1)
that is, infinitesimal transformations are given by local Killing vector
fields. For a fixed point p ∈ M we choose a basis {e1, . . . , em} of TpM .
The set {e1, . . . , em} denotes its dual basis. We consider the transitive
Lie algebra (i, i0) associated with the system (1). The Lie algebra i is the
set of vector valued formal power series
ξ =
∑
r,i,j1,...,jr
ξij1...jrei ⊗ ej1 ⊙ . . .⊙ ejr ,
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where ξij1...jr solve (1) and all its derivatives. The subalgebra i
0 is formed
by all the elements of i such that the terms ξi of order zero vanish. As
seen in [12], an element ξ ∈ i is determined by the terms of order 0 and
1, which lie in TpM and so(TpM) respectively.
Definition 2.1 A Killing generator at p is a pair (X,A) ∈ TpM×so(TpM)
verifying
A · ∇iRp + iX∇i+1Rp = 0, i ≥ 0,
where ∇ is the Levi-Civita connection of g, and R its curvature tensor
field.
The set kill of Killing generators at p has a Lie algebra structure with
bracket
[(X,A), (Y,B)] = (AX −BY, (Rp)XY + [A,B]).
We define
kill
0 = {(X,A) ∈ kill/X = 0}.
Lemma 2.2 [12] (kill, kill0) is a transitive Lie algebra isomorphic to (i, i0).
Proof. Let (x1, . . . , xm) be a set of normal coordinates around p. We
consider the map
i → kill
(ξi, ξij) 7→ (ξi∂xi|p, ξij∂xi|p ⊗ dxj|p),
where (ξi, ξij) are the terms of order 0 and 1 characterizing an element
ξ ∈ i. As a straightforward computation shows, this map defines a Lie
algebra homomorphism.
Let now ξ be a local vector field on M , we define the (1, 1)-tensor field
Aξ = Lξ −∇ξ = −∇ξ,
where L denotes Lie derivative. Among the equations that ξ must satisfy
at p, we have
(Lξg)p = 0, (Lξ∇iR)p = 0, i ≥ 0,
which coincide with
A · gp = 0, A · ∇iRp + iX∇i+1Rp = 0, i ≥ 0,
for X = ξp and A = Aξ|p, whence (ξp, Aξ|p) is a Killing generator.
Corollary 2.3 Every formal solution ξ ∈ i is realized by the germ of a
local Killing vector field.
Proof. Adapting the arguments used by Nomizu in [11] to metrics with
signature, we see that if the dimension of the Lie algebra of Killing gener-
ators is constant on M , then for every Killing generator (X,A) at a point
p, there exist a local Killing vector field ξ with (X,A) = (ξp, Aξ|p).
The Lie algebra isomorphism exhibited in the proof of Lemma 2.2 can
be seen as
i → kill
[ξ] 7→ (ξp, Aξ|p),
where [ξ] denotes the germ of the local vector field ξ at p.
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3 Reductive locally homogeneous
pseudo-Riemannian manifolds
We now consider a Lie pseudo-group G ⊂ I acting transitively on (M, g).
A Lie subalgebra g ⊂ i can be attached to G, namely g is the set of germs
of local Killing vector fields with 1-parameter group contained in G. The
Lie algebra k formed by those [ξ] ∈ g vanishing at p is thus a Lie subalgebra
of i0, and the pair (g, k) is a transitive Lie algebra.
Definition 3.1 Let G be a Lie pseudo-group of isometries acting transi-
tively on (M, g). The isotropy pseudo-group at a point p is
Hp = {f ∈ G/ f(p) = p}.
Since f(p) = p is not a differential equation, Hp is not a Lie pseudo-
group in general. For this reason it is more convenient to work with the
so called linear isotropy group.
Definition 3.2 The linear isotropy group of G at p ∈M is
Hp = {F : TpM → TpM/F = f∗, f ∈ Hp}.
Since every f ∈ Hp is an isometry, Hp is a Lie subgroup of O(TpM).
Lemma 3.3 The Lie algebra hp of Hp is isomorphic to k.
Proof. We define the map
k → hp
[ξ] 7→ d
dt
∣∣
t=0
(ft)∗,
where ft ⊂ Hp is the 1-parameter group generated by ξ. A simple inspec-
tion shows that this map is a Lie algebra isomorphism.
Note that seeing hp as a subalgebra of so(TpM), the previous isomor-
phism between k and hp can be read as
k → hp
[ξ] 7→ Aξ|p.
There is a natural action of Hp on g given by
Ad : Hp × g → g
(F, [ξ]) 7→ [η] ,
with
ηq =
d
dt
∣∣∣∣
t=0
f ◦ ϕt ◦ f−1(q),
for every q in a certain neighborhood of p, where ϕt is the 1-parameter
group generated by [ξ], and F = f∗. When identifying k with hp, the
restriction of this action to k is just the usual adjoint action of Hp on its
Lie algebra.
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Definition 3.4 Let (M, g) be a pseudo-Riemannian manifold, and let G
be a Lie pseudo-group of isometries acting transitively on (M, g). We
say that the triple (M, g,G) is reductive if the transitive Lie algebra (g, k)
associated with G can be decomposed as g = m ⊕ k, where m is Ad(Hp)-
invariant.
Note that being reductive is a property of the triple (M, g,G) rather
than a property of the pseudo-Riemannian manifold (M, g) itself. In Sec-
tion 7 we will show that the same locally homogeneous pseudo-Riemannian
manifold can be reductive for the action of a certain Lie pseudo-group G,
whereas it is non-reductive for the action of another Lie pseudo-group G′.
On the other hand, it seems that the previous definition depends on the
chosen point p ∈M , however
Proposition 3.5 If (M, g,G) is reductive at a point p ∈ M , then it is
reductive at every point.
Proof. Let q be another point ofM . We denote by (gp, kp) and (gq, kq) the
transitive Lie algebras associated with G at p and q respectively. Let h ∈ G
be a local isometry with h(p) = q. h induces isomorphisms hˆ : gp → gq,
[ξ] 7→ [h∗(ξ)], and hˇ : Hp → Hp, F 7→ h∗ ◦ F ◦ h−1∗ . Let gp = mp ⊕ kp
with mp Ad(Hp)-invariant, we define mq = hˆ(mp) ⊂ gq. It is obvious that
gq = mq ⊕ kq, since hˆ is an isomorphism and takes kp to kq . We now show
that mq is Ad(Hq)-invariant and independent of the local isometry h. Let
F ∈ Hq, and let f ∈ Hq with F = f∗. Let [η] ∈ mq , there is an element
[ξ] ∈ mp with η = h∗(ξ). The 1-parameter group generated by η is thus
φt = h ◦ ϕt ◦ h−1, where ϕt is the 1-parameter group generated by ξ.
Therefore
AdF ([η]) =
[
d
dt
∣∣∣∣
t=0
f ◦ φt ◦ f−1
]
=
[
d
dt
∣∣∣∣
t=0
f ◦ h ◦ ϕt ◦ h−1 ◦ f−1
]
=
[
d
dt
∣∣∣∣
t=0
h ◦ h−1 ◦ f ◦ h ◦ ϕt ◦ h−1 ◦ f−1 ◦ h ◦ h−1
]
= h∗
(
Adhˇ−1(F )([ξ])
)
.
Since hˇ−1(F ) ∈ Hp, we have AdF ([η]) ∈ mq. On the other hand, in order
to prove the independence of h, it is enough to prove that for other h′ ∈ G
with h′(p) = q we have that h−1∗ ◦ h′∗([ξ]) ∈ mp. But
h−1∗ ◦ h′∗([ξ]) =
[
d
dt
∣∣∣∣
t=0
h−1 ◦ h′ ◦ ϕt
]
= Ad(h−1◦h′)∗([ξ]).
Since h−1 ◦ h′ ∈ Hp and mp is Ad(Hp)-invariant we conclude that h−1∗ ◦
h′∗([ξ]) ∈ mp.
Following [1] we give the following definition.
Definition 3.6 An Ambrose-Singer connection (AS-connection for sort),
is a linear connection ∇˜ satisfying
∇˜g = 0, ∇˜R = 0, ∇˜S = 0,
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where S = ∇˜ −∇.
The following two theorems characterize locally homogeneous pseudo-
Riemannian manifolds admitting an AS-connection.
Theorem 3.7 Let (M, g,G) be a reductive locally homogeneous pseudo-
Riemannian manifold. Then (M, g) admits an AS-connection.
Proof. Let (r, s) be the signature of g, and let O(M) be the bundle
of orthonormal references of M . We fix a point p ∈ M and a reference
u0 ∈ O(M) in the fiber of p. We shall interpret an orthonormal reference
u at q ∈ M as an isometry u : (Rm, 〈 , 〉) → (TqM, gq), where 〈 , 〉 is the
standard metric of Rm with signature (r, s). Consider the set
Q = {u ∈ O(M)/ u = h˜(u0), h ∈ G}, (2)
where h˜ is the map induced on O(M) by a local isometry h. Q determines
a reduction of O(M) with structure group
H¯ = {B ∈ O(r, s)/ uˆ0(B) = f∗, f ∈ Hp},
where uˆ0 : O(r, s) → O(TpM), B 7→ u0 ◦ B ◦ u−10 . It is obvious that uˆ0
gives an isomorphism between H¯ and the linear isotropy group Hp. The
right action of an element B ∈ H¯ on a reference u ∈ Q at q is given by
RB(u) = u ◦ B : Rm → TqM . Let F = uˆ0(B) ∈ Hp and let f ∈ Hp such
that F = f∗. Let h ∈ G be such that u = h˜(u0), we can write
RB(u) = u ◦B = u ◦ u0 ◦ F ◦ u0
= h∗ ◦ u0 ◦ u−10 ◦ F ◦ u0 = h∗ ◦ f∗ ◦ u0
= h˜ ◦ f˜(u0).
We now consider the map
Ψ : g → Tu0Q
[ξ] → d
dt
∣∣
t=0
ϕ˜t(u0),
where ϕt is the 1-parameter group of ξ. Ψ is injective as {ϕt} ⊂ G and
the action of G on Q is free. Moreover,
dim(g) = dim(TpM) + dim(k) = dim(TpM) + dim(Vu0Q) = dim(Tu0Q),
whence Ψ is a linear isomorphism. Let g = m ⊕ k be a reductive decom-
position, we define the horizontal subspace at u0 as
Hu0Q = Ψ(m),
and making use of G we define an horizontal distribution on Q as
HuQ = h˜∗(Hu0), u = h˜(u0).
This horizontal distribution is C∞ and invariant by G. In order to see that
HQ defines a linear connection ∇˜ on M we just have to show that it is
equivariant by the right action of H¯. Let B ∈ H¯, we take F = uˆ0(B),
and f ∈ Hp with F = f∗. Let Xu ∈ HuQ, by definition Xu = h˜∗(Xu0)
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for some Xu0 ∈ Hu0Q and some h such that u = h˜(u0). This means
that Xu = h˜∗(Ψ([ξ])) for some [ξ] ∈ m. Let ϕt be the 1-parameter group
generated by ξ, we thus have
(RB)∗(Xu) = (RB)∗ ◦ h˜∗ ◦Ψ([ξ])
=
d
dt
∣∣∣∣
t=0
RB ◦ h˜ ◦ ϕ˜t(u0) = d
dt
∣∣∣∣
t=0
h˜ ◦ ϕ˜t ◦ f˜(u0)
=
d
dt
∣∣∣∣
t=0
h˜ ◦ f˜ ◦ f˜−1 ◦ ϕ˜t ◦ f˜(u0)
= (h˜ ◦ f˜)∗
(
d
dt
∣∣∣∣
t=0
f˜−1 ◦ ϕ˜t ◦ f˜(u0)
)
= (h˜ ◦ f˜)∗ (Ψ(AdF−1([ξ]))) .
Since AdF−1([ξ]) ∈ m, we have Ψ(AdF−1([ξ])) ∈ Hu0Q, and we conclude
that (RB)∗(Xu) ∈ HRB(u)Q since RB(u) = h˜ ◦ f˜(u0).
We now study the properties of ∇˜. On the one hand, since Q is a
reduction of O(M), the connection ∇˜ is metric, that is, ∇˜g = 0. On the
other hand, the connection ∇˜ is characterized in the following way. Let
p, q ∈ M , and let γ be a path in M with γ(0) = p and γ(1) = q. We
denote by γ¯ the horizontal lift of γ to u0 ∈ Q with respect to ∇˜. The
parallel transport along γ with respect to this connection is thus the linear
isometry γ : TpM → TqM given by γ = u ◦ u−10 , where u = γ¯(1). But
since u = h˜(u0) = h∗ ◦u0 for some h ∈ G, we have that the linear isometry
γ is exactly h∗. This characterization of ∇˜ implies that its torsion T˜ and
curvature R˜ are invariant by parallel transport, since ∇˜ is invariant by G,
that is ∇˜T˜ = 0 and ∇˜R˜ = 0. As a straightforward computation shows
this two equations are equivalent to
∇˜R = 0, ∇˜S = 0.
Theorem 3.8 Let (M, g) be a pseudo-Riemannian manifold admitting an
AS-connection ∇˜. Then there is a Lie pseudo-group of isometries G such
that (M, g,G) is reductive locally homogeneous.
Proof. Let p, q ∈M , we consider a path γ from p to q. Since ∇˜ is an AS-
connection, the parallel transport γ : TpM → TqM with respect to ∇˜ is
a linear isometry preserving the torsion and curvature of ∇˜. This implies
that there exist neighborhoods Up and Uq, and an affine transformation
fγ : Up → Uq with respect to ∇˜, such that its differential at p coincides
with the parallel transport along γ (see [6, Vol. I, Ch. VI]). Since ∇˜ is
metric we have that fγ is an isometry. We consider the set
G = {fγ/ γ is a path from p to q}.
G is a pseudo-group of local isometries of (M, g) which acts transitively
on (M, g), so that (M, g) is locally homogeneous. In addition, G coincides
with the so called transvection group of ∇˜, which consists of all local affine
maps of ∇˜ preserving its holonomy bundle P∇˜, that is, f˜(P∇˜) ⊂ P∇˜.
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This gives G a structure of Lie pseudo-group. We just have to show that
(M, g,G) is reductive. For a fixed point p ∈M , the isotropy pseudo-group
is
Hp = {fγ/ fγ(p) = p}
which is in one to one correspondence with the set of loops based at p.
The linear isotropy group is thus
Hp = {fγ∗ : TpM → TpM/fγ ∈ Hp} = Hol∇˜.
Therefore, let (g, k) be the transitive Lie algebra associated with G, we
have k ≃ hol∇˜. We fix an orthonormal reference u0 at p and consider the
bundle Q defined in (2). Q is exactly the holonomy bundle of ∇˜ at u0,
and therefore the connection ∇˜ reduces to Q and determines a horizontal
distribution HQ which is invariant by the right action of Hp and by the
left action of G on Q. We again take the linear map
Ψ : g → Tu0Q
[ξ] → d
dt
∣∣
t=0
ϕ˜t(u0),
As seen before Ψ is a linear isomorphism. We consider the subspace
m = Ψ−1(Hu0Q) ⊂ g. Obviously g = m⊕ k, as Ψ(k) = Vu0Q. In addition,
let [ξ] ∈ m with 1-parameter group ϕt, and let F = f∗ ∈ Hp, recall that
AdF ([ξ]) = [η] with ηq =
d
dt
∣∣
t=0
f ◦ ϕt ◦ f−1(q) for every q in a certain
neighborhood of p. Hence
Ψ(AdF ([ξ])) =
d
dt
∣∣∣∣
t=0
f˜ ◦ ϕt ◦ f˜−1(u0) = f˜∗
(
(RF−1)∗(ξ˜u0)
)
.
Since [ξ] ∈ m we have that Ψ([ξ]) ∈ Hu0Q, whence by the invariance and
the equivariance of the horizontal distribution
f˜∗ ((RF−1)∗(Ψ([ξ]))) ∈ f˜∗
(
HR
F−1
(u0)Q
)
= Hu0Q.
This implies that m is Ad(Hp)-invariant, showing that (M, g) is reductive.
Remark 3.9 A globally homogeneous pseudo-Riemannian manifold is in
particular a locally homogeneous pseudo-Riemannian manifold. There-
fore the notion of reductivity that we have defined for locally homogeneous
pseudo-Riemannian manifolds must coincide with the well known defini-
tion of reductive homogeneous space when we consider a Lie group G as
the Lie pseudo-group G. We show below that this is the case.
Let (M, g) be a globally homogeneous pseudo-Riemannian manifold
with a Lie group G of (global) isometries acting transitively on it. Let
Hp be the isotropy group at a point p ∈ M . We denote by g and h
the Lie algebras of G and H respectively. Recall that (M, g,G) is said
reductive if g = m⊕ h for some Ad(Hp)-invariant subspace m ⊂ g (see for
instance [6]). We denote by (g′, k′) the transitive Lie algebra associated
with G seen as a Lie pseudo-group of local isometries, that is, g′ is the set
of germs of local infinitesimal transformations of G. The linear isotropy
group as defined in Definition 3.1 is just the image of Hp under the linear
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isotropy representation λ (see [6, Ch. X]). We also recall the definition of
fundamental vector fields: let α ∈ g we define the vector field α∗ on M as
α∗q =
d
dt
∣∣∣∣
t=0
Lexp(tα)(q), q ∈M,
where La denotes the left action of a ∈ G onM . We consider the following
map
φ : g → g′
α 7→ [α∗] .
Note that φ is not a Lie algebra homomorphism since [α, β]∗ = −[α∗, β∗].
Nevertheless we show that it is a linear isomorphism. Let α ∈ g be such
that [α∗] = 0, this means that α∗ = 0 in a neighborhood of p. In particular
α∗p = 0 and Aα∗ |p = 0, so that α∗ = 0. This implies α = 0, that is, φ
is injective. On the other hand, let [ξ] ∈ g′, we consider the 1-parameter
group of ξ, which determines a curve ϕt ⊂ G. Taking α = ddt
∣∣
t=0
ϕt we
have φ(α) = [ξ]. This proves that φ is surjective. In addition, let h ∈ Hp
so that h∗ ∈ λ(Hp), the following diagram is commutative:
g
	Adh

φ
// g′
Adh∗

g
φ
// g′
In fact, let α ∈ g, then Adh∗(α∗) = [η] with
ηq =
d
dt
∣∣∣∣
t=0
Lh ◦ Lexp tα ◦ Lh−1 = (Lh)∗
(
α∗L
h−1
(q)
)
= (Adh(α))
∗
q .
We conclude that via φ one can transform reductive complements of (g, h)
into reductive complements of (g′, k′) and viceversa. This means that the
notions of reductivity from both the global and the local points of view
coincide.
4 Invariant geometric structures
We now consider a locally homogeneous pseudo-Riemannian manifold
(M, g) endowed with a geometric structure given by a tensor field P .
Following [5] we give the following definition.
Definition 4.1 An Ambrose-Singer-Kiricˇenko connection (or ASK-con-
nection for sort) on (M, g, P ) is a linear connection ∇˜ satisfying
∇˜g = 0, ∇˜R = 0, ∇˜S = 0, ∇˜P = 0.
Note that an ASK-connection is in particular an AS-connection. We
say that the geometric structure given by P is invariant if the Lie pseudo-
group of isometries J preserving P , that is
J = {f ∈ I, f∗P = P},
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acts transitively on M . The corresponding Lie equation is
LXP,
so that the infinitesimal transformations of G are Killing vector fields
which are infinitesimal automorphisms of the geometric structure. A vec-
tor field ξ satisfying both Lξg = 0 and LξP = 0 will be called a geometric
Killing vector field. We consider the Lie algebra j ⊂ i, which consists of
germs of geometric Killing vector fields. The Lie subalgebra j0 ⊂ i0 is
defined as the set of elements of j vanishing at p, so that (j, j0) is a tran-
sitive Lie algebra. Let gkill be the subalgebra of kill formed by all Killing
generators (X,A) satisfying
A · ∇jPp + iX∇j+1Pp = 0, j ≥ 0,
and let gkill0 = kill0 ∩ gkill, we have
Proposition 4.2 The transitive Lie algebra (gkill, gkill0) is isomorphic to
(j, j0).
Proof. Let ξ be a geometric Killing vector field, let (X,A) = (ξp, Aξ|p).
By definition we have
A · ∇jP = Lξ(∇jP )p −∇ξ∇jPp = Lξ(∇jP )p − iX∇j+1Pp,
and applying Lemma 4.3 below we obtain that (ξp, Aξ|p) ∈ gkill. Making
use of Lemma 2.2 and Corollary 2.3 we see that the map
j → gkill
[ξ] 7→ (ξp, Aξ|p)
is a Lie algebra isomorphism taking j0 to gkill0.
Lemma 4.3 Let ξ be a Killing vector field and ω a tensor field. If Lξω =
0 then Lξ(∇ω) = 0.
Proof. For the sake of simplicity we show the proof for ω a 1-form. The
generalization for tensor fields of arbitrary type is straightforward. By
direct calculation
Lξ(∇ω)(X,Y ) = −ξ · (ω(∇XY )) + ω
(∇LξXY )+ ω (∇XLξY ) .
Making use of Lξω = 0 we obtain
Lξ(∇ω)(X,Y ) = ω ((Lξ∇)(X,Y )) = ω
(
RξXY +∇2XY ξ
)
.
But Rξ +∇2ξ = 0 since it is just the affine Jacobi equation applied to a
Killing vector field ξ.
We now consider a Lie pseudo-group G ⊂ J acting transitively on
M . We associate to G the Lie algebra g ⊂ j consisting on germs of local
geometric Killing vector fields with 1-parameter group contained in G.
The Lie algebra k formed by those [ξ] ∈ g vanishing at p is thus a Lie
subalgebra of j0, and the pair (g, k) is a transitive Lie algebra. We take
the isotropy pseudo-group Hp and the linear isotropy group Hp associated
with G. As before we have that Hp is a Lie subgroup of the stabilizer of
Pp in O(TpM), and that k ≃ hp. Recall also that we have the action Ad
of Hp on g.
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Definition 4.4 Let (M, g,P ) be a pseudo-Riemannian manifold endowed
with a geometric structure defined by a tensor field P . Let G be a Lie
pseudo-group of isometries acting transitively on (M, g,P ) and preserving
P . We will say that (M, g,P,G) is reductive if the transitive Lie algebra
(g, k) associated with G can be decomposed as g = m ⊕ k, where m is
Ad(Hp)-invariant.
Theorem 4.5 Let (M, g, P,G) be a reductive locally homogeneous pseudo-
Riemannian manifold with P invariant. Then (M, g, P ) admits an ASK-
connection.
Proof. Let (M, g,P,G) be a reductive locally homogeneous pseudo-
Riemannian manifold with P invariant, by Theorem 3.7 (M, g) admits
an AS-connection ∇˜. We just have to show that ∇˜P = 0. However, recall
that ∇˜ is characterized as the linear connection whose parallel transport
coincides with the differential h∗ of some h ∈ G. Since G preserves P , we
have that P is invariant by parallel transport with respect to ∇˜, whence
∇˜P = 0.
Theorem 4.6 Let (M, g,P ) be a pseudo-Riemannian manifold admitting
an ASK-connection ∇˜. Then there is a Lie pseudo-group of isometries G
acting transitively on (M, g,P ) and preserving P , such that (M, g,P, G)
is reductive locally homogeneous with P invariant.
Proof. As in the proof of Theorem 3.8 we consider the Lie pseudo-group
G = {fγ/ γ is a path from p to q}.
Since the local maps fγ are affine maps of ∇˜, and ∇˜P = 0, we have
that P is invariant by G. The same exact arguments used in the proof of
Theorem 3.8 show that (M, g, P ) is reductive locally homogeneous with
P invariant.
5 Strongly reductive locally homogeneous
pseudo-Riemannian manifolds
The results presented in this section apply to pseudo-Riemannian met-
rics of any signature (including the Riemannian case) with or without an
extra geometric structure. In addition, these results are new for pseudo-
Riemannian metrics with or without an extra geometric structure exclud-
ing the case of definite metrics, and in the Riemannian case the results
are new in the presence of a geometric structure. For the already known
case of Riemannian metrics without extra geometry see [10]. For the sake
of brevity we present here the most general case.
Let (M, g) be a pseudo-Riemannian manifold endowed with a geomet-
ric structure defined by a tensor field P . Let p ∈ M , for every integers
r, s ≥ 0 we consider the Lie algebras g(p, r) and p(p, s) given by
g(p, r) =
{
A ∈ so(TpM), A ·
(
∇iRp
)
= 0, i = 0, . . . , r
}
,
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p(p, s) =
{
A ∈ so(TpM), A ·
(
∇jPp
)
= 0, j = 0, . . . , s
}
,
where A acts as a derivation on the tensor algebra of TpM . We thus have
filtrations
so(TpM) ⊃ g(p, 0) ⊃ . . . ⊃ g(p, r) ⊃ . . .
so(TpM) ⊃ p(p, 0) ⊃ . . . ⊃ p(p, s) ⊃ . . .
Let k(p) and l(p) be the first integers such that g(p, k(p)) = g(p, k(p)+ 1)
and p(p, l(p)) = p(p, l(p) + 1), and let h(p, r, s) = g(p, r) ∩ p(p, s). We
consider the complex of filtrations
so(TpM) ⊃ g(p, 0) ⊃ . . . ⊃ g(p, k(p)) = g(p, k(p) + 1)
∪ ∪ ∪ ∪
p(p, 0) ⊃ h(p, 0, 0) ⊃ . . . ⊃ h(p, k(p), 0) = h(p, k(p) + 1, 0)
∪ ∪ ∪ ∪
...
...
...
...
∪ ∪ ∪ ∪
p(p, l(p)) ⊃ h(p, 0, l(p)) ⊃ . . . ⊃ h(p, k(p), l(p)) = h(p, k(p) + 1, l(p))
|| || || ||
p(p, l(p) + 1) ⊃ h(p, 0, l(p) + 1) ⊃ . . . ⊃ h(p, k(p), l(p) + 1) = h(p, k(p) + 1, l(p) + 1).
To complete the notation we will denote g(p,−1) = so(TpM), p(p,−1) =
so(TpM), so that h(p,−1, s) = p(p, s) and h(p, r,−1) = g(p, r).
We shall call a pair of integers (r(p), s(p)) in the set N ∪ {0,−1} a
stabilizing pair at p ∈M if r(p) ≤ k(p), s(p) ≤ l(p) and
h(p, r(p), s(p)) = h(p, r(p) + 1, s(p))
|| ||
h(p, r(p), s(p) + 1) = h(p, r(p) + 1, s(p) + 1).
Note that (k(p), l(p)) is a stabilizing pair.
Remark 5.1 An example of a manifold with an stabilizing pair distinct
form (k(p), l(p)) is exhibited in Section 7.
The following definition generalizes the definition of infinitesimal ho-
mogeneous space given by Singer (see [10]). Consider a pair of integers
(r, s) ∈ (N ∪ {0,−1})2. We say that (M, g,P ) is (r, s)-infinitesimally P -
homogeneous if for every p, q ∈ M there is a linear isometry F : TpM →
TqM such that
F ∗(∇iRq) = ∇iRp, i = 0, . . . , r + 1,
F ∗(∇jPq) = ∇jPp, j = 0, . . . , s+ 1.
Let p ∈ M be a fixed point and suppose that (r(p), s(p)) is a stabilizing
pair at p. If (M, g,P ) is (r(p), s(p))-infinitesimally P -homogeneous, then
(r(p), s(p)) is a stabilizing pair at all q ∈M (so that we can omit the point
p). In fact, any linear isometry F : TpM → TqM with F ∗(∇iRq) = ∇iRp
and F ∗(∇jPq) = ∇jPp for i = 0, . . . , r(p) + 1 and j = 0, . . . , s(p) + 1,
induces isomorphisms between h(p, i, j) and h(q, i, j) for i ≤ r(p) and j ≤
s(p). Note that this means that if (M, g,P ) is (k(p), l(p))-infinitesimally
P -homogeneous then the numbers k(q) and l(q) are independent of q ∈M .
Let H(p, r, s) be the stabilizing group of the tensors ∇iRp, and ∇jPp,
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0 ≤ i ≤ r + 1, 0 ≤ j ≤ s + 1, inside O(TpM). It is evident that h(p, r, s)
is the Lie algebra of H(p, r, s).
Obviously, a locally homogeneous pseudo-Riemannian manifold with
P invariant is in particular (r, s)-infinitesimally P -homogeneous for every
pair (r, s). We shall see that the converse is also true.
Definition 5.2 Let (r, s) be a stabilizing pair at p ∈ M . (M, g, P ) is
said (r, s)-strongly reductive at p if there is an Ad(H(p, r, s))-invariant
subspace n(p, r, s) ⊂ so(TpM) such that
so(TpM) = h(p, r, s)⊕ n(p, r, s).
Lemma 5.3 Let (M, g,P ) be (r, s)-infinitesimally P -homogeneous. If
(M, g, P ) is (r, s)-strongly reductive at p ∈ M , then it is (r, s)-strongly
reductive at every point of M .
Proof. Let q ∈ M be another point distinct from p, recall that (r, s) is
also a stabilizing pair at q. Let F : TpM → TqM be a linear isometry
such that F ∗(∇iRq) = ∇iRp and F ∗(∇jPq) = ∇jPp for i = 0, . . . , r + 1
and j = 0, . . . , s + 1. F induces a linear isomorphism F˜ : so(TpM) →
so(TqM) given by A 7→ F ◦ A ◦ F−1. By construction it is obvious that
F˜ (h(p, r, s)) = h(q, r, s). Let n(p, r, s) be an Ad(H(p, r, s))-invariant com-
plement to h(p, r, s) inside so(TpM), we define
n(q, r, s) = F˜ (n(p, r, s)) ⊂ so(TqM).
This subspace is independent of the isometry F . Indeed, let G : TpM →
TqM be another linear isometry with G
∗(∇iRq) = ∇iRp and G∗(∇jPq) =
∇jPp for i = 0, . . . , r + 1 and j = 0, . . . , s+ 1. The composition G−1 ◦ F
is an element of O(TpM). Moreover, G
−1 ◦ F stabilizes Rp, . . . ,∇r+1Rp
and Pp, . . . ,∇s+1Pp, so that it is an element of H(p, r, s). Hence, for any
A ∈ n(p, r, s) we have
G˜−1 ◦ F˜ (A) = AdG−1◦F (A) ∈ n(p, r, s),
showing that F˜ (n(p, r, s)) does not depend on the linear isometry F . We
finally show that n(q, r, s) is Ad(H(q, r, s))-invariant. Let B ∈ n(q, r, s),
there exists an element A ∈ n(p, r, s) with B = F˜ (A). Let b ∈ H(q, r, s),
we take a = F−1 ◦ b ◦ F ∈ H(p, r, s). Then
Adb(B) = b ◦B ◦ b−1 = F ◦ a ◦ A ◦ a−1 ◦ F−1 = F˜ (Ada(A)),
which belongs to n(q, r, s) since Ada(A) ∈ n(p, r, s).
By virtue of the previous Lemma, we say that an (r, s)-infinitesimally
P -homogeneous manifold (M, g,P ) is (r, s)-strongly reductive if it is (r, s)-
strongly reductive at some point of M . The same applies for locally
homogeneous spaces with P invariant. The term “strongly reductive” is
motivated by Proposition 5.11 and Example 7.3, which show that strong
reductivity implies reductivity, but the converse is not true.
13
Remark 5.4 In the case g is Riemannian, the Killing form of so(TpM)
is definite, so that the strong reductivity condition is automatically sat-
isfied choosing for n(p, r, s) the orthogonal complement of h(p, r, s) inside
so(TpM) with respect to the Killing form. When the presence of an extra
geometric structure is not taken into account, the integer k(p) stabilizing
the filtration
so(TpM) ⊃ g(p, 0) ⊃ . . . ⊃ g(p, r) ⊃ . . .
is known as the Singer invariant of (M, g). In this case, the choice of
g(p, k(p))⊥ as complement of g(p, k(p)) leads to the canonical AS-connec-
tion constructed by Kowalski in [8] in a similar way to the proof of Theo-
rem 5.8 below.
Let pi : O(M) → M be the bundle of orthonormal references with
structure group O(ν, n − ν), where ν is the index of the metric. Let
u0 ∈ O(M) with pi(u0) = p, and P0 = u∗0(Pp). Let P be the space of
tensors to which P0 belongs. For any pair of integers (r, s) ∈ (N∪{0,−1})2
we consider the following O(ν, n− ν)-equivariant map:
Φ(r,s) : O(M) →
⊕k+1
i=0
(⊗r+4(Rn)∗)⊕⊕s+1j=0 (⊗j(Rn)∗ ⊗P)
u 7→ u∗(Rpi(u), . . . ,∇r+1Rpi(u), Ppi(u), . . . ,∇s+1Ppi(u)).
Lemma 5.5 If (M, g,P ) is (r, s)-infinitesimally P -homogeneous, then the
image of O(M) under Φ(r,s) is a single O(ν, n− ν)-orbit.
Proof. Let u ∈ O(M) and denote Φ = Φ(r,s). If pi(u0) = pi(u) then u0 and
u are in the same O(ν, n−ν)-orbit, and since Φ is O(ν, n−ν)-equivariant,
we have that Φ(u0) and Φ(u) are in the same O(ν, n−ν)-orbit. If pi(u0) 6=
pi(u), let q = pi(u), then there is a linear isometry F : TpM → TqM such
that F ∗(∇iRq) = ∇iRp for i = 0, . . . , r + 1, and F ∗(∇jPq) = ∇jPp for
j = 0, . . . , s+1. F induces a map F˜ : O(M)→ O(M) such that Φ◦F˜ = Φ.
Since pi(u) = pi(F˜ (u0)), we conclude that Φ(u0) and Φ(u) are in the same
O(ν, n− ν)-orbit.
Lemma 5.6 If (M, g,P ) is an (r, s)-infinitesimally P -homogeneous man-
ifold. Then there is a metric connection ∇¯ such that ∇¯X(∇iR) = 0 for
i = 0, . . . , r + 1, and ∇¯X(∇jP ) = 0 for j = 0, . . . , s+ 1.
Proof. Let u0 ∈ P with pi(u0) = p and Φ = Φ(r,s). By Lemma 5.5
the orbit Φ(P ) is the homogeneous space O(ν, n − ν)/I0 where I0 is the
isotropy group of Φ(u0). We thus have an equivariant map Φ : O(M) →
O(ν, n− ν)/I0, so that Q = Φ−1(Φ(u0)) determines a reduction of O(M)
with group I0. Since Φ restricted to Q is constant, all the tensor fields
∇iR and ∇jP , i = 0, . . . , r + 1, j = 0, . . . , s + 1, will be parallel with
respect to any connection adapted to Q.
Lemma 5.7 If (M, g,P ) is an (r, s)-infinitesimally P -homogeneous man-
ifold, then
h(M, r, s) =
⋃
q∈M
h(q, r, s)
is a vector subbundle of so(M). If (M, g,P ) is moreover (r, s)-strongly
reductive, then
n(M, r, s) =
⋃
q∈M
n(q, r, s)
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is a vector subbundle of so(M) and so(M) = h(M, r, s)⊕ n(M, r, s).
Proof. To prove that h(M, r, s) is a vector subbundle of so(M) we have
to find a neighborhood U around every q ∈ M admitting local sections
{H1, . . . ,Ht} such that {H1(y), . . . ,Ht(y)} is a basis of h(y, r, s) for every
y ∈ U . Let ∇¯ be a linear connection as in Lemma 5.6, we take a nor-
mal neighborhood U around q with respect to ∇¯. Let {H1(q), . . . ,Ht(q)}
be a basis of h(q, r, s), we extend them by parallel transport with re-
spect to ∇¯ along radial ∇¯-geodesics in order to define {H1(y), . . . ,Ht(y)}.
Since ∇¯X(∇iR) = 0 for i = 0, . . . , r + 1, and ∇¯X(∇jP ) = 0 for j =
0, . . . , s + 1, the parallel transport from q to y defines a linear isome-
try F : TqM → TyM with F ∗(∇iRy) = ∇iRq for i = 0, . . . , r + 1, and
F ∗(∇jPy) = ∇jPq for j = 0, . . . , s+1. This implies thatHi(y) ∈ h(y, r, s).
If (M, g, P ) is (r, s)-strongly reductive, we consider the decomposition
so(TqM) = h(q, r, s) ⊕ n(q, r, s) and take a basis {η1(q), . . . , ηd(q)} of
n(q, r, s). Extending {η1(q), . . . , ηd(q)} by parallel transport along radial
∇¯-geodesics, we obtain local sections η1, . . . , ηd of so(M) defined on U . As
seen in Lemma (5.3), the linear isometries F determined by the parallel
transport takes n(q, r, s) to n(y, r, s) for y ∈ U , whence {η1(y), . . . , ηd(y)}
is a basis of n(y, r, s) for every y ∈ U .
Theorem 5.8 Let (M, g, P ) be an (r, s)-infinitesimally P -homogeneous
manifold. If (M, g,P ) is (r, s)-strongly reductive with a decomposition
so(TpM) = n(p, r, s) ⊕ h(p, r, s) with n(M, r, s) Ad(H(p, r, s))-invariant,
then there is a unique ASK-connection ∇˜ such that S = ∇˜ − ∇ is a
section of T ∗M ⊗ n(M, r, s).
Proof. Let h(M) denote h(M,r, s) and let n(M) denote n(M, r, s). Let
∇¯ be a linear connection as in Lemma 5.6. We consider the tensor field
B = ∇− ∇¯, which defines a section of T ∗M ⊗ so(M) as ∇¯ is metric. In
virtue of Lemma 5.7 we decompose
B = Bh +Bn,
with Bh and Bn sections of T ∗M⊗h(M) and T ∗M⊗n(M) respectively. We
define S = Bn, and take ∇˜ = ∇−S. Since S is a section of T ∗M ⊗ so(M)
we have that ∇˜ is metric, so that ∇˜g = 0. Moreover
∇˜X(∇iR) = ∇¯X(∇iR) +BhX · (∇iR) = 0, i = 0, . . . , r + 1,
∇˜X(∇jP ) = ∇¯X(∇jP ) +BhX · (∇jP ) = 0, j = 0, . . . , s+ 1,
since (r, s) is a stabilizing pair. Finally, let q ∈M and consider a normal
neighborhood of q with respect to ∇˜. Since
0 = ∇˜X(∇iR) = iX(∇i+1R)− SX · (∇iR),
0 = ∇˜X(∇jP ) = iX(∇j+1P )− SX · (∇jP ),
differentiating these formulae along a radial ∇˜-geodesic γ(t) we find
0 = 0− d
dt
(
Sγ˙(t) · (∇iR)γ(t)
)
= −
(
∇˜γ˙(t)S
)
· (∇iR)γ(t),
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0 = 0− d
dt
(
Sγ˙(t) · (∇jP )γ(t)
)
= −
(
∇˜γ˙(t)S
)
· (∇jP )γ(t),
for i = 0, . . . , r and j = 0, . . . , s. This means that ∇˜γ˙(t)S ∈ h(γ(t), r, s).
In addition, as a consequence of the ad(h(M))-invariance of n(M), the
covariant derivative of a section of n(M) is again a section of n(M), so
that ∇˜γ˙(t)S ∈ n(γ(t), r, s). We conclude that ∇˜S = 0.
We finally prove uniqueness. Let ∇˜ and ∇˜′ be as in the hypothesis,
then S−S′ is a section of T ∗M⊗n(M). In addition ∇˜(∇iR) = ∇˜′(∇iR) =
0 and ∇˜(∇jP ) = ∇˜′(∇jP ) = 0 for all i, j. These are easily obtained from
the fact that the torsion and the curvature of ∇˜ (resp. ∇˜′) are parallel
with respect to ∇˜ (resp. ∇˜′), and from ∇˜P = ∇˜′P = 0. This implies that
S − S′ is a section of T ∗M ⊗ h(M), and then S = S′ and ∇˜ = ∇˜′.
Corollary 5.9 Let (r, s) and (r′, s′) be stabilizing pairs. If n(p, r, s) ⊂
n(p, r′, s′), then the connections ∇˜ and ∇˜′ constructed from them coincide.
Proof. This is evident since S = ∇˜ − ∇ is a section of both n(M, r, s)
and n(M, r′, s′).
As we have seen, a strongly reductive locally homogeneous pseudo-
Riemannian manifold (M, g, P ) with P invariant admits an ASK-connec-
tion, so by Theorem 3.8 there is a Lie pseudo-group G (which is not
necessarily the full isometry pseudo-group) acting transitively by isome-
tries and preserving P such that (M, g,P, G) is reductive. Moreover, we
shall show that strongly reductive locally homogeneous spaces with an
invariant geometric structure P are reductive for the action of the full
pseudo-group of isometries preserving P . In order to prove that we will
make use of some results contained in Section 6 and the following Lemma.
Lemma 5.10 Let ∇˜ be an ASK-connection with curvature K and torsion
T . Let p ∈ M , and let A ∈ so(TpM) be such that A ·Kp = 0, A · Tp = 0
and A · Pp = 0. Then A · ∇iRp = 0 and A · ∇jPp = 0 for all i, j ≥ 0.
Proof. The curvature and torsion of ∇˜ are related to R and S by
TXY = SYX − SXY, KXY = RXY + [SX , SY ] + STXY .
Making use of these formulae in conjunction with ∇˜R = 0 and ∇˜S = 0,
an inductive argument gives that ∇˜(∇iR) = 0 for all i ≥ 0. A similar
computation gives ∇˜(∇jP ) = 0 for all j ≥ 0. This means that
iX∇i+1R = SX · ∇iR, iX∇j+1P = SX · ∇jP,
for all i, j ≥ 0. Let now A ∈ so(TpM) be such that A ·Kp = 0, A · Tp = 0
and A · Pp = 0. By Corollary 6.7 A · Sp = 0, hence A · Rp = 0. A simple
computation making use of the previous formulae leads to
(A · ∇i+1Rp)X = (A · Sp)X · ∇iRp + (Sp)X · (A · ∇iRp), i ≥ 0,
(A · ∇j+1Pp)X = (A · Sp)X · ∇jPp + (Sp)X · (A · ∇jPp), j ≥ 0.
Therefore, by induction on i and j we obtain that A · ∇iRp = 0 and
A · ∇jPp = 0 for all i, j ≥ 0.
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Proposition 5.11 If (M, g,P ) is (r, s)-strongly reductive, then (M, g,J )
is reductive, where J is the full Lie pseudo-group of local isometries pre-
serving P .
Proof. Let so(TpM) = n(p, r, s) ⊕ h(p, r, s), and let ∇˜ be the associated
ASK-connection. Let K and T be the curvature and the torsion tensor
fields of ∇˜ respectively. The triple (K,T, P ) defines an infinitesimal model
(see Definition 6.4 and Proposition 6.8), and we can consider the associ-
ated Nomizu construction, that is, we define the Lie algebra g0 = TpM⊕h0
with the usual brackets, where
h0 = {A ∈ so(TpM)/A ·Kp = 0, A · Tp = 0, A · Pp = 0}.
By Proposition 6.9 the Lie algebra h0 is equal to h(p, r, s). On the other
hand, h0 ⊂ gkill0 ≃ j0 by Lemma 5.10, and gkill0 ⊂ h by definition, whence
gkill0 ⊂ h = h0. We thus define the following Lie algebra isomorphism
Φ : g0 → gkill
X +A 7→ (X, (S0)X + A).
The image of TpM defines a complement m of gkill
0. Making use of Lemma
6.6 we have that AdB(SX) = SBX for all B in H(p, r, s) and all X ∈ TpM .
Since the linear isotropy group Hp is contained in H(p, r, s) we have that
m is Ad(Hp)-invariant.
6 Reconstruction of strongly reductive
locally homogeneous spaces
We first show a uniqueness result satisfied by strongly reductive locally
homogeneous pseudo-Riemannian manifolds with an invariant geometric
structure.
Proposition 6.1 Let (M, g, P ) and (M ′, g′, P ′) be pseudo-Riemannian
manifolds with tensor fields P and P ′. Suppose (M ′, g′, P ′) is locally ho-
mogeneous with P ′ invariant. Suppose furthermore that (M ′, g′, P ′) is
(r, s)-strongly reductive for some stabilizing pair (r, s). If for each point
p ∈M there is a linear isometry F : TpM → ToM ′ (where o ∈M ′ can be
fixed) such that F ∗(∇′iR′o) = ∇iRp for = 0, . . . , r + 1, and F ∗(∇′jPo) =
∇jPp for j = 0, . . . , s+ 1. Then (M, g,P ) is locally homogeneous with P
invariant and locally isometric to (M ′, g′, P ′) preserving P and P ′.
Proof. Note first of all that (M, g, P ) is (r, s)-infinitesimally P -homoge-
neous and (r, s)-strongly reductive, so that (M, g, P ) is locally homoge-
neous with P invariant. Let ∇˜ and ∇˜′ be connections on M and M ′
respectively as in Theorem 5.8. Let S = ∇ − ∇˜ and S′ = ∇′ − ∇˜′,
and let F : TpM → ToM ′ be as in the hypothesis. It is obvious that
F ∗(S′o)− Sp ∈ T ∗pM ⊗ n(p, r, s). In addition(
F ∗(S′o)X − (Sp)X
) ·(∇iRp) = iX∇i+1Rp−iX∇i+1Rp = 0, i = 0, . . . , r,(
F ∗(S′o)X − (Sp)X
)·(∇jPp) = iX∇j+1Pp−iX∇j+1Pp = 0, j = 0, . . . , s,
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so that F ∗(S′o)X − (Sp)X ∈ h(p, r, s). We conclude that F ∗(S′o) = Sp.
Since the torsion of ∇˜ is SYX−SXY , and a similar formula holds for the
torsion of ∇˜′, as a simple inspection shows, F preserves the curvature and
the torsion of ∇˜ and ∇˜′, which are parallel with respect to ∇˜. Therefore,
there are neighborhoods U and V around p and o respectively, and an
affine map f : U → V with respect to ∇˜ and ∇˜′ (see [6, Ch. 7]). Since
∇˜ and ∇˜′ are metric and ∇˜P = ∇˜′P ′ = 0, we have that f is an isometry
preserving P and P ′.
Theorem 5.8 and Proposition 6.1 suggest the possibility of reconstruct-
ing a strongly reductive locally homogeneous manifold (M, g, P ) with P
invariant from the knowledge of the curvature tensor field, the tensor field
P , and their covariant derivatives at a point p ∈M up to finite order. In
order to prove this result we must first examine the algebraic properties
of the curvature tensor field, P and its covariant derivatives.
Let (M, g, P ) be a locally homogeneous pseudo-Riemannian manifold
with P invariant. We fix a point p ∈M and set V = TpM . Consider the
tensors Ri = ∇iRp and P j = ∇jPp for i, j ≥ 0. One has
R0XYZW = −R0YXZW = R0ZWXY , (3)
S
XYZ
R0XY ZW = 0, (4)
R1XYZVW = −R1XZY VW = R1XVWY Z , (5)
S
YZV
R1XY ZVW = 0, (6)
S
XYZ
R1XY ZVW = 0, (7)
Ri+2YX −Ri+2XY = R0XY · Ri, (8)
P j+2YX − P j+2XY = R0XY · P j , (9)
for i, j ≥ 0, where R0XY is acting as a derivation on the tensor algebra. In
addition, let ∇˜ be an ASK-connection and S = ∇− ∇˜, we have that
iXR
i+1 = SX ·Ri, iXP j+1 = SX · P j ,
for 0 ≤ i ≤ r+1, 0 ≤ j ≤ s+1, where (r, s) is a stabilizing pair. We thus
consider the following linear maps
µi,j : so(V ) → Wi,j
A 7→ (A · R0, . . . , A · Ri, A · P 0, . . . , A · P j),
and
ν : V → Wr+1,s+1
X 7→ (iXR1, . . . , iXRr+2, iXP 1, . . . , iXP s+2),
with
Wi,j =
[
i⊕
α=0
(⊗α+4V ∗)]⊗
 j⊕
β=0
(
(⊗βV ∗)⊗P
) ,
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where P is the space of tensors to which P 0 belongs. The previous dis-
cussion for a stabilizing pair (r, s) thus gives
ν(V ) ⊂ µr+1,s+1(so(V )), (10)
and
ker(µr,s) = ker(µr+1,s) = ker(µr,s+1) = ker(µr+1,s+1). (11)
Finally, let H(r, s) be the stabilizer of R0, . . . , Rr+1 and P 0, . . . , P s+1
inside O(V ). In view of Theorem 5.8, to assure the existence of an ASK-
connection we need that
so(V ) = ker(µr,s)⊕ n (12)
for an AdH(r,s)-invariant subspace n. We shall prove the following result.
Theorem 6.2 Let V be a vector space endowed with an inner product
〈 , 〉. Let R0,...,Rr+2, P 0, . . . , P s+2 be tensors on V satisfying (3),...,(9)
for 0 ≤ i ≤ r and 0 ≤ j ≤ s, and such that (10), (11), and (12) hold.
Then
1. There is an (r, s)-strongly reductive locally homogeneous pseudo-Rie-
mannian manifold (M, g, P ) with P invariant, whose curvature ten-
sor field, P , and their covariant derivatives coincide with R0, . . . ,
Rr+2, P 0, . . . , P s+2 at a point p ∈M . Moreover, (M, g,P ) is unique
up to local isometry preserving P .
2. If the infinitesimal data R0, . . . , Rr+2, P 0, . . . , P s+2 is regular (see
Definitions 6.5 and 6.10), then there is an (r, s)-strongly reductive
globally homogeneous pseudo-Riemannian space (G0/H0, g, P ), whose
curvature tensor field, P , and their covariant derivatives coincide
with R0, . . . , Rr+2, P 0, . . . , P s+2 at a point p ∈M . (G0/H0, g, P ) is
moreover unique up to local isometry preserving P .
Corollary 6.3 An (r, s)-strongly reductive locally homogeneous pseudo-
Riemannian manifold (M, g, P ) with P invariant can be reconstructed (up
to local isometry) from the data Rp, . . . ,∇r+2Rp, Pp, . . . ,∇s+2Pp, where
(r, s) is a stabilizing pair.
Before proving Theorem 6.2 we need to recall the definition of in-
finitesimal model and show that an infinitesimal model can be associated
to every suitable infinitesimal data R0, . . . , Rs+2, P 0, . . . , P r+2 satisfying
the hypotheses of Theorem 6.2.
Let V be a vector space with an inner product 〈 , 〉, and let P be a
tensor on V . We consider morphisms
T : V → End(V ), K : V × V → End(V ).
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Definition 6.4 A triple (T,K, P ) is called an infinitesimal model if the
following properties are satisfied:
TXY + TYX = 0 (13)
KXY Z +KYXZ = 0 (14)
〈KXY Z,W 〉+ 〈KWZX,Y 〉 = 0 (15)
KXY · T = 0 (16)
KXY ·K = 0 (17)
KXY · P = 0 (18)
S
XYZ
(KXY Z + TTXY Z) = 0 (19)
S
XYZ
KTXY Z = 0 (20)
When the geometric structure P is absent, an infinitesimal model is
just a pair (T,K) satisfying the previous properties with the exception of
(18).
Let ∇˜ be an ASK-connection on (M, g,P ). For a fixed point p ∈M we
take V = TpM , 〈 , 〉 = gp, P = Pp, and T and K the torsion and curvature
of ∇˜ at p respectively. It is easy to see that in that case (T,K, P ) satisfies
(13),...,(20), so that it defines an infinitesimal model. The converse is true
under suitable conditions that must be explained. To every infinitesimal
model (T,K, P ) one can associate the so called Nomizu construction, that
is, the Lie algebra
g0 = h0 ⊕ V,
where
h0 = {A ∈ so(V )/A ·K = 0, A · T = 0, A · P = 0},
and the Lie brackets are defined by
[A,B] = AB −BA, A,B ∈ h0,
[A,X] = A ·X, A ∈ h0, X ∈ V,
[X,Y ] = −TXY +KXY , X, Y ∈ V.
Note thatKXY ∈ h0. Let h′0 be the subalgebra spanned by all elements
KXY (which in the case when (T,K, P ) comes from an ASK-connection
coincides with the holonomy algebra of ∇˜), the Lie algebra g′0 = h′0 ⊕ V
is the so called transvection algebra (see [7]).
We now consider the abstract simply-connected Lie group G0 with Lie
algebra g0, and its connected Lie subgroup H0 with Lie algebra h0. We
also consider the simply-connected Lie group G′0 with Lie algebra g
′
0, and
its connected Lie subgroup H ′0 with Lie algebra h
′
0.
Definition 6.5 We say that the infinitesimal model (T,K, P ) is regular
if H0 is closed in G0. On the other hand, we say that the transvection
algebra (g′0, h
′
0) is regular if H
′
0 is closed in G
′
0.
In the case when (T,K, P ) (resp. the transvection algebra) is regular,
the quotient G0/H0 (resp. G
′
0/H
′
0) is a pseudo-Riemannian homogeneous
space with an invariant tensor field P¯ coinciding with P at the origin.
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We now show how to associate an infinitesimal model to every suit-
able data R0, . . . , Rr+2, P 0, . . . , P s+2 on V satisfying the hypotheses of
Theorem 6.2. We define h = ker(µr+1,s+1), and consider an Ad(H(r, s))-
invariant complement n of h inside so(V ). From (10) we have that for
every X ∈ V there is an endomorphism A(X) ∈ so(V ) such that
iXR
i+1 = A(X) · Ri, 0 ≤ i ≤ r + 1,
iXP
j+1 = A(X) · P j , 0 ≤ j ≤ s+ 1.
We decompose A(X) = A1(X)+A2(X), where A1(X) ∈ h and A2(X) ∈ n.
Note that A(X) is uniquely determined up to an h-component, so that we
can take the uniquely defined map
S : V → n
X 7→ SX = A2(X).
By the definition of h it is evident that
iXR
i+1 = SX · Ri, 0 ≤ i ≤ r + 1, (21)
iXP
j+1 = SX · P j , 0 ≤ j ≤ s+ 1. (22)
Moreover, by the same arguments used in [10] one sees that S is a linear
map.
Lemma 6.6 Let B ∈ H(r, s), then AdB(SX) = SBX for every X ∈ V .
Proof. By the definition ofH(r, s) and (21) and (22) we have for 0 ≤ i ≤ r
and 0 ≤ j ≤ s
Ri+1XZ1...Zi+4 = (B · R
i+1)XZ1...Zi+4
= Ri+1
B−1XB−1Z1...B
−1Zi+4
=
(
SB−1X · Ri
)
B−1Z1...B
−1Zi+4
= −
∑
α
RiB−1Z1...SB−1XB−1Zα...B−1Zi+4
= −
∑
α
RiB−1Z1...B−1BSB−1XB−1Zα...B−1Zi+4
= −
∑
α
(B ·Ri)Z1...AdB(SB−1X )Zα...Zi+4
= −
∑
α
RiZ1...AdB(SB−1X )Zα...Zi+4
=
(
AdB(SB−1X) ·Ri
)
Z1...Zi+4
.
On the other hand iXR
i+1 = SX · Ri, so that AdB(SB−1X) · Ri − SX
belongs to h. Since SX belongs to n which is Ad(H(r, s))-invariant, we
also have that AdB(SB−1X) · Ri − SX belongs to n. This implies that
AdB(SB−1X) ·Ri − SX = 0.
Corollary 6.7 Let A ∈ h, then A · S = 0.
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We take
TXY = SYX − SXY,
KXY = R
0
XY + [SX , SY ] + STXY ,
P = P 0.
Proposition 6.8 The triple (T,K, P ) is an infinitesimal model.
Proof. We have to show that (T,K, P ) satisfies (13),...,(20). For (13),
(14), (15), (19) and (20) one uses exactly the same arguments used in [10].
For the remaining, we observe that
Ri+2XY −Ri+2YX = ([SX , SY ] + STXY ) · Ri, 0 ≤ i ≤ r,
P j+2XY − P j+2YX = ([SX , SY ] + STXY ) · P j , 0 ≤ j ≤ s.
In fact, by (21)
Ri+2XY Z1...Zi+4 = (iXR
i+2)Y Z1...Zi = (SX ·Ri+1)XY Z1...Zi+4
= −Ri+1SXY Z1...Zi+4 −
i+4∑
α=1
Ri+1Y Z1...SXZα...Zi+4
= −
(
iSXYR
i+1
)
Z1...Zi+4
−
i+4∑
α=1
(
iY R
i+1
)
Z1...SXZα...Zi+4
= −
(
SSXY ·Ri
)
Z1...Zi+4
−
i+4∑
α=1
(
SY ·Ri
)
Z1...SXZα...Zi+4
=
i+4∑
α=1
RiZ1...SSXY Zα...Zi+4
+
i+4∑
α,β=1
RiZ1...SXZα...SY Zβ ...Zi+4 ,
and by (22) a similar argument holds for P j+2XY . Skew-symmetrizing in
X,Y we obtain the desired formulae. Therefore, by (8) and (9) and the
definition of K we obtain that K ·Ri = 0 and KXY ·P j = 0, for 0 ≤ i ≤ r
and 0 ≤ j ≤ s, so in particular KXY · P 0 = 0 and KXY · R0. Making
use of (11) this implies that KXY ∈ h, whence KXY · S = 0 by Corollary
6.7, giving that KXY · T = 0. Finally, as a straightforward computation
shows, for A ∈ h
(A ·K)XY = (A ·R0)XY +[(A ·S)X , SY ]− [(A ·S)Y , SX ]+S(A·T )XY , (23)
so that KXY ·K = 0.
Proposition 6.9
h = h0 = {A ∈ so(V )/A ·K = 0, A · T = 0, A · P = 0}.
Proof. Let A ∈ h, by Corollary 6.7 we have A · S = 0, which implies
A · T = 0. In addition, by (23) we have A · K = 0. Since P = P 0, by
definition we deduce that A ∈ h0, hence h ⊂ h0. Conversely, let A ∈ h0.
We have that A · S = 0 since S is recovered from T making use of
2〈SXY,Z〉 = −〈TXY,Z〉+ 〈TY Z,X〉 − 〈TZX,Y 〉.
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On the other hand, by (23) we obtain A · R0 = 0, and since P = P 0 we
also have A · P 0 = 0. Now, a simple computation (see Lemma 6.6) shows
that
(A · Ri+1)X = [A,SX ] ·Ri − SAX · Ri + SX · (A · Ri)
= (A · S)X ·Ri + SX · (A ·Ri), 0 ≤ i ≤ r + 1,
(A · P j+1)X = [A,SX ] · P j − SAX · P j + SX · (A · P j)
= (A · S)X · P j + SX · (A · P j), 0 ≤ j ≤ s+ 1.
Using these formulae, by an inductive argument on the indices i and j we
obtain that A ·Ri = 0 and A ·P j = 0 for 0 ≤ i ≤ r+1 and 0 ≤ j ≤ s+1.
Hence A ∈ h, proving that h0 ⊂ h.
Definition 6.10 The infinitesimal data R0, . . . , Rr+2, P 0, . . . , P s+2 is
said regular if the associated infinitesimal model (T,K, P ) is regular.
Remark 6.11 R0, . . . , Rr+2, P 0, . . . , P s+2 is recovered from the infinites-
imal model (T,K, P ) in the following way. As we have seen S is obtained
from T by
2〈SXY,Z〉 = −〈TXY,Z〉+ 〈TY Z,X〉 − 〈TZX,Y 〉.
With T and S one recovers R0 using the definition of K. Finally, knowing
R0 and P 0 = P , and using (21) and (22), one can subsequently obtain Ri
and P j.
We are now in position to prove Theorem 6.2.
Proof of Theorem 6.2. Suppose that the infinitesimal model (T,K, P )
associated with the infinitesimal data R0, . . . , Rr+2, P 0, . . . , P s+2 is regu-
lar. We consider the Nomizu construction g0 = h0⊕V , and the Lie groups
G0 and H0, where G0 is the simply-connected Lie group with Lie algebra
g0 and H0 is its connected Lie subgroup with Lie algebra h0. Since H0
is closed in G0 we consider the homogeneous space G0/H0, which is a
reductive homogeneous space with reductive decomposition g0 = h0 ⊕ V .
Identifying V = ToG0/H0 we extend 〈 , 〉 and P to a G0-invariant Rieman-
nian metric g and a G0-invariant tensor field P¯ on G0/H0 respectively.
We consider the canonical connection associated with that reductive de-
composition (see [6, Ch. X]), which is an ASK-connection whose curva-
ture and torsion coincide with K and T . As a straightforward computa-
tion using the properties of the canonical connection shows, R0, . . . , Rr+2,
P 0, . . . , P s+2 coincide with the covariant derivatives of the curvature of g
and P¯ at the origin o ∈ G0/H0. By the identification of ToG0/H0 with V ,
we have that G0/H0 is (r, s)-strongly reductive. This proves the second
part of the theorem.
Concerning the first part, we adapt the arguments used in [14]. Let
(T,K, P ) be the infinitesimal model associated with the infinitesimal data
R0, . . . , Rr+2, P 0, . . . , P s+2, which now need not be regular. We consider
the corresponding Nomizu construction g0 = h0 ⊕ V . Let G0 be the
simply-connected Lie group with Lie algebra g0, we choose an orthonormal
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basis {e1, . . . , en} of V , and denote by {e1, . . . , en} its dual basis. Let
{A1, . . . , Ad} be a basis of h0, and {A1, . . . , Ad} its dual basis. We write
T = T γαβe
α ⊗ eβ ⊗ eγ ,
K = Kδαβγe
α ⊗ eβ ⊗ eγ ⊗ eδ,
P = P β1...βvα1...αue
α1 ⊗ . . .⊗ eαu ⊗ eβ1 ⊗ . . .⊗ eβv ,
and define
ωαβ = e
α(Aγ(eβ))⊗ Aγ ,
where Einstein’s summation convention is used. Note that ωαβ ∈ g∗, so
that
ω = ωαβAα ⊗ Aβ
defines a left invariant 2-form on G0 with values in h0 ⊂ so(V ). Making
use of the brackets defined in g0 we easily obtain
deα =
1
2
Tαβγ − ωαβ ∧ eβ, (24)
dωαβ = −12K
α
γδβe
γeδ − ωαγ ∧ ωγβ . (25)
We now consider a coordinate system φ = (x1, . . . , xn, y1, . . . , yd) around
the identity element e ∈ G0 such that dxα|e = eα|e, and take
f : U˜ → U
(a1, . . . , an) 7→ φ−1(a1, . . . , an, 0, . . . , 0),
where U is the coordinate neighborhood and U˜ is an open subset of Rn
where f can be defined. It is evident that the map f defines an immersion
from an open set W ⊂ Rn containing the origin of Rn into G0. Let
E˜α = f∗(eα), since these 1-forms are linearly independent at the origin of
Rn, there is an open set M ⊂W around the origin where they are linearly
independent. Let {E˜1, . . . , E˜n} be the dual frame field, we define on M
the pseudo-Riemannian metric
g =
n∑
α=1
E˜α ⊗ E˜α,
and the tensor fields
T˜ = T γαβE˜
α ⊗ E˜β ⊗ E˜γ ,
K˜ = KδαβγE˜
α ⊗ E˜β ⊗ E˜γ ⊗ E˜δ,
P˜ = P β1...βvα1...αu E˜
α1 ⊗ . . .⊗ E˜αu ⊗ E˜β1 ⊗ . . .⊗ E˜βv .
In addition we consider ω˜ = f∗ω which is a 1-form on M with values
in h0. Note that {E˜1, . . . , E˜n} is an orthonormal frame field defined on
the whole M , so that it is a section of the bundle of orthonormal frames
O(M) which trivializes it. Hence, making use of that section, ω˜ is the
1-form of a metric connection ∇˜ on O(M). By (24) and (25), which are
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nothing but the structure equations for the torsion and curvature of ω,
we have that T˜ and K˜ are the torsion and curvature of the connection
∇˜ respectively. Since ω˜ takes values in h0, we have that T˜ , K˜ and P˜ are
parallel with respect to ∇˜, that is, ∇˜ is an ASK-connection. Therefore,
(M, g, P˜ ) is locally homogeneous with P˜ invariant. Finally, making use
of Remark 6.11, it is easy to see that the covariant derivatives of P˜ and
the curvature of g at the origin coincide with R0, . . . , Rr+2, P 0, . . . , P s+2
under the identification ToM ≃ V . In addition, by this identification M
is (r, s)-strongly reductive.
In both, the first and the second part of the theorem, uniqueness (up
to local isometry) follows from Proposition 6.1.
Note that the strong reductivity condition (12) is essential in the
proof of Theorem 6.2, since otherwise we are not able to construct the
infinitesimal model (T,K, P ) from the infinitesimal data R0, . . . , Rr+2,
P 0, . . . , P s+2. This means that in general a locally homogeneous pseudo-
Riemannian manifold whose metric is not definite might not be recovered
from infinitesimal data. If the manifold admits an ASK-connection ∇˜,
this problem can be solved if we add to R0, . . . , Rr+2, P 0, . . . , P s+2 the
knowledge of either Sp, where S = ∇˜ − ∇, the torsion of ∇˜ at p, or the
curvature of ∇˜ at p (these three last items provide equivalent information
in view of Remark 6.11). In that case, an analogous result to Proposition
6.1 can be proved by a straightforward adaptation.
7 Examples and the reductivity condi-
tion
We begin this section showing a necessary condition for a reductive locally
homogeneous pseudo-Riemannian manifold to be locally isometric to a
globally homogeneous pseudo-Riemannian manifold. This question has
already been solved in the Riemannian case (see for instance [9] and [12]).
Proposition 7.1 Let (M, g,G) be a reductive locally homogeneous pseudo-
Riemannian manifold endowed with an associated AS-connection ∇˜. If the
infinitesimal model associated with ∇˜ is regular, then (M, g) is locally iso-
metric to a reductive globally homogeneous pseudo-Riemannian manifold.
The same holds if the transvection algebra is regular.
Proof. Let p ∈ M , consider the Nomizu construction g0 = TpM ⊕ h0
associated with the infinitesimal model (T,K). Let G0 be the simply-
connected Lie group with Lie algebra g0, and H0 its connected subgroup
with Lie algebra h0. If (T,K) is regular then H0 is closed in G0, so
that we can consider the homogeneous space G0/H0. Moreover, G0/H0 is
reductive as g0 = TpM⊕h0 is a reductive decomposition, and the tangent
space of G0/H0 at the origin o is identified with TpM through a linear
isomorphism F : TpM → T0(G0/H0). This homogeneous space is thus
endowed with a G0-invariant pseudo-Riemannian matric inherited from
g at p. We consider the canonical connection ∇˜can associated with this
reductive decomposition (see [6, Ch. X]). Under the identification F , the
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curvature and torsion of ∇˜ coincides with K and T respectively. This
means that there is a linear isometry F : TpM → T0(G0/H0) preserving
the curvature and torsion of ∇˜ and ∇˜can. Therefore, there are open
neighborhoods U and V of p and o respectively, and an affine map f :
U → V with respect to ∇˜ and ∇˜can taking p to o (see [6, Vol. I, Ch. VI]).
Since both connections are metric we have that f is an isometry. The
same arguments can be applied substituting the Nomizu construction by
the transvection algebra.
As we know, a globally homogeneous space can be represented as dif-
ferent coset spaces G/H . In the same way, we can consider the action
of different Lie pseudo-groups of isometries on the same locally homoge-
neous pseudo-Riemannian manifold (M, g). Since the notion of reductiv-
ity is tied to the action of a Lie pseudo-group in particular, the following
question naturally arises: let G and G′ be Lie pseudo-groups of isometries
acting transitively on (M, g), is it possible that (M, g,G) is reductive but
(M, g,G′) is non-reductive? We now present some examples which give
an affirmative answer to this question, and explores the possible scener-
arios when G is a subgroup of G′ and viceversa. We will also show that
the reductivity condition does not imply the strong reductivity condition.
It is worth pointing out that this situation is not a consequence of the
freedom obtained by enlarging the (rather rigid) family of globally ho-
mogeneous spaces to the family of locally homogeneous spaces, and we
can find illustrative examples restricting ourselves to globally homoge-
neous pseudo-Riemannian manifolds. We will finally give an example of
an stabilizing pair distinct of (k(p), l(p)) (see Remark 5.1).
Example 7.2 Consider R5 endowed with the standard metric η of signa-
ture (2, 3). We take the 4-dimensional submanifold
H
4
1 = {x ∈ R5/ η(x, x) = −1},
endowed with the pseudo-Riemannian metric g inherited from η. (H41, g)
is a Lorentz space of constant sectional curvature, and it is well known
that it is the (globally) symmetric space
H
4
1 ≃ SO0(2, 3)
SO0(1, 3)
.
Let {e1, . . . , e5} be the standard basis of R5, and let eji denote the endomor-
phism ej⊗ei of R5. The isotropy algebra at the point p = (0, 1, 0, 0, 0) ∈ H41
is
so(1, 3) = Span{e31 + e13, e41 + e14, e51 + e15, e43 − e34, e53 − e35, e54 − e45}.
An SO0(1, 3)-invariant complement is
m = Span{e21 − e12, e32 + e23, e42 + e24, e52 + e25},
hence (H41, g,SO0(2, 3)) is reductive. Consider now the Lie subalgebra g
spanned by the elements
e41 + e
1
4 − e32 − e23, 1
2
(e21 − e12 + e31 + e13 + e42 + e24 + e34 − e43),
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(e31+e
1
3+e
1
2−e21+e42+e24+e43−e34), 12(e
1
2−e21+e42+e24+e34−e43−e31−e13),
1√
2
(e51 + e
1
5 + e
4
5 − e54), 1√
2
(e53 − e35 − e52 − e25), e41 + e14 + e32 + e23.
The isotropy algebra k at p is spanned by the elements
2(e41 + e
1
4 + e
4
1), e
3
1 + e
1
3 + e
4
3 − e34, 1√
2
(e51 + e
1
5 + e
4
5 − e54).
Let G be the connected Lie subgroup of SO0(2, 3) with Lie algebra g, then
G acts transitively on H41, but there is no ad(k)-invariant complement of
k, so that (H41, g,G) is non-reductive (see Lie algebra A5
∗ in [3]).
Example 7.3 We consider R4 endowed with the pseudo-Riemannian met-
ric
g = 2ey1 cos y2(dy1dy4 − dy2dy3)− 2ey1 sin y2(dy1dy3 + dy2dy4) + Le4y1dy2dy2,
with L ∈ R − {0}. Let ˜SL(2,R) be the universal cover of SL(2,R), the
group G′ = ˜SL(2,R) ⋉ R2 × R acts transitively by isometries on (R4, g)
(see §5 of [3]). The Lie algebra of G′ can be written as
[e1, e2] = 2e2, [e1, e3] = −2e3, [e2, e3] = e1, [e1, e4] = e4,
[e1, e5] = −e5, [e2, e5] = e4, [e3, e4] = e5,
with respect to some basis {e1, . . . , e6}. It can be found as the Lie algebra
B3 in [3], and moreover it is the full isometry algebra of (R4, g) and can
be realized by the complete Killing vector fields
Y1 = cos(2y2)∂y1 − sin(2y2)∂y2 + y3∂y3 − y4∂y4 ,
Y2 =
1
2
sin(2y2)∂y1 + cos
2(y2)∂y2 + y3∂y4 ,
Y3 =
1
2
sin(2y2)∂y1 − sin2(y2)∂y2 + y4∂y3 ,
Y4 = ∂y4 ,
Y5 = −∂y3 ,
Y6 = e
y1 cos(y2)∂y3 + e
y1 sin(y2)∂y4 .
The isotropy algebra at (0, 0, 0, 0) ∈ R4 is Span{e3, e5 + e6}. As stated in
[3], (R4, g,G′) is non-reductive. Let g = Span{e1, e2, e4, e5, e6}. Mak-
ing use of the distribution generated by the corresponding Killing vec-
tor fields we see that the action of the connected Lie subgroup G ⊂ G′
with Lie algebra g is still transitive. The isotropy algebra at (0, 0, 0, 0) is
k = Span{e5 + e6}, and m = Span{e1, e2, e4, e5} is an Ad(K)-invariant
complement, where K ⊂ G is the isotropy group with respect to the action
of G at (0, 0, 0, 0). Therefore (R4, g,G) is reductive. On the other hand we
can check that (R4, g) is not strongly reductive. In this case, since there
is no extra geometric structure, the complex of filtrations reduces to
so(TpM) ⊃ g(p, 0) ⊃ g(p, 1) ⊃ . . .
27
A simple computation shows that the only non-zero component of the cur-
vature is R∂y1∂y2∂y1∂y2 = −3Le4y1 , and ∇R = 0. We take p = (0, 0, 0, 0)
and L = 1 for the sake of simplicity, so that the filtration actually is
so(TpM) ⊃ g(p, 0) = g(p, 1),
where
so(TpM) =


−e 2(b − c) b 0
f 2a a c
2(d− f) 0 −2a 2(b− c)
0 2(d− f) d e
 / a, b, c, d, e, f ∈ R
 ,
g(p, 0) = {A ∈ so(TpM)/ e = 2a, f = d} .
It is easy to check that g(p, 0) does not admit any complement n invariant
by the adjoint action of g(p, 0), hence (R4, g) cannot be strongly reductive.
We now exhibit an example of a locally homogeneous pseudo-Ka¨hler
manifold with an stabilizing pair distinct form (k, l), where as usual (k, l)
are the first integers such that g(p, k) = g(p, k+1) and p(p, l) = p(p, l+1).
Example 7.4 Consider the space C2 with complex coordinates (w, z). We
take M = C2 −{||w|| = 0} with the standard complex structure J and the
pseudo-Riemannian metric
g = dw1dz1 + dw2dz2 + b(dw1dw1 + dw2dw2),
where w = w1 + iw2, z = z1 + iz2, and b is a function depending on w1
and w2 and satisfying ∆b = b0
||w||4
. This manifold is locally homogeneous
since it admits an ASK-connection [2]. Let θ = − 1
||w||2
(w1dw1+w2dw2),
the curvature tensor and its first covariant derivative are
R =
1
2
b0
||w||4 (dw
1 ∧ dw2 ⊗ dw1 ∧ dw2), ∇R = 4θ ⊗R.
We set b0 = 2 and take the point p = (−1, 0, 0, 0), so that
Rp = dw
1 ∧ dw2 ⊗ dw1 ∧ dw2, ∇Rp = 4dw1 ⊗Rp,
∇2Rp = (20dw1 ⊗ dw1 − 4dw2 ⊗ dw2)⊗Rp.
On the other hand, Jp is the standard complex structure of C
2 and ∇Jp = 0
since the manifold is pseudo-Ka¨hler. A straightforward computations thus
shows that the complex of filtrations is
so(R4)6 ⊃ g(p, 0)2 ⊃ g(p, 1)1 = g(p, 2)1
∪ || || ||
p(p, 0)4 ⊃ h(p, 0, 0)2 ⊃ h(p, 1, 0)1 = h(p, 2, 0)1
|| || || ||
p(p, 1)4 ⊃ h(p, 0, 1)2 ⊃ h(p, 1, 1)1 = h(p, 2, 1)1,
where superindexes indicate dimension. We have that (k, l) = (1, 0), but
(r, s) = (1,−1) is a stabilizing pair.
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