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ABSTRACT 
A set of simultaneously triangularizable square matrices over an arbitrary field is 
considered. If the matrices are also quasicommutative, then they have a common 
eigenvector for every distinct set of corresponding eigenvalues. Conversely, if the set 
of matrices has this common eigenvector property hereditarily (i.e., for every set of 
corresponding blocks in every simultaneous block triangularization), then the matrices 
are quasicommutative. 
Let A,,..., A, be n X n matrices over an arbitrary field F whose 
eigenvalues all lie in F. The question of when A,, . . . , A, are simultaneously 
triangularizable was solved completely by McCoy [8] in 1936. 
MCCOY’S THEOREM. Given A I,. . . , A ,~ as above, the following are equic - 
alent: 
(1) the matrices A,,..., AS are simultaneously similar to upper triangular 
matrices, 
(2) foreverypolymnnialp(A,,...,A,) inA,,...,A,Tandevery l&i, j< 
s, P(A,, . . . > A,)(A,A, - AjAi) is nilpotent, and 
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(3) there exists an ordering of the eigenvalues XC;) of the Ai such that 
every polynomial p( A,, . . . , As) in A,, . . . , A, has eigenvalues p( X(i), . . . , A(i)), 
k=l,...,n. 
The name “property P” has been given to (3) by Taussky [9,11]. Of 
course, the history of the whole subject goes back to Frobenius, who proved 
[S] in 1896 that if A,,.. ., A, commute, then (3) holds. 
Note that property (2) is clearly “hereditary” in the following sense. We 
shall say that a property of A,, . . . , A, is hereditary if, whenever the Ai are 
simultaneously similar to block-triangular matrices (with the same pastition- 
ing), the property is inherited by all sets A&‘,. . ., Ay’ of corresponding 
diagonal blocks (in more abstract terms, if for every pair of nested common 
invariant subspaces 0 c V, c V, c F “, the property is inherited by the oper- 
ators B,, . . . , B, induced on V&V, by A,,. . . , A,7). 
Property (1) implies the existence of one common eigenvector. There need 
not be more than one linearly independent eigenvector, e.g., 
The proof that (1) implies (3) is trivial; we may assume that 
’ x(i) 
1 * 
i=l,...,s, 
and (3) clearly holds for the ordering indicated. We note that the n s-tuples 
Ak = (?I”’ k , . . . , h(i)) of corresponding eigenvalues do not depend (except per- 
haps for order) on the choice of simultaneous triangufarization: if we define 
for k = l,...,m 
where x r, . . . , x, are noncommuting indeterminates, then the hth diagonal 
entry of fk( A 1,. . . , A,7) is zero unless A,, = Ak, and the multiplicity of Ak in 
A A,is I,“‘, 
lim rank( f,(A, ,..., AS)“‘). 
ISI + cc 
[To see this, use the Jordan canonical form of fk( A,, . . . , A,).] 
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By an “s-tuple of corresponding eigenvalues” we shall mean one of the 
s-tuples A,,..., A, discussed above. 
The proof that (3) implies (2) is also trivial. An elementary proof that (2) 
implies (1) was given by Drazin, Dungey, and Gruenberg [3] for complex 
matrices; their argument holds over arbitrary F. They showed that (2) implies 
the existence of one common eigenvector; use that to replace A, by 
xc;) * 
i 1 o A(2:. , i=l,...,s, 
and use that (2) is hereditary to complete an induction proof. Thus, we could 
add a fourth equivalent condition: 
(4) The existence of a common eigenvector is satisfied hereditarily. 
Now, given A r, . . . , A ,, , let M, = { A I,. . . , As }, and define inductively the 
set of kth commutators 
Thus A r,. . . , A, commute in pairs if and only if M, = 0. Traditionally, 
A r, . . . , A, are said to be quasicommutative if M, = 0. We shall weaken this 
by calling A r, . . . , As quasicommutative if 
(5) M, = 0 for some positive integer k. 
Generalizing his work in [3] with Dungey and Gruenberg, Drazin [2] in 
1951 proved the following result on common eigenvectors. 
DRAZIN’S THEOREM. Assume F has characteristic zero. Suppose 
A 1,. . . , A, have all eigenvalues lying in F, and are qua&commutative. Choose 
an arbitrary eigenvalue X, of an arbitrary Ai. Then corresponding to X,, 
there is an eigenvector common to all the A,. It follows that there are at least 
as many common eigenvectors as any Ai has distinct eigenvalues. 
Note that, as Drazin’s hypothesis (5) is hereditary, whenever F has 
characteristic zero, sets of matrices satisfying (5) also satisfy (4)-and hence 
also (l)-(3). This is not true in general. For F = GF(2) and 
[A, R] = I, so that M, = 0, yet A and B have no common eigenvector (and 
thus are also not simultaneously triangularizable). 
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In 1968 Gaines and Thompson [6] gave a number of results on conditions 
under which A i; . . . , As are simultaneously similar to block-triangular matrices 
of a certain type-improving among other things the theorems of McCoy and 
Drazin. A special case of their Theorem 6 will be useful to us. 
GAINES AND THOMPSON’S THEOREM. Given A,, . . . , A p which are simul- 
taneously triangularizable and quasicommutative, the conclusion of Drazin’s 
theorem holds. 
We can now state the two questions (related to two similar questions 
posed by Drazin) which this paper answers. 
QUESTION 1. For simultaneously triangularizable matrices, does 
(6) there exists a common eigenvector for every distinct s-tuple Ak = 
(X(L), * * . ) x(i)) of corresponding eigenvalues implied by quasicommutativity? 
QUESTION 2. If the answer to Question 1 is yes, is the converse true? 
The conclusion of Drazin’s theorem does not imply an immediate answer 
to Question 1; consider the matrices 
A= 
PI * 
Pz 
0 t% 
If cxi = oZ # (~a and j3i # pa = &, then the pairs (aj, pi), i = 1,2,3, are all 
distinct, but neither matrix has three distinct eigenvalues, and hence it is 
conceivable that there are only two distinct lines which are eigenspaces for 
both A and B. This point seems to have been overlooked by several authors; 
cf. Carlson and Hill [ 11. 
We shall make use of a special case (given below) of Lemma 3 of [6]. 
GAINES AND THOMPSON’S LEMMA. Zf A,, . . . , A, have all eigenvalues 
lying in F and are quasicommutative, then 
(7) the matrices Ai are simultaneously similar to conformable block-diag- 
onal matrices, all of whose diagonal blocks have a single eigenvalue. 
This yields immediately an affirmative answer to Question 1, and also a 
variant of Theorem 3 of [3]: if A i, . . . , As are (separately) diagonalizable, then 
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they are simultaneously diagonalizable if and only if they are quasicommuta- 
tive. 
We next turn to Question 2. While (5) is hereditary, it is not clear that (6) 
is, and this leads easily to a counterexample to (6) + (5) over any field F. For 
the eigenvalue pairs (1,0) and (0,O) have common eigenvectors, namely the 
first and second standard basis vectors, respectively, yet 
o+B=[A,B]=[A,[A,B]]= . . . . 
However, as (5) is hereditary, (5) implies not just (6) but that (6) holds 
hereditarily. This observation leads to the final portion of our main result, 
which contains our answers to both Questions 1 and 2. 
THEOREM. Given simultaneously triangularizuble A I,. . , A ,~, the follow- 
ing are equivalent: 
(5) M, = 0 for some positive integer k, 
(7) the matrices A i are simultaneously similar to conformable blockdiag- 
onal matrices, all of whose diagonal blocks have a single eigenvalue, and 
(8) the existence of a common eigenvector for every distinct s-tuple 
&=(X($..., Xc;‘) of corresponding eigenvalues holds hereditarily. 
Proof. We have already noted that, under (l), (5) implies (7), which in 
turn implies (6). We complete the proof only for s = 2 and A, = A, A, = B; 
extension to the general case is easy. 
First, to prove that (7) implies that A and B are quasicommutative, we 
may [also using (l)] assume that A = al + CT and B = PZ + V, where U and V 
are strictly upper triangular. Then AB - BA = UV - VU, and M, _ r = 0. Now 
we see that (7) is also hereditary, so that (7) implies (8). 
Second, we prove that (8) implies (7) by induction on the order of A 
and B. 
Obviously (7) holds if n = 1. Suppose that n > 1, and assume now that the 
pairs (aj,Pj), j = l,..., q, are all the distinct pairs of corresponding eigenval- 
ues of A and B. By (8), we may choose a common eigenvector of A and B 
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for (ai, pi), and then replace A and B by 
If the multiplicity of A i = ((~i, pi) in A i, . . . , An is greater than one, again by 
(8) we can choose a common eigenvector of A,, and B,, for ((Y,, /Ii). If the 
multiplicity of Ai is one, we choose a common eigenvector of A,, and B,, 
for (a,, &). Continuing in this fashion, we may assume that A and B have 
the form 
A= 
where 
‘4, ... A,,\ /B,, ... B \ 14 
0 ” A;, ’ 
B= . . . ;, 
,O B 
/ YV / 
( aj * 
i 
pj * 
Aij= . . . 
\ 0 aj,’ 
Bjj = ’ . . . 
i” Pj 
If q = 1, we have nothing to prove; thus we assume q > 1. By induction 
we may assume A jk = Bj, = 0, 1~ j < k -C q. We have two cases. If A,, and 
B,, have order one, then there is a common eigenvector v for oq and /?,, and 
the matrices of A and B relative to the basis e,, . . . , e,_ i, o of F” satisfy (7). 
If A and B have order p > 1, we repartition and reindex A and B so that 
where 
/ 
All 0 ’ 
c,,= . . 
\ 0 ’ A,_i,,-i ’ 
= A,,, 
where A,, has been partitioned in any nontrivial way, and similarly for B. By 
induction, we may. assume C,, = D,, = 0. A permutation similarity yields 
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matrices 
55 
/ 
c 22 0 c23 
0 Cl, Cl3 
0 0 c,, 
again 
D22 0 D2, 
0 4, D,, 
I 
> 
0 0 OS3 
my induction, C,, = D,, = 0. Our which also satisfy (8), so that, 
matrices A and B now have the form (7) as desired. n 
We note that our Theorem holds for arbitrary (i.e., possibly inf’nite) sets 
of matrices A 1,. . . . 
We wish to thank the referee and also Donald W. Robinson, both of 
whom made suggestions which significantly improved the filial form of the 
paper. 
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