On the classification of the spectrally stable standing waves of the
  Hartree problem by Georgiev, Vladimir & Stefanov, Atanas
ar
X
iv
:1
70
2.
03
37
4v
1 
 [m
ath
.A
P]
  1
1 F
eb
 20
17
ON THE CLASSIFICATION OF THE SPECTRALLY STABLE STANDING
WAVES OF THE HARTREE PROBLEM
VLADIMIR GEORGIEV AND ATANAS STEFANOV
Abstract. We consider the fractional Hartree model, with general power non-linearity and
space dimension. We construct variationally the “normalized” solutions for the correspond-
ing Choquard-Pekar model - in particular a number of key properties, like smoothness and
bell-shapedness are established. As a consequence of the construction, we show that these
solitons are spectrally stable as solutions to the time-dependent Hartree model.
In addition, we analyze the spectral stability of the Moroz-Van Schaftingen solitons of the
classical Hartree problem, in any dimensions and power non-linearity. A full classification is
obtained, the main conclusion of which is that only and exactly the “normalized” solutions
(which exist only in a portion of the range) are spectrally stable.
1. Introduction
We consider the Cauchy problem for the Hartree equation
(1.1)


iut + (−∆)βu− v|u|p−2u = 0, (t, x) ∈ R+ ×Rd
(−∆)α/2v = |u|p,
u(0, x) = u0(x).
Here, the operator (−∆)β is defined via Fourier multiplier with |2πξ|2β, see the relevant
definitions1 below in Section 2. Unless otherwise indicated in a particular place, the values
of the parameters will be henceforth as follows: β ∈ (0, 1], d ≥ 1, p > 1, α ∈ (0, d). Resolve
the elliptic equation
v = (−∆)−α/2[|u|p] = Iα[|u|p] = Iα(·) ∗ |u|p, Iα(x) =
Γ(d−α
2
)
Γ(α
2
)πd/22α|x|d−α .
We obtain the system
(1.2)
{
iut + (−∆)βu− cd,γ[| · |−γ ∗ |u|p]|u|p−2u = 0, (t, x) ∈ R+ ×Rd
u(0, x) = u0(x),
where we have introduced the parameter γ := d− α ∈ (0, d).
We will be interested in the properties of standing wave solutions u(t, x) = eiωtφ(x), with
φ > 0. Clearly, φ = φp,ω will then satisfy the profile equation
(1.3) (−∆)βφ− cd,γ(| · |−γ ∗ |φ|p)|φ|p−2φ = ωφ, x ∈ Rd.
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The equation (1.3) is (a fractional) version of the well-known Choquard equation. This is a
good point for us to review some of the developments in the classical theory for this model.
1.1. The classical Hartree-Choquard-Pekar model. As one expects, most of the work
was done in the classical context, β = 1, for the Hartree-Choquard-Pekar system (for α ∈
(0, d))
(1.4) iut −∆u− Iα[|u|p]|u|p−2u = 0, (t, x) ∈ R×Rd.
The standing wave solutions of the form e−itϕ satisfy
(1.5) −∆ϕ+ ϕ− Iα[|ϕ|p]|ϕ|p−2ϕ = 0.
The question for existence of localized solutions for (1.5) has been well-studied in the last
thirty years or so, mostly for special values of the parameters. For example, the case of p = 2
has been studied in [12, 13, 15] by the variational approach, and in [20] by ODE techniques.
The case γ = d − 2 ≥ 1 and 2 ≤ p < (2d − γ)/(d − 2), was previously considered in [5] by
introducing the constraint minimizer similar to the one of Section 3 below.
Quite recently, a general classification result for such solutions was put forward in [14] and
a complete proof was presented in [16]. The following theorem is a summary of the results
presented in Theorems 1, 2, 3 in [16].
Theorem 1. Let d ≥ 1, α ∈ (0, d) and p ∈ (1,∞).
Assuming d−2
2d−γ <
1
p
< d
2d−γ , there is a solution ϕ ∈ H2(Rd)∩L∞(Rd) of (1.5). Moreover,
these solutions are found in the form ϕ = t0Φ, where Φ is a minimizer of the following
optimization problem
(1.6) inf
u 6=0
∫
Rd
[|∇u(x)|2 + |u(x)|2]dx
〈Iα[|u|p], |u|p〉1/p
and the scalar t0 is selected so that
∫
Rd
[|∇ϕ(x)|2 + |ϕ(x)|2]dx = 〈Iα[ϕp], ϕp〉.
In addition, there exists x0 ∈ Rd and a decreasing function ρ : R+ → R+, so that
ϕ(x) = ±ρ(|x− x0|). Finally, ϕ satisfies the Pohozaev’s identity
(1.7) (d− 2)
∫
Rd
|∇ϕ|2 + d
∫
Rd
|ϕ|2 = 2d− γ
p
〈Iα[ϕp], ϕp〉.
In the complementary range: 1
p
≤ d−2
2d−γ or
1
p
≥ d
2d−γ , the only regular and localized solution
of (1.5) is u = 0.
We note that functions in the form u(x) = ρ(|x|), where ρ : R+ → R+ is a decreasing
and vanishing at infinity, are called bell-shaped. An equivalent way of expressing the same
property is the equality u = u∗, where u∗ is the decreasing rearrangement in the sense of
Riesz. In any case, the statement of Theorem 1 implies that the only solutions of (1.5) are
translates of bell-shaped functions.
1.2. The Klein-Gordon-Hartree model. We also consider the related Klein-Gordon-
Hartree model2 but we have preferred to just consider the classical
(1.8) utt −∆u+ u− Iα[|u|p]|u|p−2u = 0.
2Here, we could have considered the more general fractional version of the model, similar to (1.1). Since
we can only present a complete stability classification only in the case β = 1, we prefer to state only the
classical form, (1.8).
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Standing wave solutions in the form u(t, x) = eiωtΨ must of course satisfy the elliptic PDE
(1.9) −∆Ψ+ (1− ω2)Ψ− Iα[|Ψ|p]|Ψ|p−2Ψ = 0,
which is of course closely related to (1.5), provided |ω| < 1, which we assume henceforth. A
simple rescaling argument, together with Theorem 1, allows us to conclude that there are
bell-shaped solutions of (1.9) in the form
(1.10) Ψ(x) = (1− ω2) 2+α4(p−1)ϕ(x
√
1− ω2),
where ϕ is the set of solutions described in Theorem 1.
1.3. Main results. Our results concern both the fractional model (1.2) and the more clas-
sical version (1.4). More precisely, we are interested in the existence properties of solitary
waves for (1.2), that is whether and under what conditions, one obtains nice ground state
solutions of (1.3).
1.3.1. The fractional Choquard equation - existence and stability. This calls for a generaliza-
tion of Theorem 1 above, at least in the existence part of it. We have the following existence
result.
Theorem 2. Let β ∈ (0, 1], γ ∈ (0, d) and p > 1. Assume in addition the relationship
(1.11) 0 < (p− 2)d+ γ < 2β.
Then, there exists a solution of (1.3), φ, namely a solution of a constrained minimization
problem (3.1) below. Moreover, φ is bell-shaped.
Note that the inequality 0 < (p−2)d+γ is exactly equivalent to the requirement 1
p
< d
2d−γ
from Theorem 1. The other inequality however, say for the classical case β = 1, is p < 2+ 2−γ
d
,
which is a strict subset of the requirement d−2
2d−γ <
1
p
imposed in Theorem 1. So, we do not
seem to get all the solitary waves in this way, more on this point below. In fact, this brings
us to our second object of interest, namely the stability of the waves constructed in Theorem
2. It turns out that the waves constructed in Theorem 2 are spectrally stable as solutions of
(1.2). More precisely, we have the following result.
Theorem 3. Let p > 2. Then, the ground states φ constructed in Theorem 2 are spectrally
stable as solutions of (1.2).
Remark: The condition p > 2 appears to be of a technical nature and it is likely remov-
able, if one knows extra information about the waves constructed in Theorem 2 - similar to
Lemma 2 and 3 below.
The waves constructed in Theorem 2 are constructed as the minimizers of the problem
inf
‖u‖L2=λ
E(u) (dubbed “normalized solutions” in [16]), where the energy functional is given
by
E(u) :=
1
2
∫
Rd
[|∇u(x)|2 + |u(x)|2]dx− cd,γ
2p
∫
Rd×Rd
|u(x)|p|u(y)|p
|x− y|γ dxdy.
They turn out to be spectrally stable, per the claim of Theorem 3. It so happens these are
all the stable solitary waves there are, at least in the classical case β = 1, as we discuss now.
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1.3.2. The classical Choquard equation - classification of the stable ground states. In the
classical Choquard case, (1.5), we provide a full description of the localized and regular
solutions, given in Theorem 1. A natural question is then: which of these waves are spectrally
stable as solutions of (1.4)? The full classification is provided in the following theorem.
Theorem 4. Let d ≥ 1, α ∈ (0, d) and p ∈ (1,∞), so that d−2
d+α
< 1
p
< d
d+α
.
Consider any solution ϕ of (1.5) guaranteed by Theorem 1. Then, the solution e−itϕ of
the time dependent Hartree problem (1.4) is spectrally stable if and only if
Γ := 2− γ − (p− 2)d = 2 + α− (p− 1)d ≥ 0.
More specifically,
• If d = 1, 2, the MVS waves are stable if and only if 1+ α
d
< p ≤ 1+ 2+α
d
and unstable
in the complementary range 1 + 2+α
d
< p < ∞. The instability presents itself as a
simple growing mode.
• If d ≥ 3, the MVS waves are stable if 1 + α
d
< p ≤ 1 + 2+α
d
and unstable in the
complementary range 1 + 2+α
d
< p < 1 + 2+α
d−2 . The instability presents itself as a
simple growing mode.
A few remarks are in order.
(1) Note that the statement in Theorem 4 agrees well with Theorem 2. In particular,
we find in Theorem 4 that the only stable solitons for the Hartree model are the
normalized solutions - that is, those obtained in the range Γ = 2 + α− (p− 1)d ≥ 0.
(2) Some of the instability results have been previously established by other methods.
In particular, in the case d = 3 and in the optimal range 5+α
3
< p < 3 + α, strong
instability was established in [2], see also a very recent extension of these results to
Hartree models with potentials in [3]. In these works, the authors employ a virial
identity type arguments, which show that there exists data arbitrarily close to the
soliton, for which the solution blows up in finite time.
(3) Note that in the limit α → 0+, we recover the stability results for the NLS model
(with power non-linearity of order q = 2p−1). This is indeed the case, since (formally
as α→ 0+) one obtains stability for 1 < p < 1+ 2
d
, which is equivalent to q = 2p−1 ∈
(1, 1 + 4
d
), the well-known Schro¨dinger result.
(4) In the case Γ = 0 or equivalently p = 1+ 2+α
d
, we discover that there is an extra pair of
elements in the generalized kernel of L+, gKer[L+]. Indeed, using p as a bifurcation
parameter, one sees that starting from p > 1+ 2+α
d
, there is a pair of stable/unstable
eigenvalues which approaches the origin and it turns into a pair of purely imaginary
eigenvalues for p < 1+ 2+α
d
. At p = 1+ 2+α
d
, this pair introduces extra two dimensions
in gKer[L+]. This is very similar to the pseudo-conformal symmetry for the standard
Schro¨dinger equation, which arises only for p = 1+ 4
d
. We thus conjecture that there
is an extra symmetry, for this particular case, which generates this extra algebraic
multiplicity of the zero eigenvalue.
Our next result is a complete characterization of the spectral stability for the waves eiωtΨ of
(1.9) in the Klein-Gordon-Hartree context.
Theorem 5. Let d ≥ 1, α ∈ (0, d), ω ∈ (−1, 1), p ∈ (1,∞) and d−2
d+α
< 1
p
< d
d+α
.
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Let ϕ is a MVS solution of (1.5), which exists in the specified range of p according to
Theorem 1. Then, the solution eiωtΨ(x) described in (1.10) of the time dependent Klein-
Gordon-Hartree problem (1.8) is spectrally stable if and only if
Γ > 0,
√
p− 1
p− 1 + Γ =
√
p− 1
2 + α− (p− 1)(d− 1) < |ω| < 1.
More precisely,
• If d = 1, 2, the MVS waves are unstable, if 1 + 2+α
d
< p <∞ or p ∈ (1 + α
d
, 1 + 2+α
d
]
and 0 ≤ |ω| <
√
p−1
2+α−(p−1)(d−1) . Equivalently, the waves are stable, exactly when
p ∈ (1 + α
d
, 1 +
2 + α
d
),
√
p− 1
2 + α− (p− 1)(d− 1) < |ω| < 1.
• If d ≥ 3, the waves are unstable for p ∈ (1 + 2+α
d
, 1 + 2+α
d−2 ) or p ∈ (1 + αd , 1 + 2+αd ]
and 0 ≤ |ω| <
√
p−1
2+α−(p−1)(d−1) . Equivalently, stability occurs exactly for
p ∈ (1 + α
d
, 1 +
2 + α
d
),
√
p− 1
2 + α− (p− 1)(d− 1) < |ω| < 1.
2. Preliminaries
The Fourier transform and its inverses are taken to be in the form
fˆ(ξ) =
∫
Rd
f(x)e−2πix·ξdx, f(x) =
∫
Rd
fˆ(ξ)e2πix·ξdξ.
The operators (−∆)β are defined through their multipliers (acting on Schwartz functions
f ∈ S) as follows
̂(−∆)βf(ξ) = |2πξ|2βfˆ(ξ).
Note that sometimes, we will use instead the Zygmund operator |∇| := √−∆. We make
heavy use of the symmetric decreasing rearrangements of a function f , denoted by f ∗ . This is
a classical object, see for example [11], Chapter 3. In that regard, recall that ‖f ∗‖Lp = ‖f‖Lp,
for 1 ≤ p ≤ ∞ . In addition, we make use of the classical inequality
(2.1)
∫
Rd
f(x)g(x)dx ≤
∫
Rd
f ∗(x)g∗(x)dx,
for any non - negative functions f, g decaying sufficiently rapidly at infinity (see Theorem 3.4
in [11]). If f is a strictly symmetric decreasing function then we have equality in (2.1) only
if g = g∗ a.e. A more sophisticated version of (2.1) is the Riesz’s rearrangement inequality
(see Theorem 3.7, [11])
(2.2)
∫
Rd×Rd
f(x)g(x− y)h(y)dxdy ≤
∫
Rd×Rd
f ∗(x)g∗(x− y)h∗(y)dxdy.
If one of the functions is in fact strictly symmetric decreasing, then equality in (2.2) is
possible if the other two functions are a fixed translate of a symmetric decreasing function.
The Polya-Szego¨ inequality states that ‖∇u‖L2(Rd) ≥ ‖∇u∗‖L2(Rd). Here, we present an
extension of this inequality for fractional gradients. This is a relatively recent result. In
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fact, there is a proof of this fact in [4], using completely monotone maps. Here we present
a simpler proof, based on the representation of |∇|βf in terms of averages of the standard
heat kernel operators et∆.
Proposition 1. Let β ∈ (0, 1], d ≥ 1. Then, for all functions u ∈ H˙β, we have that its
decreasing rearrangement u∗ ∈ H˙β and moreover
(2.3) ‖|∇|βu‖L2(Rd) ≥ ‖|∇|βu∗‖L2(Rd).
In addition, equality is achieved if and only if there exists x0 ∈ Rd and a decreasing function
ρ : R+ → R+, so that u(x) = ρ(|x− x0|).
Note: The classical Polya-Szego¨ inequality is the particular case β = 1.
Proof. Let β < 1 and define
cβ :=
∫ ∞
0
1− e−y
y1+β
dy.
Setting y = 4π2|ξ|2t, we have the representation
(2π|ξ|)2β = 1
cβ
∫ ∞
0
1− e−4π2t|ξ|2
t1+β
dt.
Equivalently
|∇|2β = 1
cβ
∫ ∞
0
1− et∆
t1+β
dt.
Since et∆f = Kt ∗f and Kt(x) = (4πt)−d/2e−|x|2/(4t) is strictly symmetric decreasing, we have
by (2.2) that 〈et∆u, u〉 = 〈Kt ∗ u, u〉 ≤ 〈Kt ∗ u∗, u∗〉 = 〈et∆u∗, u∗〉 and equality is achieved
only if u(x) = ρ(|x− x0|) for a decreasing function ρ : R+ → R+ and x0 ∈ Rd. Thus,
‖|∇|βu‖2 = 〈|∇|2βu, u〉 = 1
cβ
∫ 〈u, u〉 − 〈et∆u, u〉
t1+β
dt ≥ 1
cβ
∫ 〈u∗, u∗〉 − 〈et∆u∗, u∗〉
t1+β
dt =
= 〈|∇|2βu∗, u∗〉 = ‖|∇|βu∗‖2.
Moreover, equality is possible, only if u(x) = ρ(|x− x0|), as explained above.

3. Existence and properties of the solutions to the fractional Hartree
model
For λ > 0, introduce the optimization problem
(3.1)
{
E(u) := 1
2
‖|∇|βu‖2L2(Rd) − cd,γ2p
∫
Rd×Rd
|u(x)|p|u(y)|p
|x−y|γ dxdy → min
subject to
∫
Rd
|u(x)|2dx = λ.
At least formally, one can see that the associated Euler-Lagrange equation3 is exactly (1.3).
We are now ready to proceed with the proof of the existence result in Theorem 2.
3 for potential minimizers φ, whose existence is still to be established
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3.1. Existence of solutions for the constrained minimization problem. More pre-
cisely, we have the following.
Proposition 2. Let β ∈ (0, 1], γ ∈ (0, d) and p > 1 and the relation (1.11) holds. Then, the
optimization problem (3.1) has a bell-shaped solution ϕ. Moreover, for every solution u0 of
(3.1), there exists x0 ∈ Rd, so that u0 = ±ρ(|x − x0|), where ρ : R+ → R+ is a decreasing
and vanishing function. Finally, for every λ > 0, Eλ = inf‖u‖2=λ
E(u) = E(ϕ) < 0.
Proof. (Theorem 2) First, we show that the constrained minimization problem (3.1) is well-
posed. That is, the quantity E(u) is bounded from below, when u obeys the constraint∫
Rd
|u(x)|2dx = λ > 0. To this end, note that we can interpret the potential energy term (or
Hartree interaction term) as follows∫
Rd×Rd
|u(x)|p|u(y)|p
|x− y|γ dxdy = 〈| · |
−γ ∗ |u|p, |u|p〉.
Thus, by Ho¨lder’s and the Hardy-Littlewood-Sobolev inequalities, we have
〈| · |−γ ∗ |u|p, |u|p〉 ≤ ‖u‖2p
Lpr′
‖| · |−γ‖
L
d
γ ,∞
= Cd‖u‖2pLpr′ ,
with r = 2d
γ
. Denote q = pr′. One can check that q ≥ 2 is equivalent to the constraint
(p− 2)d+ γ ≥ 0, which is one of the requirements in (1.11). By Sobolev embedding and the
Gagliardo-Nirenberg’s inequalities, we have
‖u‖Lpr′ = ‖u‖Lq ≤ Cd‖u‖H˙s ≤ Cd‖u‖
s
β
H˙β
‖u‖1−
s
β
L2 ,
where s = d(1
2
− 1
q
), provided s < β (still to be verified under (1.11)). In turn, this yields
(3.2) cd,γ〈| · |−γ ∗ |u|p, |u|p〉 ≤ Cd‖|∇|βu‖
2ps
β
L2 ‖u‖
2p− 2ps
β
L2 ,
so we have
cd,γ〈| · |−γ ∗ |u|p, |u|p〉 ≤ Cd,λ‖|∇|βu‖
2ps
β
L2 .
Now, the right-hand side of the constraint (1.11) ensures exactly that 2ps
β
< 2, so in particular
s < β (since p > 1), which was required earlier. Hence, by Young’s inequality
E(u) ≥ 1
2
‖|∇|βu‖2 − Cd,λ‖|∇|βu‖
2ps
β
L2 ≥Md,λ,
which is the desired control from below of the cost functional J . Introduce
Eλ = inf∫
u2(x)dx=λ
1
2
‖|∇|βu‖2L2 −
cd,γ
2p
∫
Rd×Rd
up(x)up(y)
|x− y|γ dxdy,
which we know from our previous arguments exists.
Next, we discuss the existence and the other properties of the constrained minimizers. We
work with a fixed λ, so we omit the superscript in φλ. Take a minimizing sequence, say un,
and limnE(un) = Eλ. We have by the Polya-Szego¨ inequality, (2.3)
‖|∇|βun‖L2(Rd) ≥ ‖|∇|βu∗n‖L2(Rd).
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In addition, we have by the Riesz rearrangement inequality∫
Rd×Rd
|un(x)|p|un(y)|p
|x− y|γ dxdy = 〈| · |
−γ ∗ upn, upn〉 ≤ 〈| · |−γ ∗ (u∗n)p, (u∗n)p〉 =
=
∫
Rd×Rd
(u∗n)
p(x)(u∗n)
p(y)
|x− y|γ dxdy.
Combining the last two estimates tells us that E(un) ≥ E(u∗n), while ‖u∗n‖2L2 = λ. Hence,
limnE(u
∗
n) = Eλ and u
∗
n is uniformly bounded sequence in H
1(Rd).
Moreover, u∗n are now bell-shaped functions in the unit sphere of L
2, so they have a
weakly convergent subsequence (denoted again u∗n), converging weakly in L
2 to say φ, a bell-
shaped function. By the lower semi-continuity of the norm with respect to weak convergence,
‖φ‖2 ≤ λ and also (note that |∇|βu∗n converges weakly to |∇|βφ)
(3.3) lim inf ‖|∇|βu∗n]‖2L2 ≥ ‖|∇|βφ‖2L2.
We also have that for every x : |x| > 0,
λ =
∫
Rd
|u∗n(y)|2dy ≥
∫
|y|<|x|
|u∗n(y)|2dy ≥ cd| · |d|u∗n(x)|2,
whence |u∗n(x)| ≤ Cd|x|−d/2 for every x ∈ Rd, x 6= 0.
It follows that {u∗n} is a compact sequence in any Lq, q > 2 (Relich-Kondrashov’s), hence
we can assume (after taking subsequences) limn ‖u∗n − φ‖Lq = 0 for any q > 2. As a
consequence, we claim that
(3.4) lim
n
∫
R2
(u∗n)
p(x)(u∗n)
p(y)
|x− y|γ dxdy =
∫
R2
φp(x)φp(y)
|x− y|γ dxdy.
Indeed, denoting K(u, v) :=
∫
Rd×Rd
|u(x)|p|v(y)|p
|x−y|γ dxdy, we have by triangle inequality and the
Hardy-Littlewood-Sobolev inequalities displayed earlier
|K(u∗n, u∗n)−K(φ, φ)| ≤ |K(u∗n, u∗n)−K(φ, u∗n)|+ |K(φ, u∗n)−K(φ, φ)| =
= |K(u∗n − φ, u∗n)|+ |K(φ, u∗n − φ)| ≤ C‖u∗n − φ‖Lq(‖u∗n‖Lq + ‖φ‖Lq).
for q = pr′ = 2dp
2d−γ > 2. Clearly now limnK(u
∗
n, u
∗
n) = K(φ, φ).
All in all, it follows that E(φ) ≤ Eλ. Let us now show that under the constraint (1.11),
we have that Eλ < 0. To that end, take a test function, say ϕ :
∫
Rd
ϕ2(y)dy = λ, ε : ε << 1
and set uε = ε
d/2ϕ(εx). Clearly ‖uε‖2L2 = λ, so it satisfies the constraint. On the other hand
E(uε) =
1
2
‖|∇|βuε‖2L2 −
cd,γ
2p
∫
Rd×Rd
|uε(x)|p|uε(y)|p
|x− y|γ dxdy =
= ε2β
1
2
‖∇ϕ‖2L2 − ε(p−2)d+γ
cd,γ
2p
∫
Rd×Rd
|ϕ(x)|p+1|ϕ(y)|p+1
|x− y|γ dxdy
Clearly, since (p− 2)d+ γ < 2, we have that for small enough ε the potential term K(ϕ, ϕ)
dominates and hence Iλ < 0.
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We are now ready to prove that φ is a minimizer. We need to show that ‖φ‖2L2 = λ.
Assume that ‖φ‖2L2 < λ. Then, there is µ > 1, so that ‖µφ‖2L2 = λ. Hence
Eλ ≤ E(µφ) = µ2
[
1
2
‖|∇|βφ‖2 − µ2p−2 cd,γ
2p
∫
Rd×Rd
φp(x)φp(y)
|x− y|γ dxdy
]
≤
≤ µ2
[
1
2
‖|∇|βφ‖2 − cd,γ
2p
∫
Rd×Rd
φp(x)φp(y)
|x− y|γ dxdy
]
≤ µ2Eλ,
a contradiction, since Eλ < 0. This means ‖φ‖2L2 = λ, but we will show now that E(φ) ≤ Eλ.
Indeed, by (3.3) and (3.4),
Eλ = lim
n
E(u∗n) ≥ E(φ).
From here, we may conclude that E(φ) = Eλ, otherwise E(φ) < Eλ, a contradiction with
the definition of Eλ. Thus, φ is a minimizer.
Note that in addition, this last equality implies4 lim inf ‖|∇|βu∗n]‖L2 = ‖|∇|βφ‖L2, which
in addition to the weak convergence |∇|βu∗n ⇀ |∇|βφ allows us to conclude
limn ‖|∇|βu∗n − |∇|βφ‖L2 = 0. So, in the end, it turns out that the minimization sequence
converges strongly to the minimizer φ.

Now that we have established the existence of the constrained minimizers, we proceed
to our next result which concerns the Euler-Lagrange equation and explicit calculations of
various quantities associated with the energy functional E(φ).
3.2. The Euler-Lagrange equation and scaling relations. For convenience, we intro-
duce the positive parameter
Γ = Γγ,β,d,p := 2β − γ − d(p− 2),
which appears often in the subsequent formulas.
Theorem 6. Under the assumption of Theorem 2 for the parameters, a constrained mini-
mizer φλ as minimizer of (3.1) satisfies the Euler-Lagrange equation (1.3). Moreover, there
are the identities
φλ(x) = λ
Γ+(p−1)d
2Γ φ(λ
p−1
Γ x),(3.5)
Eλ = λ
1+
2β(p−1)
Γ E1,(3.6)
Jλ = ‖|∇|βφλ‖2 = 2(γ + d(p− 2))
Γ
(−E1)λ1+
2β(p−1)
Γ ,(3.7)
K = cd,γ
∫
Rd×Rd
φpλ(x)φ
p
λ(y)
|x− y|γ dxdy =
4βp
Γ
(−E1)λ1+
2β(p−1)
Γ ,(3.8)
ω = (1 +
2β(p− 1)
Γ
)E1λ
2β(p−1)
Γ .(3.9)
Finally, there is the positivity of the (self-adjoint) linearized operator
Lf := (−∆)βf − ωf − p(cd,γ| · |−γ ∗ [φp−1f ])φp−1 − (p− 1)(cd,γ| · |−γ ∗ [φp])φp−2f,
on the co-dimension one subspace {φ}⊥. That is,
(3.10) 〈Lh, h〉 ≥ 0, h ∈ {φ}⊥.
4otherwise, one gets the impossible inequality E(φ) < Eλ
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Proof. Fix λ. By scaling , one sees that the solution φλ of (3.1) can be represented by the
following formula
φλ(x) = λ
Γ+(p−1)d
2Γ φ1(λ
p−1
Γ x),
From here, a short computation shows that it suffices to prove the results for the case λ = 1.
So, fix λ = 1. Let φ = φ1 be a minimizer for (3.1). For any δ > 0, consider uδ = φ + δh,
with h real-valued. We have that
E
(
uδ
‖uδ‖
)
≥ E1.
Note that
‖uδ‖ =
√
‖φ‖2 + 2δ〈φ, h〉+O(δ2) = 1 + δ〈φ, h〉+O(δ2).
We have
1
2
‖|∇|βuδ‖2
‖uδ‖2 =
1
2
J − δ(−〈(−∆)βφ, h〉+ J〈φ, h〉) +O(δ2)
and
− cd,γ
2p‖uδ‖2p
∫
R2
upδ(x)u
p
δ(y)
|x− y|γ dxdy =
= − 1
2p
K + δ
[〈φ, h〉K − 〈(cd,γ| · |−γ ∗ φp)φp−1, h〉]+O(δ2).
Taking into account that
(3.11)
1
2
J − 1
2p
K = E1,
we conclude
δ〈(−∆)βφ− (cd,γ| · |−γ ∗ φp)φp−1 + (K − J)φ, h〉+O(δ2) ≥ 0.
Since this is true for all δ ∈ R and for all test functions h, we conclude that φ satisfies
(−∆)βφ− (cd,γ| · |−γ ∗ φp)φp−1 + (K − J)φ = 0,
which is the Euler-Lagrange equation (1.3), with a scalar ω = J −K. Finally, there is the
Pohozaev’s identity, which we derive in the following way. Set zµ(x) = µ
d/2φ(µx). Clearly,
since
∫
Rd
z2µ(x)dx =
∫
φ2(x)dx = 1, zµ satisfies the constraint of (3.1). Now
E(zµ) =
µ2β
2
J − µγ+d(p−2) 1
2p
K.
Since the scalar valued function µ → E(zµ) achieves its minimum at µ = 1, we must have
dE(zµ)
dµ
|µ=1 = 0. This relation yields the Pohozaev’s identity
(3.12) βJ − γ + d(p− 2)
2p
K = 0.
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Combining (3.11) and (3.12), we obtain the formulas
K =
4βp
Γ
(−E1)
J =
2(γ + d(p− 2))
Γ
(−E1)
ω = J −K = 22βp− γ − d(p− 2)
Γ
E1 = (1 +
2β(p− 1)
Γ
)E1.
Thus, we arrive at the statements of (3.7), (3.8), (3.9). Clearly, K > 0, J > 0, while ω < 0,
since E1 < 0.
We now establish the coercivity of L on the co-dimension one subspace {φ}⊥. To that
end, note that for every test function h, the function
g(δ) := E
(
φ+ δh
‖φ+ δh‖
)
has a minimum at δ = 0. In fact, the Euler-Lagrange equation (1.3) is nothing but a
rephrased version of the necessary condition for a minimum g′(0) = 0. Given that g achieves
its minimum at δ = 0, one has a second necessary condition for minimum, namely g′′(0) ≥ 0.
We will exploit this fact to our advantage in order to deduce (3.10). In order to simplify the
computations (and to reflect the fact that the coercivity of L is only over {φ}⊥ anyway), we
take h : 〈h, φ〉 = 0, ‖h‖ = 1. Note that under this restriction
‖φ+ δh‖ = (1 + δ2)1/2 = 1 + δ
2
2
+O(δ3).
Next, taking into account that φ satisfies (1.3), we write
g(δ) =
1
2
‖|∇|β(φ+ δh)‖2
‖φ+ δh‖2 −
cd,γ
2p
∫
R2
(φ+ δh)p(x)(φ+ δh)p(y)
|x− y|γ‖φ+ δh‖2p dxdy =
= g(0) +
δ2
2
[〈((−∆)β +K − J)h, h〉 − p〈(cd,γ| · |−γ ∗ [φp−1h]φp−1, h〉]−
− (p− 1)〈(cd,γ| · |−γ ∗ φp)φp−2h, h〉+ o(δ2).
Recall that ω = J −K. Since g(δ) ≥ g(0) for all small enough δ, it follows that the operator
L defined by
Lf = (−∆)βf − ωf − p(cd,γ| · |−γ ∗ φp−1f)φp−1 − (p− 1)(cd,γ| · |−γ ∗ [φp])φp−2f
satisfies 〈Lh, h〉 ≥ 0, which is exactly (3.10). 
3.3. The linearized problem and spectral properties of the self-adjoint part. We
impose the ansatz5 u = φλ + ǫv, where v is necessarily complex valued field. We have
(| · |−γ ∗ |u|p)|u|p−2u = (| · |−γ ∗ |φ+ ǫv|p)|φ+ ǫv|p−2(φ+ ǫv) =
= (| · |−γ ∗ φp)φp−1 + ǫ[p(| · |−γ ∗ [φp−1ℜv])φp−1 + (| · |−γ ∗ φp)[(p− 2)φp−2ℜv + φp−2v]] +
+o(ǫ).
5We suppress the super index φλ in what follows, but we would like to keep φλ dependent upon the
parameter λ
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Setting u = eiωt[φ + ǫv] = eiωt[φ + ǫ(ℜv + iℑv)] in (1.2) and ignoring o(ǫ), we obtain the
following linearized system∣∣∣∣ −∂tv2 + (−∆)βv1 − ωv1 − p(cd,γ| · |−γ ∗ [φp−1v1])φp−1 − (p− 1)(cd,γ| · |−γ ∗ φp)φp−2v1 = 0∂tv1 + (−∆)βv2 − ωv2 − (cd,γ| · |−γ ∗ φp)φp−2v2 = 0
for v1 = ℜv, v2 = ℑv. As is customary, we adopt the notation
L+ = L = (−∆)β − ω − p(cd,γ| · |−γ ∗ φp−1[·])φp−1 − (p− 1)(cd,γ| · |−γ ∗ [φp])φp−2,
L− = (−∆)β − ω − (cd,γ| · |−γ ∗ φp)φp−2,
J =
(
0 −1
1 0
)
, L =
(
L+ 0
0 L−
)
.
so that we can rewrite the eigenvalue problem (4.1) in the Hamiltonian form
(3.13) ~vt = JL~v.
We will show that L is a self-adjoint operator, at least for p > 2. Indeed, one can apply the
KLMN theorem (see Theorem X.17 in [19]) for the operators
L+ = (−∆)β − ω − pcd,γV1 − p(p− 1)cd,γV2, , L− = (−∆)β − ω − cd,γV2,
where
V1(f) = (| · |−γ ∗ φp−1[f ])φp−1, V2(f) = (| · |−γ ∗ φp)φp−2f.
The check of the assumptions of the KLMN theorem follow from the simple Sobolev estimate∣∣〈| · |−γ ∗ g1, g2〉L2∣∣ = c ∣∣〈(−∆)−α/2g1, (−∆)−α/2g2〉L2∣∣ ≤ C‖g1‖L2d/(d+α)‖g2‖L2d/(d+α),
applied for g1 = g2 = φ
p−1f. In this way we find6
|〈V1(f), f〉L2| ≤ C‖f‖L2.
For the operator V2 we observe that | · |−γ ∗ φp ∈ L∞, so we find
|〈V2(f), f〉L2| ≤ C‖f‖L2.
We are in position to conclude that L± are self - adjoint operators, whence L is self-adjoint
as well. On the other hand, J is clearly skew-symmetric. By Weyl’s criterion, both operators
L±, have absolutely continuous spectrum, which fills the interval [−ω,∞), which verifies the
spectral gap condition at zero, since ω < 0 by virtue of Theorem 6. In addition, we have
verified in Theorem 6 that L+ has at most one negative eigenvalue. We have the following
lemma, regarding the spectral properties of L.
Lemma 1. For p > 2, the self-adjoint operator L+ = L has exactly one negative eigenvalue,
while L− ≥ 0.
As an immediate consequence of Lemma 1, the matrix operator L has exactly one negative
eigenvalue.
Proof. (Lemma 1) Regarding L, we only need to verify that it does indeed have a negative
eigenvalue. This is easily seen by testing the quantity 〈Lφ, φ〉. Indeed, taking into account
the Euler-Lagrange equation (1.3), we compute
Lφ = (−∆)βφ− ωφ− p(cd,γ| · |−γ ∗ φp)φp−1 − (p− 1)(cd,γ| · |−γ ∗ [φp])φp−1 =
= −(2p− 2)(cd,γ| · |−γ ∗ [φp])φp−1.
6recall that φ is a bell - shaped function
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Thus,
〈Lφ, φ〉 = −(2p− 2)cd,γ
∫
Rd
(| · |−γ ∗ [φp])φp = −(2p− 2)cd,γ
∫
Rd×Rd
φp(x)φp(y)
|x− y|γ dxdy < 0.
Next, we wish to show that L− is a non-negative operator. Note that the Euler-Lagrange
equation (1.3) is nothing but L−[φ] = 0, where φ > 0. In particular zero is an eigenvalue for
L− and it remains to show that it is at the bottom of its spectrum. Assume that this is not
the case, hence L− has a negative eigenvalue, say −σ2 and assume, without loss of generality
that it is the smallest such eigenvalue. In particular,
(3.14) − σ2 = inf
‖ψ‖=1
〈L−ψ, ψ〉.
The corresponding eigenfunction, say ϕ can be constructed as a minimizer of the minimiza-
tion problem (3.14). More precisely, upon introducing the bell-shaped function
V (x) := (cd,γ| · |−γ ∗ φp)φp−2, we have
(3.15)
∣∣∣∣ 〈L−ψ, ψ〉 = ‖|∇|βψ‖2 −
∫
Rd
V (x)ψ2(x)dx→ min∫
Rd
ψ2(x)dx = 1.
We will now show that the eigenfunction ϕ satisfies ϕ = ϕ∗ and as such is a positive function.
To that end, by Proposition 1, we have
‖|∇|βψ‖2 ≥ ‖|∇|β[ψ∗]‖2
Next, applying (2.1) and observing that (h2)∗ = (h∗)2, we obtain
(3.16)
∫
Rd
V (x)(ψ(x))2dx ≤
∫
Rd
V (x)(ψ∗(x))2dx,
while the constraint 1 =
∫
Rd
ψ2(x)dx =
∫
Rd
(ψ∗(x))2dx remains satisfied. Thus, 〈L−ψ, ψ〉 ≥
〈L−ψ∗, ψ∗〉. It follows that the solution ϕ of (3.15), which must exists, is bell-shaped and in
particular ϕ > 0. But if such eigenfunction corresponds to a negative eigenvalue −σ2, then
it must be perpendicular to the eigenfunction φ corresponding to eigenvalue zero. However,
both φ > 0, ϕ > 0, a contradiction. It follows that L− ≥ 0.

At this point, we are essentially ready to consider the stability of these waves, more
precisely the eigenvalue problem (3.13). We will postpone these considerations to Section
4.7. This is done in the interest of presenting an unified approach for the classical case of
MVS waves and then for the fractional waves. The approach for the fractional case turns
out to be pretty similar, we outline the details in Section 4.7.
4. Classification of the stability of the ground states for the Hartree
and Klein-Gordon-Hartree models: proof of Theorems 4 and 5
We start with the proof of Theorem 4. Henceforth, the assumptions made in Theorem
4 are in force. Recall Γ = 2 − γ − (p − 2)d. Consider the linearization of the solutions of
the time-dependent Hartree model (1.4) around the ground states constructed in Theorem
1 and the Klein-Gordon-Hartree model (1.8), around the ground state constructed in (1.9).
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4.1. The linearized problem for the Hartree model (1.2). As before, we take the
ansatz7
u = e−it[ϕ+ ǫv] = e−it[ϕ+ ǫ(ℜv + iℑv)] = e−it[ϕ+ ǫ(v1 + iv2)]
in (1.2) and ignoring O(ǫ2), leads us to the following linearized system
(4.1)
∣∣∣∣ −∂tv2 −∆v1 + v1 − pIα[ϕp−1v1]ϕp−1 − (p− 1)Iα[ϕp]ϕp−2v1 = 0∂tv1 −∆v2 + v2 − Iα[ϕp]ϕp−2v2 = 0
As is customary, we adopt the notation
L+ = −∆+ 1− pIα[ϕp−1[·]]ϕp−1 − (p− 1)Iα[ϕp]ϕp−2
L− = −∆+ 1− Iα[ϕp]ϕp−2
J =
(
0 −1
1 0
)
, L =
(
L+ 0
0 L−
)
.
so that we can rewrite the eigenvalue problem (4.1) in the Hamiltonian form
~vt = JL~v
Note that J is clearly skew-symmetric. Next we derive the linearized problem for the Klein-
Gordon-Hartree model (1.8).
4.2. Linearized problem for the Klein-Gordon-Hartree model (1.8). As in the
Schro¨dinger case, take
u = eiωt[Ψ + ǫv] = eiωt[Ψ + ǫ(ℜv + iℑv)] = eiωt[Ψ + ǫ(v1 + iv2)]
and plug this in (1.8). After ignoring O(ǫ2) terms and taking real and imaginary parts, we
arrive at
(4.2)
∣∣∣∣ ∂ttv1 − 2ω∂tv2 + (1− ω2)v1 −∆v1 − pIα[Ψp−1v1]Ψp−1 − (p− 1)Iα[Ψp]Ψp−2v1 = 0,∂ttv2 + 2ω∂tv1 + (1− ω2)v2 −∆v2 − Iα[Ψp]Ψp−2v2 = 0.
In order to bring the eigenvalue problem (4.2) to a form similar to (4.1), recall (1.10). In
accordance with that, we rescale the variables as follows vj(t, x) = e
λt
√
1−ω2Vj(x
√
1− ω2), j =
1, 2, so that the eigenvalue problem (4.2) is transformed into the standard form
λ2V1 − 2λ ω√
1− ω2V2 + L+[V1] = 0,
λ2V2 + 2λ
ω√
1− ω2V1 + L−[V2] = 0.
Introducing the skew-symmetric matrix Jω :=
(
0 −2 ω√
1−ω2
2 ω√
1−ω2 0
)
, we can rewrite the
relevant eigenvalue problem in the compact form
(4.3)
(
0 I2
−I2 −Jω
)(
L 0
0 I2
)
~W = λ ~W, ~W =


(
V1
V2
)
λ
(
V1
V2
)

 .
7We suppress the super index φλ in what follows, but we would like to keep φλ dependent upon the
parameter λ
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4.3. Spectral information about the operators L±. Here, we shall need to summarize
the results in [16] about the properties of the MVS solutions ϕ of (1.5).
Lemma 2. (Theorem 4 and Lemma 6.7, [16] ) The MVS solution ϕ of (1.5) satisfy
(4.4) lim
|x|→∞
Iα[ϕ
p]
Iα(x)
=
∫
Rd
ϕp.
For p ≥ 2, ϕ has exponential decay at ±∞, while for p < 2, there is the relation
(4.5) ϕ(x) =
1
|x| d−α2−p
(
Γ(d−α
2
)
Γ(α
2
)πd/22α
∫
Rd
ϕp
) 1
2−p
+O
(
1
|x| d−α2−p+2
)
for large |x|. In addition,
J [ϕ] :=
∫
Rd
|∇ϕ(x)|2dx = d(p− 2) + γ
2d− γ − p(d− 2)‖ϕ‖
2
L2 ,(4.6)
K[ϕ] := 〈Iα[ϕp], ϕp〉 = cd,γ
∫
Rd×Rd
ϕp(x)ϕp(y)
|x− y|γ dxdy =
2p
2d− γ − p(d− 2)‖ϕ‖
2
L2 ,(4.7)
E[ϕ] =
1
2
J − 1
2p
K = − Γ
2(2d− γ − p(d− 2))‖ϕ‖
2
L2.(4.8)
Note: By the assumptions in the existence theorem 2d − γ − p(d − 2) > 0, so sgn(E) =
−sgn(Γ).
Proof. The formula (4.4) appears in Theorem 4 in [16]. The formula (4.5) is a combination
of the last statement of Theorem 4 and the final remark in the proof of Lemma 6.7. The
formulas (4.6), (4.7) and (4.8) are just an elementary consequence of the Pohozaev’s identity
(1.7), together with the relation
∫
Rd
[|∇u(x)|2 + |u(x)|2]dx = 〈Iα[|u|p], |u|p〉, which follows
from (1.5) by taking dot product with ϕ. 
In addition to (4.4) and (4.5), we will need more precise information on the behavior of
Iα[ϕ
p], for the case p < 2. This is provided in the following lemma.
Lemma 3. Let p ∈ (2− γ/d, 2). Then,
(4.9)
Iα[ϕ
p]
Iα(x)
= [
∫
Rd
ϕp +O(|x|−min(2,α))]
for large |x|.
Remark: Note that the error term O(|x|−min(2,α)) is not necessarily sharp for all p ∈
(2− γ/d, 2], but it is rather an upper bound, which suffices for our purposes.
Proof. We start with the relation
|x− y|−γ = |x|−γ
(
1− γ 〈x, y〉|x|2 +O(|y|
2/|x|2)
)
.
Using
∫
|y|≤|x|/2 yϕ
p|y)dy = 0, we get
(4.10)
∫
|y|≤|x|/2
ϕp(|y|)dy
|x− y|γ = |x|
−γ
∫
|y|≤|x|/2
ϕp(|y|)dy +O
(
1
|x|2+γ
∫
|y|≤|x|/2
|y|2ϕp(y)dy
)
.
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Note that for large y,
|y|2ϕp(y) ≤ C
|y| pγ2−p−2
,
which is integrable, provided pγ
2−p − 2 > d or p > 2− 2γ/(d+ 2+ γ). Thus, we have that the
error term in (4.10) is O(|x|−2−γ).
On the other hand, if 2− γ
d
< p ≤ 2− 2γ/(d+ 2 + γ), we may estimate
1
|x|2+γ
∫
|y|≤|x|/2
|y|2ϕp(y)dy ≤ C|x|γ+α
∫
|y|≤|x|/2
|y|αϕp(y)dy.
Since for large y, we have
|y|αϕp(y) ≤ C
|y| pγ2−p−α
,
which is integrable when pγ
2−p−α > d or p > 2(d+α)γ+α+d = 2− γd , which is the full range of interest
according to Theorem 1. Thus, the error term in (4.10) is now O(|x|−γ−α). This finishes the
proof of (4.9) and Lemma 3. 
Our next lemma provides the self-adjointness of L± as well as a description of the absolutely
continuous spectrum.
Lemma 4. The linearized operators L± with domains D(L±) = H2(Rd), are self-adjoint. In
addition, for p ≥ 2, σa.c.(L+) = σa.c.(L−) = [1,∞). For p < 2 however, σa.c.(L−) = [0,∞),
while σa.c.(L+) = [2− p,∞).
Proof. Let us first go through the easy cases p ≥ 2. The self-adjointness in this case is an
easy matter, since one can apply the KLMN theorem (see Theorem X.17 in [19]) for the
operators
L+ = −∆+ 1− pV1 − (p− 1)V2, , L− = −∆+ 1− V2,
where
V1(f) = cd,γ(| · |−γ ∗ ϕp−1[f ])ϕp−1, V2(f) = cd,γ(| · |−γ ∗ ϕp)ϕp−2f.
We need to estimate 〈Vjf, f〉, j = 1, 2. We have∣∣〈| · |−γ ∗ g1, g2〉∣∣ = c ∣∣〈(−∆)−α/4g1, (−∆)−α/4g2〉∣∣ ≤ C‖g1‖L2d/(d+α)‖g2‖L2d/(d+α).
Applying this to g1 = g2 = ϕ
p−1f yields
〈V1f, f〉 ≤ C‖f‖2‖ϕp−1‖2
L
2d
α
= C‖f‖2L2‖ϕ‖2(p−1)
L
2d(p−1)
α
.
Since by construction ϕ ∈ Lq, q ∈ [2,∞] and8 2d(p−1)
α
> 2, we conclude that V1 satisfies
the requirements of KLMN theorem and it is an admissible perturbation9 of the self-adjoint
operator −∆− ω.
Regarding V2, we have by Hardy-Litllewood-Sobolev inequality
|〈V2f, f〉| ≤ C‖| · |−γ ∗ ϕp‖L∞‖ϕ‖p−2L∞ ‖f‖2L2 ≤ C‖ϕ‖p
L
pd
α
‖f‖2L2.
This is also enough by KLMN, since pd
α
≥ 2d
α
> 2. Thus, the self-adjointness of L± in the
case p ≥ 2 follows by KLMN. The argument for V2 however is limited to p ≥ 2, because
otherwise ϕp−2 is actually unbounded as |x| → ∞ and the argument above clearly fails.
8recall that by assumption for the existence of ϕ: p > 1 + α
d
9This argument actually works for all p > 1 + α
d
and it is not limited to p ≥ 2.
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Assume p < 2. Let us consider first the self-adjointness of L−. Since L− = −∆ + 1 −
Iα[ϕ
p]ϕp−2, clearly this is not a potential that decays at ∞. In fact, we will show that
(4.11) Iα[ϕ
p]ϕp−2 = 1 +O(|x|−min(2,α)).
Indeed, according to (4.5)
ϕp−2(x) =
|x|d−αΓ(α/2)πd/22α
Γ((d− α)/2) ∫ ϕp [1 +O(|x|−min(2,α)))].
Thus, according to (4.4),
Iα[ϕ
p]ϕp−2(x) =
Iα[ϕ
p]
Iα(x)
∫
ϕp
[1 +O(|x|−min(2,α))] = 1 +O(|x|−min(2,α)).
It follows that
(4.12) L− = −∆+ 1− Iα[ϕp]ϕp−2 = −∆+G(x),
where G is a smooth and bounded function, with |G(x)| ≤ C(1 + |x|min(2,α))−1. It follows
that L− = L∗−. In addition, σess(L−) = [0,∞).
Regarding L+, we have that for p < 2,
(4.13) L+ = −∆+ 1− pV1 − (p− 1)V2 = −∆+ (2− p)− pV1 − (p− 1)G(x),
whence L+ is also self-adjoint, with σess(L+) = [2− p,∞). 
Next, we discuss the point spectrum of the operators L±. We have the following result.
Lemma 5. The linearized operator L+ has exactly one negative eigenvalue. On the other
hand, L− ≥ 0 with an eigenvalue at zero. The eigenvalue at zero is simple, with eigenfunction
ϕ.
Proof. Let us first establish the claims regarding L−. Clearly L−[ϕ] = 0, as this is simply
(1.5). Thus zero is an eigenvalue for L−, with eigenfunction ϕ. Assuming that L− has a
negative eigenvalue will lead to a contradiction. Indeed, pick the bottom of the spectrum for
L−. By the results in Lemma 4 (and the description of the structure of L−), it will necessarily
have a positive eigenfunction, say ψ0. But then, ψ0 ⊥ ϕ as eigenfunctions corresponding
to different eigenvalues, a contradiction. Thus, zero is the bottom of the spectrum. The
simplicity of the bottom of the spectrum (in this case the zero eigenvalue) is also well-known
by the Sturm oscillation argument.
We now turn our attention to L+. First, it is easy to see that
L+ϕ = −∆ϕ + ϕ− pIα[ϕp]ϕp−1 − (p− 1)Iα[ϕp]ϕp−1 =
= −(2p− 2)Iα[ϕp]ϕp−1.
Thus,
〈L+φ, φ〉 = −(2p− 2)〈Iα[ϕp], ϕp〉 < 0.
This shows that L+ has at least one negative eigenvalue. It remains to show that L+ is
positive on a codimension one subspace.
To that end, consider the minimizer Φ of the optimization problem (1.6). Consider a
perturbation of Φ in the form uǫ = Φ + ǫh, for a real-valued function h and ǫ : |ǫ| << 1.
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Expanding in Taylor series up to order ǫ2, we obtain
I[u] := 〈∇u,∇u〉+ 〈u, u〉 = I[Φ] + 2ǫ〈−∆Φ+ Φ, h〉+ ǫ2〈−∆h + h, h〉;
M [u] = 〈Iα[|u|p], |u|p〉 =M [Φ] +
+ ǫ[2p〈Iα[Φp]Φp−1, h〉] + ǫ2[p2〈Iα[Φp−1h],Φp−1h〉+ p(p− 1)〈Iα[Φp]Φp−2h, h〉] + o(ǫ)
Denote I0 := I[Φ],M0 := M [Φ]. Recall that since Φ is a minimizer for (1.6), we will have
(4.14) g(ǫ) :=
I[uǫ]
(M [uǫ])1/p
≥ I0
(M0)1/p
= g[0].
Clearly, such a relation implies that zero is a minimum for the function ǫ → g(ǫ). In
particular, g′(0) = 0. This is exactly the Euler-Lagrange equation for (1.6), which means
that Φ satisfies the PDE
(4.15) −∆Φ+ Φ− I0
M0
Iα[Φ
p]Φp−1 = 0.
Clearly, a function in the form ϕ = t0Φ will satisfy (1.5), once we subject it to the normal-
ization
∫
Rd
[|∇ϕ(x)|2 + |ϕ(x)|2]dx = 〈Iα[ϕp], ϕp〉. That is
(4.16) ϕ =
(
I0
M0
) 1
2p−2
Φ.
We take advantage of the variational structure to show that the operator L+ has exactly
one negative eigenvalue. Indeed, since g has absolute minimum at ǫ = 0 and g′(0) = 0, it
is necessary that g′′(0) ≥ 0. In order to simplify the computations, let us take a function
h, which satisfies the orthogonality condition 〈Iα[Φp]Φp−1, h〉 = 0. That is h ⊥ Iα[Φp]Φp−1.
By (4.15), it follows that 〈−∆Φ+Φ, h〉 = 0 as well. It is now easy to see that the following
expansion in powers of ǫ holds
g(ǫ) = g(0) +
+
ǫ2
M
1/p
0
[
〈−∆h + h, h〉 − I0
M0
[p〈Iα[Φp−1h],Φp−1h〉+ (p− 1)〈Iα[Φp]Φp−2h, h〉]
]
+ o(ǫ2).
We see that g′′(0) ≥ 0 is equivalent to the positivity of the operator10
−∆+1− I0
M0
[pIα[Φ
p−1·]Φp−1+(p−1)Iα[Φp]Φp−2] = −∆+1−pIα[ϕp−1·]ϕp−1−(p−1)Iα[ϕp]ϕp−2
on the subspace {Iα[Φp]Φp−1}⊥. We conclude that
L+|{Iα[ϕp]ϕp−1}⊥ ≥ 0,
as claimed.

10where we have used the relation (4.16)
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4.4. The basics of the instabilities index counting. Now that we have established
Lemma 5, we are ready to discuss the spectral stability of the waves e−itϕ. In fact, the
eigenvalue problem (3.13) falls within the scope11 of the Grillakis-Shatah-Strauss (GSS)
theory, [6], see also [8, 9]. Recall that we have established that L has exactly one negative
eigenvalue12, n(L) = 1. In principle, in order to apply the theory, one needs to identify the
kernel of the operator L. We have already know quite a bit about it - ϕ ∈ Ker[L−], while a
differentiation of the Euler-Lagrange equation (1.3), in each of the variables x1, . . . , xd shows
that ∂ϕ
∂xj
, j = 1, . . . , d is in the kernel of L = L+, i.e. span{ ∂ϕ∂xj , j = 1, . . . , d} ⊂ Ker[L]. An
important problem in the theory has been to determine whether these are indeed all of the
linearly independent elements of Ker[L], that is - is it true that
(4.17) Ker[L] = span{ ∂ϕ
∂xj
, j = 1, . . . , d}?
Ground states with the property (4.17) has been referred to as non-degenerate, [4], [16, 17,
18]. Our argument goes forward even without knowledge of the non-degeneracy13 of ϕ. By
the GSS theory, we have that if Ker[L] = span{yj, j = 1, . . . , l} and J is invertible with
J −1 : Ker[L]→ [Ker[L]]⊥, then
(4.18) #{λ : ℜλ > 0 : JLf = λf} = n(L)− n(D) = 1− n(D),
where the matrix D ∈Ml,l has entries
(4.19) Dij = 〈Lψj , ψi〉 : Lψj = J −1yj ,
where the equation Lψj = J −1yj has a solution14 ψj , since J −1 : Ker[L]→ [Ker[L]]⊥.
4.5. Classification of the stability for the Hartree solitary waves - proof of The-
orem 4. We start our considerations with a calculation, that will be useful in the sequel.
Lemma 6. ϕ ⊥ Ker[L+] and moreover,
〈L−1+ ϕ, ϕ〉 = −
Γ
4(p− 1)‖ϕ‖
2
L2.
Proof. We take advantage of the scaling of the PDE (1.5). More precisely, introduce ϕλ, so
that
(4.20) ϕ = λbϕλ(λx),
where λ > 0 and b is a parameter to be determined from the scaling. Plugging this into
(1.5), we find
−λb+2∆ϕλ + λbϕλ − λb(2p−1)−(d−γ)Iα[ϕpλ]ϕp−1λ = 0.
11In the standard formulation, the GSS theory requires that there is a spectral gap between the zero and
the continuous spectrum of L. In our case, this is clearly violated in the case p < 2, since σa.c.[L−] = [0,∞).
By a remark in the argument in the original paper, this situation is also covered, in other words if the
continuous spectrum just touches the zero, the statement still goes through as in the case with a spectral
gap. For further justification in this case of touching, one should consult [10] as well.
12We henceforth adopt the notation n(S) for a number of strictly negative eigenvalues of a self-adjoint
operator/matrix S
13although such a statement is very likely to hold
14which is not unique, unless Ker[L] = {0}
20 V. GEORGIEV AND A. STEFANOV
Equating the powers b+ 2 = b(2p− 1)− (d− γ) yields b = 2+d−γ
2(p−1) , which we use henceforth.
Dividing by λb+2 yields the relation
(4.21) −∆ϕλ + λ−2ϕλ − Iα[ϕpλ]ϕp−1λ = 0
Taking a derivative in λ in (4.21) yields
−∆[∂ϕλ
∂λ
] + λ−2[
∂ϕλ
∂λ
]− 2λ−3ϕλ − pIα[ϕp−1λ
∂ϕλ
∂λ
]ϕp−1λ − (p− 1)Iα[ϕpλ]ϕp−2λ [
∂ϕλ
∂λ
] = 0
Evaluating the previous expression at λ = 1 can be interpreted as follows
L+[
∂ϕλ
∂λ
|λ=1] = 2ϕ.
this shows in particular that ϕ ⊥ Ker[L+]. In addition,
〈L−1+ ϕ, ϕ〉 =
1
2
〈∂ϕλ
∂λ
|λ=1, ϕ〉 = 1
4
[∂λ‖ϕλ‖2]|λ=1 = d− 2b
4
‖ϕ‖2L2 = −
Γ
4(p− 1)‖ϕ‖
2
L2.

We are now in a position to consider the eigenvalue problem for the Hartree problem
(3.13). With the assignment, ~v → eλt~v, we are led to consider
(4.22) JL~v = λ~v.
We know that Ker[L−] = span[ϕ], while15 Ker[L+] = span[y1, . . . , yl]. By Lemma 6,
Ker[L−] ⊥ Ker[L+], whence
(4.23) J −1(Ker[L]) = J −1
[
Ker[L+]
Ker[L−]
]
=
[
Ker[L−]
Ker[L+]
]
⊥
[
Ker[L+]
Ker[L−]
]
= Ker[L],
whence J −1(Ker[L]) ⊂ (Ker[L])⊥ as required. In addition, L−1− is positive definite matrix
on span[y1, . . . , yl] ⊂ (Ker[L−])⊥. Thus, the matrix D, introduced in (4.19) has at most one
negative eigenvalue. Moreover, there is a negative eigenvalue if and only if
D11 = 〈L−1J −1
(
0
ϕ
)
,J −1
(
0
ϕ
)
〉 = 〈L−1+ ϕ, ϕ〉 < 0
This, together with (4.18) allows us to derive a Vakhitov-Kolokolov type criteria for the
Hartree waves, namely that stability of e−itϕ is equivalent to 〈L−1+ ϕ, ϕ〉 < 0. Using the
formula for 〈L−1+ ϕ, ϕ〉 in Lemma 6, we conclude that the stability occurs exactly when Γ > 0.
Moreover, if Γ < 0, there is a pair (one positive and one negative) of eigenvalues ±λ in (4.22).
By the continuity of the spectrum on Γ, we have that for Γ = 0, the pair ±0 transitions
through the zero to become a pair of purely imaginary eigenvalues, so the eigenvalue problem
has an extra pair of generalized eigenvalues at zero, when Γ = 0.
15As it was explained above in Section 4.4, Ker[L+] contains at least the vectors ∂jϕ, j = 1, . . . , d
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4.6. Classification of the stability for the waves eiωtΨω for the Klein-Gordon-
Hartree model: Proof of Theorem 5. Much of what was established in Section 4.3
will be useful for the Klein-Gordon case as well. Indeed for the eigenvalue problem (4.3), we
have (
0 I2
−I2 −Jω
)−1
Ker
(
L 0
0 I2
)
=
( Jω[Ker[L]]
0
)
⊥
(
Ker[L]
0
)
as established in (4.23). This is one of the requirements of GSS and it has now been verified.
Similar to the arguments in Section 4.5, the portion of the matrix D generated by Ker[L+]
is trivially positive definite. Indeed, consider the elements of Ker[L] in the form sj :=

yj
0
0
0

 , j = 1, . . . , l. Then, an easy computation shows that
Di,j = 〈
(
L 0
0 I2
)−1(
0 I2
−I2 −Jω
)−1
sj,
(
0 I2
−I2 −Jω
)−1
si〉 =
= 〈
(
L 0
0 I2
)−1( −Jω −I2
I2 0
)
sj ,
( −Jω −I2
I2 0
)
si〉 =
= 〈
(
L−1 0
0 I2
)
2ω√
1−ω2
(
0
−yj
)
(
yj
0
)

 ,


2ω√
1−ω2
(
0
−yj
)
(
yj
0
)

〉
=
4ω2
1− ω2 〈L
−1
− yi, yj〉+ ‖yj‖2.
The claim about the positivity of the portion of the matrix corresponding to these eigenvec-
tors follows from the positivity of L−1− on span[y1, . . . yd] ⊂ Ker[L−]⊥, which was previously
established. Once again, the stability is found to be equivalent to the following criteria
D11 = 〈
(
L 0
0 I2
)−1(
0 I2
−I2 −Jω
)−1
s0,
(
0 I2
−I2 −Jω
)−1
s0〉 < 0,
where s0 :=


0
ϕ
0
0

. So, it remains to compute D11. We have
D11 = 〈
(
L−1 0
0 I2
)
2ω√
1−ω2
(
ϕ
0
)
(
0
ϕ
)

 ,


2ω√
1−ω2
(
ϕ
0
)
(
0
ϕ
)

〉 =
=
4ω2
1− ω2 〈L
−1
+ ϕ, ϕ〉+ ‖ϕ‖2 = ‖ϕ‖2
(
1− Γω
2
(p− 1)(1− ω2)
)
,
where in the last equality, we have used the formula for 〈L−1+ ϕ, ϕ〉 established in Lemma 6.
Since ω ∈ (−1, 1), we have instability (D11 > 0), if Γ < 0. If Γ > 0, we solve the inequality
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1− Γω2
(p−1)(1−ω2) < 0 to obtain the necessary and sufficient condition for stability
1 > |ω| >
√
p− 1
p− 1 + Γ =
√
p− 1
2 + α− (p− 1)(d− 1) .
4.7. On the stability of the “normalized” waves for the fractional problem: Proof
of Theorem 3. In order to establish the stability of the waves, we consider the eigenvalue
problem (3.13), with the assignment ~v → eλt~v. It now reads
(4.24) JL~v = λ~v.
It was already established that L is self-adjoint, at least for p > 2 and in addition, according
to Lemma 1, n(L+) = 1, while L− ≥ 0, with a simple eigenvalue at zero spanned by φ. Thus,
we apply the instabilities index count. In fact formulas (4.18), (4.19) apply, in addition to
(4.23), which shows that J (Ker[L]) ⊂ Ker[L]⊥. Note that we still do not know that φ is non-
degenerate, that is whether one has more than ∂1φ, . . . , ∂dφ in Ker[L] or not. Similarly to
the classical case, we may sidestep this issue by the positivity of L−1− on (Ker[L−])
⊥. Hence,
stability is reduced to the sign of the quantity D11. More specifically, since φ ∈ Ker[L−], we
may label y1 :=
(
0
φ
)
∈ Ker[L]. Then, if it is indeed the case that φ ∈ (Ker[L])⊥, we can
compute
〈Dy1, y1〉 = D11 = 〈L−1[φ], φ〉.
If we establish 〈L−1[φ], φ〉 < 0, this would be enough to claim that D has a negative eigen-
value and we are done, since (4.18) predicts 1−1 = 0 eigenvalues of (4.24) with positive real
part.
For the computation of 〈L−1[φ], φ〉, we can apply scaling argument similar to the one
presented in Lemma 6. Instead, we take derivative in λ in the Euler-Lagrange equation
(1.3). We obtain
L
[
∂φ
∂λ
]
=
∂ω
∂λ
φ.
Thus φ ∈ (Ker[L])⊥ and
〈L−1φ, φ〉 = 1
2∂ω
∂λ
∂λ‖φλ‖2L2 .
By (3.5) we have ‖φλ‖2L2 = λ‖φ1‖2L2, whence ∂λ‖φλ‖2L2 = ‖φ1‖2L2 > 0. According to (3.9),
∂ω
∂λ
= (1 +
2β(p− 1)
Γ
)
2β(p− 1)
Γ
I1λ
2β(p−1)
Γ
−1 < 0,
since I1 < 0, Γ > 0. We have thus proved Theorem 3. Note that the restriction p > 2
appeared only to satisfy technical (but important) requirements for self-adjointness of L and
it is not necessary in the index computations. Thus, we expect this to be a removable,
technical assumption, once we have more information about the waves φ similar to the ones
in the classical case, e.g. Theorem 1.
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