ABSTRACT Over the last decade, many pairwise-constraint-based metric learning algorithms have been developed to automatically learn application-specific metrics from data under similarity/dissimilarity datapair constraints (weak labels). Nevertheless, these existing methods are designed for the centralized learning case, in which all the data and constraints are supposed to be gathered together in one source, and the algorithms utilize the whole data and constraints information during the learning process. However, in many real applications, large amounts of data (constraints) are dispersedly generated/stored in geographically distributed nodes over networks. Thus, it might be impractical to centralize the whole data information to one fusion node. Besides, in such cases, it is often hard to have every data pair labeled due to the huge datapair amounts, resulting in numerous unlabeled data pairs. Given these situations, in this paper, we propose two types, namely, a diffusion type and an alternating-direction-method-of-multipliers type, of distributed semi-supervised metric learning frameworks, which make use of both labeled and unlabeled data pairs. The proposed frameworks can be easily used to extend centralized metric learning methods of different objective functions to distributed cases. In particular, we apply our frameworks on a well-behaved centralized semi-supervised metric learning method called SERAPH and yield two new distributed semi-supervised metric learning algorithms. Our simulation results show that the metrics learned by the proposed distributed algorithms are very close to that of the corresponding centralized method in most cases.
I. INTRODUCTION
For many distance-based learning algorithms, e.g. K-means and K-nearest neighbors, how to select an appropriate distance metric is a crucial issue. Since the proper choice of metric is highly application-specific, artificially choosing such a measure is cumbersome. In the last decade, various distance metric learning algorithms have been proposed to automatically learn application-specific metrics from data under pairwise constraints [1] - [11] . Pairwise constraints can be viewed as a kind of weak (side) supervisory information, which include similarity (must-links) constraints and dissimilarity (cannot-links) constraints. The former labels the pairs of data must belong to the same class, while the latter labels the pairs of data must belong to different classes. Compared with the traditional strong supervisory information, class label of individual data item, pairwise constraints are much easier to obtain in some real-world situations [3] , [8] , [12] , and thus are popularly used in recent studies on metric learning. Generally, pairwise-constraint-based algorithms seek an appropriate metric under which the ''similar'' pairs of data are close and the ''dissimilar'' pairs of data are far apart [13] . Based on this fundamental principle, different metric learning algorithms develop different objective functions from their own perspectives [12] , [14] - [16] .
Nevertheless, these existing algorithms are designed for the centralized learning case, in which all the data and similarity/dissimilarity constraints are supposed to be gathered together, or available, in one source, and then the algorithms need to get access to the whole data and constraint information during the learning process. However, in many real cases, for examples, bank systems and hospital systems [17] , large amounts of data (constraints) are dispersedly generated/stored in geographically distributed nodes over networks. It might be arduous or even impractical to centralize the whole data to one fusion node, due to the potential privacy (security)-protection requirement of data and the limited communication, computation and storage resources of individual nodes. Thus, in such cases, the (centralized) metric learning algorithms are not applicable. Besides, due to the huge data-pair amounts, it is often hard to obtain the similarity/dissimilarity information for every data pair, thus there may remain numerous unlabeled data pairs which may contain useful information for the metric learning.
Given the above situations, in this paper, we propose distributed semi-supervised metric learning algorithms, which make use of the information provided by both labeled and unlabeled data pairs. The proposed algorithms solve the global metric learning problem at each individual node based on local data and limited information exchanging among nodes. During the learning process, the distributed algorithms do not require the transmission of original data, but only need the transmission of some intermediate quantities. So, to some extent, the proposed distributed algorithms can protect data privacy. To the best of our knowledge, it is the first work that extends the metric learning research to the field of distributed (fully decentralized) processing [18] - [23] .
We come up with two types of frameworks for distributed semi-supervised metric learning based on two effective distributed processing technologies, namely, the diffusion cooperation method [24] - [29] and the Alternating-DirectionMethod-of-Multipliers (ADMM) method [31] - [34] , correspondingly. The proposed frameworks make loose assumptions on the objective function, so they can be easily used to extend centralized metric learning methods of different objective functions to distributed cases. In particular, we apply the two frameworks on a centralized semi-supervised metric learning method called SERAPH (SEmi-supervised metRic leArning Paradigm with Hypersparsity) [13] , and yield two new distributed semi-supervised metric learning algorithms, including a diffusion type and an ADMM type, correspondingly. It has been shown that by incorporating supervisory information with non-supervisory information, SERAPH can avoid overfitting and improve learning performance when the supervisory information is insufficient. Moreover, SERAPH is an information-theoretic method which combines the generalized maximum entropy principle with entropy regularization in its objective function. For this reason, we call the new proposed algorithms distributed information-theoretic metric learning (DITML). Our simulation results show that the metrics learned by the DITML algorithms are very close to that of the corresponding centralized SERAPH method in most cases.
The rest of this paper is organized as follows. In Section II, to make the paper self-contained, we first introduce the centralized metric learning problem and then briefly review some centralized semi-supervised metric learning algorithms, especially, the centralized SERAPH method. Afterwards, in Section III, starting from an objective function similar to but more general than that employed in the SER-APH, we develop the diffusion-type and the ADMM-type frameworks for distributed semi-supervised metric learning, respectively. Besides, as an example, we present the details of the diffusion-type DITML and the ADMM-type DITML algorithms, which are derived from the SERAPH method under the proposed frameworks. Results of numerical simulations are shown in Section IV to illustrate the effectiveness of the proposed algorithms. Finally, conclusions and discussions are drawn in Section V.
II. PRELIMINARY KNOWLEDGE
Generally, the centralized pairwise-constraint-based metric learning algorithms deal with the mathematic problem formulated as below. Suppose that we have a training set containing
, where each point denotes an m-dimension feature vector. Besides, we have weak labels y i,j assigned to the data pairs (x i , x j ):
where S = {(x i , x j )|x i and x j are similar} is the set of similar data pairs,
is the set of dissimilar data pairs, and
is the set of unlabeled data pairs. Based on these data information, we are supposed to find a positive semi-definite (PSD) matrix A ∈ R m×m which parameterizes the Mahalanobis distance metric between two points,
where P ∈ R k×m is the linear projection matrix associated with A, where k ≤ m is the rank of A. To solve the above learning problem, many algorithms have been proposed. The majority of existing metric learning algorithms only make use of the supervisory information in labeled data pairs [1] , [8] , [9] , [12] , [16] . For instance, Xing et al. [1] propose to learn the metric by minimizing the sum of squared distance between the pairs of data in S while keeping the distance between the pairs of data in D no less than a threshold. Davis et al. [16] propose to minimize the KL divergence between two metric-parameterized multivariate Gaussians while maintaining distance constraints on the data pairs in S and D. These algorithms have not yet taken full advantage of the information contained in the unlabeled data pairs in U. In many distributed applications, the amounts of data can be very large. In such cases, it is costly or even impractical to have every data pairs labeled, and thus there remain considerable amounts of unlabeled data pairs which may contain useful information for the metric learning. It would be a huge waste if the algorithms simply omit those unlabeled data pairs. Besides, when the number of labeled data pairs is scarce, those fully supervised algorithms may suffer from problem of overfitting the limited number of weakly labeled data. For the above reasons, we want to develop a semi-supervised metric learning algorithm for the distributed cases, which can make full use of both labeled data information and unlabeled data information.
Semi-supervised metric learning is relatively less-studied in previous research. In the existing semi-supervised metric learning algorithms, some algorithms employ off-the-shelf techniques, e.g. manifold regularization and embedding, to incorporate unsupervised information [2] , [6] , [11] . In these methods, manifold structures of the whole data in the Euclid space need to be firstly constructed based on the locally neighboring relationships among all the data (usually employ the k-nearest-neighbor method), then the algorithms tend to preserve the topological (affinity) structures of data in the metric learning. However, in the distributed case without transmission of original data, it is not easy, if not impossible, for an individual node to obtain accurate neighboring relationships of the whole data (in the global sense).
The recently proposed SERAPH method incorporates the unsupervised information in a different manner. It integrates the supervised learning part and the unsupervised learning part in a unified and natural framework. Moreover, it is designed based on the information theory. Specifically, the SERAPH method starts with the generalized maximum entropy principle on the labeled data pairs in developing the objective function,
where H (·) denotes the entropy function, E(·) denotes the expectation, ξ is a slack variable and κ > 0 is a regularization parameter. The function p A i,j (y) is the abbreviation for the conditional probability p A (y|x i , x j ), y ∈ {−1, +1} and the function
is a feature function that is convex with respect to A. The recommended feature function in SERAPH is
, where η > 0 is a hyperparameter that serves as a threshold. The above objective function only makes use of the labeled data pairs. By additionally considering the utilization of unlabeled data pairs and the sparsity of projection results, after some reductions and derivations (refer to [13] for details), the SERAPH comes up with the following objective function,
where the parameters µ ≥ 0, γ ≥ 0, are weighting factors, function tr(A) is the trace of A. For the setting of parameter µ, Niu et al. [13] suggest that µ = (S∪D) U is generally a good choice, where denotes the set cardinality. For the conditional probability, it is modeled according to the feature function, as below
The objective function (2) consists of three parts, one part utilizes the supervisory information provided by the labeled data pairs within S ∪D, one part makes use of the information contained in the unlabeled data pairs within U, and the other part provides trace-norm regularization. Specifically, the first part, S∪D ln p A i,j (y i,j ), calculates the log-likelihood of a specific A over the whole labeled data pairs. According to the Theorem 1 and Theorem 2 in literature [13] , with the above conditional probability model, the (local) optimal solution obtained by the maximum log-likelihood estimation is equivalent to that obtained by the generalized maximum entropy estimation. The second part, U y p A i,j (y) ln p A i,j (y), is the sum of negative entropy of p A i,j (y) over all unlabeled data pairs. Via minimizing such an entropy (equivalent to maximizing the negative entropy), the unlabeled data pairs can be classified with high confidence. Besides, it introduces regularization and significantly reduce the overfitting risk when the number of weakly labeled data is limited. As for the third part tr(A), minimizing the trace encourages a low-rank projection. It is helpful when the original data domain is highdimensional, since it leads to a more compact representation of the original data and easier distance computations [12] .
After the designing of objective function, SERAPH employs a simple gradient projection algorithm to solve the corresponding optimization problem efficiently. The performance of the SERAPH method has been studied in detail and shown to be superior to some other well-known metric learning methods on benchmark data sets, especially when the supervised data information is insufficient.
III. THE DISTRIBUTED SEMI-SUPERVISED METRIC LEARNING
Before carrying out studies on distributed semi-supervised metric learning problem, we first start from a centralized objective function similar to but more general than that employed in the SERAPH, formulated as below,
where the parameters µ ≥ 0, γ ≥ 0, are weighting factors. When µ = 0, the semi-supervised learning problem degrades into a purely supervised learning problem. The f S (·), f D (·) are some kinds of loss functions with respect to the labeled data pairs. In the SERAPH, the f S (·), f D (·) are both set as negative log-likelihood functions. Except for this setting, another simple setting is also available and often used in related literatures [7] , [16] , which is
is the loss function with respect to the unlabeled data pairs. In the SERAPH, the f U (·) is designed according to the minimum entropy principle, resulting in
. It can also be designed according to the maximum mutual information principle, resulting in [13] . The function g(A) is some kind of regular term (or constraint item) unrelated to data pairs, such as the trace tr(A), the L1 norm A 1 [6] , or the LogDet divergence between A and a given metric A 0 [16] . Different regular terms lead to metrics of different property.
Given the above objective function, in the following, we firstly decentralize it according to the distributed problem setting with a few approximations. Then, starting from the decentralization result, we come up with two types of frameworks for distributed semi-supervised metric learning, including a diffusion type and an ADMM type.
A. DISTRIBUTED PROBLEM SETTING AND DECENTRALIZATION
In the distributed case, we considered a network composed of L nodes distributed over a geographic region. Without loss of generality, we model the network by a connected graph G(L, E), where L denotes the node set and E denotes the edge set [31] . If two nodes are connected by an edge, then they are the one-hop-communication neighbor for each other. All the one-hop neighbors of node l and itself constitute its neighbor set B l . Every node l collects/stores a set of data items denoted by
, where x l,n are m-dimensional data items, or named by feature vectors. All the local data sets constitute the global data set ∪ l X l = X = {x n |x n ∈ R m } N n=1 , where N = l N l . Moreover, for each node l, its local data pairs (x l,i , x l,j ), i, j ∈ {1, . . . , N l } are weakly labeled as (for those unlabeled data pairs, we just left their corresponding weak labels undefined)
where the sets of local data pairs, S l , D l , U l , have similar meanings as the sets of global data pairs S, D, U, respectively. If centralized metric learning algorithms are performed, all the supervisory information needs to be gathered to one source, thus we have
Note that, in this paper, two data items of the same value are still treated as two different data samples and would be calculated twice in the algorithms. Besides, we do not have ∪ l U l = U, since the number of all possible data pairs in the global data set X is usually larger than the sum of the number of all possible local data pairs in X l , l = {1, . . . , L}. Thus, we actually only have ∪ l U l ⊆ U. Under the above data setting, each node l is supposed to learn a distance metric A based on its local data and cooperation with nodes belonging to B l .
To come up with a distributed objective function which is suitable for the distributed case, we firstly decentralize the objective function (4) under some approximations, as follows,
where
(µ 0 is a non-negative tunable scalar, which is generally set to be 1). The second equation in (5) comes from
The approximation in (5) comes from the fact that we approximate the global averaged loss over the whole unlabeled data pairs by the linear combination of local averaged loss over the local unlabeled data pairs of each node. For the sake of clarity, we show the approximation explicitly as below,
Since the amount of data pairs in U is larger than that in ∪ l U l , a part of the unlabeled data-pair samples are abandoned under such an approximation. Intuitively, this approximation is relatively accurate when the non-supervisory information contained in ∪ l U l is sufficient to represent the information contained in U. In distributed cases with large amounts of data, each node can cheaply obtain plenty of unlabeled data pairs. When the data distributions over different nodes are not seriously unbalanced, the combination of those numerous local data pairs are able to provide most of the information of global data-pair structures. Even when the above conditions are not satisfied, since in the semi-supervised metric learning, VOLUME 4, 2016 the supervised part usually plays a dominant role while the unsupervised part plays a auxiliary role, a certain degree of difference in the unsupervised part may not lead to large difference in the final results. The impact brought by this approximation is studied in detail by the simulations, see Section IV. Note that, under the assumption that the loss functions f S (·), f D (·), f U (·) can be calculated based on local data pairs at individual node (it is easy to verify that the several candidates of loss functions mentioned above all satisfy this assumption), the centralized global objective function is successfully decentralized into a linear combination of local data based subfunctions {f l (A)} in (5) . In the following, we come up with the frameworks for distributed semi-supervised metric learning (DSSML) based on the above results. Since the diffusion type and the ADMM type are two types of the most well-known technologies for distributed processing, in this paper, we employ the two technologies to develop the diffusion-type framework and the ADMM-type framework, respectively. Besides, as an example, we apply the frameworks on SERAPH to obtain the diffusion-type DITML and the ADMM-type DITML algorithms.
B. DIFFUSION-TYPE DSSML FRAMEWORK
In this subsection, we present the diffusion-type DSSML framework as well as the diffusion-type DITML algorithm. On the whole, the derivation is analogous to that of the wellknown diffusion LMS [25] . For each node l, we propose to seek a distance metric A by minimizing a ''global-like'' objective function, which is the linear combination of local subfunctions within the its neighbor set, as below,
where B s is an intermediate estimate of A at node s (also supposed to be PSD), and {c l,s }, {b l,s }, are some nonnegative combination coefficients satisfying the conditions
, respectively. Compared with (5), here we restrict the nodes being considered to the neighbor set of node l, in order to guarantee that the problem can be solved under a local cooperation. Besides, the second term on the right-hand side of (6) serves as some kind of consistency constraint, which makes the estimate of metric at node l would not largely differ from estimates at the other nodes within the neighbor set. Furthermore, due to the fact that the network is modeled as a connected graph, the difference in estimates of metric over the whole network can be kept low.
To solve the optimization problem, we first take the gradient of (6) then obtain Based on (7), we use the direct gradient projection algorithm to minimize (6), as below,
where superscript t denotes the t-th iteration, parameters 1 , 2 denote some positive step-sizes, B t s is an intermediate estimate of A at node s at the t-th iteration (which will be defined in the following), and function psd(·) represents the projection of a matrix back to the PSD cone. Usually, the PSD-projection of a matrix can be accomplished by eigendecomposing of the matrix and recovering it from its positive eigenvalues with those associated eigenvectors [13] . The above iterative solution consists of two steps. The step (8.a) is a simple gradient-descent update for the metric, while the step (8.b) keeps the metric PSD after update. Since the gradient in (8.a) is a sum of two terms, we can accomplish this update incrementally by introducing a new intermediate estimate B t l (here, it is not necessarily to be PSD), as follows, 
We now define B t s = psd(B t s ). Then we replace A t l in (9.b) by B t l , since after the update in (9.a), B t l becomes the newest available estimate of a PSD metric matrix at node l at t-th iteration. We also replace B t l in (9.b) by B t s , which leads tō is naturally PSD, since it is the linear combination of several PSD matrixes {B t s } with nonnegative weighting coefficients {b l,s |s ∈ B l } (the stepsize 2 is usually small). Thus, the PSD-projection in (8.b) can be omitted. Besides, to further eliminate the effect of stepsize 2 on the non-negativity of weighting coefficients, we reset the weighting coefficients {b l,s } as {a l,s }, which are unrelated with 2 and satisfy the conditions s∈B l a l,s = 1, a l,s = 0 if s / ∈ B l .
VOLUME 4, 2016
So far, we have approximated the two-step iterative solution in (8) by
The above solution includes a local gradient-projection update step and a diffusion combination step, which is similar to the ''adapt-then-combine (ATC)'' solution in the diffusion LMS algorithm (though, here we consider a situation of batch processing, while in diffusion LMS, they consider a situation of online adaptive processing 
It is the final solution we consider for the diffusion-type DSSML framework in this paper. For developing DSSML algorithms with specific objective functions, it only needs to calculate the corresponding gradient term ∇f l (A).
When the above framework is applied to the SERAPH, we have g(A)
is the abbreviation for the conditional probability p A (y l |x l,i , x l,j ), y l ∈ {−1, +1}, i, j ∈ {1, . . . , N l }. Under the above setting, the gradient of local subfunction can be calculated as below,
where superscript denotes transposition and I m is an m × m identity matrix. Combining (12) with (13), we obtain the diffusion-type DITML algorithm. 
b). end for end for
For clarity, the pseudo-code of the diffusion-type DITML algorithm is summarized in Algorithm 1, where the maximum number of iterations is denoted as T .
C. ADMM-TYPE DSSML FRAMEWORK
In the next, we develop the ADMM-type DSSML framework as well as the ADMM-type DITML Algorithm 2. For the ADMM-type framework, we formulate the distributed objective function as min
where the auxiliary variables decouple the local estimates {A l } and will allow the problem to be solved in a distributed manner. Besides, the consistency constraints A l = B l,s and B l,s = A s guarantee that problems (14) and (5) (min {A} L l=1 −f l (A)) are equivalent in a connected network. A brief proof of this equivalence is available in [31] . The distributed ADMM optimization method has been developed to solve optimization problems of the similar form as (14) [30] . In particular, for convex optimization problems, the distributed ADMM can guarantee the convergence under a few assumptions. When the sub-objective function f l is not convex (for example, for the f l derived from SERAPH), the distributed ADMM serves as an efficient heuristic solution to this problem.
To solve (14), we consider the corresponding augmented Lagrangian function, given bỹ
where { l,s,1 , l,s,2 } denote Lagrange multipliers, function A, B denotes the inner product of two matrixes, which is calculated by tr(A B), and function A F denotes the matrix norm. Besides, parameter ρ > 0 is a tunable scalar. A large value of ρ leads to a large penalty on violations of the consistency constraints, resulting in a high consistency across estimates of A at different nodes. Moreover, the value of ρ also controls the convergence properties of the resulting iterative algorithm. Given the augmented Lagrangian function (15), we minimize it cyclically over one set of variables,{A l }/{B l,s } at a time with the other set of variables fixed, then followed by a gradient ascent step over the multipliers { l,s,1 , l,s,2 }. The resulting iterative algorithm is given by, ∀l ∈ L, ∀s ∈ B l ,
The optimization problem (16.a) can be solved by the gradient projection method similar to that used in the diffusion-type DSSML framework. Taking the gradient of the right-hand side of (16.a) with respect to A l , we have
Thus, the iterative solution to the problem (16.a) is given by
where > 0 is the step-size, and τ denotes the iteration index. Note that this small iteration loop, indexed by τ , is within a bigger iteration loop indexed by t. In practical terms, for each t, at the beginning of the small iteration loop, we initialize A t l (0) = A t l , while at the end of the small iteration loop, we set the last A t l (τ ) as the value of A t+1 l . Usually, the maximum iteration number T 2 of the small loop does not have to be large. As we will see in the simulations, our algorithms work well with a quite small T 2 .
As for the optimization problem (16.b), by taking the gradient of the right-hand side of (16.b) with respect to B l,s and setting the resulting gradient to zero, we obtain the closedform solution, as below,
Let all the Lagrange multipliers { 0 l,s,1 , 0 l,s,2 } be zeroinitialized, after some simple mathematical derivation based
Algorithm 2 ADMM-Type DITML Algorithm
Input: Data X l , weak labels S l , D l and parameters µ, γ , ρ. Initialization: Initialize {A 0 l }, {B 0 l,s },∀l ∈ L, ∀s ∈ B l and initialize 0 l = 0 for each node l.
Compute ∇f l (A) via (21) 
Besides, the gradient in (17) and the closed-form solution in (19) can be easily simplified into
and
respectively. Combing the above results with the SERAPH-derived gradient of subfunction (13), we obtain the ADMM-type DITML algorithm. In the following table, we present the pseudo-code of the ADMM-type DITML algorithm, as an example for the application of the ADMM-type DSSML framework.
Remark 1: To some extent, the objective functions of diffusion-type DSSML and ADMM-type DSSML are similar. They both consist of local subfunctions f l and consistency constraints among different nodes. There are some differences in the consistency-constraint terms utilized by the two algorithms. The consistency constraints in the diffusion-type DSSML are purely quadratic and based on some node-wise intermediate estimates {B s } which are subjectively defined. In contrast, the consistency constraints in the ADMM-type DSSML are mixtures of linear and quadratic terms. They are based on some node-pair-wise intermediate estimates {B l,s }, which are inherently defined by the optimization method. For the diffusion-type DSSML, we obtain an ''ATC''-like solution under some approximations inspired by the derivations of diffusion LMS. For the ADMM-type DSSML, we obtain a solution based on the distributed ADMM optimization. In both frameworks, we solve the metric learning problem by transmitting some intermediate estimates of metric rather than original data. Note that, though in the ADMMtype DSSML, information is also diffused over the network as the case in the diffusion-type DSSML, here we use the term ''diffusion'' specifically referring to those traditional diffusion parameter-estimation algorithms, e.g. diffusion LMS [25] - [28] , diffusion RLS [24] , with solutions of the similar (''ATC''-like) form.
IV. SIMULATION RESULTS
In this section, we conduct a series of simulations to evaluate the performance of the diffusion-type DITML and the ADMM-type DITML algorithms. We compare the results of the proposed algorithms with those of the (centralized) SER-APH algorithm and the non-cooperative DITML algorithm (in which nodes do not exchange any information with other nodes). Specifically, since the performance of the (centralized) SERAPH has been verified in detail in corresponding literature [13] , here we use the final learned metric of the (centralized) SERAPH algorithms, A cen , as the benchmark, and then calculate the difference between the benchmark A cen and the learned metric A of those DITML algorithms. The evaluation index is designed as below,
where ''NDA'' is the abbreviation for ''normalized difference in A''. Since a scale transform to a distance metric A would not affect the ratios and the partial ordering relations among the resulting data-to-data distances of a specific data set, we perform the normalization here to make the index scaleinvariant. In this paper, for the distributed iterative algorithms, we use a simple distributed termination criterion that each node stops its learning process when reach a same maximum number of iteration T . We set the value of T artificially. Under our simulation settings, these algorithms can generally converge within a few hundred iterations. Besides, if needed, we can use a more complicated distributed termination criterion similar to that used in [35] to make the DITML algorithms more adaptive. In addition, for the ADMM-type DITML, we set a small value for the maximum number of small iteration loop, which is T 2 = 5. Roughly speaking, larger-valued T 2 improves the performance of the algorithm, but meanwhile increases the computation cost. In our simulations, the performances of ADMM-type DITML with the small-valued T 2 are quite satisfactory.
We consider a network composed of 20 nodes, which are randomly distributed in a region. We let each node connect to its nearest 4 nodes, and then randomly add some long-range connections with a probability of 0.1. For the diffusion-type DITML, we set the linear combination coefficients according to the Metropolis rule, that is [36] 
where n s and n l are degrees of nodes s and l, respectively. These settings are similar to those used in the literatures on distributed information theoretic learning [23] , [29] . Given a network, we define the ''network NDA'' as the average of NDAs over all the nodes of the network.
The simulations are organized as follows. In subsection IV-A, we elaborately evaluate the performances of the DITML algorithms under different parameter settings on low-dimension synthetic data. In subsection IV-B, we further study the performance of the DITMLs on several highdimension benchmark data sets.
A. PERFORMANCES ON LOW-DIMENSION SYNTHETIC DATA
In the simulations of this subsection, we perform the algorithms on three kinds of low-dimension synthetic data, including a two-moon data set, a two-circle data set and a three-class data set. In Fig.1 , we show the examples generated by the corresponding data models of the three data sets, respectively. Similar data sets have been used to study the performances of metric learning algorithms in corresponding literatures [2] , [13] . For each data set, we generate data randomly from respective data models in every simulation. These data are randomly and uniformly grouped into 20 subsets, and then separately allocated to 20 nodes. Afterwards, for each node, we generate a certain number of similar/dissimilar constraints based on the local data at individual node. Specifically, for the convenience of parameter setting, here we firstly labeled a certain number of data of different classes, and then we obtain the required similar/dissimilar constraints based on the labeled data. In practice, such a conversion procedure can be avoided when similar/dissimilar constraints are directly collected at each node. All the results shown in this part are calculated over 20 independent runs. In each run, the total numbers of data samples used for the three data sets are 1000, 1000, 1500, respectively, with 500 samples per class. Besides, the setting for the maximum number of iteration is T = 1500. Since in this part we cope with lowdimension data, we set γ = 0.
Firstly, we set µ 0 = 1, ρ = 2 and study the performance of the DITMLs. The number of labeled data per node is set to be 10, 10, 15 for the three data sets, respectively. Fig. 2 shows the learning curves of the NDA index for the distributed algorithms on different data sets. In the figure, the lines present the average estimates of metric and the shadows present the variations of estimates of metric over the whole network. As mentioned in Section II, the learned metric A can be decomposed into A = P P, where the rows of P represent axes (directions) of linear projection performed on the original data. In fig. 3 , we show the corresponding projection axes and after-projection results obtained on different data sets when the algorithms converge. From Fig. 2 and Fig. 3 , we see that under the current parameter settings, the estimates of metric obtained by the diffusion-type DITML (diff-DITML) and the admm-type DITML (admm-DITML) are both very close to that obtained by the centralized SERAPH. Generally, the admm-DITML has lower steady-state NDA than the diff-DITML when the algorithms converge. Besides, the variations of the estimates over network are both very low for the two proposed algorithms, which indicate that a good consistency is achieved among different nodes under the efficient local cooperations. In contrast, the non-cooperative DITML (noncoop-DITML) fails to learn a similar metric as that of the centralized SERAPH, and the variation of estimates over network is quite large.
Secondly, we study the performance of the DITMLs under different numbers of labeled data. Other parameters are kept the same as mentioned above. For the sake of saving pages, we only present the results obtained on the two-moon data set here. The results of the other two data sets are similar. For the two-moon data set, we let the number of labeled data per node vary from 0 to 50. We show the corresponding results of the DITMLs in Fig. 4 . In the figure, dots/squares/rings denote the means of steady-state network NDA of 20 runs, and bars denote the 10th/90th percentile values of the steadystate network NDA of 20 runs. We see that when the number of labeled data is zero, the steady-state network NDAs of the diff-DITML and admm-DITML are relatively large and their advantages over the noncoop-DITML are relatively small. The reasons are in such a case, the algorithms learn the metric totally based on the non-supervisory information and the main difference between the centralized SERAPH and the two cooperative DITMLs stems from the approximation in the unsupervised learning part. Moreover, due to our data settings (a medium data amount with random and uniform data allocation over network), local non-supervisory information of different nodes are relatively similar to each other and not significantly different from the global nonsupervisory information. So the learning performances of the cooperative DITMLs are not largely superior to that of the noncoop-DITML (compared with the semi-supervised case). In Fig. 5 , we present the corresponding projection result of the fully unsupervised case. It shows that the fully unsupervised learning tends to keep the horizontal information in the projection, which is useful for classification. Besides, the projection directions given by the centralized SERAPH are slightly different from those given by DITMLs. In comparison, when the number of labeled data is not zero, the steady-state network NDAs of diff-DITML and admm-DITML are quite low. Specifically, as the number of labeled data increases, the supervisory information increases (which reduces the difference between the centralized and distributed algorithms), while the number of unlabeled data pairs decreases (which may increase or decrease the difference brought by the approximation). As a result, the NDA does not vary monotonously with the increase of the number of labeled data. Note that, in particular, when the number of labeled data is 50, though the DITMLs work in a fully supervised manner, the corresponding centralized SERAPH still works in a semi-supervised manner (recall that ∪ l U l ⊆ U), so the corresponding NDA is not the lowest. In addition, the admm-DITML steadily outperforms the diff-DITML under the various settings. Thirdly, we study the effect of µ 0 on the performance of the DITMLs. Again, we take the two-moon data for example. The number of labeled data per node is fixed as 10, and other parameters are kept the same as mentioned above. We let the value of µ 0 varies from 0 to 30. We show the corresponding steady-state network NDAs of the DITMLs in Fig. 6 . We see that, on the whole, the steady-state network NDA increases along with the increase of µ 0 . This is because larger values VOLUME 4, 2016 FIGURE 5. The projection result obtained on the two-moon data when the number of labeled data is zero. of µ 0 put more weights on the unsupervised part, which amplifies the difference brought by the approximation in the unsupervised part. The reasons for the abnormal points around µ 0 = 10 are, when µ 0 is small, the centralized and the distributed algorithms both omit the horizontal information of the original data (see Fig. 3(a) ), and when µ 0 is large, the centralized and the distributed algorithms both tend to keep horizontal information (the case is similar as that in Fig. 5 ), however, when µ 0 is around 10, the DITMLs tend to keep horizontal information while the centralized SERAPH still omits the horizontal information. Nevertheless, for the most values of µ 0 in the studied range, the steady-state network NDAs of the diff-DITML and the admm-DITML are very low.
Finally, we study the impact of the ρ on the performance of the admm-DITML. We set µ0 = 1 and set the number of labeled data per node as 10, 10, 15 for the three data sets, respectively. The corresponding learning curves are shown in Fig. 7 . We see that as the value of ρ increases, the variation of metric estimates over network decreases (the corresponding area of shadow decrease), meanwhile, the convergence speed of the admm-DITML also roughly decreases (except for the case that ρ is too small, ρ = 0.2). Besides, within a certain range, the steady-state NDA of the admm-DITML after convergence does not change obviously with the increasing ρ. The optimal choice for the value of ρ is application-specific. Our simulations suggest that a relatively large value of ρ, but not too large, will be a good compromise between the estimation consistency and the convergence speed.
B. PERFORMANCES ON HIGH-DIMENSION BENCHMARK DATA
In the simulations of this subsection, we study the performances of the algorithms on two high-dimension benchmark data sets, including one data set (Hypothyroid) coming from the UCI Machine Learning Repository [37] and one data set (USPS) coming from the homepage of the late Sam Roweis [38] . The Hypothyroid data set consists of 22-dimension feature vectors belonging to three classes, which are, the normal (not hypothyroid), the hyperfunction and the subnormal functioning, respectively. The total number of data samples used is 1000 (160, 360, 480 for each class, respectively). Correspondingly, the total number of data pairs that we have to deal with is on the order of million.
The USPS data set contains gray-scale images of different handwritten digits with 16 × 16 pixel resolution. We first use PCA to obtain 100-dimension feature vectors, then perform the algorithms on the feature data. The total data samples used is 2000, with 500 for each of four kinds of handwritten digits, respectively. We set µ0 = 1, ρ = 0.2, γ = 1 and the number of labeled data per node is 10. Other settings are kept the same as mentioned above. The evaluations are performed by 10 independent Monte Carlo simulations and the figure shown below is the average results of these runs. Fig. 8 shows the corresponding learning curves of the NDA index. We see that the two proposed distributed DITMLs, especially the admm-DITML, obtain low NDA on both data sets (considering the high dimension of the metric matrix), indicating that the proposed distributed algorithms can still achieve similar learning results as the corresponding centralized SERAPH on high-dimension data.
V. CONCLUSION AND DISCUSSION
In this paper, we have developed two types of distributed semi-supervised metric learning frameworks, which are the diffusion-type DSSML and the ADMM-type DSSML, respectively. In the diffusion-type DSSML, we solve the distributed metric problem by a simple ''adapt-then-combine (ATC)''-like iterative solution. In the ADMM-type DSSML, we obtain the iterative solution of the distributed problem based on the distributed ADMM optimization technology. Due to the loose assumption on the objective function, our proposed frameworks can be easily used to extend centralized metric learning methods of different objective functions to distributed cases. As an example, we apply the frameworks on the SERAPH method, which is a well-behaved centralized semi-supervised information-theoretic metric learning algorithm, and obtain the diffusion-type DITML and the ADMM-type DITML algorithms. In the learning process of both algorithms, instead of transmitting the original data, we merely need to transmit some intermediate estimates. In each iteration, the communication cost of the diffusion-type DITML and the ADMM-type DITML are the same, while the computation cost of the ADMM-type DITML is a bit larger than that of the diffusion-type DITML, due to the additional small (inner) iteration loop existing in the ADMMtype DITML.
In simulations, we have studied the performances of the DITMLs under various kinds of parameter settings. Since the efficiency of the centralized SERAPH has been verified in previous study, in this paper, we focus on comparing the metric learning results obtain by the DITMLs with that of the centralized SERAPH. Simulation results show that the metrics learned by the two types of DITML algorithms are very close to that of the corresponding centralized SERAPH method in most cases. Besides, the ADMM-type DITML generally outperforms the diffusion-type DITML, at the cost of relatively more computations. In all, the simulation results verify the effectiveness of the proposed distributed semisupervised metric learning frameworks. 
