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ABSTRACT

Dynamic contrast enhanced magnetic resonance imaging (DCE-MRI) of the breast is a
widely used non-invasive approach to gather information about the underlying physiology
of breast tumors. Recent studies indicate that breast tumor heterogeneity may reflect the
presence of di↵erent levels of cellular aggressiveness or habitats within the tumor. This
heterogeneity has been correlated to the variations in the contrast enhancement patterns
within the tumor apparent on gadolinium-enhanced DCE-MRI. Although pathological and
qualitative (based on contrast enhancement patterns) studies suggest the presence of clinical and molecular predictive tumor sub-regions, this has not been fully investigated in the
quantitative domain.
The new era of cancer imaging emphasizes the use of Radiomics to provide in vivo quantitative prognostic and predictive imaging biomarkers. Thus Radiomics focuses on applying image analysis techniques to quantify tumor radiographic properties to create mineable
databases from radiological images. In this research work, the Radiomics approach was applied to develop a novel computer aided diagnosis (CAD) model for quantifying intratumor
heterogeneity not only within the tumor as a whole, but also within tumor habitats with an
intent to build predictive models in breast cancer. The process of building these predictive
models started with 2-D tumor segmentation followed by habitat extraction (based on variations in contrast patterns and geometry) and textural kinetic feature extraction to quantify
habitat heterogeneity. A new correlation based random subspace ensemble framework was
developed to evaluate the textural kinetics from the individual tumor habitats. This new

vii

CAD framework was applied to predict two clinical and prognostic factors: Axillary lymph
node (ALN) metastases and Estrogen receptor (ER) status. An AUC of more than 0.8 was
achieved for classifying breast tumors based on number of ALN involvement. The highest
AUC of 0.91 was achieved for classifying tumors with no ALN metastases from tumors with
4 or more ALN metastases. For classifying tumors based on ER status the highest AUC of
0.87 was achieved. These results were acquired by utilizing the textural kinetic features from
the tumor habitat with rapid delayed washout. The results presented in this work showed
that the heterogeneity within the tumor habitats which showed rapid contrast washout in
the delayed phase, correlated with aggressive cellular phenotypes.
This work hypothesizes that successfully quantifying these prognostic factors will prove
to be clinically significant as it can improve the diagnostic accuracy. This, in turn, will improve the breast cancer treatment paradigm by providing more tailored treatment regimens
for aggressive tumors.

viii

CHAPTER 1
INTRODUCTION

1.1

Motivation
Dynamic contrast enhanced magnetic resonance imaging (DCE-MRI) is a non-invasive

approach widely used in the analysis of breast tumors for lesion characterization, diagnosis, staging, treatment planning, and assessment of treatment response. However, there are
features within the image, not captured through visual inspection, that may hold valuable
information for patient prognosis. Since MRI interrogates the tumor repeatedly using different sequences, the images from each sequence correspond to di↵erent, but inter-related
structural and functional parameters that may be relevant to lesion assessment. Current
imaging studies generally ignore intratumor variability, and imaging biomarkers are vastly
underutilized.
Breast tumors are heterogeneous both on genetic and histopathologic levels with intratumoral spatial variation in cellularity, angiogenesis, the extravascular extracellular matrix,
and areas of necrosis [1]. Generally, heterogeneity confers a poor prognosis, in part, because
it maximizes the probability of clones that are metastatic and/or resistant to therapy [2]. In
[3], authors proposed that molecular and radiological heterogeneity within tumors is linked
by basic principles of evolution and ecology. Cancers have been viewed as ecological systems
in which molecular heterogeneity is caused by variations in local micro-environmental conditions largely governed by spatial and temporal changes in blood flow [4]. This suggests that
heterogeneity at genetic and/or cellular levels can be correlated to tissue level heterogeneity, as seen through spatial and temporal variations in contrast enhancement patterns on
1

DCE-MR imaging [5, 6, 7, 8, 9, 10, 11, 12]. Fast progressing diseases and malignancies have
been shown to be associated with highly heterogeneous enhancement patterns in DCE-MR
images [13].
In recent times, there has been an increase in the survival times for breast cancer patients.
However, the breast treatment paradigm still su↵ers from lack of personalized treatments and
the necessarily subjective placement of biopsies. There is currently no cure for metastatic
breast cancer. Approximately 6-10% of breast cancers are initially diagnosed as metastatic
or stage IV, and 20-30% of all breast cancers will eventually become metastatic. These
statistics demonstrate a crucial window in time for intervention between the diagnosis of
breast cancer and the development of metastatic disease. Following diagnosis, the median
survival is three years. Prevention of metastatic breast cancer and treatment for cure prior
to the development of metastases is the key factor in eliminating breast cancer mortality.
This necessitates the use of di↵erential treatment regimens to combat aggressive tumors
that have the ability to spread to distant sites outside of the breast, more aggressively than
indolent tumors. A targeted treatment paradigm could help avoid some of the morbidity
associated with surgery, radiation and chemotherapy. Hence, it is important to di↵erentiate aggressive tumors with the propensity to metastasize from indolent tumors, at an early
stage. To develop personalized or targeted treatments it is important to classify breast tumors based on prognosis which necessitates the successful quantification of prognostic factors
like lymph node metastases, hormone receptor status, Ki67 status etc. It is also extremely
vital to quantify the intratumor heterogeneity in order to successfully represent the tumor
microenvironment, its biology and predict its clinical outcome.
The work presented here is based on this motivation and details of the specific contributions are given in the subsequent sections.
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1.2

Contributions
This work is based on the hypothesis that the underlying cellular and molecular dynamics

will be di↵erent in each tumor habitat [3] and that clinical outcomes may be disproportionally a↵ected by the most aggressive phenotypes within the cancer rather than the average
intratumoral phenotype. In this research, the tumor was examined as a coalition of di↵erent
habitats. The characteristics of each habitat were identified through it’s heterogeneity and
its relative contribution to the clinical behavior of the entire breast cancer was quantitatively
analysed.
A novel computer aided diagnosis (CAD) system is presented in this research to demonstrate that quantitative image analysis techniques can aid in the identification of aggressive
breast tumor habitats. It is also shown that the extraction of quantitative imaging features
from these habitats can serve as key parameters to improve the present breast treatment
paradigm which can eventually be a step towards personalized medicine. This work can be
divided into three significant areas of contribution. Contributions one and two are centered
around algorithm development based on image analysis and data mining techniques. While
the third contribution involves applying the new suite of techniques for the development of
prediction models to classify two clinical and prognostic features of breast cancer tumors.
• Quantifying intratumor heterogeneity: Exploring and extracting di↵erent tumor habitats form the focal point of this dissertation. This is the first work in quantitative image
analysis of breast cancer which examined the presence of di↵ering tumor habitats defined by (i) variations in initial and delayed contrast enhancement patterns within the
tumor as seen on DCE-MRI, and (ii) tumor geometry: periphery and core.
The heterogeneity within each habitat was quantified by extracting textural kinetic
features. Though textural kinetic features are widely used, the novelty of this work is
that instead of extracting these features from the whole tumor, they were extracted

3

from individual tumor habitats. Further, local binary patterns were utilized for the
first time in this work, as textural kinetic features for breast image analysis.
• Ensemble framework: A new feature selector and an ensemble classifier based on a
modified version of the random subspace method [14] was developed. A fusion of
feature selection concepts: ranking based, correlation based and random subspaces, was
used to develop a concordance correlation coefficient based random subspace method
(CCC RSM) feature selector. This feature selector formed random feature subsets
with uncorrelated yet relevant features while the ensemble classification was achieved
by training the base classifier with these feature subsets. A comparison of the new
feature selector with two other standard feature selectors: Wrapper based and filter
based, showed that the new feature selector achieved improved accuracy.
• Applying the new framework: Though there is some prior work on utilizing intratumor heterogeneity [15], [16], [16, 17, 18], [19], [20], most work focused on malignant
vs benign tumor classification and no one provided a comprehensive study of di↵erent
tumor habitats. This was overcome in the current work in which a systematic study of
di↵erent contrast and geometry based habitats was provided by correlating their heterogeneity to two important clinical and prognostic factors: number of axillary lymph
node (ALN) metastases and Estrogen receptor (ER) status.
The first classification was based on the number of Axillary Lymph Nodes (ALN) involvement in breast cancer. The lymph nodes under the arm are known as axillary
lymph nodes (ALNs) whose involvement in breast cancer is one of the most important prognostic factors and are the first sites of metastasis. Previous studies based on
quantitative image analysis of breast DCE-MRI, focused on classifying positive ALN
involvement from negative ALN involvement. However, it has been shown that the
absolute number of involved ALNs is also of prognostic importance; patients with 4
or more ALNs have a worse prognosis than those with less than 4 ALNs. Thus the
4

algorithm proposed here was applied on four binary class classification problems based
on the number of ALNs associated with breast tumors: (i)
1-3 vs

4; and (iv)

1 vs 0 (ii) 1-3 vs 0 (iii)

4 vs 0.

The second classification was based on Estrogen Receptor (ER) status of breast tumors. ER status is a well recognized predictive and prognostic molecular characteristic
of breast cancer cells and its early detection could markedly improve breast cancer
treatment. ER receptor negative tumors are often more resistant to therapy and in
general, tend to have a poorer prognosis. Hence the framework was also applied to
categorize breast tumors based on estrogen receptor status.
The most significant finding in this dissertation through the above two applications
was that the heterogeneity within the tumor habitat with rapid gadolinium washout
correlates disproportionately with ER status and nodal metastasis.
1.3

Dissertation Overview
The dissertation is divided into five chapters. In the second Chapter the basics behind

DCE-MRI, di↵erent prognostic factors in breast cancer and di↵erent quantitative DCE-MRI
analysis techniques are discussed. In the third Chapter, a review of the related research
is presented. The review discusses some of the representative works in the field of breast
cancer analysis focusing mainly on segmentation, feature extraction, feature selection and
classification. In Chapter four, the design of the developed CAD framework is explained
in detail. It includes the algorithms utilized for tumor segmentation, extraction of tumor
habitats, generation of kinetic maps, extraction of textural kinetic features, the new feature
selection method and the classifiers used to evaluate the textural kinetic features. In Chapter
five the results for both the applications are given, followed by the discussion based on the
results. Finally, the conclusions are presented in Chapter six.
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CHAPTER 2
BACKGROUND

This chapter gives an overview of the fundamentals behind dynamic contrast enhanced
magnetic resonance imaging (DCE-MRI), di↵erent prognostic and predictive factors of breast
cancer, and various methods for quantitative analysis of DCE-MRI.
2.1

DCE-MRI Basics
Angiogenesis is the process via which blood vessels sprout from pre existing ones and neo-

vascularization indicates the growth of new functional blood vessels [21]. The newly formed
microvessels are structurally and functionally abnormal, i.e they are fragmented and provide
a fragile and leaky vascular network. These abnormal and rapidly forming vascular networks
or microvessels increase the blood, oxygen and nutrient delivery on which the breast tumors
thrive [22]. Therefore, both angiogenesis and neovascularization play a huge role in the development of breast cancers, both local and distant metastasis. The distance of the tumor
cells from the microvessels governs the microenvironment within the tumor which in turn
correlates to tumor biology and response to therapy. Analysis of angiogenesis of malignant
tumors which is extremely vital, has become the focal point of breast treatment paradigm
through the use of Dynamic contrast enhanced magnetic resonance imaging (DCE-MRI)
[23].
DCE-MRI is a non-invasive platform widely used in breast cancer analysis for lesion characterization, diagnosis, staging, treatment planning, and assessment of treatment response
[24][25]. DCE-MRI is based on the interaction of large magnetic fields (1.5 Tesla is com-
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monly used) with the protons of the hydrogen nuclei in the water and lipid molecules of the
tissues. According to the principle of magnetism, protons in the patients body, partially
align themselves along the main magnetic line when placed within a large magnetic field. A
radio-frequency pulse at Larmour frequency is then applied on the aligned protons to disrupt
their alignment. The unaligned protons relax to return back to their alignment, and during
this relaxation time the spinning protons generate a radiofrequency electromagnetic signal
which is then detected and amplified by the receiver coil of the MRI system. This relaxation
time depends on the microenvironment of the tissues as well as the behavior of the molecules
within this microenvironment and hence it varies with di↵erent tissue types. This variance
in relaxation rate allows the image to be formed.
Contrast Enhancement of breast tumors is an important concept and refers to the process during which suspected lesions are exposed on a breast DCE-MR image due to their
increased vascularity [26]. Repetition time (between radiofrequency samples) and echo time
(sampling time of the signal ) are two important factors which govern the di↵erences in contrast enhancement among di↵erent tissues. By varying these two parameters images can be
“weighted” and the two main types are T1 weighted and T2 weighted images. T2 weighted
images exhibit potent contrast in high water-containing lesions, and are useful to image small
cysts, inflammation or neoplastic tissue [27]. However, the most frequently used sequence
in breast DCE-MRI is T1-weighted dynamic contrast enhanced imaging. In this weighted
technique the images are first acquired before the contrast is injected which are known as
pre-contrast images. These initial images are useful for calculating the baseline tissue T1
values. Next, after the contrast is injected, images are dynamically acquired as frequently as
possible for the next 5-7 minutes and these are known as post contrast images [28]. Figure
2.1 shows an example of pre and post contrast images.
There are mainly three types of contrast agents used in DCE-MRI: low-molecular-weight
agents which rapidly di↵use into the extra cellular fluid area, large molecular agents which
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have a prolonged intravascular retention, and agents that tend to collect at tumor locations
with higher angiogenesis [29]. In DCE-MRI the pharmokinetics of low-molecular-weight
agents (like gadolinium based) are most commonly utilized for assessing microvascular structure and behavior of a malignant tumor.
In T1 weighted imaging the contrast agent, say gadolinium, enters through the tumor
arterioles and passes from the intravascular compartment into the extra cellular space and
then di↵uses out via tumor veins. The gadolinium molecules are paramagnetic and increase
the relaxation time, which increases the magnetization and hence the signal intensity. The
flow of the contrast agent within the tumor as well as the degree of contrast enhancement is
sensitive to blood flow, oxygen delivery, metabolism, microvessel density, diameter and permeability. Hence, contrast enhancement patterns apparent on DCE-MRI provide valuable
information about the tumor microenvironment. A comparison of pre and post contrast images helps in localization of the tumor ( Figure 2.1) and aids in understanding the anatomical
structure of the tumor.
Some of the factors that a↵ect the quality of DCE-MRI acquisition are image orientation, fat suppression and temporal resolution. Axial and coronal orientations are mostly used
for bilateral breast DCE-MRI, but have their own sets of pros and cons. Fat suppression is
a problem mainly found in T1-weighted images where the fat tissues also appear enhanced
similar to contrast enhancement due to vascular tissues. High fat density can obscure areas
of actual contrast enhancement thus hindering the discrimination of an actual lesion from
breast background which contains varying amounts of fat. Hence, it is vital to suppress the
fat signal to eliminate the false enhancement and for accurate identification of the lesion.
Since rapid peak enhancement and washout is observed in malignant tumors, it becomes
necessary to have high temporal resolution which will allow maximum information to be
captured before the intensity gets washed out of the tumor.

8

a

d

c

b

e

f

Figure 2.1: Example of DCE-MRI at di↵erent time points and tumor localization. After the
contrast is injected, the post contrast images are acquired at a fixed time interval, in this
example the time interval is 90 seconds. (a) Pre contrast image (0 seconds) (b) First post
contrast image (90 seconds). It can be seen from the 1st post-contrast (image b) image the
vascularity within the tumor increases the contrast uptake within the tumor compared to the
surrounding healthy tissues. (c) Second post contrast image (180 seconds) (d) Third post
contrast image (270 seconds) (e) Last post contrast image (360 seconds) (f) Pre contrast
image subtracted from first or second post contrast image. Subtracted image allows for easy
tumor localization

2.2

Prognostic and Predictive Factors in Breast Cancer
The contrast enhancement patterns in DCE-MRI have been widely used to discriminate

malignant from benign tumors successfully, yet this is not enough. Today’s breast treatment
paradigm still lacks the use of personalized and targeted treatment strategies. As a result
indolent tumors are treated the same way as aggressive tumors which have the propensity
to metastasize.

9

These aggressive treatments like radiation, chemotherapy and surgery often negatively
impact a patient’s life. Di↵erential and targeted treatments can spare patients from the
unnecessary morbidity associated with these toxic treatments and expensive therapies.
Prognosis helps with targeted therapies i.e it can allow for the identification of the patient
subgroups who have the most chance of recurrence or developing distant metastasis [30]. A
prognostic factor is a measurement which describes the tumor biology or nature and is
subsequently associated with clinical outcome of the tumor at the time of diagnosis before
the application of a particular therapy. Quantification of prognostic factors is crucial for
designing a targeted breast treatment paradigm [31]. A clinically applicable prognostic
factor should satisfy two main criteria (i) can be reproducibly measured (ii) is able to provide
independent information [32]. A predictive factor of the tumor, on the other hand, correlates
to its response to therapy. Measurement of a tumors predictive factor can aid in assessing
the di↵erential response or benefit from a particular therapy [33]. Some of the important
prognostic and predictive factors in breast cancer are listed below.
• Tumor stage: Tumor stage (0, I, II, III and IV) is the most common way to define a
breast tumor. Tumor stage is generally based on tumor size, number of lymph nodes
with cancer and metastasis. Lower the stage ( 0, I and II ) better the prognosis.
• Tumor size: Tumor size is the measurement of the tumor in the largest dimension
used for tumor staging [33]. Tumor size is a more indicative prognostic factor for
patients without lymph node metastasis. In [34] it was found that 20-year recurrencefree survival was associated with 88% of the tumors with tumor size  1cm and 59%
for tumors between 3.1 to 5 cm. Additionally larger tumor size has lower prognosis
and an increased tendency to metastasize faster.
• Tumor grade: Tumor grade (I, II and III) is a kind of stratification based on the
degree of di↵erentiation of the tumor tissue i.e. how similar tumor cells are to normal
cells. Poorer the di↵erentiation within the tumor tissue, higher the grade and in turn
10

lower the prognosis. Investigations have shown that the 5-year overall survival rates
for Grade 1 is around 86%; for Grade 2 it is 70% and for Grade 3 it is 57%. A higher
tumor grade is associated with 4 or more lymph nodes, ER negative, tumor size more
than 2 cm and invasive ductal tumor type [35].
• Tumor invasiveness: In non invasive cancers (carcinoma in situ), the cancer cells are
confined within the milk ducts or lobules in the breast. In invasive cancers, the cells
invade into normal and healthy tissues. Tumor invasiveness is an important prognostic
marker as it influences the tumor response to a particular treatment. The important
types of invasive cancers are Ductal Carcinoma in Situ (DCIS) (recurrence rate  30%),
Lobular Carcinoma in Situ (LCIS) and Invasive Ductal carcinomas (IDC) which have
the worst prognosis [36].
• Lymph nodes: Lymph nodes (LNs) are small clusters of immune cells which are filters
for the lymphatic systems. The lymph nodes under the arm are known as axillary
lymph nodes whose involvement in breast cancer is one of the most important prognostic factors [34]. Axillary nodes are the first sites of metastasis so if cancer is found
in these nodes then it indicates that cancer may have spread to other parts of the body.
Studies have shown that breast tumors associated with LNs have a poorer prognosis
than breast tumors with no lymph node involvement [36]. It has been shown that only
20% to 30% of patients with no lymph node involvement develop recurrence within 10
years, while this number rises to 70% of patients with axillary lymph node involvement
[32]. The absolute number of involved nodes is also of prognostic importance; patients
with 4 or more involved nodes have a worse prognosis than those with fewer than 4
involved nodes.
• Hormone receptor status: Hormone receptors like estrogen receptor and progesterone
receptor, are intracellular polypeptides that bind to hormone signals, estrogen and
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progesterone respectively, transfer them into the nucleus, where they induce specific
gene expressions that in turn encourage the cells to grow. For example, in estrogen
receptor positive breast cancer, there are a significant number of estrogen receptors
in the cancer cells and their growth can be promoted through the hormone estrogen.
ER status is currently the best predictor of response to endocrine therapy and may
be useful in predicting response to adjuvant chemotherapy. Patients with estrogen
receptor positive tumors, who undergo endocrine therapy, have a substantially better
prognosis as a group than those with ER negative tumors [37]. However, ER positive
tumors in general respond less favorably to chemotherapy than ER negative tumors
[38].
• Ki67: Ki67 is an antigen which measures cell proliferation rate. Proliferation rate
describes the rate of growth of cells which in turn indicates the aggressiveness of the
tumor and if the tumor has a propensity to metastasize. High Ki67 is correlated to
poor prognosis in terms of overall survival and disease free survival [39]. Ki67 is also a
predictor for recurrence in DCIS. A lower Ki67 value shows that the cancer is growing
more slowly and indicates better prognosis.
The use of Ki67 as a predictive and prognostic factor has been widely studied in the
literature and some studies have shown that ki67 might be helpful to identify the target
group of patients who might benefit from specific treatments like chemotherapy and
endocrine therapy in di↵erent cancer subtypes. Yet its usefulness is limited due to
inconsistent cut o↵ scores for Ki67 (high and low) and di↵erences in its assessment in
various studies, which makes it irreproducible as a reliable independent prognostic and
predictive factor in large cohorts.
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2.3

Analysis of DCE-MRI
As discussed previously DCE-MRI holds valuable information about breast tumors which

has been shown to be extremely useful in detecting and diagnosing breast tumors. Harnessing
this information is a crucial task and can be done in di↵erent ways. The simplest approach is
manual visual inspection in which an experienced radiologist inspects the DCE-MR images
and uses their subjective conjecture to make an assessment about the contrast enhancement
patterns within the tumor. The radiologists look at the variations in the contrast enhancements of the tumor on the pre and post contrast images to detect the tumor and identify it
as malignant or benign [40].
This qualitative assessment leads to subjective bias and lack of quantitative metrics.
For reproducibility and to overcome the inter-observer bias it is important to use quantitative methods to extract information from DCE-MRI. Some of the most straightforward
approaches are to study the shape of the signal-intensity-time curve and use the initial area
under the enhancement curve [41] after contrast injection for model free assessment.
The signal intensity time curve demonstrates the pixel wise enhancement of a single tumor pixel at various time points. Kuhl et al [42] showed that the shape of the contrast
enhancement curve can be useful for di↵erential diagnosis of malignant lesions. Their investigation showed that the shape of the curve can be broadly divided into type I, persistent
contrast enhancement; type II, plateau contrast enhancement; or type III, washout contrast
enhancement. Their study showed a strong association between type III and malignant
breast tumors.
DCE-MRI reflects blood flow, vascular volume, extravascular volume, and vessel permeability. Pharmacokinetic modelling is an analysis technique that is used to quantify these
tumor features [43],[44]. It is based on the prior information on the concentrations of blood
and tissue contrast agent. In compartmental modeling, blood plasma and abnormal extravascular extracellular space (EES) are considered as two individual functional compartments
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and intracellular space as a non functional compartment. These models use rate constants
to describe the physiological processes like transfer of a contrast agent from the plasma
compartment to the tissue extra-cellular extra-vascular space, thus they describe the flow
and capillary endothelial permeability [45]. Tofts [46] compartmental modeling is one of
the most common modeling methods. Tofts proposed a one-compartment, a two parameter model and two-compartment three parameter model. However in the two compartment
modeling the rates of contrast uptake and washout are required to be similar which makes
this model limited in diagnostic applications [47]. Brix two compartmental modeling is another prevalent technique and has claimed to have slightly better fitting. Tofts and Brix
proposed standardized terms to describe the pharmokinetic characteristics which are now
widely accepted and used [46]. Some of these are Ktrans: describes the transfer constant of
contrast from the plasma to the tissue extravascular extracellular space, vp: plasma volume
fraction, ve: fractional volume of the tissue extra-cellular extra-vascular space, kep: rate
constant between the plasma and the extra-cellular extra-vascular space. Pharmokinetic
models are physiologically more informative which reveal the tissue characteristics and are
not dependent on variation in image acquisition protocols and equipments [45].
In spite of these advantages, compartmental analysis (especially models with three or
more compartments) is difficult to automate since it is based on prior knowledge about
tumor physiology, generally ignores delay and dispersion e↵ects and requires a high signalto-noise ratio. These may lead to fitting errors, ambiguity in interpretation and subsequent
diagnostic errors. To overcome these problems heuristic approaches are utilized which are
based on fitting an empirical function [48].
Instead of making assumptions on tumor microanatomy, heuristic approaches are based
on describing the characteristics of contrast enhancement of the tumor [49]. Di↵erent mathematical equations are used to describe the signal-intensity-time curve for example gamma
functions [50], logistic equations [48], empirical mathematical modeling [50] etc. These math-
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ematical models have been widely used for classifying malignant from benign breast tumors.
Though non linear equations can fit well for di↵erent types of signal intensity curves, its
efficiency is sensitive to parameter initialization.
Some of the main heuristic parameters that have been shown to have diagnostic value
are: (1) baseline signal intensity (intensity at pre contrast), (2) rate of enhancement, (3)
time to peak enhancement, (4) peak enhancement, and (5) terminal slope or enhancement
index (ratio of pre contrast and post contrast intensity). But these parameters from heuristic
models are dependent on timing and speed of contrast agent injection which may lead to
inaccuracies.
Signal intensity time curve, pharmokinetic modeling and heuristic approach (curve fitting) can be applied either on the whole tumor or a region of interest [51] within the tumor
(selected subjectively). For example most of the time a representative signal intensity time
curve is chosen from the whole tumor which is assumed to represent the true tumor characteristics. This selection is either done subjectively (manual selection) or based on choosing
the curve with maximum peak intensity or can be based on other pharmokinetic parameters.
However, doing this would indicate ignoring the intratumor heterogeneity and averaging the
parameters over the whole tumor which will in turn lead to loss of information. To capture
maximum information from the intratumor heterogeneity and to remove the bias, pixel wise
analysis becomes an obvious choice. People have used single post-contrast frames and pixel
wise compartmental modelling [52] to quantify the heterogeneity. The three time point methods (3TP) [53] have been used by many previous studies to quantify tumor heterogeneity.
In 3TP method color coding is used on each tumor pixel to describe the shape of the signal
intensity time curve for a particular pixel. Generally three colors are used to represent the
3 shapes (Type I, II and III) of the curve. However, this limitation of using only 3 shapes
may not be accurate. To overcome this, 3TP methods are being replaced by the use kinetic
maps and textural kinetic features [54] which represent the tumor heterogeneity in a much

15

Rapid
uptake

Persistent
(Type I benign)

Data point

Plateau
(Type II malignant)

Fitted logistic
curve

Rapid Washout
(Type III malignant)
Slow
uptake

(a) Signal intensity time curve

Vascular space
(Blood Plasma)
Function Cp(t)

Ktrans

(b) Heuristic approach using logistic equation

Extra-vascular Extracellular space (EES)
Ct(t)

kep

(c) Simple pharmokinetic model

(d) 3 time point method

(e) Kinetic map for initial
enhancement

Figure 2.2: Di↵erent techniques for quantitative DCE-MRI analysis of breast tumors.
better way. They will be explained in details in the subsequent chapters. Figure 2.2 shows
the di↵erent quantitative analysis methods which are discussed above.
2.4

Summary
Analysis of angiogenesis, by which tumors grow, has become the focal point of the breast

treatment paradigm through the use of non invasive dynamic contrast enhanced magnetic
resonance imaging (DCE-MRI). DCE-MRI is based on injecting contrast agent, which is
paramagnetic, into the patient body. The flow of the contrast agent within the tumor as
well as the degree of the contrast enhancement is sensitive to blood flow, oxygen delivery,
metabolism, microvessel density, diameter and permeability. Hence contrast enhancement
patterns apparent on DCE-MRI provides valuable information about the tumor microenvi16

ronment. Though a simple approach to DCE-MRI analysis is manual visual inspection; it is
tedious, limited in its use, prone to subjectivity and hence is nonrepeatable. Di↵erent quantitative analysis methods have been developed and are successfully used in today’s breast
treatment paradigm. Some of the most prevalent techniques are: (i) signal intensity time
curve shape analysis, (ii) compartmental modelling which is based on the prior information
of blood tissue contrast agent concentrations, (iii) heuristic approaches which use mathematical models to fit the measured data like base intensity, time to peak, maximum slope etc,
to signal intensity time curve, and (iv) kinetic map analysis which is based on quantifying
the contrast pattern for each tumor voxel. These analysis can be either done on the whole
tumor or a region of tumor. In order to develop a personalized breast treatment paradigm it
is important to use these quantitative methods to measure some of the important prognostic
and predictive factors in breast cancer like tumor invasiveness, tumor stage, lymph node
metastases, hormone receptor status, ki-67 etc.
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CHAPTER 3
LITERATURE SURVEY

A typical breast tumor computer aided diagnosis (CAD) consists of three main steps: (i)
Tumor segmentation to separate tumor region (the region of interest) from the neighboring
healthy tissues; (ii) Feature extraction which utilizes di↵erent mathematical techniques to
harness meaningful information from the segmented tumor region; (iii) Feature selection to
reduce the feature dimensionality and select the most discriminative features and finally the
application of di↵erent machine learning schemes for predefined classification or prediction
tasks. In this section we review the most representative works in this field.
3.1

Segmentation
Tumor segmentation is the first vital step in computer aided diagnosis of breast MRI. The

efficiency and reliability of the features extracted from the tumor depends on the accuracy
of the tumor segmentation. For example to extract margin features it is crucial that the
lesion boundary is detected correctly else the computed features may not reflect the true tumor characteristics. Most of the time tumor segmentation and delineation is done manually
where the radiologist outlines the tumor border. But manual segmentation of a tumor on
di↵erent slices and time series is tedious, subject to intra and inter observer variability and
may su↵er from partial volume e↵ects [55]. Hence a semi or fully automatic segmentation
is required to provide efficient, objective and repeatable results [56][57] and have shown to
achieve better diagnostic information [58].
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In [59] authors used Otsu thresholding on a parametric map of the breast to generate the
breast mask, followed by the morphological fill hole operation and erosion. The parametric map was generated by computing the sum of intensity di↵erences calculated pixel wise.
The tumor pixels within the breast mask were extracted using time to peak and maximum
normalized time-intensity curve. They evaluated the algorithm on 10 breast lesions. In [60]
Gaussian mixture modeling was used as an initialization step for a marker-controlled watershed transform to segment 13 breast tumors in 3D.
K means clustering has been widely used for image segmentation problems, and has recently found a place in breast MRI segmentation. It is based on initializing k class centroids
(pixels within the image) and then assigning image pixels to the classes based on minimizing
the sum of squares of distances between the image pixel and the class centroid, often known
as the objective function. During this process k centroids are iteratively changed until no further minimization of the objective function is possible. In [61] authors proposed an adaptive
strategy for the k means algorithm to segment breast lesions. They first initialized k = 10
clusters and then adaptively re-initialized the centroids through feature based calculation,
feature based evaluation and object selection. They used brightness and circularity of the
lesions as features for clustering. The brightness feature was used to generate the cluster
centroids and circularity was used to evaluate a particular iteration. To evaluate the segmentation from a particular iteration they utilized a goodness function which depended on
the average circularity of the objects (higher the circularity better the segmentation). They
evaluated the accuracy of the segmentation results using manual segmentation and compared
to that achieved with standard k means using area overlap, three texture features and three
shape based features. They achieved an accuracy of 89.47 % as compared to 69.19% using
standard k means on 3 breast MRIs. In [62] Fuzzy c means clustering was used to segment
volumetric breast lesions. Unlike k means clustering FCM assigns a fuzzy membership to
each image voxel, which is continuous valued and hence provides a soft membership. By
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changing the threshold the voxels can be assigned to a particular cluster. In [62] first a
ROI was manually selected by the user. The n postcontrast images were normalized by
dividing the intensity of each voxel in each of the post contrast images by the intensity of
the corresponding voxel in the pre contrast image. FCM clustering was then applied with a
predefined threshold to segment the voxels into a tumor and non tumor region. It was then
followed by the connected component analysis and hole filling operation to generate the final
tumor mask. When compared against manual segmentation for 121 lesions the algorithm
produced 97% accuracy.
Authors in [63] proposed three robust versions of the kernel based FCM (KFCM) with
spatial information algorithm based on tolerance, a penalty term and entropy. On comparing against other FCM algorithms they showed that entropy based KFCM achieved better
results and was more robust to noise when tested on breast DCE-MRI. In [64] the authors
extracted features from the signal intensity time curve for each voxel and then modelled
the dynamics of the voxel as a linear dynamic system. They then used FCM clustering
to group the voxels with the same dynamics, and pixels exhibiting aggressive dynamics i.e
rapid uptake and rapid washout were labeled as tumor voxels. Their algorithm achieved
high sensitivity on 24 IDC lesions when evaluated with manual segmentation. In [65], an
adaptive region growing method based on homogeneity, was used as an initialization step
for pixel-wise fuzzy connectedness computation. The main disadvantages of fuzzy clustering
technique are its need for a large amount of time to converge, need to select the threshold
for FCM memberships and its sensitivity to noise and outliers in the data.
Markhov Random Fields (MRF) have also been popularly used in MR image segmentation. MRF considers the image as a graph with pixels or groups of pixels as nodes. Each
node value is defined by a set of hidden variables and a joint probabilistic model is built
over the node values and their hidden variables. The hidden variables are grouped based
on some statistical dependencies which are represented as edges. The advantage of using
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MRF for segmentation is that it encodes spatial information through contextual constraints
of the neighboring pixels and provides associations only between neighboring pixels. In [66]
MRF was used for segmenting and registering 15 breast DCE-MRI. They first used FCM
to segment the breast into fat and non-fat regions. Next, they used MRF with spatial information to segment the non fat region into normal, benign and malignant classes. They
used a feature vector based on the characteristics of signal intensity time curve for each
pixel computed from pharmokinetic modelling. They used the segmentation information to
simultaneously register the images and then re-segment. Authors in [67] used FCM for initial
segmentation based on texture and then used Hidden MRF with expectation maximization
for parameter initialization, to encode the spatial information of the image. Since they did
not compare it to previous methods it is difficult to determine if hidden MRF improved the
segmentation. In [58] the authors proposed to use multi channel MRF to segment 60 breast
tumors and their method exhibited better results (a high AUC of 0.97) than FCM based
segmentation methods and normalized cuts. The authors generated kinetic maps based on
pixel wise kinetic features (relative enhancements for each post contrast image, wash in slope,
washout slope). They applied multichannel MRFs on superpixels of only two maps: relative
enhancement for first post contrast image and wash out slope as they had the least conditional mutual information. A statistical learning algorithm for tumor segmentation using
a Hidden Markhov Model was used in [68] to segment 41 breast tumors. They used signal
time intensity curves, their first derivative (velocity) and second derivative (acceleration) to
segment the tumor voxels. Their results showed that velocity provided the best information
for segmentation.
Independent component analysis (ICA) is an algorithm to separate a multi-variate signal into linearly mixed sources or independent components. The independent components
are supposed to be mutually statistically independent with zero mean. Breast tumors are
heterogeneous which exhibit di↵erent contrast enhancement patterns. Since these patterns
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can be considered to have originated from spatially independent sources or habitats so ICA
has been used for MR image segmentation. During segmentation of DCE-MR images using
ICA the dynamic series of images are separated into independent component maps which is
based on the spatio-temporal features of the tumor. In [69] authors applied ICA to segment
6 breast tumors. They extracted 6 independent components and generated independent
component maps from 60 subtracted images (pre contrast image subtracted from each of
the 60 post-contrast images). They found that the IC map associated with rapid initial uptake and plateau washout was associated with lesion voxels. Spectral embedding (non linear
dimensionality reduction) based active contour method for segmenting breast lesions was
proposed by [70] and showed to be better than FCM segmentation. Authors proposed for
the first time to use Fisher discriminant analysis and support vector machines together for
tumor segmentation in [71]. Active contour models are popular segmentation tools and few
have used them for MR image segmentation. Active Contours or snakes are curves defined
within an image domain which deform until they reach the boundaries corresponding to the
objects of interest. In [72], authors showed the application of a gradient vector flow snake
segmentation method on 52 breast lesions and achieved an accuracy of 97% in segmenting
malignant lesion boundaries. In [73] the breast lesions were segmented using graph cut based
segmentation.
In [74], [75] authors present a fully automatic segmentation method. They first detect
the breast location using Otsu segmentation, connected component analysis and morphological operations. In this way they remove the breast and extra blood vessels region. Then
they segmented the breast using atlas based segmentation. They used three atlases for
small, medium and large breasts and by detecting the maximum and minimum points on
the breast, they estimated the size of breast under consideration and applied the appropriate
atlas. This was followed by image registration and lesion detection. For lesion detection they
subtracted the pre contrast image from the first post contrast image and then normalized
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Table 3.1: Summary of di↵erent segmentation techniques
Segmentation algo- Characteristics
rithms
Otsu thresholding
recursively finds the optimal threshold
to minimize within class variance and
maximize between class variance
K means clustering uses hard memberships to assign pixels
to di↵erent classes
Fuzzy C means uses soft memberships to assign pixels
clustering
to di↵erent classes
Markhov Random considers image as a graph
Fields (MRF)
Active Contours
deforms an initialized curve till it fits
the ROI

References
[74],[75],
[59]
[61]
[62], [64],
[63]
[66], [58]
[70], [72]

the pixels using contrast enhancement of the mammary vessels (in order adjust for di↵erent
equipment and acquisition modes). The ROIs were then extracted using a global threshold
and connected component analysis. For false positive reduction they used a predefined volume threshold to discard regions below a certain threshold. They also used kinetic curves
for FP reduction. They showed through kinetic curve analysis that noise artifacts had high
signal variation and vessels generally tend to have a decreased mean intensity from the first
to the second time frame. They used their system on 65 breast lesions and they achieved a
sensitivity of 98%. Table 3.1 summarizes the most popular segmentation techniques.
3.2

Feature Extraction
In an image analysis problem, an image or object of interest is defined or described by

a set of mathematical descriptors, popularly known as image features. Features describe
the image in terms of its shape, morphology, texture etc. In CAD, feature extraction often
precedes the classification step and hence it is a crucial step towards building successful predictive models for an improved cancer treatment paradigm. Generally a good feature is that
which is distinct (able to capture key characteristics of the object/image) yet general enough
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to be repeatable or account for object diversity and image variability such as rotation, scale,
noise, blur etc. In quantitative analysis of MR images the ultimate aim is to extract features
which can be correlated to the tumor biology and at the same time successfully characterize
the tumor as well as discriminate tumors of one class from another.
The description of the significant features in MR image analysis, is generally inspired
from the visual attributes that stand out to the radiologists. In a traditional clinical setting,
manual visual evaluation of tumor morphology and enhancement, is utilized for making diagnostic decisions. Malignant lesions are generally characterized by spiculation, rapid wash
out, heterogeneous texture and rim enhancement. Whereas benign lesions are characterized
by smooth margins, rounder shape, homogeneous texture, and persistent wash out. But
these characteristics are not always easy to distinguish visually, as often there is an overlap between the two classes of tumor. Further, visual inspection becomes very difficult or
impossible when the classification task becomes more complex like classifying estrogen receptor negative tumors from positive receptor tumors, or classifying malignant lesions with
no lymph nodes from those with lymph nodes, etc. For example rim enhancement with centrifugal progression in delayed post contrast is generally associated with ER negative tumors
whereas centripetal progression is associated with ER positive tumors. But, many times this
di↵erence in the contrast enhancement patterns between the two ER subtypes is not clearly
evident visually which may lead to discrepancies in classification. Figure 3.1 shows examples
of such complex cases which are hard to distinguish visually even for experts. Hence the
main goal of quantitative feature extraction is to aid in such complex situations where visual
inspection fails and most importantly provide quantitative metrics [76] in order to remove
the inter and intra observer bias associated with manual inspection.
Breast cancers can have either mass like or non-mass like enhancement. A mass is a well
defined volumetric structure, whereas a non mass enhancement is just an unique enhancement pattern that extends over some region within the breast. This section describes the
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Figure 3.1: Examples of DCE-MRI for ER negative and ER positive tumors. (a) and
(b) Show examples of DCE-MR images for ER negative tumors and ER positive tumors
respectively. The images exhibit complex cases where contrast enhancement patterns do not
seem visually di↵erent for the two ER subtypes and are difficult to classify via manual visual
inspection
most representative quantitative features used in MRI analysis of mass like enhancement.
Shape based features, texture features and kinetic features are the three most important
types of features used for breast MRI analysis. They are used to classify di↵erent breast
tumor subtypes and prognostic or predictive markers. However many times the prognostic
or predictive markers (lymph nodes, receptor status) themselves are used as features along
with information from clinical records (age, family history) for making treatment decisions
and survival predictions. The most widely used is TNM: T (diameter of tumor), N (number
of lymph nodes) and M (distant metastasis) to group patients with respect to prognosis. In
[77] authors use probabilistic quantities of three prognostic factors for survival prediction:
probability of being invasive, probability of being lymph node positive, and probability of
being grade 3. Here, we skip the survey of these prognostic and clinical features and present
the related work which utilizes shape based, texture based and kinetic based features.
3.2.1

Shape Based Features

Malignant lesions are generally characterized by irregular shape and spiculated margins,
while benign lesions have smoother margins and more regular shapes like lobular, round or
oval [78]. Studies have shown that tumor shape (which is computed from the tumor margin
properties) serves as a useful feature for classifying malignant from benign lesions. In [65],
the authors extended regular 2D shape features to 3D to analyze 95 breast mass lesions. They

25

also used ellipsoid fitting features to model the arbitrary tumor shapes. Their results showed
that malignant tumors have lower compactness value, higher spiculation and lower volume
coverage ratio (which measures the similarity of the tumor shape to the fitted ellipsoid).
In fact, they showed that the shape and ellipsoid features outperformed texture features.
In [18] the authors used compactness and normalized radial length entropy to describe the
contours and subtle shape of 62 breast tumors. However, they showed that the classification
accuracy increased when shape features were paired with texture and kinetic features. In
[62] it was shown that shape features from the T2 modality gave better accuracy than those
extracted from the T1 modality when tested on 196 lesions. Some of the other commonly
used shape features are: angularity, irregularity, sphericity or circularity, spiculation [65],
radius, volume, surface area, eccentricity, convexity [76], solidity [18], fractal dimension of
the boundary [79], margin gradient along the lesion surface, variance of margin gradient
along the lesion surface, standard deviation of normalized distance ratio [80] etc. It has been
pointed out in [79] that accurate description of tumor margin relies on the quality of spatial
resolution of the image. Furthermore, it also depends on the accuracy of tumor delineation
[57] which is often manual and hence is prone to subjectivity.
3.2.2

Texture Features

Texture is a mathematical description of the surface or structure of an image. It gives
us information about whether an image is smooth, rough, sharp or dull. Texture features of
an image is dependent on image sub-visual structures. These sub-visual structures can be
either individual or a group of pixels. The fundamental concept behind computing texture
features is based on describing the relationship between pixel values and their local position
within the image substructure.
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The properties of these sub-visual structures provide us with valuable information about
coarseness, roughness, smoothness, uniformity, regularity, brightness, directionality, frequency, phase, granulation, linearity, randomness etc. Quantitative texture features aim
to quantify these relationships.
Visual inspection by radiologists heavily relies on manual inspection of the image texture. As a first step, radiologists use intensity change, between pre and post contrast, as a
marker for tumor location. Second they use their judgment to decide the intensity changes
within the tumor in the initial and delayed phase, to characterize it as malignant or benign.
Though human vision and the experience of the human mind are capable of describing the
obvious image textures, they fail to capture the subtle di↵erences or information within image substructures. It is also very subjective, as the accuracy depends on the experience of
the radiologists. Not only does this su↵er from inter-observer variability, but also from intraobserver variability. Use of quantitative texture features can provide the needed consistency
and provide the statistical information which the human vision and mind cannot provide.
In DCE-MRI analysis, the contrast pattern within the tumor is an important measure for
describing the tumor angiogenesis and the tumor biology. Hence, texture becomes a popular
choice of feature as it inherently measures these pixel wise variations. There are two types
of texture features, syntactic and statistical. Through numerous studies, statistical texture
analysis has been shown to provide invaluable information about breast tumors and has been
successfully used in di↵erent tumor classification tasks.
Statistical texture analysis is governed by the distributions and relationships between
image gray levels. In first order histogram based texture features, the features are computed
from the histogram of the gray level image which are calculated from single pixels. Mean,
variance, skewness and kurtosis are some important features in this family. Second order
statistical textures are better than first order features as they are computed based on the
joint probability distributions of pairs of pixels and hence provide more information about
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the image. The most commonly used 2nd order statistical texture feature in MRI analysis
is gray level co-occurrence matrix features introduced by Haralick [81].
A co-occurrence matrix is a joint histogram of two gray levels in the image: a gray level
a and its neighboring gray level b. The neighboring gray level b is defined for a particular
distance and at a particular direction from a. The co-occurrence matrix calculates the probability that a gray level a occurs at a particular distance d and an orientation ✓, from gray
level b. Generally four values of ✓ are used 0 , 45 , 90 , 135 . For an image I with number of
gray levels G, the co-occurrence matrix C has a size of G ⇥ G. To compute an entry in C
(for an image of size m ⇥ n ) at position (a,b), the number of times a pixel a co-occurs with
b at an o↵set distance x and y, is counted, using the following formula:

C

x y (a, b)

=

8
>
m X
n >
<1, if I(p, q) = a and I(p + x, q + y) = b.
X
p=1

>
q=1 >
:0, otherwise

(3.1)

Haralick [81] proposed 14 statistics that can be calculated from a co-occurrence matrix
and used as texture features. These texture features have been widely used for breast MR
analysis. Gray level run length matrix (GLRL) is another second order statistic. Gray level
run is defined for a set of consecutive, collinear image pixels having the same gray level.
Galloway [82] computed 11 statistics from GLRL matrix and proposed them to be used as
texture features. Run length features tell about image coarseness in a particular direction.
A coarser textured image has more long runs while an image with fine texture has more
short runs. For an image of gray level G and number of runs (predefined) L the run length
matrix R has a size of L ⇥ G. To compute an entry in R (for an image of size m ⇥ n ) at
position i,j, the number of times a gray level i with run length j coccurs at an o↵set distance
x and y, is counted. GLRL features have also been used for breast MRI analysis, but are
not as popular as GLCM features.

Figure 3.2 shows an example of an image matrix, its

corresponding co-occurrence matrix and its run length matrix.
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Figure 3.2: GLCM and GLRL matrix example. Shows an example of image matrix at the
top, its corresponding co-occurrence matrix (left) and its run length matrix (right)
In [83] the authors demonstrated that there were significant di↵erences between the
texture features of benign and malignant lesions. They pointed out three features variance,
entropy and sum entropy, and their results showed that there was an increase in the entropy
and sum entropy values for malignant lesions. This confirmed the fact that malignant lesions
are more heterogeneous than benign lesions. In [79] authors showed that correlation and entropy could classify malignant from benign lesions. On a small dataset of 20 lesions they
achieved an AUC of 0.818 using correlation texture features from the pre contrast image
and image where maximum enhancement was achieved within the first 5 minutes. In [62] an
AUC of 0.7 was achieved using homogeneity and maximum correlation coefficient independently on 196 breast lesions. The same authors used texture features from both T1 and T2
modalities for classifying IDC vs DCIS, IDC vs benign, DCIS vs benign, malignant vs benign
and IDC LN- vs IDC LN + tumors, and achieved an AUC of more than 0.8 for each task.
In [84] authors extracted first order histogram features, GLCM and GLRL texture features
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from 18 breast tumors. They then applied a discrete wavelet transform on the individual
texture features to extract frequency of the kinetics, which gave an AUC of 0.984.
Not only have people shown success with 2D GLCM features, but studies have also used
higher order GLCM features. Chen et al. [85] showed that 3D GLCM matrices performed
significantly better than their 2D counterparts for classifying malignant and benign lesions
in 121 breast lesions. This was later applied by [86]. Unlike 2D GLCMs where there are
only four directions, 3D GLCMs can be calculated in 13 directions. Due to low inter-slice
resolution as compared to intra slice spatial resolution in breast MRI, the voxels were first
linearly interpolated to make them isotropic. Authors in [87] used 4D GLCM texture features pixel wise to distinguish between benign and malignant tumors. Here the texture
analysis was done along spatial-temporal directions i.e. the spatial relationship of the voxel
intensities was captured over time (from pre contrast to last post contrast image). The authors interestingly used a variable scanning window depending on the Haralick feature used.
Zheng et al. [73] computed the discrete Fourier transform coefficients of kinetic changes in
Gabor filter features to create parametric maps of the lesions. They referred these features
as Spatio-Temporal Enhancement Patterns (STEPs) features. They achieved a high AUC
of 0.97 on 36 lesions for classifying benign from malignant tumors.
Agner et al. [80] introduced textural kinetic features and showed their successful implementation in 41 DCE-MRI breast lesions. The authors argued that their method was better
than the other methods which harnessed spatio-temporal information as the previous studies
did not represent the information in the form of a signal intensity time curve which is more
familiar to the radiologists. They first computed texture features pixel wise for each time
point (pre and all post contrast images), then computed the mean textural kinetic features
to form a feature vector and then used a third degree polynomial to fit it to a time series
curve. Further authors in [80] defined the textural kinetic curves on di↵erent parameter
spaces like: first order statistics, GLCM and Gabor, thus providing a multi-feature setting.
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They also applied textural kinetic features to classify triple negative (TN) from ER positive
tumors, TN from Non TN tumors and TN from HER2+ tumors and achieved AUC of more
than 0.74 in each task.
In [54] the authors introduced the concept of parametric or kinetic maps. They defined
three kinetic maps corresponding to initial enhancement, post initial enhancement (or delayed phase) and signal enhancement ratio. Through the use of kinetic maps they quantified
the enhancement characteristics of each lesion pixel. They then extracted GLCM texture
features from each kinetic map. They achieved an AUC of 0.9 when used for classifying malignant from benign lesions in a cohort of 82 breast lesions and showed that textural kinetic
features from the post initial enhancement kinetic map can be important.
There are a few reports in the literature which have used other texture features for breast
DCE-MRI analysis. In [88] authors used Minkowski Functionals to capture topological properties of the tumors gray-level pattern and thresholded GLCM on annotated ROIs instead
of previously segmented tumor. Wavelet based textures were used by [89] but they did not
perform as well as GLCM features. Jambawalikar et al. [90] applied wavelet-based texture,
gabor feature maps and second orientation pyramids for breast DCE-MRI analysis. In [16]
Laws texture features were used on two subtracted images to classify benign from malignant
tumors.
3.2.3

Kinetic Features

Kinetic features are based on pharmokinetic modeling, whose brief description was given
in Chapter 2. Kinetic features represent the enhancement kinetics and enhancement variance dynamic features of the tumor. A lot of work in the literature on breast DCE-MRI has
utilized kinetic features. These features are generally extracted from a single representative
signal intensity time curve.
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Some of the main enhancement kinetic features are: total percentage intensity enhancement, slope factor of the enhancement curve, time to half maximum enhancement, maximum
rate of enhancement, standard deviation of the means of intensity at each of the time points
from the mean intensity of the entire time-intensity curve [91], maximum uptake, peak location, uptake rate or wash-in slope, washout rate or wash-out slope [85], signal-intensity time
curve shape (persistent, plateau or rapid), minimum enhancement (during the first 30 sec),
change in baseline signal, normalized or sub-sampled, version of the enhancement curve,
enhancement pattern (centripetal or enhancement mainly in the tumor core, centrifugal or
ring-like) etc. Sometimes an average enhancement is taken over the whole lesion and the
kinetic features are computed from the average kinetic curve [79]. Authors in [79] computed
time-to-peak entropy (entropy of the time to peak values), mean time-to-peak (time to peak
of the mean enhancement curve), mean wash-in rate (wash-in slope of the mean enhancement
curve) and mean wash-out rate (wash-out slope of the mean enhancement curve). The enhancement variance dynamic features are measured from the variance of the enhancement of
pixels within the tumor and are measured spatially at each time point. Some of the features
that are extracted from the enhancement variance dynamics are maximum enhancementvariance, enhancement-variance in the first post-contrast volume etc. In [77] authors showed
that DCIS lesions had a lower uptake rate and higher time to peak than IDC lesions. When
IDC LN+ tumors were compared to IDC LN- tumors, they found that time to peak was less
and uptake rate was higher for the former. However it has been shown that kinetic features
should not be used as standalone features to make diagnostic information and should be
used in conjunction with texture or (and) shape based features.
Most of the studies reviewed above consider the average measure of features from the
whole tumor region. Since it has been shown that breast tumors are heterogeneous, it
becomes important to explore and study di↵erent subregions within the tumor and their
relative contribution to predict clinical and prognostic features. There have been prior in-
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vestigations of tumor subregions based on identifying the kinetic curve with maximum peak
intensity [15], three time point methods [16], clustering of tumor voxels based on pharmokinetic parameters [16, 17, 18], principal component analysis to find the significant eigenvectors
that capture the contrast variations [19], compartmental modeling [20] etc. In the review
by Eyal et al. [92], most of the work concentrated on classification of benign vs malignant
tumors. Only a few studies have explored the utility of identifying tumor subregions for
classifying di↵erent prognostic markers. In [36], authors selected the kinetic curve with the
highest initial enhancement and extracted kinetic features from it to classify tumors with
negative lymph nodes from positive lymph nodes. Authors in [15] used the kinetic curve
with maximum peak intensity to locate the most predictive region to classify responders
from nonresponders. However, these methods focused on choosing a representative kinetic
curve, thus ignoring other subregions within the tumor. In [6] the authors clustered voxels
based on their wash in and wash out rates and assigned each cluster to a pre-defined 3 timepoint class. Based on this assignment and other pre-defined cluster size rules they detected
the most suspect tumor subregion and extracted features from only this subregion to classify
benign from malignant tumors. Their results, however, did not show an obvious advantage
to exclusively using the most suspicious region. In [5] authors used entropy and the intensity
variation of each pixel to cluster them into di↵erent subregions, and used wavelet features
(measure of heterogeneity) from the subregions to classify breast cancer recurrence risk. In
[93], authors extracted texture features from only the tumor periphery to classify ER subclasses, but neglected any possible information from other tumor subregions.

Table 3.2

summarizes some of the important features used for breast DCE-MRI analysis.
3.3

Feature Selection and Classification
Irrelevant and redundant features not only induce computational cost but also cause

overfitting and create spurious classification models. Due to this it becomes necessary to use
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Table 3.2: Summary of popular feature extraction techniques
Feature
Shape based

Co-occurrence matrix based texture
feature
Textural kinetic
Kinetic features

Characteristics
characterizes tumor shape and margin
ex: circularity, eccentricity, margin gradient, spiculation etc.
calculates the spatial relationship between image gray levels. ex: entropy,
variance, correlation, entropy etc.

References
[65],[76],
[18],
[79],[57]
[83],[87],
[85],[79],[83],
[84],[86],
[62]
harnesses spatio-temporal information [54],[5],[80],
[73]
represents contrast enhancement kinet- [85],
ics (based on pharmokinetic modeling) [77],[91],
ex: time to peak, wash in and wash out [18]
rate

feature selection or feature reduction algorithms prior to classification. Feature selection is
a search problem in the feature space. Feature selection algorithms focus on the selection of
the smallest possible feature subset which gives the best classification accuracy. The important steps to consider before conducting feature selection are: starting point, search strategy
to navigate the feature space, evaluation function for the feature subset and stopping criteria. Feature selection algorithms can be broadly divided into filter based and wrappers
based approaches. Filter based feature selection is based on the underlying properties of
the data and not on any learning algorithm. Whereas, wrapper based methods evaluate the
feature subsets with the learning algorithm as a part of the evaluation function [94]. Some
of the potential benefits of feature selection and feature reduction algorithms are: dealing
with curse of dimensionality to improve prediction, data visualization and interpretation,
reducing storage requirements and reducing training times for the learning algorithms. Often features have di↵erent values and ranges and they need to be normalized before feature
selection and classification in order to reduce bias.
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A high feature to instance ratio leads to a decrease in the predictive performance of
machine learning algorithms which is often known as the curse of dimensionality. Hence,
reducing the feature dimensionality is crucial to overcome this problem. The di↵erence between feature selection and feature reduction is that in the former a subset of features are
selected from the original feature set, but in the latter a high or multi dimensional data set
is transformed to a compact low dimensional encoding and features are selected from the
transformed feature space. Dimensionality reduction can also be defined as the technique
of harnessing the maximum variance in the data through degrees of freedom. In MR image
analysis, where there is complex spatio-temporal information, data reduction can be particularly useful for data visualization and interpretation by radiologists. Data visualization was
previously achieved using physiological models. These model based methods relied on the
efficiency of fitting dynamic datasets to model based equations using a non-linear best fit
algorithm and required prior knowledge of contrast agent concentration and arterial input
function. Model free data reduction techniques from machine learning can overcome these
problems and are gaining popularity.
Principal components analysis (PCA) is a popular linear data reduction technique. In
[95] authors used this mathematical technique for visualizing high dimensional data. They
used four feature vectors based on temporal characteristics of the input MRI images. They
rotated the 3 to 8 dimensional data to orthogonal axes which were aligned to the maximum variance in the data set. After the transformation to a low dimensional space the two
principal components with the highest eigenvalues were chosen for visualization purposes.
This visualization allowed for better interpretation of classifier results. In [19], authors introduced an objective and fast PCA based algorithm to analyze breast MRI images. Each
pixel, in the intensity scaled and enhancement scaled MRI images, was expressed as a 7
dimensional feature vector. Linear PCA was applied on the feature vector to transform
it into a two dimensional space. The projection coefficient maps (calculated by projection
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coefficients for each tumor pixel) generated for the first two eigen vectors captured contrast
enhanced changes which allowed them to not only delineate the tumors but also di↵erentiate
between benign and malignant tumors. Independent component analysis is a mathematical
technique to discover the independent components based on minimizing mutual information
and maximizing non Gaussianity. ICA was used in [96] and [97] for data interpretation and
visualization in breast MRI.
Authors in [98] applied two non linear data reduction techniques: Laplacian eigen maps
and t-distributed stochastic neighbor embedding; for visual examination of the high dimensional feature space across di↵erent modalities within lower two- and three-dimensional
mappings. Kohonen self organizing map (SOM) is also an unsupervised vector quantization
process and has been used for breast MRI analysis. In [99] SOM was used visualize a six
dimensional signal space using a sparse two dimensional space to reveal hidden data structure. Authors of [100] also used SOM to find the best features from two feature subsets:
based on temporal features, and based on morphological and kinetic features. Data reduction
techniques o↵er a complementary approach to learn intricate data structures in the feature
space. However this transformations leads to some loss of information.
Learning algorithms or classifiers can be grouped into two main families: supervised and
unsupervised [100]. Supervised classification is one of the most common learning paradigms
where prior knowledge of data labels is required. Support vector machines are widely used
machine learning algorithms and have shown success in breast MRI and in dealing with small
datasets. They use kernel functions to find the maximum margin hyperplane to classify the
data. In [95] the authors used a slack error variable, computed from the weighted sum of
the misclassified samples, to create a soft margin hyperplane as the original kernel transformation function was insufficient to classify the data. The authors used two separating
hyperplanes, one for classifying invasive cancers from benign and the second to separate noninvasive cancers from benign lesions. Decision trees, Fisher discriminant analysis, k nearest
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neighbors, neural networks [87] are some other potentially useful supervised learning methods. A multilayer perceptron was used for classifying signal-time curves from dynamic breast
MRI in [101].
One of the disadvantages of supervised techniques is the need for class labels [102]. This
may be a problem when trying to integrate data from di↵erent institutions or sources which
may lack data labels. Another problem of these techniques is that they generally require a
fixed imaging protocol. To overcome these problems unsupervised learning algorithms are
used. Fuzzy clustering has been widely used in this field. In [103] and [104] fuzzy clustering
of signal intensity time curves gave better classification accuracy than 3TP method. In [102]
authors used a neural-gas network to quantize temporal MRI data. In [105] the authors used
a hybrid learning algorithm: multi class SVM to classify di↵erent tissue types within the
breast and FCM to classify voxels based on intensity. Regression analysis has also been used
to measure the efficiency of features for breast image analysis [65].
Recent developments in classification favor an ensemble approach with multiple classifiers
rather than a single classifier. They have not only been shown to improve the results but
also provide greater confidence in results than using a single classifier. The rationale behind
this is that the combination of these classifiers improves the performance by compensating
for the errors made by individual classifiers. Ensemble classification has recently been successfully applied in di↵erent cancer analysis tasks: prostate [106], lung [107], gliomas [108]
etc. In ensemble classification at least two classifiers are used for predicting outputs. These
classifiers can be created by either: (a) training the same base classifier with di↵erent feature
subsets [14][109][110], (b) training the same base classifier with di↵erent subsets of training
samples like bagging, boosting [106],[108] (c) same base classifier but di↵erent classifier parameters [107], or (d) using di↵erent base classifiers altogether [111] [112]. The predictions
from di↵erent ensemble components can be combined in various ways like majority voting,
plurality voting etc.
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3.4

Summary
Image processing algorithms for tumor segmentation are increasingly used in breast tu-

mor CAD systems to decrease the subjectivity associated with manual segmentation. Otsu
thresholding, k means clustering, fuzzy c means clustering, markhov random fields, are some
commonly used segmentation algorithms in this field. After tumor segmentation the tumor is described using number of mathematical descriptors or image features. Shape based
features have been used widely to describe the tumor shape and margin. Kinetic features
based on pharmokinetic modelling, like time to peak, signal intensity time curve shape, maximum enhancement, have been traditionally used in DCE-MRI analysis. Texture features
like co-occurrence based matrix features are the most popular features used in breast tumor
analysis, and have shown to be better than kinetic features. Recently textural kinetics, a
family of features which harnesses spatio-temporal information, are gaining popularity and
have shown success in this field. Prior to classification, feature selection is performed to
select the most relevant features. Principal component analysis, independent component
analysis and self organizing maps have been used by many for visualization of high dimensional DCE-MRI data in a low dimensional space to provide better visualization tools for
the radiologists. Support vector machines, a supervised learning technique, is commonly
used for classification purposes. Ensemble classification which is commonly used in other
computer vision tasks has started finding a place in medical image analysis and holds a
promising future in this field.
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CHAPTER 4
METHODOLOGY

4.1

Implemented Method
1 2

In this work a novel CAD framework was designed to analyze habitats in breast

tumors on DCE-MR images. The proposed framework can be divided into the following
modules- (i) preprocessing and tumor segmentation (ii) habitat extraction (iii) kinetic map
generation (iv) feature extraction from individual habitats by varying model parameters and
(v) feature selection and classification. The block diagram of the implemented framework is
shown in Figure 4.1.
4.2

Preprocessing and Tumor Segmentation
The input to the CAD framework was a three-dimensional stack of DCE-MRI breast

tumor images. For each patient, the di↵erent temporal images i.e. at pre contrast and at
various post contrast time points were already registered to account for any motion related
misalignment during image acquisition. The pixel resolution was constant for all the pre and
post contrast images acquired from the same patient, but varied across di↵erent patients. In
order to prevent inaccuracies when computing textures due to resolution inconsistency [113],
the DICOM images were resized [88] to make the pixel resolution constant ImgResconst (value
1

Parts of this Chapter was published in Chaudhury, Baishali, et al. “Heterogeneity in intratumoral regions
with rapid gadolinium washout correlates with estrogen receptor status and nodal metastasis.” Journal of
Magnetic Resonance Imaging (2015). Permission is included in Appendix A.
2
Parts of this Chapter was published in Chaudhury, Baishali, et al. “Using features from tumor subregions
of breast DCE-MRI for estrogen receptor status prediction.” in IEEE international conference on Systems,
Man and Cybernetics (2014). Permission is included in Appendix A.
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Figure 4.1: Block diagram of implemented framework.
decided empirically, see Section 5.1.1) across all the patient images. To change the pixel
resolution of a particular image, the following equation was used to compute the new number
of rows and columns to which the image was to be resized.

Rownew =

Rowold
⇥ ImgResconst
ImgResold

(4.1)

where Rowold , Rownew and ImgResold are the original number of rows, the new number of
rows and original pixel resolution respectively. The same procedure was done for the number
of columns of the image. The image was then resized using bicubic interpolation [114], to a
new image size of Colnew ⇥ Rownew .
The algorithm used here for tumor segmentation was semiautomatic. The greater vascularity within the tumor results in a greater uptake of the contrast agent by the tumor region
than its surrounding healthy tissues. This fact was used for the semi automatic tumor segmentation algorithm in which an intensity based thresholding was utilized. The manual part
of the segmentation included:
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• Representative slice selection: For each patient a single breast-imaging radiologist
selected a representative image slice with the largest tumor cross-section, from the
DCE-MRI volumetric data, that was then utilized for further analysis. For patients
with multicentric or multifocal malignancy, the largest tumor was chosen for analysis.
• Removal of breast edge and the heart region: The heart region and the breast skin
(edge) in the image, also undergo contrast enhancement when injected with gadolinium,
similar to the tumor region. This may be a problem during segmentation as an intensity
based thresholding will falsely identify these regions as a part of the tumor region.
Hence, the image was manually cropped to remove the heart and the breast edge
regions.
• A prior knowledge of which breast had the tumor to be analyzed, was used to limit
the analysis to only that breast.
The automatic part included generation of the tumor mask from the manually cropped
pre and post contrast images. The tumor was delineated by subtracting the precontrast
intensity (at 0 seconds) from the peak intensity (generally reached within first 2-3 minutes
after contrast injection). This was done for each pixel within the breast region. It should be
noted here that for this dataset the peak intensity for each tumor pixel could be reached either
on the first or the second post-contrast image. So, for each pixel it’s precontrast intensity
could be subtracted either from its first or second post-contrast intensity (whichever has the
maximum intensity) to generate an intensity subtracted image. Intensity thresholding with
a fixed threshold was then applied on the subtracted image. The threshold used here was
computed based on the maximum pixel intensity of the subtracted image. A threshold of
0.4 or 40% of the maximum pixel intensity, i.e. only the image pixels having intensities more
or equal to 40% of the maximum intensity were chosen as foreground or the tumor pixels.
The choice of 40% threshold was based on the previous studies [55] and [115]. Authors in
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[55] used a threshold of 30% while [115] used a threshold of 40%. For the dataset used here,
40% was empirically found to be better than 30%.

IntV alue =

max S(i) S(0)
max(max S(i) S(0))

i = 1, 2

(4.2)

After the initial binarization of the image, morphological dilation (using a square of size
5 as the structuring element) was applied to reduce underestimation of tumor pixels, from
the initial thresholding step. Finally a connected component analysis was used to retain only
the largest connected component or region, which represents the final binary tumor mask M.
All the cases were cross-checked through manual visual inspection for quality control i.e. the
generated tumor masks were acceptable and no regions of necrosis were included. Figure
4.2(a-h) demonstrates these steps.
4.3

Extraction of Tumor Habitats
The intra-tumor aggressiveness was represented in this work in diverse ways by seg-

menting breast tumors based on two di↵erent schemes (i) tumor geometry and (ii) contrast
enhancement patterns (as seen on DCE-MR images) within breast tumors. Based on tumor geometry, two habitats were extracted: tumor periphery and tumor core. Based on
variations in contrast patterns five contrast based habitats were extracted: two based on
initial uptake patterns, two based on washout patterns and one combined habitat which was
formed by the intersection of two contrast based habitats.
4.3.1

Extracting Geometry Habitats

The periphery pixels P were extracted automatically from the binary mask M of the
tumor. Moore Neighbor tracing (with 8-connectivity), with the Jacob Elioso↵ stopping
criteria [116], was used to extract the boundary pixels B = {B1 , B2 , .., Bk }, where k is the
number of boundary pixels. For every pixel p 2 B, its neighboring pixels were extracted
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Figure 4.2: Demonstration of tumor segmentation. (a) Input image of precontrast image (b)
Input image of 1st or 2nd postcontrast image (c) Manually cropped precontrast image (d)
Manually cropped 1st or 2nd post contrast image (e) Pre contrast image subtracted from 1st
or 2nd post contrast image (where the peak intensity is achieved) to highlight the tumor (f)
Binarization using intensity thresholding (g) Dilation performed on image f (h) Connected
component analysis applied on the previous image to retain the largest blob which represents
the tumor mask M
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(a)

(b)

(c )

(d)

Figure 4.3: Extraction of periphery and core. (a) Tumor mask (b) Boundary pixels extracted
from the tumor mask (c) Extraction of tumor pixels around the boundary to get the tumor
periphery (d) Tumor core
from M by using a window w of size 7 ⇥ 7 with p as the center pixel. The result was a set
of periphery pixels P = {P1 , P2 , .., Pl }, where l is the number of periphery pixels. This is
shown in Figure 4.3. Core pixels C = {C1 , C2 , .., Cm } are all the tumor pixels which do not
belong to P. The window size of 7 was selected empirically so that there are enough core
and periphery pixels across all the scales of texture computation.
4.3.2

Extracting Contrast Based Habitats

The tumor was considered as a coalition of di↵erent “habitats” and it was sought to
identify the imaging characteristics and heterogeneity of each and its relative contribution
to the clinical behavior of the entire breast cancer. Through quantitative image analysis,
the presence of di↵ering tumor habitats was examined, defined by variations in initial and
delayed contrast patterns within the tumor Figure 2.2a. Five contrast based tumor habitats
(shown in Figure 4.4 f,h and i), were extracted by grouping tumor pixels which showed
similar contrast enhancement patterns on DCE-MR images, both in the initial phase and the
delayed phase. Here, the habitat segmentation was loosely based on the BI-RADS intensity
curve and was not strictly based on it’s established definition. Hence, instead of applying
fixed thresholding, a two class Otsu segmentation [117] was applied. Otsu segmentation,
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which is a clustering based thresholding, assumes that the image contains two classes of
pixels having a bimodal intensity histogram and computes the optimal threshold to divide
the image into two classes. For an image with T gray levels, it recursively finds the optimal
threshold between 1 to T, to minimize within class variance
class variance

2

2

within (T )

or maximize between

between (T ).

2

2

within (T )

between (T )

= ⌘B (T )

2

B (T )

+ ⌘O (T )

2

O (T )

= ⌘B (T )⌘O (T )[µB (T ) + µO (T )]2

(4.3)

(4.4)

where, ⌘B (T ) and ⌘O (T ) are the class probabilities for clusters with background pixels and
foreground pixels, respectively.

2

O (T ),

2

O (T )

are the class variances for foreground and

background pixels, respectively. µB (T ) and µO (T ) are the class means for foreground and
background pixels, respectively.
• Habitats based on initial uptake contrast patterns: To group tumor pixels based on
their initial uptake contrast patterns Figure 2.2a, a pixel wise subtraction was conducted for the tumor pixels, between their intensity on pre-contrast and their peak
intensity on the first or second post-contrast image. A two class Otsu segmentation
on the resultant subtracted image divided the tumor into two sub regions. The sub
region with a higher average intensity was labeled as rapid-initial-uptake (shown in red
color in Figure 4.4 f) and the other was labeled as slow-initial-uptake (shown in blue
color in Figure 4.4 f). The habitat rapid-initial-uptake represents the region where the
tumor pixels undergo rapid contrast uptake within the first 2-3 minutes or the initial
phase of the signal intensity time curve.
• Habitats based on washout patterns: For grouping pixels based on their washout patterns in the delayed phase Figure 2.2a, a pixel wise subtraction only for the tumor
pixels was conducted between pixels peak intensity (either first or second post contrast
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image) and its intensity in the last post contrast image. The subtracted tumor region
was divided into two sub regions using two class Otsu segmentation. The sub region
with a higher average intensity was labeled as persistent-delayed-washout (shown in
green color in Figure 4.4 h) and the other was labeled as rapid-delayed-washout (shown
in yellow color in Figure 4.4 h). The habitat rapid-delayed-washout represents the
region within which the tumor pixels undergo rapid washout. While the persistentdelayed-washout habitat represents the tumor pixels which undergo relatively slow or
persistent washout.
• Combined contrast habitat: It was hypothesized that the tumor sub region which has
pixels that undergo both rapid contrast uptake in the initial phase and rapid washout
in the delayed phase, represents aggressive tumor habitat. So the two habitats rapidinitial-uptake and rapid-delayed-washout were combined by taking an intersection of
these two regions, to form another contrast based habitat which was labeled as the
combined-contrast-habitat (shown as white tumor mask in Figure 4.4 i). Figure 4.4
shows the extraction of the contrast based habitats.

Figure 4.5 shows examples of

contrast based habitats for some tumors analysed in this work.

4.4

Generation of Kinetic Maps
Here, for each extracted tumor region (from each case), both Post Initial Enhancement

(PIE) and Initial Enhancement (IE) kinetic maps, were generated. The PIE map quantifies
the delayed phase of the signal-intensity time curve, for each pixel within the tumor region,
while the IE kinetic map quantifies the initial phase of the signal-intensity time curve ( Figure
2.2a). PIE values were calculated for each tumor pixel from each tumor region using equation
4.7 and IE values were calculated using equation 4.8, both taken from [54]. It was followed
by global scaling of all the PIE and IE values across all the patients, as it was shown to
be better for texture computation than local scaling in [113]. To scale a PIE value PIE
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Figure 4.4: Extraction of di↵erent contrast based habitats. (a) Precontrast image (b) 1st
post contrast image (c) 2nd post contrast image (d) Last post contrast image (e) Tumor in
pre contrast image subtracted from tumor in the 1st or 2nd post contrast image (in which
the peak intensity is achieved) (f) Two class Otsu segmentation within the tumor in e to
obtain habitats based on initial uptake contrast enhancement pattern slow-initial-uptake
(shown in the image using blue color) and rapid-initial-uptake (shown in the image using red
color and represents tumor habitat which undergo high or rapid initial contrast uptake) (g)
Tumor in 1st or 2nd post contrast image subtracted from tumor in last post contrast image
(h) Two class Otsu segmentation within the tumor in image g to segment tumor based on
delayed post contrast pattern rapid-delayed-washout (shown in the image using green color
and represents tumor habitat with rapid washout) and persistent-delayed-washout (shown
in the image using yellow color) (i) Combined habitat formed by the intersection of rapiddelayed-washout and rapid-initial-uptake habitat
(LowP IE < P IE < HighP IE) and an IE value IE (LowIE < IE < HighIE) to a gray
level g 2 1, 2, ..., G

1, equations 4.5 and 4.6 were used.

g =1+

G
HighP IE

1
⇥ (P IE
LowP IE
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LowP IE)

(4.5)

Figure 4.5: Examples of contrast based habitats. Top row shows some examples of habitat
division based on initial contrast enhancement patterns (slow-initial-uptake shown in lower
intensity and rapid-initial-uptake shown in higher intensity) and the bottom row shows the
tumor habitats of the same tumors when the habitat division is based on washout patterns
(rapid-delayed-washout shown in lower intensity and persistent-delayed-washout shown in
higher intensity).

g =1+

G
HighIE

1
⇥ (IE
LowIE

LowIE)

(4.6)

where, LowPIE and LowIE corresponded to the 0.5th percentile of all the PIE and IE values
respectively. Whereas, HighPIE and HighIE corresponded to the 0.95th percentile of all the
PIE and IE values respectively. G is the number of gray levels used to quantify the tumor
heterogeneity and generate the PIE and IE maps ( Figure 4.6). Let S be the intensity image
and S(i) be the pixel intensity in the ith post-contrast image, where i 2 1, 2, 3, 4. S(0) refers
to the pre-contrast image. The PIE value for a single pixel x is given by equation 4.7, while
IE value is given by equation 4.8.

P IE =

IE =

S(4) max S(i)
max S(i)

max S(i) S(0)
max S(0)
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i = 1, 2

i = 1, 2

(4.7)

(4.8)

(a) PIE map with 32 gray levels

(b) PIE map with 256 gray
levels

Figure 4.6: PIE maps at di↵erent scales. PIE maps scaled using two di↵erent gray (G) levels:
32 and 256

4.5

Texture Analysis
Multi-parametric texture features were utilized from the generated kinetic maps to mea-

sure the heterogeneity within each tumor habitat, as shown in Figure 4.7. Gray Level
Co-occurrence Matrix (GLCM) [118], Gray Level Run Length Matrix (GLRL) [119], and
Local Binary Pattern Histogram Fourier (LBP-HF) [120] features were extracted from both
PIE and IE kinetic maps.
As previously described, GLCM features describe how often a gray value a co-occurs at
a pre-defined angle ✓ and o↵set d, with another gray value b. Thus, it calculates the spatial
relationship between image gray levels. 13 original Haralicks co-occurence matrix features
and 9 other co-occurrence features implemented by [121] and [122], were used. In total 22
GLCM features were computed by averaging across four GLCM matrices corresponding to
four orientations ✓ 2 {0 , 45 , 90 , 135 }. This was done to make the features rotationally
invariant. The features were calculated at an o↵set of d = 1.
GLRL is defined for a set of consecutive, collinear pixels having the same gray level.
The run length matrix contains the occurrence and distribution of runs which can be short
or long, for each gray level in a particular direction. Similar to GLCM features 11 GLRL
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features were computed by averaging across four directions ✓ 2 {0 , 45 , 90 , 135 } and at an
o↵set of d = 1. To reduce the computational complexity and avoid sparse matrices [54],[88],
the number of quantization levels Q for constructing GLRL and GLCM, was chosen to be
less than the original number of gray levels in the input image. Table 4.2 describes some of
the GLCM and GLRL texture features.
Local binary pattern is a popular texture descriptor which has been widely used in face
recognition. In it’s basic implementation, the LBP operator for each pixel is defined for (r,s),
where r is the radius and s is the number of sampling points. The pixels within this circular
neighborhood are thresholded with reference to the center pixel. The final LBP value for the
center pixel is computed by aggregating the thresholded values of all its neighborhood pixels
weighted by powers of two. A n-bin histogram of LBP values for all the pixels in the image
is generally used as a texture descriptor. To strike a balance between the computational
complexity and capturing maximum information, we chose r=1 and s=8. There are di↵erent variations of LBP to generate rotationally invariant histogram. Since it is observed that
rotation of the input image causes shift in the polar representation of the circular neighborhood, intuitively features that are computed on LBP histogram rows which are invariant to
cyclic shifts, become a natural choice. Fitting this characteristic, is the well known Discrete
Fourier transform (DFT), where image rotations or cyclic shifts lead to phase shifts in the
DFT coefficients. So instead of using the LBP algorithms which compute rotation invariants
at each pixel location, the algorithm described in [120] was utilized which constructs the
invariants globally by applying a Discrete Fourier Transform on the histogram rows. The
DFT of the nth row of the histogram hI (Us (n, m) is given by H(n, u)

H(n, u) =

s 1
X

hI (Us (n, m)) exp

i2⇡um
s

(4.9)

m=0

where, Us (n, m) is a particular LBP pattern (for image I) with n number of 1 bits and with
m rotations of the pattern.
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Table 4.1: Feature extraction parameters and their ranges
Parameter Set (PS) represented as PS=G-Q-m
Parameter Description
Range
G
Number of gray levels for scaling 64,128,256 (Total=3)
IE and PIE values
Q
Number of quantization levels 8,16,32,64 (Total=4)
used for constructing GLCM and
GLRM computation
m
Window size for window W used 7 ⇥ 7, 9 ⇥ 9, 11 ⇥ 11, 13 ⇥ 13, 15 ⇥ 15,
for texture computation
17 ⇥ 17 (Total=6)
PS per habitat = 3 ⇥ 6 ⇥ 4 = 72
38 LBP-HF features were calculated from both the original and the 90 degrees rotated
version of the image, to give a total of 76 LBP-HF features. Henceforth, the ith LBP-HF
feature will be denoted as LBP-HF-i. Overall, 109 texture features (22 GLCM + 11 GLRL
+ 76 LBP-HF) were extracted from each IE and PIE kinetic maps of the tumors. For each
tumor pixel, texture features were computed by considering a window of size m ⇥ m around
it. This window size is also known as the scale for texture computation. A final feature set
of 109 features for each habitat was obtained, by averaging the pixel-wise features over the
habitat. The amount of information captured by texture features depends upon the scale
of texture computation (m X m), the quantization levels (Q) used for computing GLRL
and GLRM and the number of gray levels (G) used for scaling IE and PIE values. Mixing
features from di↵erent levels has the potential to provide useful information to a classifier.
To capture the maximum information out of the texture features from each habitat, it is
important to find the optimal values for these parameters. In order to have a comprehensive
comparison of the di↵erent tumor habitats, these three parameters were varied to generate
di↵erent sets of parameters (PS). Corresponding to these PS(s), feature sets were extracted.
Figure 4.7 depicts the multi parametric texture feature extraction process. The details of
feature extraction parameters are given in Table 4.1.
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Table 4.2: Descriptions of GLCM and GLRL texture features
Texture Name
Cluster shade

Description
Measures the skewness of the co-occurrence matrix for
an image. Higher the feature value less symmetric and
more heterogeneous is the image.
Contrast
Measures local image variations
Di↵erence
en- Measure the randomness of the di↵erence between two
tropy
consecutive pixels, more the value of this feature more
heterogeneous is the image.
Information
Measure of correlation between image gray levels.
measure
of Larger the value of this feature more homogeneous the
correlation
image
Inverse
di↵er- Measures local homogeneity, higher for more homogeence
moment neous images.
normalized
Sum entropy
Measures the randomness of the summation between
two consecutive pixels, greater the value of this feature
more heterogeneous is the image.
Sum variance
Measures of the spread of the gray level of the sum of
the consecutive pixel gray levels
Long run em- Measures the distribution of long runs. Greater the
phasis (LRE)
number of long runs higher is the value for LRE, coarser
texture and more homogeneity.
Gray
level Measures the similarity of gray level values in the whole
non-uniformity
image. Lower GLN value, more similar the gray levels,
(GLN)
coarser the texture and more homogeneous the image.
Long run high Measures the number of long runs with high gray level
gray level em- value, measures homogeneity. Greater the number of
phasis (LRHGE) long runs, higher the value for LRHGE, coarser texture
and more homogeneous the image.
Long run low Measures the joint distribution of number of long runs
gray level em- with low gray level distribution, measures homogeneity.
phasis (LRLGE) Greater the number of long runs higher is the value for
LRLGE, coarser texture and more homogeneous the image.
Short run high Measures the number of short runs with high gray level
gray level em- value, measures heterogeneity. Greater the number of
phasis (SRHGE) short runs higher is the value for SRHGE, finer texture
and more heterogeneous the image.
Run
length Measures the similarity of the length of runs through
non-uniformity
out the image. Higher the value of this feature, more
(RLN)
di↵erent the runs are.
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Figure 4.7: Multi-parametric texture feature extraction. A simple schematic showing multiparametric texture feature extraction from not only the whole PIE map but also PIE map(s)
of periphery and core subregions. Di↵erent feature sets corresponding to di↵erent parameter
sets, are extracted from periphery, core and whole tumor regions. The same was done for
the contrast based habitats.

4.6

Feature Selection
The features were normalized into [-1,1] before feature selection and classification. The

number of features is larger than the number of instances, so the use of efficient feature
selection is preferred in order to avoid over-fitting and creating spurious classification models.
A novel correlation based random subspace ensemble framework was developed in this work.
This new ensemble framework was based on a fusion of feature selection concepts: ranking
based, correlation based and random subspaces. The implemented feature selector was
compared to two standard feature selection techniques: the correlation-based feature subset
selection (CFS) algorithm [123] and a wrapper based feature subset selection [94]. In the
following subsections, the algorithm for the newly developed ensemble framework is explained
in details, followed by a brief overview of the other two standard feature selection approaches.
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4.6.1

Concordance Correlation Coefficient based Random Subspace
Method and Ensemble Framework

The random subspace method (RSM) is a type of ensemble classification technique [14].
It is based on constructing ensembles by sampling features instead of sampling the instances.
They have not only been shown to improve the results but also provide greater confidence
in results than using a single classifier. The rationale behind this is that the combination of
these classifiers improves the performance by compensating for the errors made by individual
classifiers. It also has the implicit expectation that the features are not highly correlated and
at least somewhat useful for discrimination. RSM operates by randomly selecting features
from the original feature space forming smaller subsets of features. These feature subsets
are used for training a base classifier and the process is repeated thus building an ensemble
of classifiers.
If the complete feature space is F = 1, 2, ..., n, where n is the number of features. To
construct an RSM ensemble with L classifiers, m features (m < n) are randomly selected
without replacement from F (feature space), L times. The result is C which is an ensemble
of classifiers C = C1 , C2 , .., CL where Ci = Fi1 , Fi2 , .., Fim and m < n
When the features are randomly selected from the whole feature space the feature subsets
may still contain correlated features or may contain features that are less relevant i.e. in terms
of class discrimination. Hence, it can be said that the performance of the RSM is a↵ected by
feature redundancy and feature efficiency. To overcome these problems a modified version
of RSM: CCC RSM, was developed. The three main steps for CCC RSM are enumerated
and explained below.
• Selecting relevant features: In the first step, the original feature space was explored
to find relevant features. A filter based feature ranking scheme: ReliefF [124], was
employed here, to first rank all the features. It computes and assigns a weight (or
merit score) to each feature which indicates the predictive power of the feature and it
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lies between [-1,1]. For any instance i, ReliefF selects n of its nearest neighbors from
the same class (Csame) and the same number of nearest neighbors from the di↵erent
class (Cdi↵ ). For a feature f, it’s weight Wf is decreased if its value is di↵erent for
instance i and instances in Csame. Whereas, it’s weight Wf is increased if its value is
di↵erent for instance i and instances in Cdi↵. The features are ranked based on this
weight. Once all the original features were ranked, the top N (a user selected value)
features were selected as relevant features, which were used in the next steps.
• Forming groups of correlated features: Though ReliefF finds all relevant features, it
fails to remove correlated features. This step focused on finding correlated features and
grouped them together. The concordance correlation coefficient [125] (rc ), which measures the agreement between two continuous valued variables X and Y, was utilized.
Evaluating agreement between the values of two attributes allows the assessment of
alternative ways of measuring the same response. (rc ) lies between -1 and 1, where -1
indicates negative agreement and 1 indicates positive agreement, while 0 indicates no
agreement. If X and Y are vectors of length N, then (rc ) is calculated as follows:

rc =

SXX

2SXY
+ SY Y + (X̄

n

n

1X
1 X
X̄ =
Xi , SXX =
(Xi
n i=1
n 1 i=1
n

X̄)2

(4.11)

n

1X
1 X
Ȳ =
Yi , SY Y =
(Yi
n i=1
n 1 i=1
SXY =

(4.10)

Ȳ )2

1
n

1

n
X

(Xi

X̄)(Yi

Ȳ )2

Ȳ )

(4.12)

(4.13)

i=1

A pair of features fX ,fY are said to be correlated if |r cXY |
is a predefined correlation threshold.
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T hreshCorr. ThreshCorr

A feature subset F Si =(f0 ,f1 ,...,fn ) is said to be a correlated group (CorrGrp) if each
feature fi 2 F S is correlated to all the other features in that group, as per the above
criteria. Any feature can belong to only one CorrGrp.
• Forming random feature subsets: In the final step the feature subsets were formed
with uncorrelated features. The previous steps yielded di↵erent groups of correlated
features, let the number of groups be NumGrps. Randomly, one feature from each
group was selected and this process was repeated M times, to form M random feature
subsets. Any random feature subset RF Si will have a number of features equal to
NumGrps, i.e the number of correlated groups formed during step 2. The complete
algorithm is given below and a schematic of it is shown in Figure 4.8.

Algorithm 1: Algorithm for CCC RSM
1: procedure
2: input: Original feature set Forig = f0 , f1 , .., fn , N, ThreshCorr, M
3: output: random feature subsets RFS=rf s0 , rf s1 , .., rf sM
4:
Rank features in Forig using ReliefF
5:
Franked =f r0 , f r1 , .., f rn , where f ri has a higher rank than f ri+1
6:
Select first N features from Franked
7:
Form groups of correlated features, CorrGrp
8:
Number of correlated groups = NumCorrGrp
9: for x
0 To M do
for y
0 To N umCorrGrp do
rf sx [y] = Choose 1 feature randomly from CorrGrpy

To understand the algorithm we present an example below. Let N=10, so let the top 10
ranked ReliefF features be: a,b,c,d,e,f,g,h,i,j.
• For ThreshCorr = 0.1, the correlated groups are (a,b,c,d,e,i,j),(f,h),(g). So for the first
group each feature has a correlation of

0.1 with any other feature in that group.

Two of the random subsets are (e,f,g), (a,f,g)
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• For ThreshCorr = 0.5, the correlated groups are (a,b,c,i), (d,e), (f,h), (g), (j). Two of
the random subsets are (c,d,f,g,j),(a,d,h,g,j)
• For ThreshCorr = 0.9, the correlated groups are (a,b), (c),(d,e),(f),(g),(h),(i),(j). Two
of the random subsets are (b,c,d,f,g,h,i,j),(a,c,e,f,g,h,i,j)
The ensemble components were generated by training the base classifier with di↵erent feature
subsets which were created using the new feature selector which we call the Concordance
correlation coefficient based random subspace method (CCC RSM). The results from the
di↵erent ensemble components were combined using majority voting.
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Figure 4.8: Schematic for random subspace based ensemble framework.

4.6.2

Correlation Based Feature Selection

Correlation based feature selection (CFS) is a filter based approach. The principle of
CFS is based on choosing the feature subset in which the features are least inter-correlated
to each other, but most correlated to the class [123]. CFS uses a search strategy to build the
relevant feature subset and keeps adding features to this set as long as the feature’s relevance
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are not highly correlated to each other. The relevance of a feature subset s with F features,
is evaluated using a feature subset merit Ms , computed using the following equation.

Ms =

k!
¯f c
k + k(k 1)¯
!f f

(4.14)

where, !
¯ f c is the average of all the class-feature correlations and, !
¯ f f is the average of all
the feature-feature correlations.
The correlations involved in CFS are based on conditional entropy. In Equation 4.14, the
numerator is a measure of how well the feature subset can predict the class. However the
denominator reveals the redundancy among the features in the feature subset.
4.6.3

Wrappers Based Feature Selection

In Wrappers based feature selection an optimal feature subset is selected for a particular
learning algorithm or classifier, unlike the filter methods. Wrappers, first searches the feature
space, either using forward selection or backward elimination using an algorithm to form
feature subsets. For every new feature subset, a new model is trained on the train set using
the chosen learning model resulting in a classifier. The performance of the feature subset is
then scored by testing it on some unseen or hold out data set. This is repeated for f times,
and the feature subset with highest score is selected. f denotes the number of folds for
cross validation (CV). Wrappers, however, su↵ers from the problem of overfitting for small
datasets and high computational costs for large datasets associated with repeatedly invoking
the learning algorithm.
4.7

Classifiers
Three classifiers were evaluated Naive Bayes [126], Decision Trees (J48 java implementa-

tion of C4.5 algorithm) [127] and Support Vector Machines (SVM). The LIBSVM package

58

for Weka [128],[129] was used. The Naive Bayes classifier is a probabilistic supervised classifier which calculates the probability of a test instance to belonging to a particular class
using the prior probabilities and likelihoods calculated from the training data. It works on
the assumption that the features are independent of each other.
SVM is a supervised learning method, that typically transforms non linearly separable
data into a linearly separable data set by projecting it onto a high dimensional feature space
through the use of kernel functions. The idea behind SVM is to maximize the separating
hyperplane i.e it aims at finding a maximum margin hyperplane that separates two classes.
The decision or kernel function utilized here is governed by the training samples from both
the classes nearest to the separating hyperplane which are known as support vectors. The
kernel functions can be linear or non linear such as polynomial, radial basis function (RBF)
and sigmoid. However some of the disadvantages of SVMs are the choice of appropriate
kernel function, high CPU time for optimizing the kernel function parameters especially for
non-linear kernel functions (RBF) etc.
Decision trees are another machine learning model which predict the class of a new instance from the feature values of the training data. The nodes in the tree represent the
features of the training data that are used for making the decision, the branch represents the
values of the nodes (features), while the terminal node represents the final predicted class
value. Decision trees recursively use the attribute with maximum normalized information
gain from the training data to classify the data samples. Some disadvantages of decision trees
are space complexity, the size of trees grow linearly with the number of training instances,
difficult to interpret the results from very large and complex trees etc.
The three classifiers were used in conjunction with each of the feature selectors. In all,
nine feature selector-classifier pairs (or “meta-classifiers”) were investigated: Wrappers-NB,
Wrappers-J48, Wrappers-SVM, CFS-NB, CFS-J48, CFS-SVM, CCC RSM-NB, CCC RSMJ48 and CCC RSM-SVM. Table 4.3 gives the details on the meta-classifier(s) settings.
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Since a separate test set was unavailable and the data set size was small, feature selection and classification was conducted fold-wise, in a Leave-One-Out (L-O-O) fashion. The n
samples were divided into n folds so that each fold had n-1 training samples and 1 hold out
sample. For each fold a feature selection was done on the n-1 training samples, a classifier
was built using the selected features, and the classifier was tested on the hold out sample.
In this way it was ensured that there was no use of the test data for feature selection or
training.
Table 4.3: Di↵erent meta-classifiers and their descriptions
MetaClassifier
C1

Feature
Selector
Wrappers

Classifier

Description

Naive
Bayes

C2
C3

Wrappers
Wrappers

J48
SVM

C4

CFS

Naive
Bayes

•Wrappers: best first forward direction search
•Wrappers: L-O-O CV to use for estimating feature subset accuracy •Backtracking upto 10 features
•J48 Confidence factor = 0.5
•SVM: RBF kernel (cost(c), gamma (g)) •Wrappers: 10-fold CV (to reduce computational time)
to use for estimating feature subset accuracy •For
each fold: feature selection with c=1, g=0; grid
search (5-fold CV) to find optimal c and g, feature
selection with optimal c,g
•CFS: Greedy stepwise, forward search •CFS: No.
of features to retain = 5. (More experiments by
varying number of features from 1 to 20 are given
in Appendix C)

C5
C6

CFS
CFS

J48
SVM

C7

CCC RSM

Naive
Bayes

C8
C9

CCC RSM
CCC RSM

J48
SVM

•CFS: No. of features to retain = 5 •For each fold:
feature selection, grid search of c,g
•CCC RSM: number of top ranked features from
ReliefF rankings (N 2 1, 2, 3, ....., 50)•correlation
threshold for forming correlated groups
(T hreshCorr 2 0.1, 0.11, 0.12, ...., 0.99) •Number
of random feature subsets (M = 100)
•J48 Confidence factor = 0.5
•SVM: Linear kernel (cost(c) = 1)
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4.8

Evaluation Metrics
The “meta-classifiers” were evaluated in terms of the following metrics:
• True Positive (TP): Number of positive samples correctly classified as positive.
• True Negative (TN): Number of negative samples correctly classified as negative.
• False Positive (FP): Number of negatives samples misclassified as positive.
• False Negatives (FN): Number of positive samples misclassified as negative.
• Sensitivity (Sens): Probability of correctly identifying positive samples
Sens =

TP
TP + FN

(4.15)

• Specificity (Spec): Probability of correctly identifying negative samples
Spec =

TN
TN + FP

(4.16)

• Average accuracy:
AvgAcc = 0.5 ⇥ (Sens + Spec)

(4.17)

• Receiver operating curves (ROC) and area under curve (AUC): A plot between the
TPR or sensitivity and FPR or (1-specificity) at di↵erent thresholds. In order to construct ROC curves, an experiment using bootstrapping 10 times with di↵erent random
seeds was carried out to get multiple points on an ROC curve. Forward feature selection with wrappers was done for generating the ROC curves.
In order to evaluate the new ensemble framework (CCC RSM ), a ROC curve using the
CCC RSM feature selector was also created. The total number of votes for each class
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obtained from the ensemble components (i.e. the di↵erent feature subsets) were computed and the percentage of votes for a class were used as pseudo probabilities. These
probabilities were used as the threshold to generate the ROC points. Bootstrapping
(10 times) similar to the above described process was applied. The final ROC curve
and the AUC were an average of the 10 ROCs and AUCs computed over the 10 trials.
• Kappa Statistic (Kappa): Statistic which compares a classifier’s accuracy to the accuracy obtained randomly or by chance (between 0 and 1). The Kappa statistic was
calculated against a random classifier for the best classifier.

randomAcc =

Kappa =

totalAcc randomAcc
1 randomAcc

(4.18)

totalAcc =

TP + TN
TP + TN + FP + FN

(4.19)

totalIns = T P + T N + F P + F N

(4.20)

(T N + F P ) ⇥ (T N + F N ) + (F N + T P ) ⇥ (F P + T P )
totalIns ⇥ totalIns

(4.21)

Since a large number of texture features (109 features) were utilized and as the feature
selection was conducted in every fold of the data, it is informative to form a feature subset that appears most frequently across folds of the di↵erent feature selector-classifier pairs.
To check this repeatability, a selection criteria was applied exclusively to the best results
for each classification task. For CFS and Wrappers a subset of only those features were
formed which were selected in more than 65% of the folds (empirically chosen) during the
fold-wise feature selection. These features are referred to as the most common features. For
CCC RSM, a count was kept of the number of times each feature was selected across all the
random subsets and across di↵erent folds. The top five features (with the maximum count)
were selected as the most commonly selected features.
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CHAPTER 5
RESULTS AND DISCUSSION

12

This chapter presents the detailed results and related discussion for (i) classification

based on the number of axillary lymph node metastases, and (ii) classification based on
estrogen receptor (ER) status. First, the dataset is explained, second, the results for both the
classifications are given in detail, third an analysis of the new proposed ensemble framework
is given and finally a discussion is presented based on the obtained results.
5.1

Dataset
A dataset of 58 patients was used for classification based on the number of axillary lymph

node (ALN) metastases and a dataset of 38 patients was used for classification based on the
status of estrogen receptor. Table 5.1 gives the details of the datasets. The patients with a
histopathologic diagnosis of invasive ductal or invasive lobular breast carcinoma who underwent neoadjuvant therapy prior to surgery, were chosen for this work. The presence of viable
lymph node metastases was determined at final pathology, after neoadjuvant chemotherapy. It was reasoned that the presence of viable lymph node metastases, after neoadjuvant
chemotherapy, is a marker for increased risk of subsequent development of metastases, and
thus, a poorer prognosis. ER status was determined at core biopsy with a cuto↵ of 10% for
ER positive tumors.
1

Parts of this Chapter was published in Chaudhury, Baishali, et al. “Heterogeneity in intratumoral regions
with rapid gadolinium washout correlates with estrogen receptor status and nodal metastasis.” Journal of
Magnetic Resonance Imaging (2015). Permission is included in Appendix A.
2
Parts of this Chapter was published in Chaudhury, Baishali, et al. “Using features from tumor subregions
of breast DCE-MRI for estrogen receptor status prediction.” in IEEE international conference on Systems,
Man and Cybernetics (2014). Permission is included in Appendix A.
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Diagnostic breast MRI was performed using a GE 1.5T Optima 450w MRI and SentinelleTM double-breast coil. The breast DCE-MRI technique included bilateral axial dynamic
3D T1-weighted fat suppressed gradient recalled echo-pulse sequences obtained before and
after gadolinium based contrast administration. Gadolinium based contrast agents were used
at a concentration of 0.1 mmol/kg. From January 1, 2010 to July 1, 2011, gadopentetate
dimeglumine (Magnevist, Bayer HealthCare Pharmaceuticals) was used. From July 2, 2011
to July 1, 2014, gadobutrol (Gadavist, Bayer HealthCare Pharmaceuticals) was used.
For each patient a single breast-imaging radiologist selected a representative image slice
with the representative tumor cross-section, from the DCE-MRI volumetric data that was
then utilized for analysis. However, for a subset of lymph node dataset (only for classes C
and A), a second radiologist also selected the representative tumor cross-section, without
prior knowledge of the previously chosen slices. This was done to analyze the e↵ect of differing slices on the final prediction. Out of 34 cases, 13 cases had di↵erent representative
slices chosen by the second radiologist. Among these 13 cases, 8 cases had almost the same
tumor size (visually) and for the other 5 cases the slices chosen by the second radiologist
were visually larger than the previously chosen slices.
5.2

Results for Classification Based on Number of Axillary Lymph Node (ALN)
Metastases
Four binary class classifications were created based on the number of ALN metastases

associated with breast tumors: (i) (B and C) vs A (42 vs 16) (ii) C vs A (18 vs 16) (iii)
B vs A (24 vs 16); and (iv) B vs C (24 vs 18). To deal with an imbalanced dataset of 42
vs 16 for the first classification task (B and C) vs A, the synthetic minority oversampling
technique SMOTE [130] was applied to increase the number of minority class samples. The
10 nearest neighbors and 200% oversampling was used to generate 32 synthetic class A
samples to get an almost balanced dataset of 42 vs 48 samples. Though for the classification
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Table 5.1: Dataset description
Description

Dataset for axillary lymph node
(ALN) classification

Total patients

58
0 ALN (Class A) =16
1 to 3 ALNs (Class B) = 24 (14 with
1 ALN, 6 with 2 ALNs, 4 with 3
ALNs)
4 or more ALNs (Class C) =18
Invasive Ductal Carcinoma = 56

Patient breakup

Dataset for Estrogen receptor status classification
38
ER positive =20
ER negative =18

Invasive Ductal Carcinoma = 35
Invasive Lobular Carcinoma = 2
Invasive Lobular Carcinoma = 3
39-74 years
31-74 years
Patient age
mean age = 53.7 years
mean age = 52.7 years
median age = 52 years
median age = 52 years
Source
Moffitt
Same
Sequence
T1 fat saturated pre and post con- Same
trast
Temporal sampling
90-110 seconds (five acquisition Same
times)
Slice thickness
1.1 to 2.2 mm
Same
Bit depth
16 bits/pixel
Same
Bit resolution
1.3 to 1.7 pixels/mm
Same
Most common bit res- 1.5 pixels/mm
Same
olution
Patients common in both the datasets= 18 (Appendix B)
Ductal or Lobular

of B vs C the data was not imbalanced yet it was found that by conducting SMOTE and
doubling the number of instances in class C, the results improved (especially specificity).
For this classification task 5 nearest neighbors and 100% oversampling with SMOTE was
used to generate extra 18 synthetic samples for class C (total class C samples = 36). In
the subsequent sub-sections, first the results from contrast based habitats are presented and
then the results from geometry based habitats are presented.
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5.2.1

Results from Contrast Based Habitats

Out of the five contrast based habitats slow-initial-uptake and persistent-delayed-washout
always gave accuracies below the majority class, and hence were excluded from the results in
the proceeding tables. For all the classifications, detailed results using the remaining three
contrast based habitats rapid-initial-uptake, rapid-delayed-washout and combined-habitat are
presented.
Table 5.2: Summary of the best results from di↵erent classification tasks. They were achieved
using textural kinetics from rapid-delayed-washout habitat
Classification

Feature selectorClassifier
(B and C) vs A CCC RSM-J48
(N=30, ThreshCorr=0.15)
C vs A
CCC RSM-J48
(N=15, ThreshCorr=0.7)
B vs A
CCC RSM-J48
(N=30, ThreshCorr=0.45)
B vs C
CCC RSM-NB
(N=15, ThreshCorr=0.8)
ER positive vs CCC RSM
ER negative
and
J48
(N=15, ThreshCorr=0.6)

Number of
features
5

Avg Acc %

AUC

Kappa

87

0.846

0.57

5

91.7

0.911

0.82

5

78

0.826

0.54

8

83.3

0.814

0.66

6

87.2

0.87

0.74

A summary of the best results is given in Table 5.2. In Table 5.3, Table 5.4, Table
5.5, Table 5.6 and Table 5.7 the detailed results (accuracy only above majority class) for
classification of (B and C) vs A, C vs A on slices from each radiologist (5.3, 5.4), B vs C
and B vs A, are presented.
The ROCs using CCC RSM ensemble framework for (B and C) vs A , B vs C and B vs A
are shown in Figure 5.1, Figure 5.2 and Figure 5.3, respectively. The ROCs using Wrappers
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Table 5.3: Results for (B and C) vs A from contrast habitats. Best result is in bold and majority class 72.4% ; R-D-W: rapid-delayed-washout; R-I-U: rapid-initial-uptake;C-H: combinedhabitat
MetaKinetic
Classifier map
PIE
C1
PIE
PIE
C2
PIE
PIE
C3
IE
PIE
PIE
C4
IE
PIE
PIE
C5
PIE
PIE
C6
PIE
PIE
C7
IE
PIE
PIE
C8
PIE
PIE
C9
IE

Habitat
R-D-W
C-H
R-D-W
C-H
R-D-W
R-I-U
C-H
R-D-W
R-I-U
C-H
R-D-W
C-H
R-D-W
C-H
R-D-W
R-I-U
C-H
R-D-W
C-H
R-D-W
R-I-U

PS=G-Qm
128-8-11
64-16-11
128-8-13
128-32-11
256-8-13
128-8-11
128-8-13
64-8-11
128-8-11
128-32-13
128-16-13
128-32-13
256-8-11
256-32-11
256-16-11
256-16-11
64-16-11
128-8-13
128-8-11
128-8-13
256-16-11

Avg
acc%
76.3
73.9
84.5
73
76.3
75.59
73.9
71.27
73.9
76.6
84.5
73.51
73.95
65.625
79.9
72.7
76.3
87
76.6
80.7
77

Sens%

Spec%

71.4
66.67
69
66.66
71.4
76.19
66.67
73.8
66.6
59.5
69
59.5
66.66
81.25
78
64.3
71.4
73.8
59.5
73.8
66.6

81.2
81.25
100
93.75
81.2
75
81.25
68.75
81.25
93.75
100
87.5
81.25
50
81.3
81.2
81.25
100
93.75
87.5
87.5

for (B and C) vs A and B vs C are shown in Figure 5.4 and Figure 5.5, respectively. The
ROC using Wrappers for B vs A is not shown as the accuracies were below the majority
class for all classifiers.
All the best results were achieved using features from the rapid-delayed-washout habitat.
It was observed that the highest accuracies from the rapid-delayed-washout and combinedhabitat were achieved using the texture features extracted from the post initial enhancement
kinetic map. The best results from the rapid-initial-uptake were achieved using texture
features from initial enhancement kinetic map.
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Table 5.4: Results for C vs A (slices chosen by 1st MD) from contrast habitats. Best result
is in bold and majority class 52.9%; R-D-W: rapid-delayed-washout; R-I-U: rapid-initialuptake;C-H: combined-habitat
MetaKinetic
Classifier Map
PIE
C1
PIE
PIE
C2
IE
PIE
C3
PIE
PIE
C4
IE
PIE
PIE
C5
IE
PIE
PIE
C6
IE
PIE
PIE
C7
PIE
PIE
C8
PIE
PIE
C9
PIE

Habitat
R-D-W
C-H
R-D-W
R-I-U
C-H
R-D-W
R-D-W
R-I-U
C-H
R-D-W
R-I-U
C-H
R-D-W
R-I-U
C-H
R-D-W
C-H
R-D-W
C-H
R-D-W
C-H

PS=G-Qm
64-8-11
128-16-9
128-8-13
64-8-13
64-16-9
128-8-13
64-8-11
64-8-13
256-64-9
128-16-13
64-16-13
64-16-9
64-8-13
64-16-13
256-64-13
64-8-11
256-64-9
64-8-13
64-32-9
64-8-13
64-8-13

Avg
Acc%
82.29
72.9
88.89
68.4
74.65
76.04
74
64.58
78.8
88.89
62.84
74.65
76.74
61.45
68.05
79.16
76.38
91.7
77.5
79.5
79.5

Sens%

Spec%

83
83.3
78
56
55.55
83
67
66
61.1
78
44.44
55.55
72
61
61.1
83
77.77
83.3
61.11
77.8
77.8

81
62.5
100
80
93.75
69
80
63
68.75
100
81.25
93.75
81
63
75
75
75
100
93.75
81.3
81.3

The change in accuracies between di↵erent sets of slices for C vs A classification were
evaluated using texture features from the rapid-delayed-washout habitat. It was found that
the results on the slices chosen by second radiologist were a bit lower than those obtained on
slices chosen by the first radiologist. The highest accuracy of 91.7% was achieved using the
slices chosen by first MD while when using slices chosen by the 2nd MD the highest accuracy
was 82.29% (three extra errors were made). In Figure 5.7 the ROC curves (using Wrappers
only) for both the sets of slices for C vs A classification are compared. For slices chosen by
first MD an average AUC of 0.886 for J48 was obtained and for slices chosen by second MD
the average AUC was 0.8.
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Table 5.5: Results for C vs A (slices chosen by 2nd MD) from contrast habitats. Best result
is in bold and majority class 52.9%; R-D-W: rapid-delayed-washout
MetaClassifier
C1
C2
C3
C4
C5
C6
C7
C8
C9

Kinetic
Map
PIE
PIE
PIE
PIE
PIE
PIE
PIE
PIE
PIE

Habitat
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W

PS=G-Qm
64-8-11
128-8-13
128-32-9
64-8-11
128-8-13
64-16-9
64-8-11
64-8-13
128-32-9

Avg
Acc%
66.66
82.29
73.26
69.79
82.29
73.26
69.79
79.86
73.26

Sens%

Spec%

83.3
72.2
77.77
83.3
72.2
77.77
83.3
72.22
77.77

50
93.75
68.75
56.25
93.75
68.75
56.25
87.5
68.75

Table 5.6: Results for B vs C from contrast habitats. Best result is in bold and majority
class 57.14%; R-D-W: rapid-delayed-washout; C-H: combined-habitat
MetaClassifier
C1
C3
C4
C6
C7
C9

Kinetic
Map
PIE
PIE
PIE
PIE
PIE
PIE
PIE
PIE

Habitat
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W
C-H
R-D-W
C-H

PS=G-Qm
64-8-11
128-8-13
64-8-11
64-8-13
256-8-11
128-8-13
256-16-11
128-8-13

Avg
Acc%
71.5
75.69
71.52
72.91
83.3
70.83
79.2
72.13

Sens%

Spec%

72.2
88.89
72.2
83.3
83.3
58.3
83.3
50

70.83
62.5
70.83
62.5
83.3
83.33
75
94.44

Table 5.7: Results for B vs A from contrast habitats. Best result is in bold and majority
class 60%; R-D-W: rapid-delayed-washout
MetaClassifier
C7
C8
C9

Kinetic
Map
PIE
PIE
PIE

Habitat
R-D-W
R-D-W
R-D-W

PS=G-Qm
256-8-13
128-8-13
128-16-13

Avg
Acc%
73.9
78
68.8

Sens%

Spec%

79.2
81.3
87.5

68.8
75
53.3

For better analysis, training was done on the set of slices chosen by the second MD and
tested on those chosen by first MD (highest average class accuracy of 80.5% using Wrappers
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(B and C) vs A (rapid-delayed-washout): Ensemble
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Figure 5.1: ROC curves for (B and C) vs A using CCC RSM: rapid-delayed-washout.

B vs C (rapid-delayed-washout): Ensemble
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Figure 5.2: ROC curves for B vs C using CCC RSM rapid-delayed-washout. ROC curves for
class C (i.e. tumors with 4 node metastases) using CCC RSM based ensemble framework
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B vs A (rapid-delayed-washout): Ensemble
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Figure 5.3: ROC curves for B vs A using CCC RSM rapid-delayed-washout. ROC curves for
class B (i.e. tumors with 1 to 3 node metastases) using CCC RSM based ensemble framework

(B and C) vs A

(rapid-delayed-washout): Wrappers
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Figure 5.4: ROC curves for (B and C) vs A using Wrappers: rapid-delayed-washout.
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B vs C (rapid-delayed-washout): Wrappers
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Figure 5.5: ROC curves for B vs C using Wrappers: rapid-delayed-washout. ROC curves for
class C (i.e. tumors with 4 node metastases) using Wrappers feature selection

C vs A (rapid-delayed-washout): Ensemble
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Figure 5.6: ROC curves for C vs A using CCC RSM: rapid-delayed-washout. ROC curves
for class C (i.e. tumors with
4 node metastases) for the slices chosen by 1st MD, using
CCC RSM based ensemble framework
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C vs A (rapid-delayed-washout): Wrappers
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Figure 5.7: ROC curves for C vs A using Wrappers: rapid-delayed-washout. A comparison
of ROC curves for class C (i.e. tumors with
4 node metastases) for the slices chosen by
1st MD and the slices chosen by 2nd MD, using features from rapid-delayed-washout
feature selection and J48), and vice versa (highest average class accuracy of 72.5% using
Wrappers feature selection and SVM). For the first experiment, the number of extra errors
(compared to the testing on the training data set itself) made on the cases with di↵erent
slices, was only 2, but for the second experiment the number of extra errors made on the
cases with di↵erent slices was 9. This indicated that training on the second set of slices was
better and did not overfit as much as the first set of slices did. One of the possible reasons
could be that there were 5 slices that were bigger in the second set than in the first case,
resulting in slightly more accurate features.
In order to understand the efficacy of the features across di↵erent set of slices the above
experiment was conducted using only LBP-HF features. Results using LBP-HF features
were more stable across the two train and test sets than the results which also used GLCM
and GLRL features. This can be attributed to the fact that GLCM and GLRL depend on
the size of the image. However, results were worse when only LBP-HF features were used.
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In Table 5.8 the most commonly occurring features for the best results from each classification task, were recorded. It was found that when the common features (except information
measure of correlation) were used individually for each classification they gave an accuracy
just equal to the accuracy of the majority class. The GLCM texture feature, “Information
measure of correlation” [131], was the most repeatedly selected feature for three of the four
classification tasks: (B and C) vs A, C vs A and B vs A. This GLCM feature represents the
correlation between gray levels identified via texture analysis within the tumor habitat and
is inversely proportional to heterogeneity. Using this single feature for classification of C vs
A, an average class accuracy of 88.89% (using slices chosen by first MD) was achieved using
LOO-CV using the J48 classifier. The class means of A and C, for the same feature, were
-0.36 and -0.66, with standard deviations of 0.38 and 0.22 respectively. However a statistical
di↵erence between the class means was not found between the two classes for this feature.
For the other two classifications (B and C) vs A, and B vs A the average class accuracies
using this feature, were 77.58% and 75% respectively. To investigate this better, the errors
made for these classification tasks were noted and compared to those made for classifying C
vs A using only the single feature. For C vs A, 4 errors were made, all belonging to class C,
for (B and C) vs A 13 errors were made among which 5 were class C (1 extra error from C
vs A) and rest were class B tumors. For B vs A 10 errors were made all belonging to class
B, 2 extra errors from (B and C) vs A.
Table 5.9 shows the average class accuracies when di↵erent feature categories (GLCM,
GLRL and LBP-HF) were used individually and when used two at a time. These experiments were conducted exclusively for the best results from each classification task which are
listed in Table 5.2. The same feature selector and classifier pairs which achieved the best
accuracies in Table 5.2, were used for these experiments. Interestingly, for B vs A when
GLCM and GLRL features were used together the average accuracy increased from 78%
(which was obtained using all the three feature categories using N=30, ThreshCorr=0.45) to
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Table 5.8: Top 5 common features for lymph nodes classification: contrast habitats
Classification
(B and C) vs A

Feature selectorClassifier
CCC RSM-J48

C vs A

CCC RSM-J48

B vs A

CCC RSM-J48

B vs C

CCC RSM-NB

Features selected
LBP-HF-41,
inverse
di↵erence normalized moment (invdi↵-mom-norm),
information
measure of correlation (inf),
LBP-HF-63, cluster prominence
inv-di↵-mom-norm, gray level
nonuniformity (GLN), LBP-HF24, inf
inf, GLN, inv-di↵-norm, LBPHF-60, run level nonuniformity
(RLN)
sum entropy, homogeneity, LBPHF-5, long run high gray level
emphasis (LRHGE), LBP-HF-25

87.5% (N=20, ThreshCorr= 0.67). When all the three feature categories were used 22 out
of top 30 ReliefF ranked features were LBP-HF, 6 were GLCM and 2 were GLRL. When
only GLRL and GLCM were used, out of top 20, 5 were GLRL and rest were GLCM.
Table 5.9: Accuracies for di↵erent classifications using di↵erent feature categories
Classification

GLCM

GLRL

LBPHF

GLCM
+GLRL

GLRL
+LBPHF

(B and C) vs A
C vs A
B vs A
B vs C
ER positive vs
ER negative

84.5
88.88
72.9
58.3
87.2

72.32
50
58.3
54.6
64.16

84.5
80.23
69.79
68.75
67.2

84.5
88.88
87.5
60.41
84.7

77.38
79.86
59
75
60

75

LBPGLCM
HF
+GLRL
+GLCM +LBPHF
87
87
91.7
91.7
71.87
78
71.5
83.3
87.2
87.2

5.2.2

Results from Geometry Based Habits

In Table 5.10, the results for classification of (B and C) vs A are given. Best accuracy
of 79% was achieved using CCC RSM and J48 (N=10, ThreshCorr=0.16) with an average
number of 3 features.
Table 5.10: Results for (B and C) vs A from geometrical habitats. Best result is in bold and
majority class 72.41%
MetaKinetic
Classifier Map
PIE
C2
PIE
C3
PIE
C4
PIE
C5
PIE
C6
PIE
PIE
C7
PIE
PIE
C8
PIE
C9
PIE

Habitat
periphery
whole tumor
periphery
periphery
periphery
periphery
periphery
core
periphery
core
periphery

PS=G-Qm
128-64-11
128-64-13
128-64-11
128-16-13
128-64-11
128-32-13
128-64-11
128-64-11
128-16-13
128-64-11
128-64-11

Avg
Acc%
73.9
73.5
73.9
73.21
73.9
75.14
73.9
76.6
79
74.7
78.27

Sens%

Spec%

66.67
59.5
66.67
71.4
66.67
69.04
66.67
59.52
64.28
61.9
69

81.25
87.5
81.25
75
81.25
81.25
81.25
93.75
93.75
87.5
87.5

For C vs A, the results are given in Table 5.11. Highest accuracy of 87.84% was achieved
using CCC RSM (N=5, ThreshCorr=0.6) and J48 classifier with an average of 5 features
from the tumor periphery.
For B vs C, the results are given in Table 5.12. The best accuracy was 78.47% using
feature selector CCC RSM (N=20, ThreshCorr = 0.75) and classifier J48.
The classification task of B vs A ( Table 5.13) showed the best accuracy of 71.85%
(N=30, ThreshCorr=0.45) using J48 classifier (CCC RSM and Wrappers) with an average
of 5 features.
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Table 5.11: Results for C vs A from geometrical habitats. Best result is in bold and majority
class 52.9%
MetaKinetic
Classifier Map
PIE
C1
PIE
PIE
PIE
C2
PIE
PIE
PIE
C3
PIE
PIE
C4
PIE
PIE
C5
PIE
PIE
C6
PIE
PIE
PIE
C7
PIE
PIE
PIE
C8
PIE
PIE
PIE
C9
PIE

Habitat
periphery
core
whole tumor
periphery
core
whole tumor
periphery
whole tumor
periphery
core
periphery
core
periphery
core
whole tumor
periphery
core
whole tumor
periphery
core
whole tumor
periphery
core

PS=G-Qm
128-32-11
128-8-13
128-8-13
128-64-11
128-8-13
128-32-13
128-32-13
128-8-13
128-16-13
128-16-13
128-64-11
128-8-13
128-32-11
128-32-11
128-8-13
128-64-11
128-8-13
128-16-13
128-64-11
128-16-13
128-16-13
128-64-11
128-8-13

Avg
Acc%
66
70.83
56.25
85.06
71.52
58.68
78.81
73.26
65.97
73.95
73.6
70.8
78.81
70.48
64.58
76.38
68.4
54.86
87.84
71.52
71.52
78.81
62.15

Sens%

Spec%

94.4
66.66
50
88.89
55.55
61.1
88.88
77.77
94.44
66.66
81.25
66.66
88.89
72.22
66.66
77.78
55.55
72.2
94.4
55.55
55.55
88.89
55.55

37.5
75
62.5
81.25
87.5
56.25
68.75
68.75
37.5
81.25
66.67
75
68.75
68.75
62.5
75
81.25
37.5
81.25
87.5
87.5
68.75
68.75

The ROCs for all the three classifiers using Wrappers for (B and C) vs A and C vs A,
are shown in Figure 5.8 and Figure 5.9, respectively. For (B and C) vs A the best AUC
was 0.76 (Kappa=0.48) and for C vs A the best AUC was 0.81 (Kappa= 0.57).
In order to compare the accuracies achieved using features from tumor habitats to those
averaged over the whole tumor region, the whole tumor accuracies are also noted in the result
tables for geometrical habitats. For (B and C) vs A the accuracy from whole tumor region
was 73.5%, for C vs A the accuracy was 73.26%, for B vs C the accuracy was 77.08%, and
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Table 5.12: Results for B vs C from geometrical habitats. Best results are in bold and
majority class 57.14%
MetaKinetic
Classifier Map
PIE
C1
PIE
C2
PIE
PIE
C3
PIE
PIE
C4
PIE
PIE
C5
PIE
PIE
C6
PIE
PIE
C7
PIE
C8
PIE
C9
PIE

Habitat
periphery
whole tumor
periphery
periphery
whole tumor
periphery
core
whole tumor
periphery
periphery
core
whole tumor
periphery
periphery
periphery

PS=G-Qm
128-32-11
128-32-11
128-32-11
128-32-11
128-8-11
128-8-13
128-8-11
128-8-11
128-16-11
128-16-11
128-8-11
128-8-11
128-8-13
128-16-11
128-32-11

Avg
Acc%
67.36
61.8
74.3
66.6
77.08
67.3
62.08
61.8
78.47
66.6
62.08
77.08
76.38
78.47
75

Sens%

Spec%

72.2
62.5
77.7
66.6
70
72.2
70
62.5
77.7
66.6
70
70
77.78
77.7
100

62.5
61.1
70.83
66.6
83.3
62.5
54.16
61.1
79.16
66.6
54.16
83.3
75
79.16
50

Table 5.13: Results for B vs A from geometrical habitats. Best results are in bold and
majority class 60%
MetaKinetic
Classifier Map
PIE
C1
PIE
PIE
C2
PIE
C5
PIE
C7
PIE
C8
PIE
C9
PIE

Habitat
periphery
core
whole tumor
periphery
periphery
periphery
periphery
periphery

PS=G-Qm
128-8-13
128-8-13
128-8-13
128-16-11
128-16-11
128-8-13
128-16-11
128-16-13

Avg
Acc%
62.5
69.79
58.33
71.85
68.75
62.5
71.85
68.75

Sens%

Spec%

75
58.3
79.16
50
50
75
87.5
87.5

50
81.25
37.5
93.75
87.5
50
56.25
50

for B vs A the accuracy was 58.33%. In Table 5.14 the most commonly occurring features
for the best results from each classification task, were recorded.
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(B and C) vs A

(Periphery): Wrappers
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Figure 5.8: ROC curves for (B and C) vs A using Wrappers: periphery.

C vs A (Periphery): Wrappers
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Figure 5.9: ROC curves for C vs A using Wrappers: periphery. ROC curves for class C
(i.e. tumors with 4 node metastases) for the slices chosen by 1st MD, using features from
periphery
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Table 5.14: Common features for lymph nodes classification: geometrical habitats
Classification
(B and C) vs A

Feature selectorClassifier
Wrapper-NB

Number of
features
5

C vs A

CCC RSM-J48

5

B vs A
B vs C

Wrappers-J48
CCC RSM-J48

2
5

5.3

Features selected
information measure of correlation (inf), sum entropy, LBP-HF60, LBP-HF-68, LBP-HF-75
inf, LBP-HF-21, LBP-HF-38,
LBP-HF-59, Gray Level Nonuniformity (GLN)
inf, LRHGE
inf, inverse di↵erence moment
normalized, sum entropy, LBPHF-9, LBP-HF-46, LBP-HF-47

Results for Classification Based on Estrogen Receptor (ER) Status
It was found that results from rapid-initial-uptake and combined-habitat were not as good

as those from rapid-delayed-washout. Also since for lymph nodes classification it was found
that the most predictive contrast based habitat was rapid-delayed-washout, so for ER status
classification using contrast based habitats, results only from rapid-delayed-washout habitat
are reported in Table 5.15. The ROC curves using Wrappers and CCC RSM are shown in
Figure 5.10 and Figure 5.11, respectively. The best average AUC of 0.87 (Kappa=0.74) was
obtained for Nave Bayes using CCC RSM.
ER status (rapid-delayed-washout): Wrappers
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Figure 5.10: ROC curve for ER neg class using Wrappers: rapid-delayed-washout.
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ER status (rapid-delayed-washout): Ensemble
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Figure 5.11: ROC curve for ER neg class, using CCC RSM: rapid-delayed-washout.

Table 5.15: Results for ER positive vs ER negative: contrast habitats. Best result is in bold
and majority class 52.6%; R-D-W: rapid-delayed-washout
MetaClassifier
C1
C2
C3
C4
C5
C6
C7
C8
C9

Kinetic
Map
IE
IE
IE
IE
IE
IE
IE
IE
IE

Habitat
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W
R-D-W

PS=G-Qm
256-32-17
64-32-17
64-32-17
64-8-11
256-32-17
64-32-17
256-16-11
256-32-17
128-8-13

Avg
Acc%
84.44
81.1
76.11
76.6
84.44
82.22
76.6
87.2
70.8

Sens%

Spec%

80
90
80
70
80
70
70
80
75

89
72
72
83.3
89
94
83.3
94.4
66.67

In Table 5.16, the results from the geometry based habitats are presented. The highest accuracy of 84.72% was achieved using CCC RSM (N=15, ThreshCorr=0.23) and J48
classifier with an average of 5 features from the periphery habitat. The ROC curves from
periphery habitat are shown in Figure 5.12 (best AUC=0.82, Kappa=0.55 using the Naive
Bayes classifier).
The best results (from both rapid-delayed-washout and periphery habitat) were obtained
by utilizing the textural kinetics extracted from initial enhancement kinetic map. It was
found that the accuracy using textural kinetics from the whole tumor was 71%.
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Table 5.16: Results for ER positive vs ER negative: geometrical habitats. Best result is in
bold and majority class 52.6%
MetaKinetic
Classifier Map
IE
C1
IE
IE
IE
C2
IE
PIE
IE
C3
PIE
PIE
IE
C4
IE
PIE
IE
C5
IE
PIE

C6

C7

C8

C9

IE
IE
PIE
IE
IE
PIE
IE
IE
PIE
IE
IE
PIE

Habitat

PS=G-Qm
64-16-9
128-8-17
256-64-9
128-16-11
256-16-7
256-16-15
128-16-11
256-16-9
256-32-9
64-16-9
64-16-9
64-8-15
128-8-11
64-32-17
re- 256-16-17

periphery
core
whole tumor
periphery
core
whole tumor
periphery
core
whole tumor
periphery
core
whole tumor
periphery
core
whole tumor
gion
periphery
128-16-17
core
64-32-15
whole tumor re- 256-16-9
gion
periphery
64-16-9
core
64-32-15
whole tumor
64-8-15
periphery
128-16-11
core
64-32-17
whole tumor re- 256-16-17
gion
periphery
128-16-11
core
64-32-15
whole tumor re- 256-16-9
gion

Avg
Acc%
74.16
78.89
68.61
78.6
67.77
70.83
73.88
68.61
63.33
74.16
55.83
63.33
81.38
71.11
71.11

Sens%

Spec%

81
80
65
85
80
75
70
65
60
65
45
60
85
70
70

83
78
72
72.2
55
67
77.77
72
67
83
66.66
67
77
72
72

73.89
68.88
65.56

70
60
70

78
77
61

78.9
76.66
63.33
84.72
71.11
71.11

80
70
60
75
70
70

50
83
67
94.4
72
72

81.67
68.88
65.56

80
60
70

83.3
77
61

In Table 5.17 the most commonly occurring features for the best results from geometry
based as well as contrast based habitats, are presented. It was again found that the GLCM
texture feature, “Information measure of correlation”, extracted from the rapid-delayed82
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Figure 5.12: ROC curve for ER neg class using Wrappers: periphery
Table 5.17: Commonly selected top 5 features: ER status classification
Habitat
Rapid-delayedwashout (contrast based)

MetaClassifier
CCC RSM-J48

Features selected
cluster prominence, di↵erence entropy, information measure of
correlation, LBP-HF-14, LBPHF-48
sum entropy, LBP-HF-22, Short
Run Low Gray Level Emphasis,
Long Run Low Gray Level Emphasis, LBP-HF-60

Periphery (ge- CCC RSM-J48
ometry based)

washout habitat was the most commonly selected texture feature for ER status classification
using contrast based habitats. The class means of ER positive and ER negative tumors, for
the information measure of correlation feature, were -0.01 and -0.64, with standard deviations
of 0.47 and 0.24, respectively. Using only this single feature, an average class accuracy of
84.4% was achieved using LOO-CV using the J48 classifier. But similar to lymph nodes
classification (C vs A), a statistical di↵erence between the class means was not found between
the 2 classes for this feature. However the information measure of correlation feature was
not selected as a common feature for ER status classification using geometry based habitats.
In Table 5.9 e↵ect of using di↵erent feature categories on the best result (from contrast
based habitat) is given.
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5.4

Analysis of Concordance Correlation Based Feature Selection (CCC RSM)
and Ensemble Framework
In this section the AUCs obtained from CCC RSM based ensemble framework were

compared (only for rapid-delayed-washout habitat) to those obtained from Wrappers with
di↵erent classifiers. In Table 5.18, a comparison of the computed AUCs is presented. For B
vs C, results from the J48 classifier are not presented as it gave accuracies below guessing the
majority class. For B vs A wrappers feature selection gave accuracies below majority class
for all the classifiers. So only the AUC for the best result which was obtained by CCC RSMJ48 is presented. The results clearly show that the classifier performance was generally
improved through the use of the ensemble based framework. However, for C vs A (results on
slices chosen by 2nd MD), CCC RSM does not perform as well as CFS (for J48 classifier),
one extra error is made. Infact, for B vs C both CFS and CCC RSM gave accuracies
below guessing the majority class for J48 classifier. A possible reason for CCC RSM failing
in these situations can be that, the search space used for searching the possible feature
subsets is limited (100 random feature subsets were formed) and hence it was unable to
find the optimal feature subset. This indicates that higher number of feature subsets should
be formed. Another reason can be that the rankings generated by ReliefF are not very
informative. An improvement can be done by using a di↵erent distant metric other than
Euclidean distance (like Manhattan distance). Another alternative can be to use RelieF
feature merit score to choose the relevant features (say selecting features above a certain
merit score) instead of choosing top N features.
The e↵ect of ThreshCorr, i.e the correlation threshold for forming the correlated feature
groups, on, the number of features, was also analyzed. For this experiment the same parameters which gave the best accuracy for the classification of B vs A, N=30, J48 classifier,
were used. From Figure 5.13 it was observed that with increase in ThreshCorr the number of features within a correlated group decreased. This is because with the increase in
84

Table 5.18: Comparison of AUCs using Wrappers and CCC RSM
Classification WrappersNB
(B and C) 0.77
vs A
C vs A
0.842
B vs C
0.759
B vs A
–
ER pos vs 0.836
ER neg

Wrappers- Wrappers- CCC RSM- CCC RSM- CCC RSMJ48
SVM
NB
J48
SVM
0.81
0.72
0.816
0.846
0.803
0.886
–
–
0.81

0.719
0.723
–
0.75

0.87
0.814
–
0.859

0.911
–
0.826
0.873

0.849
0.809
–
0.856

threshold the features have to be highly correlated to be in the same group. Since chances of
this decreased with the increase in threshold, so the number of correlated groups increased.
Since the random feature subsets were formed by selecting one feature from each correlated
group, so increase in number of correlated groups would lead to an increase in the number
of features in each random feature subset.
25

Avg no. of features per random
Feature subset
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Figure 5.13: E↵ect of ThreshCorr on number of features in random feature subsets. For this
the same parameters which gave the best accuracy for the classification of B vs A, N=30,
J48 classifier, was used.
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Next, the e↵ect of ThreshCorr on accuracy, or in other words e↵ect of number of features
in feature subsets on overall accuracy was analyzed. In Figure 5.14, the relationship between
accuracy and correlation threshold for di↵erent values of N (number of top ranked features),
is shown. This was again done for the best accuracy (78%) for the classification task of B vs
A. It was observed that for a particular value of N, the accuracy increased with increase in
ThreshCorr, and after reaching a peak, it decreased. For example for N=30, the accuracy
increased and reached the peak between 0.4 to 0.5 ThreshCorr, and after that the accuracy
starts decreasing with the increase in ThreshCorr. The same e↵ect on accuracy was found
with change in the value of N. For example, the accuracy increases from N=10 to N=30, but
then gradually starts decreasing with increasing value of N (for example

40). Additional

experiments are given in Appendix D.
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Figure 5.14: Accuracy vs ThreshCorr for di↵erent numbers of top ranked features

5.5

Discussion
The results demonstrate that the rapid-delayed-washout habitat was most predictive of

the number of axillary lymph node metastases and ER status. From the detailed results
for lymph nodes classification, it was observed that the combined-habitat, which represents
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the region which undergoes both rapid initial uptake and rapid delayed washout gave lower
accuracy results than rapid-delayed-washout but better results than rapid-initial-uptake. For
the classification tasks B vs C and B vs A, the rapid-initial-uptake habitat gave accuracies
below the majority classes. These results indicate that tumor pixels which just undergo rapid
initial uptake may not represent the aggressive phenotype and are insufficient to predict the
true tumor biology.
On an individual basis, GLCM texture features gave better accuracies than GLRL and
LBP-HF features (except for B vs C) while LBP-HF features always gave better results than
GLRL features. For (B and C) vs A, C vs A and for ER status, when GLCM and LBP-HF
features were used together the accuracies were as good as when all the feature categories
were utilized. The GLCM texture feature, “information measure of correlation”, (extracted
from the rapid-delayed-washout habitat), which measures heterogeneity, was found to be
the single best texture feature from all the data which enabled nearly as good predictive
accuracy as feature selection during cross validation for the classification of C vs A and ER
status classification. But this feature was not as strongly discriminative for classifying B vs
A and B vs C. The results indicate that a single heterogeneity feature was not enough to
discriminate the class B tumors from the other two classes. However a bigger dataset and
further analysis is required for validation.
From lymph nodes classification it was observed that features extracted from the PIE map
of the rapid-delayed-washout habitat were more predictive than those extracted from it’s IE
kinetic map. This can be associated with some of the previous studies which have associated
variation in contrast washout patterns to tumors with di↵erent numbers of axillary lymph
node metastases [36]. However, for ER status classification, the results showed that features
extracted from the IE map of the rapid-delayed-washout habitat were more predictive than
those extracted from it’s PIE kinetic map. This can be associated with some of the previous
studies which have specifically linked di↵erences in initial contrast enhancement patterns to
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di↵erent ER subtypes [132]. On comparing the geometrical habitats i.e. periphery and core,
periphery features outperformed features from the tumor core most times. But periphery
features gave lower accuracies than rapid-delayed-washout. Most importantly from the results
it was evident that textural kinetics extracted from tumor habitats were more predictive than
those extracted or averaged from the whole tumor.
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CHAPTER 6
CONCLUSIONS

12

In this work a novel approach to the study of heterogeneity in breast cancer, is pre-

sented. Instead of whole tumor analysis, each breast tumor was segmented into various
habitats based on (i) the blood flow dynamics following gadolinium injection and (ii) tumor
geometry. In total five contrast based habitats and two geometry based habitats were extracted. The heterogeneity within each habitat was quantified to correlate that with two
clinically important global tumor features of Estrogen receptor status and relatively treatment resistant viable metastases to axillary lymph nodes. Through the implementation of
the new CAD framework it was not only possible to demonstrate that tumor habitats were
more predictive than the whole tumor region but it was also possible to successfully identify
the best predictive tumor habitat.
Previous work on quantitative DCE-MRI analysis had shown that variations in contrast enhancement patterns correlate with clinical and histologic features, such as axillary lymph node metastases [133, 36, 134, 135, 136] and Estrogen Receptor (ER) status
[137, 138, 139, 140]. Recently, kinetic maps and textural kinetic features have been popularly
used in breast DCE-MRI analysis. However, prior studies have extracted textural kinetics
from the whole tumor. This approach was based on the tacit assumption that though breast
tumors are heterogeneous, they are well-mixed. Thus, when features are averaged across
1

Parts of this Chapter was published in Chaudhury, Baishali, et al. “Heterogeneity in intratumoral regions
with rapid gadolinium washout correlates with estrogen receptor status and nodal metastasis.” Journal of
Magnetic Resonance Imaging (2015). Permission is included in Appendix A.
2
Parts of this Chapter was published in Chaudhury, Baishali, et al. “Using features from tumor subregions
of breast DCE-MRI for estrogen receptor status prediction.” in IEEE international conference on Systems,
Man and Cybernetics (2014). Permission is included in Appendix A.
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the entire tumor, regions with di↵ering imaging and genotypic characteristics contribute to
the same extent in the final feature computation. Previous attempts to identify tumor subregions or habitats have mainly concentrated on benign vs. malignant classification and did
not provide a comprehensive comparison of di↵erent tumor habitats. Hence, these methods
have shown little success in identifying the most predictive tumor habitats.
Most of the previous work which used quantitative analysis to predict lymph nodes involvement concentrated on classifying tumors with no lymph nodes from tumors with positive
lymph nodes. This is the first work which has attempted to classify tumors based on: (i) 0
vs  1 (ii) 0 vs 1-3 (iii) 1-3 vs

4 and (iv) 0 vs

4 lymph node metastases. The accuracies

from the lymph node classifications showed that the best AUC could be achieved between 0
vs 4 or more lymph node metastases and the worst was for 1-3 vs 4 or more node metastases.
In this work, a new technique was introduced to create a feature selection approach that
used a modified version of the random subspace method for an ensemble classifier based
on this was created. This classifier is referred to as “concordance based random subspace
method (CCC RSM)”. Through the use of this new ensemble framework, an AUC of more
than 0.8 was achieved for all the classification tasks. Highest AUC of 0.91 was achieved for
classifying tumors with no ALN metastases from tumors with 4 or more ALN metastases. For
classifying tumors based on ER status the highest AUC achieved was 0.87. Comparing the
AUCs obtained using this ensemble framework with those obtained using Wrappers showed
that the ensemble method improved the results for all the classifiers for each classification
task.
The results presented here have the following potential implications. First, heterogeneity
quantified through textural analysis of MR imaging has the potential to serve as a surrogate
for heterogeneity at the cellular and genetic level. Second, the degree of intratumor heterogeneity can vary not only within the tumor but also within the tumor habitats. Third,
heterogeneity quantified from the delayed contrast enhancement patterns is more predictive
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of ALN metastases than that quantified from the initial contrast enhancement patterns.
Fourth, heterogeneity quantified from the initial contrast enhancement patterns are more
predictive of estrogen receptor status. Finally, heterogeneity within the tumor habitat where
tumor pixels undergo rapid delayed washout may contribute disproportionately to the clinical phenotype of the tumor.
The role of regions with rapid vascular washout in both ER expression and nodal metastases within breast cancer suggests further investigation is warranted. These findings suggest
that either the rapid washout vasculature is promoted by a particularly important cancer
cell phenotype (niche engineering) or the pattern of blood flow selects for a particularly
aggressive cancer cell phenotype. The identification of the cause(s) of heterogeneity within
each sub-region is beyond the scope of this study. Generally, the findings could be due to the
presence of di↵erent cell populations within a sub-region including mixtures of tumor and
host parenchymal cells (i.e. fibrosis), as infiltration by stromal cells has been linked with
delayed washout and rapid washout ([141]). Alternatively blood flow could vary temporally
or over small spatial scales. Interestingly, the latter environmental conditions would tend to
select for generalist cancer phenotypes, that is, cells that can adapt to a wide range of environments. Such populations would probably be more likely to survive in distant metastatic
sites.
The present study which tests the underlying hypothesis has some limitations including retrospective design and has room for improvement. A single slice was selected to be
representative of the tumor volume. The experiments on di↵ering slices for lymph nodes
classification (

4 vs 0), demonstrate the e↵ect of representative slice selection, although it

can also be attributed to the e↵ect of small sample size. Thus use of the volumetric tumor
for analysis is warranted. This will ensure adequate representation of the whole tumor volume, thus removing the ambiguity from choosing a representative slice. Hence, volumetric
analysis would present a more powerful analysis. The results on di↵ering slices also show
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some of the weaknesses of the texture features utilized here. For texture calculations a fixed
window was used, which may introduce some noise at the habitat boundary, and the use of
an adaptive window size is preferred. It may also be interesting to study the e↵ect of combining features (at optimum scales) from di↵erent habitats, especially rapid delayed washout
and tumor periphery, for predicting tumor behavior. Lymph node status was also analyzed
at definitive surgery, after all patients completed neoadjuvant treatment. Although this may
be imperfect, it can be inferred that patients who do not respond well to designated therapy
and that have greater than 4 nodes with viable tumor at final surgery have aggressive tumor
phenotypes and are at greater risk for distant metastases. Tumor response to neoadjuvant
chemotherapy in patients with breast cancer has been shown to correlate with disease-free
and overall survival rates [142], [143]. Adjusting for the confounding e↵ect of neoadjuvant
regimens as well as additional patient prognostic factors was beyond the scope of this analysis. Direct histologic correlation within tumor habitats is not possible, as enhancement
kinetics can only be analyzed in vivo. Furthermore, the analyzed cohort is relatively small
and the current results will need to be confirmed in larger retrospective and prospective
studies.
Finally, it was demonstrated that clinical imaging along with the proposed ensemble algorithm can be used to quantify intratumoral heterogeneity. It was shown that habitats of
breast tumors displaying rapid washout enhancement may contribute disproportionately to
the phenotypic clinical behavior of the tumor. This work has the potential to impact patient
outcomes following a diagnosis of breast cancer by automating quantifiable characteristics of
tumor heterogeneity that contribute to patient prognosis and response to treatment. This
information could prove to be invaluable in determining patient treatment regimens and
stratifying patient prognosis for surveillance regimens. It also has the potential to dramatically improve the quality of life for patients who are diagnosed with indolent cancer, those
with tumors less susceptible to distant spreading, potentially allowing for less toxic treat-
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ments and/or surgery. This would lead to the ultimate goal of developing the much needed
targeted treatment paradigm in breast cancer.
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CHAPTER 7
FUTURE WORK

7.1

Extension to 3D
In this work all the analysis was conducted on representative 2-D slices chosen by a single

radiologist. Only for the classification of C vs A i.e. tumors with

4 ALN metastases vs

tumors with 0 ALN metastases, a second radiologist chose representative slices without the
prior knowledge of previously chosen slices. As discussed in Chapter 4, there was subjective
bias involved choosing the slices which resulted in a di↵erent set of slices. Results in Chapter
5 reflected the e↵ect of using di↵erent image slices on final accuracies. This suggests the
use of volumetric analysis for more stable, reliable and repeatable analysis. Thus as a
part of future work we propose an algorithm for volumetric analysis. The main steps of
the volumetric analysis are: (i) tumor segmentation and linking consecutive image slices,
(ii) extraction of tumor habitats from linked image slices and (iii) feature extraction and
classification.
7.1.1

Tumor Segmentation and Linking Consecutive Image Slices

The first step of the volumetric analysis is segmentation of the tumor. For each patient
case the representative image slice (RepSlice) was already selected by the radiologist, which
was utilized for 2-D analysis. This image slice served as the starting point of the analysis.
The basic principle used here was, to conduct 2-D segmentation on individual slices and
automatically linking the 2-D profiles of the tumor of a particular image slice to those
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from the consecutive image slices to form the tumor’s 3-D structure. The steps for tumor
segmentation are explained below and Figure 7.1 shows an illustrative example.
• Step 1 Initial mask generation: The first step was to generate a 2-D tumor mask (2D profile) from the image slices. The tumor mask was generated from the RepSlice.
This was done by subtracting each precontrast image from it’s corresponding first or
second postcontrast image. It was followed by intensity based thresholding, dilation
and connected component analysis to retain the largest blob which represented the
tumor mask. This process of 2-D segmentation was the same as described in Chapter
4. The tumor mask of the RepSlice was referred to as repTumorMask.
• Step 2 Area and centroid computation: The area of the repTumorMask was computed
which was referred as MaxArea. Then the centroid of the tumor mask with size M ⇥ N
(mask’s bounding box) was computed using the following equations:

RepCentroidx =

RepCentroidy =

M
P

i

i=0

M axArea
N
P

(7.1)

j

j=0

M axArea

(7.2)

where, i and j belong to the tumor region i.e. repTumorMask(i,j)=255 (tumor pixel)
CentroidP reviousx = RepCentroidx ; CentroidP reviousy = RepCentroidy
CentroidP reviousx , CentroidP reviousy and MaxArea serve as the initial parameters
for further analysis.
• Step 3 Traversing the stack: Starting from the RepSlice, the stack of images was
traversed in both the upward and downward direction. The image slice under consideration is referred as the CurrentSlice. For each CurrentSlice, the tumor mask (Cur-
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rentArea) and it’s centroid (CentroidCurrentx , CentroidCurrenty ), was generated as
explained in steps 1 and 2.
• Step 4 Determining connectivity: To automatically determine the connectivity of the
tumor objects or masks in the consecutive images of the image stack, two criterion
were used: centroid check and overlap area check.
First, a centroid check is conducted. For two 2-D masks in consecutive images to be
connected, the di↵erence in their centroids should be below a predefined threshold.
The change in centroid of the mask in current slice from that in the previous slice was
computed using the equation below.

CentroidChangex = |(CentroidCurrentx

CentroidP reviousx )|

(7.3)

CentroidChangey = |(CentroidCurrenty

CentroidP reviousy )|

(7.4)

The tumor in the current slice is considered to be connected to the tumor in the
previous slice if CentroidChangex and CentroidChangey are  10 pixels.
Second, an overlap area check was done. To check if the tumor mask generated in the
current slice actually belongs to the tumor in the representative slice, it is important
to check the area overlap between these two tumor masks. The overlap was calculated
between the tumor masks in the current and representative slices using the logical AND
operation between the two binary images. The number of pixels in the overlap image
is the overlap area (OverlapArea). The overlap ratio was calculated with reference to
the representative tumor mask using the following equation.

OverlapAreaRatio =
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OverlapArea
M axArea

(7.5)

The OverlapAreaRatio should be

0.3 i.e. there should be atleast 30% of overlap

between tumor mask of the current slice and the tumor mask of the representative
slice. This also ensures that there are enough pixels for habitat extraction and texture
analysis.
If the current slice is accepted then CentroidP reviousx = CentroidCurrentx ;
CentroidP reviousy = CentroidCurrenty
• Step 5 Stopping criteria: If the current image slice fails either check in step 4 then
the traversing of the image stack is stopped and no further image slice is included for
volumetric analysis.
7.1.2

Extraction of Tumor Habitats from Linked Image Slices

Since results on 2-D showed that rapid-delayed-washout habitat was the most predictive
region, so for volumetric analysis the focus was only on generating this contrast based habitat
which is based on variations in contrast washout patterns. For this, the pixel wise subtraction
was conducted only for the tumor pixels, between pixels peak intensity (either the first or
second post contrast image) and its intensity in the last post contrast image. This was done
for all the linked image slices (from the last section) which were included in the tumor volume
for further analysis. In order to cluster the tumor pixels based on their intensity, the K means
clustering algorithm was applied on all the subtracted tumor pixels. K-means clustering is
an iterative clustering method which starts with a default set of K class centroids. The
image pixels are assigned to the closest cluster (computed using euclidean distance measure
between class centroid and image pixel). K means is based on minimizing an objective
function which minimizes the sum of distances from each image pixel to its cluster centroid,
over all clusters. More details can be found in [144]. Here K means was chosen over 3-D
Otsu clustering because (i) prior studies in the literature have commonly used K means for
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volmetric analysis of breast tumors, (ii) K means clustering is computationally less expensive
and more efficient than Otsu clustering in 3-D [145].

b

c

d

e

a
Figure 7.1: Demonstrates an example of linking consecutive image slices. (a) Shows the
connectivity among the tumor masks in three consecutive images in the image stack. The
image in the middle is the representative slice, and the blue arrows indicate the direction
of traversal starting from the representative slice. The centroids of tumor masks are shown
is red. (b)-(d) shows an example where the image slice d is not accepted since it fails the
overlap area check. The overlap area (shown in image d) between the tumor mask in image
slice c with that in b (the representative slice) is below the predefined threshold. (e) Shows
example of an image slice not accepted because it fails both the centroid and area check.
The red dot represents the centroid of the tumor mask in the previous image slice and the
blue dot represents its own centroid.

98

7.1.3

Feature Extraction and Classification

For each tumor, 2-D post initial enhancement (PIE) kinetic maps was generated for
each linked image slice as described in Chapter 4. The extracted 2-D texture features were
extracted (i.e. slice wise) for each tumor. The final texture features were computed for each
tumor by averaging over all the habitat pixels across all the linked slices. The textures,
feature selection and classification were the same as those used for 2-D analysis.
7.1.4

Results and Discussion

As an initial study of the volumetric analysis, this framework was applied only for the
classification of tumors with

4 ALN metastases vs tumors with 0 ALN metastases. This

classification task was chosen because for this particular task two radiologists had selected
two di↵erent sets of representative 2-D slices, results on which showed some di↵erences in
accuracies (Chapter 5). The best results from each classifier are given in Table 7.1. The best
result of 85.7% was obtained by classifier J48 with CFS feature selector, with an average
number of 2 features per fold. In Table 7.2 the results from 2-D analysis on both sets
of representative slices is shown. It can be seen that the volumetric analysis gave lower
accuracies (except SVM) than the accuracies on the slices chosen by the 1st MD. But the
volumetric analysis gave better results for all classifiers than those obtained from the slices
chosen by the 2nd MD. The commonly selected features are enlisted in Table 7.3. Though
these results need to be validated on other classification tasks, these initial results show that
volumetric analysis can provide objective results which may be lacking when using single
2-D slices chosen subjectively.
There are many limitations to the proposed approach. Firstly, the values for centroid
threshold and area threshold to determine the 2-D masks connectivity in consecutive images,
were decided using a trial and error method. An extensive search needs to be done to find the
most optimal values. Secondly, though here k means clustering was used based on previous
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Table 7.1: Volumetric analysis of C vs A. Classification results for tumor habitats based on
contrast
Meta-Classifier

Avg Features

CCC RSM-NB
4
(N=5,ThreshCorr=0.9)
CFS-J48
2
CCC RSM-SVM
3
(N=4,ThreshCorr=0.8)

PS=G-Qm
256-64-15

Avg
Acc%
79.16

Sen%

Spec%

83

75

256-32-15
64-64-15

85.75
84.37

93.75
100

77.77
68.75

Table 7.2: 2-D analysis of C vs A. Classification results on two sets of representative slices
Classifier
NB
J48
SVM

Accuracy on slices by 1st
MD (feature selector used)
82.2% (Wrappers)
91.7% (CCC RSM)
79.51% (CCC RSM)

Accuracy on slices by 2nd MD
69.79% (CFS and CCC RSM)
82.29% (Wrappers and CFS)
73.26% (CFS and CCC RSM)

studies yet a comparative study has to be done using 3-D Otsu and K-means to decide the
better of the two. Also the use of a more efficient k-means algorithm method and/or with a
more flexible distance metric can be applied in future. Thirdly, the proposed analysis assumes
that the representative slice for each tumor is known, but in order to make it more usable
and objective, the representative slice (which can serve as the starting point for traversing
the tumor image stack) has to be automatically identified using advanced image analysis
techniques.
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Table 7.3: Commonly selected features for volumetric analysis of C vs A
Meta-Classifier
CCC RSM-NB

Number of features
4

CCC RSMSVM
CFS-J48

3
2

Features selected
di↵erence entropy (Di↵ Ent), LBP-HF95, LBP-HF-37 Gray Level Nonuniformity
(GLN)
Di↵ Ent, LBP-HF-95, GLN
information measure of correlation, run
length nonuniformity
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The permissions below are for reuse of material in chapters 4, 5, and 6.
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Appendix B Dataset

In this Appendix the record identifier (RID) numbers for all the patients in both the
datasets (ER and lymph nodes) are listed in Table B.1. The first 18 patients are the
overlapping cases, which are common for both the datasets.
Table B.1: RID numbers of patients for both datasets. A=0 lymph nodes, B= 1 to 3 lymph
nodes, C= 4. First 18 patients belong to both the datasets.
ER Status
RID numbers for

RID

numbers

for

Lymph

Lymph node dataset

category

ER dataset
219876

Negative

219876

B

456963

Positive

456963

C

753241

Negative

753241

C

441844

Positive

441844

B

654741

Negative

654741

A

631478

Positive

631478

B

589631

Negative

589631

C

200509

Positive

200509

C

691472

Negative

691472

B

725836

Positive

725836

A

147258

Positive

147258

B

654321

Negative

654321

C

344823

Negative

344823

C

642261

Negative

642261

C

254785

Negative

254785

C
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Table B.1 (Continued)
RID numbers for

ER Status

ER dataset

RID

numbers

for

Lymph

Lymph node dataset

category

543543

Positive

543543

B

521521

Negative

521521

B

123456

Positive

123456

B

223344

Positive

691556

A

753689

Negative

166544

C

654147

Positive

836914

C

951263

Negative

192485

A

777888

Positive

154015

A

789456

Negative

216545

B

556688

Positive

136998

A

112233

Positive

357869

C

110096

Negative

159263

B

286888

Negative

896314

C

474747

Positive

125896

B

605358

Positive

376484

A

911316

Positive

548321

A

472583

Positive

914725

B

808061

Positive

876543

B

227314

Negative

452265

B

306851

Positive

123133

C
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Table B.1 (Continued)
RID numbers for

ER Status

ER dataset

RID

numbers

for

Lymph

Lymph node dataset

category

183521

Negative

543219

C

735807

Negative

527961

A

654123

Positive

258369

A

-

-

341750

B

-

-

228547

C

-

-

850440

A

-

-

219441

B

-

-

135322

C

-

-

369544

A

-

-

425569

C

-

-

413555

B

-

-

705558

A

-

-

845741

B

-

-

633255

B

-

-

122044

B

-

-

996652

B

-

-

745229

A

-

-

296658

A

-

-

852654

B

-

-

844117

B

124

node

Appendix B (Continued)

Table B.1 (Continued)
RID numbers for

ER Status

ER dataset

RID

numbers

for

Lymph

Lymph node dataset

category

-

-

102987

B

-

-

104555

A

-

-

109888

C
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Appendix C Varying the Number of Features in CFS

In Chapter 4 Table 4.3 it was mentioned that the number of features to retain for Correlation based feature selection (CFS), with greedy step wise search was fixed to 5 features.
Further experiments with CFS, were conducted to get results (on the same PS=G-Q-m and
kinetic map) similarly to those in Chapter 5. The number of features to retain were varied
from 1 to 20. Here, some of these results are presented (the figure title mentions the feature
selector-classifier pair used for a particular experiment). These results are represented in
terms of graphs which show the variation in accuracy with the change in the number of CFS
selected features. In Figure C.1 and Figure C.2, the results from the classification of (B
and C) vs A are shown. In Figures C.3, C.4 and C.5, the results from the classification of
C vs A are shown. In Figures C.6 and C.7, the results from the classifications of B vs A
and ER positive vs ER negative are shown, respectively. From Figure C.1, Figure C.3 and
Figure C.7, it can be observed that for the J48 classifier the accuracy remained constant for
di↵erent numbers of features. On further investigation it was found that the decision trees
intrinsically always chose one feature for classification and this feature was information measure of correlation which was discussed in Chapter 5 and 6. For other classification problems,
a general trend is not obvious. In some classifications ( Figure C.4) using 1 feature gave best
accuracy. This may indicate that the features used in this work are somewhat unstable. It
is also the case that 5 features often result in the best accuracy and are always quite close
to the top accuracy.
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Figure C.1: Accuracy vs no. of features for rapid-delayed-washout:(B and C) vs A. R-D-W
represents rapid-delayed-washout. Results are for SVM, J48 - decision tree and NB-Naive
Bayes.

CFS-NB (C-H)

CFS-J48 (C-H)

100.00%
100.00%
80.00%

Accuracy

Accuracy

80.00%
60.00%
40.00%
20.00%

60.00%
40.00%
20.00%

0.00%

0.00%
0

5

10

15

20

0

5

No. of features
CFS-SVM (C-H)

15

20

15

20

CFS-NB (R-I-U)
100.00%

80.00%

80.00%

Accuracy

100.00%

Accuracy

10

No. of features

60.00%
40.00%

20.00%

60.00%
40.00%
20.00%

0.00%
0

5

10

15

0.00%

20

0

No. of features

5

10

No. of features

Figure C.2: Accuracy vs no. of features for 2 habitats: (B and C) vs A. C-H represents
combined-habitat and R-I-U represents rapid-initial-uptake. Results are for SVM, J48 decision tree and NB-Naive Bayes.
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Figure C.3: Accuracy vs no. of features for rapid-delayed-washout: C vs A. R-D-W represents
rapid-delayed-washout. Results are for SVM, J48 - decision tree and NB-Naive Bayes.
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Figure C.4: Accuracy vs no. of features for rapid-initial-uptake: C vs A. R-I-U represents
rapid-delayed-uptake. Results are for SVM, J48 - decision tree and NB-Naive Bayes.
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Figure C.5: Accuracy vs no. of features for combined-habitat: C vs A. C-H represents
combined-habitat. Results are for SVM, J48 - decision tree and NB-Naive Bayes.
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Figure C.6: Accuracy vs no. of features for rapid-delayed-washout: B vs C. R-D-W represents
rapid-delayed-washout. Results are for SVM, J48 - decision tree and NB-Naive Bayes.
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Figure C.7: Accuracy vs no. of features for rapid-delayed-washout: ER status. R-D-W
represents rapid-delayed-washout. Results are for SVM, J48 - decision tree and NB-Naive
Bayes.
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Appendix D Varying Parameters in CCC RSM

For the new feature selector Concordance Correlation Coefficient based Random Subspace
Method Feature Selection (CCC RSM), two parameters were varied: number of top ranked
features from ReliefF rankings (N 2 1, 2, 3, ....., 50) and correlation threshold for forming
correlated groups (T hreshCorr 2 0.1, 0.11, 0.12, ...., 0.99) (given in Chapter 4, Table 4.3).
In Chapter 5, the accuracies corresponding to only the most optimal N and ThreshCorr
values were reported. In this section, detailed results are reported for some of the experiments, which show the variation in accuracy with four di↵erent values of N and all values
of ThreshCorr. For this purpose, the best results were chosen from Chapter 5 for di↵erent
classification tasks. These are shown as graphs in Figure D.1, Figure D.2, Figure D.3,
Figure D.4, Figure D.5, Figure D.6, Figure D.7 and Figure D.8. From the graphs (except
Figure D.1 and Figure D.7), it can be observed that with higher values of N (say 50) the
accuracy starts to decrease. But from the graphs, the relationship between ThreshCorr and
accuracy is not that clear.
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Figure D.1: Accuracy vs ThreshCorr for (B and C) vs A: J48. rapid-delayed-washout, PIE
kinetic map, PS=128-8-13, J48 classifier.
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(B and C) vs A: rapid-delayed-washout: Naïve Bayes
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Figure D.2: Accuracy vs ThreshCorr for (B and C) vs A: Naive Bayes. rapid-delayedwashout, PIE kinetic map, PS=256-16-11, Naive Bayes classifier.

C vs A: rapid-delayed-washout: J48
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Figure D.3: Accuracy vs ThreshCorr for C vs A: J48. rapid-delayed-washout, PIE kinetic
map, PS=64-8-13, J48 classifier.
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C vs A: rapid-delayed-washout: Naive Bayes
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Figure D.4: Accuracy vs ThreshCorr for C vs A: Naive Bayes. rapid-delayed-washout, PIE
kinetic map, PS=64-8-11, Naive Bayes classifier.

B vs A: rapid-delayed-washout: Naive Bayes
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Figure D.5: Accuracy vs ThreshCorr for B vs A: Naive Bayes. rapid-delayed-washout, PIE
kinetic map, PS=256-8-13, Naive Bayes classifier.
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B vs C: rapid-delayed-washout: Naives Bayes
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Figure D.6: Accuracy vs ThreshCorr for B vs C: Naive Bayes. rapid-delayed-washout, PIE
kinetic map, PS=256-8-11, J48 classifier.

ER positive vs ER negative: rapid-delayed-washout: J48
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Figure D.7: Accuracy vs ThreshCorr for ER pos vs ER neg: J48. rapid-delayed-washout, IE
kinetic map, PS=256-32-17, J48 classifier.
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ER positive vs ER negative: rapid-delayed-washout: Naive
Bayes
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Figure D.8: Accuracy vs ThreshCorr for ER pos vs ER neg: Naive Bayes. rapid-delayedwashout, IE kinetic map, PS=256-16-11, Naive Bayes classifier.
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