Abstract. Differential geometric Markov Chain Monte Carlo (MCMC) strategies exploit the geometry of the target to achieve convergence in fewer MCMC iterations at the cost of increased computing time for each of the iterations. Such computational complexity is regarded as a potential shortcoming of geometric MCMC in practice. This paper suggests that part of the additional computing required by Hamiltonian Monte Carlo and Metropolis adjusted Langevin algorithms produces elements that allow concurrent implementation of the zero variance reduction technique for MCMC estimation. Therefore, zero variance geometric MCMC emerges as an inherently unified sampling scheme, in the sense that variance reduction and geometric exploitation of the parameter space can be performed simultaneously without exceeding the computational requirements posed by the geometric MCMC scheme alone. A MATLAB package is provided, which implements a generic code framework of the combined methodology for a range of models.
Introduction
This paper focuses on evaluating the potential of the combination of two powerful strategies recently published in the Markov Chain Monte Carlo (MCMC) literature, both exploiting information contained in the derivative of the log-target, which we assume to be available in closed form, to increased efficiency: differential geometric MCMC algorithms aimed at exploiting the fact that the derivative of the log-target captures the Hamiltonian dynamics on the Riemannian manifold of the parameter space, thus allowing automated and more efficient proposal transitions to be achieved; zero variance (ZV) techniques aimed at reducing the variance of the resulting MCMC estimators by post-processing an existing Markov path and by constructing control variates that exploit the well-known fact that the expected value of the derivative of the log-likelihood, here substituted with the log-target, is zero under mild regularity conditions related to the possibility of interchanging the order of differentiation and integration.
There is abundant statistical literature aiming at reducing the asymptotic variance of MCMC estimators. Some of the suggested variance reduction methods introduce antithetic variables in an attempt to induce negative correlation along the chain (e.g. Barone and Frigessi (1990) , Craiu and Lemieux (2007) ). Other variance reduction tools package is designed to be used and possibly extended to any Bayesian model for which the log-target density, the metric tensor of the geometric MCMC and their gradients with respect to the model parameters are known in analytic form. Furthermore, routines are made available for the application of geometric ZV-MCMC to any system of differential equations in principle, which are used for modeling dynamical systems in physics, biology, engineering, economics and various other disciplines.
Overview of the ZV Method
Interest is in evaluating the expected value of a function g(θ) of the parameters θ ∈ R n θ with respect to a possibly unnormalized density π(θ):
Using MCMC integration, µ[g(θ) ] is estimated byμ[g(θ)] = 1 n ∑ n i=1 g(θ i ), where the samples θ i ∈ R n θ , i = 1, 2, . . . , n, are collected along the path of an ergodic Markov chain and are asymptotically distributed according to the target π(θ)/ ∫ π(θ)dθ.
The ZV method dictates that the original function g(θ)
is substituted by an auxiliary functiong(θ) with the same mean but smaller variance.g(θ) is constructed by adding to g(θ) a linear combination a T w(θ), a ∈ R na , of control variates w : R n θ → R na :
g(θ) = g(θ) + a T w(θ).
It is required that E[w(θ)] = 0, in order to acquire the mean equality µ[g(θ)] = µ [g(θ) ]. Assaraf and Caffarel (1999) suggest defining the auxiliary functiong(θ) as
where H [ψ(θ) ] denotes the Schrödinger Hamiltonian given by
i is the Laplace operator and ψ(θ) is the so-called trial function, which is an arbitrary integrable function. As it is explained in Assaraf and Caffarel (1999) 
, the condition E[H[ψ(θ)]/
√ π(θ)] = 0 is satisfied for the Hamiltonian defined in (3) for any integrable function ψ(θ) thus ensuring that E [w(θ)] = 0 by construction so thatμ [g(θ) ] is an asymptotically unbiased estimator of µ [g(θ)]. Mira et al. (2012) propose selecting a polynomial for the trial function ψ(θ). Increasing the degree of the polynomial induces more control variates, yet more importantly attenuates the variance of the parameter estimators. In practice, first and second degree polynomials suffice to attain considerable variance reduction, an argument quantified later in Sections 4, 5 and 6.
Choice of ψ(θ) Based on Polynomials
Along the lines of Mira et al. (2012) , define the trial function to be
where P (θ) is assumed to be a polynomial. It then follows from (2) and (4) that the auxiliary functiong(θ) and the control variates z(θ) are given bỹ
where
denotes the gradient.
First Degree Polynomial P (θ)
Let P (θ) be a linear polynomial
where a ∈ R na , n a = n θ . The gradient and Laplace operators for linear P (θ) equal
It follows from (5) and (8) that the auxiliary function, for a first degree polynomial P (θ), takes the formg
The optimal polynomial coefficients a, which minimize the variance of the auxiliary functiong(θ), are given by
where V ar [z(θ) ] and Cov [g(θ) , z(θ)] denote the respective variance and cross-covariance matrices
So, the MCMC coefficient estimatorsâ are given bŷ
where V ar [z(θ) ] and Cov [g(θ) , z(θ)] are, respectively, the sample variance and sample cross-covariance matrices
Cov [g(θ) , z(θ)] :
where n is the number of post burn-in MCMC samples and the sample means are defined (11) and (12) is zero and the corresponding mean estimatorμ[g(θ)] calculated from the MCMC output is nearly zero. Although mean-adjusting or not does not affect the ZV values nor the reduction factors, the sample variances and cross-covariances in Equations (14) and (15) are mean-adjusted to agree with the conventional statistical definition of covariance matrix.
Second Degree Polynomial P (θ)
Assume now that P (θ) is a second order polynomial
where c is a real n θ · 1 vector and B is a real symmetric n θ · n θ matrix. The gradient and Laplace operators for quadratic P (θ) evaluate to
where tr(B) denotes the trace of B. According to (5) and (17), the auxiliary functioñ g(θ), for a second order polynomial P (θ), reduces tõ
where z(θ) is given by (6). In order to conform with (1), where the auxiliary functioñ g(θ) expresses as a linear combination of the original function g(θ) and of the control variates, (18) can be written asg
where the column vectors a, w(θ) have n θ (n θ + 3)/2 elements each, and are defined as
is the diagonal of B and b is a column vector with n θ (n θ −1)/2 elements, whose element in the (2n θ −j)(j −1)/2+(i−j) position is the lower diagonal (i, j)-th element of B.
T , where u := θ • z − 1 2 1, with •, 1 denoting the Hadamard product and the unit vector respectively, while v is a column vector comprising n θ (n θ − 1)/2 elements, whose element in the (2n
Note that the number of polynomial coefficients for quadratic P (θ) is n a = n θ (n θ +3)/2, in contrast to linear P (θ) where n a = n θ . As for the estimation of the coefficients a for quadratic P (θ), formulae (10)-(15) apply by using w :
Expression of z for posterior densities
Assume that a posterior density p(θ|x) is chosen in place of the unnormalized density (denoted by π(θ) before):
where θ, x denote the model parameters and the data respectively, while ℓ and π represent the likelihood and the prior respectively. It is then straightforward to confirm that z(θ) in (6) is half the negative sum of gradients of the log-likelihood, L, and of the log-prior:
Variance Reduction Factor
To quantify the variance reduction achieved by ZV, n c independent chains are realized, each of length n. Since in the sequel we focus on estimating the posterior mean, the auxiliary function g in (1) is taken to be the identity. Therefore, the subsequent formulae for the definition of the variance reduction factor assume g to be the identity, and should be modified for posterior estimators other than the posterior mean. Let θ ijk , i = 1, 2, . . . , n, j = 1, 2, . . . , n θ , k = 1, 2, . . . , n c be the i-th MCMC iteration of the j-th model parameter in the k-th chain andθ ijk its corresponding ZV value. The asymptotic variance of the j-th parameter along the k-th chain is estimated using the initial monotone sequence estimator
where m denotes the largest integer such thatΓ ijk > 0, i = 0, 1, 2, . . . , m, andγ ijk is the empirical estimator of the lag(i) autocovariance γ ijk of the j-th parameter in the k-th chain, given byγ
where the mean of the j-th parameter in the k-th chain calculates asθ .jk = ∑ n i=1 θ ijk /n. The estimated sequence {Γ ijk : i = 0, 1, 2, . . . , m} is made monotone by reducingΓ ijk to the minimum of the preceding sequence members, see Geyer (1992) 
ZV-(RM)HMC and ZV-(M)MALA
It becomes apparent from (9), (19) and (20) that the main required component for the Bayesian application of ZV-MCMC is the gradient of the log-posterior density.
The current section outlines how the gradient of the log-target is readily available in the case of ZV-RMHMC, ZV-HMC, ZV-MMALA and ZV-MALA. Some familiarity with RMHMC and MMALA is presumed. The interested reader is referred to Girolami and Calderhead (2011) for an elaborate study of these two geometric MCMC samplers.
ZV-RMHMC and ZV-HMC
Riemann manifold Hamiltonian Monte Carlo is a Gibbs sampling scheme which defines a Hamiltonian on the Riemann manifold of probability densities as
where θ ∈ R n θ , x, G(θ) and p denote respectively the model parameters, the data, a metric tensor and the auxiliary variables p ∼ N (0, G(θ)). The position-specific metric tensor G(θ) allows for effective transitions in RMHMC and is chosen to be the expected Fisher information. The auxiliary variables p and the terms − ln(p(θ|x)) + 
ZV-MMALA, ZV-SMMALA and ZV-MALA
MMALA defines a Langevin diffusion with invariant distribution p(θ|x), θ ∈ R n θ , on the Riemann manifold of probability densities with metric tensor G(θ). A first order Euler integrator is used for solving the diffusion. This Euler approximation induces some discretization error, so a Metropolis-Hastings step is employed to account for the associated bias. The proposal density and the standard acceptance probability are defined to be
where ϵ is the integration step size and the ℓ-th coordinate µ ℓ (θ k , ϵ) of the mean is
Γ ℓ ij are the Christoffel symbols of the second kind in local coordinates and z(θ) is minus half the gradient of the log-target, that is z(θ) = −∇ θ (ln(p(θ|x)))/2. It thus becomes apparent that ZV-MMALA requires only to store z(θ) at each iteration of the Metropolis-Hastings sampler.
Simplified MMALA (SMMALA) assumes a manifold of constant curvature, which means that the Christoffel symbols are zero, thereby the last term in (24) vanishes. A further simplification would be to select a constant metric tensor G(θ) = M , in which case MMALA coincides with the Metropolis adjusted Langevin algorithm (MALA) with preconditioning matrix M (see Roberts and Stramer (2002) , for details).
n d the binary response variable and θ ∈ R n θ the regression coefficients. The log-likelihood of the model is given by
where x i, denotes the i-th row of the design matrix X. A Normal prior is assumed for the model parameters θ ∼ π(θ) = N (0, aI), where a is a positive real number. a = 100 is chosen in the example of Section 4.2, which implies a rather flat prior.
ZV Estimates and Metric Tensor
Differentiating (25) yields the gradient of the log-likelihood
The gradient of the log-prior evaluates to
( 20), (26) and (27) give the gradient of the log-posterior and consequently z(θ):
To frame the parameter estimation in a Monte Carlo context, consider n post burnin MCMC samples for each of the n θ regression coefficients. This implies introducing n · n θ original functions of interest g ij (θ) := θ ij , i = 1, 2, . . . , n, j = 1, 2, . . . , n θ , and the corresponding auxiliary functionsg ij (θ) :=θ ij , where θ ij is the i-th MCMC iteration of the j-th coefficient andθ ij denotes the ZV counterpart of θ ij . Hence, for linear polynomial P , the n · n θ realizations of (9) express as
where the n θ -dimensional row vector z i, for the i-th MCMC iteration is given by (28) and the n θ -dimensional column vector a ,j holds the coefficients of the linear polynomial of Equation (7) for the j-th regression coefficient. Using matrix notation, (29) can be written more concisely asΘ = Θ + ZA,
where Θ,Θ are the respective n · n θ matrices of MCMC and ZV-MCMC estimates, Z is the n · n θ matrix whose i-th row is the vector z i, appearing in (29) and A is the n θ · n θ matrix of polynomial coefficients whose j-th column is the vector a ,j of (29).
The estimatesâ ,j , j = 1, 2, . . . , n θ , of the coefficients of the linear polynomial for the j-th regression coefficient are deduced from (13):
In a similar way, (16) takes the following matrix form for the derivation of the ZV estimates for quadratic polynomials:
where Θ,Θ denote the respective n · n θ matrices of MCMC and ZV-MCMC estimates, W is the n · n a matrix, n a = n θ (n θ + 3)/2, whose i-th row is the n a -dimensional vector w i, defined in Section 2.1 and A is the n a · n θ matrix of polynomial coefficients whose j-th column is the n a -dimensional vector a ,j of Section 2.1 holding the coefficients of the quadratic polynomial (16) for the j-th regression coefficient. The matrix of polynomial coefficients A for quadratic polynomials is estimated analogously to (31)-(33), using
To implement RMHMC and MMALA, the metric tensor G(θ) and its derivatives dG(θ)/dθ j , j = 1, 2, . . . , n θ are also required. For Bayesian inference G(θ) is taken to be the expected Fisher information minus the Hessian of the log-prior, so as to incorporate any prior information when exploiting the local curvature of the manifold. It can be shown that for the Bayesian logistic regression model with a Normal prior N (0, aI) the metric tensor and its derivatives are given by
where the (i, i)-th elements of the
, and x ij , x i, denote the (i, j)-th element and the i-th row of the design matrix X, respectively.
Swiss Banknotes Example
The Bayesian logistic regression model, as outlined in the current section, is employed to run ZV-MALA, ZV-SMMALA, ZV-MMALA, ZV-HMC and ZV-RMHMC on the bank dataset taken from Flury and Riedwyl (1988) . ZV-Metropolis-Hastings (ZV-MH) is also run as a standard benchmark. The dataset holds the measurements of four covariates on 200 Swiss banknotes, of which 100 are genuine and 100 counterfeit, representing the length of the bill, the width of the left and the right edge, and the bottom margin width. Therefore, the design matrix X has dimensions n d · n θ = 200 · 4 and the n θ = 4 regression coefficients constitute the model parameters to be estimated. The binary response variable is the type of banknote, 0 being genuine and 1 counterfeit. 55, 000 iterations are run for the realization of each chain, of which the first 5, 000 burn-in are discarded, so n = 50, 000 MCMC samples are retained from each chain. Figure R .1 serves as a first visual demonstration of the effectiveness of ZV. The traces of ordinary RMHMC, θ, are overlaid with the ZV-RMHMC traces,θ, for first and second order polynomials P on the left and right columns of Figure R .1, respectively. As it can be seen the ZV traces exhibit negligible variability, especially the ones based on quadratic P . For a more systematic assessment of ZV, Table R.1 (see Appendix) provides the variance reduction factors (VRFs), defined by (21). All subsequent boxplots as well as tables with the variance reduction factors are available in the Appendix. A total of n c = 100 chains are run for each of the six MCMC algorithms to obtain Monte Carlo estimates of the asymptotic variances and consequently of the variance reduction factors according to the procedure outlined in Section 2.3 (see Equation (21)). Table R .1 shows that the VRF between the ZV estimates for linear polynomials and the ordinary estimates range roughly in the region of 10 − 50. As for the ZV estimates for quadratic polynomials and the original estimates, they differ by three orders of magnitude, that is they differ by a variance reduction factor of about 1000 − 8000. It is also apparent in Table R.1 that the more effective the MCMC algorithm the smaller the VRF. To quantify this argument, let the effectiveness of the MCMC algorithm be measured by its effective sample size (ESS), with larger ESS obviously indicating a more effective sampler. So, larger ESS results in smaller asymptotic variance and consequently the ZV strategy induces smaller variance in the already effective sampler. For example, RMHMC usually has the largest ESS among the six compared MCMC schemes (see Girolami and Calderhead (2011) ) and therefore the smallest asymptotic variance, which is confirmed by Table R.1 for all four parameters of the logistic regression model. Although the corresponding asymptotic variance of the ZV estimator for linear and quadratic polynomials is the smallest in the case of RMHMC, the algorithm is more effective than the remaining five, thus the attained reduction factor is the smallest. Furthermore, Table R .1 shows that the least effective Metropolis-Hastings (MH) algorithm has the highest asymptotic variance, followed by MALA, SMMALA, MMALA, HMC and RMHMC. Along these lines, evidence that in most cases MH, being the least effective sampler, exhibits the highest VRF, then MALA, SMMALA and MMALA cluster having similar VRFs and finally HMC and RMHMC possess the smallest VRF as the two most effective samplers. In fact, RMHMC has consistently the smallest VRF across all four parameters, agreeing with the previously reported findings on its ESS superiority.
As a demonstration of the gain in variance reduction independently of the selected model, Table R .2 shows the VRFs for the Bayesian logit and probit models implemented on the Swiss banknotes data. The same covariates and consequently the same model parameters are involved, while both the logit and probit link functions are used. As it can be seen, reduction in variance is observed irrespectively of the choice of link function. It appears that the probit model achieves greater reduction in variance than the logit but the reduction "pattern" is preserved.
ZV-MCMC for Bayesian Probit Regression
A Bayesian probit regression model is considered in its ordinary form, along the lines of Albert and Chib (1993) :
where x i, is the i-th row of the n d · n θ design matrix X, y ∈ {0, 1} n d the binary response variable, θ ∈ R n θ the regression coefficients and Φ −1 the link function of the probit model, which is the inverse cumulative distribution of N (0, 1). The n d latent variables Xθ + ϵ are assumed, where ϵ ∼ N (0, I) as suggested by Albert and Chib (1993) . Note that the assumption ϵ ∼ N (0, σ 2 I) is not preferred because it can cause problems of identifiability, as explained in the commentary of Girolami and Calderhead (2011) by Stathopoulos and Filippone. Under the notation ρ i := θ T x i, and the assumption y i ∼ Bernoulli(1, p i ), the probit model expresses as
whence the log-likelihood of the model is derived:
A Normal prior is assumed for the parameters θ ∼ π(θ) = N (0, aI). A flat Normal prior is chosen in the example of Section 5.2 by setting a = 100.
ZV Estimates and Metric Tensor
In the framework outlined above, (20), (27) and (38) give the gradient of the logposterior and the control variate is:
where the elements of the n d -dimensional column vector s are
and ξ(ρ i ) := N (ρ i )/Φ(ρ i ), with N and Φ denoting the density and cumulative distribution of a standard Gaussian random variable. Equations (30)- (34) give the ZV estimators for linear and quadratic polynomials for the Bayesian probit regression model, where the matrices Z and W are calculated using z(θ) as specified by (39).
The metric tensor and its derivatives for the probit model, which are required for running the RMHMC and MMALA samplers, are given by (35), where the (i, i)-th elements of the n d · n d diagonal matrices Λ(θ) and M j (θ) calculate as
Vaso Constriction Example
To exemplify simulation of ZV-RMHMC and ZV-MMALA for the Bayesian probit regression model, the vaso constriction data from Finney (1947) are used. The data come from an experiment conducted on human physiology to study the effect of taking a single deep breath on the occurrence of a reflex vaso constriction in the skin of the digits. 39 samples from three individuals are available, each of them contributing 9, 8 and 22 samples. Although the data represent repeated measurements, Pregibon (1981) claims that the observations can be assumed to be independent, therefore the Bayesian probit model can be applied. Two explanatory variables are included in the study, namely the rate of inhalation and the inhaled volume of air per individual. An intercept is also added, so n θ = 3 regression coefficients comprise the parameters of the model and the design matrix X has dimensions n d · n θ = 39 · 3. The occurrence or non-occurrence of vaso constriction in the skin of the digits of each subject, corresponding to 1 and 0, plays the role of the binary response.
50, 000 MCMC samples are obtained per chain after a burn-in stage of 5, 000 samples. Figure R .3 shows, for a single chain, via boxplots, the considerable variance reduction achieved by the ZV estimators, especially for quadratic polynomials when the variance nearly vanishes. Tables R.2 and R.4 show that the ZV estimators reduce the variance irrespectively of the selected link function and that the achieved reduction in variance is greater under the probit model for both datasets (Swiss banknotes and vaso constriction data). Table R .5 reports the runtime of MCMC in comparison to ZV-MCMC for the Bayesian logit and probit models, each as applied on the Swiss banknotes and on the vaso constriction data. The difference in the runtime between MCMC and ZV-MCMC is due to the calculation of the polynomial coefficients of the trial function, and it is less than 0.3% for both linear and quadratic polynomials for each of the four tabulated examples.
ZV-MCMC for Ordinary Differential Equations
Consider a dynamical system modeled by the n x ordinary differential equations (ODEs) x(t) = f (x, θ, t), where t denotes time, θ ∈ R n θ the model parameters, x(t) ∈ R nx the state of the system at time t andẋ(t) its time derivative. It is assumed that the state x(t) is degraded by noise ϵ(t) so that y(t) = x(t) + ϵ(t) is observed. Observations are made at n t distinct time points, so the observed state of the system is described by Y = X + E, where the matrices Y, X and E have dimensions n t · n x . Given the parameters θ and some initial conditions x 0 ∈ R nx , the initial value problem is solved for X leading to the solution X(θ, x 0 ) of the ODEs at the n t specified time points.
Gaussian noise ϵ ,j ∼ N (0, σ 2 j I nt ), j = 1, 2, . . . , n x , is assumed, where ϵ ,j is the j-th column of the error matrix E and I nt is the n t · n t identity matrix. Then it follows that y ,j |(
, hence the log-likelihood of the model takes the form
where ∥·∥ denotes the Euclidean norm, y ,j is the j-th column of matrix Y and x ,j is the j-th column of the ODE solution X(θ, x 0 ).
Sensitivities and Expected Fisher Information
The first order sensitivities, defined as the n x · n θ Jacobian matrix S := ∂x/∂θ of partial derivatives of the states over the parameters, and the second order sensitivities ∂S/∂θ i , i = 1, 2, . . . , n θ , are required for calculating the gradient of the log-target as well as the metric tensor and its derivatives to run ZV-RMHMC and ZV-MMALA. Successive differentiation of the system's ODEs with respect to the parameters, using the chain rule, generates a new set of ODEs which entail the first and second order
where f x := ∂f /∂x is the n x · n x Jacobian matrix of f over the states, f θ := ∂f /∂θ the n x · n θ Jacobian of f over the parameters, ∂f The ODEs of the system are augmented by the sensitivity equations (44) and (45) to compute numerically the solution X(θ, x 0 ) of the system together with the first and order sensitivities S, ∂S/∂θ i . Then the sensitivities are used for deriving the gradient of the log-likelihood, the expected Fisher information
and its derivatives,
where the dot between vectors denotes the inner product and F ij is the (i, j)-th element of F . It thus becomes possible to evaluate the metric tensor and its derivatives once a prior π(θ) is selected and the Hessian of the log-prior ∂ 2 ln (π(θ))/∂θ∂θ T is calculated.
Prior for Positive Model Parameters
In some areas of research the model parameters are constrained to the positive real line θ ∈ R n θ + . On the other hand, (ZV-)RMHMC and (ZV-)MMALA operate on an unbounded parameter space, therefore these samplers are run on some reparameterization ϕ = h(θ) ∈ R n θ and the obtained estimatesφ are transformed to obtain the estimates of the original model parametersθ = h −1 (φ). In such cases, a log-Gamma or Normal prior π(ϕ) is usually assumed to run the (ZV-)MCMC algorithm, implying a respective Gamma or log-Normal prior π(θ) for the model parameters.
Log-Gamma Prior
Assign a Gamma prior to the positive model parameters, θ ∼ G(κ, λ), which introduces 2n θ hyperparameters κ, λ. Perform the transformation ϕ = ln(θ/λ), where the involved vector division is Hadamard element-wise. Then the transformed parameters follow a log-Gamma prior ϕ ∼ logG(κ), see for example Chan (1993) for details.
So the log-prior of ϕ is
whence its gradient is found to be ∇ ϕ (ln (π(ϕ))) = κ − exp (ϕ). Thus, the gradient of the log-posterior and subsequently z(ϕ) for the ODE model are given by
where z q , q = 1, 2, . . . , n θ , denotes the q-th element of z(ϕ). The derivative of the log-likelihood ∂L/∂ϕ q is available in (46) by replacing θ q and s q kℓ = ∂x kℓ /∂θ q by ϕ q and s q kℓ = ∂x kℓ /∂ϕ q , respectively. It is further deduced from (49) that the Hessian of the log-prior is the RMHMC and MMALA are run on the log-Gamma distributed parameters ϕ. The expected Fisher information, F , and its derivatives, ∂F/∂ϕ i , are available in (47) and (48) by using ϕ in place of θ and by using the first and second order sensitivities with respect to ϕ. F combined with the Hessian of the log-prior Ξ and its derivatives gives the metric tensor G(ϕ) = F (ϕ) − Ξ(ϕ) and its derivatives ∂G(ϕ)/∂ϕ i .
Once RMHMC and MMALA are run, the obtained chains for ϕ are transformed to the original parameters θ = λ • exp(ϕ). Furthermore, the gradient of the log-target p ϕ is converted to the gradient of the log-posterior p θ using the inverse transform theorem:
where the vector division is Hadamard element-wise. This consequently means that z θ (θ) = (z ϕ (ϕ) + 1/2)/θ. To compute the ZV estimatesθ for linear and quadratic polynomials under the ODE model with the Gamma prior θ ∼ G(κ, λ), the estimates θ and z θ (θ) are then embedded in Equations (30)-(34).
Normal Prior
Alternatively to the Gamma prior, a log-Normal prior θ ∼ logN (0, aI), can be assumed for the original parameters of the ODEs. Then the transformation ϕ = ln (θ) allows to use the Normally distributed parameters ϕ ∼ π(ϕ) = N (0, aI) for running ZV-RMHMC and ZV-MMALA. The only required component of the log-prior ln(π(ϕ)) is its gradients ∇ ϕ (ln(π(ϕ))) = −ϕ/a, since the Hessian of ln(π(ϕ)) vanishes.
After the MCMC run, the estimates θ = exp (ϕ) are uncovered from the simulated ϕ, while z θ is derived from z ϕ using (51), which holds under the current scheme of Normal prior too. The ZV estimatesθ are then obtained with the help of Equations (30)-(34).
Example: Fitzhugh-Nagumo ODEs
As an example of ZV-RMHMC and ZV-MMALA under an ODE model, consider the Fitzhugh-Nagumo ODEs (see for example Ramsay et al. (2007) )
x T = (V, R) are the states and θ T = (a, b, c) are the parameters of the model. Following the example of Girolami and Calderhead (2011) , data are generated from the FitzhughNagumo differential equations at n t = 200 distinct time points between t = 0 and t = 20 using the initial condition Attention must be paid to MCMC simulations of non-linear ODEs, as the chains may converge to the wrong mode (see , for details). A population MCMC scheme can be employed to ensure convergence to the target distribution as suggested for example in . Nevertheless, it is enough to sample a single chain initialized on the true mode for the purpose of comparing the original to the ZV estimates. Figure R .4 displays the boxplots of such a single chain realization of length n = 10, 000 after a burn-in phase of 10, 000 points. A log-Gamma prior logG(κ), κ T = (2, 2, 2), is chosen for the simulation of ϕ via ZV-RMHMC, ZV-MMALA, ZV-SMMALA and ZV-MH. The simulated chains are transformed to θ, corresponding to samples drawn with the help of a Gamma prior G(κ, λ), λ T = (2, 2, 2). The boxplots demonstrate drastic reduction in variance in all six MCMC schemes. Table R .6 quantifies the variance reduction by means of the VRFs after running n c = 100 chains for each of the six MCMC schemes. The patterns of asymptotic variance across the six samplers, as previously noted in Tables R.1 and R.3, do not fully manifest themselves in Table R .6. This is to be expected given the complexity of the ODE system comparatively to the simpler logit and probit models. More specifically, the non-linear dynamics of the ODE system pose challenges in terms of convergence and fine-tuning of the MCMC scheme, which are not conducive to a full assessment of the ESS and of the MCMC mean estimator of the ODE model. As previously stated, alternative MCMC schemes such as population MCMC can potentially alleviate the lack of convergence. Nevertheless, Table R.6 serves the purpose of demonstrating the reduction in variance achieved by ZV-MCMC when the ZV method is implemented in a complex dynamical system.
Discussion
This paper provides a simulation-based assessment of the zero variance principle on Hamiltonian Monte Carlo and Metropolis adjusted Langevin algorithms. The examples of Bayesian logit and probit regression and of the non-linear Fitzhugh-Nagumo ODEs are conclusive in that the variance is attenuated drastically by using the ZV strategy with linear polynomials and vanishes nearly completely in ZV estimators with quadratic polynomials. The examples of logit and probit models further assess the asymptotic variances of the considered MCMC samplers, confirming that the Hamiltonian Monte Carlo methods are more effective exhibiting smaller variance and that RMHMC entails the smallest variance.
Given that the variance reduction is achieved at no extra computational cost, it becomes instructive to embody the ZV method in any application of Metropolis-Hastings type algorithms in particular those where, in order to run the sampler, one needs to compute the gradient of the log-target. Such algorithms include MALA, MMALA, HMC and RMHMC.
The accompanying MATLAB package facilitates the incentive of integrating the two methods by providing a general and extensible computational framework for ZV-(M)MALA and ZV-(RM)HMC. The user input required for running the ZV-MCMC routines of the package is a single file, in the form of a MATLAB class, which defines the log-target and its gradient as well as the metric tensor and its derivatives with respect to the model parameters. Care has been taken in the implementation of the ODE framework in the package, which uses the ODE solvers of the Systems Biology Pharmacodynamic (SBPD) MATLAB package. This implies that the ODE model is compiled to C code and that the efficient SUNDIALS C solvers are invoked. This way, highly performing MMALA and RMHMC samplers with negligible variance are at the user's disposal for a broad set of user-defined ODE models.
Finally, a computational framework is currently being set-up, where the ideas presented and discussed in this paper can be applied even if the derivative of the log-target is not available in closed form. This is achievable by employing numerical or symbolic computation techniques for automatic differentiation in place of the unknown functional expressions of the log-target, metric tensor and their associated derivatives (see for example Gay (2006) , Smith (1995) , Siskind and Pearlmutter (2008) and Naumann (2008) ). Table R .3: Estimated asymptotic variances (rescaled by multiplying by the simulation length n = 50, 000 of each chain) and variance reduction factors for each parameter of the Bayesian probit model applied on the vaso constriction data after n c = 100 realized chains. The estimated asymptotic variances of both MCMC and ZV-MCMC are smaller for more effective samplers. As a consequence, the VRFs of more effective algorithms are smaller. The variances and VRFs have been rounded to the fourth and second decimal places respectively, while the cells in bold represent the smallest variances and reduction factors across the six samplers demonstrating that RMHMC is the most effective sampler. Table R .4: Estimated variance reduction factors (VRFs) for each parameter of the Bayesian logit and probit models applied on the vaso constriction data after n c = 100 realized chains, each of post burn-in length n = 50, 000. The same model is simulated under the logit and probit link functions, and therefore the parameter estimators are directly comparable between the logit and the probit implementation. VRFs are obtained using both linear and quadratic polynomials, corresponding to the columns labelled as L-ZV-MCMC and Q-ZV-MCMC. Table R .6: Estimated asymptotic variances (rescaled by multiplying by the simulation length n = 10, 000 of each chain) and variance reduction factors for each parameter of the Fitzhugh-Nagumo ODE model after n c = 100 realized chains. Despite the simplification in the implementation, and more specifically without developing a population MCMC framework for the ODE model, the VRFs show that ZV reduces the variance across the simulated chains.
