Results are reported for a series of experiments involving numerical curve tracking on a shared-memory parallel computer. Several algorithms exist for finding zeros or fixed points of nonlinear systems of equations that are globally convergent for almost all starting points, that is, with probability one. The essence of all such algorithms is the construction of an appropriate homotopy map and then the tracking of some smooth curve in the zero set of this homotopy map. HOMPACK is a mathematical software package implementing globally convergent homotopy algorithms with three different techniques for tracking a homotopy zero curve, and has separate routines for dense and sparse Jacobian matrices. The HOMPACK algorithms for sparse Jacobian matrices use a preconditioned conjugate gradient algorithm for the computation of the kernel of the homotopy Jacobian matrix, a required linear algebra step for homotopy curve tracking. A parallel version of HOMPACK is implemented on a shared-memory parallel computer with various levels and degrees of parallelism (e.g., linear algebra, function, and Jacobian matrix evaluation), and a detailed study is presented for each of these levels with respect to the speedup in execution time obtained with the parallelism, the time spent implementing the parallel code, and the extra memory allocated by the parallel algorithm.
Introduction
Homotopies are a traditional part of topology and only recently have begun to be used for practical numerical computation. The (globally convergent probability-one) homotopies considered here are sometimes called artificial-parameter generic homotopies, in contrast to natural-parameter homotopies, in which the homotopy variable is a physically meaningful parameter. In the latter case, which is frequently of interest, the resulting homotopy zero curves must be dealt with as they are, bifurcations, ill-conditioning, and all. The homotopy zero curves for artificial-parameter generic homotopies obey strict smoothness conditions, which generally will not hold if the homotopy parameter represents a physically meaningful quantity, but they can always be obtained via certain generic constructions using an artificial (i.e., nonphysical) homotopy parameter. Not just any random perturbation will suffice to create a globally convergent probability-one (generic) homotopy; for example, the perturbation implied by discretization is generally not sufficient to produce a probability-one homotopy map.
If the objective is to solve a parameter-free system of equations, F(x) = 0, then extra attention can be devoted to constructing the homotopy, and the curve-tracking algorithm can be limited to a well-behaved class of curves. The goal of using these globally convergent probability-one homotopies is to solve fixed-point and zero-finding problems with homotopies whose zero curves do not have bifurcations and other singular and ill-conditioned behavior. The mathematical software package HOMPACK used here for comparative purposes is designed for globally convergent probability-one homotopies.
The theory and algorithms for functions F(x) with small dense Jacobian matrices DF(x) are well developed [Allgower and Georg 1990; Allison et al. 1988; Billups 1985; Chakraborty et al. 1989 ], which is not the case for large sparse DF(x) , the topic of this paper. Solving large sparse nonlinear systems of equations via homotopy methods involves sparse rectangular linear systems of equations and iterative methods for the solution of such sparse systems. Preconditioning techniques are used to make the iterative methods more efficient.
Section 2 summarizes the mathematics behind the homotopy algorithm. Section 3 discusses iterative methods for solving invertible linear systems and some of the linear algebra details of homotopy curve tracking. Section 4 discusses the hardware and software environment in which the experiments were conducted. Section 5 describes the numerical experiments that were carried out, and Section 6 discusses the results of the various parallel implementations.
Homotopy Algorithm
Let E n denote n-dimensional real Euclidean space, and let F : E" ~ E n be a C 2 (twice continuously differentiable) function. The fundamental problem is to solve the nonlinear system of equations
The modern homotopy approach to solving the nonlinear system is to construct a C 2 map p : E m x [0,1) x E n ~ E", such that p and pa(3,, x) = p (a, X, x) have the following properties:
1. The Jacobian matrix Dp has full rank on p-l(0), 2. Pa(0, X) : 0 has a unique solution W ~ E", 3. pa(1, x) = F(x) , and 4. pal(O) is bounded.
Then the supporting theory [Chow et al. 1978; Watson 1979; Watson 1986] says that for almost all a ~ E m there is a zero curve 3' of pa(X, x), along which the Jacobian matrix Dpa(X, x) has full rank, emanating from (0, W) and reaching a zero s of F at 3, = 1. Furthermore, 3" has finite arc length if DF(E) is nonsingular. The homotopy algorithm consists of following the zero curve 3' of Pa emanating from (0, W) until a zero s of F(x) is reached (at 3, = 1). This homotopy algorithm has two important distinctions from classical continuation: (1) The homotopy parameter X is not required to increase monotonically along 3', so turning points are permissible, and (2) the use of the random parameter vector a guarantees the absence of bifurcations and singularities along 3" with probability one.
The zero curve 3' of the homotopy map Pa(X, x) can be tracked by many different techniques. The mathematical software package HOMPACK [Watson et al. 1987] provides three different algorithmic approaches to tracking 3": (1) an ODE-based algorithm, (2) a predictorcorrector algorithm whose iterates follow a trajectory normal to 3' (a normalflow algorithm), and (3) a simple Newton algorithm on an augmented system (an augmented Jacobian matrix method). The parallel experiments reported here were based on the normal flow codes in HOMPACK, so the normal flow algorithm will be sketched here (see [Watson et al. 1987 ] for a complete description).
Let Z = (X, x-) be the current point on 3', and let z ~~ be a prediction for the next point on 3" obtained by extrapolation of some sort. The normal flow iteration is
where [Dpa ] + is the Moore-Penrose pseudoinverse. The iterates z ~k) converge to a point z* on 3' along a trajectory normal to 3", hence the name normalflow. There are, of course, important details concerning the computation of z ~~ and what to do if the iteration fails to converge, but this brief description captures the essence of the algorithm.
Linear Algebra Routines
In the course of homotopy curve tracking, we need to solve nonsquare linear systems of equations for the normal flow iteration calculations. These nonsquare systems are converted to equivalent square linear systems of the form
where the n x n matrix B is bordered by the vectors f and c to form a larger system of dimension (n + 1) x (n + 1). In the present context B = DxPa(X, x) is symmetric and sparse, but A is not necessarily symmetric. Iterative methods, rather than direct methods, are generally used for solving these linear systems. (IfB has only one or two nonpositive eigenvalues, direct methods may be a viable alternative.) These methods compute a sequence of approximate solutions {Yi }, which converge to the exact solution y by some algorithm of the form
where Y0 is an arbitrary initial guess and Fi may be linear or nonlinear. Iterative methods require the coefficient matrix A in the algorithm, generally only to compute matrix-vector products. Since matrix-vector computations are quite inexpensive for sparse problems, iterative methods have low computational cost per iteration. Iterative methods are also attractive because they have low storage requirements due to the fact that, at each iteration, only a small number of vectors of length N = n + 1 need to be computed and stored to calculate the next iterate Yi+l, and A itself can be generated or stored compactly.
Iterative methods such as the successive over-relaxation (SOR) algorithm [Varga 1962 ] and the alternating direction implicit (ADI) algorithm [Young 1971 ] require the estimation of scalar parameters, which is a drawback. However, the conjugate gradient procedure [Hestenes and Stiefel 1952] is an efficient algorithm for solving symmetric positive definite systems that requires no such estimates.
For conjugate gradient methods the rate of convergence depends on the symmetry, inertia, spectrum, and condition number of the coefficient matrix. There are efficient conjugate gradient algorithms for solving linear systems with symmetric positive definite coefficient matrices [deSa et al. to appear; Irani 1990 ], whereas no comparable theory exists for general systems with nonsymmetric or indefinite A. A recent study [Irani et al. 1991] advocates the use of Craig's method (a variant of the conjugate gradient algorithm) with preconditioning.
Let Q be a N • N nonsingular matrix. The solution to Ax = b can also be obtained by solving the system
The use of such an auxiliary matrix is known as preconditioning. The goal of preconditioning is to decrease the computational effort required to solve linear systems of equations by increasing the rate of convergence of an iterative method. For preconditioning to be effective, the faster convergence must outweigh the costs of applying the preconditioning so that the total cost of solving the linear system is lower. The preconditioned coefficient matrix ,4 is usually not explicitly computed or stored primarily because even though A is sparse, A may not be. The extra work of preconditioning, then, occurs in the preconditioned matrix-vector products involving Q-1. The main storage cost for preconditioning is usually for Q, which typically is stored so that one extra array is required to handle the preconditioning operation.
One iterative method known to converge for general nonsymmetric problems is the conjugate gradient method applied to the normal equations. Given any nonsingular matrix A, the system of linear equations Ay = b can be solved by considering the linear system (normal equations) Since the coefficient matrix for the latter system is both symmetric and positive definite, the system can be solved by the conjugate gradient algorithm. Once a solution vector z is obtained, the vector y from the original system can be computed as y = Atz. The drawback of this technique is that, while the coefficient matrix is symmetric and positive definite, the convergence rate depends on cond(AA t) = (cond(A)) 2 rather than cond(A); see [Elman 1982 ] for a precise statement. An implementation of the conjugate gradient algorithm in which y is computed directly, without reference to z, any approximations of z, or AA t, is due to Craig [1954] and is described in [Fadeev and Fadeeva 1963] and [Hestenes 1956 ]. (Of course, the convergence rate still depends on cond(AA r) = (cond(A)) 2 in general.) Craig's preconditioned algorithm is choosey o, Q; 
Pi+l = AtQ-tri+l + biPi; end
Here (x, y) denotes the inner product ofx and y. For this algorithm a minimum of5(n + 1) storage locations is required (in addition to that for A). The vectors y, ~, and p all require their own locations; Q -t?can share with Ap, and Q-lAp can share with AtQ-ts The computational cost per iteration of this algorithm is 1. two preconditioning solves; 2. two matrix-vector products; 3. 5(n + 1) multiplications (two inner products and three scalings).
There are several approaches to solving Ay = b, but the one we have chosen splits A into the sum of a symmetric matrix M and a low-rank correction C. This method also takes advantage of the fact that the leading principal submatrix B is symmetric and can use conjugate gradient algorithms requiring a symmetric coefficient matrix. See [Watson 1986 ] for further details.
The preconditioning technique used with this algorithm is based on the factorization of Q into the product LU, where L is a lower triangular matrix and U is an upper triangular matrix. The heuristic used to insure that the preconditioning is inexpensive to implement is one that forces the factors to be sparse by allowing nonzeros only within a specified set of locations. Let Z be a set of indices contained in {(i, j) [ 1 _< i, j < N, i ;~ j}, typically where A is known to be zero. The incomplete LU factorization is given by Q = LU, where L and U are lower triangular and unit upper triangular matrices, respectively, that satisfy zij = uo =0, Qij Aij,
The incomplete LU factorization algorithm is for i = 1 step 1 until N do
It can happen that Lii is zero in this algorithm. In this case Lii is set to a small positive number so that Qii ~ Aii.
Parallel Computer System
In order to provide a context for the numerical results (Section 5) and conclusions (Section 6), this section gives some qualitative and quantitative information about the parallel computing platform used, a Sequent Symmetry $81. The Symmetry is a shared-memory busbased multiprocessor. Each CPU is a standard Intel 80386 microprocessor, with a Weitek 1167 floating point coprocessor implementing IEEE Standard 754 arithmetic. Our Symmetry has 32MB of shared memory and ten processors, arranged in dual-processor boards with a 64 Kbyte, two-way set-associative cache at each CPU. The Symmetry cache memory uses a copy-back caching policy to maintain consistency. The 80386 provides hardware support for virtual memory, which the DYNIX (Sequent's UNIX) operating system provides. Virtual memory was not an issue since our largest problem fit into memory. The 80386 has two-cycle pipelining, so processor pipelining is also not a major consideration. Parallel programs on the Sequent must always keep one processor free, and since nine is an odd number, we give results for four and eight processors. The time cost of a fork on the Sequent $81 is about 25ms, which is very expensive compared to the cost of lightweight threads. Forked processes communicate and synchronize via hardware spin locks, which, depending on contention, can be very efficient.
The DOACROSS compiler directive is just a high-level way of breaking up DO loops into parallel pieces, and the system call m~fork is the (only) explicit way of parallel process creation, scheduling, and termination. A FORTRAN preprocessor translates a loop with a DOACROSS directive into the equivalent m~fork calls. Both static and dynamic scheduling are possible, but one normally lets the system assign tasks to processors. For static scheduling the programmer assumes complete responsibility for parallel process synchronization and for identifying exactly the right amount of parallelism, m__fork passes control and parameters to child processes (or creates them if they do not exist), which are scheduled, terminated, or spun using variants of m__fork. The number of processes activated by an m__fork call is determined by the most recent m__set procs call. The DOACROSS may be used with critical section compiler directives and chunking (to change the task granularity) for additional flexibility.
The Sequent provides pdbx and gprof, standard parallel debugging and performance monitoring tools. Because of the clean, modular structure of HOMPACK, converting it for the Sequent was fairly straightforward, and only a very small percentage of the programming effort reported in Section 6 was for debugging.
Numerical Experiments
To understand the levels and degrees of parallelism, we first describe briefly the sequential HOMPACK code used as the basis for the parallel implementation. First, we need to compute the function values and the Jacobian matrix for the coefficient matrix A. Then, to track the homotopy curve, we need to solve nonsquare linear systems of equations for the tangent vector and the normal flow iteration calculations. Subroutines named PCGDS and PCGNS are called to solve these rectangular systems by first converting them to equivalent linear square systems, which can be solved in parallel because they have no data dependence between them. It is to these symmetric linear systems that Craig's preconditioned method is applied to obtain the solution. Since a preconditioned method is used, the preconditioning matrix Q also needs to be computed. Before calls are made to PCGDS and PCGNS, a subroutine is invoked to compute the incomplete LU preconditioner. Note that there is only one preconditioning matrix to be computed since both nonsquare systems have the same coefficient matrix A with different right-hand sides. With this background we now describe the levels of parallelism. The parallel programming was carried out on a Sequent Symmetry $81 with ten processors using the system call m__fork and the compiler directive DOACROSS.
The results are reported for three test problems: a shallow arch problem, a shallow dome problem, and a turning point problem, all of which are described below (for more details see [Irani et al. 1991] ).
Shallow Arch
The equations of equilibrium of the arch are obtained from the principle of the stationary value of the total potential energy, which states that, of all the kinematically admissible displacement fields, the one that makes the total potential energy of a structure stationary also satisfies its equations of equilibrium. The total potential energy 7r of a structure is given by the sum of its strain energy and the potential of external loads.
A shallow arch is discretized by an assemblage of straight p-q frame elements. A frame element is a structural component that is initially straight and undergoes axial, bending, and torsional deformation resulting from fmite displacements and rotations of its ends (nodes) p and q. The displacements of the end q relative to the end p are With the relative generalized displacements (6u, 6v, 6w) and (~bx, ~by, ~bz) known, the usual deformation patterns of the reference axis of the beam element in the corotational coordinate system are assumed to be In these equations it is implicitly assumed that the lateral displacements and twists are referenced to a longitudinal axis through the shear center, while the axial displacements and rotations are referenced to the centroidal axis. The total potential energy of such a discretized model of the arch can be expressed as
where U e is the strain energy of the e-th element, e = 1, ..., m, q is the vector of nodal displacement degrees of freedom of the entire model, and Q is the vector of externally applied loads. The strain energy U e of the e-th frame element is given by
where e is the strain of a point (x, y, z) of the beam, which was derived above. Substituting for e and doing the integration gives where A e is the cross-sectional area, and Iy and I z are the cross-sectional moments of inertia about the y and z axes, respectively. It is evident that the potential energy 7r of the model is a highly nonlinear function of the nodal displacements. The equations of equilibrium of the model are obtained by setting the variation ~r to zero, or equivalently by Va-= 0.
Closed-form analytical expressions for VTr can be obtained with some difficulty, but obtaining the Jacobian matrix of VTr analytically seems out of the question. Hence the Jacobian matrix of the equilibrium equations is obtained by finite difference approximations.
By symmetry only half the arch need be modelled, and the results here are for a full arch load of 3000 pounds, which is just below the limit point.
Shallow Dome
The shallow dome of Figure 1 is built up from space truss elements with three global displacement degrees of freedom (Ul, u2, u3) at each of the two nodes. For an element of original length L between its two nodes p and q, the change in length ~L is given by ~L = E 3 j213 112
where x/j, uij, i = p, q; j = 1, 2, 3 are the global coordinates and displacements of the two nodes. This can be simplified to 
where A is the difference operator for the q and p values. Accordingly, the axial strain in the e-th element is
I 3 e e-tSL-1 + ~a
( (au, >2) 11, 2
The strain energy of the e-th element in a purely linearly elastic response is given by
v 2
where E and A are the Young's modulus and cross-sectional area, respectively, of the e-th element.
The total potential energy of the dome is then given by
where Ui, i = 1, ..., 6 are the six components Uqk , Rpk , k = 1, 2, 3, and Q is the generalized force vector. The equations of equilibrium of the model are then obtained by setting
VTr = ~ EAeLeve e -Q = o.
e=l Both the gradient of 7r as well as its Hessian can be evaluated explicitly without resorting to finite differencing operations, as in the case of the frame element used to model the shallow arch. The effect of modelling the shallow dome with truss elements in concentric rings is that changing the number of truss elements changes the model and its behavior. Thus the dome problems with different degrees of freedom reported in the tables are qualitatively different, with different buckling loads and bifurcation points. The results reported here are for shallow domes with base radius 720 and sphere radius 3060, and a point load at the very top.
Artificial Turning Point Problem
The turning point problem is derived from the system of equations V(x) = (Vl(x), F2(x), Fz(x), ..., V,(x)) t = 0, where Fi(x) = tan -1 (sin[xi(i mod 100)]) -(xi-1 + xi + xi+l) , i = 1, ..., n, 2O and x 0 = Xn+l = 0. The zero curve 3' tracked from ~, = 0 to X = 1 corresponds to Oa(X, X) = (1 -.8~,)(x -a) + .8X F(x), where a was chosen artificially to produce turning points in 3'.
Levels of Parallelism
There are five different levels that we considered for the parallel implementation:
Function and Jacobian matrix computations.
Unlike the other levels the algorithms for this level vary from problem to problem because different problems have different computational structures for the function values and the Jacobian matrix. For the turning point problem the serial algorithm computes the function values and the Jacobian matrix entries with FORTRAN DO loops. Hence, for the parallel implementation the DOACROSS directive was used to parallelize the loops and put locks on shared variables. The shallow arch problem has very complex function evaluation computations and, in fact, about 70 % of the overall execution time is due to these function evaluations. There are two possible ways of implementing the parallelism at this level for this problem. One way of implementation is to analyze the FORTRAN DO loops and use the DOACROSS directive to implement the parallelism. We refer to this parallel implementation as M8 later in this section. The second way (algorithm M1) is a higher !evel parallelism in which the columns of the Jacobian matrix are computed in parallel, with the function values still computed, as in algorithm M8 above. 2. Low-level linear algebra. At this level the lower level functions and linear algebra are implemented in parallel along with LINPACK functions and subroutines. These include copying, scaling, vector norms, inner products, and matrix-vector products. 3. Computations with the preconditioner. There are two subroutines that are candidates for parallelization at this level. The first one computes the incomplete LU preconditioner. The second one computes Q-if by applying forward and backward substitution to solve Qx = f We have not shown the execution timings for this level in the tables because there was no speedup over the serial execution time. A brief explanation of this is given later in Section 5.
The two linear solves within PCGDS and PCGNS in parallel.
At this level PCGDS and PCGNS are executed serially. Within each, as explained earlier, two linear systems of equations need to be solved, and they are solved in parallel since they are independent of one another.
PCGDS and PCGNS done in parallel
This level of parallelism is higher than the previous one. Here the subroutines PCGDS and PCGNS are executed in parallel. Note that this means that the two solves within each are still executed serially. Levels 2-5 described above can be embedded within each other, giving rise to varying degrees of parallelism. For example, if we combine levels 4 and 5, then we are executing PCGDS and PCGNS in parallel as well as the two linear solver algorithms within each of the subroutines in parallel. So actually all four linear solves are being executed in parallel. This gives a higher degree of parallelism than simply implementing level 4 or 5 individually.
For the experiments we wanted to include all possible degrees of parallelism arising from the levels of parallelism, starting with a combination of levels 2 and 3 and eventually working up to the combined implementation of levels 2, 3, 4, and 5. Combining levels, in order to obtain the degrees of parallelism, involves implementing a DOACROSS/m__fork within a DOACROSS/m__fork. For example, combining levels 2 and 3 involves implementing a DOACROSS within a DOACROSS. Unfortunately, all these degrees of parallelism could not be implemented because the Sequent parallel programming directives do not allow, within an ~ork or a DOACROSS, the insertion of another DOACROSS or rn__fork. As a result, the interesting experiments that could be performed were confined to the following combinations:
9 Levels 4 and 5, that is, all four solves in parallel. 9 Levels 1, 4, and 5. * Levels 1 and 2.
Note that combining levels 4 and 5 involves implementing an ~ork within an m__fork, which cannot be done on the Sequent. However, we could avoid this problem by using a different strategy. Combining levels 4 and 5 actually means implementing the four solves in parallel, as mentioned above. Since we could not insert a second m__fork at level 4 within the first m___fork at level 5, we modified the code to implement a single m___fork that forks four processes, with each process assigned code for solving a single linear system. Also, note that we could have attempted several different combinations when combining the parallel function and Jacobian computations (level 1) with the linear solver parallelization (levels 2-5). We implemented two of the possible combinations for our experiments, the ones we thought would give the most interesting results.
In the tables summarizing the numerical experiments the following acronyms are used to describe the various levels of parallelism:
M1--Function and Jacobian matrix evaluations in parallel, with the Jacobian matrix done by columns. M2--Lower level linear algebra in parallel. M3--PCGDS and PCGNS in parallel. 
Discussion

Timings and Efficiency
As can be observed from Tables 1-6, we have not included the timings for the third level, that is, for the preconditioning computations in parallel. We performed the experiments for this level, but did not get any speedup with either four or eight processors. The coefficient matrix for all three test problems is sparse, which means that there are only a few nonzero entries in each row or colunm of the matrix. These matrices are stored in the packed skyline format. Hence, for all DO loop computations involving the coefficient matrix, the number of computations to be performed per iteration is quite small. This results in each processor not getting enough work to do to overcome the overhead cost of executing a loop in parallel. Tables 1-6 show the execution time and the parallel efficiency ([serial time/parallel time]/p) for the three test problems with eight processors for all cases and four processors for the largest case.
9 For the linear solver code only, the most efficient algorithm was M5 among algorithms M2, M3, M4, and M5 for all three test problems. This is what one would expect since M5 has the highest degree of parallelism, being a combination of M3 and M4. Note also that the difference in timings for M3 and M4 is very small since there are only a few computations to be done within each of PCGDS and PCGNS before executing the code for the two linear solves. If there were more code before the two linear solvers' code within each of PCGDS and PCGNS, one would expect the timings for algorithm M3 to be smaller than those for algorithm M4. 9 Overall, for all three test problems, algorithm M6 is the best algorithm in terms of timings and the speedup obtained by the parallel implementations. M6 performed well because it combines the most efficient parallel algorithm for the function values and the Jacobian matrix evaluations with that for the linear solver code. 9 For the shallow arch problem, M1 is better than M8 because M1 has a higher degree of parallelism than M8. We have included M8 only for the shallow arch problem because, unlike the turning point and dome problems, there are two different ways of parallelizing the code for the function values and the Jacobian matrix evaluations. 9 For the shallow arch problem, the efficiencies we obtained with algorithm M1 are much better than the efficiencies for the turning point problem or the dome problem. This is because about 83 % of the serial execution time for the arch problem is spent computing the function values and the Jacobian matrix, whereas for the turning point or dome 8  21  18  16  16  12  13  9  7  14  8  126  95  90  66  61  62  43  41  62  8  252  185  180  125  119  120  83  79  120  8  525  403  394  263  255  255  175  163  254  8  1050  753  743  484  472  478  323  312  474   4  1050  753  763  542  477  478  323  331  532 ~b~ ~ Efficien~ with pprocessors ~rtheshallow domeproblem. M2  M3  M4  M5  M6  M7   8  20  5  5  5  3  3  2  2  5  8  125  50  46  34  28  29  20  15  29  8  250  87  79  56  49  50  34  26  48  8 500 168 problems the same number is less than 2%. For the arch problem, each processor has a lot of work to do and is not idle for long, and as the tables reflect, the parallel implementation is very efficient.
The tables also show the results for the same experiments with four processors, but only for the largest dimension n for each test problem. In terms of the most efficient algorithm, the same discussion holds as for eight processors. When we compare the efficiencies obtained with four processors to those obtained with eight processors, some very interesting observations can be made. First, for both the turning point and the dome problems, the maximum efficiency obtained with four processors (0.810, 0.569) is almost twice as good as that with eight processors (0.485, 0.302). The same holds true for the shallow arch problem, for algorithms M2, M3, M4, and M5, that is, the linear solver parallel algorithms. However, the efficiency is not nearly twice as good for algorithms M1, M6, M7, and M8, that is, all the algorithms involving the parallel function and Jacobian matrix evaluations for the shallow arch problem. In this problem about 83 % of the total execution time is spent executing the function and Jacobian matrix evaluation code. Therefore, the eight processors can be kept busy most of the time.
Speedup Considerations
Amdahl's law provides a useful way of comparing the actual speedup attained by a parallel implementation to the maximum speedup that can be attained taking into consideration the fraction of the total execution time that is spent on sequential code. Amdahl's law states that if a program consists of two parts, one that is inherently sequential and one that is fully parallelizable, and if the inherently sequential part consumes a fraction for the total computation, then the speedup is limited by
where p is the number of processors used in the parallel implementation. Table 7 gives the speedup that we obtained with our best parallel implementation (algorithm M6) along with the maximum theoretical speedup that can be obtained according to Amdahl's law for all three test problems. Note that the fraction fof the sequential part may not be very accurate and is a lower bound on the exact serial execution fraction for the algorithms so that the numbers appearing in Table 7 for the theoretical speedup could be slightly lower than those shown in the table. As can be observed from the table, for all three problems, with four processors, the actual speedup obtained is quite close to the theoretical speedup. This explains why we got an overall poor speedup for the dome and the turning point problems; for these problems the fraction f of serial execution is high, and so we cannot improve the speedup, being limited by the theoretical value as the upper bound. With eight processors the actual speedups obtained (2.41, 3.88) are not close to the theoretical speedups (3.79, 5.52) because algorithm M6 is a combination of algorithms M1 and M5, and for the parallel implementation, algorithm M5 always uses only four processors, even if it is given eight processors. Also, as observed from the table, there is only a slight increase in speedup from using eight processors as compared to four processors. The slight increase in speedup is present only because the M1 algorithm does make use of eight processors. This explains why the timings for algorithm M5 (as well as M3 and M4) are the same for eight processors and four processors, and why there is a significant gap between the theoretical and the actual speedups for eight processors. Note that for the arch problem, the scenario is completely different since, unlike the turning point problem, very little time is spent in the linear solver code.
Space Considerations
Regarding the amount of extra memory allocated for each method, as observed from Table  8 , algorithms M3, M4, M5, and M6 require a few extra (n + 1)-vectors for the parallel implementation [Irani 1990 ]. The algorithms that do not require any extra memory are at the lowest level of parallelization. Algorithms M5 and M6, which require the maximum amount of extra memory, have a greater degree of parallelization than the others, so the conclusion to be drawn from Table 8 is that the higher the level or the degree of parallelism, the more memory the parallel implementation requires. As already observed, in terms of efficiency M6 is the best parallel implementation, verifying that there is, indeed, a tradeoff between memory and speedup. One generally has to pay for extra memory if speedup is the final goal. However, the amount of extra memory required by the parallel algorithm is usually not very significant in relation to the speedup achieved by the parallel algorithm. For example, algorithm M6, which has the best speedup, requires 11 extra (n + 1)-vectors for the parallel algorithm implementation, which is only a small fraction more than the overall memory space required by the serial algorithm. 
T~me Spent on Implementation
Another interesting issue related to parallel computing is the tradeoff between the speedup and the amount of time spent on the implementation of the parallel algorithm. Table 9 gives the number of man-hours spent for each of the parallel implementations, along with the cumulative man-hours for algorithms M6 and M7, since they are combinations of other algorithms. The columns for M1, M6, and M7 have three entries each since these algorithms involve computing function values and Jacobian matrices in parallel, and for all three test problems, varying amounts of programming effort were required. The three entries are for, respectively, the shallow arch problem, the dome problem, and the turning point problem. For algorithm M1, comparing the speedup obtained with the programming effort required for each of the test problems reveals that the arch problem, which has the best speedup, also required the maximum number of man-hours to do the parallel implementation. In general, by comparing the efficiencies with the programming effort required, one may conclude that they are directly proportional to each other; that is, the algorithms that require more time and effort to be implemented in parallel usually have a higher efficiency than those that require fewer man-hours for the parallel implementation. We have already concluded that the higher the level or degree of the parallel implementation, the better the efficiency. Hence, we can conclude that the higher the degree desired of the parallel algorithm, the greater the amount of time needed to implement it; as one moves up in degree or level, it becomes more and more time-consuming to parallelize the serial code. Another question that arises in the same context is whether it was worthwhile spending many hours for the parallel implementation considering the efficiency that was obtained. For example, for the arch problem, we spent 120 hours implementing algorithm M8, obtaining an efficiency of 0.788. It was probably not worth the time attempting the parallel implementation. Similarly, for the arch problem, implementing parallel algorithms M2, M3, M4, and M5 was not worth the effort because the amount of time spent within the linear solver code is very small (around 10%), and each of these algorithms attempts to paraUelize sections of the linear solver code. In general, it is not worth the effort to parallelize some part of the program if only a small fraction of the total execution time is spent within that part of the program. Special mention needs to be made of the shallow arch problem with regard to the algorithms involving the function values and Jacobian matrix evaluations, that is, algorithms M1, M6, M7, and M8. As observed from the tables, these algorithms required many more man-hours for the arch problem than for the other test problems. The arch problem could have taken much less programming effort had it not been for the fact that the serial code for the function values and Jacobian matrix evaluations was extremely difficult to paraUelize. To a certain extent, the programming effort also depends on how the serial code has been written and how easily it can be modified for the parallel implementation, and not simply on the amount of code to be implemented in parallel or what degree or level of parallelism one is attempting for the implementation.
Conclusion
Most of the conclusions drawn above reaffirm existing parallel computing theory and are very general. Regarding specific conclusions to be drawn for parallel HOMPACK, some levels are simply not worth the time and effort required for the implementation, considering the speedup obtained. Algorithm M2 (lower linear algebra in parallel) was not worth the effort. It took 20 man-hours to obtain a maximum speedup of 1.65 using eight processors. Similarly, attempting to implement computations relating to the preconditioner in parallel is not worthwhile since we get no speedup at all. Regarding the other levels or degrees, the test problem used determines whether the level or degree implementation is worth the effort expended. For the dome and turning point problems, the implementation of the function values and the Jacobian matrices was not worthwhile whereas the degrees or levels relating to the linear solver code did give a good speedup considering the effort we put into the parallel implementation. For the arch problem it was exactly the opposite, although it could be debated that spending 100 hours to obtain a speedup of 6.1 with eight processors is just not worth the effort. Regarding extra memory allocation for the parallel implementation, the parallel algorithms required only just a few extra (n + 1)-vectors, and thus memory is not an important issue for parallel HOMPACK. Hence a general-purpose parallel HOMPACK, applicable to any problem, should implement the four linear solves in parallel. The parallelization of the function and Jacobian matrix evaluation subroutines will depend on the problem being solved.
