On the impact of customer balking, impatience and retrials in telecommunication systems  by Artalejo, J.R. & Pla, V.
Computers and Mathematics with Applications 57 (2009) 217–229
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
On the impact of customer balking, impatience and retrials in
telecommunication systems
J.R. Artalejo a,∗, V. Pla b
a Department of Statistics and Operations Research, Faculty of Mathematics, Complutense University of Madrid, 28040 Madrid, Spain
b Department of Communications, Universidad Politécnica de Valencia (UPV), School of Telecommunications Engineering, Camí de Vera s/n, 46022 Valencia, Spain
a r t i c l e i n f o
Article history:
Received 27 March 2007
Received in revised form 26 September
2008
Accepted 17 October 2008
Keywords:
Call reattempts
Balking
Impatience
Call centers
Telecommunication systems
a b s t r a c t
This paper deals with a Markovian multiserver model, where the simultaneous effect of
customer balking, impatience and retrials is evaluated. The study of systems incorporating
these features ismotivated by the observation of real service systemswhere these queueing
phenomena interact. Simple approximations based on truncation and generalized
truncation are provided. These approximations are compared according to different criteria
for several selected scenarios. Finally, our results are used to evaluate the optimal ratio
between the number of available channels and the number of waiting positions in an
application to call center management.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider a multiserver queueing system where calls may balk, abandon due to impatience and
subsequently retry. There is a substantial literature on Markovian service networks which incorporates these queueing
features for a better understanding of the customer’s behavior and its influence on the quality of service (QoS) (see, e.g., [1–
5] and the references therein).
The operation mode of a call center with repeated attempts provides an initial motivation for our study. Calls arriving
to a call center are managed by a certain number of agents that answer customer calls. Primary calls finding an available
agent are automatically attended. In contrast, the behavior of a blocked call may vary depending on several circumstances
including the waiting expectations provided by the call center and the personal preferences of each particular customer.
As a result, each individual call may decide either to balk or to wait for some time. Waiting calls may abandon when their
patience expires or, in contrast, may leave temporally the service area but redial again for service after some time. It is well
known that in real world call centers the underlying distributions (arrival process, call-handling times, impatient times) are
not exponentially distributed. However, many studies assume exponential distributions to guarantee the tractability of the
mathematical model. For a discussion of the role played by the exponentiality in call centers the reader is referred to [6–8].
Motivated by the impact of impatience and repeated calls in the conventional telephone systems, Cohen [9] studies a
multiserver queue with retrial pool and no waiting line positions. Most of the models in the literature show applications
to telephony and other communication systems where the service area has a limited capacity and the repeated attempts
arise due to blocking. However, the origin of repeated attempts can be different. For instance, Fayolle and Brun [10] study
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Fig. 1. Transitions among states.
a system where the retrials are due to impatience. Boyer at al. [11] consider the truncated version of the same model and
motivate its application to a distributed exchange operating system. Simpler applications arise in daily life situations when
a customer finding a long waiting line may decide either to renege upon arrival or to join the queue temporally but abandon
if the waiting becomes too long. In the latter case, the customer may abandon forever or may come back later on [12,13].
Section 2 shows how all these models are particular cases of the model proposed in this paper.
Because of the space-heterogeneity, our model described in Section 2 is analytically intractable. In fact, this is a common
feature of many other related models with retrials and impatience. Thus, the existing literature is rich in approximations,
simulations and numerical studies. Some recent work [1,4,5] proposes to employ fluid and diffusion approximations. The
interest of these approaches is that they can be used to model systems with non-stationary parameters. However, in this
paper the emphasis is put on a more classical approach based on truncation schemes. Since only elementary knowledge
of Markov chains is needed, the number of potential readers/users may increase. Moreover, as a result of the simplicity
of our approach, a large number of performance descriptors can be easily evaluated. It is remarked that our versatile
model generalizes most of the related models in the literature. Because of the very richness, however, the model looses
the simplicity. Consequently, the proposed study is of a numerical nature and cannot be exhaustive.
As a related work, one could mention a large number of papers where impatience, balking and retrial behavior play
a central role to model applications to computer and telecommunication systems. This literature includes applications
to mobile cellular networks (MCN) [3,4,14–16], collision-avoidance star protocols for local area networks (CASLAN) [17],
circuit-switched networks with hybrid fiber-coax (MFC) architecture [18], etc. Some examples of papers on retrial queues
published in this journal are [19–22].
The rest of the paper is organized as follows. The description of the underlying queueing model is given in Section 2. In
Section 3 the three proposed approximate models are introduced, while in Section 4 we evaluate the accuracy and compare
the approximations. Finally, Section 5 illustrates the effect of balking, abandonment and retrials in the context of a problem
arising from call center management.
2. The model
The service facility consists in a group of c fully available channels at which primary calls arrive following a Poisson
stream with rate λ; that is, the interarrival times are exponentially distributed. If an arriving call finds some channel
free it immediately occupies the channel and leaves the system after service. Call durations (i.e., the service times) are
exponentially distributedwith rate ν. Callswhich cannot access a free channel either are queuedwith probability pi = 1−pi,
for i ≥ c , and then served in FIFO order, or may balk immediately with probability pi. Any balking primary call joins a
retrial pool with probability p and subsequently reattempts for service or, in contrast, it leaves the system with probability
p = 1−p. Delays between retrials of each unit in the retrial pool are also exponentially distributed with rateµ. Retrial calls
are assumed to have a similar behavior as primary calls, so a retrial call finding all channels busy balks with probability ri, for
i ≥ 0, and it reattempts once more with probability r . Otherwise, the retrial call joins the queue with probability r i = 1− ri.
Obviously, it is assumed that ri = 0, for 0 ≤ i ≤ c − 1. Finally, it is also assumed that a call may abandon the queue due
to impatience. Calls receiving service do not abandon the system. The impatient times (i.e., the time-out of each queueing
call) follow an exponential distribution with rate δ. Since the state of the queue may vary along the elapsed time from the
call arrival to the epoch at which its time-out expires, it is convenient to assume again that an impatient call balks with
probability qi, for i ≥ c+1. Balking calls join the retrial pool with probability q. With complementary probability q = 1−q,
the impatient call leaves the system.
The random variables (interarrival times, service times, retrial times, impatient times) involved in the above description
are assumed to bemutually independent. Fig. 1 illustrates the transitions among states and it helps to understand the system
dynamics in full detail.
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Under the previously stated assumptions, the system state is described by means of a regular continuous time Markov
chain χ = {(Q (t),N(t)); t ≥ 0}, where Q (t) represents the number of calls at the waiting line at time t and N(t) is the
number of calls in the retrial pool. Note that the state space of the process χ is the two-dimensional integer lattice Z2+.
Our versatile model considers the simultaneous impact of balking/reneging, impatience and retrials. The joint
consideration of these queueing phenomena plays a central role to explain the customer’s behavior in telephone systems
and call centers.With the help of the balking sequences {pi; i ≥ c}, {ri; i ≥ c} and {qi; i ≥ c+1}, and the retrial probabilities
p, r and q, a fair parallel treatment is given to the balking/reneging behavior of the different types of calls (i.e., primary calls,
retrial calls and impatient calls).
Some other existing models can be obtained as particular cases of the model studied in this paper. In particular, the
single-server queue where retrials are due to impatience [10] corresponds with the case c = 1, pi = ri = 0, for i ≥ 0, and
qi = 1, for i ≥ c + 1. The truncated version of this model was studied in [11]. The same choice of the system parameters
leads to the multiserver model investigated in [23]. These papers allow calls receiving service to become impatient. This is a
distinguishing feature in comparison with our model where only the calls waiting for service may become impatient. When
δ = 0, pi = ri, for i ≥ c , and p = r = 1, our model becomes the multiserver retrial queue with balking studied in [12,13].
Finally, in [1] the truncated version of the case pi = ri, for i ≥ c, qi = 1, for i ≥ c + 1, and p = r = q is studied.
To finish this section, it should be pointed out that the main mathematical feature of our queueing model is space-
heterogeneity which is caused by the retrial rate, jµ, the impatient rate, max(i − c, 0)δ, and the balking probabilities. It
is known that the classical theory (see, e.g., [24]) is developed for random walks on the semi-strip {0, . . . ,M} × Z+ with
infinitesimal transitions subject to conditions of limited space-homogeneity. Indeed, formultiserver retrial queues (without
balking and impatience), then we emphasize the absence of closed form solutions for the main performance characteristics
when c > 2 [25]. This fact shows clearly the necessity of dealing with approximate models and numerical methods of
solution.
3. The approximate analysis
The objective in this section is to construct approximate models for obtaining reliable numerical solutions for the
intractable original model described in Section 2. To this end, a number of finite truncationmodels and generalized (infinite)
truncation models are proposed. The first category comprises models described in Sections 3.1 and 3.2, where the original
infinite state space S = Z2+ is replaced by some finite state space S ′. On the other hand, the main idea of the generalized
truncation model introduced in Section 3.3 is to approximate the original infinite system with another infinite but solvable
system. The three approximate models are compared in Section 4 for some selected scenarios.
3.1. The model based on bi-threshold truncation
Here, the most traditional procedure consisting in placing two fictitious thresholds (i.e., truncation capacities) in the
queue and in the retrial pool is followed. In this way, the state space S = Z2+ is replaced by the finite rectangular state space
SA = {0, . . . ,M} × {0, . . . ,N}, withM ≥ c + 1 and N ≥ 1. Let χA = {(Q A(t),NA(t)); t ≥ 0} be the process obtained under
the bi-threshold truncation assumption. Since SA is finite, the process χA is always positive recurrent and the stationary
probabilities, PAij , exist. Obviously, this type of direct truncation is widely used in the queueing literature. In the context of
retrial queues, starting by [26], the direct truncation scheme has been employed by many authors including related work
as in [1,11].
At this point, it is important to clarify what is the effect of the truncation assumption on the transitions among states.
In the light of the papers [1,11] two different possibilities arise associated with those transitions of the original process χ
that imply a movement out of the state space SA. Both papers assume that blocked primary calls are lost; for example, if
the system state is (M, j) and the infinitesimal rate λ(1 − pM) occurs, then this primary call is lost. Moreover, in [11] it is
implicitly assumed that those transitions due to retrial and impatient calls causing a movement out of SA also imply the
loss of the corresponding call. In contrast, in [1] it is implicitly assumed that such transitions cannot be satisfied and the
corresponding call remains in the system. Here and in the forthcoming Sections 3.2 and 3.3, the total loss policy used in [11]
will be considered here. As a result, the original transition (M, j)→ (M, j− 1)with rate jµrMr now occurs in the model χA
with themodified rate jµrMr+jµ(1−rM) = jµ(1−rMr) (due to the effect of the loss of a blocked retrial call). Analogously, the
transition (i,N)→ (i−1,N)with original rate cν+(i−c)δqiqnowbecomes cν+(i−c)δqi (effect of losing an impatient call).
It remains to specify how to choose the bi-threshold (M,N) that guarantee the calculation of any specific performance
measure (e.g., expected values, blocking probability) with a desired accuracy. The accuracy of the descriptor under
consideration, say D, is evaluated through the speed of convergence. In this sense, it is sought as a pair (M,N) whose
cardinality
∣∣SA∣∣ = (M + 1)(N + 1) is as small as possible and the accuracy criterion is satisfied. Since a bidimensional
truncation is considered, a direction of search is needed to determine the desired bi-threshold (M,N). According to this
spirit, the following criterion can be formulated.
Algorithm 1. Calculation of the pair (M,N).
Step 0. (M,N) := (c + 1, 1)
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Step 1. Increase successively (M,N) following the search direction determined by the line M − (c + 1) = N − 1, for
M ≥ c + 1, until D(M0,N0) satisfies that∣∣∣∣D(M0 + 1,N0 + 1)D(M0,N0) − 1
∣∣∣∣ < .
Step 2. Evaluate, for k = 0, . . . ,M0 − (c + 1), the relative errors
E1(k) =
∣∣∣∣D(M0 − k,N0)D(M0,N0) − 1
∣∣∣∣ .
Take k1 := max{k/E1(k) < }.
Step 3. Evaluate, for k = 0, . . . ,N0 − 1, the relative errors
E2(k) =
∣∣∣∣D(M0,N0 − k)D(M0,N0) − 1
∣∣∣∣ .
Take k2 := max{k/E2(k) < }.
Step 4. If (M0 − k1 + 1)(N0 + 1) ≤ (M0 + 1)(N0 − k2 + 1), then take (M,N) := (M0 − k1,N0). Otherwise, take
(M,N) := (M0,N0 − k2).
In a nutshell, the above algorithm obtains an initial solution (M0,N0) following the search direction determined by the
lineM− (c+1) = N−1, forM ≥ c+1. After this, the solution is refined following descendant directions of the coordinate
axes.
3.2. The model based on single-threshold truncation
The purpose of this subsection is to consider an alternative truncation model which depends on a single-threshold
K ≥ c + 1. The initial idea is to reduce to those states (i, j) ∈ S such that i + j ≤ K ; that is, the total number of
calls in the system cannot exceed the threshold K . Under this constraint the state space reduces to the trapezoidal subset
SB = {(i, j) ∈ S/0 ≤ i ≤ c, 0 ≤ j ≤ K − c} ∪ {(i, j) ∈ S/c + 1 ≤ i ≤ K , 0 ≤ j ≤ K − i}. Then, it follows that∣∣SB∣∣ = (K − c + 1)(K + c + 2)/2. The finiteness of SB again guarantees the existence of stationary probabilities, PBij , for the
truncation process χB = {(Q B(t),NB(t)); t ≥ 0}.
The criterion for the determination of the threshold K is now as follows.
Algorithm 2. Calculation of K .
Step 0. K := c + 1
Step 1. Increase K until finding the first positive integer K0 satisfying∣∣∣∣D(K0 + 1)D(K0) − 1
∣∣∣∣ < .
Take K := K0.
At this point, the computation of the stationary probabilities PAij and P
B
ij is reduced to solving a finite block tridiagonal system.
A number of well-knownmethods can be used, but the use of block Gaussian elimination [27, Section 10.1] is recommended.
3.3. The model based on generalized truncation
The aim of a generalized truncation is to approximate an infinite intractable model with the help of another infinite,
but calculable model [25]. In what follows, the approach given in [28] for the M/M/c retrial queue is extended to our
more general model X. The approximating assumption consists in assuming that the number of units in the retrial pool
who are allowed to conduct retrials is restricted to a certain number N, so the retrial rate is µj = min(j,N)µ, for
j ≥ 0. In addition, the queue length is truncated to be no longer than M . These assumptions yield an approximate process
χC = {(Q C (t),NC (t)); t ≥ 0} which is a quasi-birth-and-death (QBD) process with a large number of boundary states.
Since QBD processes have been dealt widely in the literature [24,27], the methods for investigating the positive recurrence
condition and for computing the stationary probabilities, PCij , with (i, j) ∈ SC = {0, . . . ,M} × Z+, are well studied.
Algorithm 3. Calculation of the pair (M,N).
Step 0. M := c + 1
Step 1. Increase N = 1, 2, . . . until finding the first positive integer N(M) satisfying∣∣∣∣D(M,N(M)+ 1)D(M,N(M)) − 1
∣∣∣∣ < .
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Table 1
Scenario I: Analysis of Pb in the model χA.
Variant (MA,NA) t Mflops Pb
∣∣SA∣∣
BPC (11, 5) 0.03 0.14 0.5710 72
λ = 2.5 (13, 6) 0.05 0.32 0.9136 98
λ = 5.0 (13, 6) 0.05 0.32 0.9959 98
α = 0.1 (11, 5) 0.03 0.14 0.5676 72
α = 0.9 (12, 4) 0.05 0.24 0.6468 65
pi = (i− 1)/i (11, 4) 0.03 0.15 0.5930 60
p = 0.25 (9, 3) 0.02 0.06 0.4389 40
p = 0.5 (10, 4) 0.03 0.09 0.5014 55
µ = 0.2 (10, 14) 0.20 2.01 0.6268 165
µ = 0.5 (11, 9) 0.08 0.43 0.6100 120
µ = 20.0 (11, 3) 0.03 0.16 0.5480 48
β = 0.1 (7, 4) 0.02 0.06 0.4572 40
β = 0.5 (7, 4) 0.02 0.06 0.4636 40
ri = (i− 1)/i (9, 5) 0.03 0.09 0.4979 60
r = 0.25 (10, 4) 0.02 0.09 0.5474 55
r = 0.75 (12, 5) 0.04 0.22 0.6043 78
δ = 0.1 (12, 5) 0.05 0.22 0.6091 78
δ = 0.5 (10, 4) 0.04 0.09 0.5489 55
γ = 0.5 (11, 5) 0.08 0.14 0.5714 72
γ = 0.9 (11, 5) 0.06 0.14 0.5957 72
qi = (i− 1)/i (11, 5) 0.05 0.14 0.5775 72
q = 0.5 (11, 5) 0.03 0.14 0.5824 72
q = 0.75 (11, 5) 0.03 0.14 0.5956 72
c = 2 (9, 4) 0.04 0.16 0.9488 50
c = 10 (15, 4) 0.05 0.20 0.0696 80
Step 2. IncreaseM and calculate N(M) as indicated in Step 1 until findingM0 satisfying∣∣∣∣D(M0 + 1,N(M0 + 1))D(M0,N(M0)) − 1
∣∣∣∣ < .
Take (M,N) := (M0,N(M0)).
Artalejo and Pozo [25] and Falin [29] consider twomore truncatedmodels. In [29], the retrial rate becomes infinite when
the number of units in the retrial group exceeds a certain threshold. The numerical results in [25] show the superiority of
Neuts’ approach over Falin’s approach for theM/M/c retrial queue. On the other hand, the generalized truncated model by
Artalejo and Pozo still deals with non-homogeneous retrial rates. For the sake of simplicity, this paper limits itself to the
extension of the approach by Neuts and Rao as it was stated in Algorithm 3.
4. Comparison of the approximate models
The accuracy of the approximate models developed in Section 3 are now compared. The comparative analysis is
performedon the basis of three characteristics: the execution time of ourMATLAB code (run in a Pentium IV/ 2GHz computer
running Windows XP), the cumulative number of floating point operations measured in Mflops (i.e., one Mflop stands for
106 floating point operations) and the cardinality of the state space. In all the numerical experiments, the value of  is 10−4.
Firstly, a scenario corresponding to the following basic parameter configuration (BPC) is analyzed
Scenario I
c = 5, λ = 1.25, ν = 0.2, µ = 3.0, δ = 0.3, p = 0.75, r = 0.5, q = 0.25, pi = 1 − αi, for i ≥ c , with
α = 0.5; ri = 1− β i, for i ≥ c , with β = 0.9; and qi = 1− γ i, for i ≥ c + 1, with γ = 0.1.
This scenario corresponds to a system with
Pb = P{Q ≥ c} = 0.5710, E[Q ] = 4.6226,
P{N > 0} = 0.1929, E[N] = 0.2309.
The three approximate models converge to these values as their truncation thresholds become large enough.
Next, the comparative analysis for the blocking probability Pb is carried out. Our numerical experiments (not reported
here) for E[N] and other quality descriptors lead to similar conclusions. Table 1 gives the execution times, t , the flop count,
Mflops, and the cardinality,
∣∣SA∣∣, of the state space for the approximate model χA. The entries at the first row give the values
of these characteristics for the BPC. To understand the effect of the system parameters 24 variants of the BPC are considered.
Each variant consists in a change for a specific parameter while rest of the parameters are kept as in the BPC. Tables 2 and 3
show the similar analysis for the models χB and χC , respectively. Since χC is an infinite model, the column associated with
the state space cardinality is omitted in Table 3.
An examination of Tables 1–3 reveals the following observations:
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Table 2
Scenario I: Analysis of Pb in the model χB.
Variant K t Mflops Pb
∣∣SB∣∣
BPC 12 0.03 0.08 0.5710 76
λ = 2.5 14 0.05 0.15 0.9135 105
λ = 5.0 16 0.07 0.26 0.9960 138
α = 0.1 12 0.03 0.08 0.5676 76
α = 0.9 13 0.04 0.11 0.6468 90
pi = (i− 1)/i 12 0.03 0.08 0.5930 76
p = 0.25 9 0.02 0.03 0.4389 40
p = 0.5 11 0.02 0.06 0.5014 63
µ = 0.2 20 0.14 0.64 0.6268 216
µ = 0.5 16 0.12 0.26 0.6100 138
µ = 20.0 11 0.02 0.06 0.5480 63
β = 0.1 10 0.02 0.04 0.4572 51
β = 0.5 10 0.02 0.04 0.4636 51
ri = (i− 1)/i 10 0.01 0.04 0.4979 51
r = 0.25 11 0.02 0.06 0.5474 63
r = 0.75 13 0.03 0.11 0.6043 90
δ = 0.1 13 0.05 0.11 0.6092 90
δ = 0.5 11 0.04 0.06 0.5489 63
γ = 0.5 12 0.05 0.08 0.5714 76
γ = 0.9 13 0.12 0.11 0.5958 90
qi = (i− 1)/i 12 0.03 0.08 0.5775 76
q = 0.5 12 0.03 0.08 0.5824 76
q = 0.75 13 0.18 0.11 0.5957 90
c = 2 10 0.10 0.07 0.9488 51
c = 10 15 0.04 0.09 0.0696 121
Table 3
Scenario I: Analysis of Pb in the model χC .
Variant (MC ,NC ) t Mflops Pb
BPC (11, 3) 0.19 4.46 0.5710
λ = 2.5 (13, 4) 0.79 25.15 0.9137
λ = 5.0 (13, 4) 1.97 70.09 0.9961
α = 0.1 (11, 3) 0.20 4.47 0.5677
α = 0.9 (12, 3) 0.19 4.72 0.6468
pi = (i− 1)/i (11, 3) 0.18 4.15 0.5930
p = 0.25 (9, 2) 0.06 1.01 0.4390
p = 0.5 (10, 3) 0.12 2.47 0.5014
µ = 0.2 (10, 11) 1.63 36.93 0.6269
µ = 0.5 (10, 7) 0.70 15.08 0.6100
µ = 20.0 (11, 2) 0.07 1.53 0.5481
β = 0.1 (7, 4) 0.08 1.13 0.4572
β = 0.5 (7, 4) 0.07 1.13 0.4636
ri = (i− 1)/i (9, 4) 0.14 2.73 0.4979
r = 0.25 (10, 3) 0.13 2.80 0.5474
r = 0.75 (12, 4) 0.32 8.44 0.6043
δ = 0.1 (12, 3) 0.41 5.87 0.6092
δ = 0.5 (10, 3) 0.29 3.22 0.5490
γ = 0.5 (11, 3) 0.35 4.46 0.5715
γ = 0.9 (11, 3) 0.36 4.38 0.5957
qi = (i− 1)/i (11, 3) 0.21 4.45 0.5776
q = 0.5 (11, 3) 0.21 4.99 0.5824
q = 0.75 (11, 4) 0.28 6.40 0.5956
c = 2 (9, 3) 0.22 2.93 0.9488
c = 10 (14, 3) 0.18 6.48 0.0696
• With respect to the execution times, significant differences between finite truncation models are observed. The
generalized truncation model χC exhibits larger execution times. This is probably due to the fact that the computation
of the underlying matrix-analytic solution involves much more algebra, which is detrimental in this scenario where the
congestion of the retrial pool is small.
• The analysis in terms ofMflops again shows the superiority ofχA andχB overχC . Indeed, a slight superiority ofmodelχB
is observed along all the variants. This is as expected since the determination of the single-threshold K results in lower
number of operations than the calculation of the pair (MA,NA).
• The cardinality of the state space is a meaningful criterion to compare the finite models χA and χB. It should be pointed
that
∣∣SA∣∣ is always lower than ∣∣SB∣∣, except for the variant ri = (i−1)/i. This is intuitively clear as the bi-threshold model
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Table 4
Scenario I: Convergence sensitivity on the descriptor.
Variant tNA t
N
B t
N
C t
Q
A t
Q
B t
Q
C
BPC 0.02 0.04 0.34 0.03 0.02 0.28
λ = 2.5 0.06 0.08 1.18 0.06 0.07 1.22
λ = 5.0 0.10 0.20 5.81 0.14 0.21 7.56
α = 0.1 0.02 0.04 0.26 0.02 0.03 0.25
α = 0.9 0.04 0.05 0.32 0.05 0.04 0.32
pi = (i− 1)/i 0.03 0.04 0.30 0.04 0.04 0.31
p = 0.25 0.01 0.02 0.09 0.02 0.01 0.07
p = 0.5 0.02 0.02 0.17 0.02 0.02 0.15
µ = 0.2 0.24 0.15 2.18 0.18 0.12 2.37
µ = 0.5 0.07 0.07 0.96 0.06 0.07 1.27
µ = 20.0 0.04 0.03 0.14 0.03 0.03 0.10
β = 0.1 0.03 0.02 0.11 0.01 0.01 0.05
β = 0.5 0.04 0.02 0.10 0.02 0.01 0.08
ri = (i− 1)/i 0.03 0.02 0.18 0.01 0.02 0.15
r = 0.25 0.03 0.03 0.23 0.03 0.02 0.32
r = 0.75 0.04 0.05 0.40 0.04 0.04 0.42
δ = 0.1 0.04 0.05 0.38 0.05 0.04 0.39
δ = 0.5 0.03 0.03 0.26 0.03 0.03 0.21
γ = 0.5 0.03 0.04 0.32 0.02 0.03 0.31
γ = 0.9 0.03 0.04 0.33 0.05 0.05 0.34
qi = (i− 1)/i 0.03 0.05 0.31 0.02 0.03 0.26
q = 0.5 0.03 0.04 0.38 0.04 0.04 0.38
q = 0.75 0.03 0.04 0.43 0.06 0.03 0.44
c = 2 0.06 0.05 0.35 0.05 0.04 0.36
c = 10 0.03 0.03 0.26 0.01 0.02 0.14
χA provides a more sophisticated truncation than model χB, leading to a reduction of the cardinality.
A natural question is how fast or slow the proposed algorithms can attain convergence if the descriptor under study is
changed. In this sense, Table 4 gives the execution times under Scenario I for E[N] and E[Q ]. This completes the times given
in Tables 1–3 for Pb. The notation tNA (and its variants) stands for the execution times for E[N] in the model χA.
The entries in Table 4 show again that longer execution times are associated tomodel χC . However, a relevant increment
in execution time is not observed if E[N] or E[Q ] are used instead of the blocking probability as the descriptor of the
convergence criteria.
In the light of Tables 1–4, the conclusion is that the generalized truncation model χC is the worst approximating option.
However, it would be erroneous to discard this model. In general, the numerical comparison of different approximating
models typically shows that a specific model gives the best performance for a certain subset of parameters. In this sense, we
consider the variant µ = 0.05, ri = 1− 0.1i, for i ≥ c , and r = 1.0, and obtain that
Pb = P{Q ≥ c} = 0.8878, E[Q ] = 4.9021,
P{N > 0} = 1− 1.710× 10−11, E[N] = 158.7681.
It is remarkable that the retrial pool is now much more congested and, as a consequence, the flop count shows a very
different situation in both its absolute magnitude and the relative ordering of the models. The following flop measures are
associated to the blocking probability Pb: 61 588.6 (model χA), 12 006.1 (model χB) and 1061.8 (model χC ). Moreover, we
have (MA,NA) = (7, 243), K = 249 and (MC ,NC ) = (7, 144). It is clear that this variant gives support to the use of model
χC . In [25] a detailed numerical comparison that illustrates the superiority of the generalized truncation model for the
M/M/c retrial queue (i.e., pc = p = rc = r = 1) when µ < 1 can be found.
To understand the effect of increasing the system congestion, the retrial rate is reduced to µ = 1.5 and the retrial
probabilities r and q are set equal to 1.0. Then, the BPC can be summarized as follows:
Scenario II
c = 5, λ = 16/15, ν = 0.2, µ = 1.5, δ = 0.3, p = 0.75, r = 1.0, q = 1.0, pi = 1 − αi, for i ≥ c , with
α = 0.5; ri = 1− β i, for i ≥ c , with β = 0.9; and qi = 1− γ i, for i ≥ c + 1, with γ = 0.1.
For this scenario the main performance characteristics are
Pb = P{Q ≥ c} = 0.6901, E[Q ] = 5.9309,
P{N > 0} = 0.5535, E[N] = 1.5522.
In particular, the value of E[N] is now about seven times the corresponding mean in Scenario I.
In Table 5, the attention is turned to the mean number of customers in the retrial pool, E[N]. For the BPC and the 19
variants, the flop count for the three approximate models is displayed. The cardinality of the finite models is compared
through the difference
∣∣SB∣∣ − ∣∣SA∣∣. To measure the speed of convergence, the thresholds of models χA and χC are also
compared. The last column of the table gives the value of E[N].
In the light of the table, the following conclusions are inferred:
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Table 5
Scenario II: Analysis of E[N].
Variant MflopsA MflopsB MflopsC
∣∣SB∣∣− ∣∣SA∣∣ MA −MC NA − NC E[N]
BPC 68.6 38.3 4420.0 366 −1 14 1.5515
λ = 4/5 2.3 1.9 217.6 59 0 5 0.3661
λ = 4/15 0.1 0.1 4.5 4 1 1 0.0024
α = 0.1 67.7 38.3 4 398.8 366 −1 14 1.5358
α = 0.9 274.7 124.6 13502.2 720 −1 17 3.0454
pi = (i− 1)/i 113.9 60.3 5 326.0 489 0 15 1.8580
p = 0.25 0.2 0.1 12.9 14 0 1 0.1267
p = 0.5 0.9 0.9 128.2 27 0 4 0.3999
µ = 0.2 187.6 38.3 948.1 580 0 15 5.6962
µ = 0.5 118.4 34.8 1 827.2 441 0 15 3.0286
µ = 20.0 106.7 71.5 16468.7 288 0 16 0.2368
β = 0.1 191.8 33.9 67.3 1078 0 23 4.0812
β = 0.5 256.9 42.1 149.1 903 0 20 3.7497
ri = (i− 1)/i 118.0 34.8 2 251.3 402 0 15 2.5957
δ = 0.1 34.6 42.1 5 624.6 402 −1 12 1.1911
δ = 0.5 90.9 38.3 3 185.3 386 0 15 1.7872
γ = 0.5 68.6 38.3 4418.8 366 −1 14 1.5500
γ = 0.9 67.7 42.1 4136.1 383 0 14 1.3881
qi = (i− 1)/i 68.6 42.1 4 303.9 418 −1 14 1.5052
c = 10 0.7 0.5 57.6 81 0 2 0.0370
• The analysis of the flops gives again support to the simplest model χB. For the three approximate models, the number
of floating point operations increases as a result of the higher system congestion. The increment is especially significant
for the model χC .
• With respect to the cardinality, the superiority of the bi-threshold model χA is still observed.
• The entries for MA − MC do not show important differences for the truncation of the queue. In contrast, the difference
NA−NC clearly illustrates that the generalized truncatedmodel χC needs a lower retrial pool threshold for achieving the
same accuracy in E[N]. It means a faster convergence and, consequently, a better approximation.
The execution times are not reported in the table but, as observed in the Scenario I (see Tables 1–4), their consideration
leads to the same conclusions as those drawn from the flop count. If c = 2, then the load λp/cν > 1 and the system becomes
unstable. Thus, the variant c = 2 has been removed from Table 5.
The results in Tables 1–3 and 5 can be used to illustrate the influence of the system parameters on Pb and E[N]. Most
variants can be interpreted in agreement with the intuitive expectations. For example, to increase the arrival rate λ implies
an increment of both Pb and E[N]. On the other hand, it is observed that the balking probability qi is a decreasing function
of γ . This explains why Pb is increasing and E[N] is decreasing with γ . Similar interpretations can be given for rest of the
variants under consideration. Maybe themost important feature of our model is that it is characterized by a large number of
system parameters: λ, ν, µ, δ, c, p, q, r, α, β and γ . This fact enriches the model and suggests a variety of ways to enhance
the performance analysis.
5. An application to call center design
In recent publications, a growing interest has been emphasized on models that address the call center performance
taking into account the interaction of customer balking, impatience and retrials. The simultaneous effect of these queueing
phenomena captures the essential behavior of customers in call centers [1,2,5,30].
In this section, the waiting line capacity is assumed to be M < ∞. Call centers operate with a typically large but finite
number of trunks, so this assumption does not seem restrictive. Then, the queueing model can be approximated by using
the generalized truncation model.
In most queueing situations, it is expected that an increase in the number of channels causes a reduction of the system
congestion. Due to the intrinsic complexity of our call center model, it is not clear the universal validity of this assumption.
This problem was recently investigated in Artalejo et al. [2] where the incidence between the number of channels (agents
in the call center terminology) and the number of waiting positions is investigated. The analysis in [2] is based on the
distribution of the maximum number of units in the retrial pool. The study is extended in the sequel in twomain directions.
Firstly, a call center with finite waiting capacityM = 25 is considered. The following parameters provide a standard BPC:
λ = 25, ν = 1, µ = 0.5, δ = 2.5, p = 0.8, r = 0.95, q = 0.9, α = 0.5, β = 0.9 and γ = 0.8. Overloaded models are
considered, with load λ/cν ≥ 1 and c varying from 14 to 25 so the load ranges from 100% to 178%.
To shed light on the influence that the ratio of channels, c , and waiting places, M − c , has on the system congestion,
some computational experiments are carried out. Fig. 2 illustrates the effect of µ on the total number of calls in the system
E[Q + N], while the rest of system parameters are kept constant. From Fig. 2, the conclusions are as follows:
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Fig. 2. The effect of µ on E[N + Q ].
Fig. 3. The effect of α on E[N].
• For a fixed number of channels, the expectation E[Q +N] is a decreasing function ofµ. Obviously, an increase inµ leads
to an increment of the queue length but the decrease on the number of calls in the retrial pool is more significant. Thus,
the latter prevails and E[Q + N] is decreasing with µ.
• With respect to the ratio c/(M−c), it is observed that for anyµ, E[Q+N] is decreasingwith c. To consider themaximum
number of available channels c = 25 and, consequently, no waiting positions is the best option for reducing the system
congestion.
In Fig. 3 the influence of varying the balking probabilities pi = 1− αi, for i ≥ c is analyzed.
• If α increases, then the primary calls balk with smaller probability. Surprisingly, a moderate increment on E[N] is
observed. This can be explained by the opposite effect of the abandonments, whose number increases as a result of
the decrease on pi. The high value of q = 0.9 also contributes to increase the size of the retrial pool.• The system congestion, measured in terms of E[N], again decreases with increasing values of c.
The numerical results in Figs. 2 and 3 give support to the use of the maximum number of available channels. However,
this conclusion about the ratio c/(M − c) can change if other parameters in the BPC are varied. Concretely, in Fig. 4 it
is considered the 99th percentile of the distribution of the number of units in the retrial pool N99 (i.e., the first integer k
satisfying that P{N < k} ≤ 0.99 < P{N ≤ k}).
The following observations can be inferred when the retrial probability q associated with impatient calls is varied.
• In agreement with the intuitive expectations N99 is an increasing function of q.• For large values of q (e.g., q = 0.9, 0.7, 0.5), the best is to use the overall service capacity. In contrast, for smaller values
of q (e.g., q = 0.3, 0.1), the value of N99 is increasing with c.
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Fig. 4. The effect of q on N99.
Next, a second alternative for determining the appropriate balance between the number of channels and the number
of waiting positions is presented. Now the objective is to propose a design problem where the decision parameter is the
number of available channels c. Let us assume the following cost objective function:
F(c) = Cn
∞∑
j=1
jE[τ.j] + Cw
M∑
i=c+1
(i− c)E[τi.] + Cb
M∑
i=1
min(i, c)E[τi.] + Ci
c−1∑
i=0
(c − i)E[τi.],
where τi. = ∑∞j=0 τij, for 0 ≤ i ≤ M, τ.j = ∑Mi=0 τij, for j ≥ 0, and τij denotes the amount of time that the system state is
(i, j) during a regeneration cycle.
The contribution of the different terms on the right-hand side of the above cost function is always referred to a cycle.
From the left to the right each term reflects the total expected time spent by the calls in the retrial pool, the total mean time
spent in the waiting line, the total service time offered by the channels and the total expected time that the channels remain
idle during a regeneration cycle. The accompanying costs represent the holding cost per call visiting the retrial pool per unit
time (Cn), the cost per call in the queue and per unit time (Cw), the running cost per busy channel (Cb) and the cost per idle
channel and per unit time (Ci).
It should be pointed out that the four terms can be rewritten in terms of finite sums where only the stationary
probabilities PCij and the rate matrix R are involved. For instance, the first term can be expressed as
∞∑
j=1
jE[τ.j] =
(
M∑
i=0
NC∑
j=0
jPCij + (NC − 2)PNC−1(I− R)−1e+ PNC−1(I− R)−2e
)
× (λPC00)−1 ,
where PNC−1 = (PC0,NC−1, . . . , PCM,NC−1) and e denotes a column vector of 1’s of dimensionM + 1.
The matrix R can be computed numerically by using the simple iterative scheme proposed in [24]. However, it is
recommended to implement the logarithmic reduction algorithm as proposed in [27, Section 8.4].
Denote by c∗ the optimal number of channels minimizing the cost function F(c). In Tables 6–8, the BPC and
(Cn, Cw, Cb, Ci) = (2.0, 1.0, 1.5, 3.0) are assumed. Then, the effect of varying the cost configuration and the ‘‘retrial
parameters’’ µ (Table 6), r (Table 7) and β (Table 8) is investigated. Each entry in the tables contains two numbers: c∗
(upper position) and F(c∗) (lower position).
The main conclusions can be summarized as follows.
• As a result of dealing with overloaded systems, the cost function always gives large values F(c∗).
• In general, setting the number of channels to its maximum (i.e., c = 25) is not the best option.
• An increment in any marginal cost always implies a global increment in the value of F(c∗).
• The optimal value c∗ is increasing with r (Table 7), β (Table 8) and Cn, decreasing with µ (Table 6) and Ci and almost
constant (with a trend to increase) as function of Cw and Cb.
• With respect to the value of F(c∗), it is noticed that it increases with increasing values of r, Cn, Cb and Ci, decreases with
increasing values of µ and β , and it remains constant as a function of Cw.
Additional numerical experiments have been performed confirming that the use of the maximum number of channels
does not necessarily leads to theminimum cost. The optimal balance between c andM− c must be determined numerically
and it depends on the BPC and the superimposed cost function.
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Table 6
The effect of µ on c∗ and F(c∗).
Variant µ = 0.5 µ = 1.0 µ = 2.5 µ = 5.0 µ = 10.0
BPC 23 22 21 20 19
4.4× 1038 1.9× 1024 4.0× 1015 4.8× 1012 1.6× 1011
Cn = 0.2 21 20 19 19 18
8.7× 1037 5.1× 1023 1.6× 1015 2.6× 1012 1.1× 1011
Cn = 20.0 24 24 23 22 21
4.0× 1039 1.6× 1025 2.7× 1016 2.6× 1013 6.6× 1011
Cw = 0.1 23 22 21 20 19
4.4× 1038 1.9× 1024 4.0× 1015 4.8× 1012 1.6× 1011
Cw = 10.0 23 22 21 20 20
4.4× 1038 1.9× 1024 4.0× 1015 4.9× 1012 1.7× 1011
Cb = 0.15 23 22 20 19 18
4.2× 1038 1.7× 1024 3.1× 1015 3.2× 1012 9.0× 1010
Cb = 15.0 23 22 22 21 20
7.0× 1038 4.0× 1024 1.2× 1016 2.0× 1013 8.8× 1011
Ci = 0.3 24 24 23 22 22
4.2× 1038 1.8× 1024 3.5× 1015 4.1× 1012 1.4× 1011
Ci = 30.0 21 20 18 17 16
6.0× 1038 2.9× 1024 6.7× 1015 8.2× 1012 2.6× 1011
Table 7
The effect of r on c∗ and F(c∗).
Variant r = 0.95 r = 0.8 r = 0.6 r = 0.4 r = 0.2 r = 0.1
BPC 23 18 17 16 16 16
4.4× 1038 3.0× 1027 8.7× 1022 4.4× 1020 1.5× 1019 3.9× 1018
Cn = 0.2 21 17 16 15 15 15
8.7× 1037 7.4× 1026 2.5× 1022 1.4× 1020 5.1× 1018 1.4× 1018
Cn = 20.0 24 20 18 17 17 17
4.0× 1039 2.6× 1028 6.9× 1023 3.4× 1021 1.1× 1020 2.8× 1019
Cw = 0.1 23 18 17 16 16 16
4.4× 1038 3.0× 1027 8.7× 1022 4.4× 1020 1.5× 1019 3.9× 1018
Cw = 10.0 23 18 17 16 16 16
4.4× 1038 3.0× 1027 8.7× 1022 4.4× 1020 1.5× 1019 3.9× 1018
Cb = 0.15 23 18 17 16 16 15
4.2× 1038 2.7× 1027 7.4× 1022 3.7× 1020 1.2× 1019 3.1× 1018
Cb = 15.0 23 19 17 17 16 16
7.0× 1038 6.1× 1027 2.1× 1023 1.2× 1021 4.4× 1019 1.2× 1019
Ci = 0.3 24 20 18 17 17 17
4.2× 1038 2.9× 1027 8.1× 1022 4.2× 1020 1.4× 1019 3.7× 1018
Ci = 30.0 21 17 15 15 15 15
6.0× 1038 4.2× 1027 1.2× 1023 6.0× 1020 2.0× 1019 5.5× 1018
Table 8
The effect of β on c∗ and F(c∗).
Variant β = 0.9 β = 0.7 β = 0.5 β = 0.3 β = 0.1
BPC 23 16 14 14 14
4.4× 1038 7.5× 1048 1.5× 1049 1.5× 1049 1.5× 1049
Cn = 0.2 21 15 14 14 14
8.7× 1037 1.0× 1048 1.9× 1048 2.0× 1048 2.0× 1048
Cn = 20.0 24 16 15 15 15
4.0× 1039 7.2× 1049 1.4× 1050 1.4× 1050 1.4× 1050
Cw = 0.1 23 16 14 14 14
4.4× 1038 7.5× 1048 1.5× 1049 1.5× 1049 1.5× 1049
Cw = 10.0 23 16 14 14 14
4.4× 1038 7.5× 1048 1.5× 1049 1.5× 1049 1.5× 1049
Cb = 0.15 23 16 14 14 14
4.2× 1038 7.3× 1048 1.4× 1049 1.4× 1049 1.4× 1049
Cb = 15.0 23 16 15 14 14
7.0× 1038 9.9× 1048 1.9× 1049 1.9× 1049 1.9× 1049
Ci = 0.3 24 16 15 15 15
4.2× 1038 7.5× 1048 1.5× 1049 1.5× 1049 1.5× 1049
Ci = 30.0 21 15 14 14 14
6.0× 1038 7.9× 1048 1.5× 1049 1.5× 1049 1.5× 1049
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Fig. 5. The effect of c on E[Q + N].
Fig. 6. The effect of c on N99.
Numerical experiments along this section assume at most 25 channels. In real call centers, it could be convenient to
deal with a higher number of agents. Thus, in the last numerical example, the effect of increasing c is studied. Figs. 5 and 6
show, respectively, the influence of the number of channels on the mean number of calls in the system, E[Q + N], and the
99th percentile, N99. As far as c increases from 10 to 50, the load λ/cν is ranged from 50% to 150%. For each fixed c , both
descriptors increase as long as the load increases. In contrast, for any fixed load, E[Q +N] and N99 start decreasing but they
become stable when c varies in the range from 30 to 50.
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