Introduction
In this paper, we study the existence of asymptotically almost periodic mild solutions for a class of abstract partial neutral integro-differential equations modelled in the form where A : D A ⊂ X → X and B t : D B t ⊂ X → X, t ≥ 0, are closed linear operators; X, · is a Banach space; the history x t : −∞, 0 → X, x t θ x t θ , belongs to some abstract phase space B defined axiomatically f, g : I × B → X are appropriated functions.
The study of abstract neutral equations is motivated by different practical applications in different technical fields. The literature related to ordinary neutral functional differential B t − s x s ds, t ≥ 0, x 0 z ∈ X.
1.4
There exists an extensive literature related to the existence and qualitative properties of resolvent operator for integro-differential equations. We refer the reader to the book by Advances in Difference Equations 3 Gripenberg et al. 16 which contains an overview of the theory for the case where the underlying space X has finite dimension. For abstract integro-differential equations described on infinite dimensional spaces, we cite the Prüss book 17 and the papers 18-20 , Da Prato et al. 21, 22 , and Lunardi 9, 23 . To finish this short description of the related literature, we cite the papers 24-26 where some of the above topics for the case of abstract neutral integro-differential equations with unbounded delay are treated.
To the best of our knowledge, the study of the existence of asymptotically almost periodic solutions of neutral integro-differential equations with unbounded delay described in the abstract form 1.1 is an untreated topic in the literature and this is the main motivation of this article.
To finish this section, we emphasize some notations used in this paper. Let Z, · Z and W, · W be Banach spaces. We denote by L Z, W the space of bounded linear operators from Z into W endowed with norm of operators, and we write simply L Z when Z W. By R Q , we denote the range of a map Q, and for a closed linear operator P : D P ⊆ Z → W, the notation D P represents the domain of P endowed with the graph norm, z 1 z Z Pz W , z ∈ D P . In the case Z W, the notation ρ P stands for the resolvent set of P, and R λ, P λI − P −1 is the resolvent operator of P . Furthermore, for appropriate functions K : 0, ∞ → Z and S : 0, ∞ → L Z, W , the notation K denotes the Laplace transform of K and S * K the convolution between S and K, which is defined by S * K t t 0
S t−s K s ds.
The notation B r x, Z stands for the closed ball with center at x and radius r > 0 in Z. As usual, C 0 0, ∞ , Z represents the subspace of C b 0, ∞ , Z formed by the functions which vanish at infinity.
Preliminaries
In this work, we will employ an axiomatic definition of the phase space B similar to that in 27 . More precisely, B will denote a vector space of functions defined from −∞, 0 into X endowed with a seminorm denoted by · B and such that the following axioms hold.
A If x : −∞, σ b → X, with b > 0, is continuous on σ, σ b and x σ ∈ B, then for each t ∈ σ, σ b the following conditions hold: Definition 2.2. Let S t : B → B be the C 0 -semigroup defined by S t ϕ θ ϕ 0 on −t, 0 and S t ϕ θ ϕ t θ on −∞, −t . The phase space B is called a fading memory if S t ϕ B → 0 as t → ∞ for each ϕ ∈ B with ϕ 0 0.
Remark 2.3.
In this work, we suppose that there exists a positive K such that
for each t ≥ 0. Observe that this condition is verified, for example, if B is a fading memory, see 27, Proposition 7.1.5 .
Example 2.4
The phase space C r × L p ρ, X . Let r ≥ 0, 1 ≤ p < ∞, and let ρ : −∞, −r → R be a nonnegative measurable function which satisfies the conditions g-5 and g-6 in the terminology of 27 . Briefly, this means that ρ is locally integrable, and there exists a nonnegative, locally bounded function γ on −∞, 0 such that ρ ξ θ ≤ γ ξ ρ θ , for all ξ ≤ 0 and θ ∈ −∞, −r \ N ξ , where N ξ ⊆ −∞, −r is a set with Lebesgue measure zero. The space C r × L p ρ, X consists of all classes of functions ϕ : −∞, 0 → X such that ϕ is continuous on −r, 0 , Lebesgue-measurable, and ρ ϕ p is Lebesgue integrable on −∞, −r . The seminorm in C r × L p ρ, X is defined by
2.3
The space B C r × L p ρ; X satisfies axioms A , A-1 , and B . Moreover, when r 0 and p 2, we can take H 1, M t γ −t 1/2 , and K t 1
, for t ≥ 0; see 27, Theorem 1.3.8 for details. Now, we need to introduce some concepts, definitions, and technicalities on almost periodical functions.
Definition 2.5.
A function f ∈ C R, Z is almost periodic a.p. if for every ε > 0, there exists a relatively dense subset of R, denoted by H ε, f, Z , such that
Definition 2.6. A function f ∈ C 0, ∞ , Z is asymptotically almost periodic a.a.p. if there exists an almost periodic function g · and w ∈ C 0 0,
The next lemmas are useful characterizations of a.p and a.a.p functions. 
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In this paper, AP Z and AAP Z are the spaces 
b A continuous function F ∈ C R × Ω, Z is called uniformly almost periodic u.a.p. , if for every ε > 0 and every compact K ⊂ Ω there exists a relatively dense subset of
c A continuous function f : C 0, ∞ ×Ω, Z is called uniformly asymptotically almost periodic u.a.a.p. , if for every ε > 0 and every compact K ⊂ Ω there exists a relatively dense subset of 0, ∞ , denoted by T ε, f, K, Z , and L ε, f, K, Z > 0 such that
The next lemma summarizes some properties which are fundamental to obtain our results. a If f ∈ C R × Ω, Z is p.a.p. and satisfies a local Lipschitz condition at x ∈ Ω, uniformly at t, then f is u.a.p. c If x ∈ AP X , then t → x t ∈ AP B . Moreover, if B is a fading memory space and z ∈ C R, X is such that z 0 ∈ B and z ∈ AAP X , then t → z t ∈ AAP B .
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Resolvent Operators
In this section, we study the existence and qualitative properties of an exponentially resolvent operator for the integro-differential abstract Cauchy problem
3.1
The results obtained for the resolvent operator in this section are similar to those that can be found, for instance, in the papers 21, 23, 30 . In this paper, we prove the necessary estimates for the proof of an existence theorem of asymptotically almost periodic solutions for 1.1 . For the better comprehension of the subject, we will introduce the following definitions, hypothesis, and results.
We introduce the following concept of resolvent operator for integro-differential problem 3.1 . In this work, we always assume that the following conditions are verified.
H1 The operator A : D A ⊆ X → X is the infinitesimal generator of an analytic semigroup T t t≥0 on X, and there are constants In the sequel, for r > 0, θ ∈ π/2, ϑ , and w ∈ R, set
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with ω Γ r,θ
are oriented counterclockwise. In addition, Ψ G is the set
We next study some preliminary properties needed to establish the existence of a resolvent operator for the problem 3.1 .
Lemma 3.3. There exists r
and there exist constants M i for i 1, 2, 3 such that
for every λ ∈ Λ r 1 ,ω,ϑ .
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Proof. Since 
3.14
Consequently,
the functions G, AG : Λ r 1 ,ω,ϑ → L X are analytic, and estimates 3.8 , and 3.10 are valid. In addition, for x ∈ D A , we can write
for |λ| sufficiently large. This proves 3.9 and completes the proof.
Observation 1.
If R · is a resolvent operator for 3.1 , it follows from 3.3 that R λ λI − A − B λ x x for all x ∈ D A . Applying Lemma 3.3 and the properties of the Laplace transform, we conclude that R · is the unique resolvent operator for 3.1 .
In the remainder of this section, r and θ are numbers such that r > r 1 and θ ∈ π/2, ϑ . Moreover, we denote by C a generic constant that represents any of the constants involved in the statements of Lemma 3.3 as well as any other constant that arises in the estimate that follows. We now define the operator family R t t≥0 by
3.17
We will next establish that R t t≥0 is a resolvent operator for 3.1 .
Proof. 
3.18
On the other hand, using that G · is analytic on Λ r,ω,θ , for t ∈ 0, 1 , we obtain 
3.19
This complete the proof. Proof. It follows from 3.9 that the integral in 
S t
1 2πi ω Γ r,
3.21
For t ∈ 0, 1 and x ∈ D A , we get 
3.22
From before and Lemma 3.4, we infer that R · is exponentially bounded in L D A . The proof is finished. Proof. It is clear from 3.17 that R · x is continuous at t > 0 for every x ∈ X. We next establish the continuity at t 0. Let ω ≥ 0 and N be sufficiently large, using that
where ω C N,θ represent the curve ω Ne iξ for θ ≤ ξ ≤ 2π − θ. For x ∈ D A and 0 < t ≤ 1, we get
3.24
11
Furthermore, it follows from 3.8 , and assumption H2 that
where Φ · is integrable for λ ∈ ω Γ r,θ . From the Lebesgue dominated convergence theorem, we infer that
Let now ω C L,θ be the curve ω Le iξ for θ ≤ ξ ≤ 2π − θ. Turning to apply Cauchy's theorem combining with the estimate
we obtain
we can affirm that lim t → 0 R t x − x 0 for all x ∈ D A , which completes and the proof since D A is dense in X and R · is bounded on 0, 1 .
Notice that ω < 0, the sectors Λ r,0,ϑ ⊆ Λ r,ω,ϑ , from Lemma 3.3, G : Λ r,ω,ϑ → L X is analytic. Consider the contours For x ∈ D A , we obtain
3.33
and proceeding as before, we obtain lim t → 0 R t x − x 0 for all x ∈ X, which ends the proof.
The following result can be proved with an argument similar to that used in the proof of the preceding lemma with changing D A by D.
Lemma 3.7. The function R : 0, ∞ → L D A is strongly continuous.
We next set δ min{ϑ − π/2, π − ϑ}. 
3.35
Using that G · is analytic on Λ r,ω,θ , for z ∈ Λ δ,0 , 0 < |z| < 1, we get 
3.36
This property allows us to define the extension R z by this integral. Similarly, the integral on the right hand side of 3.34 is also absolutely convergent in L X and strong, continuous on X for z ∈ Λ δ,0 . For λ ∈ ω Γ r,θ ,
3.37
where Σ · is integrable for λ ∈ ω Γ r,θ . From the Lebesgue dominated convergence theorem, we obtain that R z verifies 3.34 . The proof is ended.
Advances in Difference Equations
Lemma 3.9. For every λ ∈ C with Re λ > max{0, ω r}, R λ G λ .
Proof. Using that G · is analytic on Λ r,ω,θ and that the integrals involved in the calculus are absolutely convergent, we have
3.38
Theorem 3.10. The function R · is a resolvent operator for the system 3.1 .
Proof. Let x ∈ D A . From Lemma 3.9, for Re λ > max{0, ω r},
which implies 
3.42
Arguing as above but using the equality λI − A − B λ R λ x x, we obtain that 3.2 holds.
On the other hand, by Lemma 3.8 we infer that R · x ∈ C 1 0, ∞ , X . Next, we analyze the differentiability on t 0. Let a > 0 and x ∈ D A , for all ε > 0; we can choose δ ∈ 0, a such that
3.43
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For ζ ∈ X and t ∈ 0, δ , there exists c ζ,t ∈ 0, t such that
Consequently, for t ∈ 0, δ we have that
which proves the existence of the right derivative of R · at zero and that d/dt R t | t 0 Ax. This proves that resolvent equation 3.3 is valid for every t ≥ 0 and R · x ∈ C 1 0, ∞ ; X for every x ∈ D A . This completes the proof. 
for all ϑ ∈ 0, 1 .
Proof. Let ϑ ∈ 0, 1 . From 32, Theorem 6.10 , there exists C ϑ > 0 such that
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where C is independent of λ. From 3.48 , we get for t ≥ 1 
3.49
On the other hand, using that G · is analytic on Λ r,ω,θ , for t ∈ 0, 1 , we get 
3.50
From the previous facts, we conclude that
which ends the proof.
Corollary 3.13. If ω r < 0 and ϑ
In the remainder of this section, we discuss the existence and regularity of solutions of
where f ∈ L 1 0, a , X . In the sequel, R · is the operator function defined by 3.17 . We begin by introducing the following concept of classical solution. 
An immediate consequence of the above theorem is the uniqueness of classical solutions. 
Existence Result of Asymptotically Almost Periodic Solutions
In this section, we study the existence of asymptotically almost periodic mild solutions for the abstract integro-differential system 1.1 . To establish our existence result, motivated by the previous section we introduce the following assumptions.
P 1 There exists a Banach space Y, · Y continuously included in X such that the following conditions are verified.
b There are positive constants M, β such that 
Advances in Difference Equations P 3 The continuous function g : R × B → X is p.a.a.p, and there exists a continuous function L g : 0, ∞ → 0, ∞ such that
Motivated by the theory of resolvent operator, we introduce the following concept of mild solution for 1.1 . 
Now, from inequality 4.6 and Lemma 2.7, we conclude that u · is a.a.p. The proof is complete. Then w · ∈ AAP X .
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We obtain 
4.14 where u : R → X is the function defined by the relation u 0 ϕ and u u on 0, ∞ . From the hypothesis P 1 , P 2 , and P 3 , we obtain that Γu is well defined and that Γu ∈ C 0, ∞ ; X . Moreover, from Lemmas 4.2 and 4.3 it follows that Γu ∈ AAP X .
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Next, we prove that Γ · is a contraction from D into D. If u ∈ D and t ≥ 0, we get 
which shows that Γ · is a contraction from D into D. The assertion is now a consequence of the contraction mapping principle. The proof is complete.
Applications
In this section, we study the existence of asymptotically almost periodic solutions of the partial neutral integro-differential system x π 0}. Moreover, A has discrete spectrum, the eigenvalues are −n 2 μ, n ∈ N, with corresponding eigenvectors z n ξ 2/π 1/2 sin nξ , and the set of functions {z n : n ∈ N} is an orthonormal basis of X and T t x 
