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Abstrat
We solve and haraterize the Lagrange multipliers of a reation-diusion system
in the Gibbs simplex of R
N+1
by onsidering strong solutions of a system of paraboli
variational inequalities in R
N
. Exploring properties of the two obstales evolution prob-
lem, we obtain and approximate a N -system involving the harateristi funtions of
the saturated and/or degenerated phases in the nonlinear reation terms. We also show
ontinuous dependene results and we establish suient onditions of non-degeneray
for the stability of those phase subregions.
1 Introdution
This paper is motivated by the vetor-valued reation-diusion equation
∂tU −∆U = F (x, t,U ), in Q, (1)
for U = U (x, t), dened from Q = Ω × (0, T ) into RN+1, with homogeneous Neumann
ondition on ∂Ω × (0, T ), where Ω is a bounded domain of Rn and T > 0 is arbitrary. We
are interested in the ase when every omponent ui = ui(x, t) is nonnegative and the system
is subjet to the multiphase non-voids ondition with J = (1, . . . , 1) ∈ RN+1:
U · J =
N+1∑
j=1
uj = 1 in Q. (2)
From the equation (1) it is lear that the onstraint (2) implies F (x, t,U ) · J = 0 in Q
and so the reation vetor F should satisfy the neessary and very restritive ondition
FN+1(x, t, V ) = −
N∑
j=1
Fj(x, t, V ) in Q, ∀V = (v1, . . . , vn, 1 −
N∑
j=1
vj), 0 ≤ vi ≤ 1. (3)
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For instane, in repliator dynamis desribing the evolution of ertain frequenies in a
population, one possible denition of the reation term with this ompatibility ondition
onsists in hoosing
Fi(x, t, V ) = vi[φi(x, t, V )−
N+1∑
j=i
vjφj(x, t, V )] in Q, i = 1, ..., N + 1, (4)
where vi represents the i-frequeny of the population and φi the respetive tness (see,
for instane, [10℄ and [11℄), the onstraint (2) is essential to desribe mixed strategies in
evolutionary game theory in spatially homogeneous population dynamis (see [18℄ and its
referenes) or to model the non-voids ondition in biologial tissue growing [15, 14℄. In
phase elds models, the ondition (2) arises naturally in simulation of multiphase ows
([13℄) and multiphase systems with diuse phase boundaries, as in solidiation of alloys or
in grain boundary motion (see [9℄ or [3℄).
Of ourse, in the ase (3), in partiular, if F = 0, the problem beomes a simple one if
the initial data U(0) = U0 also satises the onstraint (2). However the situation is entirely
dierent in the general ase of non trivial reations, speially in multiphase problems where
at least one phase i in a subregion of Q is absent (i.e. ui = 0), or fulls another subregion
(when ui = 1).
Instead of solving the system (1) in the Gibbs (N+1)-simplex
Ψ = {(v1, . . . , vN+1) ∈ RN+1 :
N+1∑
j=1
vj = 1 and vi ≥ 0, i = 1, . . . , N + 1},
we shall replae this problem by the study of a unilateral problem for the vetor eld of the
rst N omponents u = (u1, . . . , uN ) of U , with the N + 1 onvex onstraints
N∑
i=j
uj ≤ 1 and ui ≥ 0 in Q, i = 1, . . . , N. (5)
This orresponds to solve the system of paraboli variational inequalities, at eah time
t ∈ (0, T ),
u(t) ∈ K :
∫
Ω
∂tu(t) ·
(
v − u(t)) +
∫
Ω
∇u(t) · ∇(v − u(t))
≥
∫
Ω
f(u(t)) · (v − u(t)), ∀v ∈ K, (6)
under the initial ondition
u(0) = u0 = (u01, . . . , u0N ) ∈ K. (7)
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Here K denotes the onvex subset of the Sobolev spae H1(Ω)N dened by
K = {v ∈ H1(Ω)N :
N∑
j=1
vj ≤ 1, vi ≥ 0, i = 1, . . . , N, in Ω}, (8)
where v = (v1, . . . , vN ).
The reation term may have a general form fi(u) = fi(x, t,U (x, t)), i = 1, . . . , N , with
(x, t) ∈ Q and U = (u1, . . . , uN , 1−
N∑
j=1
uj
)
. We denote ∂t =
∂
∂t
and ∇ =
( ∂
∂x1
, . . . ,
∂
∂xn
)
.
The main part of this work is the analysis of the new unilateral problem (6)-(7) under
general assumptions on f : only ontinuity on u and integrability in (x, t) ∈ Q. In partiular,
we prove that its solution u = u(x, t), whih eah omponent ui satises a double obstale
problem
0 ≤ ui ≤ 1−
∑
j 6=i
uj in Q, i = 1, . . . , N, (9)
where
∑
j 6=i
uj denotes the sum of all N − 1 omponents but ui is, in fat, also the solution
of a reation-diusion system in the form
∂tui −∆ui = fi(u) + f−i (u)χ{ui=0}
−
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(
fi1(u) + · · ·+ fik(u)
)+χ
ii...ik , in Q. (10)
Here
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
denotes the summation over all the subsets {i1, . . . , ik} of {1, . . . , N}
to whih i belongs, in partiular, k varies from 1 to N . We also denote g+ = g ∨ 0 and
g− = −(g ∧ 0) the positive and negative parts of a salar funtion g = g+ − g−, χA the
harateristi funtion of the set A, (i.e., χA = 1 in A and χA = 0 in Q \A) and χi1...ik the
harateristi funtion of the set
Ii1...ik =
{
(x, t) ∈ Q : (ui1+· · ·+uik)(x, t) = 1, uij(x, t) > 0, j = 1, . . . , k}, k ∈ {1, . . . , N}.
In partiular {ui = 1} =
⋂
j 6=i
{uj = 0}, i.e., one omponent is fully saturated if and only if
the others are absent. Hene from (10) we see that, in general, the respetive reation terms
are oupled not only through the semilinear term f(u) but also through the harateristi
funtions of the saturation sets of Ii1...ik .
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In this way, by setting for i = 1, . . . , N,
Fi(U ) = fi(u) + f
−
i (u)
χ
{ui=0} −
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(
fi1(u) + · · ·+ fik(u)
)+χ
ii...ik ,
with U = (u, 1−
N∑
j=1
uj), we an solve the system (1) under the onstraint (2) and identify
the respetive Lagrange multipliers hi ≡ Fi(U)− fi(U) in a preise form.
To illustrate the meaning of the system (10), that ontains 2N − 1 + N harateristi
funtions, in general, we may onsider the ases N = 1, 2 or 3. Denoting, for simpliity,
fi = fi(u), χi = χ{ui=1}, we may write the Lagrange multipliers as
h1 = f
−
1
χ
{u1=0} − f+1 χ1 − 12(f1 + f2)+χ12 − 12 (f1 + f3)+χ13 − 13(f1 + f2 + f3)+χ123
h2 = f
−
2
χ
{u2=0} − f+2 χ2 − 12(f1 + f2)+χ12 − 12 (f2 + f3)+χ23 − 13(f1 + f2 + f3)+χ123
h3 = f
−
3
χ
{u3=0} − f+3 χ3 − 12(f1 + f3)+χ13 − 12 (f2 + f3)+χ23 − 13(f1 + f2 + f3)+χ123
Ignoring the third equation and all the terms involving the third omponent, we may
obtain the ase N = 2. The rst two terms of the right hand side of the rst equation
orrespond, in the ase N = 1, to the salar two obstales problem that has been proposed
for phase separations in [4, 5℄.
The mathematial treatment of this unilateral system is done in the following three
setions. In setion 2, we onsider the semilinear approximation of the unique solution of
(6)-(7) in the ase of the reation f is in L2(Q)N and independent of the solution. Although
there exists a large literature on paraboli variational inequalities (see, for instane, [16℄,
[6℄, [12℄, [7℄ or [8℄), the diret approah of the bounded penalization used for the two
obstales problem in [22℄ (see also [19℄), extended here for the system (10), allows the use
of monotone methods. This yields a diret way of obtaining Lewy-Stamppahia inequalities
(26), obtained rst by [7℄ for paraboli problems, implying the W 2,1p and Hölder regularity
for the solution to (6). Similar results for the N -membranes stationary problem have been
obtained in [1, 2℄. We note in our ase the simpliation due to homogeneous Neumann
ondition.
In setion 3, we extend the existene result to general nonlinear reation f = f(u)
taking values in L1(Q)N . Here we explore the fat that the onvex set (8) lies in the unit
dis and we extend the diret tehnique of [20℄. We show also a ontinuous dependene
result and, in the ase of λI − f being monotone non-dereasing, in partiular if f is
Lipshitz ontinuous in u, also the uniqueness of solution and their strong approximation
by the penalized solutions.
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Finally, in the last setion, we haraterize the solution of the variational inequality (6)
as solutions of the reation-diusion system (10), by extending some remarks of [23℄ to the
two obstales paraboli problem. We also show that
{ui = 0} ⊂ {fi(u) ≤ 0} and Ii1...ik ⊂
{ k∑
j=1
fij (u) ≥ 0
}
a.e. in Q, for 1 ≤ i1 < · · · < ik ≤ N , ∀ k = 1, . . . , N and we an modify the system (10)
(see (77)) and show that the a.e. pointwise nondegeneray assumptions
k∑
j=1
fij(u) 6= 0, 1 ≤ i1 < · · · < ik ≤ N, k = 1, . . . , N,
are suient onditions for the loal stability of the harateristi funtions
χ
{ui=0} and
χ
i1...ik with respet to the perturbation of the nonlinear reation terms f .
2 Approximation of strong solutions by semilinear problems
In this setion we onsider the ase where f = (f1, . . . , fN ) depends only on (x, t) and
is given in L2(Q)N .
To prove existene of solution of the variational inequality (6)-(7), we onsider a family
of approximating semilinear systems of equations. We dene, for eah ε > 0, θε : R −→ R
by
θε(s) =


0 if s ≥ 0
s/ε if − ε < s < 0
−1 if s ≤ −ε,
(11)
and we denote
Pu = ∂tu−∆u = (Pu1, . . . , PuN ),
where ∂tu = (∂tu1, . . . , ∂tuN ) and∆u = (∆u1, . . . ,∆uN ). We also denote Pui = ∂tui−∆ui,
i = 1, . . . , N . The approximating problems are given by the following weakly oupled
paraboli system with Neumann ondition
Puεi + f
−
i θε(u
ε
i )−
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(
fi1 + · · · + fik
)+
θε(1− uεi1...ik) = fi in Q, (12)
∂uεi
∂n
= 0 on ∂Ω× (0, T ), (13)
uεi (0) = u0i in Ω, (i = 1, . . . , N) (14)
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where
∂
∂n
is the outward normal derivative on ∂Ω × (0, T ), the meaning of
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
was explained in the introdution and
∀ v = (v1, . . . , vN ) ∀ {i1, . . . , ik} ⊆ {1, . . . , N} vi1...ik = vi1 + · · ·+ vik . (15)
Dening the penalization operator Θε by
Θεu · v =
N∑
i=1
[
f−i θε(ui)−
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(
fi1 + · · ·+ fik
)+
θε(1− ui1...ik)
]
vi (16)
=
N∑
i=1
f−i θε(ui)vi −
∑
1≤ i1<. . .< ik≤ N
1
k
(
fi1 + · · ·+ fik
)+
θε(1− ui1...ik)vi1...ik , (17)
we formulate (12)-(13) in variational form for a.e. t ∈ (0, T ),
∫
Ω
∂tu
ε(t) · v +
∫
Ω
∇uε(t) · ∇v +
∫
Ω
Θε(u
ε(t)) · v =
∫
Ω
f(t) · v, ∀v ∈ H1(Ω)N , (18)
assoiated with the initial ondition (14).
Proposition 2.1. Assuming that
f = (f1, . . . , fN ) ∈ L2(Q)N and u0 ∈ K, (19)
the problem (18)-(14) has a unique solution uε ∈ H1(0, T ;L2(Ω)N ) ∩ L∞(0, T ;H1(Ω)N )).
Proof. We begin by proving the monotoniity of the penalization operator Θε.
In fat, realling that θε is monotone nondereasing and the denition (15) we have
(
Θεu−Θεv
) · (u− v)
=
N∑
i=1
f−i
(
θε(ui)− θε(vi)
)
(ui − vi)
−
∑
1≤ i1<. . .< ik≤ N
1
k
(
fi1 + · · · fik
)+(
θε(1− ui1...ik)− θε(1− vi1...ik)
)
(ui1...ik − vi1...ik),
≥ 0,
sine f−j and
(
fi1 + · · · fik
)+
are nonnegative funtions.
The existene and uniqueness of solution uε ∈ L2(0, T ;H1(Ω)N ) is immediate by ap-
plying the theory of monotone operators ([16℄, [25℄)).
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Setting v = (uε1, . . . , u
ε
N ) in the approximating problem (18) and integrating in time,
letting
gεi = Pu
ε
i = fi − f−i θε(uεi ) +
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(
fi1 + · · ·+ fik
)+
θε(1− uεi1...ik),
whih is bounded in L2(Q) independently of ε, we obtain that, for every 0 < t < T , with
Qt = Ω× (0, t),
1
2
∫
Ω
|uε(t)|2 +
∫
Qt
|∇uε|2 ≤ 1
2
∫
Ω
|u0|2 + 1
2
∫
Qt
|gε|2 + 1
2
∫
Qt
|uε|2.
The Grownwall inequality yields the uniform boundedeness (in ε) of uε, rst in
L∞(0, T ;L2(Ω)N )) and afterwards also in L2(0, T ;H1(Ω)N ).
Letting, formally, v = ∂tu
ε
in (18) (in fat in the respetive Faedo-Galerkin approxima-
tion) and integrating in time, we get∫
Qt
∣∣∂tuε∣∣2 +
∫
Ω
|∇uε(t)|2 ≤
∫
Qt
|gε|2 +
∫
Ω
|∇u0|2
and so ∂tuε is also bounded in L
2(Q)N and ∇uε in L∞(0, T ;L2(Ω)N ). Therefore
{uε}ε>0 is bounded in H1(0, T ;L2(Ω)N )) ∩ L∞(0, T ;H1(Ω)N ). (20)

Proposition 2.2. Assuming (19), the solution uε of the problem (18)-(14) satises
uεi ≥ −ε, i = 1, . . . , N,
N∑
i=1
uεi ≤ 1 + ε. (21)
Proof. In fat, we are going to prove the following more general set of inequalities
uεi ≥ −ε, i = 1, . . . , N, and uεi1...ir ≤ 1 + ε, ∀ 1 ≤ i1 < . . . < ir ≤ N
and the proof of the right hand side inequalities will be done by indution on r.
Let us prove the ase r = 1, i.e., uεi ≤ 1 + ε, for all i ∈ {1, . . . , N}. Multiplying the
i-th equation of the approximating system (12) by (uεi − (1 + ε))+ and integrating over
Qt = Ω× (0, t), we have∫
Qt
∂tu
ε
i (u
ε
i − (1 + ε))+ +
∫
Qt
∇uεi · ∇(uεi − (1 + ε))+
=
∫
Qt
[
fi − f−i θε(uεi ) +
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(
fi1 + · · ·+ fik
)+
θε(1− uεi1...ik)
]
(uεi − (1 + ε))+
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Realling that −1 ≤ θε ≤ 0 and that, in the set {uεi > 1 + ε}, we have θε(uεi ) = 0 and
θε(1− uεi ) = −1 we get
1
2
∫
Ω
|(uεi − (1+ ε))+(t)|2 +
∫
Q
|∇(uεi − (1+ ε))+|2 ≤
∫
Q
(fi− f+i )(uεi − (1 + ε))+ ≤ 0, (22)
so (uεi − (1 + ε))+ ≡ 0, i.e. uεi ≤ 1 + ε.
Assuming we have proved that uεi1...ir ≤ 1+ε, we are going to show that uεi1...irir+1 ≤ 1+ε.
We multiply the equations ij , j = 1, . . . , r+1, by (u
ε
i1...irir+1
− (1+ ε))+, sum from 1 to
r + 1 and integrate over Qt. We obtain
∫
Qt
Puεi1...irir+1(u
ε
i1...irir+1 − (1 + ε))+ =
∫
Qt
[ r+1∑
j=1
fij −
r+1∑
j=1
f−ij θε(u
ε
ij )
+
r+1∑
j=1
∑
1≤ i1<. . .< ik≤ N
ij ∈ {i1, . . . , ik}
1
k
(
fi1 + · · · + fik
)+
θε(1− uεi1...ik)
]
(uεi1...irir+1 − (1 + ε))+.
Observe that, in the set {uεi1...irir+1 > 1+ ε} we have uεij ≥ 0, for j = 1, . . . , r+1, sine,
by indution, uεl1...lr = u
ε
i1
+ · · · + uεir+1 − uεij ≤ 1 + ε. So, in that set θε(uεij ) = 0 and, on
the other hand, θε(1− uεi1...irir+1) = −1. The indution onlusion follows from∫
Ω
|(uεi1...irir+1 − (1 + ε))+(t)|2 +
∫
Qt
|∇(uεi1...irir+1 − (1 + ε))+|2
≤
∫
Qt
[ r+1∑
j=1
fij − (r + 1)
1
r + 1
(
fi1 + · · ·+ fir+1
)+]
(uεi1...irir+1 − (1 + ε))+ ≤ 0.
To prove that uεi ≥ −ε, we multiply the i-th equation of (12) by (−uεi − ε)+, obtaining
1
2
∫
Ω
|(−uεi − ε)+(t)|2 +
∫
Q
|∇(−uεi − ε)+|2 =
∫
Q
[
− fi + f−i θε(uεi )
−
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(
fi1 + · · · + fik
)+
θε(1− uεi1...ik)
]
(−uεi − ε)+.
Let Jk,i = {i1, . . . , ik} \ {i} and denote the elements of Jk,i by j1 . . . jk−1. Sine, in the
set {(−uεi − ε)+ > 0} = {uεi < −ε}, we have 1− uεi1...ik = 1− uεj1...jk−1 − uεi > 0 (reall that
uεj1...jk−1 ≤ 1 + ε). So,
1
2
∫
Ω
|(−uεi−ε)+(t)|2+
∫
Q
|∇(−uεi−ε)+|2 ≤
∫
Q
[
−fi−f−i
]
(−uεi−ε)+ =
∫
Q
−f+i (−uεi−ε)+ ≤ 0,
that implies (−uεi − ε)+ = 0, or uεi ≥ −ε. 
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Theorem 2.3. Assuming (19), the variational inequality (6)-(7) has a unique solution u
suh that
u ∈ H1(0, T ;L2(Ω)N ) ∩ L∞(0, T ;H1(Ω)N ) (23)
and
Pu ∈ L2(Q)N . (24)
Proof. Let uε be the solution of the problem (18). Using the uniform estimates (in ε)
obtained in (20), we know there exists u suh that
uε −−−−→
ε
u in L2(Q)N strong,
uε −−−⇀
ε
u in L∞(0, T ;H1(Ω)N ) weak-∗,
∂tu
ε −−−⇀
ε
∂tu and Pu
ε −−−⇀ Pu in L2(Q)N weak.
We have u(t) ∈ K, for a.e. t ∈ [0, T ], beause uε satises the inequalities (21).
Given v ∈ L2(0, T ;K), set v(t)− uε(t) in (18) and integrate in time. Then
∫
Q
∂tu
ε · (v − u) +
∫
Q
∇uε · ∇(v − u) ≥
∫
Q
f ε · (v − uε),
sine
∫
Q
(
Θε(u
ε)−Θε(v)
) · (v − uε) ≤ 0 and Θε(v(t)) = 0 if v(t) ∈ K. Passing to the limit
when ε→ 0 and noting that
lim inf
ε→0
∫
Q
(
∂tu
ε · uε +∇uε · ∇uε) ≥
∫
Q
(
∂tu · u+∇u · ∇u
)
,
we nd that u satises (7) and
∫
Q
∂tu · (v − u) +
∫
Q
∇u · ∇(v − u) ≥
∫
Q
f · (v − u), ∀v ∈ L2(0, T ;K), (25)
whih is easily seen to be equivalent to (6). The uniqueness is immediate. 
We remark that no regularity of the boundary ∂Ω has been required in (18) and, in
fat, the Neumann boundary ondition (13) is only formal. In the proof of Theorem 2.3
we have used the ompatness of the sequene {uε}ε in L2(Q)N . This holds, for instane,
for domains with Lipshitz boundaries, but also, sine the sequene {uε}ε is uniformly
bounded in L∞(Q)N , for a larger lass of bounded open subsets of RN+1. However, the
approximation by semilinear paraboli equations yields immediately an additional regularity
of these strong solutions.
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Indeed, from the denitions of θε and Θε, from (18) with arbitrary ϕ ∈ D(Q), ϕ ≥ 0,
we nd
fi−
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(
fi1 + · · ·+ fik
)+ ≤ Puεi = fi−Θε(uε) ≤ fi+ f−i = f+i a.e. in Q.
(26)
By the onlusion of Theorem 2.3 we also obtain, for eah i = 1, . . . , N,
fi −
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(fi1 + · · ·+ fik)+ ≤ Pui ≤ f+i a.e. in Q (27)
and we an apply diretly the seond order linear paraboli theory (see [17℄) in the Sobolev
spaes
W 2,1p (Q) = W
1,p(0, T ;Lp(Ω)) ∩ Lp(0, T ;W 2,p(Ω)), 1 < p <∞.
These spaes satisfy the Sobolev imbeddings, for p > (n+ 2)/(2 − k), with k = 0, 1,
W 2,1p (Q) ⊂ Ck,0α (Q), 0 ≤ α < 2− k − (n + 2)/p,
where Ck,0α (Q) denotes the spaes of Hölder ontinuous funtions v in Q, with exponent α
in the x-variables and α/2 in the t-variable and, in the ase k = 1, with ∇v satisfying the
same property (see [17℄, p. 80). Therefore, as a onsequene of (27), we onlude. 
Theorem 2.4. Assume that ∂Ω is smooth, say of lass C2 and
f ∈ Lp(Q)N and u0 ∈ K ∩W 2−2/p,p(Ω)N , 1 < p <∞, (28)
with eah omponent u0i satisfying the ompatibility ondition
∂u0i
∂n
= 0 on ∂Ω if p > 3.
Then the unique solution u of the variational inequality (6)-(7) is suh that
u ∈ W 2,1p (Q)N ∩ L∞(0, T ;K), (29)
and, in partiular, is Hölder ontinuous in Q if p > (n + 2)/2 and has ∇u also Hölder
ontinuous if p > n+ 2.

We observe that, when p < 2, the inlusion W 2,1p (Q) ⊂ L2(0, T ;H1(Ω)) only takes
plae if p ≥ (2n+4)/(n+4) but, as we shall see in the next setion and sine K is bounded,
(6)-(7) is solvable for any f ∈ L1(Q)N .
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3 Existene and uniqueness of variational solutions
In this setion, requiring the ompatness of the inlusion of H1(Ω) into L2(Ω) by
assuming a Lipshitz boundary ∂Ω, we show how we an still solve the variational inequality
(25) for a more general initial ondition
u0 ∈ K˜ = {v ∈ L2(Ω)N :
N∑
j=1
vj ≤ 1, vi ≥ 0, i = 1, . . . , N, in Ω} (30)
and for general nonlinear f = f(u) dening a ontinuous operator from L2(0, T ; K˜) in
L1(Q)N . We shall assume that f = f(x, t,v) : Q× [0, 1]N → RN satises
f = f(x, t,v) is ontinuous in v for a.e. (x, t) ∈ Q, (31)
∃ϕ1 ∈ L1(Q) : |f(x, t,v)| ≤ ϕ1(x) ∀ v ∈ [0, 1]N , for a.e. (x, t) ∈ Q. (32)
However, now the solution has less regularity, namely
u ∈ C([0, T ];L2(Ω)N ∩ K˜) ∩ L2(0, T ;H1(Ω)N ) (33)
and its derivative may not be a funtion, sine we only have
∂tu ∈ L1(Q)N + L2
(
0, T ;
(
H1(Ω)N
)′)
. (34)
Hene the rst term in the variational inequality (25) should be interpreted in the duality
sense between L1(Q)N + L2
(
0, T ;
(
H1(Ω)N
)′)
and L∞(Q)N ∩ L2(0, T ;H1(Ω)N ), namely
through the formula
〈∂tu,v〉t =
∫
Qt
Pu · v −
∫
Qt
∇u · ∇v, ∀ v ∈ L∞(Q)N ∩ L2(0, T ;H1(Ω)N ), (35)
for arbitrary t ∈ (0, T ] sine, as we shall see, (27) yields Pu ∈ L1(Q)N .
Theorem 3.1. Under the assumptions (30), (31)and (32), the variational inequality (25)
has a solution u satisfying (33), (34), (27) and u(0) = u0 and we an write∫
Q
(
Pu− f(u)) · (v − u) ≥ 0, ∀ v ∈ L2(0, T ; K˜). (36)
Proof. We onsider the losed onvex subset of L2(Q)N
K = L2(0, T ; K˜) = {v ∈ L2(Q)N : ui ≥ 0, i = 1, . . . , N,
N∑
i=1
ui ≤ 1 in Q}
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and we dene Φ : K → K as the nonlinear operator that assoiates to eah w ∈ K the
solution uw = Φ(w) of the variational inequality (25) with f replaed by g = f(x, t,w)
and xed initial data u0 ∈ K˜.
By showing that Φ is a ontinuous and ompat operator, a xed point u = Φ(u), given
by Shauder Theorem, will provide a solution with the required properties.
Indeed, rst we observe that if we onsider any sequene K ∋ wν −−−−→
ν
w ∈ K in
L2(Q)N , by (31) and (32), the Lebesgue Theorem implies
gν = f(wν) −−−−→ν f(w) = g in L
1(Q)N .
Next, for any g ∈ L1(Q)N and any u0 ∈ K˜ we onsider sequenes gν ∈ L2(Q)N and
u0ν ∈ K suh that
gν −−−−→ν g in L
1(Q)N and u0ν −−−−→
ν
u0 in L
2(Ω)N
and we denote by uν ≡ S(u0ν ,gν) the unique solution of (25)-(7) given by Theorem 2.3,
for eah gν and u0ν . We observe that eah omponent of Puν satises the inequality (27)
with fi replaed by (gν)i. From (25) for uµ and uν , we easily nd, for a.e. t ∈ (0, T )
1
2
d
dt
∫
Ω
|uµ − uν |2 +
∫
Ω
|∇(uµ − uν)|2 ≤
∫
Ω
(gµ − gν) · (uµ − uν)
and, integrating in time, we obtain
sup
0<t<T
∫
Ω
|uµ(t)− uν(t)|2 +
∫
Q
|∇(uµ − uν)|2 ≤
∫
Ω
|u0µ − u0ν |2 + 4
∫
Q
|gµ − gν |. (37)
This estimate shows that {uν}ν is a Cauhy sequene in the Banah spae
W = C([0, T ];L2(Ω)N ) ∩ L2(0, T ;H1(Ω)N ) (38)
with respet to the norm
‖|v‖| =
(
sup
0<t<T
∫
Ω
|v(t)|2 +
∫
Q
|∇v|2
)1/2
(39)
and, hene, there exists a funtion ug ∈ W
uν −−−−→
ν
ug in W .
In addition, ug ∈ L2(0, T ;K) ∩ C([0, T ]; K˜) and Pug ∈ L1(Q)N , whih implies, by
(35), that ∂tug satises (34). Hene, using (35), we may pass to the limit in ν in
〈Puν − gν ,v − uν〉 =
∫
Q
(Puν − gν) · (v − uν) ≥ 0
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for an arbitrary v ∈ L2(0, T ;K) ⊂ L∞(Q)N , and using the formula
2〈∂tug,ug〉t =
∫
Ω
|ug(t)|2 −
∫
Ω
|u0|2, ∀ t ∈ (0, T ],
we onlude that ug = S(u0,g) is the (unique) solution of the variational inequality (25)
(or equivalently (36)) with data g ∈ L1(Q)N and u0 ∈ K˜. In partiular, from (37), we also
obtain that, for xed u0 ∈ K˜, the operator Σ : g 7→ ug = S(u0,g) is Hölder ontinuous of
order 1/2, from L1(Q)N into W .
Sine ∂tug satises the property (34), it is in fat in L
1(0, T ;H−s(Ω)N ), for s suiently
large and, by a well known ompatness embedding (see [24℄ or Theorem 3.11 of [25℄), the
ompatness of H1(Ω) ⊂ L2(Ω) implies that, in fat, Σ regarded as an operator from
L1(Q)N into K ⊂ L2(Q)N is, therefore, ompletely ontinuous. Hene, Φ = Σ ◦ f fulls
the requirements of the Shauder xed point theorem and the proof is omplete. 
Remark 3.2. It is lear that if u0 ∈ K and, in (32), ϕ1 ∈ L2(Q), we obtain in Theorem
3.1 the existene of a strong solution satisfying (23) and (24). Of ourse, if we have the
regularity assumptions of Theorem 2.4, i.e., ϕ1 ∈ Lp(Q), implying by the inequalities (27)
that Pu ∈ Lp(Q)N , we also obtain solutions in W 2,1p (Q)N , in partiular Hölder ontinuous
solutions if p > (n+ 2)/2.
In general (36) may have more than one solution, but if we assume, in addition, that
for some λ > 0, λ I − f is monotone non-dereasing in [0, 1]N , i.e.
∃λ > 0 : λ|v−w|2− (f(x, t,v)−f(x, t,w)) · (v−w) ≥ 0, (x, t) ∈ Q, ∀ v,w ∈ [0, 1]N ,
(40)
in partiular, if f is Lipshitz ontinuous in v, then there exists at most one solution u of
the variational inequality (25) in the lass (33) and initial ondition u0 ∈ K˜.
In order to prove the uniqueness of solution, we suppose that u1 and u2 are two solutions
of the variational inequality (25) with initial ondition u0 ∈ K˜ and f = f(u1), f = f(u2)
respetively. Then, hoosing u2 and u1 as test funtions, respetively, using (40) we nd
1
2
∫
Ω
|u2(t)− u1(t)|2 +
∫
Qt
|∇(u2 − u1)|2
≤
∫
Qt
(
f(u2)− f(u1)
) · (u2 − u1) ≤ λ
∫
Qt
|u2 − u1|2
and so, by Grownvall inequality u1 = u2 a.e. in Q, sine u1(0) = u2(0) = u0.
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We redene the variational formulation of the approximating problem (18) in the frame-
work of this setion with Θε dened in (16) and with initial ondition only in L
2(Ω)N ,
∫
Q
∂tu
ε ·v+
∫
Q
∇uε ·∇v+
∫
Q
Θε(u
ε)·v =
∫
Q
f(uε)·v, ∀v ∈ L2(0, T ;H1(Ω)N )∩L∞(Q)N .
(41)
Arguing as in Theorem 3.1 we may prove the existene of a solution of the approximating
problem (12), with initial ondition u0 ∈ K˜ as long as f satises (31) and (32). We also
have uniqueness if we assume (40).
Theorem 3.3. Suppose that f satises (31), (32) and (40) and u0 ∈ K˜.
Let uε and u be, respetively, the unique solution of the approximating problem (12)
and of the variational inequality (25), both with initial ondition u0. Then there exists a
positive onstant c = c(ϕ1, T ) suh that the following estimate in the norm (39) of W =
C([0, T ];L2(Ω)N ) ∩ L2(0, T ;H1(Ω)N ) holds,
‖|uε − u‖| ≤ c√ε. (42)
Proof. We hoose in (41) v = uε − u as test funtion. Sine u ∈K, then
∫
Q
Θε(u
ε) · (uε − u) ≥ 0
and so ∫
Qt
∂tu
ε · (uε − u) +
∫
Qt
∇uε · (uε − u) ≤
∫
Qt
f(uε) · (uε − u). (43)
Choosing, as test funtion in (25) vε =
(
(uε1 − εN )+, . . . , (uεN − εN )+) we get
∫
Qt
∂tu · (uε − u) +
∫
Qt
∇u · ∇(uε − u)
≥
∫
Qt
f(u) · (uε − u) +
∫
Qt
[
Pu− f(u)] · (uε − vε) (44)
and subtrating (44) from (43) we get
1
2
∫
Ω
|uε(t)− u(t))|2 +
∫
Qt
|∇(uε − u)|2
≤
∫
Qt
(f(uε)− f(u)) · (uε − u) +
∫
Qt
[
Pu− f(u)] · (vε − uε) (45)
≤ λ
∫
Qt
|uε − u|2 + ε
∫
Qt
|Pu− f(u)|,
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sine ‖vε − uε‖L∞(Q)N ≤ ε. Letting C = C(ϕ1, T ) = ‖Pu − f(u)‖L1(Q)N and dropping
the nonnegative term
∫
Qt
|∇(uε − u)|2 in (45) we obtain, by appliation of the Grownwall
inequality, ∫
Ω
|uε(t)− u(t)|2 ≤ 2εCe2λt
and using again (45), also
|‖uε − u‖| ≤ c√ε.

With similar arguments we may give a ontinuous dependene result for solutions of the
variational inequality (36).
Suppose we have a sequene fν −−−−→
ν
f in the following sense
fν = fν(x, t,v) are ontinuous in v ∈ [0, 1]N , for a.e. (x, t) ∈ Q
fν(·, ·,v) −−−−→
ν
f(·, ·,v) in L1(Q)N for all xed v ∈ [0, 1]N .

 (46)
In addition, the assumption (32) is satised for all f uniformly in ν, i.e., there is a
ommon ϕ1 suh that (32) holds for all ν, and the initial data are suh that
K˜ ∋ uν0 −−−−→ν u0 in L
2(Ω)N . (47)
Hene, by Theorem 3.1, it is lear that there are solutions {uν}ν∈N to the orresponding
problems assoiated with fν and uν0 and, moreover, they satisfy (33) and (34) uniformly in
ν, i.e., their norms in those spaes are bounded by a onstant independent of ν. Therefore,
we have a funtion u in the same lass (33) and (34), and a subsequene, still denoted by
ν, suh that
uν −−−⇀
ν
u in L2(0, T ;H1(Ω)N ) weak and in L∞(0, T ; K˜) weak-∗ (48)
uν −−−−→
ν
u a.e. in Q and in Lp(Q)N , ∀ 1 ≤ p <∞. (49)
By assumption (46) and Lebesgue Theorem, we onlude rst that fν(uν) −−−−→
ν
f(u)
a.e. in Q and in L1(Q)N , as well as
∫
Q
fν(uν) · uν −−−−→
ν
∫
Q
f(u) · u, (50)
∫
Q
(
fν(uν)− f(u)) · (uν − u) −−−−→
ν
0, (51)
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sine, in partiular, |uν | ≤ 1 and |u| ≤ 1 a.e. in Q.
Realling (27) for eah ν, we may take the limit in
∫
Q
(
Puν − fν(uν)) · (v − uν) ≥ 0 (52)
for a xed v ∈ L2(0, T ; K˜). Using (50) and (48), that in partiular imply
Pu ∈ L1(Q)N and lim inf
ν
∫
Qt
Puν · uν ≥
∫
Qt
Pu · u, ∀ t ∈ (0, T ),
we onlude that u is a solution of (36) with initial ondition u0.
Using v = uχ(0,t) + u
νχ
(t,T ) in (52) and v = u
νχ
(0,t) + uχ(t,T ) in (36) we nd, for a.e.
t ∈ (0, T ),
1
2
∫
Ω
|uν(t)−u(t)|2 +
∫
Qt
|∇(uν −u)|2 ≤
∫
Qt
[
fν(uν)− f(u)] · (uν −u) + 1
2
∫
Ω
|uν0 −u0|2
and, by (51), we onlude that uν −−−−→
ν
u strongly in W . Therefore, we have proved the
following result
Theorem 3.4. If uν denotes the solution to the variational inequality (36) with fν satisfying
the assumptions (46) and (32) uniformly in ν and initial ondition satisfying (47), then there
exists a subsequene {uν}ν∈N suh that
uν −−−−→
ν
u in C([0, T ];L2(Ω)N ∩ K˜) ∩ L2(0, T ;H1(Ω)N ) ∩ Lp(Q)N , ∀ 1 ≤ p <∞,
where u is a solution to (36) orresponding to the limit f and the limit initial ondition u0.
In addition, if f satises (40), by uniqueness of u, the whole sequene {uν}ν∈N onverges.

4 The multiphases system and its haraterization
In this setion we onsider a variational solution u of (25) obtained in Theorem 3.1, i.e.,
satisfying (33) and (34). Setting
wi(u) = 1−
∑
j 6=i
ui, i = 1, . . . , N, (53)
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eah omponent ui satises a double obstale problem
0 ≤ ui(x, t) ≤ wi(x, t) a.e. (x, t) ∈ Q, i = 1, . . . , N. (54)
For an arbitrary nonnegative and bounded funtion ϕ = ϕ(x, t) dened for (x, t) ∈ Q,
suh that
K
ϕ
0 = {v ∈ L2(0, T ;H1(Ω) : 0 ≤ v ≤ ϕ in Q} 6= ∅, (55)
and for a given g ∈ L1(Q), we may introdue the paraboli double obstale salar problem
u ∈ Kϕ0 :
∫
Q
∂tu(v − u) +
∫
Q
∇u · ∇(v − u) ≥
∫
Q
g(v − u) ∀v ∈ Kϕ0 , (56)
subjet to a given ompatible initial ondition
u(0) = u0 in Ω. (57)
For eah i = 1, . . . , N , we have ui ∈ Kwi0 and, by hoosing in (25) v ∈ L2(0, T ;K), suh
that vj = uj for j 6= i and vi = v ∈ Kwi0 arbitrarily, it is lear that ui is a solution of
the salar double obstale problem (56) with ϕ = wi and g = fi(u). Hene we an obtain
further properties of our solution by applying the general theory of the obstale problem.
For the sake of ompleteness we prove here the result below.
Let
ϕ ∈ L2(0, T ;H1(Ω)) ∩ L∞(Q) with ϕ ≥ 0 a.e. in Q, (58)
∂tϕ ∈ L2
(
0, T ;
(
H1(Ω)
)′)
with Pϕ ∈ L1(Q), ∂ϕ
∂n
= 0 on ∂Ω× (0, T ), (59)
and
g ∈ L1(Q), u0 ∈ L2(Ω), 0 ≤ u0 ≤ ϕ(0) in Ω. (60)
We observe that (59) means that ϕ satises the formula
〈∂tϕ, v〉t =
∫
Qt
v Pϕ−
∫
Qt
∇ϕ · ∇v, ∀v ∈ L2(0, T ;H1(Ω)) ∩ L∞(Q).
Proposition 4.1. Under the assumptions (58)-(60) the unique solution u ∈ Kϕ0 to the salar
problem (56)-(57) is suh that
u ∈ C([0, T ];L2(Ω)) ∩ L∞(Q), ∂tu ∈ L1(Q) + L2(0, T ;
(
H1(Ω)′
)
, (61)
and it satises the paraboli semilinear equation
Pu = g + g−χ{u=0} − (Pϕ− g)−χ{u=ϕ} a.e. in Q. (62)
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Proof. Using the funtion θε given by (11) and dening
ϑε(v) = g
−θε(v)− (Pϕ− g)−θε(ϕ− v) (63)
we an onsider the approximating problem, for ε > 0,
∫
Q
(
Puε + ϑε(u
ε)
)
v =
∫
Q
gv, ∀ v ∈ L2(0, T ;H1(Ω)) ∩ L∞(Q), (64)
with the initial ondition uε(0) = u0 in Ω. Sine ϑε is monotone and ϕ is bounded, arguing
as in Theorem 3.1, the problem (64) has a unique solution uε in the lass (61). Moreover,
it satises
− ε ≤ uε ≤ ϕ+ ε a.e. in Q, (65)
as we an show by hoosing, in (64), v = (−uε − ε)+ and v = (uε − ϕ − ε)+, respetively.
Indeed, in the rst ase we have
∫
Q
vPv = −
∫
Q
vPuε =
∫
{v>0}
v (ϑ(uε)− g) =
∫
{uε<−ε}
(−g− − g) ≤ 0,
sine ϑε(u
ε) = −1 and ϑε(ϕ−uε) = 0, beause uε < −ε and ϕ−uε > ε, and, in the seond
ase,
∫
Q
vPv =
∫
Q
vP (uε − ϕ) =
∫
{v>0}
v (g − ϑ(uε)− Pϕ)
=
∫
{ϕ−uε>ε}
(−(Pϕ− g)− (Pϕ− g)−) ≤ 0,
sine ϑε(ϕ− uε) = −1 and ϑε(uε) = 0 if ϕ− uε < −ε and uε > ϕ+ ε.
Hene, using the monotoniity argument, we easily onlude that u = lim
ε→0
uε ∈ Kϕ0 is
the unique solution of the variational inequality (56). Remarking that, from (63) we have
−g− ≤ ϑε(uε) ≤ (Pϕ− g)− a.e. in Q,
from (64) we dedue in the limit the Lewy-Stampahia inequalities
(Pϕ− g)− ≤ Pu− g ≤ g− a.e. in Q.
In partiular, this yields Pu ∈ L1(Q) and (56) implies that u also solves
∫
Q
(
Pu− g)(v − u) ≥ 0, ∀ v ∈ K˜ϕ0 , (66)
where K˜
ϕ
0 = {v ∈ L2(Q) : 0 ≤ v ≤ ϕ in Q} ⊂ L∞(Q).
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Let O ⊂ Q be an arbitrary measurable set and set v = u in Q \ O and v = δϕ in O,
with δ ∈ [0, 1], in (66). Sine O is arbitrary, we onlude the pointwise inequality
(
Pu− g)(φ− u) ≥ 0 ∀φ ∈ [0, ϕ(x, t)] a.e. in Q, (67)
whih implies, up to null measure subsets of Q,
Pu− g ≥ 0 in {u = 0}, Pu− g ≤ 0 in {u = ϕ}, (68)
Pu = g in Λ = {0 < u < ϕ}. (69)
On the other hand, arguing as in Lemma 2 of [23℄ and noting that V = (u,−∇u) ∈
L1(Q)n+1 and D · V = Pu ∈ L1(Q), with D = (∂t, ∂x1 , . . . , ∂xn), we have
Pu = 0 a.e. in {u = 0} and Pu = Pϕ a.e. in {u = ϕ}.
Hene, by (67), up to negletable sets, we have {u = 0} ⊂ {g ≤ 0} and {u = ϕ} ⊂
{Pϕ ≤ g}, and using also (68), we nally onlude (62). 
Theorem 4.2. Any solutions u of the variational inequality (25) (or (36)) under the on-
ditions of Theorem 3.1 satisfy the semilinear paraboli system
Pui = fi(u) + f
−
i (u)
χ
{ui=0}
−
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(fi1(u) + · · ·+ fik(u))+χi1...ik a.e. in Q, (70)
where
χ
i1...ik =
χ
Ii1...ik
, for k = 1, . . . , N , denotes the harateristi funtion of
Ii1...ik = {(x, t) ∈ Q : ui1...ik(x, t) = 1, uij (x, t) > 0 for all j = 1, . . . , k}. (71)
Proof. We notie that the regularity (58), (59), holds for wi = 1−
∑
j 6=i
uj , so wi an be
hosen as the upper obstale of eah omponent ui, i = 1, . . . , N , of u, to whih we an
apply the onlusions of Proposition 4.1. Sine {ui = 0} ⊂ {fi(u) ≤ 0} a.e., for eah
i = 1, . . . , N , we have
Pui = fi(u) + f
−
i (u)
χ
{ui=0} − (Pwi − fi(u))−χ{ui=wi, ui>0} in Q, (72)
and the ondition (70) will follow if we show that
(Pwi − fi(u))−χ{ui=wi, ui>0} =
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(
fi1(u) + · · ·+ fik(u)
)+χ
i1...ik in Q,
(73)
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Observe that {
ui = wi, ui > 0
}
=
⋃
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
Ii1...ik ,
and these sets are a.e. disjoint. Here the union is taken also over all the subsets {i1, . . . , ik}
of {1, . . . , N} that inlude i and over all k = 1, . . . , N . We remark that Pwi = Pui in that
subset and
• in the sets Ii = {ui = 1}, Pwi = 0 and (Pwi − fi(u))− = fi(u)+, for i = 1, . . . , N ;
• in eah set Ii1...ik , for k ≥ 2, as we shall see,
(Pui − fi(u))− = 1
k
(
fi1(u) + · · ·+ fik(u)
)+
,
and this fat onludes the proof.
Let (x0, t0) ∈ Ii1...ik . Reall that {i1, . . . , ik} is the set of indexes for whih we have
0 < uij (x0, t0) (notie that i ∈ {i1, . . . , ik}). Denoting α = min{uij (x0, t0) : j = 1, . . . , k},
the set O = ⋂kj=1{uij > α/2} is measurable and ontains (x0, t0). Given any measurable
set ω ⊂ O, hoose, in (36), as test funtion v = (v1, . . . , vN ) dened by
vi1 = ui1 ± δχω, vij = uij ∓ δχω for a xed j ∈ {2, . . . , k}, vl = ul ∀ l 6= i1, ij ,
observing that
N∑
j=1
vj =
N∑
j=1
uj ± δχω ∓ δχω =
N∑
j=1
uj ≤ 1
and
vj ≥ 0, j = 1, . . . , N, as long as 0 < δ ≤ α/2.
Returning to the inequality (36) and setting Sj = Puj − fj(u), we get
±δ
∫
Q
Si1
χ
ω ∓ δ
∫
Q
Sij
χ
ω ≥ 0.
Sine ω ⊃ {(x0, t0)} was taken arbitrarily in O and (x0, t0) is a generi point of Ii1...ik ,
we onlude that
Si1 = Sij , a.e. in Ii1...ik, for any j ∈ {2, . . . , k}. (74)
Realling that
N∑
j=1
Puj = Pui1...ik = 0, in the set Ii1...ik we get, using (74), that
kSi1 = Si1+ · · ·+Sik =
(
Pui1−fi1
)
+ · · ·+(Puik−fik) = Pu1+ · · ·+PuN−(fi1+ · · ·+fik),
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where, for simpliity, we set fj = fj(u), and so
Si = Si1 = −
1
k
(
fi1 + · · ·+ fik
)
.
But in Ii1...ik we have Si ≤ 0 (reall that ui = wi and (68)) and so
(Pui − fi(u))− = −(Pui − fi(u)) = −Si = 1
k
(
fi1 + · · ·+ fik
)
=
1
k
(
fi1 + · · ·+ fik
)+
.

Corollary 4.3. Let u be the solution of the variational inequality (25) (or (36)) under the
onditions of Theorem 3.1.
Then, denoting by |A| the (n+ 1)-Lebesgue measure of A ⊂ Q, we have
∣∣∣{
k∑
j=1
fij(u) < 0
} ∩ {
k∑
j=1
uij = 1, uij > 0, j = 1, . . . , k
}∣∣∣ = 0 (75)
for eah partial oinidene subset Ii1...ik , as well as∣∣{fi(u) > 0} ∩ {ui = 0}∣∣ = 0, i = 1, . . . , N. (76)
Proof. Being Ii1...ik dened in (71), using the equation (70), we obtain, for eah ij with
j = 1, . . . , k, denoting fij = fij(u),
Puij = fij −
1
k
(
fi1 + · · ·+ fik
)+
a.e in Ii1...ik .
Summing these k equations, we have
0 =
k∑
j=1
Puij = fi1 + · · ·+ fik −
(
fi1 + · · ·+ fik
)+
=
(
fi1 + · · ·+ fik
)−
a.e in Ii1...ik .
So, in Ii1...ik =
{ ∑k
j=1 uij = 1, uij > 0, j = 1, . . . , k
}
we have
k∑
j=1
fij ≥ 0 a.e. and (75)
follows.
The proof of (76) is similar (reall (68)).

As a onsequene of this orollary the semilinear system (70) an, in fat, be written in
the equivalent form for i = 1, . . . , N ,
Pui = fi(u)− fi(u)χ{ui=0}
−
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(fi1(u) + · · ·+ fik(u))χi1...ik a.e. in Q, (77)
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sine {ui = 0} ⊂ {fi(u) ≤ 0} and Ii1...ik ⊂
{ k∑
j=1
fij(u) ≥ 0
}
up to a negletable subset of
Q.
This remark ombined with the ontinuous dependene of the variational solutions ob-
tained in Theorem 3.4 yields an interesting riteria of loal stability of the harateristi
funtions of the oinidene sets in the Lebesgue measure. Denote
χν
i1...ik
= χ{uνi1...ik=1, u
ν
ij
>0 ∀j=1,...,k}, 1 ≤ i1 < · · · < ik ≤ N, i ∈ {i1, . . . , ik}.
Theorem 4.4. Let the assumptions and notations of Theorem 3.4 hold. Suppose that in
some subset of positive measure ω ⊆ Q the following assumption on the limit problem holds
k∑
j=1
fij(u) 6= 0 a.e. in ω, 1 ≤ i1 < · · · < ik ≤ N, k = 1, . . . , N. (78)
Then the assoiated harateristi funtions are suh that
χ
{uνi =0}
−−−−→
ν
χ
{ui=0} in L
p(ω), ∀ i = 1, . . . , N, (79)
χν
i1...ik
−−−−→
ν
χ
i1...ik in L
p(ω), ∀ i1, . . . , ik, (80)
for all p, 1 < p <∞.
Proof. We observe that eah uν solves the system
Puνi = f
ν
i − f νi χ{uνi =0} −
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(f νi1 + · · ·+ f νik)χνi1...ik a.e. in Q (81)
where, for simpliity, we set f νi = f
ν
i (u
ν). By the onvergene uν −−−−→
ν
u, we have
Puν −−−⇀
ν
Pu in the distributional sense. Sine 0 ≤ χνi1...ik ≤ 1, there exists χ∗i1...ik , with
0 ≤ χ∗i1...ik ≤ 1 in Q, suh that
χν
i1...ik
−−−⇀
ν
χ∗
i1...ik
in L∞(Q) weak- ∗ .
Analogously, for some
χ∗
i,0, with 0 ≤ χ∗i,0 ≤ 1 in Q, we have
χ
{uνi =0}
−−−⇀
ν
χ∗
i,0 in L
∞(Q) weak- ∗ .
We are going to prove that, in fat,
χ∗
i,0 =
χ
{ui=0} and
χ∗
i1...ik
= χi1...ik a.e. in ω,
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whih onludes the proof, sine the weak onvergene to harateristi funtions in Lp(ω)
is in fat strong, as it is well known.
Passing to the limit in (81), we obtain
Pui = fi − fiχ∗i,0 −
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(fi1 + · · ·+ fik)χ∗i1...ik a.e. in Q
where, for simpliity, we have also set fij = fij(u).
But eah ui also solves the equation (77), so, by subtration, we obtain a.e. in Q,
− fi
(
χ
{ui=0} − χ∗i,0
)− ∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(fi1 + · · ·+ fik)
(
χ
i1...ik − χ∗i1...ik
)
= 0. (82)
Notiing that
χ
{uνi=0}
uνi = 0, passing to the limit, we get
χ∗
i,0ui = 0, whih means that
χ∗
i,0 = 0 whenever ui > 0. To onlude that
χ∗
i,0 =
χ
{ui=0} we only need to prove that
χ∗
i,0 = 1 if ui = 0.
Reall that the sets {ui = 0} and Ii1...ik , 1 ≤ i1 < . . . < ik ≤ N , i ∈ {i1, . . . , ik},
k = 1, . . . , N , are mutually disjoint. Hene in {ui = 0} we obtain
−fi(1− χ∗i,0) +
∑
1≤ i1<. . .< ik≤ N
i ∈ {i1, . . . , ik}
1
k
(fi1 + · · ·+ fik)χ∗i1...ik = 0
and sine the left hand side is nonnegative, by the assumption (78) we onlude that
χ∗
i,0 = 1 and
χ∗
i1...ik
= 0 in {ui = 0} ∩ ω.
Sine
χν
i1...ik
(1 − uνi1...ik) = 0 a.e. in Q, taking the limit in ν, we also obtain
χ∗
i1...ik
(1 − ui1...ik) = 0 a.e in Q, i.e. χ∗i1...ik = 0 if ui1...ik < 1. It remains to evaluate
χ∗
i1...ik
when ui1...ik = 1 and uij > 0, for all j = 1, . . . , k or when uij = 0, for some
j = 1, . . . , k.
In this later ase, where uij = 0, for some j = 1, . . . , k, we have
χ
i1...ik = 0 and, sine
we already know that
χ
{uij=0}
= χ∗ij ,0, from (82) for the index ij , we get
∑
1≤ i1<. . .< ik≤ N
ij ∈ {i1, . . . , ik}
1
k
(fi1 + · · ·+ fik)χ∗i1...ik = 0.
Then, by the assumption (78) we have
χ∗
i1...ik
= 0 in
(
Q \ Ii1...ik
) ∩ ω.
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Finally, in Ii1...ik ∩ ω, again from (82), we obtain
1
k
(fi1 + · · · + fik)
(
1− χ∗i1...ik
)
= 0
and the assumption (78) yields that
χ∗
i1...ik
= 1, ompleting the proof. 
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