Abstract-Assessment of the performance of single-junction hydrogenated amorphous silicon (a-Si:H) p-i-n configuration solar cells has been developed with a combination of real-time spectroscopic ellipsometry (RTSE) and current-voltage (I-V) measurements. For each layer, RTSE measurements enabled the determination of thickness and optical properties in the form of the complex dielectric function (ε = ε 1 + iε 2 ) spectra. RTSE tracked changes in ε as a function of depth and was used to extract profiles in the i-layer bandgap and crystallite fraction in the n-layer. Through mapping I-V characteristic measurements, spatial variations in device performance were determined. By comparing individual devices at the location of the RTSE beam spot, the influence of ε and thickness for each layer on device performance was identified through simulations of quantum efficiency yielding the shortcircuit current. This study compares two devices prepared with different superstrate preheating processes and finds that the combination of RTSE and I-V measurements along with quantum efficiency simulations were able to identify plasma damage to the transparent conducting oxide as the likely cause for variation in device performance. This comparison serves as one example of how the optically obtained information, such as thickness and ε for each layer, can be used to understand the final device performance.
I. INTRODUCTION

I
N RECENT decades, the significant effort toward fabricating hydrogenated amorphous silicon (a-Si:H) solar cells has produced a sizable body of knowledge [1] - [5] . However, significant opportunities for further optimization of the a-Si:H material system exist [6] - [10] . This study makes use of in-situ real-time spectroscopic ellipsometry (RTSE) to characterize individual layer structure and optical response of complete solar cell devices. When used in combination with spatially resolved current-voltage (I-V) measurements of electrical performance for 256 individual dot solar cells deposited across each sample, correlations between individual layer properties and overall device performance can be determined in the location of the RTSE measurement and compared with the distribution of device performance across the sample. These correlations are instrumental in refining the fabrication conditions for future cells. Parameters detailing the typical deposition conditions used in the fabrication of each layer for p-i-n a-Si:H solar cells.
Specifically, the relationship between the optical response of the transparent conducting oxide (TCO) and the overall current generated in the cell has proven to be especially instructive.
II. EXPERIMENTAL DETAILS
A. Device Fabrication
Single-junction p-i-n a-Si:H solar cells have been fabricated using rf (f = 13.56 MHz) plasma-enhanced chemical vapor deposition (PECVD) onto 15.2 cm × 15.2 cm commercial TCOcoated soda lime float glass. The growth of each semiconducting layer has been monitored with RTSE using a multichannel rotating compensator instrument over a spectral range of 0.74-5.0 eV [11] , [12] . Both p-and n-doped layers were grown in a single deposition, whereas the intrinsic layer was grown in a two-stage process consisting of a thin 200-Å p/i interface layer prior to deposition of the remaining 3000Å of the intrinsic layer. The hydrogen dilution ratios, R = [H 2 ]/[SiH 4 ], for the p/i interface layer and i-layer were R = 60 and R = 0.5, respectively. This two-stage intrinsic layer configuration with varying R has been shown to improve the interface between the intrinsic and p-layer [13] . All layers remain amorphous throughout their entire thicknesses with the exception of the n-layer, which begins as amorphous then nucleates nanocrystallites and, subsequently, coalesces into fully nanocrystalline Si:H (nc-Si:H) [14] . Following completion of the Si:H stack, a shadow mask was used to deposit a 16 × 16 grid of rf-sputtered silver back dot contacts, each with radius of 1.5 mm. The deposition conditions for devices considered in this study are listed in Table I . In addition to using diborane to dope the p-layer material, methane was included during the p-layer deposition resulting in an a-Si 1−x C x :H alloy with higher relative bandgap than a-Si:H. Phosphine was used as the dopant carrying gas for deposition of the n-layer.
B. Real-Time Spectroscopic Ellipsometry Analysis
By fitting a structural model with parameterized descriptions of material optical properties to experimental RTSE data, complex dielectric function (ε = ε 1 + iε 2 ), bulk layer thickness d b , and surface roughness d s are determined for each layer. The free parameters in the model were fit to measurements using a least-squares regression that minimized the unweighted error function [15] between model simulation and experimental measurement. ε for each a-Si:H layer is modeled using a singleCody-Lorentz oscillator. Previous work investigating a-Si:H has produced functional relationships relating all free parameters of the Cody-Lorentz oscillator obtained by spectroscopic ellipsometry to the bandgap energy as extrapolated from unpolarized transmission and reflection spectroscopy E g (T &R) [16] . These relationships were exploited in this study, such that ε for all a-Si:H layers was determined through fitting a E g (T &R) parameter to which other Cody-Lorentz parameters could be coupled. Specifically, all parameters from all layers with the exception of the n-layer broadening Γ were coupled to E g (T &R), appreciably reducing the number of free fitting parameters. Γ for the n-layer was narrower than that predicted for material with a similar bandgap in [16] , indicating that the n-type a-Si:H was slightly less disordered. In the case of the p-and high R first stage of i-layer deposition, the high-surface roughness of the underlying TCO prevented the accumulation of substantial bulk layer thickness, leading to difficulty in characterizing ε for the materials. Physically realistic constraint of the parameterization of ε allowed for accurate fitting to the RTSE measurements.
To further improve the capability of extracting representative ε for each layer, RTSE measurements from seven time points centered near 200Å of accumulated bulk layer material were fit simultaneously to obtain a single ε. Specifically, d b and d s for each individual time point were allowed to vary independently, while the E g (T &R) parameter defining ε was common to all seven times. This multitime data-fitting procedure improves reliability by reducing the extent to which small variations between individual measurements can bias ε extracted from RTSE. After characteristic ε for each layer was determined, it was used to fit d b and d s as a function of time over the entire deposition. Results of the growth behavior of d b and d s for both high R p/iand low R i-layers are shown in Fig. 1 .
For the i-and n-layers, parameterization of ε was used in conjunction with a virtual interface analysis that approximated the outermost material as a discrete layer grown upon a pseudosubstrate [17] . Specifically, ∼200 and ∼15Å of the outermost material were sampled in the virtual interface analysis of the i-and n-layers, respectively. Such analysis provided sensitivity to ε of the outermost bulk layer of the material. Therefore, when applied over a deposition, the virtual interface analysis technique allowed for otherwise infeasible tracking of variations in the material properties as a function of d b . In the case of the i-layer, subtle variations in the bandgap E g (T &R) over the thickness of the film were determined and are shown in Fig. 2 . For the n-layer, a Bruggeman effective medium approximation comprised of ε for both a-Si:H and nc-Si:H was used in conjunction with the virtual interface analysis to extract the 3 . Nanocrystallite fraction f n c evolution as a function of bulk layer thickness determined using a virtual interface analysis technique applied to RTSE measurements of the n-layer deposition.
nanocrystalline fraction (f nc ) evolution as is shown in Fig. 3 [5], [8] . The representative a-Si:H optical properties were obtained using a multitime point fitting technique centered at about 50-Å bulk thickness with all parameters except the broadening Γ coupled to E g (T &R). The nc-Si:H optical properties were obtained from previous studies of nanocrystalline n-layers grown on smoother intrinsic a-Si:H-coated c-Si substrates [14] . 
C. Electrical Performance Characterization
The performance of all 256 dot cells were determined by measuring the I-V characteristics of each cell under simulated AM 1.5 illumination. Maps of the efficiency η, short-circuit current J sc , open-circuit voltage V oc , and fill factor (FF) provide a spatial understanding of how cell performance varies. Two devices made with different preheating procedures but with otherwise identical deposition conditions were compared. The substrate for device "A" was preheated in ∼10 −7 torr base pressure vacuum, whereas that for device "B" was preheated at 2 torr with [H 2 ] = 1 sccm. Maps comparing η, J sc , V oc , and FF of devices A and B are shown in Figs. 4-7 . The RTSE beam measured the material growth at the approximate (x, y) coordinates of (0, −4).
III. RESULTS AND DISCUSSION
By determining each layer thicknesses and ε through analysis of RTSE data as described previously, profiles of structure and bandgap gradients were created for complete devices with one such profile for device A shown in Fig. 8 . The E g (T &R) values shown as black lines were determined using multitime point analysis, while the values shown as black dots were determined using virtual interface analysis. For the first ∼1675Å of the i-layer, using ε derived from multitime point analysis near 200-A bulk thickness to fit the model to experimental measurements produced the lowest error function. For the remaining i-layer deposition, virtual-interface-derived ε produced the lowest error fits, and thus, the corresponding E g (T &R) values are the most reliable and are reported in Fig. 8 . Additionally, f nc as a function of d b for the n-layer is included in Fig. 8 . Full device profiles provide a means for comparing the structure and material properties of separate devices and identifying how these can account for differences in overall electrical performance. Table II reports E g (T &R) and the effective thicknesses of all layers in both devices A and B. Both devices had nearly identical profiles for bandgaps of each layer and for the n-layer f nc evolution, a result which could be expected since the same deposition conditions were used for each. The high bandgap observed in the p-type material is attributable to the presence of carbon as expected from the addition of methane to the PECVD process [18] , [19] . Elevated bandgap values of both the p/i-and n-layers are a result of the respective H 2 dilution levels. The fact that the moderately diluted R = 60 p/i-layer material has a medium bandgap value, while the more strongly diluted R = 100 n-layer material has a higher bandgap value is consistent with the demonstrated effect that increasing H 2 dilution increases bandgap energies for a-Si:H material [3] .
The only substantial difference between devices A and B identified by RTSE analysis was in the optical properties of the outermost ∼600Å of the SnO 2 :F layer of the TCO. Following the p-layer deposition, ε of this outer TCO material was observed to be different from ε before the deposition for both devices. Specifically, ε 2 featured a significant absorption peak in the middle of the measured spectral range as seen in Fig. 9 . Since this absorption feature was not present in ε for the TCO of any devices prior to the p-layer deposition and is only observed in the outermost material, the likely source of the modification is damage to the TCO as a result of exposure to hydrogen in the plasma. Fig. 9 demonstrates that, although devices A and B each feature the plasma-modified TCO material, the magnitude of the absorption peak for device B is greater than twice that of device A.
Comparison between the electrical performance of these devices yielded results consistent with the differences in the plasma-modified TCO from RTSE analysis. For the average FF and V oc values across all 256 dot cells, device A outperformed device B by only small margins of 0.092% and 0.023 V, respectively. However, more significant differences in average η and J sc for the two devices were observed with A outperforming B by 0.62% and 0.70 mA/cm 2 . Furthermore, as seen in Figs. 4 and 5, the two devices differ by an even greater margin of approximately 1.5% and 2 mA/cm 2 for η and J sc in the highest performing regions. Table II gives performance parameters for the highest performing cells at the location where the ellipsometry beam reflects from the sample. As material properties of all Si:H layers are nearly identical between the two devices as confirmed by RTSE analysis, the lower current generated by device B is attributed to the greater absorption observed in that particular TCO layer.
Thickness and ε for each layer served as input for simulating external quantum efficiency of these devices. The absorbance of each layer was calculated assuming ideal specular interfaces based on Fresnel equations and the multiple matrix method [20] , [21] . The sum of the absorbance for all intrinsic a-Si:H containing layers integrated over the AM 1.5 spectrum was used to calculate J sc . Initial simulations used ε for a-Si:H, corrected for temperature [22] , and ε of unmodified SnO 2 :F. As expected from layer structure and ε, similar J sc of 12.21 and 12.28 mA/cm 2 are obtained for samples A and B, respectively. When the plasmamodified SnO 2 :F ε is incorporated, J sc of 7.11 and 6.36 mA/cm 2 are predicted for samples A and B, respectively. Both pairs of simulated J sc are substantially lower than the measured values, as the simulation does not account for optical enhancement of the cells via scattering from the rough SnO 2 :F surface [21] . Additionally, plasma damage may have reduced some of the SnO 2 :F, resulting in metallic tin-rich clusters at the interface that could enhance the scattering effect further [21] , [23] . Despite these shortcomings, simulation results agree qualitatively with the measurements, in that J sc is higher for sample A with less absorption in the modified SnO 2 :F than sample B. Given the nearly identical profiles in Si:H structure obtained with RTSE, the similarity in results for simulations without plasma-damaged SnO 2 :F is strong evidence suggesting this damage is the primary cause of the overall differences in device performance.
IV. CONCLUSION
RTSE has been used to measure the deposition of all layers within complete p-i-n a-Si:H solar cells. By using various data analysis techniques, most notably the coupling of all fit parameters to a single-bandgap value and virtual interface analysis, a full profile of ε for each layer and f nc for the n-layer was constructed. Additionally, RTSE provided sensitivity to subtle Fig. 9 . Comparison between the outermost ∼600Å of SnO 2 :F material in samples A and B reveal that the TCO of each device was damaged by plasma exposure to different degrees. It is noteworthy that the peak magnitude in ε 2 for sample B is greater than twice that for sample A.
gradients in the bandgap energy within the bulk i-layer as a function of thickness. Having detailed knowledge of ε for each layer in complete devices then allows for correlation with overall device performance and comparison between separate devices. Specifically in this study, a substrate heating procedure involving flowing H 2 was shown to result in greater plasma damage to the surface of the TCO layer and, therefore, decreased electrical performance when compared with preheating in vacuum.
