An Intrusion Detection System (IDS) is a key cybersecurity tool for network administrators as it identifies malicious traffic and cyberattacks. With the recent successes of machine learning techniques such as deep learning, more and more IDS are now using machine learning algorithms to detect attacks faster. However, these systems lack robustness when facing previously unseen types of attacks. With the increasing number of new attacks, especially against Internet of Things devices, having a robust IDS able to spot unusual and new attacks becomes necessary.
Abstract-An Intrusion Detection System (IDS) is a key cybersecurity tool for network administrators as it identifies malicious traffic and cyberattacks. With the recent successes of machine learning techniques such as deep learning, more and more IDS are now using machine learning algorithms to detect attacks faster. However, these systems lack robustness when facing previously unseen types of attacks. With the increasing number of new attacks, especially against Internet of Things devices, having a robust IDS able to spot unusual and new attacks becomes necessary.
This work explores the possibility of leveraging generative adversarial models to improve the robustness of machine learning based IDS. More specifically, we propose a new method named SIGMA, that leverages adversarial examples to strengthen IDS against new types of attacks. Using Generative Adversarial Networks (GAN) and metaheuristics, SIGMA generates adversarial examples, iteratively, and uses it to retrain a machine learningbased IDS, until a convergence of the detection rate (i.e. until the detection system is not improving anymore). A round of improvement consists of a generative phase, in which we use GANs and metaheuristics to generate instances ; an evaluation phase in which we calculate the detection rate of those newly generated attacks ; and a training phase, in which we train the IDS with those attacks.
We have evaluated the SIGMA method for four standard machine learning classification algorithms acting as IDS, with a combination of GAN and a hybrid local-search and genetic algorithm, to generate new datasets of attacks. Our results show that SIGMA can successfully generate adversarial attacks against different machine learning based IDS. Also, using SIGMA, we can improve the performance of an IDS to up to 100% after as little as two rounds of improvement.
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I. INTRODUCTION
I N the last few years, the emergence of the Internet of Things (IoT) has led to new cybersecurity challenges. As connected objects now interact with the real world, privacy and security threats mitigation increasingly become a major issue [1] . With these new entities come the need to protect them from cyberattacks and similar intrusions. For instance, in 2016, the Mirai botnet [4] infected more than 600,000 Internet of Things devices from which were conducted massive Distributed Denial of Service (DDOS) attacks against several network companies all over the world.
Intrusion Detection Systems (IDS) are an essential tool for IoT system administrators : detecting a cyberattack is the first step to guarantee the privacy and security of users. M But IoT also means a huge increase of internet traffic to analyze, and therefore the need to develop efficient, fast and robust algorithms to detect cyberattacks in this sensitive environment. Recently, machine learning models have shown astonishing performances in retrieving patterns from large volumes of data, in a very short amount of time. This success lead to their wide adoption in IDS [5] . However, as recent works on adversarial models have shown [2] , machine learning algorithms, in particular deep learning tend to be fragile to adversarial examples. Making IDS which are based on such models vulnerable to adversarial attacks.
Using Generative Adversarial Networks (GAN) [2] an attacker can generate adversarial requests (i.e., attacks) that share the characteristics of requests that are considered to be genuine by the IDS. Although these GANs represent formidable weapons for attackers, as they can deceive most IDS into classifying attacks as benign traffic, they also provide an opportunity to preemptively strengthen intrusion detection systems against new attacks. By exposing an IDS to generated attacks as a preventive measure, we can prepare for new malicious behaviors.
In this paper, we propose a method to strengthen IDS against generated adversarial attacks, called SIGMA, which stands for Strengthening IDS with GAN and Metaheuristics Attacks. The method consists in the iterative generation of attack datasets using adversarial learning and metaheuristics algorithms. The generated datasets are then used to retrain IDSs; i.e., teaching them to cope with patterns of attacks similar to those contained in our generated datasets. We repeat the retraining process until the detection rate of the IDS on generated attacks converges, meaning the detection rate is not improving anymore. We stop the algorithm after 3 runs without a detection rate improvement.
We evaluated SIGMA on IDSs based on four different classification algorithms : Neural Network, Random Forest, Support Vector Machine, and Naive Bayes Classifier. Each IDS was composed of two parts : a discriminator, trained to detect generated attacks, and an attack-classifier trained on the original dataset, to classify benign traffic and attacks. We trained a GAN and ran a local-search and genetic algorithm hybrid [21] to generate attacks against our IDSs. We compare the results of our model trained with both GAN and metaheuristics generated instances, with a model trained only with GAN generated instances over time and another model trained only with metaheuristics generated instances.
Results show that for IDS consisting of a Neural Network or a Random Forest algorithm, the SIGMA method allowed for a detection rate of 100% of generated attacks two to three times faster than the model strengthened only with the GAN generated attacks. However, models trained only with the instances created using metaheuristics search were almost completely unable to detect GAN generated attacks, suggesting that metaheuristics alone are not sufficient to increase the robustness of the studied IDS.
The remainder of this paper is organized as follows. Section II provides an overview of the technologies used in our model. We discuss the related literature in Section III. Section IV presents our strengthening method to increase the robustness of IDS against generated adversarial attacks (i.e., SIGMA). Section V describes the approach followed to evaluate SIGMA, while Section V-E discusses the obtained results. Section VI discusses threats to the validity of our study and Section VII presents some implications of our work. Finally, Section VIII concludes the paper, summarising our findings along with some recommendations for future work.
II. BACKGROUND
This section provides background information about Generative Adversarial Networks and metaheuristics used in this paper.
A. Generative Adversarial Networks
Generative Adversarial Networks are a class of unsupervised machine learning algorithm. They are composed of two neural networks : a generator G and a discriminator D.
Considering a dataset, the generator generates new data instances similar to the ones in the dataset. The discriminator, on the other hand, evaluates the data authenticity, i.e., whether or not the data it reviewed belongs to the actual dataset. The goal of the generator is to generate data labeled as genuine by the discriminator.
The generator takes random numbers as input (referred to as random noise), and returns a data instance.
With x as input of the discriminator D, we represent the probability that x is an attack generated by G as D(x). Therefore, D(x) is equal to zero when x is considered as an authentic data from the dataset, and equal to one when x is labeled as generated data, or fake.
With z as random noise, we represent the instance generated by the generator network G as G(z).
The generator G is trained to maximize the function 1 − D(G(z)).
As shown on Fig. 1 , the Generator and the Discriminator are trained simultaneously, therefore being on a constant battle throughout the training process.
This algorithm has rapidly grown in popularity thanks to its performance in image generation [15] . It can generate realistic examples, and has a better performance than Deep Belief Networks or Boltzmann Machines [2] .
GAN are also notably used to disrupt trained classifiers [9] : slight controlled modifications to the original input leads to misclassification. This has been extensively applied to images classification, due to its impressive results in this field: for instance, small visible changes made to "Stop" traffic signs tricked autonomous cars into misclassifying them into speed limit signs [27] .
In this paper, we will use this ability of GANs to disrupt trained classifier by training them to generate attacks able to bypass the detection algorithm, i.e., attacks classified as benign traffic by our IDS. Adding subtle modifications to the features of existing attacks could in fact lead to misclassification.
B. Metaheuristics
A metaheuristic is an algorithm used to find, generate, or select a heuristic (i.e., a partial search algorithm) that can provide a sufficiently good solution to an optimization problem with incomplete information. This type of algorithm is usually employed to solve computationally hard problems for which regular optimization would be too costly. Even if they do not guarantee finding the optimal solution for the problem, they usually provide good results, often close to the optimal solution [14] . A metaheuristic approach could be either singlesolution based or population based.
A single-solution based approach could be local optimization: we randomly initialize a solution and explore the neighbourhood of the solution by applying local changes to the current solution. The search continues until a solution meeting the initial stopping criteria is found or a time bound is elapsed. Local optimization could be very effective in case the criterion to maximize only has a single optimum. In other cases, the local search algorithm can converge to a local optimum, therefore not giving the best possible solution.
The hill climbing algorithm is an example of local optimization algorithm. This algorithm is an iterative algorithm that tries to improve a solution by making an incremental change to it. If the change produced a better solution, then it becomes the new solution, and another incremental change is made to this new solution. This algorithm runs until there is no further improvement possible.
Genetic algorithm [24] is an example of a population based metaheuristic. It is inspired by the process of natural selection. It starts with a population of solutions, where each solution is randomly generated. The population then evolves until the stopping criteria is met or until a certain number of generations is reached. From this pool of solutions, we select the best solutions (selection) and recombine them into a new population of solutions (crossover). We then apply random mutations to this population, in order to have a diverse population of solutions and possibly exploring other parts of the solution space that were not explored yet. As a global search algorithm, the genetic algorithm metaheuristic is more likely to find global optima for multimodal functions but it is slower at converging [19] .
Since the genetic algorithm is rather slow to converge, it is possible to combine those two approaches (local optimization and a population based solution) to have a faster convergence. We then refer to this method as an hybrid algorithm [21] . It consists of a slight modification of the genetic algorithm to incorporate a local optimization element: after the selection process, we optimize each solution of the population with the local search algorithm. This leads to overall better results, since the local search can only improve a solution, and could mean a faster convergence [14] .
The overall processing of the hybrid algorithm is exposed in algorithm 1. This hybrid method has often been used to solve complex problems with good results [14] .
In the intrusion detection domain, such algorithms can be used to generate attacks that the intrusion detection system is unable to detect. In this case, a solution would be an actual attack, and all operations (cross-over, mutation, ...) would be modifications of the attacks features.
III. RELATED WORK
Over the last two decades, researchers have built several intrusion detection datasets by extracting different network features from real networks during cyberattacks. [11] [22] Different machine learning algorithms have been explored to build IDS: from a simple feed-forward neural network, to Extreme Machine Learning [12] , to complex Recurrent Neural Networks [23] . Studies show that even simple algorithms, such as a Support Vector Machine or J48 decision trees, could lead to good detection results, with 95% accuracy for the SVM and more than 97% accuracy for the decision tree [13] . Those algorithms could be used in practice by smart objects as intrusion detection systems. In fact, they don't require as much energy as complex Deep Learning models, which is an important factor to consider with such resource-constrained environment [23] .
Nonetheless, these machine learning methods suffer from a severe flaw as an IDS: they are totally vulnerable to new types of attacks. Successful attacks can lead to terrible consequences: economic loss, important privacy issues for smart objects users, etc. Moreover, it is now possible to automatically build new attacks against which those systems will be utterly useless, thanks to metaheuristics and Generative Networks, for example.
The use of metaheuristics for attack generation has been explored by Jan et al. [3] . In this work, Hill Climbing and Genetic algorithms are used to generate malicious XML injections. These generated attacks were used for testing purposes but demonstrated the possibility to automatically create attacks using metaheuristics techniques; in particular, the genetic algorithm managed to create a wide variety of attacks evading the web application sanity check more than 95% of the time.
Hu et al. [8] leveraged generative adversarial networks for malware detection, by considering the detection algorithm as a black-box (as would an attacker). The attacker does not know the internal structure of the detection model, but only knows the detection result of the detection model under attack. Even without having any information on the detection system, this approach led to very impressive results ; GANs deceiving the malware detection algorithm almost every time.
Furthermore, recent work has shown that it is possible to generate adversarial examples with intrusion detection datasets. In particular, Lin et al. [7] used a Wasserstein GAN [25] to generate adversarial attacks against different classifiers considered as black-box algorithms by the attacker, trained with the NSL-KDD [13] dataset. The GAN was able to mislead several classification algorithms into classifying generated attacks as benign traffic. Nonetheless, the NSL-KDD dataset is now 10 years old and its relevance is then questionable. Moreover, researchers have pointed out several problems with NSL-KDD [16] , e.g., the lack of Remote to Local and User to Root attacks, as well as the lack of more recent type of attacks [18] .
These last few years, some progress has been made on protecting Intrusion Detection Systems against generated adversarial attacks. Generative models are a double-edged sword, as they can be preemptively used to train the detection model as well.
Cordy et al. [10] created increasingly resilient defense strategies to detect training attacks against a clustering-based IDS. The IDS was improved by simultaneously searching for attacks against the IDS and constantly improving the defense strategy : two genetic algorithms (one for creating attacks, the other to elaborate defense strategies) were used. Their resulting system detected 98% of the generated attacks, whereas the attack generation process systematically found a way to deceive the IDS without defense strategy. This promising result suggests that metaheuristics can be successfully used to preemptively strengthen an IDS against generated attacks. Nonetheless, this work does not provide any insight regarding the vulnerability of this strategy to other types of generated attacks (GAN generated instances for example).
The work of Ferdowsi and Saad [17] presents an approach to deploy a distributed intrusion detection architecture capable of detecting adversarial generated attacks. In this work, GANs were trained to generate adversarial attacks, and were then used to train a discriminator, which determined whether the current internet traffic was benign or an attack. However, this system might be susceptible to iterative generated attacks: once the discriminator is trained, it may still be possible to find ways to generate instances able to bypass the detection system. An IDS resilient to generated iterative attacks has not yet been explored in the intrusion detection domain.
IV. SIGMA: AN APPROACH TO IMPROVE THE ROBUSTNESS OF IDSS
In order to increase the robustness of IDS, we propose the following SIGMA method.
We take as input a Machine Learning based Intrusion Detection System, and a dataset consisting of attacks and benign traffic. We iteratively generate attacks with two different methods to train the IDS. Each training iteration is designated by its number. We note Score i the detection rate of generated attacks by the IDS at iteration number i, meaning :
Score i = number of detected generated attacks total number of generated attacks
We consider that the generated attacks detection rate of our IDS has converged if : For > 0, there exist an iteration number N such that for all iterations i after N , we have :
The SIGMA method instructions are as follows : While the generated attacks detection rate of our IDS has not converged :
We train a GAN to generate adversarial attacks against the IDS, considered as a black-box. The goal for this algorithm is to generate attacks deceiving the intrusion detection system. Considering the same notation as in Section II.B, the function to maximize for the generator is 1 − D(G(z)) where G(z) is the generated attack, D(x) is the probability (computed by the IDS) that
x is an attack : the IDS plays the role of discriminator. At each iteration, the generative algorithm generates new attacks to fool the Intrusion Detection System. • Step 2 : We use the trained GAN to generate attacks against the IDS. We evaluate the score of the detection system for these generated attacks. If the score has not improved for 3 consecutive rounds, we stop the algorithm.
• Step 3 : We run a Search-based method in order to search for other possible attacks deceiving the IDS that the GAN might have missed. The function to maximize for this generative algorithm is : 1 − D(sol) where sol is the solution generated by the Search-based algorithm, and D(x) is the probability (computed by the IDS) that x is an attack. • Step 4 : We use the Search-based method to generate attacks against the IDS. We then train the IDS with the generated instances from both algorithms (i.e., GAN and metaheuristics) and with data from the original dataset. Exposing its classifier to real data and generated attacks prevents it from overfitting to generated instances and losing accuracy on other type of traffic.
The overall proceedings is illustrated in the algorithm 2. IDS.train(SB attacks); 23 IDS.train(train set); 24 end 25 return IDS By combining attacks from both the Machine Learning and the Metaheuristics methods, we expect to explore a larger solution space since the two techniques are significantly different; we expect the generated attacks to be widely distinct. Being confronted with a large sample of diverse attacks, an IDS is likely to gain in robustness.
V. EVALUATION OF SIGMA In this section, we evaluate the effectiveness of SIGMA at improving the effectiveness of an IDS. The quality focus is the improvement of the attack detection rate, through iterative reinforcement using GANs and metaheuristics. The perspective is that of researchers interested in developing efficient IDS, and practitioners interested in improving the robustness of their IDS. The context consists of the CICIDS2017 benchmark dataset [22] , containing 11 types of networks attacks, and four machine learning-based IDS (i.e., a 3-layers Neural Network, a Random Forest, A Support Vector Machine (SVM), and A Naive Bayes Classifier). In the following, we provide detailed information about the CICIDS2017 benchmark dataset and the implementation of SIGMA using the four selected machine learning-based IDS.
A. Dataset
The CICIDS2017 benchmark dataset [22] consists of more than 80 network flow features (flow duration, destination port, ...). Table I provides a summary of those characteristics. This recent intrusion detection dataset contains 11 types of attacks along with benign traffic. Each entry of the dataset consists of more than 80 columns (namely the extracted network flow features) and is labeled as one of those 11 types of attacks or as benign traffic. We grouped the 11 different attacks into four different groups as shown in Table II , building four different balanced binary datasets (Attack, Benign), to counterbalance the unbalanced number of attacks per type. We first deleted the constant columns of the dataset, as they don't provide any useful information for classification. Data now consists of 71 columns, 70 of them being network flow features, and the last one being the label (i.e., 0 if it is benign traffic, 1 if it is an attack).
Then, since the values of each feature throughout the data widely varies, each column was normalized to have values between 0 and 1. Feature scaling allows for much faster convergence for neural networks.
We normalized data by applying the min-max normalization, namely : c i = c−cmin cmax . Where : • c i is the column from the original dataset. • c i is the normalized column. • c min is the minimum value of the column. • c max is the maximum value of the column. Each dataset was split into a training set and a test set, respectively representing 90% and 10% of the overall dataset.
B. Implementation of SIGMA
Step 1 : GAN training We chose to implement SIGMA with a 4-layers Wasserstein GAN. The architecture of the GAN is detailed on Fig. 3 . The dimensions of hidden layers were chosen experimentally, being the ones with the best results.
As mentioned in Section II.B., the Wasserstein GAN takes random numbers (or random noise) as input to generate attacks. We refer to the number of random numbers as the random noise size.
The goal of this generator is to generate attacks able to deceive the IDS. To ensure that the output of the generative algorithm is indeed an attack, we keep the functional features of an original attack.
Since every feature of our data has been normalized, each feature is represented as a number between 0 and 1. As shown on Fig. 2 , we keep the functional features of real attacks for our generated attacks. The functional features per attack type were identified by a statistical analysis of the datasets, with the help of the analysis conducted by the creators of the dataset [22] . They are presented in Table III. With the aim to have a Generative Adversarial Networks with the best performance and therefore explore the largest attack space possible, we trained several Generators with different sizes of noise as input. Furthermore, since there is unpredictability in the training of Generators due to the randomized weights initialization, we trained the Generators several times. We then select the GAN with the best performance among those, i.e., the most able to deceive the IDS.
The process followed to train the GAN is presented in algorithm 3.
Step 2 : Attack generation and evaluation This step is to evaluate the current score of our IDS. To do so, we need to generate attacks with the GAN and gauge the robustness of our IDS against those attacks.
After the GAN has been trained at step 1, we use it to generate attacks. Generated attacks will use the functional features of attacks from the test set.
We evaluate the score of the IDS with those generated attacks. With previous notations, we consider that an instance x is considered an actual attack by the IDS if D(x) > 0.5. The score is therefore the number of generated attacks G(z) with D(G(z)) > 0.5, divided by the total number of generated attacks.
If the score has not improved in three rounds, we stop the algorithm.
Step 3 : Search-based method In this step, we run a metaheuristic algorithm in order to generate additional attacks to further improve our detection system.
As our Search-based method, we used an hybrid genetic local-search algorithm. Indeed, local search and the Genetic Algorithm both have their pros and cons. The Genetic Algorithm is rather slow to converge whereas the Local search could converge to local optima. We chose to combine the two with an hybrid genetic algorithm [21] , as it has been demonstrated to have been more efficient in complex problems such as the Traveling Salesman [20] .
The hybrid algorithm that we chose is a modification of the genetic algorithm: before proceeding to the selection process of the algorithm, every solution from the solution pool is improved by the local-search algorithm. As each solution is enhanced before the selection process, this algorithm allows for overall better performances, and usually a faster convergence than the standard Genetic Algorithm.
The goal of this metaheuristic algorithm is also to generate attacks against the IDS. Similarly to the proceedings of the GAN, functional features of our generated attacks will be from real attacks from the original dataset.
We first create a population of random solutions. We chose a population size of 30, as the recommended values in the literature are within the range of 30 to 80 [26] . Having a bigger population affected the performances of our algorithm.
Before the selection process, we optimize each solution of the population with a local search algorithm. The pseudocode for this local search method is given in algorithm 25.
Crossover is made by selecting two parents in the solution pool. We select only members of the population with the highest score (meaning, the attacks the most able to fool the IDS). The offspring will have the first half of its features from its first parent, and the other half from its second parent.
The mutation process is carried out to the entire population of children of this iteration. For each child, a non-functional feature selected at random is modified. The modification follows a uniform distribution, varying from -0.01 to 0.01. Then, the new generation is equally composed of parents from the previous generation, and of its offspring. The fact of having members of the previous generation prevents the deterioration of the ability of the overall population to deceive the Intrusion Detection System.
We stop the hybrid genetic algorithm after 500 generations, or after 50 generations without improvement. These numbers were found to be experimentally sufficient for successfully training the four different IDS.
This population-based approach makes the solution pool iteratively evolve to better evade the detection system, and therefore generates a wide variety of adversarial attacks.
Step 4 : IDS training
In this final step, we aim to retrain the detection system for it to take the generated attacks into account. We train the IDS with :
• All the attacks generated by the hybrid algorithm during its run at step 3. • The trained GAN generated attacks from the training set. • Examples from the original training set. Fig. 3 . Architecture of the Generator. Below each layer is shown its dimension. As our GAN takes noise as input, we can make the dimension of this noise vary to change the architecture of the network. The dimension of the output is 70, the number of network features of a dataset entry.
C. Execution of SIGMA
We executed SIGMA on the CalculQuebec Cloud service with the following computing resource : 15 X Intel Xeon @2,5Ghz, 128Go RAM, 10 core, 8 X Nvidia K20-GK110 GPU.
The Pytorch module was used to implement all the neural networks.
In Table IV , we present all the parameters used to train the Neural Networks. 
D. Research questions
To evaluate the effectiveness of SIGMA at improving the effectiveness of IDSs, we formulate the following two research questions: In the following, we describe the approach followed to answer RQ1, RQ2.
For RQ1, we use four different classification algorithms as IDS : Neural Network, Random Forest, Support Vector Machine and a Naive Bayes Classifier. We generate attacks against each of the IDS for all four attacks datasets (DOS, DDOS, Bruteforce, Infiltration) by using a GAN, trained with the methodology described above.
We compute the score of each of the detection systems for the GAN generated attacks, and therefore assess if SIGMA is able to deceive standard classification algorithms acting as IDS.
For RQ2, we use a more complex intrusion detection system. We build an IDS consisting of two classifiers : an attack classifier, and a discriminator. The attack classifier is trained with the entries from the original dataset, whereas the discriminator is trained with both regular attacks from the dataset as well as with generated entries to classify the input as a generated attack or as regular traffic. Traffic is first analyzed by the discriminator to determine whether it is an adversarial instance or real traffic. If the input is labeled as real traffic, it then comes through the attack classifier whose role is to recognize attacks. This architecture prevents from training the classifier with the adversarial examples, which could lead to a loss of performance for previously seen regular attacks because of overfitting to adversarial instances. It consists of a simple adaptation of the GAN discriminator to detect both generated instances and attacks from the dataset. Therefore, since the goal of the discriminator is to identify generated instances, it will be the part of the IDS trained with the SIGMA generated attacks.
The overall process of the Intrusion Detection System studied is detailed on Fig. 4 As attack classifier and discriminator, we used the same algorithms as for RQ1 : Neural Network, Random Forest, Support Vector Machine (SVM), and a Naive Bayes Classifier.
We study the largest dataset of the four (the DOS attacks dataset). For each round of improvement of SIGMA, we compute the score of the IDS.
To measure the performance of SIGMA, we compare our strengthened model to a baseline, in which the discriminator is trained only with GAN generated instances. We also verify that metaheuristics alone are not enough to train our system against generated adversarial attacks by comparing the model strengthened by SIGMA with a model trained only with the metaheuristics attacks, and submitting it to GAN generated attacks.
We will judge the quality of the reinforcement by :
• The speed of convergence of the detection rate. • The value of the limit of the detection rate.
• The overall performance of the model for all iterations.
It should be noted that for the first iteration of the algorithm, the discriminator has not yet been trained : the generator is thus only trained against the classifier at the first iteration.
E. Results of the Evaluation of SIGMA
In this section we present the answers to our two research questions that aim to evaluate SIGMA. RQ1: To what extent SIGMA can generate adversarial attacks able to deceive trained classifiers, acting as Intrusion Detection System?
The results of the detection of normal and generated attacks are presented in Table V , and on Fig. 5 .
All four classifiers in our study (Neural Network, Random Forest, SVM, Naive Bayes) have good results in classifying standard entries of the datasets. Even though our classifiers are standard machine learning algorithms, they are sufficient to obtain high accuracy, with the Random Forest algorithm performing with the best results with an overall 99,9% accuracy, followed by the Support Vector Machine with 97,1%. In fact, those two algorithms have often been used in intrusion detection thanks to their good performances [28] .
However, the generated attacks detection rates is significantly low for all classifiers with most type of attacks. Both the Random Forest and the Naive Bayes are utterly unable to detect the GAN generated adversarial attacks. The neural network and the SVM are the most resilient classifiers, but the generator still manages to deceive our IDS with over a 90% evasion rate for the DOS, Bruteforce and Infiltration attacks.
The results show very good performance of the Generative Adversarial Network for all different types of attacks. It is therefore possible to generate attacks able to fool Machine Learning based classifiers for all four types of attacks.
RQ2: To what extent is the effectiveness of IDS improved using SIGMA?
We compared the evolution of our model trained with the hybrid local-search-genetic reinforcement and adversarial attacks with a model trained only with adversarial attacks.
The results are presented in Table VI and Fig. 6 . First, we notice that both models with the SVM and the Naive Bayes as classifiers only need one step to detect adversarial attacks: those two classifiers are the most able to generalize from the previously seen data. The generated attacks detection rate converges after only one iteration for both the strengthened and the standard model. The multi-layer Neural Network and the Random Forest standard models both take time to converge to a 100% generated attacks detection rate: 6 iterations for the model with the Neural Network as classifier, 5 iterations for the Random Forest model. Furthermore, we also note that both models suffered from overfitting: their performance increased (until iteration 4 and 3 respectively) before dropping significantly by 32% and 81%.
The SIGMA method improved the models' results: as we can see, the strengthened model converged faster than the standard model to a 100% detection rate for both the Neural Network and the Random Forest classifiers; the reinforced versions took only two iterations to detect all adversarial instances, that is to say respectively four and three iterations less. As the other two classifiers, namely the SVM and the Naive Bayes classifier, detected all attacks from iteration 2, the reinforcement method did not affect their performance.
Furthermore, we can observe that the SIGMA method prevented the Neural Network and the Random Forest model from overfitting to generated attacks, therefore preventing a performance drop of the algorithm. The combination of the metaheuristic algorithm and the Generative Adversarial Network permitted to generate a sufficiently wide variety of attacks; avoiding fitting closely to previously seen attacks. Table VII presents the results of models trained only from the Metaheuristics generated attacks. From these results, we can also conclude that Metaheuristics alone are not sufficient to train an IDS against generated adversarial attacks: every classifier, except the Support Vector Machine, was utterly unable to detect any instance generated by our Wasserstein GAN. The SVM stands out from the other classifiers thanks to its ability to generalize, but fails at consistently detecting GAN generated attacks.
We can therefore conclude that the attacks generated by the Metaheuristics algorithm complement the ones generated by the Generative Adversarial Networks, as the Metaheuristics algorithm alone was not enough to successfully train the IDS.
VI. THREATS TO VALIDITY
This section discusses the threats to validity of our study following common guidelines for empirical studies [6] Construct validity threats concern the relation between theory and observation. This is mainly due to possible mistakes in the generation of attacks. Even though we kept the functional features of real attack untouched for our generated attacks, we can not guarantee that the generated attacks metrics are indeed plausible attacks.
Internal validity threats concern the selection of tools and analysis methods. We split the dataset into a training and a test set in order to ensure the validity of our results. This prevents having a biased evaluation of our model. As the aim of the method was to try to detect as many generated attacks as possible, we chose to study the generated attacks detection rate as a metric to gauge the quality of the strengthening.
Reliability validity threats concern the possibility to replicate our study. All the tools used in this study are open-source.
Conclusion validity threats concern the relation between treatment and the outcome. We paid attention to not make too broad statements about the performances of our model.
External validity threats concern the possibility to generalize our results. The results of the SIGMA method have to be interpreted carefully, as they may depend on the dataset used to run the experiment and on the used Intrusion Detection System. The iterative strengthening method has only been studied for DOS attacks of the CICIDS 2017 dataset [22] . We used four different classifiers acting as IDS, and were able to significantly improve the results of two of the four IDS. We therefore suggest that our results can be generalized to other detection systems and other datasets.
VII. IMPLICATION FOR PRACTITIONERS AND THE INDUSTRY
Artificial Intelligence is a really powerful tool that could and will be used in future cybersecurity systems : IBM's Watson is one of the illustrations of the application of Machine Learning in this field. Nonetheless, this work illustrated possible vulnerabilities of such systems as Artificial Intelligence can also be leveraged by attackers to disrupt detection systems.
Generative Adversarial Networks can be used to forge almost undetectable adversarial attacks for systems that have not already faced such attacks. Our method confronted our studied Intrusion Detection Systems with attacks generated with both GANs and Metaheuristics in order to improve the systems resilience, as our analysis has shown that the more attacks the system faces, the more it will be able to efficiently generalize to other potential attacks.
Repetitively training an IDS with generated attacks is a way to anticipate for every possible generative scheme that could target the system. By doing so, our method SIGMA is able to detect all the attacks generated by our GAN, thus preventing future intrusion by adversarial generated attacks.
Such methods should be applied to any AI-based cybersecurity system in the industry to preemptively confront them to new types attacks, therefore preventing them from such possible threats.
VIII. CONCLUSION
The novel ability to use Machine Learning techniques to generate adversarial attacks requires the development of a robust IDS able to detect unusual behaviors. Generative Adversarial Networks are both a terrible weapon for detection systems, and an incredible opportunity to preemptively strengthening IDSs against adversarial attacks.
We have shown experimentally that it is possible to effectively evade intrusion detection classifiers with Generative adversarial networks. We demonstrated the possibility to forge undetected adversarial attacks with GANs against four standard Machine Learning algorithms acting as IDS, with the generated attacks detection rates dropping near 0% for most of them.
To prevent adversarial generated attacks, we presented in this paper a method SIGMA, to improve the robustness of IDS. This method is based on the iterative generation of attacks by a Machine Learning Generative algorithm and Metaheuristics. We have shown that applying this method to Machine Learning based IDS can speed up the convergence of the generated attacks detection rate, and prevent overfitting to previously seen generated attacks.
Our model may help design Intrusion detection systems robust against recurrent generative attacks and improve the security of Machine Learning systems.
Further considerations are the explorations of other more complex detection algorithms, such as Recurrent Neural Networks, the application of the SIGMA method to other datasets and the design of a distributed detection system robust to adversarial attacks.
