Hierarchical multilabel classification (HMC) is an extension of binary classification where an instance can be labelled with multiple classes that are organised in a hierarchy. A well-known application of this kind of problem is gene function prediction. A gene can have multiple functions at the same time, and these functions are hierarchically organised: a gene predicted to have a certain class should also be predicted to have all its superclasses, as given by the hierarchy.
A straightforward approach to solve this problem would be to learn a binary classifier for each class separately and then to combine the predictions. However, this has several disadvantages: (1) learning is not very efficient, since a separate classifier has to be learned for each class, (2) binary classifiers have known problems with skewed class distributions and (3) the hierarchy constraint, implying that a class should be predicted along with all its superclasses, is not automatically fulfilled. The obvious alternative is to learn a single model that predicts all the different classes at once. In this paper we propose a method for learning decision trees that predicts for each instance a set of classes instead of a single class. We experimentally compare this method with the approach of learning a separate decision tree for each class (predicting for each instance whether it belongs to the class or not).
We use a decision tree learner called Clus, which is based on the principles of predictive clustering trees [1] . These trees represent a different view on decision trees where the examples in a leaf can be seen as clusters. Clus builds such trees top-down, choosing in each node the test that scores best according to some heuristic. Clus's heuristic is based on "variance reduction". Each instance is associated with a vector that has one component per class, which is 1 if the instance belongs to the class and 0 otherwise. The variance of a set of vectors is defined as the average squared Euclidean distance between any vector in the set and the mean vector. For a single target variable, this heuristic boils down to the Gini-index used by CART [3] . In addition, in the HMC setting, it makes sense to give a higher cost to misclassifications higher up in the hierarchy than lower down.
For the experiments, we use 12 datasets 2 representing different aspects of the genes in the genome of Saccharomyces cerevisiae. In order to validate this new approach to HMC decision tree learning, we compared it to the current state-of-the-art, which is C4.5H [4] . Evaluating the precision and recall (accuracy isn't a suitable measure in a problem setting where classes have different frequencies), Clus scored a better result in almost all cases. The following is an example of a rule returned by Clus-HMC: In comparing HMC tree learning to learning multiple binary trees, we looked at the size of the trees, runtimes, and predictive performance. The latter was evaluated using precision-recall curves. It turns out that a single HMC tree is smaller in size (HMC trees contained on average 24 nodes, binary trees predicting a single class 33 nodes), takes less time to build (with an average speedup factor of 37) and, as Fig. 1 shows, has a higher area under the curve (and thus a better predictive performance) than the combination of multiple binary trees. The latter is somewhat less expected. Further investigation revealed that single trees tend to overfit more easily.
These results confirm that the development of decision tree methods that predict multiple classes from a hierarchy at once (as opposed to learning a separate tree for each class) is a worthwhile undertaking: it leads to the discovery of models that are more interpretable and more efficient without suffering accuracy loss.
