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Abstract—In communications, one frequently needs to
detect a parameter vector xˆ in a box from a linear model. The
box-constrained rounding detector xBR and Babai detector
x
BB are often used to detect xˆ due to their high probability of
correct detection, which is referred to as success probability,
and their high efficiency of implimentation. It is generally
believed that the success probability P BR of xBR is not larger
than the success probability P BB of xBB. In this paper, we first
present formulas for P BR and P BB for two different situations:
xˆ is deterministic and xˆ is uniformly distributed over the
constraint box. Then, we give a simple example to show that
P
BR may be strictly larger than P BB if xˆ is deterministic,
while we rigorously show that P BR ≤ P BB always holds if xˆ
is uniformly distributed over the constraint box.
Index Terms—Box-constrained integer least squares prob-
lem, box-constrained rounding detector, box-constrained
Babai detector, success probability.
I. INTRODUCTION
Suppose that we have the following box-constrained
linear model:
y = Axˆ+ v, v ∼ N (0, σ2I), (1)
xˆ ∈ B ≡ {x ∈ Zn : ℓ ≤ x ≤ u, ℓ,u ∈ Zn}, (2)
where y ∈ Rm is an observation vector, A ∈ Rm×n is
a deterministic full column rank model matrix, xˆ which
can be deterministic or random is an unknown integer
parameter vector in the box B, v ∈ Rm is a noise vector
following the Gaussian distribution N (0, σ2I) with given
σ. This model arises from lots of applications including
wireless communications, see e.g., [1].
Since v ∼ N (0, σ2I), a commonly used method to
detect xˆ is to solve the following box-constrained integer
least squares (BILS) problem:
min
x∈B
‖y −Ax‖22, (3)
whose solution is the maximum likelihood detector of xˆ.
If xˆ ∈ Zn in (1) is not subject to any constraint, then
(1) is called as an ordinary linear model. In this case, to
get the maximum likelihood estimator of xˆ, we solve the
following ordinary integer least squares (OILS) problem:
min
x∈Zn
‖y −Ax‖22. (4)
In communications, one of the widely used methods
for solving (3) and (4) is sphere decoding. Although
some column reordering strategies, such as V-BLAST [2],
SQRD [3], and those proposed in [4] which use not only
the information of A, but also the information of y and
B, can usually reduce the computational cost of solving
(3) by sphere decoding, solving (3) is still time-consuming
especially when A is ill conditioned, σ or n is large [5].
Moreover, it has been shown in [6] that (4) is an NP-hard
problem. Therefore, in practical applications, especially
for some real-time applications, a suboptimal detector,
which can be obtained efficiently, is often used to detect
xˆ instead of solving (3) or (4) to get the optimal detector.
For the OILS problem, the ordinary rounding detector
xOR and the Babai detector xOB, which are respectively
obtained by the Babai rounding off and nearest plane
algorithms [7], are often used suboptimal detectors for xˆ.
By taking the box constraint (2) into account, one can
easily modify the algorithms for xOR and xOB to get box-
constrained rounding detectors xBR and box-constrained
Babai detectors xBB for xˆ satisfying both (1) and (2).
Rounding and Babai detectors are respectively the outputs
of zero-forcing and successive interference cancellation
decoders which are widely used suboptimal detection
algorithms in communications.
To characterize how good a detector is, we use its
success probability, i.e., the probability of the detector
being equal to xˆ, see e.g., [8], [9].
For the estimation of xˆ in the ordinary linear model (1),
the formulas of the success probability P OR of the rounding
detector xOR and the success probability P OB of the Babai
detector xOB have been given in [10] and [8], respectively.
Equivalent formulas of P OR and P OB were given earlier
in [11], which considers the OILS problem in different
formats in the application of GPS. It is shown in [11] that
P OR ≤ P OB.
For the detection of xˆ satisfying both (1) and (2), it is
also generally believed that the success probability P BR of
the rounding detector xBR is not larger than the success
probability P BB of the Babai detector xBB.
In this paper, we develop formulas for the success
probability P BR
D
and P BR
R
of xBR which respectively cor-
responding to the case that xˆ is a deterministic parameter
vector and xˆ is uniformly distributed over B. We also
give a formula for the success probability P BB
D
of the
box-constrained Babai detector xBB for the case that xˆ
is deterministic. Note that the success probability P BB
R
of
xBB for the case that xˆ is uniformly distributed over B
has been given in [9]. We would like to point out that
the assumption that xˆ follows the uniformly distribution
is often made for MIMO applications, see, e.g., [5]. For
the deterministic case, we give a simple example to show
that P BR
D
> P BB
D
, contrary to what we have suspected. For
the uniform random case, however, we rigorously show
that the common belief is indeed true, i.e., P BR
R
≤ P BB
R
.
The rest of the paper is organized as follows. In Section
II, we present formulas for P BR
D
, P BR
R
, P BB
D
and P BB
R
. In
Section III, we study the relationship between P BR
D
and
P BB
D
, and rigorously show that P BR
R
≤ P BB
R
. In Section IV,
we do simulation tests to illustrate our main results. Finally
we summarize this paper in Section V.
Notation. Throughout this paper, for x ∈ Rn, we use
⌊x⌉ to denote its nearest integer vector, i.e., each entry of
x is rounded to its nearest integer (if there is a tie, the
one with smaller magnitude is chosen). For a vector x,
xi:j denotes the subvector of x formed by entries i, i +
1, . . . , j. For a matrix A, Ai:j,i:j denotes the submatrix of
A formed by rows and columns i, i+ 1, . . . , j.
II. SUCCESS PROBABILITY OF BOX-CONSTRAINED
ROUNDING AND BABAI DETECTORS
In this section, we derive formulas for P BR
D
, P BR
R
and
P BB
D
. Note that the formula for P BB
R
has been derived in [9,
Th.1].
Let A in (1) have the QR factorization
A = [Q1,Q2]
[
R
0
]
, (5)
where [Q1
n
, Q2
m−n
] ∈ Rm×m is orthogonal and R ∈ Rn×n
is upper triangular. Without loss of generality, we assume
that rii > 0 for i = 1, . . . , n throughout the paper.
Define y˜ = QT1 y and v˜ = Q
T
1 v. Then, left multiplying
both sides of (1) with QT1 yields
y˜ = Rxˆ+ v˜, v˜ ∼ N (0, σ2I). (6)
Let d = R−1y˜, then the box-constrained rounding
detector xBR and box-constrained Babai detector xBB of
(6) can be respectively computed as follows:
xBRi =


ℓi, if ⌊di⌉ ≤ ℓi,
⌊di⌉, if ℓi < ⌊di⌉ < ui, i = 1, . . . , n
ui, if ⌊di⌉ ≥ ui,
(7)
and
ci = (y˜i −
n∑
j=i+1
rijx
BB
j )/rii,
xBBi =


ℓi, if ⌊ci⌉ ≤ ℓi,
⌊ci⌉, if ℓi < ⌊ci⌉ < ui, i = n, . . . , 1.
ui, if ⌊ci⌉ ≥ ui,
(8)
where
∑n
j=n+1 rnjx
BB
j = 0.
A. Success probability of the box-constrained rounding
detector
In this subsection, we develop formulas for P BR
D
and
P BR
R
. Since P BR
D
depends on the position of xˆ in the box
B, we also give a lower bound on P BR
D
.
Theorem 1: Let xˆ in (1) be a deterministic vector, then
P BR
D
=
det(R)
(2πσ2)n/2
∫
In
· · ·
∫
I1
exp
(
−‖Rξ‖
2
2
2σ2
)
dξ1 · · · dξn,
(9)
where
Ii =


(−∞, 1
2
], if xˆi = ℓi
[− 1
2
, 1
2
], if ℓi < xˆi < ui.
[− 1
2
,∞), if xˆi = ui
(10)
Proof. Since xˆ is deterministic and v˜ ∼ N (0, σ2I), by
(6), we have
d− xˆ = R−1y˜ − xˆ = R−1v˜ ∼ N (0, σ2(RTR)−1).
By the definition of ⌊x⌉, (7) and (10),
xBR = xˆ⇔ di − xˆi ∈ Ii, i = 1, . . . , n.
Therefore, (9) holds. 
From (9), P BR
D
depends on the positions of the entries
of xˆ, thus we also write P BR
D
as P BR
D
(xˆ).
According to (9), to compute P BR
D
, we need to know the
positions of xˆi on [ℓi, ui] for i = 1, . . . , n. In practice this
information is unknown. However, it is easy to observe
from (9) that P BR
D
has a lower bound which does not rely
on the position of xˆ in the box.
Corollary 1: Let xˆ in (1) be a deterministic vector, then
P BR
D
≥ det(R)
(2πσ2)n/2
×
∫ 1/2
−1/2
· · ·
∫ 1/2
−1/2
exp
(
−‖Rξ‖
2
2
2σ2
)
dξ1 · · · dξn,
where the lower bound is reached if and only if ℓi < xˆi <
ui for i = 1, . . . , n.
The lower bound is actually the success probability of
the ordinary rounding detector, i.e., P OR, see [10, Th. 1].
It is easy to understand this. In fact, the ordinary case can
be regarded as a special situation of the box-constrained
case: ℓi = −∞ and ui = ∞, thus, ℓi < xˆi < ui for
i = 1, . . . , n. Then, the lower bound is reached and it is
just P OR.
The following theorem gives a formula for P BR
R
.
Theorem 2: Suppose that xˆ in (1) is uniformly dis-
tributed over B, and xˆ and v are independent, then
P BR
R
=
1∏n
i=1(ui − ℓi + 1)
∑
∀x¯∈B
P BR
D
(x¯). (11)
Proof. Notice that
Pr(xBR = xˆ) =
∑
∀x¯∈B
Pr(xBR = xˆ|xˆ = x¯) Pr(xˆ = x¯)
=
∑
∀x¯∈B
Pr(xBR = x¯) Pr(xˆ = x¯).
Since xˆ is uniformly distributed over B, for each x¯ ∈ B,
Pr(xˆ = x¯) =
1∏n
i=1(ui − ℓi + 1)
.
Therefore, (11) holds. 
Note that P BR
R
can be computed, although the computa-
tional cost may be high as the number of integer points in
B can be large.
B. Success probability of the box-constrained Babai de-
tector
In this subsection, we give formulas for P BB
D
and P BB
R
.
Since P BB
D
depends on the position of xˆ in the box B, we
also give a lower bound on P BB
D
.
We first consider the deterministic situation.
Theorem 3: Let xˆ in (1) be a deterministic vector, then
P BB
D
=
n∏
i=1
ωi(rii), (12)
where
ωi(rii) =
{
1
2
[
1 + φσ(rii)
]
, if xˆi = ℓi or xˆi = ui
φσ(rii), if ℓi < xˆi < ui
(13)
with
φσ(ζ) :=
2√
2π
∫ ζ
2σ
0
exp
(− 1
2
t2
)
dt
=
ζ√
2πσ
∫ 1
2
−
1
2
exp
(− ζ2t2
2σ2
)
dt. (14)
Proof. From (6), for i = n, . . . , 1,
y˜i = riixˆi +
n∑
j=i+1
rij xˆj + v˜i.
Then, using (8), we obtain
ci = xˆi +
n∑
j=i+1
rij
rii
(xˆj − xBBj ) +
v˜i
rii
. (15)
Therefore, if xBBj = xˆj for j = i+ 1, . . . , n, then
ci ∼ N (xˆi, σ2/r2ii).
To simplify notation, denote events
Ei = (x
BB
i = xˆi, . . . , x
BB
n = xˆn), i = 1, . . . , n.
Then by the chain rule of conditional probabilities,
P BB
D
= Pr(E1) =
n∏
i=1
Pr(xBBi = xˆi|Ei+1), (16)
where En+1 is the sample space Ω.
Now we consider Pr(xBBi = xˆi|Ei+1) for three different
cases.
Case 1: xˆi = ℓi. In this case, by (8),
Pr(xBBi = xˆi |Ei+1)
=Pr(ci ≤ ℓi + 1/2 |Ei+1)
=
1√
2π( σrii )
2
∫ ℓi+ 12
−∞
exp
(
− (t− ℓi)
2
2( σrii )
2
)
dt
=
1√
2π
∫ rii
2σ
−∞
exp
(− t2
2
)
dt =
1
2
[1 + φσ(rii)].
Case 2: ℓi < xˆi < ui. In this case, by (8),
Pr(xBBi = xˆi |Ei+1)
=Pr(xˆi − 1/2 ≤ ci ≤ xˆi + 1/2 |Ei+1)
=
1√
2π( σrii )
2
∫ xˆi+ 12
xˆi−
1
2
exp
(
− (t− xˆi)
2
2( σrii )
2
)
dt = φσ(rii).
Case 3: xˆi = ui. In this case, by (8),
Pr(xBBi = xˆi |Ei+1)
=Pr(ui − 1/2 ≤ ci |Ei+1)
=
1√
2π( σrii )
2
∫ ∞
ui−
1
2
exp
(
− (t− ui)
2
2( σrii )
2
)
dt
=
1
2
[1 + φσ(rii)].
Therefore, from (16), this theorem holds. 
The formula (12) was originally given in the MSc thesis
[12], supervised by the second author of this paper. The
proof given here is easier to follow than that given in [12].
Note that the main idea of its proof is similar to that of
[9, Th. 1].
From Theorem 3, similarly to P BR
D
, to compute P BB
D
, we
need to know the locations of xˆi in the box B. But, these
information is usually unknown in practice. However, by
(12) and (13), the following corollary which gives a lower
bound and an upper bound on P BB
D
, that do not need priori
information on xˆ, clearly holds.
Corollary 2: Let xˆ in (1) be a deterministic vector, then
n∏
i=1
φσ(rii) ≤ P BBD ≤
1
2n
n∏
i=1
(1 + φσ(rii)), (17)
where the lower bound is reached if and only if ℓi < xˆi <
ui for i = 1, . . . , n, and the upper bound is reached if and
only if xˆi = ℓi or xˆi = ui for i = 1, . . . , n.
The lower bound given in the corollary is actually the
success probability of the ordinary Babai detector, see [8,
eq. (11)].
For the random situation, we have the following theorem
for computing P BB
R
, see [9, Th. 1].
Theorem 4: Suppose that xˆ in (1) is uniformly dis-
tributed over B, and xˆ and v˜ are independent, then
P BB
R
=
n∏
i=1
[ 1
ui − ℓi + 1 +
ui − ℓi
ui − ℓi + 1φσ(rii)
]
, (18)
where φσ(ζ) is defined in (14).
III. RELATIONSHIP BETWEEN P BR AND P BB
It has been showed in [11, eq. (20)] that the success
probability of the ordinary rounding detector cannot be
larger than that of the ordinary Babai detector. For the
box-constrained case, in this section, we will show that
the conclusion does not hold any more when the param-
eter vector is deterministic while it still holds when the
parameter vector is uniformly distributed.
Simulations show that, in general, P BR
D
≤ P BB
D
. However,
the following example shows that for the deterministic
case it is possible that P BR
D
> P BB
D
.
Example 1: Let σ = 1, R =
[
2 −1
0 1
]
, xˆ1 = ℓ1 and
xˆ2 = ℓ2. Then, by Theorems and 1 and 3, we have
P BB
D
=
1
4
(1 + φ1(1))(1 + φ1(2)) = 0.5818
and
P BR
D
=
2
2π
∫ 1/2
−∞
∫ 1/2
−∞
exp(−1
2
‖Rξ‖22)dξ2dξ1 = 0.6192.
Thus, P BR
D
> P BB
D
.
However, if xˆ is uniformly distributed over B, then
P BR
D
< P BB
D
. To prove this, we introduce a lemma.
Lemma 1: Suppose that a > 0 and s2, . . . , sn are
intervals, then for any σ > 0,∫
sn
· · ·
∫
s2
∫ a
−a
exp
(
−‖Rξ‖
2
2σ2
)
dξ1 · · · dξn
≤
∫ a
−a
exp
(
−r
2
11t
2
2σ2
)
dt
×
∫
sn
· · ·
∫
s2
exp
(
−‖R2:n,2:nξ2:n‖
2
2σ2
)
dξ2 · · · dξn.
(19)
Proof. We prove (19) by changing variables in the
integral.
Let
T =
[
1 − 1r11R1,2:n
0 In−1
]
.
Then
RT =
[
r11 0
0 R2:n,2:n
]
.
Define ξ = Tη, then with
s1 :=
{
η1|−a ≤ η1−
n∑
j=2
r1j
r11
ηj ≤ a, η2 ∈ s2, . . . , ηn ∈ sn
}
.
we have∫
sn
· · ·
∫
s2
∫ a
−a
exp
(
−‖Rξ‖
2
2σ2
)
dξ1 · · · dξn
=
∫
sn
· · ·
∫
s1
exp
(
−r
2
11η
2
1 + ‖R2:n,2:nη2:n‖2
2σ2
)
dη1 · · · dηn
=
∫
sn
· · ·
∫
s2
(∫
s1
exp
(
−r
2
11η
2
1
2σ2
)
dη1
)
× exp
(
−‖R2:n,2:nη2:n‖
2
2σ2
)
dη2 · · · dηn.
According to [9, eq. (68)], we have∫
s1
exp
(
−r
2
11η
2
1
2σ2
)
dη1 ≤
∫ a
−a
exp
(
−r
2
11t
2
2σ2
)
dt. (20)
Thus, (19) holds. Note that (20) can be easily observed
from the graph of the density function of the normally
distributed random variable with 0 mean. 
Here we make a remark. It is easy to see from the lemma
that if ai > 0 for i = 1, . . . , n, then∫ an
−an
· · ·
∫ a1
−a1
exp
(
−‖Rξ‖
2
2
2σ2
)
dξ1 · · · dξn
≤
n∏
i=1
∫ ai
−ai
exp
(
−r
2
iit
2
2σ2
)
dt.
If ai = 1/2 for i = 1, . . . , n, the above inequality leads
to [11, eq. (20)], which shows that the success probability
of ordinary rounding detectors cannot be larger than the
success probability of ordinary Babai detectors, but our
proof is much simpler.
The following theorem characterizes the relationship
between P BR
R
and P BB
R
.
Theorem 5: Suppose that xˆ is uniformly distributed over
B and xˆ and v are independent, then
P BR
R
≤ P BB
R
. (21)
Proof. We prove (21) by induction. Clearly, (21) holds
if n = 1 since xBR = xBB in this case.
In the following, we assume that (21) holds for n = k
for any positive integer k, then by induction, we show that
it also holds for n = k + 1.
Denote B˜ = {x˜ ∈ Zk : ℓ2:k+1 ≤ x˜ ≤ u2:k+1}, where
ℓ and u are defined in (2). Write x¯ =
[
x¯1
x˜
]
. Then,
∑
∀x¯∈B
P BR
D
(x¯) =
∑
∀x˜∈B˜
P BR
D
([
ℓ1
x˜
])
+
∑
∀x˜∈B˜
P BR
D
([
u1
x˜
])
+
u1−ℓ1−1∑
i=1
∑
∀x˜∈B˜
P BR
D
([
ℓ1 + i
x˜
])
.
By Theorem 1, Lemma 1 and (14), we have
∑
∀x˜∈B˜
P BR
D
([
ℓ1
x˜
])
+
∑
∀x˜∈B˜
P BR
D
([
u1
x˜
])
≤
[
r11√
2πσ2
∫ ∞
−∞
exp
(
−r
2
11t
2
2σ2
)
dt
+
r11√
2πσ2
∫ 1
2
− 1
2
exp
(
−r
2
11t
2
2σ2
)
dt
] ∑
∀x˜∈B˜
P BR
D
(x˜)
=(1 + φσ(r11))
∑
∀x˜∈B˜
P BR
D
(x˜).
Similarly, we obtain
u1−ℓ1−1∑
i=1
∑
∀x˜∈B˜
P BR
D
([
ℓ1 + i
x˜
])
≤ (u1 − ℓ1 − 1) r11√
2πσ2
∫ 1
2
−
1
2
exp
(
−r
2
11t
2
2σ2
)
dt
×
∑
∀x˜∈B˜
P BR
D
(x˜)
= (u1 − ℓ1 − 1)φσ(r11)
∑
∀x˜∈B˜
P BR
D
(x˜).
Therefore, by the above inequalities, we obtain∑
∀x¯∈B
P BR
D
(x¯) ≤ [1 + (u1 − ℓ1)φσ(r11)]
∑
∀x˜∈B˜
P BR
D
(x˜).
Then, by Theorem 2 and Theorem 4, we have
P BR
R
≤
[ 1
u1 − ℓ1 + 1 +
(u1 − ℓ1)
u1 − ℓ1 + 1φσ(r11)
]
× 1∏n
i=2(ui − ℓi + 1)
∑
∀x˜∈B˜
P BR
D
(x˜)
≤
[ 1
u1 − ℓ1 + 1 +
(u1 − ℓ1)
u1 − ℓ1 + 1φσ(r11)
]
×
n∏
i=2
[ 1
ui − ℓi + 1 +
ui − ℓi
ui − ℓi + 1φσ(rii)
]
= P BB
R
where the second inequality follows from the induction
hypothesis. 
IV. NUMERICAL SIMULATIONS
In this section, we do numerical tests to illustrate
Theorems 2, 4 and 5. We let n = 8 and generated
100 different A’s by letting A = randn(n). For each
generated A, we generated 1000 xˆ’s with each of them
being uniformly distributed over B = [0, 3]n and 1000 v’s
with v = σ randn(n, 1), where σ = 0.05 : 0.05 : 0.4. For
each generated A, we use Theorems 2 and 4 to compute
P BR
R
and P BB
R
, take their average values and denote them as
“Theo. P BR
R
” and “Theo. P BB
R
”, respectively. We compute
the experimental P BR
R
and P BB
R
which are the number of
events xBR = xˆ and xBB = xˆ divided by 105, and
respectively denote them as “Exp. P BR
R
” and “Exp. P BB
R
”.
Figure 1 shows the average success probabilities of the
box-constrained rounding and Babai detects versus σ for
n = 8 and B = [0, 3]n. From Figure 1, one can see that
the experimental success probabilities of these two detec-
tors are closely consistent with the success probabilities
computed via Theorems 2 and 4, and Theorem 5 holds.
V. SUMMARY
In this paper, we investigated the success probabil-
ity of box-constrained rounding detectors xBR and box-
constrained Babai detectors xBB, and studied their rela-
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Fig. 1. Average success probabilities versus σ for n = 8 and B = [0, 3]n
tionship. We first proposed formulas for the success prob-
ability P BR
D
and P BR
R
for xBR, and the success probability
P BB
D
for xBB. Then, we gave an example which shows that
P BR
D
may strictly larger than P BB
D
. Finally, we rigorously
showed that P BR
R
≤ P BB
R
always holds if xˆ is uniformly
distributed over the constraint box B.
REFERENCES
[1] M. O. Damen, H. E. Gamal, and G. Caire, “On maximum likelihood
detection and the search for the closest lattice point,” IEEE Trans.
Inf. Theory, vol. 49, no. 10, pp. 2389–2402, 2003.
[2] G. J. Foscini, G. D. Golden, R. A. Valenzuela, and P. W. Wolni-
ansky, “Simplified processing for high spectral efficiency wireless
communication employing multi-element arrays,” IEEE J. Sel.
Areas Commun., vol. 17, no. 11, pp. 1841–1852, 1999.
[3] D. Wu¨bben, R. Bohnke, J. Rinas, V. Kuhn, and K. Kammeyer, “Ef-
ficient algorithm for decoding layered space-time codes,” Electron.
Lett., vol. 37, no. 22, pp. 1348–1350, 2001.
[4] X.-W. Chang and Q. Han, “Solving box-constrained integer least
squares problems,” IEEE Trans. Wireless Commun., vol. 7, no. 1,
pp. 277–287, 2008.
[5] J. Jalde´n and B. Ottersten, “On the complexity of sphere decoding
in digital communications,” IEEE Trans. Signal Process., vol. 53,
no. 4, pp. 1474–1484, 2005.
[6] D. Micciancio, “The hardness of the closest vector problem with
preprocessing,” IEEE Trans. Inf. Theory, vol. 47, no. 3, pp. 1212–
1215, 2001.
[7] L. Babai, “On lovasz lattice reduction and the nearest lattice point
problem,” Combinatorica, vol. 6, no. 1, pp. 1–13, 1986.
[8] X.-W. Chang, J. Wen, and X. Xie, “Effects of the LLL reduction
on the success probability of the babai point and on the complexity
of sphere decoding,” IEEE Trans. Inf. Theory, vol. 59, no. 8, pp.
4915–4926, 2013.
[9] J. Wen and X.-W. Chang, “The success probability of the Babai
point estimator and the integer least squares estimator in box-
constrained integer linear models,” IEEE Trans. Inf. Theory, vol. 63,
pp. 631–648, 2017.
[10] J. Wen, C. Tong, and S. Bai, “Effects of some lattice reductions
on the success probability of the zero-forcing decoder,” IEEE
Commun. Lett., vol. 20, no. 10, pp. 2031–2034, 2016.
[11] P. J. G. Teunissen, “Success probability of integer GPS ambiguity
rounding and bootstrapping,” Journal of Geodesy, vol. 72, no. 10,
pp. 606–612, 1998.
[12] S. Hanssian, Success Rates of Estimators of Integer Parameters
in Box-constrained Linear Models. Master’s thesis, McGill
University, 2012.
