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Three-dimensionally distributed electrical functioning is the trigger of mechanical
contraction of the heart. Disturbance of this electrical flow is known to predispose to
mechanical catastrophe but, due to its amenability to certain intervention techniques, a
detailed understanding of subject-specific cardiac electrophysiological conditions is of
great medical interest. In current clinical practice, body surface potential recording is
the standard tool for diagnosing cardiac electrical dysfunctions. However, successful
treatments normally require invasive catheter mapping for a more detailed observation
of these dysfunctions.
In this dissertation, we take a system approach to pursue personalized noninva-
sive imaging of volumetric cardiac electrophysiology. Under the guidance of existing
scientific knowledge of the cardiac electrophysiological system, we extract the subject-
specific cardiac electrical information from noninvasive body surface potential map-
ping and tomographic imaging data of individual subjects. In this way, a priori knowl-
edge of system physiology leads the physiologically meaningful interpretation of per-
sonal data; at the same time, subject-specific information contained in the data identifies
parameters in individual systems that differ from prior knowledge.
Based on this perspective, we develop a physiological model-constrained statistical
framework for the quantitative reconstruction of the electrical dynamics and inherent
electrophysiological property of each individual cardiac system. To accomplish this, we
v
first develop a coupled meshfree-BE (boundary element) modeling approach to repre-
sent existing physiological knowledge of the cardiac electrophysiological system on
personalized heart-torso structures. Through a state space system approach and se-
quential data assimilation techniques, we then develop statistical model-data coupling
algorithms for quantitative reconstruction of volumetric transmembrane potential dy-
namics and tissue property of 3D myocardium from body surface potential recoding
of individual subjects. We also introduce a data integration component to build per-
sonalized cardiac electrophysiology by fusing tomographic image and BSP sequence
of the same subject. In addition, we develop a computational reduction strategy that
improves the efficiency and stability of the framework.
Phantom experiments and real-data human studies are performed for validating
each of the framework’s major components. These experiments demonstrate the po-
tential of our framework in providing quantitative understanding of volumetric car-
diac electrophysiology for individual subjects and in identifying latent threats in indi-
vidual’s heart. This may aid in personalized diagnose, treatment planning, and funda-
mentally, prevention of fatal cardiac arrhythmia.
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AV node atrioventricular node
BBB bundle brach block
BE boundary element
BSP body surface potential
BSPM body surface potential map
CC correlation coefficient
CE centroid of infarct





EP extent percentage of infarct
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IECG inverse problem of electrocardiography
KF Kalman filter
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RBBB right bundle branch block
RRMSE relative root mean square error
RRSR reduced-rank square root
RV right ventricle
UKF unscented Kalman filter
UT unscented transform
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Scalar Symbols
Symbol Description
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lular conductivity tensor
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Nothing is less in our power
than the heart, and far from
commanding we are forced to
obey it.
Jean Jacques Rousseau
To understand patho-physiological functions of individual living systems, there are
two major information sources available. On one side, in situ observations of each in-
dividual provide subject-specific information about the normal or diseased functions
for the organism of the particular individual. These observations are normally created
using sophisticated physical mechanisms, and therefore reflect the underlying phys-
iological functions in an indirect, incomplete, sparse and noisy manner. As a result,
without appropriate guidance or constraints, understanding of these observations is
likely to fall short of physiological plausibility. On the other side, prior knowledge
about system physiology, acquired by scientists, physiologists and biologists over the
years, comprehensively describes the structural, functional and interactive behaviors of
the intact organism across different temporal and spatial scales. This scientific knowl-




Motivated by the notion to integrate these two sources of information for person-
alized patho-physiology, we propose a system approach to pursue quantitative recon-
struction of the unknown dynamics and property of each individual system. It extracts
subject-specific information from external observations of an individual system under
the guidance of existing scientific knowledge of that system. Fundamentally, a priori
knowledge of system physiology leads the physiologically meaningful interpretation
of personal data; at the same time subject-specific information in the data identifies al-
tered parameters / structures of the living system for individual subjects. Based on
this perspective, in this dissertation, we develop a novel framework for personalized
noninvasive imaging of volumetric cardiac electrophysiology, using noninvasive clini-
cal data of individual subjects from body surface potential mapping and tomographic
imaging.
1.1 The Problem
Myocytes, cells of the heart muscle, excite electrically as a result of local changes in cell
membrane conductances to various ionic species, such as sodium (Na), potassium (Ka)
and calcium (Ca) ions. The resulting membrane currents create potential difference
across the membrane (transmembrane potential). These membrane currents also give
rise to the local changes in intracellular ionic concentrations, which in turn trigger the
local subcellular mechanical events. This leads to a tight coupling of electrical and
mechanical functions in the heart. At the same time, a quasi-static electromagnetic field
exist on the body torso where active electrical sources are distributed inside the three-
dimensional heart wall and the torso works as a passive volume conductor. During the
electrical functioning of the heart, the membrane currents serve as local source currents
to produce Ohmic currents throughout the volume conductor [1]. These Ohmic currents
reflect as electrical potential difference which can be measured between any two points
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within the torso, including on the body surface.
Because of this tight electromechanical coupling, a coordinated mechanical function
can only be achieved when the inciting electrical functioning is properly coordinated.
Even when the mechanical function appears normal, the electrical functioning inside
the 3D muscular tissue of the heart (myocardium) is of great clinical interest. Its distur-
bance, cardiac arrhythmia, usually predisposes to mechanical catastrophe which could
make the heart fail to supply sufficient blood flow to meet the body’s needs. This ar-
rhythmia, at the same time, is amenable to proper intervention. While modern med-
ical imaging modalities, such as computed tomography (CT) and magnetic resonance
imaging (MRI), have been able to provide noninvasive 3D structural and kinematic
observations of the heart wall, currently no equivalent modality is capable of produc-
ing noninvasive observation of the electrophysiological phenomena throughout the 3D
heart wall. Though noninvasive body surface potential (BSP) recording, such as the
12-lead electrocardiograms (ECG), appears adequate for diagnosing electrophysiologi-
cal dysfunctions, successful treatment still requires imaging of these dysfunctions in the
heart. In current practice, this is widely done by invasive and laborious endocardial
catheter mapping such as electrophysiological study (EPS). In this procedure, cardiac
electrophysiologists place on or more catheters within the patient’s heart, pace the heart
to induce electrical dysfunctions, and record electrical signals produced in the cavitary
of the heart. This procedure is complicated and expensive. Moreover, it irritates the
myocardium and frequently triggers fatal cardiac arrhythmia that could lead to sud-
den death.
Great effort, therefore, has been put to develop a technique capable of providing
detailed imaging of spatiotemporally distributed electrical functioning of the heart in a
less destructive and safer manner, namely, using BSP recordings. This is widely known
as the inverse problem of electrocardiography (IECG). Moreover, phenomenal electri-
cal functioning is largely determined by the inherent electrophysiological property of
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heart tissue, which are therefore fundamental to the assessment of myocardial viabil-
ity. The prospect of understanding essential tissue property of the heart for individ-
ual subjects using noninvasive observations is an important motivation for our effort
of personalized noninvasive imaging of cardiac electrophysiology, including both the
phenomenal electrical activity and inherent electrophysiological property throughout
the 3D myocardium for individual subjects. From these two different quantities, we
can further detect and evaluate the latent substrate which is responsible for fatal car-
diac arrhythmia in the heart, and therefore facilitate the diagnose, treatment planning,
and fundamentally, prediction and prevention of fatal cardiac arrhythmia.
1.2 Framework Overview
In this dissertation, we approach the classical IECG problem from a system perspec-
tive, and extend to more complete personalized cardiac electrophysiology tackling not
only the electrical functioning but also the inherent tissue property of the heart. We de-
velop a physiological model-constrained statistical framework for the quantitative un-
derstanding of subject-specific cardiac electrophysiological system, based on a proper
combination of prior scientific knowledge of the system physiology and in vivo obser-
vations of individual subjects. Accordingly, our framework can be broken into several
major components as shown in the diagram of Fig 1.1. On one hand, different obser-
vational data from individual subjects needs to be properly acquired and processed.
On the other hand, prior scientific knowledge of the physiology / pathology about
the cardiac electrophysiological system needs to be incorporated on personalized heart
and torso structures. With these two sources of information, an appropriate strategy
of information recovery has to be developed to couple them for reconstructing subject-
specific electrical activity and electrophysiological property inside the 3D myocardium.
From these two estimates, a suitable method is needed for the visualization and quan-
titative identification of the possible arrhythmogenic substrate, and the analysis of the
4
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Figure 1.1: Overview of the framework
corresponding arrhythmogenic mechanism as well. The performance of this frame-
work should be validated and evaluated through sufficient experiments, which can
further provide feedback for the revision and improvement of the other components.
In the following, contribution and experimental validation in each major component
are briefly described.
Data Acquisition and System Physiology
Body surface potential recording and tomographic image, such as MRI, are the pri-
mary input data for this framework; the acquisition of these is usually accomplished in
collaboration with experimental laboratories and hospitals. At the same time, to incor-
porate and represent the existing physiological knowledge, computational modeling
provides a powerful vehicle.
In this dissertation, we model the cardiac electrophysiological system on heart-torso
structures personalized from input tomographic images, including 1), system dynamics
in terms of the spatiotemporal dynamics of volumetric transmembrane potential (TMP)
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for the general population in normal conditions; and 2), system observation process in
terms of the physical relationship between TMP inside the 3D myocardium and BSP.
We develop a novel coupled meshfree-BE (boundary element) platform for this pur-
pose, where the 3D heart wall is represented by a cloud of unconnected points (mesh-
free points) and the torso is represented by boundary element on the body surface. This
platform allows for the investigation of volumetric electrical conduction inside the 3D
myocardium; at the same time it simplifies the complexity of the torso structure and
discards excessive variables that describe electrical potential distribution throughout
the volume conductor and are of no interest to the problem. Accuracy and conver-
gency of our modeling approach is quantitatively assessed against analytic solutions
on a synthetic geometry of two concentric spheres, during which the benefit of the ho-
mogeneous torso model is also justified. Electrocardiographic simulation of various
cardiac conditions are performed on personalized heart-torso structures, and compar-
isons with existent works demonstrate the plausibility of our platform.
Information Recovery
• Statistical Model-Data Coupling: Fundamental of Personalized Cardiac Electro-
physiology.
The premise of a successful coupling of prior knowledge represented in the math-
ematical models, and subject-specific information encoded in personal data, is to
acknowledge the fact that both the prior physiological knowledge and individual
observations have uncertainties: the knowledge represented in general models
is different from subject-specific conditions, while the individual BSP measure-
ments and tomographic images are always corrupted by noise. To allow uncer-
tainties to exist in both information sources, we develop a statistical approach to
transform the physiological system into stochastic state space representation. Se-
quential data assimilation method is adopted to combine personal BSP recordings
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with model predictions to produce estimates of TMP.
Robustness of the TMP estimation to the model and data error in practical envi-
ronments is evaluated. Comparison of epicardial potential reconstruction with
state-of-art IECG approaches exhibits substantial improvement in quantitative
accuracy of our framework. Phantom experiments on intramural focal activity,
where abnormal electrical excitation initiates inside the myocardium, demon-
strate the capability of the framework in reconstructing local arrhythmic details
and identifying arrhythmogenesis inside the myocardium. Further real-data ex-
periments on post myocardial infarction (MI), validated with gold standard pro-
vided by cardiologists, show its promising clinical potential in identifying and
predicting the latent threat, the substrate responsible for fatal cardiac arrhythmia,
in the patient’s heart.
• System Identification: Simultaneous Reconstruction of Myocardial TMP and Tis-
sue Properties.
When prior physiological models guide a physiologically meaningful understand-
ing of personal data, it is also vital to use the subject-specific information in the
data to identify the model parameters and/or structures that are altered from
those for the general population in normal conditions. Furthermore, as men-
tioned earlier, these model parameters usually correspond to critical electrophys-
iological properties in the heart, and therefore a noninvasive quantitation of them
is valuable for assessing the arrhythmia susceptibility of individual subjects.
Based on the system perspective, we approach the problem as system identifica-
tion, and develop a dual estimator for simultaneous reconstruction of myocardial
TMP and tissue properties from BSP observations. For four post-MI patients,
volumetric TMP dynamics and tissue excitability of the 3D myocardium are es-
timated from noninvasive BSP data. Abnormalities of these two different elec-
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trophysiological quantities are localized, the correlation of which enables the in-
vestigation of the complex 3D structure and mechanism of the arrhythmogenic
substrate. Quantitative evaluation of infarct extent and location is validated by
the gold standard and the precision exhibits notable improvement over existing
results.
• Data Integration: Fusing BSP and Tomographic Image Sequence for Personalized
Cardiac Electrophysiology.
To increase the amount of subject-specific information sources for personalized
cardiac electrophysiology, we further pursue the development of a data integra-
tion component in our framework. During the model-data coupling, this com-
ponent fuses information in BSP and tomographic image sequence of the same
subject for personalized volumetric TMP imaging.
Tomographic image sequence provides noninvasive kinematic observations of 3D
heart wall at a low temporal resolution [2,3]. According to cardiac electromechan-
ical coupling [4], we convert this information to local cardiac electrophysiologi-
cal information inside the 3D myocardium, and use it to adjust the BSP-driven
TMP reconstruction. As demonstrated in phantom experiments on pathological
conditions, tomographic image sequence is able to provide information which is
absent in BSP, and therefore improves the stability, convergency and accuracy of
TMP estimation. Initial experiments on real MRI show the practical potential of
this strategy.
• Computational Reduction: Improving the Efficiency and Stability of the Frame-
work’s Algorithm
The high dimension and large scale of the complex cardiac system, as well as
the massive amount of data, result in high computational requirement for our
framework. We develop a reduced-rank square root (RRSR) strategy to reduce
8
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the computational cost of our algorithms. This strategy improves the efficiency
of the model-data coupling by using the principal, instead of full, components
of the error in the estimates (reduced-rank version of the covariance matrix of
the estimates); at the same time it increases the stability of the filtering process
by following a square root structure of the covariance matrix of the estimates.
This reduced-rank and square root structure are unified into the integrated RRSR
algorithm.
Phantom experiments demonstrate the capability of this algorithm in bringing
substantial computational reduction at relatively slight expense of estimation ac-
curacy. Furthermore, rather than being confined to the specific problem tackled in
this dissertation, this novel RRSR filtering algorithm could be applied to a variety
of large-scale filtering problems, such as in meteorology, oceanology and geology.
1.3 Contribution and Dissertation Organization
Based on the system perspective, we develop the above framework for personalized
noninvasive imaging of volumetric cardiac electrophysiology by statistically coupling
scientific knowledge of the cardiac electrophysiological system for the general popu-
lation and subject-specific information in personal data with regard to their respective
uncertainties. In comparison to the existing IECG effort (section 2.4), our framework
exhibits the following strengths:
1. In addition to the phenomenal electrical functioning of the heart, our framework
is also able to provide quantitative description of the inherent electrophysiologi-
cal property of the 3D myocardial tissue. The understanding of these two differ-
ent aspects of personalized cardiac electrophysiology enables further investiga-
tion of latent substrate in the heart of each individual, and therefore the assess-
ment of his / her arrhythmia susceptibility.
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2. Because of the system perspective, we are able to utilize the computational mod-
eling as a powerful tool to quantitatively and comprehensively represent exist-
ing prior knowledge of cardiac electrophysiology for the general population, and
therefore incorporate it to guide the interpretation of personal data.
3. Centered on a statistical approach, our framework performs the model-data cou-
pling with the corresponding model and data uncertainties well quantified. It
addresses the issue that, prior knowledge represented in general models essen-
tially differs from individual conditions, and personal data are always corrupted
by measurement noise.
4. The prospect that more reliable as well as more specific understanding of subject-
specific cardiac electrophysiology could be obtained is the major motivation for
our attempt at the integration of electrical and mechanical data for personalized
noninvasive cardiac electrophysiological imaging. This data integration compo-
nent in our framework further breaks the limits of the existing IECG effort and
extends the potential of personalized cardiac electrophysiology by considering
and fusing its observations from different aspects.
This dissertation is organized as follows: Chapter 2 reviews the background of
cardiac electrophysiology and related IECG effort. Chapters 3 through 7 present the
development and experimental validation of the basic components in the framework,
including the modeling of the cardiac electrophysiological system (Chapter 3), the de-
velopment of the statistical model-data coupling for volumetric TMP imaging using
BSP as the single data source (Chapter 4), system identification for simultaneous TMP
and tissue property imaging using BSP as the single data source (Chapter 5), date inte-
gration for volumetric TMP imaging (chapter 6), and computational reduction strategy
(Chapter 7). Chapter 8 concludes with summaries of the strength and limitation of the
framework, as well as discussion of future research direction.
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Chapter 2
Background and Related Work
The heart is the only broken
instrument that works.
Johann Wolfgang von Goethe
2.1 Cardiac Electrophysiology and Electromechanics
The heart (Fig 2.1) is an electromechanical organ that supplies the metabolic needs of
the body by pumping blood to and from all necessary tissues. This task is performed
by means of a coordinated muscular contraction cycle which progresses through the
four major chambers of the heart: the right and left atria (RA and LA), and the right
and left ventricles (RV and LV). This mechanical process is mediated by the underlying
electrical activity of the heart. In other words, coordination of the contractile behavior
is dependent upon reliable coordination of electrical signals and pathways. If left un-
treated, a failure of the electrical conduction could lead to a fatal breakdown of cardiac
contraction.
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Figure 2.1: Schematics of the longitudinal cross-section of human heart, showing four
major chambers and the primary cardiac conduction system [5].
2.1.1 Cardiac Electrophysiology
The nature of the electrical propagation is mediated by ion channels embedded within
the cellular membrane of cardiac muscle cells. The membrane current resulting from
the membrane conductance change produces potential difference across the cell mem-
brane (between intracellular and extracellular space), known as the cardiac transmem-
brane potential (TMP) or action potential. This potential difference maintains approxi-
mately−90mV at rest, and changes to about +30mV under a sufficiently large electrical
stimulus (depolarization). TMP remains at this large magnitude for a while (plateau)
before returning to the resting state (repolarization) (Fig 2.2). Furthermore, diffusive
coupling between the cells allows the cell-to-cell transmission of the activation with-
out attenuation along distance from the starting cells. The action potential, or TMP
dynamics, represents the electrical activity within a single myocyte over time, and its
propagation throughout the heart constitutes the whole image of cardiac electrical ac-
tivity.
12
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Figure 2.2: Representative time course of ventricular transmembrane potential (action
potential) in a cardiac cycle. The numbers along the curve correspond to the 5 different
phases: 0: rapid depolarization; 1, initial repolarization; 2, plateau; 3, rapid repolariza-
tion; 4, resting.
Fig 2.1 illustrates the schematics of the cardiac conduction system. The electrical
activity of the normal heart originates from a small cluster of pacemaker cells at the
base of the superior vena cava, collectively known as the sinoatrial (SA) node. From the
SA node, the action potential is propagated from cell to cell around the right and left
atria, untill it reaches a second group of cells that collectively form the atrioventricular
(AV) node, which is the only electrical pathway between the atria and the ventricles in
a human heart. The relatively fast propagation in the atria (approximately 1 m/s) is
slowed down (to about 0.1 m/s) through the AV node, before entering the specialized
conduction system of the heart.
This conduction system consists of a fast conducting pathway (around 2 m/s) start-
ing with the common bundle of His which split into the left and right bundles. From
there, the electrical impulse spreads across the endocardium of both ventricles via the
distal Purkinje system, and then activates the myocardium cell-by-cell outward towards
the epicardium. It is this specialized His-Purkinje conduction system that is responsible
for the rapid spread of excitation in the ventricles. Ventricular activation, accordingly,
first occurs in the left side of the septum and proceeds to the right side of the septum
and to the anterior wall, following an inside-out course.
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Figure 2.3: Representative action potential during normal rhythm from the SA node,
atria, AV node and ventricles. The vertical line on each action potential recording indi-
cates a common time reference. Reproduced from Stanley Nattel (2002) [7].
The shape of action potential varies from region to region. The action potential of
the SA and AV nodal cells is small with a short duration and a slow upstroke, whereas
that of the His-Purkinje and ventricular cells is larger and of much longer duration with
a sharper upstroke (Fig 2.3). The myocytes from the endocardium and epicardium also
have markedly different action potential shapes and durations. Because of this hetero-
geneity in electrical property, the atrial repolarization proceeds in the same direction as
depolarization while ventricular repolarization follows an inverted pattern: the process
begins in the epicardium and ends in the endocardium [6]. The summed electrical activ-
ity of all cardiac cells results in the electrical potential difference that can be measured
on the body surface.
2.1.2 Cardiac Electromechanical Coupling
When the myocardium is electrically stimulated, its ability to actively contract rises
first and then falls. This cardiac electromechanical (EM) coupling is conceptually easy
14
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Figure 2.4: Diagram of the principal events in a normal cardiac cycle, showing relation-
ships between cardiac electrical and mechanical activity at a macroscopic level. Note
the very different voltage scales used for the ECG and the action potential recording.
Reproduced from Illingworth [11].
to imagine and has been studied at different scales. At a cellular level, the responsible
mechanism being explored is coined as the activation-contraction coupling process and is
largely controlled by the concentration of calcium ions in myocytes [8]. At the macro-
scopic level, the change in ventricular volume and pressure is governed by the acti-
vation propagation through the myocardium. Fig 2.4 demonstrates how the electrical
activity and mechanical motion of the heart are related at different stages of a cardiac
cycle. Great progress has been achieved in describing phenomenological behavior of
the heart in a relatively complete scope via cardiac physiome models [9], wherein the
electrical excitation is quantitatively related to contractile stress following physically
based EM coupling law [10]. Based on physiologically sophisticated theories, these
computational-intensive studies usually involve intricate modeling.
An alternative straightforward manifestation of cardiac EM coupling is the correla-
tion between local electrical depolarization (E activation) and mechanical contraction
15
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(M activation) sequences, namely the correspondence of their respective time courses.
Instead of modeling the mechanisms under cardiac EM coupling, the empirical E-M ac-
tivation correlation is investigated through experimental studies. For years the primary
obstacle to obtaining a consensual conclusion is the lack of a precise mechanical defi-
nition of activation. Different parameters have been measured after the first attempt
of Hill [12], sometimes producing conflicting conclusions [13]. By defining the M ac-
tivation as the onset of local myocardial fiber shortening (contraction), 3D cardiac M
activation maps have been successfully generated from tagged magnetic resonance im-
ages (MRI) [14, 15], and the linear correlation between the electrical depolarization and
mechanical contraction has been quantified on a local level in an in vivo heart [16–18].
2.2 Cardiac Mapping and Electrocardiography
2.2.1 Cardiac Mapping
Cardiac mapping records myocardial electrical or mechanical activity, or both. It has
evolved as an important tool in the study, diagnosis and treatment of cardiac arrhyth-
mia and other heart disorders. For electrical mapping, simultaneous body surface map-
ping directly reveals temporal and spatial characteristic of cardiac electrical activity on
the body surface, and when combined with the process of solving the inverse prob-
lem of electrocardiography (IECG), detailed information about cardiac sources can be
reconstructed in a noninvasive manner [19]. Alternatively, when no satisfactory infor-
mation on regional cardiac electrical activity is available, invasive mapping is some-
times employed to provide detailed descriptions of epicardial [20], endocardial [21] or
intracavitary potential distribution [22]. Challenges such as complicated clinical proce-
dures, myocardial irritation and risk of sudden death, however, make these techniques
unfavorable in some clinical enviroments [19]. Another alternative is the optical map-
ping which is able to record TMP using voltage sensitive fluorescent dyes. The severe
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distortion to slight motion artifact, nevertheless, limits its widespread use.
For mechanical mapping, most research has concentrated on indirect measurements
generated by popular clinical imaging techniques, such as magnetic resonance imaging
(MRI) and ultrasound imaging, to calculate myocardial mechanical activity. Because
these methods are noninvasive, they are clinically advantageous, but they are limited
in temporal resolution and they are unable to measure force generated during muscle
contraction. Direct measurement of this force yields unique and valuable information
concerning myocardial mechanics; effort has been made to measure contractile force in
a single myocyte [23] or local myocardium [24].
It has been recognized that the electrical and mechanical data from different map-
ping modalities provide redundancy and extend the spatiotemporal coverage of cardiac
information. In recent years, the research and clinical value of simultaneous electrical
and mechanical recording (electromechanical mapping, e.g. [25]) is becoming clear since
it gives insights that neither technology alone could reveal [19]. In this dissertation, the
prospect that more reliable as well as more specific understanding of subject-specific
cardiac electrophysiology could be obtained is the major motivation for attempting the
integration of electrical and mechanical data for personalized noninvasive cardiac elec-
trophysiological imaging.
2.2.2 Electrocardiography
Among electrical cardiac mapping techniques, simultaneous electrical mapping on the
body surface has developed into an essential method for deciphering and evaluat-
ing cardiac depolarization and repolarization sequences during normal and abnormal
rhythms [19]. Electrocardiography, accordingly, involves the acquisition and interpre-
tation of body surface potential recordings for a noninvasive understanding of cardiac
electrical activity.
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Figure 2.5: Electrode positioning of standard 12-lead recording system, including 3
standard limb leads of Einthoven et al [26] and 6 precordial ECG leads.
Standard 12-Lead Electrocardiogram (ECG)
Classical electrocardiography was pioneered with the work of Einthoven et al [26].
They proposed a recording system comprising three electrodes, LA, RA and LL, placed
on the left arm, right arm and left leg respectively (Fig 2.5), which is later formed as
Einthoven’s triangle. The three limb lead voltages VI , VII and VIII are calculated from
the potential recordings ΦLA, ΦRA, and ΦLL on the three limb electrodes:
VI = ΦLA − ΦRA, VII = ΦLL − ΦRA, VIII = ΦLL − ΦLA (2.1)
Their combination as illustrated in Fig 2.6 produces the cardiac vector that indicates the
direction of the electrical depolarization of the heart in time.
The standard 12-lead system uses six more electrodes on the anterior thorax (Fig
2.5) in addition to the three limb electrodes. These precordial leads, V1 to V6, give the
potential measured between each of these electrodes and a common reference point
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Figure 2.6: Illustration of Einthoven triangle construction for the heart vector. The lo-
cation of three limb electrodes LA, RA and LL is the same as in Fig 2.5. At a particular
time instant, the scalars VI − VIII are plotted as vectors along the sides of an equi-
lateral triangle (white arrows) and combined into the cardiac vector (yellow arrows).
The mark on the time axis indicates the time instant within a cardiac cycle (ventricular
depolarization at 250 ms (left) and 350 ms (right), respectively).




(ΦLA + ΦRA + ΦLL) (2.2)
A standard 12-lead ECG consists of VI − VIII , V1 − V6, and three augmented voltages
aVR, aVL and aVF :
aVR = ΦRA −
1
2
(ΦLA + ΦLL) (2.3)
aVL = ΦLA −
1
2
(ΦRA + ΦLL) (2.4)
aVF = ΦLL −
1
2
(ΦLA + ΦRA) (2.5)
Fig 2.7 depicts a standard 12-lead ECG traces recorded from a healthy subject.
A schematic diagram of the trace of a normal ECG lead is shown in Fig 2.8. In a nor-
mal heart, the first deflection known as the P wave corresponds to the process of atrial
depolarization. When the activation propagates through the AV node and Purkinje net-
work, the ECG remains in its baseline (PR segment). The QRS complex represents the de-
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Figure 2.7: A typical normal standard 12-lead ECG trace. Row one: leads VI , aVR, V1
and V 4. Row two: leads VII, aVL, V2 and V5. Row three: leads VIII, aVF , V 3 and V6. A
calibration pulse is shown alongside leads I, II and III.
polarization throughout the ventricular myocardium, followed by the ST segment when
action potential of all ventricular myocytes remains in the plateau and all the regions
of the ventricles are in a depolarized state. Subsequent repolarization of the ventricles
then generates the T wave, which is of much longer duration than QRS complex since
this repolarization sequence is much slower than activation spread. The following U
wave may be either absent or present as a small rounded wave with uncertain origins.
PR interval, therefore, measures the time between the onset of atrial depolarization in
the myocardium adjacent to the SA node, and the onset of ventricular depolarization in
the myocardium adjacent to the Purkinje fiber. QT interval, correspondingly, estimates
the duration of ventricular depolarization and repolarization. Therefore, the contribu-
tion from the action potential of a single myocyte to the ECG is easy to understand; on
the other hand, accurate inference of single action potential from ECG requires further
mathematical study since ECG represents a global summation of the electrical activity
within the entire heart.
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Figure 2.8: Schematics of the typical waveform and intervals of the ECG.
Body Surface Potential Map (BSPM)
As a clinic routine for diagnosis and monitoring of heart conditions, standard ECG only
records an inadequate subset of the body surface potential data. By way of contrast,
body surface mapping records potential distribution on the torso surface with tens to
hundreds of electrodes (Fig 2.9). It thus contributes additional information to that of
the standard ECG. As shown in Fig 2.10, BSPM reflects details of the spatiotemporal se-
quence of cardiac excitation and recovery. Therefore, cardiac arrhythmia, such as local
intraventricular conduction disturbance, preexcitation, premature ventricular beat, and
repolarization disorder, can produce unusual BSPM patterns distinguishable from that
in normal conditions [27]. Unfortunately, currently there is no recognized standard for
electrode positioning or recording system. The difficulty in the interpretation of mas-
sive amounts of data and the cumbersome recording and acquisition process explains
why the cost-effectiveness ratio for this technique is still unfavorable in clinical prac-
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Figure 2.9: Representative electrode positioning on the body surface in a 120-lead BSPM
setup used at Dalhousie University. The left side of column A represents the anterior
(front) view of the body surface, and the right side represents the posterior (rear) view.
tice [6]. For personalized noninvasive imaging of volumetric cardiac electrophysiology,
however, BSPM is a necessary input to provide sufficient subject-specific information.
2.3 Cardiac Arrhythmia and
Electrocardiographic Diagnosis
Cardiac arrhythmia usually manifests in one of two ways: tachycardia or fibrillation.
Tachycardia manifests as a fast and uncontrolled heart rhythm; the heart quivers in-
stead of contracting so its ability to eject the blood is substantially reduced. Fibrillation
occurs when the electrical conduction in the heart goes chaotic and the heart fibril-
lates and can no longer pump the blood to the rest of the body [28]. The responsible
arrhythmogenic mechanisms have been generally classified into disorders of impulse
formation and conduction, or both [29]. For instance, a group of cells displaying ab-
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Figure 2.10: Anterior view of an BSP map, simulated by our laboratory on a realistic
torso model. The color encodes the amplitude of BSP.
normal automaticity (ectopic foci) could induce focal-arrhythmia while an area of ab-
normal conduction could develop re-entrant circuit and induce re-entrant arrhythmia.
The correspondence between arrhythmogenic mechanism and arrhythmic manifesta-
tion, nevertheless, is quite intricate. For example, either focal-arrhythmia or re-entrant
arrhythmia could cause ventricular tachycardia (VT); ischemia can reduce the excitabil-
ity of myocardial cells and after myocardial infarction (also known as heart attack), the
injured tissues on the border zone of the infarct could lead to a highly altered activation
pattern under certain circumstances; thus leading to life-threatening conditions such as
re-entrant VT and ventricular fibrillation (VF).
Another relatively frequent clinical occurrence involves the bundle branch and fas-
cicular blocks in the specialized conduction system of the heart. When one of the bun-
dle branches, or anterior/posterior fascicles of left bundle branch becomes diseased or
damaged, and stops conducting electrical impulses, a left/right bundle branch block
(LBBB/RBBB) or hemiblock occurs. The chief effect of the block is to disrupt the nor-
mal, coordinated and simultaneous distribution of the electrical signal to the two ven-
tricles, which cause a sequential as opposed to simultaneous contraction. Occurrence of
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Figure 2.11: Typical 12-lead ECG traces for patients with VT (top) and LBBB (down).
Reproduced from EMEDU.ORG [31]
BBB is frequent; sometimes it produces no apparent medical condition and sometimes
it indicates serious cardiovascular disease.
Cardiac arrhythmia is characterized on an ECG as a deviation from the normal sinus
rhythm in rate (i.e., too fast (tachycardia) or too slow (bradycardia)), regularity or acti-
vation pattern. Fig 2.11 illustrates abnormal 12-lead ECG traces in conditions of VT and
LBBB. These changes registered on the ECG can allow clinicians not only to correctly
diagnose an arrhythmia but frequently to recognize its site of origin (arrhythmogenesis)
and mechanism [6,30]. Using information provided by intracardiac recordings and pro-
grammed cardiac simulation, electrocardiographic diagnosis has markedly improved
in recent years, largely aiding the prognosis and selection of therapy for different heart
diseases.
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2.4 Inverse Problem of Electrocardiography
Current efforts in personalized noninvasive imaging of cardiac electrophysiology mostly
focus on reconstructing the phenomenon of electrical activity from individual BSP record-
ings, which results in the formulation of an inverse problem with non-unique mathe-
matical solutions and severe ill-posedness. For decades, various techniques have been
developed to overcome these challenges. These approaches, which generally fall into
three categories as described below, provide crucial motivation to the framework de-
veloped in this dissertation.
2.4.1 Related Effort
Reconstruction of Equivalent Physical Cardiac Source
Earlier IECG solutions are formulated in terms of various physical models that are sim-
plified equivalences of real cardiac sources [32–34], such as potential distribution on
epicardium [33]. Since there is no physiologically meaningful prior knowledge of the
activity of these physical models, to perturb the operator to be inverted so that the
ill-posed IECG problem could be better posed, these approaches normally resort to
regularization methods, such as Tikhonov regularization and Truncated singular value
decomposition (SVD) regularization [1]. The magnitude of proper perturbation, never-
theless, is rarely known a priori [35]. Effort has also been made to pose additional phys-
ical constraints on the solutions [36–38], such as the smoothness of the spatial distribu-
tion or temporal change of epicardial potential. The state space approach in [38–40]
presented an effective way to incorporate such constraints through the state model
in a stochastic state space system. Nevertheless, the inherent lack of available prior
physiological knowledge remains the major obstacle of these approaches. Furthermore,
compared to BSP, these solutions characterize cardiac electrical activity from closer dis-
tances to the heart with a higher resolution. However, secondary tasks are needed to
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deduce diagnostically usefual parameters, such as the activation time, of real cardiac
sources [35].
Reconstruction of TMP or Activation Front on Heart Surfaces
The primary motivation for TMP-based reconstruction is the direct reconstruction of
physiological parameters of real cardiac sources and the possibility of permitting stronger
physical constraints [35, 41]. These approaches exhibit more potential because there is
sophisticated physiological knowledge regarding the evolution of TMP or activation
wavefront, which can be used to guide the understanding of observational data. How
to utilize such knowledge, however, is not a trivial problem. Typically, activation-based
methods predefine TMP temporal dynamics in each myocyte and reduce the unknowns
to activation time only [42, 43]. Alternatively, TMP reconstruction on heart surfaces is
achieved by adjusting standard regularization methods to allow for the imposition of
multiple constraints, such as two spatial constraints, or one spatial and one temporal
constraint [44]. However, the former approaches are at risk of overly relying on pre-
defined template TMP functions and therefore exhibit limitations when these functions
become invalid. The latter approaches, on the other hand, have difficulty in incorporat-
ing sophisticated constraints. As a result, most studies [35,42–45] are confined to recon-
struction on heart surfaces and fail to account for the anisotropic, inhomogeneous and
heterogenous structure of the 3D myocardium. Consequently, only limited informa-
tion, such as the location and timing of extremal points on heart surfaces, are revealed
in the solutions. Internal details within the heart wall, which are critical for assessing
arrhythmia conditions and identifying arrhythmogenic substrates hidden inside the 3D
myocardium, are absent.
It is evident that, in order to achieve volumetric TMP imaging, prior physiological
knowledge of the three-dimensionally distributed spatiotemporal electrical functioning
is needed. Furthermore, [35] reported that approaches based on physiologically mean-
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ingful constraints, compared to regularization-based methods, possess higher stability
with respect to data and model errors in practical environments. The main challenge,
accordingly, is how to take advantage of sophisticated prior knowledge while avoiding
over-constraining. A recent study presented a state space formulation for the recon-
struction of activation front on heart surfaces [45]. By describing the evolution of the
wavefront curve on heart surfaces via the state model, this approach enables the ef-
fective inclusion of physiological information of electrical propagation. This work, in
addition to those in epicardial potential reconstruction [38–40], demonstrate that state
space formulation is a promising approach to the IECG problem because it allows effec-
tive incorporation of sophisticated constraints. Furthermore, its statistical perspective
is fundamental for solving the IECG problem.
Imaging of Volumetric Myocardial TMP Dynamics
Compared with BSP and electrophysiological information on heart surfaces, volumet-
ric myocardial TMP dynamics is of more direct medical interest in depicting local ar-
rhythmic details and arrhythmogenic substrates hidden in the 3D myocardium. In or-
der to use sufficient prior knowledge, recent efforts have been revolving around the
physiological model-based approaches with deterministic optimization of relevant pa-
rameters, such as the size and site of infarct, in the heart model [46, 47]. The use of a
detailed 3D heart model incorporates necessary physiological constraints. Neverthe-
less, the knowledge represented in the models is developed for the general population
and therefore differs from any subject-specific condition. Furthermore, in practice, in-
dividual observations are always corrupted by noise. This leads to the risk of erroneous
TMP estimates if general physiological models overly constrain subject-specific infor-
mation. This issue is not well addressed by deterministic optimization,which attributes
various model and data uncertainties to unknown parameters. Furthermore, determin-
istic optimization usually requires accurate initial conditions to avoid local optima [46].
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Instead of seeking optimal models like these, we believe that a better approach is to con-
sider the problem in a statistical perspective. Therefore, 1) both model and data errors
are explicitly taken into account; and 2), the solution is obtained probabilistically with
a higher tolerance on inaccurate initial conditions, as well as a notion of the accuracy of
the estimates.
Batch deterministic-optimization approaches [46] have other unfavorable issues.
For example, proper objective functions have to be designed to vary with the specific
application of interest [46,47], and the massive amount of data over the spatial and tem-
poral spaces have to be managed simultaneously. A more desirable approach, instead,
is expected to follow a general optimization criterion and perform the reconstruction in
an iterative manner in the time domain.
2.4.2 Summary
As explained, the development of IECG techniques puts more and more emphasis
on the reconstruction of direct electrophysiological parameters of real cardiac sources
(such as TMP dynamics) throughout the 3D myocardium. Challenges exist regarding
the incorporation of sophisticated physiological knowledge and the proper coupling
of this general knowledge and subject-specific information at the presence of model
and data uncertainties. Moreover, all the existing IECG approaches use BSP as the
single data source for reconstructing subject-specific cardiac electrical activity. On one
hand, none of them attempt the reconstruction of tissue property of the heart, which are
fundamental for assessing the arrhythmia susceptibility of individual subjects. On the
other hand, these approaches do not seek the integration of multiple complementary
data from the same individual, and therefore have limited reliability and specificity of
the reconstruction. In this dissertation, therefore, we are motivated to address these
issues of the existing IECG approaches.
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Limited Information in the Solutions
Equivalent physical models of the cardiac sources only reflect the characteristics of
the underlying cardiac electrical activity, and a nontrivial secondary task is required
for evaluating diagnostically useful parameters [35]. TMP or activation-front on heart
surfaces, though providing direct physiological parameters of the cardiac electrical ac-
tivity [35], ignores the 3D anisotropic, inhomogeneous and heterogeneous myocardial
structure, and therefore fails to depict the local arrhythmic details or intramural ar-
rhythmogenesis within the 3D myocardium. In comparison, to reach personalized car-
diac electrophysiology, it is necessary to obtain a quantitative understanding of both
the phenomenal electrical functioning and inherent tissue property, such as tissue ex-
citability, of the 3D myocardium, so that latent arrhythmogenic substrate inside the
heart of individual subjects can be assessed.
Insufficient Prior Physiological Knowledge
The potential of the approaches based on equivalent source models is limited by the
inherent lack of available prior knowledge of these simplified source models. While
TMP or activation-front reconstruction permits stronger physical or physiological con-
straints [41], no approach has been developed for an effective incorporation of sophis-
ticated prior knowledge of cardiac electrical activity over the 3D myocardium. For
instance, it is very hard to incorporate intricate constraints through regularization with
multiple constraints [44], while the use of predefined TMP template functions does
not allow data-driven adjustment of the prior knowledge in subject-specific patholog-
ical conditions [42, 43]. A more effective approach, therefore, needs to be developed
to incorporate sophisticated prior knowledge that can be appropriately coupled with
subject-specific information in observational data.
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Neglect of Model and Data Uncertainties
Model-based approaches appear to be a promising solution to the problem of incor-
porating sufficient prior knowledge [46]. However, general knowledge represented by
these models is essentially different from individual conditions. If not appropriate han-
dled, this knowledge is likely to overly constrain the subject-specific information that
exist in individual observations. This issue is not well-addressed in the existing deter-
ministic optimization-based approaches [46], where, for example, various model un-
certainties are blindly attributed to the errors in model parameters. It puts the clinical
relevance and applicability of these approaches into question. A statistical model-data
coupling perspective, therefore, is necessary for the IECG problem so that model and
data uncertainties are quantified.
Limited Subject-Specific Information in Input Data
The above problem is further complicated by the fact that electrical potential difference
on the body surface is produced by the integration of electrical sources throughout
the heart and the internal 3D-distributed details inside the heart wall are absent. This
limit of subject-specific information in BSP seriously impacts the development of IECG
studies. To break this limits so as to improve the reliability and sepcificity of the IECG
solution, integration of multiple data from the same subject is needed.
Motivated by these aims, we develop the physiological model-based statistical frame-
work for personalized noninvasive imaging of volumetric cardiac electrophysiology.
The framework structure is overviewed in Chapter 1, and the following chapters will





A true friend is someone who
reaches your hand and touches
your heart.
Francois de la Rochefoucauld
In this framework, we pursue personalized cardiac electrophysiology by a combi-
nation of subject-specific information represented in personal data and existing knowl-
edge of cardiac physiology for the general population. The first step of our framework,
therefore, is to use mathematical models as a vehicle for quantitative description of the
prior knowledge about cardiac electrophysiology, in other words, to model the cardiac
electrophysiological system on personalized heart-torso structures.
This system modeling includes describing 1) the general volumetric TMP activity
and 2) the physical mechanism that governs the relationship between volumetric TMP
and BSP observations on personalized heart-torso structures. A proper numeric model
is first needed to represent the heart-torso structures from tomographic images of indi-
vidual subjects. On the personalized heart structure, the general spatial and temporal
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TMP dynamics throughout the heart wall is modeled to impose physiologically mean-
ingful constraints on the subsequent cardiac electrophysiological reconstruction. This
model takes into account the anisotropic conductivity of the 3D heart wall determined
by its fiber structure, as well as the heterogeneity of TMP shape and inhomogeneity
of tissue conductivity throughout the heart wall. At the same time, the relationship
between TMP and BSP on personalized heart-torso structure is established according
to the governing physical mechanism. This forward modeling of TMP-to-BSP mapping
is the premise for the inverse problem of personalized noninvasive imaging of car-
diac electrophysiology. In the following, we briefly review the volumetric TMP activity
model (for more details refer to [48, 49]); we focus on the personalization of heart-torso
structures and the forward electrocardiographic modeling of TMP-to-BSP mapping.
With a view towards this inverse problem of electrophysiological reconstruction, our
approach aims to balance the modeling accuracy with the reconstructibility and com-
putational feasibility of the inverse problem.
3.1 Introduction
Common descriptions of TMP-to-BSP mapping are based on biodomain theory, where
any point in the myocardium is considered to be in either the intra- or extra-cellular
space [50]. Mostly, it is simplified to a boundary element (BE) formulation where con-
ductive anisotropy and inhomogeneity are ignored in both spaces [51, 52]. This surface
method simplifies the complex structure of torso and heart volume, and involves fewer
unknown variables. When applied to IECG problem, however, BE formulation only
considers TMP activity on heart surfaces. Alternatively, the finite element (FE) formu-
lation takes into account electrical anisotropy in both spaces, and describes the 3D torso
structure using volumetric element. Accordingly, this volume method enables the inves-
tigation of volumetric electrical conduction within the myocardial mass [53]. However,
it increases the problem size by involving a large amount of unknown variables, such
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as myocardial extracellular potential which is of no interest to the IECG problem, but is
usually high-dimensional because of the fine spatial resolution needed to represent the
heart.
It is desirable to combine the advantages of both BE and FE formulations, so that
the investigation of volumetric electrical conduction is allowed while irrelevant vari-
ables are not involved. In [54–56], this is done by dividing the heart into several dis-
crete dipoles, the sum of which is used to approximate the overall cardiac electrical
sources. In this dissertation, we present a novel coupled meshfree-BE platform that
combines the advantages of the volume and surface method. In order to allow the inves-
tigation of volumetric myocardial TMP dynamics, meshfree points are used to detail
anatomical structure, as well as electrical anisotropy and heterogeneity, of the 3D my-
ocardium. Additionally, we replace the multiple dipole simplification used in [54–56]
with the meshfree-based approximation of the integration of cardiac sources through-
out the heart wall. At the same time, to avoid irrelevant unknown variables, the torso
is assumed to be an isotropic and homogeneous volume conductor represented with
boundary elements on the body surface. In this way, our approach emphasizes the
accuracy of geometrical modeling and relaxes unnecessary restrictions on conductive
anisotropy or inhomogeneity of different torso tissues. This combination of meshfree
and BE representation stresses the anisotropy of active current conduction but neglects
that for passive currents. This allows for the examination of volumetric TMP inside
the 3D myocardium while staying away from unwanted model complexity caused by
irrelevant variables.
Accuracy and convergency of the presented modeling approach is quantitatively as-
sessed against analytical solutions on a synthetic geometry of two concentric spheres.
We also compare TMP-to-BSP models at two different levels of simplification, and
justify the benefit of the homogeneous torso model in the IECG problem. Electro-
cardiographic simulations of normal cardiac conditions, ventricular pacing, bundle
33
CHAPTER 3. MODELING OF CARDIAC ELECTROPHYSIOLOGICAL SYSTEM
branch blocks (BBB) and myocardial infarction (MI) are then performed on a compu-
tational phantom of personalized heart-torso structures. Our simulations of BSP map
sequences, QRS integral (QRSI) maps and 12 ECG leads compare favorably with the ex-
isting experimental studies [57–60], which demonstrates the validity and effectiveness
of our novel coupled meshfree-BE platform.
3.2 Personalized Heart-Torso Structures
Using in-vivo volumetric data derived from thorax and cardiac structural images of in-
dividual subjects, personalized information on the heart-torso structures can be incor-
porated into the cardiac electrophysiological system. As mentioned above, we develop
a coupled meshfree-BE platform to personalize the heart-torso model. The objective
is to capture the primary modeling factors of the cardiac electrophysiological imaging
problem, while relaxing excessive restrictions for the sake of computational efficiency.
3.2.1 Heart Representation
To be able to consider three-dimensionally distributed TMP dynamics inside the my-
ocardium, it is necessary to detail the anatomical structure of the 3D myocardium, as
well as its electrical anisotropy and heterogeneity. Myocardial anisotropy and hetero-
geneity are not only closely related to normal/abnormal spatiotemporal evolution of
myocardial TMP [56], but also affect potential distributions on the body surface [61].
In order to describe these attributes, the meshfree strategy is used to represent 3D my-
ocardial mass by a cloud of unstructured nodes (meshfree points) without any explicit
connectivity [48, 49]. This meshfree representation excels in describing 3D myocardial
fiber structure, dealing with geometry discontinuity and reducing the computational
challenge of re-meshing during myocardial deformation.
Given a set of short-axis structural image slices from apex to base of the heart, such
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(a) (b)
(c) (d)
Figure 3.1: (a) Representative short-axis cardiac MRI slice of a specific patient. (b) MRI-
derived triangulated heart surfaces (epicardium and both endocardia). (c) Patient’s
3D ventricular myocardium represented by 3339 meshfree points (blue dot) with the
associated 3D fiber structure (red line) of the patient. (d) Different TMP shapes in epi-,
endo-, mid-myocardial tissues due to transmural heterogeneity of the myocardium.
as the MRI in Fig.3.1 (a), 2D contours of epicardium and endocardia are extracted
by hand tracing these images slice by slice; from these contours triangulated surface
meshes for epicardium and endocardia are then built. These initial surfaces are faceted
because of the independent segmentation among slices and the relatively low inter-
slice image spacing. A two-stage Gaussian surface smoothing algorithm [62] is applied
while keeping their overall size and shape-feature. A cloud of meshfree points with
predefined density (specified according to application requirements) is then dropped
within the surface meshes (Fig.3.1 (b)) to represent the 3D volume of the myocardium
(Fig.3.1 (c)).
With regard to the electrophysiological property, due to the lack of knowledge on
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the distribution of electrical conductivity in different myocardial regions, we do not
consider myocardial conductive inhomogeneity in this dissertation. In future work, it
can be incorporated by using different values of the diffusion tensor on different mesh-
free points. The conductive anisotropy and transmural heterogeneity of the entire 3D
myocardium is taken into account. Transmural electrical heterogeneity is considered
by associating different TMP shapes [63] with meshfree points distributed in the epi-,
endo- and mid-myocardial regions (Fig. 3.1 (d)). Myocardial conductive anisotropy
is determined by the detailed 3D ventricular fiber structures, which, in this disserta-
tion, are mapped from the standard ventricular fibrous structure mathematical model
established in experimental studies [10]. The procedure is briefly described below.
1. Fiber structures on epicardium and endocardia of the personalized heart model
are mapped from the reference fiber structure after registering the corresponding
surfaces of the personalized and reference heart model.
2. Since ventricular fibers are spirally arranged and fiber orientations change from
epi- to endo-cardium in a counterclockwise manner [64], fiber orientations on the
meshfree points within the myocardial mass are interpolated from surface fiber
structures.
• On the heart surfaces, fiber orientations are calculated in the local coordinate
system of each point defined by its normal and circumferential directions.
• For each meshfree point, if the difference of the surface’s normal between
its closest endo- and epi-cardial points is smaller than a pre-defined value
(15◦ − 30◦ in the current study [65]), the local fiber direction is interpolated
from the corresponding endo- and epi-cardial points. In this study, linear in-
terpolation is used according to the distances of the meshfree point to the cor-
responding closest endo- and epi-cardial points. A coordinate transform is
then performed to calculate global fiber directions of these meshfree points.
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• Fiber orientations on the remaining meshfree points are then calculated by
meshfree interpolation [66] from their neighbors.
This method shares similarity with the work of [65]. The reason for mapping fiber
orientations on heart surfaces only and then interpolating them to meshfree points (as
opposed to mapping fiber orientations on all meshfree points from reference model) is
that it is quite challenging to register 3D myocardial masses of two different hearts due
to their significant geometrical difference. Fig.3.1 (c) exemplifies the 3D fiber structure
of a human heart constructed with the procedure described above. In the future, more
realistic subject-specific 3D fiber structures could be reconstructed from diffusion tensor
MRI data.
3.2.2 Torso Representation
In the presence of a 3D heart model with detailed geometrical structures and electri-
cal properties, the torso representation needs to be efficient enough without sacrificing
physiological plausibility. Regarding the impact of torso modeling on forward and in-
verse electrocardiographic problems, the consensus has been reached that geometry is
the leading factor compared to material property [67, 68]. As documented in the litera-
ture, the anisotropic effect on BSP distributions is dominated by the material property
of myocardial tissues [69], and conductive inhomogeneity among different torso tissues
(e.g., lungs, skeletal muscle, spine, sternum, etc.) has a negligible impact on BSP pat-
terns [70]. To reduce model complexity, it is reasonable to emphasize the accuracy of
geometrical modeling while relaxing unnecessary restrictions on tissue anisotropy or
inhomogeneity. Therefore, the boundary element method (BEM) provides an appropri-
ate option for efficient torso representation in this problem.
It is time-consuming and impractical to create a torso model from thorax structural
images (Fig.3.2 (a)) in the same way the model of the heart is constructed. In com-
parison, heart structures have larger population variability in shape, orientation and
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(a) (b)
(c) (d)
Figure 3.2: (a) Exemplary thorax MRI slice of a specific patient. (b) Reference torso
model in BE representation. (c) Patient-specific torso model customized to patient’s
MRIs (BE representation). (d) Combined heart-torso model of the specific patient on the
coupled meshfree-BE platform. The ventricles are represented with a cloud of meshfree
points, and the torso is described by triangulated body surface.
position, which also have larger impact on both the forward and inverse electrocar-
diographic problem [71]. Torso structures, on the other hand, typically have similar
topological features. Therefore, it would be beneficial to personalize a torso model by
deforming a reference model to match the imaging data of specific subjects [71]. In this
study, we adopt the method of host mesh customization presented in [71]:
1. The reference torso model (Fig.3.2 (b)) is embedded in a larger and coarser host
mesh.
2. The local coordinate of each vertex on the body surface in the host mesh is calcu-
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lated according to the finite element method. These local coordinates are assumed
to be constant.
3. A few landmarks (control point pairs) are picked out from both the reference and
subject-specific thorax structural images.
4. The host mesh is deformed by minimizing the relative mean squared distances
between control point pairs.
5. Because we assume constant local coordinates, the embedded torso model implic-
itly follows the deformation of the host mesh and transforms into a personalized
model (Fig.3.2 (c)).
In this way, subject-specific torso structure is efficiently reconstructed with only a few
parameters.
3.2.3 Combined Heart-Torso Model
Fig.3.2 (d) illustrates the combined heart-torso model on the coupled meshfree-BE plat-
form. The torso is assumed to be a homogeneous volume conductor and is represented
as a triangulated body surface. The 3D ventricular mass is described by a cloud of
meshfree points. In practical IECG studies, the number of meshfree points usually
ranges from 1500 to 3000 for a physiologically plausible yet computationally feasible
representation of the 3D myocardium. In comparison, the triangulated body surface
usually only consists of 300 to 1000 vertices; as we will show in section 3.5.1 [72, 73],
the BE representation has a low impact on the accuracy of TMP-to-BSP mapping mod-
els. The spatial resolution of the heart-torso representation is determined by the limited
spatial resolution of the input BSP and tomographic imaging data, as well as the avail-
able computational resources.
39
CHAPTER 3. MODELING OF CARDIAC ELECTROPHYSIOLOGICAL SYSTEM
3.3 Volumetric Myocardial TMP Activity Model
This nonlinear dynamic model includes the general knowledge of the spatiotemporal
TMP evolution throughout the 3D myocardial mass. It is briefly presented here for
an integrated understanding of the cardiac electrophysiological system and sufficient
background for the information recovery strategy developed in subsequent chapters.
For details refer to [48, 49].
Complexity of models for cardiac electrical activity ranges from macroscopic-level
two-variable equations [74] to the cellular-level Luo-Rudy model [75] with an excess
of fifteen variables. Among them, the family of two-variable diffusion-reaction sys-
tems [74, 76, 77], pioneered by the FitzHugh-Nagumo (FHN) models [74], is favored
in IECG studies for its ability to balance model plausibility with the solvability and
computational feasibility of the inverse problem:

∂u
∂t = ∇ · (Dd∇u) + f1(u, v)
∂v
∂t = f2(u, v)
(3.1)
where u stands for TMP and v for recovery current. Dd is diffusion tensor and diffusion
term ∇ · (Dd∇u) accounts for the intercellular coupling of electrical propagation. Vari-
ations of f1(u, v) and f2(u, v) produce different TMP shapes. The associated boundary
condition ∂u∂~n = 0 assumes no active current leaving heart surfaces (~n is the outward
normal vector of boundary surfaces).
The meshfree method [66] is utilized to spatially discretize (3.1) on personalized








where U and V are vectors composed of u and v from all meshfree points. Matrices
M and K are constructed based on the meshfree method and encode 3D myocardial
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structure as well as its conductive anisotropy. Parameters in f1(U,V) and f2(U,V)
usually represent important electrophysiological properties of the heart; they can be
used to reflect transmural electrical heterogeneity of the 3D myocardium.
By imposing this model to constraint the noninvasive imaging of cardiac electro-
physiology, we include prior knowledge not only from temporal TMP shapes as [35,42,
43], but also from spatial volumetric TMP evolution affected by myocardial anisotropy
and heterogeneity. With this physiologically meaningful guidance, it becomes feasi-
ble to obtain unique solutions of volumetric electrophysiological details inside the 3D
myocardium from given BSP data.
3.4 TMP-to-BSP Mapping Model
3.4.1 Basic Assumption and Formulation
As described by quasi-static approximation of Maxwell’s equations, electrical poten-
tial difference within the torso’s volume conductor is generated by cardiac electrical
sources [78]. Within the myocardium volume Ωh, the bidomain theory [50] defines the
distribution of extracellular potentials φe as a result of the gradients of TMP:
∇ · ((Di(r) + De(r))∇φe(r)) = ∇ · (Dk(r)∇φe(r)) (3.3)
= ∇ · (−Di(r)∇u(r)) ∀r ∈ Ωh
where r stands for the spatial coordinate. Di and De are effective intracellular and
extracellular conductivity tensors, and their summation, Dk, is termed as the bulk con-
ductivity tensor. In the region Ωt/h bounded by the heart’s surfaces and body surface,
potential φt is calculated assuming that no other active electrical source exists within
the torso:
∇ · (Dt(r)∇φt(r)) = 0 ∀r ∈ Ωt/h (3.4)
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where Dt is the torso’s conductivity tensor.
Because anisotropic ratio of Dk is a magnitude smaller than that of Di, we only re-
tain the anisotropy of Di to reduce model complexity. This assumption is an analogue
to the oblique dipole model that considers anisotropic tissue properties for the genesis
of impressive primary current but not for passive or secondary current [79]. Further-
more, since conductive inhomogeneity among torso tissues is reported as having little
impact on BSP patterns, we propose the use of the homogeneous torso model in TMP
reconstruction to reduce the problem size. To justify this assumption, this study com-
pares two formulations with different levels of simplification on (3.3) and (3.4).
• Formulation 1 (F1) assumes Ωh and Ωt/h as two compartments in the volume
conductor of torso, with different conductivity σk 6= σt. It reduces (3.3) and (3.4) into a
Poisson’s equation (3.5) and a homogeneous Laplace equation (3.6) respectively:
σk∇2φe(r) = ∇ · (−Di(r)∇u(r)) ∀r ∈ Ωh (3.5)
σt∇2φt(r) = 0 ∀r ∈ Ωt/h (3.6)
The potential and current is continuous on heart surfaces Γh:










∀(r) ∈ Γh (3.8)
and no current leaves torso surface Γt:
∂φt(r)
∂~n
= 0 ∀r ∈ Γt (3.9)
where ~n stands for the outward normal of a surface.
• Formulation 2 (F2) simplifies the torso Ωt into a homogeneous volume conductor
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(σk = σt = σ) and unifies (3.3, 3.4) into a Poisson’s equation describing distribution of
potential φ within Ωt :
σ∇2φ(r) = ∇ · (−Di(r)∇u(r)) ∀r ∈ Ωt (3.10)
where Ωt includes Ωt/h and Ωh but without interface between them. The boundary
condition on the body surface (3.9) still applies.
3.4.2 TMP-to-BSP Modeling















(∇ · (Di(r)∇u(r)))φ∗(ξ, r)
σk
dΩh (3.11)








with θ as the internal solid angle. φ∗(ξ, r) and q∗(ξ, r) are the so-called fundamental
solution and its normal derivative. In 3D conditions, φ∗(ξ, r) is defined as φ∗(ξ, r) =
1
4π|ξ−r| where |ξ − r| is the Eulerian distance between ξ and r. The volume integral on
the right hand side (rhs) of (3.11) is commonly approximated as a summation of several
current dipoles [55, 56]. Instead, we introduce the meshfree strategy [66] into (3.11) for
a simpler yet more direct approximation. By Green’s theorem and integral by parts, the
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· (Di(r)∇u(r))) dΩh (3.13)














By eliminating the equivalent terms on the left hand side (lhs) and rhs, equation



















· (Di(r)∇u(r)) dΩh (3.15)
The boundary integral on the lhs of (3.15) is discretized as the sum of integrals
on each single BE calculated by Gaussian quadrature [80]. At the same time, by the
meshfree method, the volume integral on the rhs of (3.15) is discretized by Gaussian








































where N eh is the number of triangular elements Γ
e
h in Γh, and ng is the number of Gauss
nodes used in Γeh. Ng is the total amount of Gauss nodes used inside the myocardium.
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Lower subscripts j, k represent the index of Gauss nodes.
By the BEM, variables on any point in Γeh are interpolated from all the vertices of
Γeh; by the meshfree method, variables for each point within Ωh are interpolated from
all the meshfree points. Shape functions used for interpolations are constructed by the
BEM [80] and meshfree method [66] respectively. Letting vectors Φe and Qet consist of
φe and ∂φt∂~n from all Nh vertices, we get a compact matrix formulation of (3.16):
LhΦe + PhQet = BU (3.17)
where Lh and Ph (Nh×Nh) are constructed from the boundary integral and B (Nh×M )











)φ∗(ξ, r) dΓh/t (3.18)
where Γh/t includes Γh and Γt. The outward normal direction of Γh in Γh/t is, never-
theless, opposite to that of Γh used in solving (3.5). Letting Φte and Qte consist of φt
and ∂φt∂~n from Nh vertices on Γh, and Φ and Q of those from N vertices on Γt, we get the
matrix formulation of (3.18) as:
LtΦt + PtQt = 0 (3.19)
where Φt = (ΦTte ΦT )T and Qt = (QTte QT )T . At the same time, the boundary condition
(3.7) defines:
Φte = Φe (3.20)
Qte = −Qet (3.21)
The minus sign in (3.21), as mentioned above, is a result of the opposite outward normal
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direction for the boundaries of Ωh and Ωh/t. Coupling (3.17) and (3.19) on Γh by (3.20,












 = BU (3.22)
The variable Φe involved in this formulation (3.22) is of no interest to the prob-
lem of cardiac electrophysiological reconstruction, yet its high dimensionality largely
increases the computational requirement and numerical difficulty of this model.



























· (Di(r)∇u(r))) dΩt (3.23)
By boundary condition (3.9) and the assumption of no active source current leaving Γt,
the 3rd terms on the lhs and the 1st term on the rhs of (3.23) are removed. Similarly by
the BEM and meshfree method, equation (3.23) links U with Φ as:
LΦ = BU (3.24)
where L (N × N ) is constructed from the boundary integral and B (N ×M ) from the
meshfree method. The solutions of Φ to (3.24) given U are underdetermined up to a
constant factor. For the sake of a unique solution, an additional constraint AΦ = 0
is applied by defining the potential integral over Γt as zero (
∫
Γt
φ(r) dΓt = 0) [81].
Augmenting L into La with A and B into Ba with the corresponding all-zero row, we
rearrange (3.24) into:
LaΦ = BaU (3.25)
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Given U at a specific time instant, Φ could be calculated by solving the linear system
of (3.25). To avoid this additional computation during TMP reconstruction, the minimal
norm method is applied to get a linear TMP-to-BSP model:
Φ = (LTaLa)
−1LTaBaU = HU (3.26)
where the transfer matrix H encodes all the anatomical and conductivity information
in personalized heart-torso structures.
Compared to F1, F2 focuses only on the two vectors (TMP and BSP) that are of di-
rect interest to TMP reconstruction. This reduces the computational requirement in this
large-scale modeling and reconstruction problem, while preserving the most significant
factors such as the relative heart-torso position and 3D myocardial anisotropy.
3.5 Experiments
3.5.1 Analytical Validation
Numerical solutions from F1 (3.22) and F2 (3.25) are quantitatively assessed against
analytic solutions to (3.5,3.6) on a synthetic geometry. The errors are measured by the





where Φn and Φa are numeric and analytic solutions of BSP, and i the index for all N
apexes on the body surface.
Geometry Setup and Analytic Solutions
For the analytic validation of our approach, it is necessary to introduce appropriate
simplifications into the geometry and fiber structure of the heart-torso model so that
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(a) (b)
Figure 3.3: Concentric spheres on coupled meshfree-BE platform. (a) Formulation 1.
(b) Formulation 2. In both formulations, the inner sphere is described by a cloud of
meshfree points, and the outer sphere by a triangulated surface. In formulation 1, an
addition surface of the inner sphere is discretized by triangular elements.
it is possible to obtain analytic solutions for equations 3.3 and 3.4 while keeping the
experiment setup similar to real-world electrocardiographic problems. Two concentric
spheres are the proper geometry setup for this purpose (Fig. 3.3). The inner sphere
(r < R) has anisotropic intracellular conductivity Di and isotropic and homogeneous
extracellular conductivity σk. The outer annular region (R ≤ r ≤ 3R) has isotropic
and homogenous conductivity σt. All conductivity values are adopted from [53]. TMP
distribution, fiber structure and analytic solutions are briefly described below; mathe-
matical details are described in Appendix A.
The spatial distribution of TMP, described in the spherical coordinate (r, ϕ, θ), is
defined as:
u(r, ϕ, θ) = − r
R
cosϕ (3.28)
The analytic solution of Laplace equation (3.6) can be readily obtained by the sepa-
ration of variables [82]. To make sure that Poisson’s equation (3.5) is analytically solv-
able, the fiber structure is defined in such a way that the rhs of (3.5) becomes zero and
(3.5) is reduced into a Laplace equation. First, fiber orientation for any point is assumed




Figure 3.4: Convergence analysis measured by RRMSE of the numeric solutions against
analytic solutions. (a) RRMSE with increasing number of meshfree points (900-2200) in
the inner sphere. (b) RRMSE with increasing number of vertices (50-1800) on the outer
surface. Each figure compares RRMSE of the numeric solutions of BSP computed from
F1 (dashed blue), epicardial potential from F1 (dash-dotted green) and BSP from F2
(solid red).
fiber orientation could be defined by its angle α away from the circumferential direc-
tion. Second, since sin2 α = 0 is required to satisfy ∇ · (Di∇u) = 0, fiber orientation is
defined as circumferential at any point (detailed mathematical derivation is described
in Appendix A). With boundary conditions (3.7,3.8) and (3.9), analytic solutions to (3.5)
and (3.6) on the synthetic geometry are obtained as:





cosϕ (0 ≤ r ≤ R) (3.29)









) cosϕ (R ≤ r ≤ 3R)
where σit is the transversal component of intracellular conductivity tensor (detailed
mathematical derivation is described in Appendix A).
Convergence Analysis
Convergence of this procedure is analyzed by the RRMSE change of the numerical so-
lutions with increasing number of boundary elements or meshfree points. Results for
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BSP computed from F1, F2 and epicardial potentials from F1 are analyzed to com-
pare their accuracy versus the analytic solutions. As we observed, the additional error
caused by the assumption σk = σt in F2 could be reduced or eliminated by varying the
nominal value of σ as intermediate values of σk and σt. Particularly in this analytic test,
σ = (5σk + 7σt)/12 is the exact value needed to remove this error and is used in the
following computations.
Fig. 3.4 (a) depicts the convergence of our approach as the number of meshfree
points in the inner sphere increases. The outer surface is represented by 3402 triangular
elements with 1072 apexes. In addition, in F1, the inner surface is represented by 2264
triangular elements with 1134 apexes. The number of meshfree points increases from
around 900 to 2200. As shown, all the RRMSE quickly converge towards 5% when
the number of meshfree points increases up to 1200; the decrease is steady thereafter.
Fig. 3.4 (b) illustrates the convergence of our approach against increasing number of
boundary elements on the outer surface. The number of meshfree points is fixed at 1843,
which produces small errors while remaining at a reasonable computational efficiency.
The number of vertices on the outer surface increases from 50 to 1800. Even with a very
coarse surface representation with about 50 vertices, the RRMSE is less that 10%. In
comparison, the resolution of meshfree representation has a much more distinct impact
on the model’s accuracy. The minimum of all the curves in Fig. 3.3 (b) might indicate
an optimal match between the resolution of the meshfree and BE representation.
These results verify the accuracy and stability of our coupled meshfree-BEM mod-
eling approach. As shown in both studies, when the additional error caused by σk = σt
is completely compensated by σ, F2 exhibits higher accuracy than F1 because of the
larger numeric difficulty in F1. In practice, a careful choice of σ based on experimen-
tal studies could reduce the error associated with σk = σt at no expense of additional
computational complexity. Since no consensus has been reached regarding the con-
ductivity values of different torso tissues [69, 83], it is reasonable to use an empirical
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Figure 3.5: Standard 17-segment division of LV wall (polor map). Segments 1− 6 lie in
the basal layer, 7− 12 the middle layer, 13− 16 the apical layer and 17 the apex. At each
layer, the segment labeling moves from anterior, septal, inferior to lateral part of the LV.
nominal conductivity value that equals the combined effect of torso inhomogeneity. As
demonstrated, the gain on computational reduction and numerical accuracy versus the
compensable errors introduced, justify the benefit of the homogeneous torso model in
personalized noninvasive imagine of cardiac electrophysiology.
3.5.2 Electrocardiographic Simulation
Electrocardiographic simulations of normal cardiac conditions, ventricular pacing, BBB
and MI are performed on human heart-torso structures personalized from MRI pro-
vided by PhysioNet project [84]. The short-axis cardiac MRI contain 10 slices from apex
to base, with 8mm inter-slice spacing and 1.33mm/pixel in-plane resolution. Anatomi-
cal locations of 123 electrodes on the body surface are also available, from which we can
calculate the ECG leads as described in Chapter 2. Fig 3.6 (a) illustrates the personalized
heart-torso model, where the torso is represented by a triangulated body surface with
736 elements and 370 vertices, and the 3D ventricular mass by 3339 meshfree points
with detailed fiber structure (Fig 3.6 (b)). For a better control of the simulation, LV is
divided into 17 segments according to the AHA standards as shown in Fig 3.5 [85].
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(a) (b)
Figure 3.6: (a) MRI-derived personalized heart-torso model. The ventricles are repre-
sented by a could of 3339 meshfree points, while the torso by triangulated body surface
with 736 elements. (b) 3D myocardium represented by meshfree points (blue dots) with
detailed fiber structure (red line).
Simulated BSP map sequences exhibit the spatiotemporal evolution of BSP distri-
butions. QRSI maps are generated by integrating BSP over the QRS interval, and 12
ECG leads are calculated from the relevant electrodes according to their definition as
described in Chapter 2. These results are compared against published experimental
studies for verification.
Normal Cardiac Conditions
Since the ventricular conduction system is not included in the current heart model,
endocardial areas of earliest ventricular excitation are determined according to the con-
clusion obtained in experimental studies of Durrur et al [86]. In the simulated BSP
map sequence (Fig 3.7), the potential maximum initially resides on the anterior thorax
and the minimum on the back. The minimum then moves over the right shoulder onto
the anterior region, while the positive potentials cover the back. In the end, the max-
imum rotates back to the superior part of the chest. Fig 3.8 displays the simulated 6
precordial ECG leads, where V 1 shows a dominant negative defect and V 3 − V 6 dis-
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Figure 3.7: Evolution of simulated BSP isochrone (left to right) during normal cardiac
electrical activation. The color encodes BSP value.
Figure 3.8: Simulated normal QRS morphology of lead V 1 - V 6. The time course (x-
axis) is normalized by the QRS interval and ECG values (y-axis) are scaled. Note that
the current interest is in the pattern rather than quantity of simulated ECG.
play dominant positivity. Since cardiac electrical activity progresses from the thinner
right ventricle across the thicker left ventricle, positive R wave increases in amplitude
and duration from leads V 1 to V 4. The negative S wave is large in V 1, larger in V 2,
and then progressively smaller from V 3 through V 6. These results are consistent with
the BSP morphology known for healthy subjects [57].
Bundle Branch Block (BBB)
Different BBB conditions are simulated by removing the corresponding earliest-excited
sites in the ventricles. The simulated ECG leads comply with standard diagnostic cri-
teria [57]. For LBBB, since the activation proceeds sequentially from the interventric-
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(a) (b)
Figure 3.9: Simulated QRS morphology in BBB conditions. (a) Lead V 1, V 2 and V 6 for
LBBB. (b) Lead V 1, V 6 and I for RBBB. The time course (x-axis) is normalized by the
QRST interval and ECG values (y-axis) are scaled. Note that the current interest is in
the pattern rather than quantitation of simulated ECG.
ular septum to the lateral LV wall, characteristic changes of the QRS complex are the
monophasic QS morphology in V 1, broad R wave in V 6 and minimal R wave in V 2
(Fig 3.9 (a)). In comparison, since the RV contributes minimally to QRS complex, RBBB
produces little distortion to the QRS morphology. As shown in Fig 3.9 (b), the abnor-
mality is usually marked by the presence of a late prominent positive in V 1, and a wide
S wave in V6 and I .
Ventricular Pacing (Ectopic Activity)
The atlas of body surface QRSI maps has been created for identifying ectopic ventricu-
lar activation [58, 87]. This study simulates ventricular pacing cases in [58] for a com-
parison with its QRSI map atlas. Fig 3.10 and Fig 3.11 list QRSI maps generated from
ventricular pacing at endocardial sites located in the 17 LV segments and right ventric-
ular apex. When the pacing site advances horizontally from the lateral, anterior, septal
to inferior part at the basal and middle LV endocardium (Fig 3.10), the anticlockwise
rotation of the potential maximum and minimum reported in [58] is observed. During
apical pacing (Fig. 3.11), when the pacing sites changes, the minimum of simulated BSP
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(a) Ventricular pacing at the basal endocardium of the LV wall
(b) Ventricular pacing at the middle endocardium of the LV wall
Figure 3.10: Simulated QRSI maps for different ventricular pacing cases. Left to right:
pacing sites change horizontally from anterior-lateral, anterior, anterior-septal, inferior-
septal, inferior to inferior-lateral parts of the LV wall. The color encodes the integrated
BSP values during QRS interval.
lies at a quite similar location on the lower anterior thorax while the maximum moves
from the upper front to upper back when the pacing site moves from the apical inferior
to the apical septal endocardium. In addition, LBBB morphology (negative QRS polar-
ity in V1) is noted in QRSI maps for all apical pacing and LV septal pacing. All these
observations, including the distribution, location and rotation of potential extreme, co-
incide with the atlas in [58].
As explained in [59], the 60-ms instant map could, in general, be a useful approxi-
mation of the QRSI distribution. Similar conclusions are observed in the 80-ms instant
BSP maps of our results. The difference of time instants is most likely caused by the
TMP dynamic model used in our experiments. Fig. 3.12 (a) and (b) show the simulated
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Figure 3.11: Simulated QRSI maps for apical ventricular pacing cases. Left to right:
pacing sites at lateral, anterior, septal and inferior apical endocardium of the LV, LV
apex and RV apex. The color bar is the same as in Fig 3.10.
BSP maps at 80 ms after ventricular pacing at basal and middle endocardium of the
heart, respectively. The anticlockwise rotation of potential extreme is evident when the
pacing site changes horizontally from lateral, anterior, septal to inferior parts along the
heart wall. Fig. 3.13 shows the 80-ms instant BSP maps corresponding to the ventricular
pacing at the apex of the LV, apex of the RV and anterior endocardium of the RV. Sim-
ilarly to [59], all BSP maps have the distinct LBBB morphology exhibiting consistently
large minima on the anterior thorax.
In what follows, we list simulated BSP map sequences for several typical ventricular
pacing cases. All the results are in agreement with the experimental recordings by [58]
and the stabilized BSP patterns simulated in [59].
Fig. 3.14 shows the simulated BSP map sequence corresponding to the anterior-
lateral pacing at the middle LV endocardium. At the beginning, the minimum shifts
from the upper right anterior thorax toward the left back while the maximum moves
from the lower left anterior part to the right part of the chest. This is followed by a
stable bipolar BSP pattern featuring clockwise rotation of potential extreme. At the end
of the ventricular activation, regions of positive and negative potentials appear almost
vertical on the anterior and posterior torso.
Fig. 3.15 shows the BSP map sequence of inferior pacing at the apical LV endo-
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(a) Ventricular pacing at the basal endocardium of the LV wall
(b) Ventricular pacing at the middle endocardium of the LV wall
Figure 3.12: 80-ms BSP isochrone maps for ventricular pacing. Left to right: pacing
sites change horizontally from anterior-lateral, anterior, anterior-septal, inferior-septal,
inferior to inferior-lateral parts of the LV wall. The color bar is the same as in Fig. 3.7.
cardium. During the ventricular activation, positive potentials cover upper torso while
negative potentials cover the lower torso. The maximum potential is on the upper mid-
dle of the anterior torso and the minimum is approximately between V 3 and V 4. The
change of the minimum location and the evolving of the extent of negative potentials
closely resemble the simulation result in [59].
During activation, the BSP map sequence of RV apex pacing (Fig. 3.16) exhibits a
characteristic stable pattern, where both extremes and the zero line show subtle move-
ment. The high-amplitude minimum locates around the precordial area as typical LBBB
morphology, while the low-amplitude maximum occupies the posterior torso nearly
throughout the entire sequence. In addition, during the majority of the activation, neg-
ative potentials cover the entire lower torso and positive potentials cover the upper
torso. This result, again, is in agreement with the simulation study of [59].
57
CHAPTER 3. MODELING OF CARDIAC ELECTROPHYSIOLOGICAL SYSTEM
(a) (b) (c)
Figure 3.13: 80-ms BSP isochrone maps for ventricular pacing at (a) LV apex, (b) RV
apex, and (c) middle-anterior endocardium of RV. The color bar is the same as in Fig.
3.7.
Figure 3.14: Simulated BSP isochrone sequence of the anteriorlateral pacing at the mid-
dle endocardium of LV. The color bar is the same as in Fig. 3.7.
Myocardial Infarction (MI)
Various infarct substrates are selected from the 17 LV segments. Electrophysiological
properties for infarct tissues are modified so that TMP shapes show progressively re-
duced action potential duration and magnitude, until no activation can be stimulated in
the center of the infarcted region. Fig 3.17 lists the simulated BSP maps at the beginning
of the S-T segment for transmural infarction at the middle anterior, inferior and lateral
part of LV wall. As documented in [60], BSP maps display a potential maximum facing
the infarct location and an opposite potential minimum. In the simulated ECG leads,
abnormal Q waves for different MI are observed as described in [88]. For instance, ab-
normal Q waves are present in lead aVL and I during mid-anterior MI (Fig. 3.18 (a)),
while apical-anterior MI produces abnormal Q wave in V 1 and V 2 (Fig. 3.18 (b)).
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Figure 3.15: Simulated BSP isochrone sequence of the ventricular pacing at the inferior
apical endocardium of LV. The color bar is the same as in Fig. 3.7.
Figure 3.16: Simulated BSP isochrone sequence of ventricular pacing at RV apex. The
color bar is the same as in Fig. 3.7.
3.5.3 Discussion and Conclusion
To pave the road for personalized imaging of volumetric cardiac electrophysiology us-
ing noninvasive BSP recordings, we present a novel coupled meshfree-BE platform for
modeling the cardiac electrophysiological system on personalized heart-torso struc-
tures. With the goal to balance the modeling accuracy with the reconstruction feasi-
bility, this platform uses 1) the meshfree method to represent the anatomical and elec-
trophysiological details of the 3D ventricular mass, and 2) the BEM to relax excessive
restrictions on the geometrical and electrical properties of the torso. By coupling the
meshfree method and BEM, we are able to investigate TMP distribution throughout
the 3D myocardium, while focusing only on the two variables (TMP and BSP) of direct
interest to TMP reconstruction.
As with all inverse approaches, the TMP-to-BSP model (3.26) requires careful vali-
dation before its use in TMP reconstruction. In this dissertation, the accuracy and con-
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Anterior infarction Inferior infarction Lateral infarction
Figure 3.17: Simulated BSP isochrone map at the beginning of S-T segment for 3 differ-
ent MI conditions. The color bar is the same as in Fig. 3.7.
(a) (b)
Figure 3.18: Simulated QRS complex with abnormal Q wave characteristic of different
MI conditions. (a) Leads I and aV L for mid-anterior MI. (b) Leads V 1 and V 2 for
apical-anterior MI. ECG signals are represented in the same way as in Fig 3.9.
vergency of this model is quantitatively assessed against analytic solutions on a syn-
thetic geometry. Its physiological plausibility and applicability is then demonstrated
through comparison of electrocardiographic simulation with published results of dif-
ferent cardiac conditions. In what follows, we discuss the major factors in the quantita-
tive accuracy of simulated BSP and ECG leads.
Effects of Cardiac Electrophysiological Models
Variations of two-variable reaction-diffusion systems [74,76,77] produce different TMP
shapes with different merits and limitations, which, as observed in this study, might
give rise to obvious distinctions in the simulated ECG morphology. For instance, Fig





Figure 3.19: (a) Comparison of TMP shapes generated by 3 representative two-variable
diffusion-reaction systems (blue: original FHN model; green: modified by Rogers et
al [76]; red: modified by Aliev et al [77]). (b) Comparison of the simulated V 3 leads
corresponding to the 3 differnt TMP models in (a). ECG signals are represented in the
same way as in Fig 3.9.
sponding simulated leads of V 3 are illustrated in Fig 3.19 (b). As shown, TMP shape
of the original FitzHugh-Nagumo (FHN) model [74] captures the qualitative aspect of
the depolarization but exhibits a negative excursion during the refractory part (hyper-
polarization). As a result, simulated ECG leads display plausible QRS complex yet the
T wave has an unrealistically large amplitude. The modification proposed by Rogers et
al [76] eliminates this undesired hyperpolarization and is favorable in its numerical ef-
ficiency; but its TMP shape loses the distinct features that are closely related to the ECG
morphology, such as the long-lasting plateau. Therefore, it is difficult to distinguish
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Figure 3.20: Simulated 12-lead ECGs in a heart model without transmural electrical
heterogeneity. ECG signals are represented in the same way as in Fig 3.9.
among QRS complex, ST segment and T wave in the resulting ECG. In comparison, the
model presented by Aliev et al [77] generates realistic TMP shape with distinct fast de-
polarization, long plateau and slower repolarization, thus the corresponding ECG leads
reflect relatively realistic features in both QRS complex and T waves. In addition, this
model allows for a flexible control on TMP shapes, and therefore an easy description
of transmural electrical heterogeneity and pathological conditions of the myocardium.
Despite the increased numeric difficulty, we believe that the advantages of this model
reasonably justify its use in our study.
Furthermore, the family of two-variable reaction-diffusion systems is favorable for
its numerical effectiveness in studying electrical activity at the whole-heart level. In
the future, electrophysiological models with more complexity and detailedness, such
as the 15-variable cellular-level Luo-Rudy model [75], could be used for a more realistic
description of volumetric electrical activity of the heart.
Effects of Geometrical Modeling
Geometrical modeling is known as the factor with the leading impact on the solution to
the forward and inverse electrocardiographic problem. The relative position between
the heart and the torso, or the electrode positions, is considered to be one of the most
prominent factors affecting the accuracy of ECG simulations [67, 68]. Incorrect orienta-
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tion of the heart, shift of the heart position and misplacement of electrodes on the body
surface, for instance, could all add to the inconsistency between the realistic ECG leads
and simulations in this study, even though the impact on simulated BSP patterns might
not be evident.
Furthermore, more details need to be included into the heart model:
• The location of earliest ventricular excitation, determined by the distribution of
Purkinje network in the ventricles, is known to greatly influence the ventricular
excitation and the resulting BSP [89]. Because it is not possible to identify the
Purkinje fiber from image data, the location of earliest ventricular excitation are
commonly determined according to experimental studies [86]. The accuracy of
this modeling can be improved by fitting the simulated excitation isochrone or
BSP with experimental data.
• Transmural electrical heterogeneity is another important factor to be considered.
When such property is neglected, the simulated T wave appears simply as a re-
verse of the QRS complex as shown in Fig 3.20. By taking into account this hetero-
geneity, this study produces realistic T waves in the simulated ECG morphology.
• More physiologically accurate divisions among epi-, endo- and mid-myocardial
cells are desired. Besides, P wave could be generated in the simulated ECGs by
including the atrium into the heart model.
A more realistic and detailed heart model, in both its anatomical and electrophysiologi-
cal structures, would largely improve the accuracy of the simulated ECGs. In addition,
since the current MRI data is from a patient with diagnosed MI, it is not sure whether
the heart is of any structural abnormality. The possible loss of myocardial mass, for
example, might affect the simulation results of normal, pacing and BBB cardiac condi-
tions, where the heart is assumed to be without structrual disease.
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Effects of Torso Inhomogeneity
Since the conductive inhomogeneity among torso tissues hardly affects BSP pattern,
we propose the use of the homogeneous torso model in IECG studies for the sake of
computational feasibility and efficiency. Through initial comparisons between models
at different levels of complexity, we observe that the error caused by this simplification
could be removed or reduced to a negligible level by a careful choice of σ without ad-
ditional computational complexity. The use of such a nominal conductivity σ might be
favorable since no consensus on the exact values of different tissue conductivities have
been reached among a range of experimental studies [69,83]. The gain of computational
reduction versus the compensable errors it introduces, therefore, justifies the use of the
homogeneous torso model in IECG studies.
In investigating the impact of torso inhomogeneity, at the current stage we only
consider the conductive inhomogeneity between the myocardial mass and surround-
ing volume conductor, which is reported as the leading factor among all tissue inho-
mogeneities [67]. In the future, conductive inhomogeneity among more torso tissues
could be included and the associated TMP-to-BSP models could be derived following
the same method as described in section 3.4. Briefly, it could be done by first solving
the Poison’s equation or Laplace equation that governs each homogeneous tissue, and
then coupling the results on the interfaces of different tissues. A more complete inves-
tigation will provide further insights into the appropriateness of the coupled meshfree-




Noninvasive Imaging of Volumetric
TMP Dynamics from BSP
The great man is he who does
not lose his childlike heart.
Mencius
After incorporating prior physiological knowledge through modeling the cardiac
electrophysiological system, and collecting noninvasive BSP and structural imaging
data from individual subjects, the next step is to develop an appropriate model-data
coupling strategy so that the general knowledge can be used as a guidance to extract
subject-specific information out of observational data. A statistical approach is nec-
essary to acknowledge the fact that 1) prior physiological knowledge represented in
the system’s models is developed for the general population and therefore essentially
differs from individual conditions under study; and 2) in practice, BSP recording and
medical imaging data are inevitably corrupted by noise.
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4.1 Introduction
Based on the system perspective, we approach the IECG problem as to estimate the
latent state dynamics, the volumetric TMP dynamics, of the cardiac electrophysiolog-
ical system of each individual from his / her BSP recordings, given the condition that
personal data are noisy and the scientific knowledge about the system is imperfect. To
implement this conceptual idea, we take the state space system approach to reformu-
late the cardiac electrophysiological system into a stochastic state space representation
to take into account model and data errors. Nonlinear data assimilation is then used to
estimate volumetric myocardial TMP dynamics from input BSP sequence. At this step,
the basic assumptions are:
1. We are only interested in the unknown volumetric TMP dynamics for individual
subjects, and we fix all the other parameters in the system’s models according
to general prior knowledge. The sensitivity and robustness of the framework to
the change of these model parameters, nevertheless, is quantitatively assessed in
phantom experiments.
2. BSP sequence is the single data source for TMP reconstruction while tomographic
image is only used for personalizing heart-torso structures for individual subjects.
3. Model and data uncertainties are predefined.
We carry out phantom experiments to evaluate the robustness and sensitivity of
the presented TMP reconstruction to various data and model errors in practical envi-
ronments. Comparison of epicardial potential reconstruction with state-of-art IECG ap-
proaches, on the pathological condition of bundle branch block, exhibits the substantial
improvement of our framework in the accuracy of epicardial potential reconstruction.
Further phantom experiments on intramural focal activity and an initial real-data study
on a patient with myocardial infarction (MI) demonstrate the potential of the presented
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framework in reconstructing local conduction abnormality and identifying arrhythmo-
genic substrates inside the myocardium.
4.2 Stochastic State Space Interpretation
In constraining personalized TMP imaging, general physiological models (3.2, 3.26) in-
troduce errors because the information they represent is different from subject-specific
conditions, usually in terms of parameter variations among the population and impre-
cise model structures in pathological conditions. Additional modeling errors also arise
from the personalization of heart-torso structures from tomographic images. Further-
more, data errors always exist in input structural images and BSP recordings. To explic-
itly allow the existence of these uncertainties, the physiological system is reformulated
into a state space representation. With the state vector X(t) =
(
U(t)TV(t)T
)T , the vol-
umetric myocardial TMP activity model (3.2) is rearranged into the state equation with










= F (X(t)) + ω(t)
Accordingly, with the measurement vector Y(t) = Φ(t), the TMP-to-BSP model
(3.26) becomes the measurement equation with another additive noise ν(t) representing





X(t) + ν(t) = H̃X(t) + ν(t) (4.2)
For consistency, throughout this dissertation, the dimension of TMP vector U, namely
the number of meshfree points inside the myocardium, is denoted as M ; the dimension
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of BSP vector Φ, namely the number of vertices on the body surface, is denoted as N .
Because BSP data are collected by discrete sampling, the continuous state space
system (4.1,4.2) is discretized in the time domain:
Xk = Fd(Xk−1) + ωk (4.3)
Yk = H̃Xk + νk (4.4)
where the ordinary differential equation of (4.1) is discretized by a fourth-order Runge-
Kutta solver [90]. This requires high temporal resolution, with automatically and adap-
tively selected time steps. The discretization is embedded in TMP reconstruction and
no explicit formulation is derived for Fd.
4.3 Volumetric Myocardial TMP Estimation
by Data Assimilation
Data assimilation interprets the latent state of a system by combining the information
in imprecise system models and observations. Sequential data assimilation, such as a
filtering technique, is performed in an iterative manner in the time domain. In each
iteration, the previous estimates and system models are used to calculate the predic-
tions of the unknowns, which are then updated to the final estimates given available
data [91].
The primary challenges for developing a proper filtering algorithm for volumetric
myocardial TMP estimation arise from two aspects. On one hand, the nonlinear TMP
activity model (3.2) does not allow easy local linearization or temporal discretization. It
makes the widely-used Kalman filter (KF) or extended KF [91] unsuitable because these
filters are designed for linear or locally-linearized models with explicit discretized for-
mulations. On the other hand, the problem domain (the heart-torso structure) is of large
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scale and intricate structure, and the unknown TMP is of high dimension (1500-3000 el-
ements). The alternative Monte Carlo (MC) methods [92], though excellent in dealing
with model nonlinearities, become impractical in this study because they require inten-
sive computation.
Various partial MC methods [93, 94] have been presented recently as a combination
of the above approaches. In general, prediction of the probabilistic distributions of
interest is performed in a MC manner. Namely, the distributions are discretely approx-
imated and transformed through state space models using ensemble (a set of samples).
The posterior estimates are then obtained in the context of linear KF update rules. While
random sampling is the common way to determine ensemble members, such as in the
ensemble Kalman filter (EnKF) [93], a deterministic alternative (unscented transform
(UT)) [95] was presented for this purpose in the unscented Kalman filter (UKF) [94].
Able to represent the distributions with a minimal ensemble set [95], this deterministic
mechanism is of great value to alleviate the computational burden of volumetric TMP
imaging.
4.3.1 Volumetric Myocardial TMP Estimation Algorithm
With the objective to combine the advantages of the UT and KF update, we develop
a sequential TMP estimation algorithm to iterate in a two-step prediction-correction
manner. Regarding the nature of the state model (4.3) as described above, prediction
of probabilistic distributions of Xk at each iteration is performed in a MC manner and
the ensemble is selected in a deterministic way according to the UT. On the other hand,
because of the linear measurement model (6.2), prediction of probabilistic distributions
of Yk conditioned on Xk and the estimation of Xk given available data is executed
following the KF update rules.
The UT provides large flexibility in approximating different probabilistic distribu-
tions. As an example, the second-order scaled UT is designed for Gaussian probabilistic
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distributions [95]. Applying it to our problem, we obtain the ensemble set {Xk−1,i}4Mi=0
(sigma point set) for Xk−1 at the k-th iteration:
Xk−1,0 = X̂k−1
Xk−1,i = X̂k−1 + (
√
(n+ λ)P̂xk−1)i i = 1 . . . 2M
Xk−1,i+n = X̂k−1 − (
√
(n+ λ)P̂xk−1)i i = 1 . . . 2M
(4.5)
Wm0 = λ/(2M + λ)
W c0 = λ/(2M + λ) + (1− α2 + β)
Wmi = W
c
i = 1/2(2M + λ) i = 1 . . . 4M
(4.6)
with
λ = α2(2M + κ)− 2M (4.7)
where 2M is the dimension of X. Wmi andW
c
i are weights for computing sample means
and sample covariances respectively. X̂k−1 and P̂xk−1 are the estimated mean and co-
variance of Xk−1 from the previous iteration. Parameter α controls the breadth of sigma
point distributions. It is small valued (0 ≤ α ≤ 1) to avoid sampling non-local effects
caused by strong nonlinearity of the state model (4.3) [95]. Parameter κ is set to be ≥ 0
to guarantee the positive semi-definiteness of covariance matrices. Its specific value,
nevertheless, is not critical as observed in our experiments. Parameter β ≥ 0 tunes
the higher order information of the distribution. Since in this dissertation, the underly-
ing distribution is assumed to be Gaussian, β is defaulted to the optimum value 2 and
empirically adjusted to reduce estimation errrors.
Prediction of the state vector Xk (e.g. mean X̄−k and covariance P
−
xk
) is then com-
puted by the UT [95]: each ensemble member Xk−1,i is transformed through the deter-
ministic state model (4.1) into a new variable Xk|k−1,i. Predicted mean of Xk, X̄−k , is
calculated from the weighted sample mean of this new ensemble set and the covari-
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ance, P−xk , from the weighted sample covariance added by the covariance of model





given new observations are performed in the ordinary KF update context. Given ini-
tial approximations on X0 (X̂0 and P̂x0), TMP estimation is performed in an iterative
manner following the algorithm in Fig. 4.32.
By putting the UT into the KF context, our TMP estimation algorithm takes advan-
tages of the merits of both techniques:
1. Based on the MC method, the UT is able to fully preserve the nonlinearity of vol-
umetric myocardial TMP activity model (4.3) and provides higher order accuracy
on the TMP estimates. In addition, any numeric solver to (4.1) can be embedded
within the filtering process and the nontrivial computation of Jacobian matrices
required in EKF [91] is avoided.
2. Since the MC method is embedded in a KF context, and the minimal ensemble
is selected in a deterministic manner, the algorithm is computational feasible and
practicable in the presence of a high-dimensional and large-scale system.
3. The UT provides large flexibility in approximating different probabilistic distri-
butions, so uncertainty beyond additive Gaussianity is better tolerated than in
standard KF-type methods.
4.3.2 Implementation
The most expensive computations in our algorithm are the l model simulations re-
quired to propagate all sigma points through the state model (as shown in the example
of second-order scaled UT (4.5, 4.6), l is linearly correlated to the dimension of the state
vector 2M ). Since V is not of interest to the TMP imaging and its change is not directly
reflected in BSP observations, we skip the estimation of V to reduce the dimension of
the unknowns. At the k-th iteration, a set of lu sigma points {Uk−1,i}lui=1 is generated
71
CHAPTER 4. NONINVASIVE IMAGING OF VOLUMETRIC TMP DYNAMICS
FROM BSP
where lu < l. This set goes through the state model (4.3) with a single vector V̄k−1





used to predict U−k and P
−
uk
, and estimates of Ûk and P̂uk are obtained from KF update
rules. At the same time, V̄k is calculated from {Vk|k−1,i}lui=1 for the next iteration (Fig.
4.33). Because of the substantially reduced computational cost and little impact of V on
TMP estimation (for detailed refer to Appendix B), this modified algorithm improves
the practicability of our TMP imaging approach.
The discretized TMP activity model (4.3) requires a small time step [76, 77] and
therefore a high model resolution, with adaptive time steps determined by the Runge-
Kutta solver. On the other hand, in practice, BSP data is usually sampled at an equidis-
tant time step with lower resolution. To allow the coupling of the TMP model of fixed
high resolution with BSP data of various lower resolutions, we modify the filtering
update strategy as follows: from the current Ûk−1 and P̂uk−1 estimated from BSP data
Yok−1, a set of lu sigma points {Uk−1,i}
lu
i=1 is generated and propagated through the state
model (4.3) for s model steps until the next BSP data Yk is available for KF update. s
is determined by the time interval between the consecutive BSP dataYk−1 and Yk. In
this way, BSP data resolution determines the number of KF updates in the entire filter-
ing process and therefore the resolution of TMP estimates. This affects the frequency
of interaction between prior model and input data, thereby having a direct impact on
the accuracy of TMP estimates. Furthermore, this also influences the computational
efficiency of the filtering process. This subject will be discussed in section 4.5.3.
4.3.3 Filtering Parameters
Initial conditions Û0 and P̂u0 are determined by anatomical locations of earliest exci-
tation in normal ventricles [86]. Because model and data uncertainty ω and ν are as-
sumed to be white Gaussian noise with zero mean, quantification of ω and ν means
the specification of their covariance matrices Qω and Rν . Since the uncertainty in the
72
4.4. EXPERIMENTS
state model is usually unknown in practice, Qω is set as a constant diagonal matrix





std(noise) ) averaged around 30dB over time. In phan-
tom experiments where SNR of input BSP data is predefined, Rν is assumed to be a
temporary invariant but spatially variant diagonal matrix; each of its diagonal compo-
nents equals the noise power calculated from known SNR and time-average power of
BSP signal at the corresponding meshfreepoint. In human studies, Rν is set as a spa-
tially homogeneous but temporary variant matrix bPΦkI, where PΦk is the mean power
of input BSP at time instant k; b equals 1e−004 (representing 20dB SNR); I is the N ×N
identity matrix. In this way, TMP estimation assumes no favorable prior knowledge,
therefore avoiding overly-optimistic specification of filtering parameters and ensuring
unbiased TMP estimates and comparisons to related works.
4.4 Experiments
In the experiments described below, the TMP activity model is developed from the two-
variable diffusion-reaction system presented in [77] because, as explained in Chapter 3,
it preserves the distinct TMP features that are closely related to BSP morphology:

∂u
∂t = ∇ · (Dd∇u) + su(u− a)(1− u)− uv
∂v
∂t = −e(v + su(u− a− 1))
(4.8)
where Dd is the confusion tensor and parameters s, a and e determine individual TMP
shape. Particularly, a is commonly used to represent tissue excitability of the my-
ocardium. The longitudinal and transverse component of Dd are set as 4.0 and 1.0
according to [76]. Parameters e, s and a are defined as recommended in [77]: e = 0.01,
s = 8 and a = 0.15, 0.14 and 0.17 for endo-, mid- and epi-cardial regions. Values for
different conductivities are adopted from [96]: dil = 0.24 Sm
−1, dit = 0.48 Sm−1 and
σ = 0.2 Sm−1, where dil and dit are the longitudinal and transverse components of Di;
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(a) (b)
Figure 4.1: (a) 3D ventricular myocardium of a specific subject, represented by mesh-
free points (yellow dot) with the associated 3D fiber structure (red line). (b) Combined
heart-torso model on the coupled meshfree-BEM platform. The ventricles are repre-
sented with a cloud of meshfree points, and the torso is described by triangulated body
surface.
in this model, values of u and v are normalized between 0 and 1.
For validation of this novel TMP imaging approach, most experiments are per-
formed on a computational phantom of realistic heart-torso structures (Fig. 4.1 (b));
the geometry and fiber information are provided by [10] and [97]. In addition, ini-
tial real-data experiments are carried out on a patient with myocardial infarction (MI).
TMP and TMP-to-BSP models used in TMP estimation are constructed on the phantom
or real patient’s heart-torso structure and parametrized as described above. Initial con-
ditions and error covariance Qωk ,Rνk are generated as described in section 4.3 unless
otherwise stated.
In the following phantom experiments, the ventricles are represented by meshfree
points with detailed 3D fiber structure (Fig. 4.1 (a)) and the torso by triangulated body
surface with 700 electrodes. The effect of the number of electrodes (spatial resolution of
input data) on TMP estimation accuracy will be discussed in 4.5.3. True TMP and BSP
are generated with models modified according to the specific conditions under study.
At each electrode, simulated BSP signal is added with zero-mean noises with covari-
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ance calculated from predefined SNR and time-averaged BSP signal power (diagonal
component in Rν). These noise-corrupted high-resolution BSP signals ( ≈ 24kHz as
model resolution ) are input directly to the framework for TMP estimation without any
downsampling; in other words, the model’s predictiions are corrected by BSP data at
each model time step. Accuracy of the TMP estimates is quantitatively measured by the
relative root mean squared errors (RRMSE), correlation coefficients (CC) and maximum
nodal errors between estimated TMP Ûk and simulated TMP Uk:
RRMSEk = (||Ûk −Uk||)/||Uk|| (4.9)
CCk = (Ûk ·Uk)/(||Ûk − ¯̂Uk||||Uk|| − Ūk) (4.10)
Max.errork = max(|Ûk −Uk|) (4.11)
where operator · denotes dot production between two vectors, || || the Euclidean form
of a vector, | | the absolute value, and {̄·} the mean of {·}. Depending on the circum-
stances, (4.9) - (4.11) have two different definitions: 1) at each time step k, Ûk and Uk
represent the instant TMP map and (4.9) - (4.11) measure the accuracy of the estimated
spatial distribution of TMP at that step. Their time courses exhibit the convergence of
estimation errors during the filtering process; 2) for each spatial node k, Ûk and Uk
represent the time course of TMP dynamics and (4.9) - (4.11) measure the accuracy of
the estimated temporal dynamics of TMP at that node. Their spatial variations display
the different local performance of TMP estimation throughout the 3D myocardium. Fu-
ture studies would benefit from more sophisticated metrics for evaluating the quality
of TMP estimates.
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Gaussian(10dB) Poisson(10dB) Uniform(10dB)
RRMSE 0.0129±0.0022 0.0132±0.0033 0.0160±0.0035
CC 0.9999±3e-005 0.9999±4e-005 0.9999 ±5e-005
Max.error 0.0692±0.0050 0.0712±0.0058 0.1719±0.0074
Gaussian(20dB) Poisson(20dB) Uniform(20dB)
RRMSE 0.0114±0.0018 0.0123±0.0020 0.0132±0.0031
CC 0.9999±1e-005 0.9999±3e-005 0.9999±4e-005
Max.error 0.0522±0.0033 0.0664±0.0052 0.1450±0.0069
Table 4.1: RRMSE (relative root mean squared error), CC (correlation coefficient) and
maximum local nodal errors of the TMP estimates against simulated TMPs. Input BSPs
are corrupted with data errors of different types and SNR levels. The errors are ex-
pressed in terms of mean ± standard deviation, and TMP values are normalized be-
tween 0 and 1.
4.4.1 Robustness Assessment and Sensitivity Analysis
Even without regard to any pathological condition, general physiological models intro-
duce errors in subject-specific TMP imaging because of simplified model structures and
variations of model parameters among the general population. Likewise, data errors
always arise in medical imaging and BSP recording process. This study evaluates the
robustness of our framework to various modeling and data errors in practical environ-
ments.
Data Errors
White Gaussian noise (WGN), though widely used as the default assumption for data
errors in IECG studies [46, 98], might fall short of representing realistic data errors in
certain situations. Because of shortage of objective information on error sources, in
this dissertation we consider two common types of non-Gaussian noises: Poisson and
uniform. Modeling of realistic data errors is out of the scope of this study.
Table 4.4.1 lists the accuracy of TMP estimates under different type of data noise, in
terms of the time-average (mean ± standard deviation) of errors of estimated TMP dis-
tribution after convergence. As explained in the UKF theory [94], our TMP estimation
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Figure 4.2: Representative BSP time course on a selected electrode. Because the TMP
value is normalized in the TMP activity model, the BSP value does not represent real
absolute potential values.
algorithm is based on the Gaussian approximation of the variables. When data noise
is not Gaussian, the filtering algorithm is not optimal. But compared to standard KF
methods, our algorithm has higher noise tolerance. As shown in Table 4.4.1, our frame-
work produces less accurate results under non-Gaussian noises compared to Gaussian
noises. With the same noise type, higher noise levels (lower SNR) lead to lower accu-
racy. However, the quality of TMP estimates remains consistently high.
As an example, Fig 4.2 illustrates a representative time course of 10-dB-WGN cor-
rupted BSP (versus simulated BSP, RRMSE = 34%). RRMSE of the corresponding
estimates of TMP dynamics at each node is 0.0070 ± 0.0150 over the space, among
which time courses of TMP estimates with maximum (RRMSE = 0.1988) and average
errors (RRMSE = 0.0070) are exemplified in Fig 4.3 (a) and (b) versus the corresponding
ground truth. Fig 4.4 displays the convergence of RRMSE of spatial TMP distribution
over time, where RRMSE of the initial TMP map is 0.2126.
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Figure 4.3: (a) Representative TMP time course on the meshfree node with maximum
estimation error ( RRMSE = 0.1988). (b) Representative TMP time course on the mesh-
free node with average estimation error (RRMSE = 0.0070).
Parameter Variations
Values of TMP and TMP-to-BSP model parameters vary among the general popula-
tion, and the exact parameter values for specific patients are rarely available a priori.
This study investigates how the variations of parameter a (which determines tissue ex-
citability) and dil (longitudinal component of intracellular conductivity tensor) affect
the TMP estimates. True TMP and BSP are simulated with a or dil deviated from stan-
dard values by WGN; their mean increase from 5% of the standard parameter values
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Figure 4.4: Time course of RRMSE of estimated spatial TMP distribution, the initial
value of which is 0.2126.
up to the thresholds leading to cardiac pathological conditions.
Fig. 4.5 (a) and (b) list the change of RRMSE of spatial TMP distribution (mean
± standard deviation over time after convergence) with increasing errors in a and dil
respectively. As shown in both results, TMP estimates remain high accuracy (RRMSE
< 10%) in the presence of population variations in different parameters. Note that
as parameters deviate farther away from their standard values, estimation accuracy
decreases rapidly. When the deviation is beyond certain limits, pathological conditions
are involved. We investigate applications of our framework in pathological conditions
later in this dissertation.
Electrode Misplacement
Misplacement of electrodes is common during BSP recording practice. In the following
experiments, BSP is simulated by shifting the 700 electrodes away from the original
position in the direction of each Cartesian axis with WGN at different averages.
As shown in Fig.4.6 (a), compared with other modeling errors, electrode misplace-
ment gives rise to distinctly larger estimation errors. It has been documented that, for
reconstruction of epicardial potentials, small electrode misplacement could result in
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(a) (b)
Figure 4.5: (a) Impact of variations in parameter a on RRMSE of the TMP estimates. (b)
Impact of variations in longitudinal electrical conductivity dil on RRMSE of the TMP es-
timates. The x-axis represents the mean deviation of the parameters from the standard
values. The y-axis represents time-averaged RRMSE of estimated TMP distribution, in
terms of mean ± standard deviation.
immediate degradation of IECG solutions [71]. With much higher degree of freedom,
the estimation of volumetric TMP is expected to have similar or even less stability in the
presence of electrode misplacement. On the other hand, our approach might alleviate
such problems because of the constraints of prior physiological knowledge and the sta-
tistical model-data coupling. As shown in Fig.4.6 (a), when electrode misplacement is
within a certain range, the estimates are insensitive to the corresponding errors and re-
tain sufficient accuracy (RRMSE < 22%); when electrode misplacement exceeds certain
limits, the accuracy of TMP estimates start to degrade rapidly. This experiment verifies
that our framework is able to deal with moderate electrode misplacement in practical
environments; it also identifies the electrode position as one of the factors which have
significant impact on TMP imaging, and therefore emphasizes the importance of correct




Figure 4.6: (a) Impact of electrode misplacement on RRMSE of the TMP estimates. The
x-axis represents the mean shift of electrodes away from standard locations in the di-
rection of each Cartesian direction. (b) Impact of heart position errors on RRMSE of the
TMP estimates. The x-axis represents the mean shift of the heart away from standard
position in each direction of the Cartesian axis. The y-axis represents time-averaged
RRMSE of estimated TMP distribution, in terms of mean ± standard deviation.
Geometrical Modeling Errors
Modeling of personalized heart-torso structures usually introduces different errors,
such as in torso size, heart size and relative heart-torso position. In simulating con-
ditions with incorrect heart or torso size, the original heart or torso model is scaled to a
new one. Regarding the relative heart-torso position, BSP is generated by shifting the
heart away from its original location in each direction of three Cartesian axis by WGN
at different averages.
Fig. 4.7 illustrates changes of RRMSE of spatial TMP distribution (mean± standard
deviation over time after convergence) with increasing errors in these situations. As
shown, heart and torso size have little impact on the estimation accuracy. In compar-
ison, the relative heart-torso position has more notable influences, yet the framework
still produces robust estimates ( RRMSE < 20%) (Fig. 4.6 (b)). Moreover, when the
errors are within a certain range, the TMP estimates are insensitive to them and have
high accuracy (RRMSE < 5%). It is interesting to note that, when input BSP is simu-
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(a) (b)
Figure 4.7: (a) Impact of torso size errors on RRMSE of the TMP estimates. The x-axis
represents mean relative volume changes V/Vt where V denotes changed torso size
used in simulations and Vt for the standard one used in TMP estimation. (b) Impact of
heart size errors on RRMSE of the TMP estimates. The x-axis represents mean relative
volume changes V/Vh where V denotes changed heart size used in simulations and
Vh for the standard one used in TMP estimation. The y-axis represents time-averaged
RRMSE of estimated TMP distribution, in terms of mean ± standard deviation.
lated with reduced heart sizes, estimation errors are noticeably larger than in situations
where enlarged heart sizes are used for BSP simulation (Fig. 4.7 (b)). Similar results
could be observed in [68]. The possible reason is that with a smaller heart size, simu-
lated BSP is farther away from cardiac electrical sources. This smoothes more details in
BSP and brings more challenges to TMP estimation.
4.4.2 Comparisons of Epicardial Potential Imaging: Bundle Branch Blocks
In normal conditions, electrical activation progresses from the endocardium to the epi-
cardium simultaneously in both ventricles. When electrical activation arrives at the epi-
cardium, an epicardial breakthrough occurs and generates a local potential minimum on
the surface [99]. If parts of the bundle branches are blocked, the activation propagates
sequentially rather than simultaneously in the ventricles. The epicardial breakthrough
originally corresponding to the blocked bundle branch, accordingly, will be absent. In
the phantom experiments, true abnormal BBB TMP dynamics is simulated by removing
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(a) Simulated volumetric TMP dynamics
(b) Results of volumetric TMP imaging
Figure 4.8: Volumetric myocardial TMP dynamics at the beginning of ventricular ac-
tivation in RBBB conditions. (a) Simulated true TMP dynamics. (b) Volumetric TMP
estimates from 10dB-WGN-corrupted BSPs. Top to bottom in both (a) and (b): depo-
larization at 0ms, 6.4ms, 12.8ms and 19.2 ms after electrical pulses arrive at the ven-
tricles. The color encodes normalized TMP values, and black contours represent TMP
isochrones. The estimation is initialized with false initial condition, which is rapidly
corrected by the BSP data (before 10ms after the onset of ventricular activation) and
TMP imaging results are close to the simulated ground truth.
the earliest-excited ventricular sites in the blocked bundle branches.
In what follows, we compare epicardial potential (EPI) estimates obtained from
our approach and classical regularization-based epicardial potential reconstructions for
RBBB on the computational phantom (Fig. 4.1 (c)). An additional epicardial surface is
introduced into this heart-torso structure, and the coupled meshfree-BE method (Chap-
ter 3) is used to construct forward TMP-to-EPI (Tte), EPI-to-BSP (Teb) and TMP-to-BSP
(Ttb = Teb ×Tte) models (for details refer to [73]), based on which simulated TMP are
mapped to EPI and BSP as ground truth. Typical regularization methods, zero-order
Tikhonov regularization (regularization parameter is determined by L-curve method)
and TSVD [1], are used to reconstruct EPI from 10dB-WGN-corrupted BSP with Teb
(denoted as EPT ik and EPTsvd). Volumetric TMP is estimated from the same input BSP
by the presented approach with Ttb, and projected to EP (denoted asEPTmp) by Teb for
comparisons with EPT ik and EPTsvd.
Fig. 4.8 (a) lists the simulated RBBB TMP dynamics, where instead of normal si-
83
CHAPTER 4. NONINVASIVE IMAGING OF VOLUMETRIC TMP DYNAMICS
FROM BSP
(a) (b)
Figure 4.9: (a) RRMSE of TMP estimates in RBBB conditions, which drops rapidly at the
beginning of the ventricular activation and remains consistently low thereafter (< 10%
since 10ms after the onset of ventricular activation). (b) Anterior view of simulated
RBBB epicardial potential maps at 35ms after QRS onset. The color encodes magnitudes
of epicardial potential and black contours represent potential isochrones. The intact
LV epicardial breakthroughs (site 2) and the absence of RV breakthrough (site 1) are
consistent with the results in [100].
multaneous propagations in both ventricles, electrical activation propagates sequen-
tially from the left to the right ventricle. As shown in the results of volumetric my-
ocardial TMP imaging (Fig. 4.8 (b)), TMP estimation starts with an erroneous initial
condition because no RBBB prior knowledge is utilized. This error is rapidly corrected
by BSP data (before 10ms after the onset of ventricular activation) and the following
intraventricular conduction abnormality is faithfully reconstructed. As shown in the
time course of RRMSE of the estimated spatial TMP distribution (Fig 4.9 (a)), the esti-
mation error drops rapidly at the beginning of the ventricular activation and remains
consistently low thereafter (RRMSE < 10% since 10ms after the onset of ventricular
activation) .
Fig. 4.9 (b) displays the anterior view of simulated RBBB EPI map at 35ms after
QRS onset. As shown, because of the block of RBB, no evidence of RV breakthrough
is observed (absence of potential minimum at site 1). Left fascicular breakthrough (site




Figure 4.10: Anterior view of estimated epicardial potential map at 35ms after QRS
onset. (a) EPTmp: estimates projected from the TMP estimates from the presented ap-
proach. (b)EPT ik: reconstruction using zero-order Tikhonov regularization, with regu-
larization parameter determined by L-curve method. (c) EPTsvd: reconstruction using
zero-order TSVD method. Note that the absence of RV breaththrough (site 1) and the
presence of LV breakthrough (site 2) is faithfully reconstructed in EPTmp.
EPT ik (b) and EPTsvd (c) at 35ms after QRS onset, RRMSE of which are 0.1490, 0.8072
and 0.8325 respectively. Note that the absence of RV breakthrough and presence of LV
breakthrough is correctly reconstructed in EPTmp but not in EPT ik or EPTsvd. Fig 4.11
(a) and (b) compares representative EP time courses from EPTmp, EPT ik and EPTsvd
versus the ground truth: where in (a) RRMSEEPTmp = 0.1829, RRMSEEPTik = 0.4398
and RRMSEEPTsvd = 0.4589, and in (b) RRMSEEPTmp = 0.0552, RRMSEEPTik =
0.3446 and RRMSEEPTsvd = 0.3288. The mean and deviance of RRMSE of temporal
TMP estimates for all the meshfree nodes over the space is 0.1196 ± 0.0587 for EPTmp,
0.7685 ± 0.4343 for EPT ik and 0.9127 ± 0.5968 for EPTsvd, respectively. Fig 4.12 exem-
plifies time courses of BSP projected from EPTmp, EPT ik and EPTsvd, RRMSE of which
are 0.1697, 0.3018 and 0.3019 respectively versus input noise-corrupted BSP.
The above comparisons of EPI estimates demonstrate the improvement of estima-
tion accuracy of our approach over traditional regularization-based approaches, and
therefore verify the benefits of the incorporation of physiologically meaningful con-
straints and the statistical coupling of imperfect prior knowledge and input data. In
addition, Table 4.4.2 summarizes TMP estimation errors from 20dB-WGN-corrupted
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Figure 4.11: Representative time courses of estimated EP versus simulated EP. (a)
RRMSEEPTmp = 0.1829, RRMSEEPTik = 0.4398 and RRMSEEPTsvd = 0.4589. (b)
RRMSEEPTmp = 0.0552, RRMSEEPTik = 0.3446 and RRMSEEPTsvd = 0.3288.
BSP in various BBB conditions. Consistently high accuracy is obtained because false
knowledge in the initial condition is corrected in a timely manner and does not have
significant impact on the results.
4.4.3 Imaging of Intramural Focal Activity
Ectopic foci can lead to ventricular tachycardia, the treatment of choice for which is
radio-frequency ablation. To destroy the origin of abnormal activation, accurate lo-
calization of ectopic foci inside the myocardium is needed. Phantom experiments are
carried out to investigate the ability of our framework in imaging the intramural foci
and the arrhythmic activation originating from it.
The first experiment considers focal arrhythmia caused by two focal points (Fig 4.14
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Figure 4.12: Representative time courses of input noisy BSP versus BSP projected
from estimated EP. RRMSEBSPTmp = 0.1697, RRMSEBSPTik = 0.3018 and
RRMSEBSPTsvd = 0.3019. Note that EP estimated from 0-order Tikhonov regulariza-
tion and TSVD give similar BSP projections, which are much noisier than that projected
from the TMP estimates obtained by the presented approach.
RBBB LBBB Posterior Anterior
hemiblock hemiblock
RRMSE 0.0179±0.0071 0.0493±0.0216 0.0615±0.0217 0.0645±0.0272
CC 0.9998±1.4e-004 0.9986±0.0012 0.9980±0.0015 0.9977±0.0023
Max.error 0.0408±0.0268 0.1085±0.0775 0.1269±0.1048 0.1428±0.1326
Table 4.2: RRMSE, CC and maximum local errors of the TMP estimates against simu-
lated TMPs in various BBB conditions. Input BSPMs are corrupted with 20dB GWN.
The error values are measured in terms of mean± standard deviation. The TMP values
are normalized between 0 and 1.
(a)) which spontaneously activate at the beginning of the ventricular excitation. Fig 4.13
(a) and (b) list the sequence of simulated normal and arrhythmic TMP activity on the
cross section containing the ectopic foci, where Fig 4.13 (b) exhibits distinct abnormal
activation originating from the two focal points. Fig 4.13 (c) illustrates the correspond-
ing TMP estimates on the same cross section, where the arrhythmic details are closely
reconstructed. The quantitative accuracy of the volumetric TMP estimates is RRMSE
= 0.0227 and CC = 0.9997. According to the electrical activation time calculated from
the TMP estimates and normal TMP simulations, the ectopic foci are localized as the
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Figure 4.13: TMP dynamics of cross section containing the ectopic foci. (a) Simulated
normal TMP sequence. (b) Simulated arrhythmic TMP sequence. (c) Reconstructed
arrhythmic TMP sequence. The color encodes normalized TMP values. From top to
down: 15ms to 105ms with 30ms interval in between. The TMP imaging results closely
reconstruct the arrhythmic details originated from the ectopic foci and depicts the loca-
tions of these two focal points.
origins of abnormal activation. Note that even though local TMP estimates are not able
to immediately capture the foci at the beginning of ventricular activation because of the
erroneous initial conditions, the activation time difference between TMP estimates and
normal TMP simulations could reflect local TMP abnormality and its origins. Fig 4.14
(b) depicts the estimated ectopic foci inside the myocardium, where one of the focal
points is accurately localized and the other one is localized at 5.8mm away from the
ground truth. Similar to the investigation on BBB conditions, this experiment shows
that for pathological conditions that introduce erroneous initial conditions in TMP es-




Figure 4.14: The cross section containing the two focal points, represented by meshfree
points and ectopic foci are highlighted by red color. (a) The ground truth. (b) Local-
ization using the difference in activation time map calculated from TMP estimates and
simulated normal TMPs. The focal point in the lateral LV endocardial layer is correctly
identified, while the one in the septal LV endocardial layer is 5.8mm away from its true
location.
origins responsible for the abnormality without any prior knowledge of their existence.
In the second experiment, a group of ectopic foci is picked from the subendocar-
dial layer (Fig 4.16 (a)) and stimulated at around 7ms after excitation pulses arriving
at ventricles. As show in Fig. 4.15 (a) and (b), premature excitations partially suppress
normal sinus rhythm and disrupt the normal activation sequence. In general, quality
of the TMP estimates falls into 3 groups. In regions with premature excitations, con-
sistent accuracy is achieved with CC = 0.97 ± 0.0053 and RRMSE = 0.19 ± 0.0707 (Fig.
4.17 (a)). In regions with delayed excitations but far away from the sites initialized as
earliest-excited, the framework gives satisfactory results with CC = 0.97 ± 0.0070 and
RRMSE = 0.16 ± 0.0813 (Fig. 4.17 (b)). However, for regions around sites assumed as
earliest-excited, the estimation fails (Fig. 4.17 (c)). This is because of the strong false
prior knowledge represented in the initial conditions and model structures. As a result,
timely and accurate capture of the foci is not ensured. Similar to the former experiment,
however, activation time difference between TMP estimates and normal TMP simula-
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Figure 4.15: Anterior view of volumetric TMP dynamics. (a) Simulated normal TMP
sequence. (b) Simulated arrhythmic TMP sequence of premature excitation. (c) Recon-
structed arrhythmic TMP sequence. The color encodes normalized TMP values. From
top to bottom: 28, 31 and 35ms. TMP imaging results capture the arrhythmic patterns,
yet in certain local areas inside the myocardium, consistent high accuracy is not ensured
(see Fig 4.17).
tions reflects the origins of local TMP abnormality. Fig 4.16 (b) pictures the estimated
ectopic foci inside the myocardium, where the mean localization error is 4.5mm using
the electrical activation time map. As demonstrated, in pathological conditions which
involve not only erroneous initial conditions but also incorrect model structures, our
framework is able to capture the arrhythmic pattern and the intramural origins of the





Figure 4.16: Location of the ectopic foci inside the myocardium, highlighted by light-
blue. (a) The ground truth. (b) Localization using the activation time map calculated
from the TMP estimates. The real locations of the ectopic foci are mostly captured, with
the mean deviance as 4.5mm.
(a) (b)
(c)
Figure 4.17: Time course of TMP representative of different pathophysiological phe-
nomena. (a) Premature excitation. (b) Delayed excitation in regions away from areas
of normal earliest excitation. (c) Delayed excitation in regions around areas of nor-
mal earliest excitation. Comparison of TMP shapes are among simulated normal TMP
(green), simulated abnormal TMP (red) and reconstructed TMP (blue). The presented
framework is able to closely reconstruct the abnormality in (a) and (b), yet fails in (c).
4.4.4 Human Studies on Myocardial Infarction
An initial study is performed on the same set of MRI and BSP data used in Chapter
3 collected from a post-MI patient [84]. Fig. 4.18 exemplifies an input BSPM at 85ms
of ventricular activation. Gold standard of the infarct substrate is provided by cardi-
ologists who examined gadolinium enhanced images of the patient’s heart. Using the
standard 17-segment division of LV [85], they identified the percentage of infarcted my-
ocardial mass (EP = 52%), the segment containing the centroid of infarcted substrates
(CE = 10 or 11) and all infarcted segments (3-5, 9-12, 15-16). In other words, the infarct
substrate is distributed in the inferior-lateral LV with its center in the middle layer.
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Figure 4.18: Representative input BSP map at 85ms of ventricular activation. The color
encodes BSP amplitudes and black contours represent potential isochrones.
Data processing
Preprocessing of patient’s BSP data is necessary to coordinate the real data with the
physiological system. First, since only ventricular electrical activity is considered in our
current study, we select QRST intervals out of each complete BSP signal as framework
input (Fig. 4.19 (a)). Next, because of the normalized TMP values in the TMP activity
model, model-predicted BSP and patient’s BSP data are at different magnitude levels.
Simple scaling is thus applied to input BSP data to bring it into the same magnitude
level with model-predicted BSP. Furthermore, the temporal interval for discretizing
the TMP activity model is usually one magnitude smaller than BSP sampling interval.
Since the QRS complex and ST interval in BSP signal are of very different morphol-
ogy, temporal interpolation of each BSP signal is done with seventh-order polynominal





Figure 4.19: (a) Time course of complete BSP signal and the selected QRST interval
(shadowed) on lead V 1. (b) Calculation of AT and PD from TMP. AT is determined
by the largest positive derivative, the corresponding repolarization time (RT) is when
TMP value returns below that at AT. PD = RT − AT.
Progressive iteration scheme
For the applicability in real world problems, we present a practical imaging scheme
composed of progressive iterations. To start TMP reconstruction, both the TMP model
and TMP-to-BSP model are parameterized with standard values as described earlier.
Initial condition Û0 and P̂u0 is again generated based on the locations of normal first-
excited ventricular areas [86]. Qωk and Rνk are defined as described in section 4.3. In
this way, TMP reconstruction starts without using any prior knowledge of the infarct.
Using the TMP estimates, location of the infarct centroid (represented by segments)
is evaluated as described in the next section. This a posteriori knowledge of the infarct
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is fed back to the framework to modify parameter a in the TMP activity model for
meshfree points in the segments identified as the infarct centroid. The purpose is to re-
duce the duration and magnitude of the TMP shape on corresponding meshfree points
so as to produce the most characteristic features of infarcted tissues: late activation
time and reduction potential duration. Specifically, the value of a is set to 0.4 for this
purpose. A new pass of TMP estimation is executed with this modified TMP model,
while all other filtering parameters, including the initial condition Û0, P̂u0 and error
covariances Qωk ,Rνk , remain the same. The newly obtained TMP estimates are used
in MI evaluation, and the corresponding result of the location of the infarct centroid, if
changed from the previous one, is fed back to our framework for the next pass of TMP
estimation.
Subsequent passes of feedback and TMP estimation iterate in a similar manner until
no significant changes are observed in the TMP estimates or MI evaluation results.
MI evaluation
To compare with the gold standard and related work, we identify infarct centroid (CE),
extent (EP ) and affected segments using a subset of the information from TMP es-
timates. The evaluation is based on two primary characteristics of infarcted tissues:
changes of activation time (AT ) and TMP duration (PD). These two parameters can be
calculated from TMP as shown in Fig. 4.19 (b).
Late AT and reduced PD of the estimates are used as the foremost indicator of
infarct substrates. The order of myocardial activationAT is indexed by normalized iAT
(0 ≤ iAT ≤ 1), where meshfree points with earliest activation are indexed at iAT =
0. Similarly, the order of PD is indexed by normalized iPD (0 ≤ iPD ≤ 1) where
points with longest TMP duration are indexed at iPD = 0. Differences of iAT and iPD
between TMP estimates and simulated normal TMP, dAT and dPD, are used as the
secondary infarct indicator after normalization. Infarcted tissues are assumed to exhibit
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Figure 4.20: Representative distribution of Mi values from all meshfree points, after
sorted in a descending order by Mi. In this particular case, there is a distinct transition
of the curve around Mi ≈ 0.4 and most meshfree points have Mi ≤ 0.5. Therefore,
0.4 ≤ Ti ≤ 0.6 is a proper threshold for initial identification of infarcted points.
distinct TMP abnormality (large iAT and iPD) and notable deviance from simulated
normal TMP (large dAT and dPD). A relatively robust metric for infarct identification
(0 ≤Mi ≤ 1) is defined by considering the above four features simultaneously:
Mi = wlaiAT + wlpiPD + wdadAT + wdpdPD (4.12)
where wla, wlp, wda and wdp are the weights (wla + wlp + wda + wdp = 1) representing
how much each factor contributes to Mi. This weighted summation formulation is
a straightforward way to take into account multiple factors with different confidence
levels. In the current stage, weight values are adjusted emprically (see section 4.4.4).
In normal conditions, Mi over the myocardium would show smooth transitions
around an average value. Infarcted regions, on the other hand, have distinctively larger
Mi values. As shown in a representative distribution curve of Mi in Fig. 4.20, the
concentration of the distribution of Mi around low values provides a proper threshold
Tm to differentiate points with local TMP abnormality. The percentage of suspected
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infarcted points for each segment, p, is calculated. To remove isolated suspects, another
empirical threshold Ts is defined. Segments with p ≥ Ts and the contained suspected
infarcted points are confirmed as infarcted.
From another perspective, Mi measures the credibility of an infarcted meshfree
point. Its value on infarcted points, therefore, is used to generate the infarcted sub-
strate distribution map. EP is then calculated as the percentage of infarcted points in
all ventricular meshfree points. CE of the infarct substrate is located as the segment
containing the center of all infarcted meshfree points weighted by Mi. Segment over-
lap SO between the results and the gold standard measures the percentage of correct
identification. Note that, in most MI evaluation methods, the infarct substrate can only
be identified by segments. EP , accordingly, only measures the percentage of affected
segments in all 17 segments. In comparison, our approach of infarct localization is
not restricted to the segment level: we are able to differentiate between healthy and
infarcted tissues within the same segment, and consequently, we are able to depict de-
tailed infarct distribution in the 3D myocardium.
In the following analysis, the default values for Tm, Ts and wla, wlp, wda, wdp are 0.5,
30%, 0.3, 0.2, 0.3 and 0.2. We also perform an empirical study of the influences of
parameters wla, wlp, wda, wdp and Tm on the results, and details will be presented in
section 4.4.4.
Results
Our algorithm’s progressive iteration starts without any prior knowledge of the infarct
and stops when the results show negligible changes after 3 iterations. Fig. 5.2 shows the
results of volumetric myocardial TMP imaging after each iteration. Compared to the
simulated normal TMP dynamics (Fig. 4.21), all the estimates exhibit distinct arrhyth-
mic activation caused by conduction delay/block in the inferior-lateral basal-middle
transection of the LV wall. In addition, the final results improve initial results by ad-
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Figure 4.21: Simulated normal volumetric myocardial TMP imaging during ventricular
activation on the patient’s heart. The color encodes the amplitude of TMP and black
contours represent potential isochrones. From left to right: 35, 64, 78, 89ms after the
onset of ventricular activation.
ditional identification of the inferior infarct substrate. Accuracy of TMP estimates is
also quantitatively validated by the closeness between the estimate-generated BSP and
the input data (Fig. 4.23). Fig. 4.24 shows the ventricular electrical activation time
(AT) maps derived from the TMP estimates in 3 iterations, where the infarct substrate
is clearly exhibited with abnormally large AT . The associated infarct distribution maps
are illustrated in Fig. 4.25 (b). All these results localize the substrate around the inferior-
lateral basal-middle LV wall, and they are progressively refined towards the gold stan-
dard.
Table 4.3 shows MI evaluation results using the default set of T, Ts and wla, wlp,
wda, wdp in all iterations. For comparison, it also includes the best results (Mneimneh et
al) [101] and those from other IECG approaches (Dawoud et al, Farina et al) [102,103]. As
mentioned earlier, the gold standard calculates EP in the segment level (EP = 9/17 '
52%). Instead, our approach differentiates between normal and infarcted tissues within
the same segment. It explains why our approach usually produces smaller EP than the
gold standard.
Comparison to Approaches by Epicardial Potential Reconstruction
In [102], the classical IECG approach of epicardial potential reconstruction is used to
solve this MI imaging problem. As explained in Chapter 2, this type of method requires
a nontrivial secondary task of interpreting diagnostically useful parameters from the re-
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(a) Estimated TMP activation without prior knowledge of the infarct (the 1st iteration).
(b) Estimated TMP activation with feedbacks from the 1st iteration (the 2nd iteration)
(c) Final TMP estimates with feedbacks from the 2nd iteration (the 3rd iteration)
Figure 4.22: Volumetric myocardial TMP imaging during ventricular activation of the
patient with MI. The same color bar in Fig 4.21 is used and black contours represent
potential isochrones. From left to right: 35, 64, 78, 89ms after the onset of ventricular
activation. Compared with the simulated normal TMP dynamics in the same heart
(Fig. 4.21), activation delay around inferior-lateral basal-middle LV is evident in all the
estimates. As the iteration goes on, the identification of activation delay in the inferior
LV is improved.
constructed epicardial potential. In [102], the location and centroid of the substrate is
defined based on the morphology of the reconstructed epicardial electrograms. The
criteria are obtained using two training cases. Because of this classification-based pro-
cess, especially when the number of training cases is insufficient, the identification of
the infarct substrate shows limited accuracy. Analogous to our results in the first itera-
tion, [102] also mistakes the substrate centroid 1-segment away from the gold standard.
But the identification of the infarcted segments and SO delivered in [102] is clearly
of lower accuracy. Furthermore, with the progressive iteration scheme, the final results
from our framework are able to correct CE and substantially improve the identification
of the substrate (see Table 4.3).
Fig. 4.26 (a) and (b) show the final AT maps on the inferior and anterior surface
of the patient’s ventricles, with comparisons to those presented in [102] (Fig. 4.26 (c)
and (d)). Since there is no measured AT map on the heart surface, and the orientations




Figure 4.23: Comparison of 12-lead ECG. (a) Patient’s BSP data, after processed as de-
scribed in section 4.4.4. (b) Calculated from BSP mapped from final TMP estimates.
They are in close accordance with relative root mean squared error as 0.15.
Reference This thesis Mneimneh Dawoud Farina
EP 52% 28% 27% 35% 10%
SO N/A 90% 90% 55.6% 40%
CE 10/11 11 10/11 4 12
segments 3-5,9-12,15-16 5,10-12,16 N/A 3-5,10,11 N/A
Table 4.3: Comparison of MI evaluation results with the gold standard (the 2nd column)
and the existing best results (the 4th-6th columns). EP represents the percentage of
identified infarcted tissues in the ventricular mass. SO measures the percentage of
correct identification compared to the gold standard. CE is the segment containing
the center of the infarct substrate, and segments are identified as containing the infarct
substrate.
comparisons of these two results are not feasible. Similarity in the AT pattern, nev-
ertheless, could be roughly observed between these two results. Similar to [102], our
results also show late activation times and condensed isochrones on the inferior-lateral
basal-middle surface of the LV (Fig. 4.26 (a) versus (c)). However, our results do not
exibit false late AT on the anterior surface of the LV or RV (Fig. 4.26 (b) versus (d)).
As shown in Fig. 4.25, the infarct substrate located in basal LV is also identified by our
framework. The reason that no significant late AT is observed in the basal LV surface
(Fig. 4.25 (a)) might be that the substrate does not extend to the epicardial layer and
late AT is not the only indicator of infarct substrates. This comparison demonstates the
improvement in MI evaluation of our framework over [102].
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(a) (b) (c)
Figure 4.24: Electrical activation time maps derived from estimated TMP. (a) The 1st
round result without any prior knowledge on the infarct. (b) The 2nd round result with
feedbacks from the 1st iteration. (c) The 3rd round (final) result with feedbacks from
the 2nd iteration. Color encodes values of activation time and black contours represents
time isochrones.
(a) (b) (c)
Figure 4.25: Distribution map of the infarct substrate. (a) The 1st round result without
any prior knowledge on the infarct. (b) The 2nd round result with feedbacks from the
1st iteration. (c) The 3rd round (final) result with feedbacks from the 2nd iteration.
Color encodes the values of Mi, therefore, points with larger Mi have larger possibility
to be in the infarcted substrate. Again, final results show notable improvement in the
identification of the infarct substrate on the inferior LV.
Furthermore, because reconstruction of epicardial potential from BSP only provides
electrophysiological information on the epicardium, their result does not depict the
three-dimensional distribution of the infarct substrate in the myocardial wall. The lo-
cation of the infarcted substrate, accordingly, is identified on the epicardium and dis-
tinguished by segments [104]. In contrast, distribution maps of the infarct substrate
provided in our approach (Fig. 4.25) depict the location, size and shape of the substrate





Figure 4.26: Activation time maps on the inferior (a) and anterior (b) surfaces of the
patient’s heart. Late activation and condensed isochrones are observed on the inferior-
lateral middle-basal part of the LV. In comparison to the activation time maps reprinted
from [102] (inferior (c) and anterior (d)), our results avoids the false identification on
the RV and anterior surface of the LV ((b) versus (d)).
Comparison to Approaches by Deterministic Optimization
Based on deterministic optimization of the 3D heart model as introduced in Chap-
ter 2, [103] is also able to identify the infarcted substrate within the 3D myocardial
wall. This is done by deterministically optimizing a set of parameters defining the
size and location of the infarcted substrate. This method, however, involves compli-
cated and at hoc modeling of the infarct substrate, which is defined as a spherical re-
gion parametrized by its center, size and thickness of ischemic border. TMP shapes are
predefined for these tissues and vary from the ischemic border to the necrotic center.
On one hand, the use of predefined TMP shapes in different tissues imposes intensive
modeling requirements, yet it is questionable whether such modeling is valid to real-
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Figure 4.27: Distribution maps of the infarct substrate on the transversal (a) and frontal
(b) slices of the patient’s heart. The color bar encodes the same information as in Fig.
4.25. Compared to the results reprinted from [103] (transversal (c) and frontal (d))
where the identified infarct substrate is highlighted, our results are able to correctly
localize the centroid of the substrate, and describe its detailed irregular shape.
istically represent intricate physiological properties of infarcted tissues. On the other
hand, when the infarcted substrate is predefined as a sphere with only the size and
center as free parameters, it is unclear how this simplified and inflexible assumption
would restrict the identification of the real substrate with irregular shapes. Further-
more, as explained in Chapter 2, this type of deterministic optimization-based methods
does not appropriately account for the existence of various data and model errors, but
attributes all of them to parameter errors [47]. This might give rise to an erroneous in-
terpretation of the underlying physiological activity. Besides, as shown in [47], a close
initial condition is usually required so that the deterministic optimization would not
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get trapped in local optima. Probably because of the above issues, this approach shows
limited capability in real-data experiments: the results from [103] have 1-segment error
in CE localization and their quality is lower than that of [102].
Fig. 4.27 (a) and (b) list the distribution maps of the infarct substrate on transverse
and frontal slices of the patient’s ventricles in comparison to those presented in [103]
(Fig. 4.27 (c) and (d)). It is evident that [103] incorrectly localizes the substrate centroid
to the apical level of the LV, and it fails to capture the irregular shape of the real infarct
substrate. By way of contrast, our framework faithfully describes the irregular shape of
the infarct substrate distributed in the lateral-inferior basal-middle wall of the LV.
Impact of MI evaluation parameter
To test the appropriateness of the infarct metric (4.12) and the effect of relevant parame-
ters, MI evaluations are performed using Tm and wla, wlp, wda, wdp with values different
from default ones. As shown in Table 4.4, with a larger Tm (e.g., 0.7), fewer segments
are detected as infarcted but all of them are correct identification. In comparison, with a
smaller Tm (e.g., 0.3), more true infarcted segments are identified but false identification
also increases. Localization of CE, nevertheless, remains correct in different situations.
It means that the choice of Tm determines whether the identified substrate is more over-
localized or overestimated. It might change the identification of infarcted segments, but
rarely has impact on the localization of CE. Moreover, it is evident that the value of Tm
suggested by the Mi distribution curve (Fig. 4.20, 0.5 in the case under study) achieves
a good compromise between the localization and overestimation of the infarct substrate.
With the same level of Tm, weights wla, wlp, wda and wdp further adjust the com-
promise between the localization and overestimation of the substrate in a finer manner.
These adjustments are exhibited in the slight changes in EP and SO. However, their
exact values are not critical to the localization of CE or the identification of infarcted
segments, as long as all four factors (iAT, iPD, dAT, and dPD) are considered. An ex-
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wla, wlp, wda, wdp default default 0.1,0.4,0.2,0.3 0.5,0.5,0,0
T 0.7 0.3 default default
EP 23% 46% 37% 39%
SO 97% 83% 88% 91%
CE 11 11 11 12
segments 10,11 2,5,7,10-14,16 5,10-12,16 5,6,10-12,16
Table 4.4: Comparison of final (the 3-rd iteration) MI evaluation results using values of
wla, wlp, wda, wdp and Tm different from the default set. The first two columns lists the
final results using higher and lower threshold Tm, and the last two columns are final
results from using different wla, wlp, wda, wdp. EP, SO,CE and segments are defined as
in Table 4.3.
ample is listed in Table 4.4 where (wla, wlp, wda, wdp) is set as (0.1, 0.4, 0.2, 0.3) instead of
the default (0.3, 0.2, 0.3, 0.2). In comparison, MI evaluation results without using dAT
and dPD (wda = wdp = 0) are also listed. In this condition, CE is incorrectly localized
and false identification of infarcted segments occurs as well. It shows the necessity to
consider the difference between the estimates and the models (dAT, dPD) in addition
to the feature of estimates (iAT, iPD). Used for removing isolated infarcted points, the
value of Ts is relatively straightforward to determine. Its effect on the results will not
be elaborated in this dissertation.
These experiments justify the feasibility of using the current infarct metric (4.12) for
MI evaluation. Future studies would benefit from tuning the relevant parameters with
sufficient training cases, or adjusting their values online during TMP estimation.
Summary
IECG approaches are able to produce more detailed and direct information on cardiac
electrical activity than traditional ECG analysis. Nevertheless, they are usually more
complicated, and as shown in the existing results of the same MI case study [84], some-
times the outcomes are not as good as those obtained through simpler ECG analysis.
This observation puts the practical value of IECG approaches into question.
Without any prior knowledge of the infarct substrate, our framework is able to per-
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form successful subject-specific MI imaging. Compared to the other IECG approaches
presented in [102, 103], it produces notably improved evaluation of the infarct. Com-
pared to traditional ECG analysis, the presented paradigm provides MI evaluation in
comparable quality to the best results [101], while having the valuable advantage of
describing complete volumetric myocardial TMP dynamics for specific subjects. As an
answer to questions regarding the clinical relevance of IECG approaches, this human
study demonstrates the potential of noninvasive TMP imaging in clinical practice.
4.5 Discussion
4.5.1 Physiological Modeling
Modeling of the cardiac electrophysiological system incorporates a priori physiologi-
cal knowledge on personalized heart-torso structures into noninvasive TMP imaging.
With a view towards the IECG problem, this modeling aims at adequate physiological
constraints on TMP reconstruction rather than realistic descriptions of electrophysiolog-
ical phenomena. First, the level of modeling details has to maintain the reconstructibil-
ity of the unknowns and computational feasibility under the restrictions of available
computational resources. Second, modeling scales are limited by the spatial resolution
of current structural imaging and BSP data.
With increased information and resolution in available data, as well as more com-
putational resources, this modeling could go into finer detail and scale in future studies.
For instance, the 2-variable TMP activity model (3.1) can be replaced by more sophis-
tictaed models of cardiac electrophysiological dynamics. Conductive inhomogeneity
among different torso tissues could be included, and the associated TMP-to-BSP models
could be derived following the same line as described in Chapter 3. Besides, provided
diffusion tensor MRI of patient’s heart in the future, more personalized fiber structure
can be reconstructed. In short, models in this physiological system can be adjusted to
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varying complexity and differing specialization. Moreover, with increasing computa-
tional resources, hierarchical modeling of the cardiac electrophysiological system could
be introduced so that the same activity is described by multiple models from different
perspectives. These modeling improvements are gained at the expense of increased
complexity, and their feasibility deserves further investigation.
4.5.2 State Space System and Uncertainty Modeling
By reformulating the physiological system into the stochastic state space system, model
and data uncertainties are allowed to exist. Our current study adopts the widely-used
assumptions such as additive noises and Gaussian distribution. In what follows, we
present alternative solutions that can help relax these specific assumptions.
Non-Gaussian Distributions and the Unscented Transform (UT)
The (scaled) UT provides a rather flexible and general scheme to approximate different
probabilistic distributions up to different orders [95]. In our study, sigma points are se-
lected based on the assumption of Gaussian distribution and second-order accuracy. It
is a plausible simplification since in practice, the second-order information is generally
sufficient and there is always a lack of objective knowledge on the probabilistic distri-
bution of interest. However, when the second order approximation is not adequate for
operational purposes or the probabilistic distributions of interest are known, different
schemes for selecting sigma points could be derived. In general, we need to determine
how many sigma points are needed, where they are located and what weights are as-
signed respectively. This can be solved as an optimization problem regarding specific
type of probabilistic distributions and desired orders of accuracy under study [95].
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Nonlinear Uncertainty Modeling and the Unscented Kalman Filter (UKF)
The presented TMP estimation algorithm (Fig. 4.32 and Fig. 4.33) is specifically cus-
tomized to the linear measurement model (6.2) and additive noises (4.3,6.2). Intricate
pathological conditions, nevertheless, might introduce model errors which are nonlin-
early injected into the physiological system. The original formulation of UKF [94] is
able to address these issues.
First, in situations with nonlinear state and measurement models, the UKF passes
sigma points through the nonlinear measurement model after passing them through
the state model. Statistics of Ȳ,Py and Pxy are calculated using these sigma points. Fil-
ter gain is computed by PxyP−1x and the correction is performed following KF update
rules (for detaileds refer to [94]). Compared with our algorithm for the linear measure-
ment model (Fig. 4.32), generalization to nonlinear models is fulfilled at the expense of
increased computational complexity. Furthermore, when uncertainties are nonlinearly
injected into the physiological models, the UKF augments the state vector to include all
these noises and carries out the standard UKF on the reformulated state space system
(for details refer to [94]). Because of the increase in the number of the unknowns, the
computational requirement increases significantly.
Generalized State Space System
According to the above potential solutions, a generalized state space system could be
formulated to allow for more flexible and sophisticated uncertainty modeling:
∂X(t)
∂t
= fd(X(t), ω(t)) (4.13)
Y(t) = gd(X(t), ν(t)) (4.14)
where uncertainties ω(t) and ν(t) are related to the physiological system in linear or
nonlinear fashion by fd(·) and gd(·). This generalized formulation (4.13,4.14) shows
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the potential of the presented approach in more sophisticated applications. Long-term
study is needed to achieve this generalization step by step, addressing issues such as the
computational feasibility of increasing the state vector size in this large-scale problem,
and the impact of the nonlinear uncertainty on TMP estimates.
4.5.3 Major Factors in TMP Estimation
Using phantom experiments of normal and RBBB conditions, we investigate the change
of TMP accuracy as a result of separate changes in several major factors of input data
and prior knowledge. Data noise is fixed at 10dB WGN unless otherwise stated.
Data
Spatial and temporal resolution are two important traits of input data that affect TMP
estimation. Reduced spatial resolution of input BSP is expected to decrease the accuracy
of TMP estimates. When the number of electrodes for input BSP is cut down to a more
realistic 330, RRMSE of spatial TMP distribution over time increases up to 0.0476 ±
0.0183 (vs. 0.0129 ± 0.0022, Table 4.4.1) in normal conditions and 0.0683 ± 0.0213 in
RBBB.
Regarding the temporal resolution of input BSP, simulated high-resolution BSP (≈
24kHz) is downsampled to 6kHz and 2kHz (≈ BSP sampling frequency in practice) for
inputs. Table 4.5 shows the time-averaged errors of estimated TMP distribution ob-
tained from 6kHz and 2kHz BSP data in normal and RBBB conditions, where evident
decreases of estimation accuracy can be observed. Fig. 4.28 displays the EPI map at
35ms after the QRS onset in RBBB, projected from the TMP estimates obtained under
2kHz BSP input. Compared to the simulated EPI map (Fig 4.9 (b)) and the reconstruc-
tion from 24kHz BSP (Fig 4.10 (a)), the reconstruction from lower-resolution input BSP
exhibits a false potential minimum on RV surface and a less evident LV breakthrough
(RRMSE = 0.4441). It indicates that 2kHz BSP is not sufficient for accurately captur-
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Figure 4.28: Anterior view of estimated epicardial potential map at 35ms after QRS
onset, projected from TMP estimates obtained from 2kHz input BSP (10dB-WGN-noise
corrupted). Compared to the results obtained from 24kHz input BSP, it is evident that
reconstruction from 2kHz BSP deviates further away from the ground truth (RRMSE =
0.4441). Instead of the absence of RV breakthrough and distinct LV breakthrough, the
current reconstruction exhibits a false strong potential minimum on RV surface and a
less evident LV breakthrough. Nevertheless, it is still improved over reconstructions
from classical 0-order Tikhonov regularization or TSVD methods.
ing the RBBB characteristics on epicardial breakthrough, yet the reconstruction is still
improved over those from classical regularization-based techniques (Fig 4.10 (b) and
(c)).
Because spectrum analysis of BSP signals shows that all of its significant compo-
nents reside in the low frequency end (< 1kHz), the cause of this change in TMP esti-
mation accuracy is not straightforward. As described in section 4.3.2, decreased data
resolution corresponds to reduced number of KF updates, namely less interaction be-
tween model and data, within the same filtering process. To explore its impact, we
examine the UT-based TMP predictions obtained without any interaction with data.
As explained in the TMP estimation algorithm (Fig 4.32 and 4.33), the UT assumes
the distribution of unknown U as Gaussian, and therefore focuses only on its mean
and covariance when U undergoes the nonlinear transform defined by the TMP ac-
tivity model (3.2). This approximation introduces cumulative errors as the nonlinear
transform progresses. Furthermore, for each prediction, Pu is expanded by model un-
certainty Qω and, therefore, the uncertainty of U keeps increasing. As a result, TMP
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Figure 4.29: Time course of RRMSE between model-simulated TMP and UT-predicted
TMP using the same model. Errors accumulate when the UT continues to predict TMP
without any interaction with input data (RRMSE = 0.0430± 0.0576)
predictions deviate away from the model simulations as shown in Fig 4.29 (RRMSE =
0.0430 ± 0.0576). Because data information during KF update prevents the expansion
of Pu, the increased frequency of model-data interaction, namely increased BSP data
resolution, might be able to improve the accuracy of TMP estimates. In addition, it
is interesting to note that, in both normal and RBBB conditions, estimation accuracy
degrades slightly when input BSP resolution changes from 24kHz to 6kHz, but drop
notably when it goes further down to 2kHz. As mentioned earlier, decreasing data
resolution brings computational reduction. Therefore, a proper choice of input BSP res-
olution could provide a desirable compromise between estimation accuracy and com-
putational efficiency. This topic will be the objective of future research.
Model
The specification of initial conditions and error statistics is known to have important
influence on the inverse solutions. An initial condition close to the real situation is
expected to deliver estimates with faster convergence and higher accuracy. Similarly,




6kHz 2kHz 6kHz 2kHz
RRMSE 0.0149±0.0173 0.0543±0.0067 0.0385±0.0109 0.1287±0.01530
CC 0.9997 ± 4e-04 0.9987±3e-04 0.9960±0.0567 0.9794±0.0592
Max. error 0.1076±0.0209 0.2640±0.0642 0.1855±0.0518 0.2928±0.0955
Table 4.5: Comparison of time average (mean ± standard deviation) of RRMSE, CC
and maximum local nodal errors of estimated TMP distribution under different data
resolution. Simulated BSP are corrupted with 10dB WGN and input for TMP estimation
at 6kHz and 2kHz respectively.
input data) could lead to high filtering performance. Because of insufficient information
in practice, however, the quality of TMP estimates should not overly depend on these
filtering parameters. To put our algorithm into rigorous test, this study utilizes only
well-known general physiological knowledge for specifying initial conditions and error
statistics. In the following, we further assess the quantitative impact of these filtering
parameters on TMP estimates.
In all phantom experiments presented here, Rν is assumed as time-invariant with
each diagonal component specified by known SNR. It gives a relatively plausible ap-
proximation of data error statistics. Here we set Rν to bPΦkI and change b from 1e-004
to 10−0.5. The corresponding change of RRMSE of TMP estimates is shown in Fig 4.30.
As we observed, Rν generated from b = 1e-004 has components at the same magnitude
with those in Rν for 10dB WGN. As a result, when the specification of Rν deviates from
true data error statistics and less confidence level is put on the input data (b increases),
RRMSE of TMP estimates grows.
Fig 4.31 lists the changes of RRMSE of TMP estimates obtained under different
Qωwhere Qω = hI and h changes from 1e-004 to 0.01 (corresponding to model uncer-
tainty averaged at 33.3− 13.3dB SNR). As shown, accuracy of TMP estimates decreases
when a higher level of model errors is specified, yet it still remains high in comparison
to existing IECG approaches in the presence of relatively large model errors (≈ 10dB
SNR). It is also expected that, in situations involving intricate pathologies and therefore
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(a)
Figure 4.30: Impact of increasing bk (Rνk = bkI) on RRMSE of TMP estimates in normal
and RBBB conditions. bk equals bPΦk where PΦk is the mean power of input BSP at
time instant k. When the specification of Rν deviates from true data error statistics and
less confidence level is put on the input data (b increases), RRMSE of TMP estimates
grows but remains low.
complicated model errors, larger value of h would allow less trust on prior model but
more dependence on input data, and therefore more accurate TMP estimates. This is to
be investigated in forthcoming studies.
In this study, prior knowledge on ventricular locations of earliest excitation deter-
mines the initial condition. In theory, it could also be used as model constraints on TMP
reconstruction. However, the earliest-excitation areas usually vary among individuals,
especially in pathological conditions. Furthermore, this patient-specific knowledge is
usually hard to obtain a priori noninvasively. General knowledge is likely to impose
false model constraints and lead to incorrect TMP estimates. In comparison, despite
slower convergence and lower accuracy, an inaccurate initial condition could be cor-
rected by input data as the filtering continues. This is validated by the phantom ex-
periments on BBB and simple focal-arrhythmia. On one hand, compared to normal




Figure 4.31: Impact of increasing h (Qωk = hI) on RRMSE of TMP estimates in normal
and RBBB conditions. As shown, increasing model uncertainties degrade the accuracy
of TMP estimates, yet the impact becomes smaller when h increases and estimation
accuracy remains high with relatively large values of h (model uncertainty is ≈ 10dB
when h = 0.01).
in TMP estimation accuracy (from ≈ 0.01 to ≈ 0.10). On the other hand, the estimation
accuracy is still improved over existing IECG approaches.
Summary
Both the plausibility of prior knowledge (model) and the quality of input data have
important influence on the accuracy of TMP estimates. Particularly, as shown in the
presented experiments from section 4.4.1 to 4.4.3, the correctness of prior knowledge
largely affects the estimation accuracy: RRMSE of TMP estimates rises from ≈ 0.01 in
normal conditions with a correct model, to ≈ 0.1 in BBB with models of incorrect ini-
tial conditions and further up to ≈ 0.2 in focal-arrhythmia with models of erroneous
parameters and/or structures. This change is expected. Experiments in Table 4.4.1 con-
sider no model errors but only various data errors; therefore prior knowledge plays a
critical role in leading to very high accuracy of TMP estimates. Experiments in patho-
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logical conditions introduce different levels of errors into prior knowledge, leading to
different levels of accuracy degradation of TMP estimates. Nevertheless, input data
prevent the dominance of prior knowledge, ensure the specificity of the estimates, and
consequently, satisfactory results are still obtained.
In summary, this study provides a complete quantitative evaluation of the impact of
major factors on the accuracy of TMP estimates. It highlights that, on one hand, perfor-
mance of our framework is affected by several factors; on the other, it remains promis-
ing in rigid experimental setups (realistic spatial and temporal frequency, un-biased
specification of initial condition and error statistics and the use of a general normal
model in pathological conditions).
Future work would benefit from personalizing general prior knowledge to take ad-
vantage of more subject-specific information, such as standard ECG diagnostic criteria
or structural images, or using simple techniques to obtain preliminary estimates. It is
also of interest to conduct further studies on the optimal plan of spatial and temporal
collection of BSP data in practice.
4.5.4 Implementation Issues
To reduce the dimension of the state vector, we skip the estimation of V during TMP
reconstruction. Our experiments show high accuracy of TMP estimates; they prove that
V has little contribution to the KF update (Appendix B). Nevertheless, the error accu-
mulation in V̄k−1 is unavoidable as the iteration goes on, which in turn might introduce
errors to the estimation of Uk. To provide a quantitative evaluation of this effect, we
compare the accuracy of TMP estimates and computational time between experiments
implemented with (Fig. 4.32) and without (Fig. 4.33) V estimation. This set of ex-
periments is performed with 2kHz 10dB-WGN corrupted BSP from 330 electrodes as
inputs. For a heart represented by 836 meshfree points, average computational time for
each iteration is cut down from around 112s to 55s. This 50% reduction of computa-
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tional time is expected as the 2 ∗ (2 ∗ 836) + 1 model simulation is reduced to 2 ∗ 836 + 1
simulation. Interestingly, RRMSE of TMP estimates with V update is 0.1432 ± 0.0994
while without is 0.1184± 0.0936. It shows that, though the original algorithm (Fig. 4.32)
avoids the error caused by the skipping of V estimation, its larger number of unknowns
and higher numerical difficulty actually leads to lower accuracy in TMP estimates. The
use of the modified TMP estimation algorithm without V update, therefore, is justified
for its reduced computational cost and higher numerical accuracy.
4.6 Conclusion
At this stage, we have developed the two fundamental components of the physiological
model-constrained statistical framework: the model of cardiac electrophysiological sys-
tem and the statistical model-data coupling strategy for information recovery. It fulfills
the two key proposals of our work: the incorporation of prior knowledge on volumet-
ric TMP activity over the 3D myocardium, and the utilization of a statistical (Bayesian)
approach to combine prior knowledge and observational data.
The merits of prior physiological knowledge in the IECG problem have been recog-
nized for decades [35–38, 42, 43]. Nevertheless, most of the existing technologies, such
as the regularization-based methods, have the difficulty in effectively including sophis-
ticated constraints in terms of the spatiotemporal behavior of general electrical function
in the heart [35–37, 42, 43]. Even in most recent model-based approaches [46] where a
detailed 3D heart model is utilized to impose rich physiological constraints, issues arise
regarding 1) the discrepancy between simplified general knowledge and complicated
subject-specific conditions in practice; and 2) the risk that inaccurate general knowl-
edge would overly constrain the subject-specific information in individual’s BSP data.
Though theoretically, personalized models could produce ideal solutions, the challenge
is how to determine that knowledge a priori. Our statistical framework addresses this
issue by utilizing the general knowledge and input data in the presence of their respec-
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tive uncertainties. A state space approach is used to fulfill this statistical perspective,
which shares the idea with [38,39,45] that sophisticated prior knowledge could be effec-
tively incorporated through the state space models. Attempt to reconstruct volumetric
cardiac electrical activity through state space formulation, however, is presented here
for the first time according to our knowledge.
Our current framework achieves personalized noninvasive imaging of volumetric
cardiac electrical activity using BSP as the single data source. Its primary value is the
ability to directly depict local details of arrhythmic TMP activity and to identify ar-
rhythmogenic substrates inside the 3D myocardium. This advantage is verified by
phantom experiments concerning intraventricular conduction abnormality and intra-
mural focal activity, as well as an initial real-data study on transmural MI. In compar-
ison, equivalent cardiac source, such as epicardial potential [33], only provides a high-
resolution reflection of the characteristics of TMP activity, and a nontrivial secondary
task is required to interpret the underlying diagnostically useful parameters [35]. On
the other hand, reconstruction of activation front or TMP on heart surfaces [35, 42, 43]
ignores the intricate structure of 3D myocardium, as well as its electrical anisotropy,
inhomogeneity and heterogeneity. In consequence, information contained in the solu-
tions is limited. Since cardiac arrhythmia always involve intramural arrhythmogenic
substrates, the result offered by our current framework, in terms of spatiotemporal evo-
lution of volumetric myocardial TMP, is of more direct clinical relevance.
Our framework, therefore, breaks the limits of most of the existing IECG approaches,
and its practical value is highlighted by the facts that 1) functional imaging of complete
cardiac electrical activity is still a challenging task for the current cardiac mapping tech-
niques (noninvasive or invasive); 2) physiological modeling techniques, on the other
hand, have the difficulty of requiring subject-specific knowledge a priori.
At the current stage, as all the existing IECG efforts, we only reconstruct the phe-
nomenon of electrical functioning but not the inherent tissue property of the 3D my-
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ocardium. Because electrophysiological property of the myocardium, such as tissue
excitability and conductivity, directly reflect the normal or diseased condition of the
myocardial tissue, they are of more fundamental medical importance for assessing the
arrhythmia susceptibility of individual subjects. In the next chapter, we will further
develop our framework for the simultaneous reconstruction of volumetric TMP dy-
namics and electrophysiological property inside the 3D heart wall using subject’s BSP
measurements.
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Figure 4.32: TMP esitmation algorithm at iteration from instant k − 1 to k. The 2n + 1
sigma point set for n-dimensional vector [95] is used as an example of selecting sigma
points. Notations: 2M : dimension of the state vector X. W : weights for each sigma
points, the superscript m and c representing weights for calculating mean and covari-
ance, respectively. λ, α and β: parameters used to tune the distribution of sigma points.
λ = α2(M +κ)−M , κ usually should be≥ 0 to guarantee the positive semi-definitness
of the covariance matrices, and is set as 1 in our study. α controls the breadth of sigma
point distribution, and should be small valued (0 ≤ α ≤ 1) to avoid sampling non-local
effects after the nonlinear transformation in the state equation. In our study, it is set
to be 0.5. β should be non-negative to tune the information in higher moments of the
distribution, and its value is set to the optimal value 2 for Gaussian distributions. {·}−:
prior predictions of {·}. {̂·}: posterior estimates of {·}. Qωk and Rνk : pre-specified
covariance matrices for ωk and νk.
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Figure 4.33: Modified TMP estimation algorithm at iteration from instant k − 1 to k.
Since the dimension of U is M , the number of sigma points becomes 2 ∗M + 1. Quωk :
error covariance for errors in the state equation. Note Qωk is an 2M × 2M matrix while
Quωk is an M ×M matrix. For detailed notations refer to Fig 4.32 and Glossary.
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Chapter 5
Simultaneous Reconstruction of TMP
and Electrophysiological Property
from BSP
Alma de esparto y el corazón de
encina.
Don Quixote de La Mancha,
Miguel de Cervantes Saavedra
Beside volumetric electrical activity, electrophysiological property of the heart also
convey fundamental pathophysiological information [105]. Moreover, the correlation
of local abnormality between electrical functioning and electrophysiological property
is usually critical for investigating arrhythmogenic mechanism of the underlying sub-
strate for cardiac arrhythmia. Imaging of electrophysiological property of the 3D my-
ocardial tissue from BSP, however, has not been well studied. In this chapter, we further
develop our framework for simultaneous reconstruction of TMP dynamics and electro-
physiological property inside the 3D myocardium, based the assumptions that:
1. We are interested in unknown TMP dynamics and a particular electrophysiolog-
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ical property inside the 3D myocardium. In other words, TMP and one model
parameter in the system are to be estimated; the other model parameters are fixed
according to general physiological knowledge. Particularly, we investigate tissue
excitability of the myocardium in this chapter.
2. BSP sequence, as in Chapter 4, is the single data source for information recon-
struction while tomographic image is only used to personalize heart-torso struc-
tures for individual subjects.
3. Model and data uncertainties are predefined as in Chapter 4.
At this stage, we focus on the application in post myocardial infarction (MI), par-
ticularly on the problem of noninvasive imaging of electrophysiological substrate that
are caused by the injury of myocardial tissues. If left unattended, this substrate could
induce fatal cardiac arrhythmia and lead to sudden cardiac death.
5.1 Introduction
The presence of injured tissues after MI creates substrates responsible for ventricular
tachycardia (VT) and ventricular fibrillation. Local abnormality of post-MI electrical
conduction during normal sinus rhythm reflects the location of this substrate [106],
and the heterogeneity of myocardial tissue property is fundamental in increasing ar-
rhythmia susceptibility [107]. Personalized imaging of post-MI electrophysiological
substrate, particularly the correlation of local abnormality between phenomenal electri-
cal functioning and inherent electrophysiological property, is critical for understanding
arrhythmogenic mechanism, narrowing ablation focus, and thus improving prevention
and treatment of arrhythmia.
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5.1.1 Myocardial Electrical, Substrate and Tissue Property Mapping
Endocardial catheter mapping of VT directly measures the electrical signals on the en-
docardium produced by the abnormal electrical conduction during VT; this requires
purposely inducing VT in a subject’s heart. As a result, VT mapping guides catheter
ablation with a low success rate, risk of sudden death and limitations to inducible VT
[106]. Alternative substrate voltage mapping involves electroanatomical delineation
of arrhythmogenic substrate based on the characteristics of electrograms recorded on
epi- or endo-cardium during sinus rhythm. Free from inducing mappable VT, substrate
voltage mapping facilitates the ablation of both stable and unstable VT [106]. Further-
more, electrical impedance mapping on heart surfaces reflects bulk electrical property
of myocardial tissue that vary with the evolution of MI [108]. However, by defining
the extent of substrate on heart surfaces, none of these techniques is able to depict the
3D substrate structure or reveal substrate undetectable by surface recordings. Besides,
spatial resolution of invasive mappings is limited by the number of electrodes that can
be placed within the cavitary or on the epicardium of the subject’s heart.
High-resolution contrast-enhanced MRI noninvasively reveals infarcted tissue with
spatially complicated structures [109] and tissue heterogeneity [107]. However, anatom-
ical scar identified by MRI is not necessarily identical with critical electrophysiological
substrate [109]. Contrast-enhanced MRI also involves relatively expensive procedures
and the use of harmful contrast agents such as gadolinium (Gd). Moreover, because
MI is not the only condition leading to contrast delayed Gd-enhancement, contrast-
enhanced MRI is known for high false-positive identification in MI imaging [110].
5.1.2 Noninvasive Electrophysiological Imaging from Body Surface Poten-
tial Mapping
When applied to post-MI substrate imaging, electrophysiological reconstruction on
heart surfaces assumes that the substrate is a homogeneous mass and defines its ex-
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tent only on heart surfaces [102]. Using a 3D heart model, [103] estimated the location
and size of infarct from BSP through deterministic optimization. Because infarct shape
is predefined, this method does not allow flexible data-driven description of intricate
3D infarct structure. Moreover, the deterministic optimization attributes all modeling
and data uncertainties to the unknown infarct size and location, leading to the risk of
an unrealistic interpretation of the subject’s cardiac electrophysiology. Furthermore,
neither of these efforts depicts MI-related electrophysiological property, such as my-
ocardial excitability and conductivity. In [105], apparent electrical conductivity and
local conduction velocity are estimated on heart surfaces using noncontact endocardial
mapping data. Regarding noninvasive imaging of tissue electrophysiological property
inside the 3D myocardium, no effort has been reported to the best of our knowledge.
5.1.3 Contribution
In Chapter 4, we applied our framework for TMP imaging in myocardial infarction,
where the infarct evaluation relies only on the abnormality of estimated TMP dynam-
ics without considering the inherent myocardial viability. However, the presence of
post-MI electrophysiological substrate produces abnormality in both the inherent my-
ocardial tissue excitability and phenomenal volumetric TMP dynamics during normal
sinus rhythm. Furthermore, the correlation of the abnormality in these two quantities
reveals critical information regarding the mechanism of arrhythmogenic substrate. In
this chapter, we further develop our framework for personalized noninvasive imag-
ing of both electrical functioning and tissue property of the 3D myocardium, based on
which we provide imaging and quantitative evaluation of the post-MI electrophysio-
logical substrate.
Starting from the basic framework developed in Chapter 3 and 4, now we assume
the model parameter corresponding to tissue excitability unknown and introduce it
into the stochastic state space system. A dual estimator is developed for simultane-
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ously reconstruction of TMP and the unknown model parameter from BSP. To obtain
preliminary knowledge of local TMP abnormality, volumetric TMP dynamics is first
estimated from BSP data, as described in Chapter 4, under the constraints of normally-
parametrized physiological models. Difference between this initial TMP estimates and
simulated normal TMP dynamics is used to initialize simultaneous estimation of TMP
and tissue excitability from BSP data. To enable the investigation of the arrhythmogenic
mechanism of the latent substrate, abnormality in these two different electrophysiolog-
ical quantities are localized. For four post-MI patients, this framework is applied for
imaging the 3D structure and inhomogeneity of the substrate. Quantitative evaluation
of infarct extent and location is validated by the gold standard and exhibits notable
improvement over existing results on the same data sets.
5.2 Personalized Imaging of Volumetric Cardiac
Electrophysiology
5.2.1 State Space Representation
In the TMP activity model (4.8), a represents myocardial tissue excitability; its increased
value corresponds to reduced excitability. The distribution of this parameter over the
3D myocardium is assumed unknown and introduced to the stochastic state space rep-
resentation :
Xk = Fd(Xk−1,Ψk−1) + ωk (5.1)
Yk = H̃Xk + νk (5.2)
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where Ψ contains unknown parameter a from all meshfree points; it is assumed to be
spatially inhomogeneous but temporary invariant with random disturbance ωΨk :
Ψk = Ψk−1 + ωΨk (5.3)
As severity of injury after MI increases, temporal TMP shape is characterized by changes
such as progressively reduced potential duration (PD) and delayed activation time
(AT ) until the absence of activation in necrotic tissues [60]. This loss of myocardial
viability is also reflected as decreased tissue excitability.
5.2.2 Initialization
To obtain preliminary approximation of local TMP abnormality without personalized
prior knowledge, as described in Chapter 4, TMP dynamics is firstly estimated from
BSP under constraints of normally-parameterized models (3.2,3.26). Then using our
technique described in Chapter 4, we measure the abnormality of local TMP dynam-
ics by Mi to identify meshfree points with local TMP abnormality. Parameter a on
these points are assigned with an abnormally large value of 0.3 for impaired excitabil-
ity, while the others are assigned values between 0.14 and 0.17 according to TMP het-
erogeneity across the heart wall. This vector of Ψ0, together with U0 determined by
locations of normal earliest ventricular activation, are used to initialize the dual estima-
tion of U and Ψ.
5.2.3 Dual Estimation of TMP and Tissue Excitability
Dual U and Ψ estimator consists of the TMP estimator developed in Chapter 4 and
the excitability estimator developed following the same line as the TMP estimator. As
described in Fig 5.4, at each iteration k with previous estimates Ψ̂k−1 and P̂Ψk−1 , an en-
semble set {	k−1,i}2Mi=0 is generated from Ψ̂k−1 and P̂Ψk−1 . This ensemble set is passed
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through the system models (3.2, 3.26) with previous TMP estimates Ûk−1 to generate
new ensemble sets {UΨk|k−1,i}
2M
i=0 and {YΨk,i}2Mi=0. They are used to predict the unknowns,
which are then corrected to final estimates of Ψ̂k and P̂Ψk using KF update rules.
Fig 5.5 illustrates the schematic of this dual-estimator, where the above two estima-
tors are loosely coupled in time at each iteration. From time instant k−1 to k with TMP
estimates Ûk−1, P̂uk−1 and excitability estimates Ψ̂k−1, P̂Ψk−1 , the excitability estimator
uses Ûk−1 to update Ψ̂k−1 as described above. The TMP estimator then uses the up-
dated Ψ̂k for estimating Ûk and P̂uk (Chapter 4). To improve computational efficiency,
the excitability estimator is evoked less frequently than TMP estimation.
5.2.4 Substrate Imaging and Quantitative Evaluation
The relationship between the abnormality in the two different electrophysiological quan-
tities, phenomenal TMP dynamics and underlying tissue excitability, conveys critical
information regarding the mechanisms of arrythmogenic substrate [111]. Accordingly,
the central goal of substrate imaging in this dissertation is to localize abnormality in
volumetric TMP dynamics and tissue excitability of the heart of individual subjects
and to investigate their correlation.
Similar to the approach in Chapter 4, TMP abnormality is measured by the combina-
tion of iAT, iPD of the TMP estimates as Mi = (iAT + iPD)/2. The same thresholding
method, as illustrated in Fig 4.20, is employed for distinguishing points with abnor-
mally late AT and short PD. At the same time, abnormal values of tissue excitability
directly reflect myocardial inviability, where increasing severity of injury is represented
by a > 0.25 until the total loss of viability in necrotic tissues with a > 0.5 [60, 77].
For comparisons with the gold standard and existing work, we evaluate the extent
and location of infarct substrate based on the estimated tissue excitability. Using the
standard 17-segment division of LV (Fig 3.5) [85], we identify segments containing in-




Figure 5.1: (a) Personalized heart-torso model in case 2, where the ventricles are repre-
sented with 1373 meshfree points and the torso by triangulated body surface with 370
vertices. (b) Exemplary input BSPM at 24ms of ventricular activation in case 1, the color
bar encoding BSP magnitude.
by dividing the number of infarcted meshfree points by the total number of meshfree
points; substrate centroid CE is localized as the segment containing the center of in-
farcted meshfree points weighted by excitability estimates; segment overlap SO with
gold standard measures the percentage of correct identification.
5.3 Experiments
5.3.1 Experimental Data and Data Processing
MRI and BSP data are collected from 4 post-MI patients (case 1 − 4) [84]. Cardiac MRI
of each patient contains 10 slices from apex to base of the heart, with 8mm inter-slice
spacing and 1.33mm/pixel in-plane resolution. Heart-torso structure for each case is
personalized from input MRI as described in Chapter 3; case 2 is illustrated in Fig 5.1
(a) as an example. BSP is recorded by 123 electrodes with known anatomical locations
and interpolated to 370 apexes on the body surface. The complete BSP sequence at
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(a) Volumetric TMP dynamics simulated with normally-parametrized model.
(b) Imaging of volumetric TMP dynamics using patient’s BSPM data
Figure 5.2: Comparison of volumetric TMP imaging results (b) with simulated nor-
mal TMP dynamics (a) in case 2. The color bar encodes normalized TMP values and
black contours represent TMP isochrones. From left to right: 3.8ms, 8.0ms, 12.3ms and
16.7ms after the onset of ventricular activation.
each electrode consists of a single averaged PQRST complex sampled at 2k Hz, out of
which QRST interval for ventricular electrical activity is selected as framework inputs
and pre-processed as described in Chapter 3. Fig 5.1 (b) exemplifies a BSP map at 24ms
of ventricular activation in case 2.
There is no available gold standard of volumetric TMP activity or tissue excitability.
Instead, using Gd-enhanced cardiac MRI, cardiologists identified infarct center (CE),
extent (EP ) and affected segments for 4 cases (Table ??) [84]. During our analysis of
the correlation of local abnormality between TMP dynamics and tissue excitability, the
overlap between two regions A and B is measured as A∩BA∪B .
5.3.2 Results
In the volumetric TMP imaging results of case 2 (Fig 5.2 (b)), septal-inferior part of
basal-middle LV exhibits distinct conduction delay compared to normal TMP dynam-
ics simulated in the patient’s heart (Fig 5.2 (a)). Fig 5.3 (b) illustrates the superimposed
TMP and excitability abnormality: the region of abnormally late AT and short PD is
encircled with black contours and the color encodes tissue excitability. The overlap be-





Figure 5.3: Superimposed imaging of local abnormality of TMP dynamics and tissue
excitability inside the 3D myocardium ((a)-(d): case 1 - 4). The black contour encircles
region of abnormal TMP functions. The color encodes tissue excitability, the higher
value of which corresponds to higher severity of tissue injury. Half-transparent visual-
ization is used for better observation across the heart wall.
where all abnormal electrical functions occurs in injured tissues (a > 0.25) and nearly
all (97%) necrotic tissues (a > 0.5) produces functioning abnormality; at the same time,
border zone of infarcted tissues exhibit normal electrical functioning. In case 1, abnor-
mality in estimated volumetric TMP dynamics and tissue excitability both occur around
septal-anterior part of basal LV and septal part of middle LV (Fig 5.3 (a)). Similarly, TMP
abnormality is mostly (98%) induced within injured tissues while covering all necrotic
tissues; border zone again shows normal TMP activity. Furthermore, while the heart in
case 1 possesses a much larger portion of injured tissues, it is case 2 that involves larger
extent of local TMP abnormality. Fig 5.3 (c) and (d) list similar imaging results for case 3
and 4, where the abnormality collect in the inferior part of basal-middle LV and lateral
part of middle-apical LV in case 3, and in anterior-basal, septal-middle LV in case 4.
These observations show that, while infarct zone (necrotic tissues) almost certainly
induces abnormal local electrical functioning, there is no definite correlation between
irregular electrical activity and border zone (injured tissues). In fact, the border zone
exhibits normal TMP activation in all four cases. These results agree with [111], where
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case 1 case 2
Referennce Results Referennce Results
EP 31% 17% 30% 20%
CE 8 9 3/4/9/10 9
SO N/A 97% N/A 100%
segments 1-3,8-9 1-3,8-9 3,4,9,10 3,4,9,10
13-15 13-15,17
case 3 case 4
Referennce Results Referennce Results
EP 52% 30% 15% 11%
CE 10/11 11 15 9
SO N/A 100% N/A 100%
segments 3-5,9-12 5,10-12 1,9-11 1,9
15-16 16 15,17
Table 5.1: Comparison of MI evaluation results with gold standard. EP is the percent-
age of infarcted ventricular mass. CE is the segment containing the centroid of infarct
substrate. SO measures the percentage of correct identification compared to gold stan-
dard. A set of segments containing infarct substrate are highlighted.
the correlation between injured tissue and electrical functioning is investigated through
registered delay-enhanced MRI and epicardial electrical recordings. The extent and lo-
cation of infarct tissues, therefore, is not the only measure for myocardial arrhythmia
susceptibility. It is the distribution of tissue heterogeneity on the border zone and the
direction of electrical activation that work in concert to provoke arrhythmia. Superim-
posed imaging of local abnormality of the inherent tissue excitability and phenomenal
TMP dynamics, as in Fig 5.3, is therefore critical for understanding the mechanism of
arrhythmogenic substrate.
Table 5.1 shows the corresponding quantitative evaluation of infarct compared with
the gold standard. In case 1, we correctly identify all infarcted segments but overestimate
the extent of the substrate down to the apex (false positive at segment 17) and CE is
localized 1 segment away from the gold standard. In case 2, we precisely identify the 4
infarcted segments and correctly localize CE. In case 3, we correctly localizes CE and
highlights 5 out of 9 infarcted segments, underestimating the extent of infarct substrate in
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Our results Mneimneh Dawoud Farina
case 3 case 4 case 3 case 4 case 3 case 4 case 3 case 4
EPD 18% 4% 25% 2% 17% 26% 43% 14%
CED 0 1 0 1 1 2 1 1
SO 100% 100% 90% 25% 56% 30% 40% 17%
Table 5.2: Comparison of MI evaluation with existing results in case 3 and 4. EPD
is the percentage discrepancy between EP as estimated and as determined from gold
standard. CED is the distance between CE as estimated and as determined from gold
standard, defined as the number of segment boundaries crossed along the shortest path
connecting the estimated and true centroids.
inferior LV. Among the two separate infarct mass in case 4, our results only identify the
anterior-basal part and a small portion in inferior-middle LV. In general, our framework
emphasizes the precision of substrate identification (rare false identification as shown
in SO) with general tendency to under-estimation.
5.3.3 Comparison and Discussion
Compared to the gold standard, our framework provides close localization of CE and
identifies substrate with high precision SO (low false positive identification). Because
calculation of EP may differ between the gold standard and our approach, the reason
for its discrepancies remains unclear. As implied by the results, the compactness (EP
versus number of affected segments) of infarct substrate determines the difficulty of
substrate imaging. The best performance occurs in case 2 that has the most compact
infarct (spreading 4 segments and 30% extent). The lowest accuracy arises in case 4
that has the least massive and compact infarct (spreading 6 segments with 2 separate
masses and only 14% extent).
Table 5.2 compares our results with existent top results of case 3 and 4, all of which
were obtained using case 1 and 2 for training. In brief, Dawoud et al solved the prob-
lem by epicardial potential imaging from BSP [102], Farina et al estimated the site and
size of spherical infarct models [103], and Mneimneh et al produced the best results
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using simple ECG signal analysis [101]. In both cases, our results are comparable to
the best results of Mneimneh et al and substantially improved over the other two ECGI
approaches. All results were deteriorated in case 4, where our results offer distinct
improvement over others. It is worthwhile to note that our framework at this point
does not require any training. In the future, proper training is a possible strategy for
improving its performance.
5.4 Conclusion
Correlation of abnormality between the inherent tissue excitability and phenomenal
electrophysiological dynamics is critical for understanding the arrhythmogenic mech-
anism of post-MI electrophysiological substrate. Based on the basic framework devel-
oped in Chapter 3 and 4, in this chapter, we further pursue the simultaneous imaging
of volumetric TMP dynamics and tissue excitability from noninvasive BSP data, from
where we localize and analyze the latent arrhythmogenic substrate. The application to
4 post-MI patients validate the capability of the current framework in correctly iden-
tifying the infarct substrate for individual subjects with precision evidently improved
over the existing results.
The fundamental advantage of our current framework, nevertheless, is its ability to
noninvasively provide quantitative details of both the electrical functioning and tissue
property of the 3D myocardium; it offers the prospect for cardiologists, physiologists
and physicians to perform personalized diagnose and treatment planing according to
the results offered by our framework. According to the best of our knowledge, so far
there has been no effort which is able to present similar results in a noninvasive manner.
However, this also causes challenges for a complete validation of our results, such as the
volumetric TMP dynamics, the tissue excitability, and the complicated topology of the
substrate. Future work will focus on looking for the measurement or gold standard of
these quantities, analyzing the pathophysiological information behind the correlation
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of TMP and excitability abnormality indicated by our framework (Fig 5.3), as well as
extending the application of our framework to a wider category of pathologies.
Cardiac electrical conduction depends on both the active membrane property of
cardiac cells (e.g., excitability) and passive property determined by myocardial architec-
tural features (e.g., conductivity) [112]. Abnormality in either or both electrophysiolog-
ical properties could produce infarct substrate. This chapter focus on tissue excitability
because its mechanism to MI is better understood [60], yet the extension to other model
parameters is appealing. Future study will investigate whether it is possible, and if so,
how to separately estimate post-MI excitability and conductivity using BSP data.
Despite the promising results we obtained from the real-data human studies, we
should acknowledge the fact that BSP is produced by the integration of electrical func-
tioning throughout the entire heart wall. Consequently, it contains limited subject-
specific information regarding the local electrophysiological activity inside the my-
ocardium. To break this limit, we need to exploit the potential use of different cardiac
measurements of the same subject, so that we can incorporate additional information
on the local electrophysiological condition of individual subjects. For instance, per-
sonalized knowledge of the infarct could come from constrast-enhanced MRI [109] or
myocardial electrical impedance mapping data [108]. Regarding the tight cardiac elec-
tromechanical coupling [1], in the next chapter, we will proceed with an initial step
towards the data integration, specifically the fusion of structural imaging and electrical
mapping data (e.g., MRI and BSP), for personalized noninvasive imaging of volumetric
cardiac electrophysiology.
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Figure 5.4: Flow of excitability estimation algorithm from time instant k − 1 to k. QωΨk :




Figure 5.5: Dual estimator of TMP dynamics and tissue excitability. T : total number of




Personalized Noninvasive Imaging of
Volumetric TMP Dynamics
Have a heart that never hardens,
a temper that never tires, and a
touch that never hurts.
Charles Dickens
All the existing efforts in IECG study employ BSP as the single data source for
reconstructing electrophysiological information of the heart. Fundamental limitation
exists in these approaches: as explained in Chapter 2, governed by the quasi-static
electromagnetism, BSP is produced by the integration of all active electrical sources
throughout the entire myocardium, but not the three-dimensionally distributed inter-
nal details. In our current framework, we make up for the limited information in BSP
by incorporating prior knowledge of the general behavior of electrical activity inside
the 3D myocardium. A more effective approach would be the incorporation of subject-
specific volumetric electrophysiological information; this impels the integration of extra
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data sources that contain information complementary to BSP recordings. Based on the
current framework, in this chapter, we move on to the initial development of a data
integration component for personalized cardiac electrophysiology.
6.1 Introduction
6.1.1 Cardiac Electromechanical Coupling and Cardiac Electrical-Mechanical
Mapping
As introduced in Chapter 2, when the myocardium is electrically stimulated, its ability
to actively contract rises first and then falls. This cardiac electromechanical (EM) cou-
pling has been studied at different scales, such as the cellular excitation-contraction cou-
pling [8] and macroscopic EM coupling law [10]. These studies, though sophisticated,
are too intricate to allow for a clear inference of electrical information from mechanical
information (an inverse inference), and relevant research is still in its infancy [113]. In
comparison, the empirically established linear correlation between cardiac electrical (E)
and mechanical (M) activation provides a straightforward manifestation of cardiac EM
coupling [14]. It allows a possible inference of volumetric cardiac electrophysiological
information from mechanical understanding of the heart.
Because of this cardiac EM coupling, tomographic image sequence, from which tem-
porally sparse but spatially dense volumetric kinematic information of the heart can
be obtained through cardiac mechanic analysis [2, 114], becomes an obvious and ideal
source that can provide complementary information to BSP. Another important com-
plementarity between the information contained in structural image sequence and that
in BSP sequence lies is their respective spatiotemporal resolutions: structural imaging
data provide observations throughout the 3D myocardium with relatively high spatial
resolution but limited temporal resolution; BSP recording is densely sampled in time
but integrative-projective in space. To date, however, no IECG effort has attempted
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the integration of these two sources of information; this is probably due to the intricate
mechanism of EM coupling of the myocardium.
6.1.2 Model Uncertainty and Adaptive Data Assimilation
Another inherent issue of all model-based approaches is the complicated errors exist-
ing in the parameter and structure of the system’s models. Our framework adopts the
statistical perspective to allow the existence of this model uncertainty. At this stage, be-
cause of a serious shortage of objective information on error sources, we default to the
widely-used assumption and quantify the model error as zero-mean white Gaussian
noise with predefined covariance. However, in data assimilation, an accurate specifica-
tion of model uncertainty is required to produce an accurate analysis, and a significant
mis-specification will dramatically degrade the performance of data assimilation; this
leads to divergence of the algorithm in some cases [115]. As shown in the experiments
presented in previous chapters, our current assumption of fixed model error did cause
limitations of our framework in intricate pathological conditions. The reason is that,
in intricate pathology, there usually exists systematic error in our models (model bias).
This model bias is usually local and time-variant, and consequently, is not easily de-
tectable in BSP. Therefore, it is necessary to modify our current framework so that it
can take into account much more complicated systematic error in the models instead of
predefined white Gaussian noise.
6.1.3 Contribution
The limited information that exist in BSP and the intricate uncertainty of the constrain-
ing models are our main motivations to develop a fundamental new IECG strategy that
reconstructs subject-specific cardiac electrophysiological information based on the fu-
sion of complementary information from BSP and structural image sequence. In this
chapter, we further add this data integration component into our current framework.
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With this modification, our framework uses tomographic image sequence not only for
personalized heart-torso structures but also for providing subject-specific cardiac infor-
mation throughout the 3D myocardium. The basic assumptions become:
1. As the first step of a strategically new approach to IECG problem, we are again
only interested in unknown TMP dynamics inside the 3D myocardium. Other pa-
rameters in the system models are fixed according to the general prior knowledge
as in Chapter 4.
2. Both BSP sequence and tomographic image sequence are used as information
sources for subject-specific TMP reconstruction.
3. Data uncertainty is predefined as in Chapter 4, while an unknown systematic
error is allowed to exist in the models. This unknown error will be adjusted and
corrected during the TMP reconstruction.
According to the empirical E-M activation correlation, regional volumetric electro-
physiological information could be extracted from tomographic image sequence. This
information is limited to the E activation sequence and its reliability depends on the
accuracy of image analysis. Namely, such local information is an excellent indicator
of systematic error in the models, but its reliability as a quantitative measure of model
accuracy is dubious. Therefore, we believe tomographic image sequence should be
weighed differently from BSP regarding their roles in TMP reconstruction, namely, it
should be viewed more as a guidance rather than as an equivalent counterpart of BSP
during TMP reconstruction. A proper way to do this is to use the structural image se-
quence to identify and adjust the model bias, and to rely on BSP data for bias correction
and TMP estimation.
As s result, on the system side, an unknown bias is used to explicitly account for
the systematic error in the state space representation of the cardiac electrophysiological
system. The temporal behavior of this bias is described as a first order Markov process
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with an image-dependent input, which is carefully designed to incorporate volumetric
cardiac electrical information derived from tomographic image sequence. On the data
side, given strain estimates from medical image sequence [2, 114], the regional volu-
metric electrophysiological information is extracted with a spatially-variant confidence
level to allow for the uncertainty of the inverse E-M inference. During each iteration of
TMP estimation, this information is introduced into the state space system with tem-
porary variant uncertainty for predicting subject-specific model bias. Adaptive data
assimilation is then developed to adjust the model bias and to perform TMP estimation
using BSP data. In this way, information from tomographic image and BSP sequence are
fused in accordance with their respective merits and limitations, and systematic error is
estimated and corrected without bringing dramatic change to the original architecture
of the framework.
Phantom experiments on cardiac arrhythmia related to premature excitation and
excessive pacemaker, demonstrate that the integration of tomographic image sequence
brings promising improvement to the convergency, accuracy and stability of TMP re-
construction. An initial human study on real MR sequence demonstrates the potential
applicability of the data integration strategy in personalized noninvasive imaging of
volumetric cardiac electrophysiology.
6.2 Stochastic Cardiac Electrophysiological System
6.2.1 State Space Representation with Unknown Bias
Instead of predefined uncertainty, the stochastic state space system in this chapter is
now formulated with unknown model bias bk:
Xk = Fd(Xk−1) + Fkbk + ωk (6.1)
Yk = H̃Xk + Ckbk + νk (6.2)
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where ωk and νk are mutually independent noises with zero means and known co-
variances Qωk and Rνk . Generally, the bias enters into the system in different ways via
pre-specified Fk and Ck. Here, Fk ≡ I and Ck ≡ 0 is used to account for unbiased mea-
surements and an unknown systematic error that is dimensionally compatible to state
vector Xk. For brevity, the system ignoring model bias (Chapter 4 and 5) is termed as
bias-blind system throughout this dissertation.
6.2.2 Bias Modeling
Bias Evolution
The foremost goal of bias modeling is to facilitate the incorporation of complementary
image-derived information. To control a proper reliance on this information, the bias is
modeled as a first-order Markov process with inputs dependent upon image-derived
information:
bk = γbk−1 + (1− γ)g(dk) (6.3)
where dk is an image-derived indicator of the current bias in the bias-blind dynamic
model. It is obtained by comparing the information in the current bias-blind prediction
Xb−k with that in medical images. g(dk) is the operator which introduces dk into the
predictions of bk. The free parameter γ controls the relative trust on the structural
images versus previous estimates. The definition of dk and g(dk) will be discussed in
detail in section 6.3.2.
Bias Observation
Since it is very difficult to separate the effect of model bias from that of measurement
bias, one basic assumption we use in this study is that measurement error is unbiased.
This assumption is plausible in this particular problem, because the existence of sys-
tematic errors in the constraining model is more pervasive and significant than biased
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measurements.
The error of TMP activity model (3.2) εk is defined as the difference between the
true state Xtk and biased-blind prediction X
b−
k , and the measurement error ηk as the
difference between clean BSP Ytk and noisy input BSP Y
o
k:
εk = Xtk −Xb−k , ηk = Y
t
k −Yok (6.4)
with mean and covariance as ε̄k, Pεk and η̄k, Pηk , respectively. Obviously, ε̄k = bk, and
the commonly used zero-mean Gaussian assumption leads to bk = η̄k = 0.
Further, the difference between the noisy measurement Yok and biased-blind predic-
tion Yb−k is defined as:
ζk = Yok −Yb−k = Y
o
k − H̃Xb−k (6.5)
From (6.4), it is easy to relate the model bias to external observations and obtain sim-
plified mean and covariance of ζk with the assumption of unbiased measurements
(η̄k = 0):
ζk = H̃εk − ηk (6.6)
ζ̄k = H̃bk − η̄k = H̃bk, Pζk = H̃PεkH̃
T + Pηk (6.7)
State Space Interpretation
To explicitly account for the bias in a manner consistent to the basic structure of the
framework, we embed the bias estimation into the overall data assimilation as an auxil-
iary component to the bias-blind TMP estimation. A separate state space representation
of the bias, accordingly, is developed from its models (6.3, 6.6) and statistics (6.7).
For simplicity, the bias evolution model (6.3) is directly used as the state model
without introducing extra noise. The measurement model is modified from (6.6) by
introducing an extra zero-mean noise δ(k) = ζ(k) − ζ̄(k) with covariance ≈ Pζ(k), so
that ζ(k) is directly related to bk and (6.7) is preserved. The state space system of the
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bias, therefore, is formulated as follows:
bk = γbk−1 + (1− γ)g(d(k))
ζ(k) = H̃bk + δ(k) (6.8)
By the state model (6.3), the subject-specific image-derived information, which might
be absent in BSP data, dynamically guide the prediction of model bias. By the mea-
surement model (6.8), this personalized knowledge is refined in bias estimation using
the more reliable BSP. In this way, information from tomographic image sequence and
BSP sequence are fused in a manner in accordance with their respective merits and
limitations.
6.3 Unbiased TMP Estimation by Data Fusion
In order to achieve unbiased TMP estimation based on the above state space system,
three major tasks have to be done: 1) extraction of volumetric electrical information
from tomographic image sequence; 2) introduction of image-derived information into
the state space system for producing personalized predictions of model bias; and 3)
development of the adaptive data assimilation algorithm for bias correction and TMP
estimation.
6.3.1 Processing Tomographic Image Sequence
Mechanical Activation Mapping
At mid wall and epicardium, with a negligible error from the effect of fibre orientation,
the circumferential component of the strain tensor is an excellent index of local myocar-
dial contraction [14, 15]1. Accordingly, we generate the M activation map based on the
1Concerned with the transmural effect, which refers to differences in the muscle deformation in dif-
ferent layers of the heart wall, it has been reported that strain tensor components corresponding to the
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onset of circumferential fiber shortening at the mid wall and epicardial myocardium
without involving the endocardial layer.
There are a number of strategies to estimate myocardial kinematics from tomo-
graphic image sequence (Fig.6.1 (a)) [2, 114]. In this work, we use strain estimates from
the physiome model based image analysis [114]. For each image frame, circumferen-
tial strain field (Fig.6.1 (b)) is spatially interpolated from the image-derived strain esti-
mates, using the meshfree method. Since temporal sampling of the imaging process is
far sparser than that of the BSP recording, circumferential strain of each material point
is then temporally interpolated using seventh-order polynomial fitting; this provides a
good trade-off between the fitting accuracy and noise reduction of the data [14]. The
onset of M activation on each meshfree point corresponds to a negative strain maxi-
mum; its calculation depends on the temporal pattern of the fitted strain signal on that
point. In peaked regions with a negative strain maximum ≤-0.02, the onset is directly
determined from the peak. In smooth regions without a peak but with the difference
between maximum and minimum strains ≥0.04, the onset is approximated using time-
delay estimation so that the cross correlation between adjoining strain signals is maxi-
mized [15]. In other akinetic regions, the onset is calculated from meshfree interpolation
of the neighboring locations to preserve continuity in the M activation map (Fig.6.1 (c)).
Electrical Activation Inference
As documented in [14], the M activation exhibits similar behavior to the E activation
with a time delay. This delay interval, however, is not constant but becomes larger
in regions that are electrically activated later. In general, the M activation time tM (r)
is linearly correlated to the E activation time tE(r) as tM (r) = mtE(r) + n where r
represents the spatial position of any meshfree point. In this dissertation, the E activa-
endocardial layer behave in a very dissimilar pattern from that of epicardial and middle layers [116]. At
endocardium, the sensitivity of fiber strain to fiber direction is much higher and the correspondence be-
tween is much more ambiguous.
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(a) (b) (c) (d) (e)
Figure 6.1: Illustrations of input data sources and data processing. (a)-(d): processing of
tomographic image sequence (MRI sequence ⇒ estimated circumferential strain map
sequence ⇒ M activation map ⇒ E activation map). (e): BSP map sequence. Color
encodes the strain value (b), activation time (c)(d) and BSP value (e) respectively. Black
contours represent corresponding isochrones.
tion map (Fig.6.1 (d)) is inferred from the M activation map using m ≈ 1.2 ± 0.2 and
n ≈ 6ms ± 3ms according to [14]. An index of confidence level is defined to consider
the relevant uncertainty; the use of the E-M activation correlation in a more accurate
and reliable manner deserves further exploration.
Spatially-Variant Confidence Level
A series of intricate processes is involved during the inverse E-M inference, thus a
spatially-variant confidence level c(r) (0≤c(r)≤1) is carefully defined to account for the
three primary sources as follows.
The basic assumption of using local circumferential strains as the indicator of fiber
shortening, introduces the position-dependent reliability related to different fiber ori-
entations in the myocardium. Correspondingly, confidence level cf (r) depends upon
the deviance of the actual fiber orientation from the circumferential direction.
cf (r) =
 1 if |θ(r)| < 30◦1− |θ(r)|/θmax else.
where θ(r) stands for the angle of the longitudinal fiber direction above or below cir-
cumferential direction, and θmax for the maximum |θ(r)| among all material points at
the mid wall and epicardial layer. The threshold of 30◦ is set according to [14].
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The second primary source of unreliability arises from the detection of M activation
onset, and the corresponding confidence level co(r) is defined according to the three
basic types of strain signals, following:
co(r) =

1 if r ∈ peaked regions
CCmax(r) if r ∈ smoothed regions
wI(co(rN)) if r ∈ akinetic regions
where CCmax(r), 0 < CCmax(r) < 1, denotes the maximum cross correlation between
the strain signal at meshfree point r and its adjoining strain signals. I(co(rN)) denotes
the mesh free interpolation of co(rN), with rN for the neighborhood of r. Free parameter
w (w < 1) is used to set a lower confidence on akinetic points.
It is rather ambiguous to quantify the uncertainty introduced during the inference
of E activation from M activation. In the current stage, a constant value is assigned to
the corresponding confidence level ce(r) for every meshfree point due to the lack of
sufficient knowledge. Defining a measure to more properly account for the spatially-
variant uncertainty during this E activation reference will be one major topic to address
for the future development of our framework.
The overall confidence level at each meshfree point is defined as a weighted combi-







where wi reflects different trusts in each confidence level. In our study, we is assigned
with a relatively smaller value to represent lower trust on ce(r) due to its crude defini-
tion. This confidence level is used as a temporary constant measure of the uncertainty
in image-derived information.
6.3.2 Predicting Personalized Model Bias
With the state space system (section 6.2) and the volumetric electrical information ex-
tracted from medical image sequence (section 6.3.1), the next step is to design a proper
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interface (d(k) and operator g(·) in (6.3) so that the image-derived information can be
transformed into personalized predictions of model bias bk, specifically, mean b̄k and
error covariance Pbk of bk at time instant k.
The image-derived information and system dynamics are two different quantities:
the former being activation time, the latter being TMP. A common information mea-
sure is therefore needed, which these two quantities can be transformed to for further
comparison. Since the image-derived information at each time instant is limited to a
small group of meshfree points near the E activation onset, we define the common in-
formation measure as excitation degree, an index ED(r, k) that quantifies the temporal
distance of each meshfree point to its E-activation onset,
For image-derived excitation degree EDi(r, k), tr(k) = 12 (t(k)−t(k−1)) + 12 (t(k+1)−t(k))
and td(r,k)=t(k)−tE(r) is used to distinguish whether a meshfree point is temporally close
enough to its own E activation onset:
EDi(r, k) =

td(r, k)/tr(k) if |td(r, k)/tr(k)| < 1
1 if td(r, k)/tr(k) > 1
−1 else.
To compute excitation degree EDs(r, k) from bias-blind prediction Xb−k , the ratio of
TMP changes is first calculated as Υ(k)=(Xb−k −X̂k−1)/(t(k)−t(k−1)). Since TMP evolution
has a significantly large upstroke velocity during depolarization, the temporal distance
of each meshfree point to its activation time can be indicated by comparing individual




vd(r, k)/Ts if |vd(r, k)/Ts| < 1
and r(r, k) > Tu.
1 if vd(r, k)/Ts > 1.
or r(r, k) < Tu.
−1 else.
where vd(r, k) =Xb−k (r)−Tv, Tv is the TMP threshold of E activation onset; Ts is another
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threshold of the time interval that determines whether a meshfree point is temporary
close enough to its E activation onset. Depending on the specific TMP model adopted in
the framework, values of Tu, Tv and Ts are readily available from physiological knowl-
edge of the TMP dynamics [8].
As defined above, at each time instant k, points with −1 < ED(r, k) < 1 are at
the verge of excitation, points with ED(r, k) =1 already pass the activation onset and
points with ED(r, k) = -1 are not activated yet. Therefore, at each time instant, the
interest always selectively focuses on a small group of meshfree points which are sus-
pected to be around the E-activation onset at each time instant, in other words, we only
focus on the meshfree points which coveys reliable information in tomographic images.
g(·) focuses on detecting the significant difference of excitation degrees between
image-derived and bias-blind model-predicted information, and formulating it into per-
sonalized bias predicts b̄k and Pbk as:
b̄k = g(d(k)) =

0 if EDi(r, k) or EDs(r, k) = 1
or EDs(r, k) = EDi(r, k).
Vb else if EDs(r, k) = 0.
−Vb else if EDi(r, k) = 0.
0 else.







|EDi(r, k)− EDs(r, k)|
In brief, when definite discrepancy of the onset is detected, a pre-specified bias mea-
sure Vb is introduced with a confidence level |ED(r, k)|. When a meshfree point is
consistently identified as around the onset by EDs(r, k) and EDi(r, k), no bias is in-
troduced but with uncertainty dependent upon the difference of the excitation degrees.
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Otherwise, no knowledge is provided since it is beyond the image-derived informa-
tion. The use of excitation degrees and confidence levels ensures that this information
is used within its limits and its reliability. Assuming that the image-derived bias at each
meshfree point is spatially mutual-independent, we define Pbk as diagonal; its diagonal
element takes into account both the constant c(r) and dynamic ct(r, k).
6.3.3 Adaptive Data Assimilation
With the preparation of the above efforts (section 6.2, 6.3.1 and 6.3.2), unbiased TMP es-
timation can be performed by adaptive data assimilation: the correction of model bias
is achieved based on a physiologically meaningful data integration, namely predictions
of the bias are guided by tomographic image sequence while the final estimates of the
bias are dependent on BSP. Based on the separate bias estimation theory, bias estimation
and TMP estimation is loosely coupled through the step of bias correction. As described
in Fig.6.7, at each iteration, bias-blind TMP prediction is first performed using the un-
scented transform (UT) [94]. Predicted by the image-derived information as described
in section 6.3.2, model bias is then estimated from BSP using KF. Bias-blind TMP pre-
dictions are corrected accordingly, and unbiased TMP is subsequently estimated from
BSP using KF update. Given initial conditions of X̄0 and P̂x0 as described in Chapter
4, this adaptive data assimilation iterates in time until convergence.
6.4 Experiments
6.4.1 Phantom Experiments
In order to demonstrate the benefit of integrating structural image sequence and BSP to
produce more reliable and more subject-specific TMP reconstruction, especially in so-
phisticated pathological conditions, comparisons are conducted with TMP reconstruc-
tion that uses BSP as the single data source for information recovery (Chapter 4). Ex-
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(a) Ground truth of normal TMP evolution.
(b) Ground truth of RLPBBB TMP evolution.
(c) TMP recovery from BSPMs without structural-image-guidance.
(d) TMP recovery with structural-image-guidance.
Figure 6.2: Volumetric TMP evolution at the beginning of ventricular excitations. Left
to right: depolarization at 1, 3, 5, 7ms.
periments are performed on the same computational phantom as shown in Fig 4.1, re-
garding pathological conditions of ventricular conduction blocks and intramural focal
activities. Abnormal TMP dynamics, cardiac deformation, and the corresponding BSP
for different pathological patterns are simulated as the gold standard. Simulations of
BSP are then corrupted with white Gaussian noises (WGN) of 10dB SNR; simulations
of cardiac deformation are converted into a gray scale structural image sequence of 50
frames with image size 75x75x16, added by 10dB SNR WGN. These data, treated as
observations for individual subjects, are used as framework inputs for TMP estimation
with and without data integration. Such comparison studies would provide straight-




Figure 6.3: Quantitative comparison of TMP estimation with and without data inte-
gration in RLPBBB. (a) RRMSE and (b) CC of TMP estimates against the ground truth.
Note that data integration brings substantial improvements in terms of convergence
rate, accuracy and stability of TMP estimates.
Bundle Branch Blocks (BBB)
A specific pathological condition involving conduction blocks in right branch bundle
and left posterior fascicle (RLPBBB) has been studied. The major effect of the block is
the disruption of normal, coordinated and simultaneous distribution of the electrical
impulses to the two ventricles, which leads to asynchronized contraction of the heart.
Fig 6.2 (a) and (b) compare the abnormal TMP dynamics within the 3D myocardium
and its normal counterpart (with 500ms in one cardiac cycle). Fig 6.2 (c) lists TMP dy-
namics reconstructed using BSP as the single data source. As shown, at the beginning of
ventricular activation, pathological characteristics are captured with limited accuracy
(RRMSE = 0.4800 ± 0.1736 and CC = 0.8542 ± 0.1250). In comparison, after incorpo-
rating the structural image sequence for TMP reconstruction, the results (Fig 6.2 (d))
exhibit notable improvements in timely capture of the initial conduction blocks with
substantially higher accuracy (RRMSE = 0.0669 ± 0.0409 and CC = 0.9889 ± 0.0376). As
shown in the time course of RRMSE and CC in the cardiac cycle (Figure 6.3 (a) and (b)),
data integration brings faster convergence, higher accuracy and increased stability to
TMP estimation.
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(a.1) Simulated TMP dynamics of focal arrhythmia
(a.2) TMP dynamics reconstructed with BSP as the single information source
(a.3) TMP dynamics reconstructed with data integration
(a) Depolarization. Left to right: 7ms, 14ms, 21ms, 28ms, 35ms, 42ms
(b.1) Simulated TMP dynamics of focal arrhythmia
(b.2) TMP dynamics reconstructed with BSP as the single information source
(b.3) TMP dynamics reconstructed with data integration
(b) Repolarization. Left to right: 157ms, 164ms, 171ms, 178ms, 185ms, 192ms
Figure 6.4: Volumetric TMP dynamics during depolarization (a) and repolarization (b)
in focal-arrhythmia caused by premature excitation. The same color bar with Fig 6.2 is
used, according to which the green indicates the E-activation onset in (a) and the TMP
recovery sequence in (b). Abnormal depolarization and repolarization in the ground
truth is closely captured by data-integration-based TMP reconstruction, while that us-
ing BSP as the single data source partially fails.
Focal Arrhythmia
Due to the common existence of intramural focal activities, as discussed in Chapter
4, the potential of volumetric TMP imaging for accurate noninvasive localization of
arrhythmogenesis is of considerable clinical utility, especially for guiding nonpharma-
cological clinical treatments such as ablation. However, as shown in the intricate focal
arrhythmia regarding the occurence of premature excitation at around 7ms after ven-
tricular activation, TMP reconstruction using BSP alone exhibits inconsistent accuracy
both spatially and temporally. This same experimental setup is considered here for




Figure 6.5: Quantitative comparison of the performance between TMP estimation with
and without data integration in focal arrhythmia of premature excitation. (a) RRMSE
and (b) CC of TMP estimates against the ground truth. Note that data integration brings
substantial improvements in terms of convergence rate, accuracy and stability to TMP
estimates, even at the presence of larger initial errors.
foci. For reference, simulated abnormal TMP evolution is listed in Fig. 6.4 (a.1) and
(b.1). Compared to results reconstructed from BSP alone (Fig. 6.4 (a.2) and (b.2)), TMP
estimated from data integration (Fig.6.4 (a.3) and (b.3)) demonstrates close reconstruc-
tion of all abnormal exitations even when the former one completely fails. As shown
in the quantitative assessment of estimation accuracy in terms of RRMSE and CC time
courses (Fig.6.5), the current results exhibit significant improvement of convergence,
accuracy and stability (RRMSE = 0.14±0.014 and CC = 0.95±0.002) compared to the
former results which present violent instability.
These encouraging results demonstrate that, in complicated cardiac arrhythmia, the
integration of tomographic image and BSP sequences is highly beneficial because tomo-
graphic images provide the volumetric cardiac information that is absent in BSP, and
consequently, improve the specificity of the volumetric TMP estimates.
6.4.2 Human Study
Experiments on a normal human cardiac MR image sequence have been conducted to
show the practical potential of the current framework. The image sequence contains
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(a)
(b)
Figure 6.6: (a) MR image sequence of a normal human heart during systole (frame #1-#6
from left to right). (b) Results of volumetric TMP reconstruction with integration of MR
image sequence and noise-corrupted BSP. From left to right: depolarization at 10,17, 24,
and 31ms.
20 frames of a cardiac cycle. Each 3D image frame contains 8 image slices, with 10mm
inter-slice spacing, in-plane resolution of 1.56mm/pixel, and temporal resolution of
43ms/frame (Fig. 6.6(a)). The personalized heart model is constructed from the first
image frame as described in Chapter 3. Since thorax structural images and BSP record-
ings of the same subject are not available, the heart model is embedded into the torso
model in [117] through a coarse registration according to the proper position, size and
orientation of the heart. Simulated BSP for normal cardiac conditions are corrupted
with 10dB WGN, used as BSP measurements for that subject, and input to the frame-
work with MRI sequence. Volumetric TMP imaging results are listed in Fig. 6.6 (b),
showing credible TMP spatiotemporal evolution of a normal heart. Further experiment
on diseased humans and animals, with complete collection of thorax structural images,
cardiac image sequence and BSP recordings, is the immediate objective of future re-
search.
6.5 Conclusion
As demonstrated through the comparison study performed on phantom experiments,
in comparison to the use of single data source, date integration brings substantial im-
provement to the convergency, accuracy and stability of volumetric TMP reconstruc-
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tion. It validates our hypothesis that 1) the integration of multiple complementary data
of the same subject is able to enhance the specificity of TMP reconstruction; and 2) the
adaptive estimation is able to allow for adjustment of modeling error and therefore
improve estimation accuracy.
In this chapter, we take the initial step towards the integration of functional and
structural data in personalized noninvasive imaging of volumetric cardiac electrophys-
iology. A larger variety of cardiac observations, such as the magnetocardiography
(MCG), can be included into the framework without the loss of generality. With mul-
tiple data describing the same cardiac electrical activity from different perspectives,
the redundant information can reduce the uncertainty and improve the reliability of
the reconstruction, while the complementary information can provide a more complete
picture of the phenomena and therefore enhance the specificity of the reconstruction.
The empirically established correlation of E-M activation in the heart appears as a
plausible tool to account for the cardiac EM coupling during data integration, especially
after we define spatiotemporally variant confidence levels to allow for uncertainties in
the EM activation correlation. In the future, with deeper understanding of the cardiac
EM coupling, we need a more physiologically sophisticated strategy for inferring elec-
trical information from tomographic image sequence, such as through the physical EM
coupling laws [10].
At the current stage, we look at pathological conditions only from the perspective
of cardiac electrophysiology. We do not consider the possible disturbance of electrome-
chanical coupling or mechanical function. A complete investigation on the origin of
heart diseases and the differentiation among the abnormality of electrical, mechanical
or eletromechanical coupling requires a complete understanding of personalized elec-
tromechanics. It is out of the scope of this dissertation, but is a very interesting direction
for the future development of the framework.
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Figure 6.7: TMP estimation algorithm with data integration from time instant k − 1 to
k, based on adaptive data assimilation (solid frame) with embedded bias estimation




The best and most beautiful
things in the world cannot be
seen or even touched. They
must be felt with the heart.
Helen Keller
Because of the need to statistically couple a large-scale, high-dimensional system
(dimension of TMP M ∼ 1500 - 3000) with a massive amount of data (spatial dimen-
sion of BSP N ∼ 100 − 300, temporal dimension of BSP ∼ 4000 − 5000), expensive
computation has been a critical concern in our framework. Based on the combination
of the MC method and KF update rule, our original data assimilation algorithm offers a
proper compromise between preserving intact model nonlinearity and computational
feasibility. Nevertheless, the computational cost is still too high for the framework to
be practical. For the basic algorithm of TMP estimation from BSP (Fig 4.33),
1. In the prediction stage, the number of sigma points to be passed through the
nonlinear TMP activity model is proportional to the dimension of TMP vector (for
a TMP vector of length M ∼ 1500 − 3000, we need ∼ 3000 − 6000 sigma points).
It means that we need to perform 3000 − 6000 simulations of the TMP activity
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model. This constitutes the most expensive computation in our algorithm.
2. In the correction stage, the computational complexity is at O(M3).
For the further reconstruction of tissue excitability (Chapter 5), another parameter es-
timator is added to the TMP estimator; its computational cost is similar to that of the
TMP estimator. For the data integration strategy (Chapter 6), a bias estimator is inserted
into the TMP estimator; its computational cost is less than that of the TMP estimator.
To present a practical framework, we need to carry out computational reduction on our
original algorithm.
7.1 Introduction
7.1.1 Computational Efficiency and Stability
Many efforts have been put in computational reduction of data assimilation methods
for large-scale systems. In general, computational reduction is achieved through ei-
ther a simplification of system dynamics [118] or an approximation of error covariance
through, for instance, representation on a coarser grid [119] or rank truncation [120]. As
shown in the IECG problem under study, there is usually well-defined prior knowledge
of system dynamics and some of its characteristics, such as nonlinearity of TMP dynam-
ics, is desired to be preserved during data assimilation. Instead, prior knowledge on
system uncertainties is usually less accurate and more limited. Therefore, approxima-
tion of error covariance is more appealing for computational reduction of the current
framework.
At the same time, to prevent filtering divergence and improve its numerical sta-
bility, a square root (SR) structure is commonly used to maintain the positive semi-
definiteness of the error covariance matrix. Most existing SR filters are based on the
Cholesky factorization of the error covariance matrix [121], leading to an upper trian-
gular matrix which does not allow simple approximation for computational reduction.
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Though more robust than their standard counterparts, these filters are not, in general,
more efficient . Some effort has been put to couple reduced-rank structure into square
root KF [120, 122] and ensemble KF [123, 124], which has demonstrated the combined
advantages of the SR and RR strategies.
7.1.2 Contribution
In this chapter, we formulate an integrated reduced-rank square root (RRSR) structure
for the TMP estimation algorithm (Fig 4.33) and extend it to the general UKF algo-
rithm. The fundamental idea is to guide the large-scale model-data coupling process
by the principal instead of full components of estimation uncertainty. As shown in
Chapter 4, our standard algorithm approximates the probabilistic distribution of the
state variable by drawing a total number of l sigma points from the square root of its
error covariance matrix, where l is proportional to the dimension M of the state vari-
able. By introducing RR error covariance into the UKF, the number of sigma points can
be reduced to lq to represent only the q leading components of the full error covariance,
where lq is proportional to q. Because the RR error covariance usually accounts for the
dominant percentage of estimation error with a relatively small value of q [124], sub-
stantial computational reduction can be obtained by reducing the computation from l
times of model simulation to lq times of model simulation with lq  l.
At the same time, we use SR structure to avoid filtering divergence and to save the
square root calculation in the selection of sigma points. Because Cholesky decomposition-
based SR structure does not allow easy computational reduction, we re-define the SR
structure so that it is unified with the RR error model. In this manner, the RR and SR
structure are able to benefit from each other, and produce an integrated RRSR UKF
suitable for data assimilation on large-scale nonlinear dynamic systems.
Phantom experiments are performed to evaluate the accuracy and computational
efficiency of our RRSR TMP estimation algorithm. These experiments demonstrate the
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ability of our RRSR filter to achieve substantial reduction of computational time with
a slight degradation in estimation accuracy; its practicability in large-scale data assim-
ilation applications is, therefore, asserted. Comparison of filtering performance with
fixed-rank and adaptive-rank strategies also show the advantage of automatically ad-
justing the value of q to capture the desired percent of estimation error during filtering,
especially in the application to pathological conditions. Our strategy for computational
reduction, therefore, improves the efficiency, stability and applicability of our frame-
work for personalized noninvasive imaging of volumetric cardiac electrophysiology.
7.2 Reduced-Rank Square Root (RRSR) UKF
For the sake of generality, in what follows, our algorithm is developed for a general
state space system with a state equation:
Xk = fd(Xk−1) + ωk (7.1)
and a linear measurement equation:
Yk = hXk + νk (7.2)
or a nonlinear measurement equation:
Yk = gd(Xk) + νk (7.3)
where ωk and νk, as defined in previous chapters, stand for model and data errors.
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7.2.1 Definition
Reduced-Rank Error Model
The covariance matrix of estimation error is the guidance of model-data coupling: dur-
ing the prediction step, it incorporates the uncertainty from the dynamic model into
previous estimation error; during the correction step, it further assimilates the impact
from data errors. Its evolution during filtering, therefore, represents the interaction of
models, data and their uncertainties. Since model and data uncertainties are usually
not well-known, it is sensible to improve the efficiency of model-data coupling by a
careful reduction of this covariance matrix.
To account for dominant components of the error covariance, the definition of RR er-
ror model should comply with the minimum-mean-square-error criterion of the filter-
ing algorithm in use. Given the full error covariance Px ∈ Rn×n, the rank-q Pqx ∈ Rn×n
should be defined so that the residual Prx = Px − P
q
x has a minimum 2-norm ‖Prx‖2.
The rank-q SVD of Px is a suitable option for this purpose. Because Px is symmetric,




where the diagonal matrix Dk contains all the eigenvalues and Ek the corresponding
eigenvectors. Let Dqk consist of the first q leading eigenvalues and E
q
k the corresponding









The value of q is determined by the ratio of the trace of Dqk to that of Dk, which
measures the percentage of error energy explained by Pqx.
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Square Root Structure
Most existing SR filters are based on Cholesky decomposition, yielding an upper trian-
gular matrix that does not allow easy approximation for computational reduction [121].
In this dissertation, we present an alternative square root Sxk of Pxk so that we can unify

















Based on these two definitions, the reduced-rank filtering and SR structure is uni-
fied into an integrated formulation. The evolution of RR error model and SR structure
merges into the tracking of Sqxk during filtering. As well-known, given any square root
of P satisfying P = ZZT , another square root of P can be obtained from S = ZUu
where Uu is a unitary matrix satisfying UuUTu = UTuUu = I. This provides an impor-
tant basis for an efficient tracking of Sqxk . The details are discussed in sections 7.2.3 and
7.2.4.
7.2.2 Sigma Point Selection
The deterministic sampling strategy in the UKF is based on the UT [95], which pro-
vides a variety of sigma point sets to approximate different probabilistic distributions
to different orders [95]. In this chapter, we use a specific set composed of 2n symmetric
sigma points (n is the dimension of vector X) as an example to investigate the selection
of sigma points in RRSR structure. Whether our RRSR structure gives any preference
to particular type of sigma point sets will be discussed in section 7.4.
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Generally, given a Gaussian variable X with mean X̄ and covariance Px = SxSTx ,
we could write X as:
X = X̄ + SxZ (7.8)
where Z is a zero-mean Gaussian variable with unit covariance In (In is an n×n identity
matrix). The sigma point sets {Xi}2ni=1 can then be obtained from the sigma point sets
{Zi}2ni=1 as:
Xi = X̄ + SxZi i = 1...2n (7.9)
According to the UT, the set of {Zi}2ni=1 is selected to lie symmetrically on the
√
nth
contour of the unit variance In. Namely, Zi = ±ein where ein is an n-dimensional vector
with the only non-zero i-th component valued as 1. It gives the sigma point set {Xi}2ni=1:






Wi=1:2n = 1/2n (7.10)







giving an approximation of X as:
X = X̄ + SqxZ
q (7.11)
where Zq now is a zero-mean Gaussian with unit covariance Iq (Iq is an q × q identity
matrix). According to the above derivation in UT (7.9), Zq could be represented by a set
of 2q sigma points Zi = ±eiq. As a result, the sigma point set of X in a RRSR structure
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({Xi}2qi=1) could be obtained as:






Wi=1:2q = 1/2q (7.12)
The reduction in the ensemble size cuts the computational time of ensemble prop-
agation from 2n times of model simulation down to 2q times of model simulation. Be-
cause q is usually n, this brings substantial computational reduction.
7.2.3 Prediction
Assume that at the k+1th filtering iteration, we have the estimates X̂k and Ŝ
q
xk from the
previous iteration. A set of 2q sigma points {Xk,i}2qi=1 is generated from the estimates




Xk+1|k,i = fd(Xk,i) (7.13)
Based on the SR structure, S−xk+1 can be directly obtained without computing the













Qωk+1 can be calculated and stored beforehand. Since neglecting uncertainty
in the dynamic model would largely worsen the underestimation of the error covari-
ance, the inclusion of
√
Qωk+1 is necessary.
To track the dominant components of the error covariance after the incorporation of
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additional model errors Qωk+1 , S
−
xk+1
is projected onto the subspace spanned by the q











k+1 can be directly calculated by q-rank
SVD on S−xk+1 . This formulation (7.15) is based on the aforementioned theory that given
any square root of P satisfying P = ZZT , S = ZUu is also the square root of P provided
that Uu is a unitary matrix.
In most existing reduced-rank filtering applications, q is fix-valued during the en-
tire filtering process. However, as a result of the interaction of model uncertainties and
data errors, the same q-rank approximation might not be able to represent the desired
percentage of error energy. It leads to either low estimation accuracy if an insufficient
percentage is captured or excessive computation if an unnecessarily high percentage
value is used. In order to keep a better control on the balance between estimation ac-
curacy and computational complexity, we also develop an adaptive-q strategy. This is
accomplished by first specifying the desired interval of the percentage of error energy
to be captured. An additional step is then performed before the reduction of S−xk+1
(7.15) to adjust the value of q so that the reduced-rank error covariance always cap-
tures the proper number of error components. What is of interest is that whether this
q-adjustment overhead could improve computational efficiency and/or estimation ac-
curacy. Experiments will be performed to compare the filtering performance between
this adaptive-q and fixed-q strategy.
Another primary issue to address is the underestimation of error covariance. Many
efforts have been put to compensate for the truncation error Px − SqxSqTx [123,125,126],
among which we adopt the simple technique of covariance inflation [126] to multiply
the RR covariance matrix with a tunable parameter (slightly larger than 1). More so-
phisticated techniques, such as the approximation of truncation error [125] or the use
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of a hybrid filter [123], usually increase the computational complexity and will be in-
vestigated in future studies.
7.2.4 Correction
Linear Measurement Model
For most real world problems, the observation process corresponds to a linear mapping
from the state space to the data space, either in terms of a direct partial measurement
of the state (e.g. tomographic imaging, oceangraphic sensoring), or certain physical
relationship between the state and observations (e.g. BSP mapping). Therefore, it is
of practical value to develop the specific RRSR filtering algorithm for systems with a
linear measurement model. To understand the evolution of Sxk+1 during the correction,






















































where Ẽk+1D̃k+1ẼTk+1 = (I − K̃k+1h̃k+1), the computation of which requires eigende-
composition on the n× n matrix (I− K̃k+1h̃k+1).
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−1. Ẽqk+1 and D̃
q
k+1 can
be computed from the efficient eigendecomposition of the q × q matrix (I− K̃qk+1h̃
q
k+1)
instead of the original n × n matrix; this alleviates the computational requirement of
the original SR structure.
Nonlinear Measurement Model
Equation (7.14) presents an efficient way to track the evolution of error covariance di-
rectly by sigma point sets. This mechanism plays an important role in systems with
nonlinear measurement models.
After drawing a set of sigma points {Xk,i}2qi=1 from previous estimates X̂k and Ŝ
q
xk
according to (7.12), we calculate the new sigma points set {Xk+1|k,i}
2q
i=1 and the cor-
responding prediction of X−k+1. Note that there is no need to compute S
q−
xk+1 . This
sigma point set is further propagated through the nonlinear measurement to obtain
{Yk+1,i}2qi=1 and the associated Ȳk+1, Syk+1 and Pxk+1yk+1 , where the calculation of Syk+1
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is similar to (7.14):














Wi(Xk+1|k,i − X̄−k+1)(Yk+1,i − Ȳk+1)
T
(7.21)
The Kalman gain Gk+1 is then computed and final estimates of X̂k+1 are obtained





X̂k+1 = X̄−k+1 + Gk+1(Y
o
k+1 − Ȳk+1)
Nevertheless, the standard UKF does not define the update rules of individual
sigma point Xk+1|k,i given available data. To be able to track Ŝxk+1 using the sigma
points, we develop a proper scheme for updating Xk+1|k,i to Xk+1,i as:
Xk+1,i = Xk+1|k,i + Gk+1(Yok+1 − Yk+1,i) (7.23)
As explained in Appendix C, the second-order statistics of Xk+1,i is consistent with the
error covariance P̂xk+1 calculated by KF update rules.










Similar to (7.15), in order to track the dominant components of the error covariance
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after incorporating model errors Qωk+1 , Ŝxk+1 is projected onto the subspace spanned








k+1 can be directly calculated by q-rank SVD on Ŝxk+1 .
Note that unlike linear measurement models, here it is not necessary to compute
S−xk+1 or S
q−
xk+1 in the prediction step. During the entire filtering process, it is the sigma
point set that is being tracked and used to calculate the estimates of Ŝxk+1 and Ŝ
q
xk+1 .
7.2.5 Discussion and Summary
The premise for the success of RR approaches is the ability of the RR error model to
account for dominant components of the error covariance during the entire filtering
process. With a linear measurement model, the uncertainty caused by the dynamic
variability is encoded in the prior error covariance, and the impact from measurement
model is explained by a linear projection of the error covariance. Therefore, it is sensi-
ble to extract the dominant error covariance at the prediction stage and evolve it to the
correction step. In contrary, with a nonlinear measurement model, the impact of the
measurement model on the uncertainty is much more intricate than a linear projection
of the prior error covariance. Therefore, it is more sensible to keep the full prior error
covariance and carry out the reduction on the posterior error covariance.
In a high n-dimensional nonlinear dynamic system, the standard UKF requires 2n
times of model simulations if the sigma point set (7.10) is used. The presented RRSR fil-
ter substantially reduces the computation to 2q times of model simulations with q  n.
Furthermore, the standard UKF requires O(n3) computations for the square-root com-
putation of the error covariance in generating sigma points. The widely-used Cholesky-
factorization-based SR-UKF in general is still O(n3), but with improved numerical sta-
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bility because of the SR structure. Similaly, our SVD-based RRSR-UKF also keepsO(n3)
for the SVD-decomposition, but improves the filtering stability by using the SR strucu-
ture. Consequently, the combination of RR and SR structures improves both the com-
putational efficiency and stability of the standard UKF.
7.3 Experiments
7.3.1 Experimental Setup
For a quantitative evaluation of the filtering accuracy, experiments are performed on
the same computational phantom (Fig 4.1) used in Chapter 4, related to normal cardiac
conditions and right bundle branch blocks (RBBB). For the sake of practical computa-
tion in full-rank filtering, we cut down the spatial resolution of meshfree representation
of the heart to 836 points (n = 836). In each case, TMP estimation always uses models
parametrized with the standard values defined in Chapter 4. On the other hand, the
models for generating true TMP and BSP are modified according to the pathological
condition under study; to further account for parameter variations among the popu-
lation, model parameters are deviated from standard values by white Gaussian noise
(WGN) with means equal to 10% of the standard values. Simulated BSP is contami-
nated with 10dB WGN as input for TMP estimation. Initial conditions X̂0 and P̂x0 are
always generated based on the locations of normal first-excited sites in ventricles. Noise
covariance Qωk and Rν are described in Chapter 4. In this way, TMP estimation as-






Figure 7.1: (a) Change of TMP estimation accuracy (RRMSE) with increasing number
of rank q, divided by RRMSE in full-rank filtering. (b) Change of computational time
with increasing number of rank q, divided by computational time in full-rank filtering.
7.3.2 Results
Fixed-q Strategy
Experiments are performed to investigate the effect of the value of q on the accuracy of
TMP estimates measured by RRMSE. TMP estimations are carried out with q increasing
from 50 to 836 (full-rank). The corresponding change on the accuracy of TMP estimates
in normal cardiac conditions and RBBB is shown in Fig 7.1 (a), where the RRMSE val-
ues (y-axis) are divided by the minimum RRMSE obtained in full-rank filtering. As
expected, accuracy degrades as q decreases. Nevertheless, the decline is not signifi-
cant. In normal conditions, the degrading of the accuracy remains below 20% when q
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is reduced to 100 = 12%n. In RBBB, there is a relatively more notable decline of the
accuracy when q decreases to 600. This is reasonable because the pathological condi-
tion introduces more model errors and requires a larger value of q to track the same
percentage of dominant components in estimation uncertainty.
For the same set of experiments, Fig 7.1 (b) lists the corresponding change of compu-
tational time normalized by the maximum time used in full-rank filtering. Because the
computational time is decided by the value of q, different cardiac conditions share the
same computational time. It is evident that, in general, the computational time exhibits
a much more rapid decrease than the estimation accuracy as q decreases. With q = 6%n,
around 95% reduction is achieved. Furthermore, it is evident that the reduction of the
computational time and the value of q is close to a linear relationship. It is consistent
with our expectation (section 7.2.5) that the primary function of the presented RRSR
filtering is to cut the computational time from 2n times of model simulation down to
2q times of model simulation. However, for RBBB conditions, if less than 10% accuracy
degradation is needed, the computational reduction is lower than 15% because q has to
be larger than 700. In other words, it is difficult to find a proper value of q that is able
to achieve substantial computational reduction without notable decline in estimation
accuracy.
Adaptive-q Strategy
Here we investigate the performance of the RRSR filtering with adaptive-q strategy, us-
ing the same normal and RBBB cardiac conditions. The interval of the trace of reduced-
rank covariance to that of the full covariance is specified as (100%, 90%), (90%, 80%),
(80%, 70%), (70%, 60%) and (60%, 50%). Fig 7.2 (a) illustrates the corresponding change
of TMP estimation accuracy where the x-axis represents the lower bound of the spec-
ified energy interval and x = 1 corresponds to full-rank filtering performance. As





Figure 7.2: Change of filtering accuracy and computational time with increasing per-
centage of error energy included in the RR error covariance. (a) TMP estimation accu-
racy (RRMSE) divided by RRMSE in full-rank filtering. (b) Computational time divided
by computational time in full-rank filtering.
mains below 20%. In RBBB condition, the estimation accuracy exhibit a slight decline
(below 10%) when above 70% error energy is accounted for by the RR error covariance,
and starts to degrade faster when less than 70% error energy is considered.
Fig 7.2 (b) lists the change of computational time in the same set of experiments.
Again the computational time exhibits more rapid decrease than the estimation accu-
racy, where 80% reduction is achieved when around 50% error energy is considered.
Unlike the linear curve in Fig7.1 (b), the drop of computational time is faster in the
early stage of the decreasing of error energy. This can be explained by the fact that
usually a small value of q can account for a high percent of error energy. Besides, RBBB
conditions generally exhibit less computational reduction when the same percentage of
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(a)
(b)
Figure 7.3: The relationship between accuracy degrading and computational reduc-
tion in RRSR filtering. The x-axis represents the RRMSE of TMP estimates divided by
RRMSE from full-rank filtering, and the y-axis represents the computational time di-
vided by full-rank filtering time. (a) Normal cardiac condition. (b) RBBB.
error is considered. This is because, as mentioned earlier, a larger value of q is needed
to track the same percent of estimation error in pathological conditions.
Furthermore, as shown in Fig 7.2, when about 70% error energy is preserved, the
RRSR algorithm is able to achieve around 60% reduction of computational time with
only 10% degrading of estimation accuracy. Therefore, our adaptive-q strategy brings
more benefits to RBBB conditions than fixed-q strategy.
Summary
For a further comparison of the performance of these two strategies, Fig 7.3 compares
the relationship between accuracy degradation and computational reduction obtained
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(a) Full-rank filtering results
(b) RRSR filtering results, with adaptive-q and 70%− 80% error energy preserved.
Figure 7.4: Volumetric TMP imaging for normal cardiac condition using full-rank and
reduced-rank filtering. The color bar encodes the normalized TMP value. Left to Right:
35, 42, 57, 64ms after ventricular activation onset.
from our experiments. As shown in both normal and RBBB conditions, it is evident that
RRSR filter with adaptive-q strategy generally either achieves a higher computational
reduction at the same estimation accuracy, or leads to less degradation in accuracy with
the same amount of computational reduction. This benefit is much more notable in
RBBB conditions. These observations demonstrate the advantage of adaptive-q strat-
egy to provide higher computational reduction, especially in pathological conditions
involving more sophisticated error structures.
Fig 7.4 compares the volumetric TMP imaging results in normal conditions using
full-rank filtering and RRSR filtering with 70% − 80% error energy preserved; Fig 7.5
presents a similar comparison in RBBB conditions. As illustrated, no evident visual dif-
ference can be observed between the results obtained from reduced-rank and full-rank
filtering. Compared to the normal condition, RBBB condition displays clear transmu-
ral conduction abnormality where electrical activation propagates from the left ventri-
cle to right ventricle instead of originating simultaneously from both ventricles. This
abnormality is closely reconstructed using reduced-rank filtering. These experiments
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(a) Full rank filtering result
(b) RRSR filtering results, with adaptive-q and 70%− 80% error energy preserved.
Figure 7.5: Volumetric TMP imaging for RBBB using full-rank and reduced-rank filter-
ing. The color bar encodes the normalized TMP value. Left to Right: 13, 27, 42, 64ms
after ventricular activation onset.
demonstrate that our RRSR filtering strategy is able to achieve substantial reduction of
computational time with slight degradation in estimation accuracy. They also show the
notable advantage of adaptive-q strategy over fixed-q strategy in pathological condi-
tions.
7.4 Conclusion and Discussion
Data assimilation for large-scale nonlinear dynamic systems is often complicated by
model nonlinearity (local linearization and temporal discretization of the models is
challenging) and high dimensionality (issues of computational feasibility, efficiency
and stability). The UKF is favorable in these systems because of its ability to main-
tain a proper trade-off between model nonlinearity and computational feasibility. In
this chapter, we develop an integrated RRSR structure for the TMP estimation algo-
rithm we developed in Chapter 4 to improve its computational efficiency and stability.
As demonstrated in the phantom experiments, the RRSR filtering is able to achieve
substantial computational reduction at slight expense of estimation accuracy. Further-
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more, for the application to pathological conditions, we have shown that it is beneficial
to adjust the value of q during the filtering so as to capture the desired percentage of
estimation error.
At the current stage, several specific assumptions are used for the development of
the RRSR filtering algorithm. In what follows, we will discuss the possibility of relaxing
these constraints and the corresponding potential developments.
7.4.1 Selection of Sigma Point Sets
According to the UT, the selection of sigma points is determined by solving an op-
timization problem regarding specific types of probabilistic distributions and desired
orders of accuracy under study [95]. In the standard UKF, any sigma point set able to
match the given information is as good as others. In this section, we start some initial
investigations on whether the RRSR structure impose preferences on certain type of
sets over others.
One possible constraint comes from the computation of Sx using sigma points (7.14,
7.24). Different from standard MC methods, the UT does not restrict the weights of
sigma points within [0, 1]. Instead,Wi could be either positive or negative provided that∑l
i=1Wi = 1 where l is the number of sigma points. In the RRSR structure, however, a
negativeWi would give rise to the difficulty of using (7.14) unless the complex matrices
are used, which might result in numeric unstableness. In this sense, the RRSR structure
impose certain preference on sigma point sets with non-negative weights.
7.4.2 Potential Developments
The current study is based on the widely-used assumptions of additive and Gaussian
noises. In real-world situations, these assumptions might not always hold. For ex-
ample, probabilistic distributions of interests might be non-Gaussian, and model and
data errors might be nonlinearly injected into the system. Future development of the
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presented RRSR filtering framework should focus on applications to such a more gen-
eralized system.
As mentioned earlier, the UT is able to provide sigma point sets to approximate
different probabilistic distributions up to different orders [95]. The use of different
schemes does not change the structure of the RRSR filter. Furthermore, to handle un-
certainty which is nonlinearly injected into the system models, a feasible solution is to
augment the state vector to include all these noises and apply the RRSR strategy on the
reformulated state space system. The growth in the number of the unknowns will lead
to increasing computational requirement. The computational issue and the potential




If I can stop one heart from
breaking, I shall not live in vain.
Emily Dickinson
8.1 Conclusion
Personalized quantitative reconstruction of cardiac electrophysiological information
from remote, noninvasive BSP recordings has raised wide interest because of its sig-
nificant clinical relevance in preventative diagnosis and treatment of cardiac arrhyth-
mia. Based on a system perspective, we develop a physiological model-constrained
statistical framework for personalized noninvasive imaging of volumetric cardiac elec-
trophysiology. The fundamental concept is to quantify subject-specific living systems
by combining a priori physiological knowledge of the general population and observa-
tions of each individual in accordance to their respective uncertainties, where
1. Prior knowledge of system physiology is used as general constraints to guide
physiologically meaningful understanding of personal data.
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2. Subject-specific information in personal data identifies the parameters in the in-
dividual system that differ from the prior knowledge.
3. Multiple complementary data are integrated to enhance the available subject-
specific information, and therefore to improve the specificity of the system es-
timation and identification.
4. These two sources of information, general knowledge of system physiology and
subject-specific observations, are coupled in a statistical (Bayesian) context so as
to allow for the existent of uncertainties in both sources.
We have developed major components of this framework, and have validated them
through a variety of phantom and real-data experiments:
Modeling of Cardiac Electrophysiological System
This element is the premise for the success of personalized noninvasive imaging of
cardiac electrophysiology. We have developed a coupled meshfree-BE platform that
balances the accuracy of the models with the reconstructibility of the problem and the
computational feasibility of the framework. Plausibility of this modeling approach has
been validated through analytic solutions on a synthetic geometry, as well as electro-
cardiographic simulation on realistic heart-torso structures and comparison to related
experimental and simulation studies. Our modeling approach paves the road for per-
sonalized cardiac electrophysiological imaging.
Development of Statistical Model-Data Coupling: Volumetric
TMP Estimation from BSP
We developed a statistical model-data coupling strategy which utilizes state-space for-
mulation and sequential data assimilation to estimate volumetric TMP dynamics from
input BSP. Its robustness and accuracy is verified by synthetic experiments regarding
180
8.1. CONCLUSION
various data and modeling errors. Its estimation improvement over state-of-art IECG
approaches is demonstrated through phantom experiments on epicardial potential re-
construction. Its capability in identifying intramural arrhythmogenic substrates and
reflecting local electrical dysfunctions is verified in phantom experiments concerning
various typical pathological conditions, such as focal-arrhythmia and bundle branch
block. Its potential applicability in detecting latent substrate to fatal arrhythmia is fur-
ther exhibited in human studies on post-MI patients, where the precision of the results
are validated by the gold standard provided by cardiologists.
System Identification: Simultaneous Estimation of TMP and Electrophysiological
Properties from BSP
We further developed the framework for simultaneous reconstruction of TMP and elec-
trophysiological properties from BSP observations, based on which identification of
electrophysiological substrate and assessment of arrhythmia susceptibility of individ-
ual subjects can be performed. For four post-MI patients, volumetric TMP dynamics
and tissue excitability of the 3D myocardium are estimated from noninvasive BSP data.
Abnormality of these two different electrophysiological quantities are localized, the cor-
relation of which enables the investigation of the complex 3D structure and mechanism
of the arrhythmogenic substrate. Quantitative evaluations of infarct extent and loca-
tion are validated by the gold standard and exhibit notable improvement over existing
results.
Data Integration: Fusing BSP and Structural Images for TMP Estimation
Another strategically novel component of the framework is the data integration algo-
rithm we developed to reconstruct subject-specific volumetric TMP dynamics by fusing
input BSP and structural imaging data sequence. Instead of using predefined model
and data uncertainties, we allow the existence of unknown systematic error (model
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bias) in the state space system. We first extract subject-specific volumetric electrical in-
formation from structural image sequence to identify and adjust model bias. Based on
adaptive data assimilation, TMP is then estimated from BSP after bias correction. Phan-
tom experiments on cardiac arrhythmia and initial real-data experiments demonstrate
that the incorporation of structural image sequence brings substantial improvement
in the convergence, accuracy and stability of personalized cardiac electrophysiological
imaging.
Computational Reduction: Reduced-Rank Square Root Filtering
At the same time, to cut down the computational cost of our original algorithm, we
also developed a reduced-rank square root version of the original algorithm in the
framework. The reduced-rank strategy improves the computational efficiency of the
algorithm, the square root structure improve its stability, and they are unified into one
integrated filtering algorithm. Phantom experiments exhibit the ability of this strategy
in bringing substantial computational reduction at slight expense of estimation accu-
racy. We also demonstrate that adaptive-rank strategy is more beneficial than fixed-
rank strategy for the application to pathological conditions.
In summary, in this dissertation, we developed a novel framework for personal-
ized noninvasive imaging of cardiac electrophysiology inside the 3D mycoardium, with
solid validations through phantom and real-data experiments. Based on the system
approach, this framework brings a new perspective to the inverse problem of electro-
cardiography, exhibits substantial improvement over state-of-art IECG efforts, and dis-
plays promising clinical potential in detecting/predicting latent threats in the heart of




Experimental Validation and Clinical Application
Our current physiological model-constrained statistical framework has exhibited promis-
ing clinical potential, yet more real-data experiments and investigation are needed, par-
ticularly for the validation of date integration and computational reduction strategies.
On one hand, animal experiments regarding various cardiac arrhythmia should be con-
ducted in collaboration with experimental laboratories, where the gold standard of car-
diac electrical activity and material properties could be obtained quantitatively. On the
other hand, it is desirable to look into the potential collaboration with hospitals and
clinicians, for putting the framework into clinical practice of the diagnosis, treatment
planning and tracking, and prediction/prevention of cardiac arrhythmia.
Modeling of System Patho-Physiology and Biology
Models in the cardiac electrophysiological system could be adjusted to varying com-
plexity and differing specialization in accordance to the applications under study. More-
over, hierarchical modeling of the system could be introduced so that knowledge of a
wider category of cardiac diseases could be included into the system. Based on the
multiple-model estimation theory [127], the hierarchical model-set could increase the
flexibility of the constraints on the estimation, and improve the applicability of the
paradigm in more complicated pathological conditions. Furthermore, while the cur-
rent framework focuses on utilizing the existing knowledge of cardiac physiology, the
biological knowledge of the cardiac system could be considered in the future. It would
push the development of the framework to a molecular/genomic level of understand-





Because of the tight electromechanical coupling of the heart, it is of great clinical inter-
est to pursue the personalized understanding of cardiac electromechanical function, as
well as myocardial electrical and mechanical properties. By combining our framework
with the existing research effort in cardiac mechanics assessment, we could develop an
integrated paradigm for understanding personalized cardiac electromechanics using
noninvasive tomographic imaging and electrical mapping data, or more fundamen-
tally, a wide variety of cardiac observations of the same individual.
Online Clinical Practice with Distributed Computing
The RRSR strategy we developed in this dissertation is able to reduce substantial com-
putational cost. However, for the fundamental purpose of clinical practice of person-
alized cardiac electrophysiology, it is necessary to investigate the employment of dis-





Intracellular conductivity tensor in the global spherical coordinate system is defined as
Di(r, ϕ, θ) and that in the local coordinate system as Di(γ, ε, η). To obtain analytical
solutions to (3.5), the first step is to get the global conductivity tensor Di(r, ϕ, θ) as a
function of the local conductivity tensor Di(γ, ε, η) and fiber orientations. Fiber ori-
entations actually determine the relations between local coordinate (γ, ε, η) and global
spherical coordinate (r, ϕ, θ) system, where γ is along the longitudinal fiber direction,
ε, η lie in the transverse plane and η is along the radial direction r of (r, ϕ, θ). Since γ
is of angle α away from the circumferential direction of the spherical coordinate, the
relations between this two coordinate systems (r, ϕ, θ) and (γ, ε, η) can be obtained as:

γ = ϕ sinα− θ cosα

























In the local coordinate system, we have:






where σil and σit are the conductivity components along and transversal to the local
fiber direction. Representing the global conductivity tensor Di(r, ϕ, θ) as:






and using the tensor transformation between the global and local coordinate system:
Di(r, ϕ, θ) = QDi(γ, ε, η)Q−1 (8.1)
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we are able to calculate each of its component as a function of Di(γ, ε, η) and α:
D11 = σit (8.2)
D12 = D21 = 0 (8.3)
D13 = D31 = 0 (8.4)
D22 = σil sin2 α+ σit cos2 α (8.5)
D23 = D32 = (σit − σil) sinα cosα (8.6)
D33 = σil cos2 α+ σit sin2 α (8.7)






















To simplify the solving of (3.5), we select α to set (8.8) as 0. Substituting u =











(σil sin2 α+ σit cos2 α) (8.9)
It is evident that (8.9) = 0 when sin2 α = 0. Therefore, we assume the fiber direction at
any point in the sphere as circumferential so that (3.5) is analytical solvable.
Analytic Solutions
With the simplified fiber structure, governing equations (3.3,3.4) in the spherical coor-
dinate are written as:
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σk∇2φe = 0 ∀ 0 < r ≤ R (8.10)
σt∇2φt = 0 ∀ R < r ≤ 3R (8.11)
with the associated boundary conditions (3.7,3.9) written into:














= 0 ∀ r = 3R (8.14)







= 0 ∀ r = R (8.15)
The general solution to (8.11) are defined as:




where a0, a1 and a2 are parameters to be determined by the associated boundary con-
ditions. Firstly, according to (8.14), we have a1 = 2a2/(27R3) and therefore:







Meanwhile, according to (8.15), φe(r, ϕ, θ) should be in a similar formulation to the
given u (3.28):
φe(r, ϕ, θ) = br cosϕ (8.18)
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from which we can determine the values for a, b and get the analytic solutions of φe(r, ϕ, θ), φt(r, ϕ, θ):





cosϕ (0 ≤ r ≤ R)









) cosϕ (R ≤ r ≤ 3R)
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Appendix B
Contribution of V in KF updates












where P−u ,P−v are the predicted covariances of U,V respectively, and P−uv,P−vu the cross





 (HP−uHT + Rν)−1 (8.21)







. Namely, V does not affect the relations between U and Y (Puy = P−uHT ),




Rν , which does not have the contribution from V. Replacing (8.21) into the calculation
of X̂, we observe that the prediction of V̄− does not contribute to the estimation of Û.
190
Appendix C
Update of Sigma Points in the Correction Stage
In the following, we prove that, following the schemes for updating Xk+1|k,i to Xk+1,i:
Xk+1,i = Xk+1|k,i + Gk+1(Yok+1 − Yk+1,i) (8.22)
the second-order statistics of Xk+1,i is consistent with the error covariance P̂xk+1 calcu-
lated by KF update rules.
Proof: According to the KF update rules, X̂k+1 is written as:
X̂k+1 = X̄−k+1 + Gk+1(Y
o
k+1 − Ȳk+1) (8.23)
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((Xk+1|k,i + Gk+1(Yok+1 − Yk+1,i))− (X̄−k+1 + Gk+1(Y
o
k+1 − Ȳk+1)))
× ((Xk+1|k,i + Gk+1(Yok+1 − Yk+1,i))− (X̄−k+1 + Gk+1(Y
o




(Xk+1|k,i − X̄−k+1 −Gk+1(Yk+1,i − Ȳk+1))




k+1 −Gk+1PTxk+1yk+1 + Gk+1Pyk+1G
T
k+1 (8.25)
Substituting Gk+1 = Pxk+1yk+1P
−1
yk+1








































Because Pyk+1 is symmetric, P
−1
yk+1
= P−1Tyk+1 . Namely, posterior error covariance calcu-
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