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Abstract 
Motion reconstruction is a technology that uses motion-related bio-signals, such as 
electroencephalography (EEG) or electromyography (EMG), to estimate the intended trajectory 
of the motion. This technology can be used, for example, to control prostheses for amputees. 
However, so far, the results obtained with non-invasive methods are insufficient for real 
applications. In addition, most of the studies rely on motion tracking devices to obtain the 
trajectory data for training the system.  
In this work, aiming to establish an effective noninvasive motion reconstruction system for 
trans-humeral amputees, who could only provide limited motion-related bio-signals, I proposed 
an approach including the following key components: 1) using both EEG and around-shoulder 
EMG as the input signal source; 2) exploring the most appropriate system architecture, while 
making clear the role of EEG and EMG for different motions; 3) investigating the possibility of 
training methods for trans-humeral prosthesis users in a virtual reality world, instead of using the 
commonly used motion tracking devices. 
As a result, it was shown that: 1) by combining both EEG and around-shoulder EMG, accuracy 
of the reconstructed motion is better than that of any of them separately; 2) the most accurate and 
most robust architecture is the one that uses a two-layer motion estimator, in which the first layer 
predicts the position using the EEG and EMG separately, and then, use the prediction of each of 
them to calculate the final prediction; 3) the training system with virtual reality technology could 
achieve overall accuracy comparable to other methods, even without using any motion tracking 
system. The findings obtained could be used to further improve the accuracy of EEG-based 
interface systems.
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1 INTRODUCTION 
1.1 Background 
Motion reconstruction refers to the problem of predicting an extremity’s position using 
only bio signals as input for the predictor, this excludes the use of cameras or tracking 
devices as input. Still, those devices can be used to acquire the output during the training 
of the predictor. In Figure 1 is possible to see a schematic representation of the 
components that conform a motion reconstruction system:  
 
Figure 1 Schematic representation of the motion reconstruction problem. The system uses the input during 
the training and the execution. During the training the output is acquired from the position. During the 
execution, the software provides the position to the application. 
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• Software: Program (or programs) that implement the communication protocols, 
the processing of signals, and the predictor. The predictor is an implementation of 
some sort of supervised learning algorithm. Thus, it requires a training phase 
before being able to use it. During the training phase it pairs the data from the 
position with the data of the acquisition system. During the execution phases uses 
the data from the acquisition systems and returns the predicted position to the 
application. 
•  Acquisition systems: These are the devices that record the bio-signals and send 
them to the main software. They predictor needs the information from the 
acquisition systems whenever is working (training and execution phases). 
• Position: What is considered "real" position for the predictor. In the case of using 
motion tracking devices attached to the subject's hand, it represents the real 
position. But it can be placed in a surrogate instructor, or obtain the position from 
a virtual avatar without using any motion tracking. In the last two examples, what 
it is considered the real position that the subject is doing may be different from 
the actual subject's hand position. The predictor needs this information only 
during the training phase. 
• Application: Final system/device that uses the predicted position. For example, it 
could be a prosthetic arm that moves accordingly to the predicted position, or a 
virtual avatar that moves the arm following the predicted position. 
The main application for motion reconstruction systems is the control of prosthetic 
devices. Nevertheless, applications, such as video games or teleoperation, are also 
possible. As in many systems, the goal for which the system is built sets most of the 
limitations. For instance, if the goal is to study the underlying brain mechanisms that 
allow the motion planification, there are almost no limitation to the system. It is possible 
to use different acquisitions systems such as: electroencephalography (EEG), 
electromyography (EMG), magnetoencephalography (MEG), functional magnetic 
resonance imaging (fMRI), near infrared spectroscopy (NIRS), electrocorticography 
(ECoG), or Deep Brain Stimulation (DBS). Additionally, markers can be attached to the 
extremity that is being reconstructed. Thus, allowing using motion tracking systems. 
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Table 1 shows the advantages and disadvantages of each of the mentioned acquisition 
systems. 
For videogames or teleoperation, there is a major restriction: the time. The system has 
to be able to work on real time. Note that during this whole work, when using the term 
“real time” it refers to a time scale of tens of milliseconds. This limitation means that 
some acquisition systems such as fMRI, or NIRS may not be valid solutions due to their 
low time resolution (~0.1 s). Also, invasive technologies such as ECoG or DBS, are not 
theoretically incompatible for the application, but is extremely unlikely that anyone is 
going to go through brain surgery just to be able to control a videogame or teleoperate a 
robot. 
Finally, the application that interest us the most for this work, is the control of 
prosthetic devices. Like for the teleoperation there is a time limitation for the system to 
process the intentions of the user. Also, since there is not a physical limb to which attach 
the sensors, the location of the EMG is also restricted to the muscles that the final user 
may have. For example, a trans-humeral amputee (amputation between the elbow and the 
shoulder), could not use EMG sensors in the forearm, but it could around the shoulder or 
even in the deltoideus muscle. In addition, the system should be portable, that rules out 
the use of MEG. Lastly, the expected over all accuracy is higher than any of the other 
cases, since the prosthetic is intended to be used in daily life environments in order to 
improve people’s lives. 
Regarding the system used for collecting the hand’s position, when developing a 
system for amputees, there are also some limitations due to the lack of the amputated 
limb. Motion tracking system cannot be attached to the limb that is being reconstructed. 
To solve this another limb must be tracked. There are different options. A surrogate can 
Table 1 Brain Activity Acquisition Systems 
Technology Temporal Resolution Space Resolution Risk Portability 
EEG ~0.001 s ~10 mm Non-invasive Portable 
MEG ~0.001 s ~5 mm Non-invasive Non-portable 
fMRI ~0.2 s ~1 mm Non-invasive Non-portable 
NIRS ~0.1 s ~5 mm Non-invasive Portable 
ECoG ~0.0001 s ~0.5 mm Invasive Portable 
DBS ~0.0001 s ~0.1 mm Invasive Portable 
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be used with the user imitating the surrogate’s motion. In this case, it is possible to place 
the motion tracking systems on the surrogate’s limb, so what the software is actually 
mapping is the user’s bio-signals to the surrogate’s limb position. Similarly, a robotic 
prosthetic can perform a set of predefined movements while the user/patient imitates the 
motions. In this case, the position data may come either from a motion tracking device, 
or it could be obtained directly from the predefined positions. Finally, the motions can be 
performed by a virtual avatar on a computer screen or a virtual reality device. In this case, 
the position data can come only from the predefined positions that the avatar moves 
through. Notice that in all these cases, the system assumes that the motion performed by 
the user is the same (or close enough) to the one performed by the surrogate/robot/avatar. 
To achieve this, it is necessary to train the user so the movements are as accurate as 
possible. This means that it is necessary to train not only the system, but the user as well. 
1.1.1 Amputee Rehabilitation 
Depending on which part of the trajectory of the extremity is reconstructed, there are 
different challenges. A distal part of the extremities, such as a hand or foot, is easier to 
reconstruct than a proximally amputated part, such as an arm or leg. This is mainly 
because most of the muscles related to foot and hand movements are still active in the 
remaining stump; thus, it is possible to predict the intention with EMG signals detected 
from those muscles. Foot prostheses have achieved high accuracy [1] due to the low 
number of degrees of freedom (DoF) and well-known dynamics. Although the hand has 
a higher number of DoF, its reconstruction also achieved high accuracy. In the case of the 
hand, there are different challenges, such as reconstruction of each one of the fingers [2] 
or cheaper development of the prosthetic device[3]. Above-knee prostheses have fewer 
DoF than hand prostheses, but in this case, the number of the remaining motion-related 
muscles is lower. Yet, since the motion dynamics of the leg are well known, it is possible 
to create reliable above-knee prostheses [4], [5]. Finally, shoulder prostheses (those used 
for trans-humeral amputees) are the most complex ones. The number of DoF is larger 
than for any other prostheses (in theory, the system should be able to reconstruct the 
motion of the shoulder, elbow, wrist, and fingers); on the other hand, the number of 
remaining motion-related muscles is very low, and the dynamics of the arm are complex 
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and difficult to predict. The final objective is to build a system in which the prosthetic 
device moves as a real arm would. 
Full arm motion reconstruction has been addressed by a few studies. Generally, the 
problem is simplified when using non-invasive technologies by, for example, reducing 
the number of DoF that are reconstructed [6]–[8]. In those cases, only EEG was used. 
This approach is the most general one; for any amputee, we can assume that the EEG is 
available, while some muscles may be present or not depending on the subject. The main 
problem of this approach is that the obtained correlation values (CVs) between the real 
and the reconstructed trajectory are usually low, 0.7 in the best-case scenario. Other 
studies, such as [9], using a combination of EEG and EMG obtained almost perfect scores. 
This approach, nevertheless, places the EMG along the arm. Thus, it may be applicable 
to videogames or robot control, but not to prosthesis control. 
1.1.2 Brain Computer Interfaces 
A Brain Computer Interface (BCI) is a communication channel between the computer 
and the user. A BCI gives the user the possibility of controlling the computer only with 
his/her brain activity. Currently, most BCI applications are oriented to disable people who 
cannot move their bodies and, in some cases, even to speak. This technology allows them 
to communicate and manipulate their environment. The associated information transfer 
rate is much lower than that provided by the mouse or the keyboard. Nevertheless, the 
application of this technology shall not be restricted to disable people; in the future BCIs 
could improve their efficiency and be used in a wide variety of technological applications. 
When designing a BCI, the first step is to perform the acquisition of a brain signal. Due 
to the large amount of noise in the signal, which arises from many different sources, this 
signal needs to be preprocessed. Then, it is necessary to find the features that are 
interesting for us. A specific brain signal may contain many different events and usually 
we are only interested in one of them. Finally, it is needed to classify the extracted features 
into a given group. This means that it is required identify the intention of the subject and 
then encode it as an instruction to the interface, i.e., a command to the machine. The 
subject then sees the effect of this command on the machine, the type of feedback can 
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vary depending on the specific BCI. Each of these steps can be very different form BCI 
to BCI [10]. 
The step that defines mostly the BCI is the type of activity in the brain that is used to 
control the interface. Depending on this, BCI systems can be divided into two groups: 
exogenous and endogenous. An exogenous BCI uses the neural activity elicited in the 
brain by an external stimulus. Steady state evoked potential (SSVEP) based BCI are an 
example of exogenous BCI, as an SSVEP is elicited by a flickering light. Another 
example are P300s evoked potentials, positive peaks in the EEG after about 300 ms 
arising after an infrequent stimulus occurs among several frequent stimuli [11], [12]. In 
many cases, exogenous BCI do not require training since the signal cannot be elicited by 
the subject itself. This is an advantage and a disadvantage at the same time. Most users 
can use the system from the beginning, but it is harder to improve their efficiency. On the 
other hand, endogenous signals are those that can be elicited by the subject consciously. 
Motion reconstruction systems are an example of endogenous BCI, since the signal that 
controls the BCI is the signal generated when the limb is moved. Other endogenous 
signals are the sensorimotor rhythms which are oscillations in the brain activity in the mu 
and beta band [13]. Usually endogenous BCI require long train to be able to control them 
(motor reconstruction based BCI are an exemption of this). Nevertheless, these signals 
offer independency of any external stimulation and can be elicited at free will.  
In the case of motor reconstruction system for trans-humeral amputees, due to the lack 
of remaining motion-related muscles, the information from the EMG is not enough to 
completely implement the control of shoulder prosthesis. Thus, BCIs are used to improve 
the reconstruction accuracy. The most precise control is usually achieved by using 
invasive technologies [14], [15], such technologies are also used for sensory restoration 
[16]. However, these approaches require brain surgery, which could cause brain damage, 
and need further safety inspection. Consequently, these kinds of approaches are only used 
experimentally with animals or in extreme cases of paralysis. Thus, a method using non-
invasive technologies should be developed in order to promote the use of shoulder 
prostheses. 
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1.2 Related Work 
As it has been said the problem of the motion reconstruction is wide, thus, we needed 
to decide which problem we were going to solve. We decided to reconstruct the position 
of the hand for trans-humeral amputees using non-invasive technologies, taking into 
consideration all the limitations that this carries. We selected this field because is been 
scarcely explored and presents several interesting challenges. Still, reconstructing the 
whole motion of the hand (wrist rotation, fingers motion etc) it is too complex with the 
current technologies. Hence, we applied the most common simplification to the problem, 
reconstruct only the position of the hand in three dimensions. 
Most of the previous studies on the motion reconstruction in the literature took an 
approach from a neuroscientific point of view, querying how the brain activities was 
mapped to the motor functions. The paper that defined the problem for the first time was 
[17] (published in 2010). This paper stablished the methods that many studies have follow 
afterwards. At the same time [6], presented a study that also reconstructed the position of 
the hand, but only in two dimensions during a drawing task. Even if the result of this 
second study were slightly better in terms of CV, it didn’t have the same repercussion in 
the field. Two year later, in 2012, [18] was published. This study followed a very similar 
approach to [17], but obtained a substantial improvement over the original work. Until 
this date, no other study has been able to achieve similar results using only EEG data. In 
the following years, more studies appeared focusing on the predictor [7] (2013), [19] 
(2014), [8] (2015), and [20] (2016). To provide some perspective, the project that this 
thesis describes started in 2014. Those six studies summarise the most relevant works on 
hand-motion reconstruction using EEG as acquisition system. As it can be seen the field 
had not been explored in deep. 
There are other studies that used non-invasive technologies such as [21], in which MEG 
was used. We mentioned that our goal was using the reconstruction system for amputees, 
since MEG is a non-portable technology, it would exclude their methods. Another 
example that approach that is not suitable for trans-humeral amputees is [9], [22], in 
which EEG is complemented with EMG recordings. In general EMG could be used for 
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amputees if the location is in the remaining stump, in the abovementioned studies the 
EMG was placed along the arm, which it is impossible for amputee patients. 
Additionally, sometimes, the motion reconstruction problem is considered as an 
extension of the motor imagery problem [23]. To some extent this is true since the signal 
for the motor imagery and the motion reconstruction is originated in the same area of the 
brain. Still, the differences are considerable. The most important difference, is that in the 
motor imagery systems, only 2-4 classes are detected, for example moving right arm or 
left arm. In the case of the motion reconstruction, the system predicts the continuous 
position of the limb. This makes the motion reconstruction problem considerably more 
complex. 
1.3 Aims, Limitations and Structure of the Thesis 
1.3.1 Goal 
The main goal of this thesis is to propose a non-invasive system, that would allow a 
trans-humeral amputee to operate a prosthetic device in real time. This goal it may seem 
simple or general, thus we applied four requirements which differentiate this work from 
the current ones in a significative way. 
• Non-invasive: The system must use non-invasive technologies such as 
NIRS, EEG, or EMG. This, excludes technologies labelled as invasive in Table 1. 
Reason: There are two main reason for this requirement. The first one is a 
pragmatic one. My field of study is engineering, meaning I cannot (legally) 
perform surgery, thus limiting the options for using invasive technologies. The 
second one, is that brain surgeries are (nowadays) complex and dangerous. Thus, 
are only used in extreme cases or animals. Impact: This requirement affects only 
to the acquisition system. 
• Natural Control: The subject should be able to control the system in the 
same way that he/she controls his/her own arm. This is a differentiating point from 
studies in which upper limb prosthesis are controlled with other parts of the body 
such as feet, or muscles in the stump. Reason: The main reason is that we wanted 
to create a system that felt natural to use. We consider that this approach may help, 
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in the future, to spread the use of prosthetic devices. Impact: This requirement 
affects to the experimental designs, we instructed the subjects in all the 
experiments to move their arms naturally, avoiding making any extreme 
movements. 
• High accuracy (>80%): The final system must be able to reconstruct the 
position of the hand with a CV higher than 0.8. This value is above any other 
motion reconstruction study. Reason: A priori, we consider that this value is the 
minimum required to be able to use a prosthetic device in a daily environment. 
Impact: This is probably the requirement with the highest impact. It means that 
we have to create a system that is able to beat any other system present at the 
moment. 
• Valid for trans-humeral amputees: Trans-humeral amputees should be 
able to train and use the system. Reason: This is the most differentiating point 
from the rest of motion reconstruction studies. We want to create a system that 
may help actual patients to rehabilitate from their loss, and to improve their lives. 
Compared to the neuroscientific point of view of most of them. Impact: This 
requirement has a big impact. First, the acquisition systems should be portable, 
which excludes technologies labelled as non-portable in Table 1 This limits the 
possibilities to either EEG or NIRS. Even if both systems could be used together, 
we decided to use only EEG for recording the brain signals due to their higher 
temporal resolution, and to the fact that we had more experience with EEG. 
Second, the muscles that can be used for the EMG are reduced. By definition, 
trans-humeral amputees conserve all the shoulder muscles, and the deltoideus. 
Thus, the EMG cannot be placed, for example, on the biceps. Finally, the position 
of the hand cannot be recorded using motion tracking.  
This set of requirements define a system substantially different from any system in the 
present.  
1.3.2 Limitations 
First, the developed system is only a software system. This means that we did not 
developed the hardware prosthesis that could be used by an amputee. Still, on the final 
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versions of the system a virtual avatar showed a representation of a virtual arm, showing 
the reconstructed motions in real time. Second, it is important to note that the system is 
been implement and tested in a controlled environment with healthy people. There are 
two main consequences for this; we cannot be sure about how the system may react to 
amputee patients. We expect to work in a similar way, with a slight decrease on the 
performance, due to the possible lower amplitude of the EMG signal in amputees. 
Additionally, we cannot be sure how would the system would work on real-work 
environments. In particular, EEG signals are very sensible to noise, thus this could create 
some problems for the system. These two consequences are justified. Regarding the 
former, obtain patients from the hospital that are interested in participating in an 
experiment like this is complex and requires the coordination of several groups of people. 
Regarding the latter, there are no EEG systems that are reliable on for daily use yet.  
1.3.3 Structure 
Table 2 shows a summary of the three problems of the field that we solved in this thesis, 
the proposed solution and where can it be founded in this thesis. Note that in this thesis 
each chapter represents an iteration on the system development, meaning that each 
chapter is built over the system defined before. For instance, the system defined in 
Chapter: 3, solves only the problem regarding the acquisition system, without taking into 
consideration the training signal or the training method. This decision was made to be 
sure that each problem was solved before going to the next. The problems presented in 
Table 2 are related with the requirements that we stablished previously. The non-invasive 
and the natural control requirements are fulfilled from the beginning, all the versions of 
Table 2 Problems of the field and proposed solutions 
Problem 
Common 
Approach 
Disadvantages Proposed Solution Chapter 
Acquisition 
System 
Only EEG 
Noisy signal, difficult to 
analyse 
Adding EMG and 
temporal data 
3 Architecture 
Design 
Training 
Signal 
Motion 
Tracking 
Cannot be used by 
amputees 
Using a virtual avatar 
4 Motion Tracking 
Removal 
Training 
method 
Observe own 
movement 
Other methods may 
increase the accuracy 
Using virtual reality 5 Training Method 
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the system use non-invasive techniques, and the subjects are instructed to move their arms 
in a normal way. Regarding the “validity for trans-humeral amputee” requirement, is 
solved and fulfilled during the second version of the system. Finally, the requirement of 
reaching an accuracy over 80%, is an accumulative process that is faced when solving the 
acquisition system and training method problems. Finally, in chapter 6 Final 
Implementation, the final implementation of the system is presented in which all the 
requirements are met, and is shown how it can be used in real time. 
The main body of this thesis is divided into seven chapters (plus the current one). There 
are three additional sections that include the references, the list of publications, and the 
appendices. This is short a summary  
• Chapter 2: Software Implementation. In this chapter, the main problems of the 
software implementation are discussed along with an analysis of them and the 
provided solution 
• Chapter 3: Architecture Design. In this chapter, the first version of the system is 
presented. We present the different systems implemented to increase the overall 
accuracy. Then, we analyse the result to decide which acquisition systems are the 
best for the system, in addition to the predictor’s architecture. 
• Chapter 4: Motion Tracking Removal. In this chapter, the second version of the 
system is presented. In this version of the system, the motion tracking devices are 
substituted by a virtual avatar. We study the impact that this may have on the 
system. 
• Chapter 5: Training Method. In this chapter, we study how different training 
methods (Virtual Reality (VR), avatar, or just memory), affect the accuracy of the 
system and the brain processes. In this version of the system there are also further 
improvements to the signal preprocessing to obtain a better accuracy. 
• Chapter 6 Final Implementation. In this chapter, the fourth, and last, version of 
the system is presented. Differently from the other versions, in this chapter we 
tested the system after the training. 
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• Chapter 7: Conclusion. In this chapter, the final conclusions are presented. All the 
results are analysed and the final comments made. In addition, the following steps 
that should be made in the field are presented. 
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2 SOFTWARE 
IMPLEMENTATION 
2.1 Introduction 
To be able to make it possible to perform all the experiments and analysis described in 
this thesis, it was necessary to implement personalized software for each occasion. Each 
experiment had different requirements, for instance, in the first experiment described in 
Chapter 3 Architecture Design, the data was recorded and then, the analysis was 
performed offline. Also, the devices used in each experiment were different, this required 
to change the communications protocols and technical details between each experiment. 
All the programs were implemented and deployed in Windows operative systems (OS), 
either using Matlab, C++ or C#. For most applications, the OS used for the 
implementation is irrelevant, but in this case, it is relevant. By default, Windows allows 
a maximum of 64 Hz for interruptions. This means that the minimum period between 
configured calls was 1/64 s, or 0.0156 s. Making it impossible to implement high 
frequency acquisitions. In the case of Linux based OSs, such as Ubuntu, this limitation 
does not exist. Fortunately, there was a solution for this in Windows, the so-called 
multimedia timers which allow a temporal resolution of 1 ms. This solution requires to 
add an extra layer of complexity to the program. 
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In this chapter we will describe first, the devices that required any kind of software 
implementation. Then we will describe the major theoretical and practical problem that 
was present during the development of the software. Finally, we will describe roughly, 
the structure of all the programs used, and the communications protocols designed. This 
chapter will confront programing problems, thus it requires some knowledge about 
programing. 
2.2 Devices List 
In total, there were five different devices that needed to communicate among them (not 
at the same time) 
1. EEG: The only system that remain the same during the whole project was the EEG 
system; BioSemi ActiveTwo. In the first experiment (Chapter 3 Architecture 
Design) only 16 electrodes were used, in the rest of the experiments, 32 electrodes 
were used. To those electrodes we have to add two more that were the reference 
electrodes. To obtain data from this device from Matlab, it was necessary to use 
first a proprietary software (ActiView) that was provided free of charge from the 
company. This program, would implement a server in a client-server architecture, 
communicated through TCP/IP protocol. It was also possible to access directly to 
the data from the device, using C or C++ and reading from the USB interface. In 
any of the implementations (Matlab or C), the data was streamed continuously, 
i.e. every time that the EEG system registered a data point, it was sent and saved 
into a buffer until the program would read it, in a non-blocking way. Even if the 
system allowed a range of acquisition rate from 2 kHz up to 16 kHz, it was set to 
2048 in every experiment. 
2. EMG (National Instruments): In the first experiment, the EMG data was acquired 
through a National Instruments Data Acquisition Board (DAQ). The only way to 
access to it was through a proprietary library provided by National Instruments. 
Additionally, the data was acquired through polling i.e. the program had to ask 
for the data every time a sample was needed, waiting for the system to deliver the 
desired data and blocking the execution. Since a polling system was used, the 
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acquisition frequency could be modified. In our case we selected a 2048 Hz 
acquisition frequency to have the same as the EEG. 
3. Motion Tracking: The last system used in the first experiment was the motion 
tracking system used to track the hand’s position using a set of markers that were 
recorded by nine cameras. To obtain the position of those markers from this 
system a proprietary software (Opti Track’s Arena 1.7), was necessary. This 
software, would implement a server in a client-server architecture, communicated 
through TCP/IP protocol. The software, in theory, could send the position of the 
markers up to 100 Hz, the reality was that the data was streamed at a variable rate 
around 60 Hz. Differently from the EEG or the EMG, which are systems 
developed taking into consideration higher standards, the acquisition rate of the 
motion tracking was less stable. 
4. EMG (Delsys Systems): Starting from the second experiment (Chapter 4 Motion 
Tracking Removal), a different EMG system was used. This EMG system had two 
great differences from the previous one. The first one was that they were wireless, 
which allowed more freedom for the subject. The second one, was that it was 
necessary to use a proprietary software to access the data in real time though 
TCP/IP protocol, in a similar way to the described for the EEG (the Matlab 
implementation) or the motion tracking system.  
5. Virtual World: The main novelty of the second experiment compared to the 
previous one, was the substitution of the motion tracking system for a virtual 
world in which the position of the avatar’s hand was tracked. This virtual world 
was implemented using Unity and C# for the scripts. To communicate with the 
rest of the programs and synchronize the data, a client-server architecture over 
TCP/IP was implemented, with a specific communication protocol to indicate 
different phases of the experiment. Like the motion tracking system, the programs 
developed in Unity do not have the same quality standards as those used for the 
EEG and EMG system, thus, the acquisition frequency vas variable around 30 Hz. 
In addition, this system was implemented with VR support. 
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From this list, item one to three, were used during the first experiment in a program 
implemented in a C++. For the remaining experiments, items one, four and five, were 
used with implementations in Matlab and C#. 
2.3 Synchronization Problem 
2.3.1 Software Delay 
There is a theoretical problem when using different systems to acquire signals and try 
to synchronize them that cannot be fully solved, but it can be reduced to a minimum. Let’s 
imagine that we have two different systems A, and B (they could be for example EEG 
and EMG systems). The time that it takes between an event and the time that we recorded 
to depends on the following factors: 
- System’s process time: Time that it takes to the hardware to record and send the 
event to the computer. 
- Transmission time: Time that it takes to the signal to travel between the system to 
the computer. For example, by ethernet cable or USB. 
- Computer’s process time: Time that it takes to the computer software, to transmit 
the information to the program. 
- Software delay: Time that it takes to the software to read the sample into memory. 
Even if A and B have the same System’s process time (which is unlikely), and there is 
the same transmission time (which is possible if both are using the same interface), the 
computer’s process time cannot be controlled, unless real-time OS are used (which was 
not the case of this work). Finally, the software delay is unavoidable because the program 
has to execute first some code lines, than others. So even assuming that both signals 
arrived at the same time to the computer, the software is bound to register them at different 
times because it has to execute some lines first and others later. This latest delay become 
even bigger when two different systems require two different protocols, which it means 
that the software delay between two consecutive readings is going to be different for each 
system. 
Chapter 2: Software Implementation 
Jacobo Fernandez Vargas   17 
All the described delays, are unavoidable, and for the first three of them we cannot do 
anything about them either, fortunately these delays usually are usually several order of 
magnitude smaller than the desired precision. These are determined by the hardware used 
during the experiment. The last one, software delay, is the only one that depends on the 
quality of the code implemented. If the code is implemented properly, the size of this 
delay becomes small enough to not worry about. Nevertheless, a sloppy implementation 
may lead to problems in the data synchronization or even data being lost. Let’s see how 
different implementation can affect this delay. 
2.3.1.1 Active Waiting 
In this implementation, the execution of the program is stopped until the data from the 
desired device (either A or B), sends the appropriate data before it continues to the next 
line. The problem of this implementation is that the data from B may arrive before, and 
the program waits until the data from A arrives before reading B. This implementation is 
valid for streaming systems like the one used for the EEG, or for polling systems like the 
one used for the EMG (National Instruments). This is the simplest implementation, but 
probably the worst option in terms of synchronization. 
2.3.1.2 Incremental Data Building 
In this implementation, the execution of the program is not stopped by waiting for the 
system to send the whole block of data, but it takes whatever is ready, and builds each 
block of data little by little. This implementation benefits specially streaming systems that 
send the data continuously. It can be used also for polling systems, but it will not benefit 
so much, since it will attempt unsuccessfully to read the data from the system, and only 
While(true)  
    data_A=wait_until_data(A) 
    data_B=wait_until_data(B) 
    save_data(data_A, data_B) 
While (true) 
    If(is_not_complete(data_A)) 
        data_A=data_A + get_current_data(A) 
    If(is_not_complete(data_B)) 
        data_B=data_B + get_current_data(B) 
    If(is_complete(data_A) and 
is_complete(data_B)) 
        save_data(data_A, data_B) 
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once per loop it will obtain the whole block of data. This implementation improves the 
previous one in terms of synchronization, still it can be seen that it becomes more 
complex, in addition, this implementation consumes more resources than the previous 
one. The two presented approaches have the first line (While (true)) in common. This 
means that the program is executing continuously, using system resources which may 
affect the performance of other programs such as the user interfaces. To avoid this there 
are two possibilities, use the next implementation, or stop the execution of the program 
for a period after each loop. This period should be smaller than the period of any of the 
acquisitions systems. 
2.3.1.3 Timers 
This implementation requires the use of timers. Timers are a tool that can be used in 
most OS that ask to the OS to execute a specific task after a period, in general repeatedly. 
This allows the OS to execute other tasks and programs in the meanwhile. This approach 
reduces the resources used by the acquisition program significantly. The critical point of 
this implementation is the selected period. If it is too short, is not going to reduce the 
consumption of resources, if it is too long, some data will be lost. In the exampled, the 
implementation used inside the Timer is the same as the active waiting, since it is 
supposed that the period of time selected for the timer is the same as the one for the 
acquisition systems, this would mean that there would no waiting when the function 
wait_until_data is used. It could be used the implementation from incremental data 
building as well, using a smaller period for the timer, but the benefits become smaller. 
start_timer(Timer, 
period_of_time) 
Timer: 
data_A=wait_until_data(A) 
data_B=wait_until_data(B) 
save_data(data_A, data_B) 
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2.3.1.4 Threads 
This implementation use multiple threads on a single program, which means that the 
three sections are executed in parallel. In the example showed above the active waiting 
implementation is used in the three sections, nevertheless any other options such as timer 
or incremental data building, could be used. Still, using simultaneous threads has some 
risks and some added complexities. For instance, some way to share the data among 
threads has to be implemented, either using sockets, global variables or shared memory. 
Another complication is the one presented in this implementation by the functions 
“reserve” and “free”. These two functions correspond to the usual implementation of the 
semaphores, which prevent different threads to access to the same segment of data at the 
same time. This prevents, for example, the situation in which one thread is still writing 
the data into the variable, and another thread is reading the same variable at the same 
time. If there is no prevention, the reading function may obtain a variable with part of old 
data and part of new data. All these complexities, have some benefits. Using multiple 
threads allows to the program to use more time of the processor, improving the 
performance of the program. Also, in the case of very different protocols or speed 
between systems A and B, it is easier to separate both reading functions adapting them to 
start_thread(Thread1); 
start_thread(Thread2); 
While (true) 
    If(is_free(data_A) and 
is_free(data_B)) 
        reserve(data_A) 
        reserve(data_B) 
        save_data(data_A, data_B) 
        free(data_A) 
        free(data_B) 
Thread1: 
While(true) 
    If(is_free(data_A)) 
        reserve(data_A) 
        data_A=wait_until_data(A) 
        free(data_A) 
Thread2: 
While(true)  
    If(is_free(data_B)) 
        reserve(data_B) 
        data_B=wait_until_data(B) 
        free(data_B) 
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the most appropriate implementation (for example it could be mixed incremental data 
building for one of the systems and active waiting for the other). This implementation is 
the most powerful of the presented ones, but also the most complex and the one that more 
problems may cause if not implemented with cautions. 
2.3.2 Sample Frequency Problem 
Even if the software implementation is good enough to render the software delay small 
enough, there is another mathematical problem that is un avoidable. If two systems have 
different frequency samples, and one of the frequency is not multiple of the other, then it 
is impossible to create a one to one relationship between the samples (Figure 2 offers a 
schematic view of the problem). If they have the same sample frequency, both systems 
can stream their sample without a problem. In that case, both systems must synchronize 
just once at the beginning of the recording. On the other hand, if the systems have 
different acquisition frequency, the data must be synchronized for every time period. In 
the example shown in Figure 2, this would happen every 5 samples of the system A and 
3 samples of the system B (or 10/6, 15/9 etc.). The consequences of this is that the 
minimum acquisition period that the software can implement is the length of the shortest 
time period that makes it possible to synchronize both systems, instead of the sample 
frequency of the systems. For instance, the EEG system had a frequency rate of 2048 Hz, 
 
Figure 2 Sample frequency problem illustration. In the upper panel, two systems with the same 
sample frequency. For system A, each single sample can be paired with one sample from system B. In 
the lower panel, it is not possible to create a 1:1 relationship between samples of the two systems. 
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while the wireless EMG had a frequency rate of 2000 Hz. As result, the minimum package 
that could be used during the analysis was 1/16 s, which corresponded to 128 samples 
from the EEG and 125 samples from the EEG. So, even if both systems had around 2000 
Hz of sample frequency, for the online application only 16 Hz could be used (in the case 
that we want to use both systems in synchrony). Additionally, 1/16 s unit of time that the 
system can process, meaning that it is possible to use blocks of 1/16 s, 1/8 s or 1/2 s, but 
not, 2/3 s 0.45 s etc. 
There is an option to solve this and it would be to use dynamic package size. For 
instance, in the example shown in Figure 2, the first package could contain 3 samples 
from system A and 1 sample from system B, while the second package would contain 2 
samples from system A and 2 from system B. Even if it is possible, this method requires 
a complex implementation and extra data to be saved. This increase of complexity, 
increase also the time required to execute the software, which may cause additional 
problems. Finally, it also renders more difficult the offline analysis. For these reasons, 
this method was not implemented for any of the experiments. 
2.4 Implemented Solution 
Two different software were implemented. The first one used the EEG, the motion 
capture and National Instrument’s EMG with an implementation in C++. The second 
software used the EEG the wireless EMG, and the virtual world. For this implementation 
Matlab was used along with Unity for creating the virtual world and C# for the scripts 
needed to control it. 
2.4.1 First software 
The first software had a very simple GUI, with just two buttons and one text field 
(Figure 3). To execute the program, the only thing necessary was to write the name of the 
file in which we wanted to save the data. Then the proprietary program from OptiTrack 
had to be started so it will start streaming the data from the motion tracking system. Then 
by pressing the button “Record”, the program started recording all the three systems at 
the same time in a text file, which included the EEG, EMG and position data, in addition 
to the phase. The phase could be changed at any moment of the experiment by pressing 
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the button “Change Phase”, which would increase the phase counter. By doing so it was 
possible to separate different parts of the experiment for the posterior analysis. 
Figure 3 presents also the internal structure of the software, which was divided into 
three threads. The first one, was the responsible of creating and launching the GUI. The 
GUI could send two signals asynchronously, phase change and stopping the program. The 
EMG thread consisted in a loop that kept reading the data from the EMG, through the 
USB interface, and then send that information to the main thread. Finally, the main thread 
read the data from the EEG using the USB interface, and merged together all the data to 
 
Figure 3 First software’s GUI (upper) and data flow (lower).GUI: In the bottom left corner the “--
" string, was changed for different information messages and error during the execution. Additionally, 
once started, near the string “Phase” it would appear the phase of the experiment. Data flow: presents 
all the elements (software and hardware) that were needed for the implementation. 
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synchronize it. Due to the lower frequency of the motion tracking system (60 Hz 
compared to 2000 Hz), the data from OptiTrack’s software was acquired only once per 
loop, if no data was available (most common case) the previous position was used. There 
was no need to implement any communication protocol other than the necessary to 
connect with the EEG and EMG hardware. 
2.4.2 Second Software 
2.4.2.1 GUI and Structure 
The second software developed for this project was considerably more complex. Even 
if the recording system was similar to the previous one, the motion tracking system was 
substituted by a virtual world which had to be implemented from scratch. In addition, all 
the communications and control protocols between those two programs had to be design 
and implemented. 
For this implementation two programs were needed. The first one, the recording 
program, was in charge of synchronizing and recording the data from the three inputs 
(EEG, EMG, and position). The implementation was done in Matlab. Because of this, 
both the EEG and EMG needed to use a proprietary software to record the data. To 
communicate with those two proprietary software, the TCP/IP protocol was used. In both 
cases, the proprietary software fulfilled the role of server, while the implemented one 
fulfilled the role of client. As can be seen in Figure 4, the program for recording the data 
was simpler than in the previous software (Figure 3).  The reason for this is that both EEG 
and EMG system used a streaming strategy to send the data, compared to the mixed 
stream (EEG) / polling (EMG) from the previous software. 
On the other hand, the virtual world program (Figure 4), was a software in which the 
user could see an avatar performing actions, with some additional data from the system. 
Most of the program was dedicated to the control of the avatar, its movements and the 
camera position. In addition to that, every time the program updated its variables (around 
30 Hz), it could send or receive data to/from the recording program. Also in this case, the 
communication occurred using the TCP/IP protocol in which the recording program was 
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the server and the virtual world program the client. Different from the first program, in 
this case, the communication occurred in two ways. 
 
 
Figure 4 Second software’s GUI (upper) and data flow (lower). GUI: It was possible to see in real 
time one channel from the EEG, one from the EMG and one from the accelerometers (not used during 
the experiment). Similar to the first software’s GUI, it was possible to change the phase pressing the 
button. Data flow: It is important to note that the communication between the main thread and the 
virtual world was bidirectional. Also, the implementation for the virtual world is not detailed because 
is out of the scope of this work. 
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2.4.2.2 Communication Protocol 
There were three different conditions in which the recording and virtual world 
programs needed to communicate: connection, receive loop, and sending loop. To 
improve readability of the description of those three conditions, we will call the 
Recording Program (RP) and the Virtual World program (VW).  
• Connection: This condition was used when both RP and VW started. This 
protocol started automatically after initialising both programs and at the end of it 
the condition became automatically “receive loop”.  In addition to connect both 
programs, VW send the initial position to RP. 
• Receive loop: This condition was the most used during the experiments. It 
sent the position data from VW to RP. The data was sent continuously, even if 
there was no motion. For starting different motions of the avatar, an input was 
needed from the user to the VW. This condition started after the connection was 
completed and lasted until the user changed annually to sending loop. 
Alternatively, the user could pause or stop both programs as well. 
• Sending loop: In this condition, the reading program sent the desired 
position from RP to VW. After calculating the possible position of the hand (using 
inverse kinematics) VW sent back to RP the closest position in which the hand 
could be placed. During this condition, the avatar in VW moved accordingly to 
the position sent by RP. Similar to the receive loop condition, this condition didn’t 
stop until the used changed it manually. In the same way it could change the 
condition back to receive loop, pause it or stop the program. 
2.5 Motion Animation 
To show the motions that the subject had to do, and the motion that the system was 
reconstructing in real time, we used initially a 3D model from the unity asset store 
“Speedball Player”. For each one of the situations a different method was followed. 
2.5.1 Model Preparation 
In order to create a set of motions several steps were needed. First, the 3D model was 
static data that did not contain any information about how the texture should react when 
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moved, like a sculpture. So the first step was to create a system of joints (or skeleton), 
that defined where and which kind of motions the model would be able to perform. For 
humanoids, the skeletons and joints necessary to create realistic movements are well 
known. Thus, the skeleton used was a well-established one. Even if the part that we 
wanted to animate was only the left arm, the skeleton contained the joints for the full 
body, this can be seen in Figure 5. In total, only four joints were moved during the 
experiment, left shoulder, left elbow, and left wrist for the motions, plus the one in the 
head to move around the point of view when using the VR headset. 
Once the skeleton was created, it was necessary to bind each part of the 3D model to 
the skeleton, this process is usually called rigging. The rigging process defines which 
parts of the model moves when the skeleton moves (since the animation is performed on 
the skeleton not the model). This process is especially important around the joint areas to 
avoid weird visual artifacts when rotating those points. 
This whole process was performed using the software Maya. 
2.5.2 Training Motions 
The motions that the subject watched during the training phase from the second 
experiment were a set of predefined motions, i.e. the motions that were showed were 
always the same, in terms of position, speed, and duration every time the motions were 
 
Figure 5 3D model with skeleton. The grey area corresponds to the mesh of the 3D model. While the 
black lines represent the skeleton of the model. Spheres in the skeleton correspond to joints that can 
rotate, pyramid correspond to rigid parts that cannot bend. It cannot be seen in the figure, but the 
skeleton has two joints for each finger. When using the VR headset, the joint that rotated was the one 
in the head. 
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played. It always started and finished at the same position. Then, the model would remain 
still until the next movement started. 
Once the model was prepared, it was necessary to create the animations themselves. 
For this, it was necessary to specify the main points that the joint would cross, then the 
animation program interpolated the position in between them. Additionally, it was 
necessary to correct minor errors and details from the motion to make it look more natural 
and fluid. 
Once the motion was created, and attached to the model, it was necessary to import it 
to Unity. Then a control system was implemented in the form of a finite-state machine 
that determined which motions were played when the subject pressed each button. Even 
if simple, this kind of control was necessary to avoid the model to play several motions 
at the same time, or starting to play a motion before the previous one was finished. The 
finite-state machine had 8 states, one for each movement, one resting state, and one 
waiting state. The transitions between the resting state and the movement state was 
triggered by the subject by pressing a button in the controller, then the motion would start. 
Then, the selected motion would be played. Once the motion was finished, the state went 
directly to the waiting state for 0.0625 s. After this period of time, the state would change 
automatically to the resting state. The waiting state was included to avoid starting a 
motion immediately after finishing the previous motion, making it impossible to the 
receiving program to determine when a motion started and when it ended. 
2.5.3 Reconstructed Motions 
Differently from the training motions, the reconstruction motions were not predefined, 
or the joint’s path calculated. To show these motions, we used the same model with the 
preparation mentioned before in this chapter (skeleton and rigging). Then, it was 
necessary to calculate the trajectory (including position and rotation) of the thee joints 
that conformed the left arm (shoulder, elbow, and wrist), from a specific position to the 
predicted one. For doing so, we used a software named “Final IK”, or “Final Inverse 
Kinematics” by Partel Lang, which uses physiological and kinematics models to simulate 
how a specific limb would move naturally from one point to the another, taking into 
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consideration the restrictions present in the human body (such as joint’s normal bending 
angles). These calculations were made in real time with a frequency between 30 and 60 
Hz. 
Note that the reconstructed motions were used for creating the video used to show the 
results presented in chapter 5 Training Method (in which the reconstruction was 
performed offline), and for the feedback shown to the subject after during the online 
control, after the training phase in chapter 6 Final Implementation. This is also seen in 
the video from the latter chapter.
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3 ARCHITECTURE DESIGN 
3.1 Introduction 
For this first experiment, we focused our attention in creating the appropriate 
architecture for a system that could reconstruct the position of the hand from the EEG and 
EMG. Thus, most of the analysis performed in this chapter aim to compare different 
architectures, the importance of the features used and the importance of both EEG and 
EMG. In addition, we used this experiment to get used to the technologies, stablish some 
starting points (such as the kind of movement that are going to be performed or the arm 
that is going to be reconstructed), and confirm the feasibility of the project. 
3.2 Materials and Methods 
3.2.1 System 
3.2.1.1 Experiment subjects 
A sample of N=16 healthy young adults participated in this experiment. Our sample 
consisted of eight females and eight males. Permission of the ethics committee of the 
Graduate School of Engineering, Chiba University was obtained. All subjects participated 
voluntarily, giving informed consent without receiving any incentives. Participants were 
informed that they could stop the experiment at any time. 
 30  Jacobo Fernandez Vargas 
3.2.1.2 Task 
The experiment was designed considering the future use of the system for controlling 
a wearable prosthetic device; therefore, there were some a priori restrictions. First, the 
number of DoF was limited. We chose three movements that allowed placing the hand in 
almost any position with a wearable prosthesis. The three DoFs were two for the shoulder 
(up and down Figure 6.A, and rotation Figure 6.C) and one for the elbow (flexion and 
extension Figure 6.B). With these three movements, the subject could reach any point in 
front of him/her. The second limitation arising from using a wearable prosthetic device 
was that the speed that the machine can reach was limited, especially if we take into 
consideration the system stability. Therefore, subjects were asked to move the arm slowly 
(not faster than around 60º per second). At this speed, it could be possible to grasp an 
object and pass it to another person in less than 5 s. 
The experiment was divided into eight phases, and each was separated from the 
successive ones by a resting time of 20 seconds in which we explained to the subject the 
next phase. The first phase was a 60 second baseline in which the subject was asked to 
 
Figure 6. Representation of the seven phases with movement. (A) to (C) simple movements, i.e. 
the motion occurs only on one DoF, (D) to (F) combined movements, i.e. the movement occurs on 
two DoFs., (G) the hand’s free movement. 
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stay still, and try to avoid blinking or ocular movements to avoid EEG artifacts. During 
the following phases, the subject was instructed to move the arm according to a specific 
set of movements. From phase two to four (the first row in Figure 6), the subject was 
asked to perform three simple movements for 20 seconds. In this case, by “simple” we 
mean that the movement took place only across one DoF. From phase five to seven (the 
second row in Figure 6), the subject was asked to perform a combined movement for 
another 20 seconds, which meant moving the arm along two DoFs. Finally, for the last 
phase, the subject was instructed to move the arm freely across three DoFs for 60 seconds 
(Figure 6.G). This process was performed only once per subject. The whole experiment 
(including the setup) took less than 40 minutes. All data were saved for a posteriori offline 
analysis. 
3.2.1.3 Data Acquisition 
Three synchronized systems were used for acquiring the data: 
• EEG (input): An EEG cap (BioSemi ActiveTwo) recording device with 
16 active electrodes. The electrodes were positioned at: Fz, F2, F4, F6, F8, FCz, 
FC2, FC4, FC6, Cz, C2, C4, Pz, P2, Oz, and O2, according to the international 
10–20 system, as shown in Figure 7 (left panel). The locations of the electrodes 
 
Figure 7 Electrode location diagram. Those EEG electrodes used for the recordings are highlighted 
in red in the left image. The approximated location of the EMG electrodes for the trapezius is 
presented in the middle. The approximated location of the EMG electrode for the trapezius (A and B), 
deltoideus (C), and pectoralis major (D) are presented in the right image. The middle and right figure 
are adapted from [54]. 
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were chosen to primarily cover the motor cortex, parietal and occipital area as 
suggested in [6], [17], [21], [24]. Since the task of the experiment consisted of 
moving the left arm, the electrodes were located on the centre and right 
hemisphere of the scalp.  
• EMG (input): Four surface EMG electrodes connected to a NI USB-6210 
amplifier. Two of the EMG’s electrodes were placed in the left trapezius (location 
A and B in Figure 7), one on the left deltoideus (location C in Figure 7) and one 
on the left pectoralis major (location D in Figure 7). These locations were chosen 
to acquire the information relative to the arm’s movement without placing them 
on the arm, following [25]. 
• Motion Tracking (output): OptiTrack’s arena 1.7 software with nine Flex 
3 cameras was used. This system tracks the physical position (x, y, and z) of three 
rigid body markers attached to the subject on the left shoulder, left elbow, and left 
hand. The relative coordinate values corresponding to the hand using the shoulder 
as the origin were the predicted values using the EEG and EMG signals. 
The three acquisition systems were saved at 1024 Hz. 
3.2.1.4 Preprocessing 
Both EEG and EMG signals were divided into windows of 1 second with 87.5% 
overlap. This means that there were eight different windows per second. After this, a 
process similar to the one used in [6] was performed to extract the EEG’s features. For 
each EEG window, the corresponding FFT was calculated. The result of the FFT was 
divided into 10 bands of 4 Hz (from 1 to 40 Hz with a resolution of 1 Hz) and the total 
power for those bands was computed. In addition, the mean value of the 60 second 
baseline was calculated for each band. Using the baseline, the Signal to Noise Ratio 
(SNR) of those same bands was calculated as follows: 
𝑆𝑁𝑅𝑖 =
𝑃𝑖 
𝑃𝑖 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒
 , 
where 𝑃𝑖 is the power of the i-th band and 𝑃𝑖 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 is the mean power for the same 
band during the baseline. Altogether, 20 values were calculated as the final output for 
each EEG channel. 
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For describing the EMG, 13 values were calculated for each channel and window. 
These features were selected from [26]–[28]:  
Integrated EMG (IEMG) 
IEMG = ∑|𝑥𝑛|
𝑁
𝑛=1
 
Mean Absolute Value (MAV) 
MAV =
1
𝑁
∑|𝑥𝑛|
𝑁
𝑛=1
 
Modified Mean Absolute Value 1 (MAV1) 
MAV1 =
1
𝑁
∑ 𝑤𝑛
𝑁
𝑛=1
|𝑥𝑛| 
𝑤𝑛 = {
1,  0.25𝑁 ≤ 𝑛 ≤ 0.75𝑁
0.5, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
Modified Mean Absolute Value 2(MAV2) 
The equation is the same as (4) but 𝑤𝑛 is defined differently: 
𝑤𝑛 = {
1,  0.25𝑁 ≤ 𝑛 ≤ 0.75𝑁
4𝑛/𝑁,  0.25𝑁 > 𝑛
4(𝑛 − 𝑁)/𝑁,  0.75𝑁 < 𝑛
 
Mean Absolute Value Slope (MAVS) 
𝑀𝐴𝑉𝑆𝑖 = 𝑀𝐴𝑉𝑖+1 − 𝑀𝐴𝑉𝑖 
Simple Square Integral (SSI) 
SSI = ∑|𝑥𝑖|
2
𝑁
𝑛=1
 
Variance (VAR) 
VAR =
1
𝑁 − 1
∑ 𝑥2
𝑁
𝑛=1
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Root Mean Square (RMS) 
RMS = √
1
𝑁
∑ 𝑥2
𝑁
𝑛=1
 
Waveform Length (WL) 
WL = ∑|𝑥𝑛−1 − 𝑥𝑛|
𝑁−1
𝑛=1
 
Zero Crossing (ZC) 
ZC = ∑[𝑓(𝑥𝑛+1 × 𝑥𝑛) ∩ |𝑥𝑛 − 𝑥𝑛−1| ≥ 𝑡ℎ𝑟𝑒𝑠𝑠ℎ𝑜𝑙𝑑]
𝑁−1
𝑛=1
 
𝑓(𝑥) = {
1, 𝑥 ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
Slope Sign Change (SSC) 
SSC =  ∑ 𝑓((𝑥𝑛 − 𝑥𝑛−1) × (𝑥𝑛 − 𝑥𝑛+1))
𝑁−1
𝑛=2
 
Wilson Amplitude (WAMP) 
WAMP =  ∑ 𝑓(|𝑥𝑛 − 𝑥𝑛+1|)
𝑁−1
𝑛=1
 
Square Sum of EMG (SSM) 
𝑆𝑆𝑀 = ∑(𝑥𝑛 − ?̅?𝐵)
𝑁
𝑛=1
 
In all the above formulae N is the length of the EMG, in this case 1024, 𝑥𝑛 is the nth 
point of the signal and ?̅?𝐵 is the mean value of the baseline for that channel. For SSC and 
WAMP the function f(x) is the same as the one defined in ZC. During this experiment, 
the threshold value was set to 0.25. This threshold was chosen empirically by analysing 
the noise floor in the baseline. 
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Only time domain features were computed, because frequency domain features do not 
lead to clear improvement, though are more computationally expensive [26]. 
At the end of preprocessing, we obtained 372 features, 10 from each EEG channel’s 
FFT power bands (160), 10 from each EEG channel’s SNR power bands (160), and 13 
from each EMG channel (52). We calculated the mean value and the standard deviation 
for each of those features and then normalized each of them. This high dimensional 
feature vector is used as the input for the predictors. 
Even though the preprocessing was performed offline, our tests confirmed that it could 
be done online in terms of time. As mentioned, we used a 1 s window at 1024 Hz with an 
overlapping of 87.5%, which means that we performed the complete preprocessing eight 
times per second. The complexity of the process depends on the length of the window 
(N). Regarding the EEG features, the operation performed was an FFT which has a 
complexity O(NlogN). For calculating the EMG features all the operations were linear, 
and thus, had a complexity of O(N). In conclusion, the complexity of the preprocessing 
is O(NlogN). 
Regarding the output, we calculated the three position coordinates (x, y, and z) of the 
hand. For each input, we had 1024 samples of each coordinate. Since we wanted to 
calculate only one value, we apply a Hamming window to those values and compute the 
mean. Hence each output is an array with three elements, calculated from an input array 
of length 372. 
Many BCI studies use other preprocessing procedures such as spatial filters [29] or 
independent component analysis [6]. However, these procedures typically require that the 
output is a discrete value. Consequently, it is impossible to use them for continuous 
position reconstruction [30] . 
3.2.2 Predictor Proposal 
3.2.2.1 Predictor Design 
For solving the reconstruction problem, it is important to choose the right predictor. 
Many predictors have binary output which enables differentiations between two classes. 
Other predictors can handle N classes. For this problem, we need a predictor that can 
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handle continuous output values for predicting the hand’s position. We chose Artificial 
Neural Networks (ANNs). 
We employed the scaled conjugate gradient algorithm for training all ANNs [31], using 
the Neural Network Toolbox from Matlab ®. As the transfer function for the hidden layer, 
we used the hyperbolic tangent sigmoid and a linear transfer function for the output layer. 
Since there was no established method to pre-select the number of neurons in the hidden 
layers, we decided to use 2/3rds of the size of the input plus output. We knew that the 
number of neurons in the hidden neuron was essential for getting optimal results. 
Nevertheless, since the number of training-validation iterations that had to be performed 
was too high, we could not add more analysis to search for an optimal number of hidden 
neurons in each network. This process was performed afterwards for two of the predictors. 
We implemented four different predictors (Figure 8): 
Classical Predictor (simple predictor): As input, we used a single vector. The predictor 
itself was an ANN which predicts the three outputs x, y, and z. This is the most simple 
and common approach in the literature to solve this problem. 
Triple-ANN Predictor: As input, we used a single vector. Then we used three different 
ANNs to predict each of the outputs independently. Theoretically, this predictor should 
be very similar to the previous one, with three times the number of neurons in the hidden 
layer. 
Multi-layer Regression Predictor: In the first layer, we had two ANNs similar to the 
one used in the Classical approach. Nevertheless, in this case, the input was divided into 
EEG and EMG, so each ANN predicted the output based only on one of the inputs. At 
the second layer, we performed a linear regression for each dimension, using the outputs 
of both ANNs as inputs. 
Multi-layer ANN Predictor: Similar to the previous predictor, the data was divided into 
EEG and EMG. The difference was that for predicting the final output, we used a third 
ANN whose inputs were the outputs of the previous two ANNs. This second ANN was 
trained once the first two had finished their training.  
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In the case of the Classical Predictor and the Triple-ANN Predictor, we used three 
kinds of input data: the complete data (EEG+EMG), only EEG, and only EMG. As a 
result of these combinations, we had eight different approaches in total: complete data 
using the simple approach (CPS), complete data using the triple ANN approach (CPT), 
only EEG using the simple approach (EES), only EEG using the triple ANN approach 
(EET), only EMG using the simple approach (EMS), only EMG using the triple ANN 
approach (EMT), separated data using the multi-layer regression approach (SMR), and 
separated data using the multi-layer ANN approach (SMA). 
3.2.3 Evaluation 
Every time we trained an ANN, the recorded data was randomly divided into training 
(70%), testing (15%), and validation (15%). The training was repeated 30 times for each 
analysis. This process was done for every subject. The input data for the ANN are the 
preprocessed values for each time window. Since there are ~180 s of valid recording (20 
s for each of the six motions plus 60 s of free motion) and 87.5% of overlapping, there 
are ~1440 samples for each subject. 
 
Figure 8 Representation of the four predictor approaches. In those cases, the input can be either 
only EEG, only EMG, or the concatenation of EEG and EMG. 
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For calculating the final CV, we used the validation data and calculated the CV between 
the output of the predictor and the real trajectory for each dimension. Then, we took the 
median across the 30 repetitions of the training and the mean value of the three 
dimensions (x, y, and z) as the final CV. 
3.2.4 Optimization 
3.2.4.1 Dimensionality Reduction 
After analysing the results from the previous approaches, we optimized the ANN 
architectures of the two approaches, CPS and SMR, based on the results shown in Section 
3. The optimization process was done after the first group of results, since part of the 
process was highly computationally expensive. Thus it was not possible to apply it for 
every predictor approach. The optimization was divided into two steps. The first one was 
the feature selection. The second one was the optimization of the number of neurons in 
the ANNs. 
For the feature selection, we calculated the correlation between each pair of features, 
separating EEG and EMG. We removed one of the features in those pairs with a 
correlation higher than 0.95. For the EEG, we removed the SNR values following this 
process, i.e., 50% of the EEG data we were using was redundant. 
In the case of the EMG, we removed the features MAV, MAV1, VAR, RMS, and WL, 
i.e., 38% of the EMG data we were using was redundant. 
For optimizing the number of neurons for the CPS, we repeated the evaluation process 
30 times for each subject and configuration, varying the number of neurons from 5 to 400 
in steps of five neurons (i.e., 80 different ANN configurations). We selected the ANN 
configuration with maximum mean correlation across all subjects as the optimal ANN 
configuration. In this case, the number of neurons was set to 145 neurons. 
For the SMR, we followed a similar process. Nevertheless, SMR had two separated 
ANNs, the one that reconstructed the movement from the EEG, and the one that used the 
EMG data. Finding the optimal number of neurons for each of them was not enough to 
obtain an optimal result, so we needed to test the combination of different ANN 
configurations. For the ANN in charge of the EEG, we tested from 20 to 250 neurons. 
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For the ANN in charge of the EMG, we tested from 20 to 180 neurons. Thus, the number 
of possible ANN configurations that we tested was 1551. We selected the combination of 
the ANN configuration with the maximum mean correlation across all subjects as 
optimal. As a result, we determined that the optimal number of neurons for the ANN in 
charge of the EEG was 130, and the optimal number of neurons for the ANN in charge 
of the EMG was 45. 
3.2.4.2 Temporal information 
After the optimization process, we added temporal information to seek the possibility 
of further improving the system. We conducted this process only for the CPS and SMR 
approaches, based on the results. 
For the previous approaches, the prediction at moment t was done by using only EEG 
and EMG data at the moment. They are defined as: 
CPS(𝑡)  =  ANN(EEG(𝑡) + EMG(𝑡)), 
SMR(𝑡) = LR(ANN(EEG(𝑡)) + ANN(EMG(𝑡)), 
where “+” stands for the concatenation of vectors, LR means the Linear Regression 
function and ANN means an ANN function. For example,  ANN(EEG(𝑡) + EMG(𝑡)) 
corresponds to the output of the ANN that has as input the concatenation of the data from 
the EEG at time = t and the data from the EMG at the same time t. We decided to create 
a new approach using the previously estimated points. We called these approaches 
Temporal CPSN (TCPSN) and Temporal SMRN (TSMRN). We defined them as follows: 
TCPS𝑁(𝑡)  =  ANN(EEG(𝑡) + EMG(𝑡) + ∑ 𝑇𝐶𝑃𝑆𝑁(𝑡 − 𝑖)
𝑁
𝑖=1 ), 
TSMR𝑁(𝑡) = LR(ANN(EEG(𝑡)) + ANN(EMG(𝑡)) + ∑ 𝑇𝑆𝑀𝑅𝑁(𝑡 − 𝑖)
𝑁
𝑖=1 ), 
where N is the number of time steps taken into consideration. Since we used a time 
window of 1 second with an 87.5% overlap, each time step corresponded to 0.125 s. Thus, 
N=8, takes into consideration all the previously estimated positions from t-1 s. The TCPSN 
approach is also known as a nonlinear autoregressive neural network with external input 
(NARX) [32] 
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There are two important points to consider. First, TSMR0 should be the same as SMR, 
since as in the former case there would not be temporal information. However, we use 
the name SMR for the approach without optimization and TSMR0 for the approach with 
optimization. The same reasoning can be applied to CPS and TCPS0. Second, the 
temporal data in the TSMR approach was added in the Linear Regression layer, while the 
ANN layer was left unchanged. We tested these approaches by changing N from 0 to 8.  
Finally, since we needed the previously estimated points to reconstruct the next point, 
the training method was slightly modified for the TCPSN approaches. Instead of using 
random points, the data was divided into three consecutive blocks, maintaining the 
proportion 70, 15, 15 for training, testing, and validation, respectively. 
 
3.2.5 Information Importance 
Four analyses were performed to calculate the importance of different dimensions of 
the system. 
In the first analysis, we calculated the importance of different channels (both EEG and 
EMG). For this analysis, we used the TCPS0 approach. After training the network and 
calculating the original CV, we replaced each channel with zeros (since the mean value 
of each channel is zero), one at a time. Using the new data as input for the predictor, we 
calculated the new CV. Subtracting the original CV from the new CV showed the 
contribution of that variable to the final output. We performed this process for each 
channel and normalized the result across all channels to obtain their relative importance. 
This was an empirical method that we called Zero Substitution. We compared these 
results with those obtained by the theoretical Goh measure described by [33]. 
The second analysis focused only on the EEG channels, to investigate the topology of 
their importance in the scalp. In this case, we compared two different descriptors. The 
first one was the result obtained in the previous analysis with the Zero Substitution 
method. In addition, we used the Source Power Comodulation (SPoC) method [34] 
between the hand’s position and the raw data signal. SPoC returns a group of spatial filters 
based on the covariance between two signals. In this case, we used the raw EEG signals 
Chapter 3: Architecture Design 
Jacobo Fernandez Vargas   41 
of the raw hand’s position. We used the normalized absolute values of the filter with the 
highest correlation between both signals. We computed both descriptors separately for 
each one of the three dimensions x, y, and z. 
Using the Zero Substitution method, we also calculated the importance of each feature 
used during the optimization. In this case, instead of substituting each channel, we 
substituted each feature for all channels.  
The last analysis aimed to compare the different systems (EEG, EMG, and temporal 
information). The TSMRN approach with different configurations was used. For doing so, 
we extracted the regression coefficients obtained in the second layer to calculate the 
importance of each system. We also normalized the results in this case. Intuitively, if a 
system has a high regression coefficient, it means that the system is highly correlated with 
the output, while having a lower regression coefficient means a poor correlation.  
3.2.6 Statistical Analysis 
3.2.6.1 Predictor proposal 
Different statistical analyses were performed in order to decide which approach was 
better. For comparing the eight predictor approaches defined in subsection predictors 
(CPS, CPT, EES, EET, EMS, EMT, SMR and SMA), we used a Kruskall-Wallis analysis 
[35]. We did not use a parametric test such as ANOVA [36] since the data does not fulfill 
the homoscedasticity and normal distribution pre-assumptions.  
Furthermore, in order to calculate the corresponding p-value of every comparison of 
the Kruskall-Wallis analysis, we performed a post-hoc analysis using the Fisher's least 
significant difference procedure and calculated the size effect using Cohen’s Δ [37]. 
Using a priori statistical test power analysis with the program G*Power 3 [38] showed 
that the Pearson correlation significance test, using a sample size of 16 and with a 
significance level of α=0.05, has a test power (1- β)>0.8 as suggested by [39] when there 
is an effect size in the population with ρ ≥ 0.60. Thus, even if the employed sample size 
is relatively small, hypothesis testing of the Pearson correlation was possible at the level 
of assumed large effect sizes. 
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3.2.6.2 Optimization 
To test whether there was any difference between the optimized approaches (TCPS0 
and TSMR0) and the original approaches (CPS and SMR), two Student’s t-tests [40] were 
executed. For deciding the best configuration for each predictor, we selected the one with 
the highest CV for each one. Then we used a t-test to see if there was any difference 
between the two predictors. Finally, an ANOVA analysis was performed to check for 
differences between the TSMRN approaches. 
3.3 Results 
3.3.1 Predictor comparison 
The final CVs (calculated as explained in 3.2.3 Evaluation) for the eight different 
approaches are presented in Table 3. The best approach is highlighted for each subject. 
The best approach for eight of them was CPS, for seven was SMR, and for one of them 
was SMA. None of the other approaches were the best for any subject.  
Table 4 shows the post-hoc analysis. Approaches were compared two by two. For each 
approach, difference of means, the p-value of Fisher’s least significant difference 
procedure, and Cohen’s Δ are presented. A positive mean difference means that the first 
approach is better, while a negative value indicates the second approach is better. The p-
value column indicates the result of such a comparison. Finally, Cohen’s Δ column 
indicates the size effect of the difference. 
These results show that there are two groups of predictors. On one hand, the group with 
the highest CV is the one including the EMG data. The second group is formed by EES, 
and EET (i.e., those predictors that take into consideration only EEG). There is an 
exception that CPT has a lower CV than the rest of the predictors for their corresponding 
groups; this is most likely due to an over-fitting problem. There are no statistical 
differences within groups. All the possible pairs between those two groups have a large 
size effect. Graphical representation of Table 3 and Table 4 can be seen in Figure 9. 
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In order to see whether there was an increasing error with the speed, we calculated the 
correlation between the speed, calculated as the distance between two consecutive points, 
and the error for each dimension. We found no statistically significant correlation between 
the variables. 
3.3.2 Optimization and Temporal Information 
Table III presents the results for the optimization and temporal information. The TCPS0 
and TSMR0 columns correspond to the optimization of CPS and SMR, respectively.  
• The mean difference between TCPS0 and CPS is 0.07 (i.e., an increment 
of 11%). The p-value resulting from the t-test of this comparison was < 0.001. 
• The mean difference between TSMR2 and SMR is 0.06 (i.e., an increment 
of 8%). The p-value resulting from the t-test of this comparison was < 0.001. 
Table 3 First Experiment ‘s CV 
Subject CPS CPT SMA SMR EES EET EMS EMT Sex 
1 0.689 0.669 0.788 0.771 0.444 0.415 0.755 0.745 M 
2 0.607 0.557 0.625 0.650 0.496 0.409 0.606 0.609 F 
3 0.736 0.541 0.719 0.746 0.615 0.481 0.715 0.715 M 
4 0.724 0.606 0.726 0.757 0.521 0.434 0.752 0.741 M 
5 0.648 0.529 0.724 0.761 0.476 0.426 0.747 0.740 M 
6 0.718 0.581 0.689 0.704 0.606 0.517 0.598 0.608 M 
7 0.716 0.636 0.740 0.734 0.527 0.494 0.682 0.681 F 
8 0.655 0.601 0.691 0.693 0.561 0.496 0.637 0.608 F 
9 0.694 0.561 0.761 0.772 0.490 0.395 0.737 0.717 F 
10 0.593 0.476 0.650 0.661 0.456 0.352 0.670 0.626 F 
11 0.611 0.489 0.604 0.614 0.525 0.442 0.440 0.440 F 
12 0.534 0.422 0.527 0.597 0.442 0.335 0.506 0.462 M 
13 0.646 0.563 0.661 0.649 0.466 0.377 0.612 0.622 M 
14 0.685 0.559 0.709 0.719 0.554 0.497 0.629 0.588 M 
15 0.631 0.525 0.700 0.722 0.373 0.362 0.727 0.681 F 
16 0.591 0.489 0.639 0.678 0.466 0.409 0.632 0.619 F 
Mean 0.655 0.550 0.684 0.702 0.501 0.428 0.653 0.638  
For each subject the best CV is highlighted 
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• The difference between TSMR2 and TCPS0 is 0.03 (i.e., an increment of 
5%). 
• The p-value resulting from the t-test of this comparison was < 0.001. 
The best result achieved during the optimization was a CV of 0.855 for subject # 9 with 
the TSMR4 approach. 
In the case of the TCPSN, there was a drop of the CV for every subject and 
configuration. In the case of the TSMRN, the inclusion on the previous reconstructed 
points improved the reconstruction significantly at least in the case of TSMR2 compared 
to TSMR0. Other comparisons between the TSMRN approaches were not significant. 
Table 4 Predictors' post-hoc results 
Cond. 
1 
Cond. 
2 
Mean 
diff. 
p-
value 
Cohen’s 
Δ 
Cond. 
1 
Cond. 
2 
Mean 
diff. 
p-
value 
Cohen’s 
Δ 
CPS CPT 0.105 0.006 1.734*** SMA EES 0.183 <0.001 2.852*** 
CPS SMA -0.030 0.348 0.482** SMA EET 0.257 <0.001 4.211*** 
CPS SMR -0.047 0.146 0.826*** SMA EMS 0.032 0.410 0.404** 
CPS EES 0.154 <0.001 2.533*** SMA EMT 0.047 0.189 0.593** 
CPS EET 0.227 <0.001 3.973*** SMR EES 0.201 <0.001 3.361*** 
CPS EMS 0.002 0.909 0.027 SMR EET 0.274 <0.001 4.885*** 
CPS EMT 0.017 0.708 0.226* SMR EMS 0.049 0.181 0.654** 
CPT SMA -0.134 <0.001 2.099*** SMR EMT 0.064 0.068 0.850*** 
CPT SMR -0.152 <0.001 2.554*** EES EET 0.074 0.203 1.223*** 
CPT EES 0.049 0.330 0.778** EES EMS -0.152 <0.001 1.947*** 
CPT EET 0.123 0.025 2.053*** EES EMT -0.137 0.001 1.739*** 
CPT EMS -0.103 0.004 1.321*** EET EMS -0.225 <0.001 2.994*** 
CPT EMT -0.087 0.016 1.117*** EET EMT -0.210 <0.001 2.770*** 
SMA SMR -0.017 0.607 0.284* EMS EMT 0.015 0.625 0.168 
The comparisons with a p-value < .05 are highlighted, * size’s effect small, ** size’s effect medium, *** size’s effect large 
 
Table 5 Optimization and temporal information results 
N 0 1 2 3 4 5 6 7 8 
TCPSN 0.725 0.109 0.142 0.134 0.094 0.069 0.053 0.048 0.039 
TSMRN 0.703 0.74 0.763 0.737 0.734 0.74 0.733 0.757 0.76 
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3.3.3 Information Importance 
The overall information importance, according to Goh’s method and to the Zero 
substitution method, is represented in Figure 10. The two methods gave different results. 
According to Goh’s method, all the EEG channels had the same importance. Also, the 
EEG channels were more important than the EMG channels. In the case of the Zero 
Substitution method, the most important channels were EMG3 (trapezius) and EMG4 
(pectoralis major). Also, the Zero Substitution results presented more variation among 
channels. 
The data for this comparison was obtained using the TCPS0 approach. The results 
presented in Figure 10 correspond to the mean of the three dimensions. If we split the 
information importance by dimension, there was only a change in the Zero Substitution 
method regarding the EMG channels. For the x dimension, the results were as follows: 
0.06, 0.042, 0.089, and 0.042 for EMG1, EMG2, EMG3, and EMG4, respectively. The 
results for the y dimension were as follows: 0.032, 0.066, 0.079, and 0.091. Lastly, the 
results for the z dimension were as follows: 0.032, 0.044, 0.049, and 0.134. 
 
Figure 9 Comparison of the eight initial approaches plus the two best optimization results. Each 
line represents the 95% confident interval for each of them. The circle in the middle corresponds to 
the mean for that group. Overlapping intervals between two approaches means that they were not 
significantly different. 
 46  Jacobo Fernandez Vargas 
For studying the information carried by different systems (EEG, EMG, time), we used 
the TSMRN approaches. In this case, we took into consideration the regression values in 
the second layer when different configurations were used. Figure 11 presents the 
accumulated relative importance for the different configurations. In the first 
configuration, comparing the EEG importance and the EMG importance with a t-test 
resulted in a p-value< 0.001 indicating that the EMG was more important (53%). The 
values for TSMR8 were: 0.013, 0.017, 0.552, 0.225, 0.077, 0.031, 0.034, 0.016, 0.021, 
and 0.14 for EEG, EMG, and the eight previously estimated points, respectively. This 
means that the EEG and EMG were not relevant for the reconstruction of the motion in 
that configuration. Even from TSMR2, the added importance of EEG and EMG was only 
4.1%. 
We used the Zero Substitution method again to study the importance of each feature 
(see Figure 13). These results correspond to the mean across all channels, but the results 
 
Figure 10 Relative importance of each channel. The blue bars are the values obtained using the 
Zero substitution method, while the black bars are those obtained with Goh’s method. EMG1, EMG2, 
EMG3 and EMG4 correspond to upper trapezius, lower trapezius, deltoideus and pectoralis major 
respectively. In both cases higher value means more importance. In the case of the zero substitution, it 
represents the relative amount of lost information when deleting that specific channel. 
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for each independent channel are very similar to the mean, especially in the EEG. The 
highest value in the EEG is for the first frequency band (1–4 Hz) with a weight of 22.1%, 
while the minimum corresponds to the second band (5–8 Hz) with a weight of 3.1%. In 
the case of the EMG, the maximum value corresponds to WAMP with a weight of 16.5%, 
while the minimum corresponds to SSM with a weight of 1.4%. As a mean value, the 
EEG has a weight of 5.4% and the EMG of 5.8%, which is coherent with the previous 
result.  
The topological distribution of channel importance, according to the two methods, Zero 
Substitution and SPoC, is presented in Fig. 8. In the case of the Zero Substitution method, 
the values for the mean correspond to those presented in Figure 10. The SPoC method, 
similar to the independent component analysis, returns a number of spatial filters equal 
to the number of variables, in this case 16. For this analysis, we took into consideration 
only spatial filters with a higher correlation with the output signals. 
 
Figure 11 Accumulated relative importance for different configurations of TSMRN. In the case 
of TSMR0, only EEG (darker blue) and EMG (lighter blue) are present. In the rest of the 
configurations, the added bars correspond to the added time information. For example, in TSMR1, the 
bar in the top corresponds to the previous reconstructed point. In the case of TSMR8, there are eight 
bars corresponding to the previous reconstructed points plus the EEG and EMG. 
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3.4 Discussion 
3.4.1 Motion Reconstruction 
This experiment showed that it is possible to reconstruct the hand’s position from non-
invasive technologies and without using EMG along the arm. Figure 14 shows the 
reconstruction using different methods and dimensions. We can see that the 
reconstruction precision is similar for the three dimensions. In both TCPS0 and TSMR0, 
the reconstructed waveform is similar to the original signal. Nevertheless, in the 
reconstructed signals, there seems to be noise with high frequency components, which 
generate most of the error. Considering the low correlation values between the speed and 
the error, the speed does not relate to the error. Using the TSMR6 shows a softer 
reconstruction. The high frequency components disappear; instead, the reconstructed 
waveform is also simpler, showing a more static behaviour. 
It is important to notice that most of the motions were repetitive in this experiment, i.e., 
the same motion was repeated several times. This fact, in addition to the importance that 
the TSMRN approaches give to the previous estimated steps (Figure 11), leads us to think 
that the system may be adapting to the repetitive motion, more than the intentions of the 
subject. Therefore, a real world application of the same methods may fail to reconstruct 
the trajectory. 
 
Figure 12 Topographical representation of the variable importance for two different methods. 
For each method, the importance for the three dimensions and the mean are presented. Each of the 
methods has different scales. Therefore, the colors in the map are relative to each method. 
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The results of the TCPSN approaches are not as good as those of the TSMRN, which is 
probably due to an over-fitting. Compared with the TSMRN approaches, the TCPSN is 
likely to give a large amount of variable importance to the previously estimated points 
during the training phase. In the case of the TSMRN approaches, the temporal information 
is added in a linear regression layer, i.e., a simpler approach, which is less likely to be 
over-fitted. Nevertheless, we have to note that using the temporal information helps to 
reduce the noise in the reconstructed signal. Consequently, a method that efficiently takes 
into account the previous estimated points should be found. 
3.4.2 Information Importance 
3.4.2.1 EEG vs. EMG 
The results from Table 3 and Figure 9suggest that the EEG and EMG systems carry 
different information and it is not possible to reach a higher CV without both systems. 
The results show that the best approach is SMR for 10 out of 16 subjects. Even if the 
difference between EMS and SMR is not significant, the results in Table 4 suggest that a 
higher number of subjects may demonstrate so. These results, in addition to those 
presented in Figure 11, suggest that even if the EMG carries more movement-related 
information than the EEG, the EEG still provides extra information needed to improve 
the reconstruction. With the data from Table 3, it might seem that both SMR and CPS are 
similar predictors, but we can see that SMR is more robust by looking at Table 5. The 
TSMRN and TCPS0 approaches have a higher CV than the state of the art [6]–[8]. In the 
case of the TCPSN approaches, the CV values drop considerably (below 0.1), which 
makes the system completely unusable. 
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3.4.2.2 Channel Importance 
The analyses that we performed to calculate the channel importance provided different 
results. Goh’s method shows almost no variation between channels, which is not coherent 
with other studies [17]. Also, the Zero Substitution method suggests that the EMG has 
higher importance, coherent with the results already discussed, while Goh’s method 
suggests the opposite. Altogether we assume that the Zero Substitution method is more 
representative of the real channel importance. The results from Goh’s method may come 
from the theoretical background of such a method. In this case, the only things taken into 
consideration are the weights of the network. Since every feature has a similar importance 
for every channel (as discussed for Figure 13), the sum of weights for each channel tends 
to be the same. Analyzing the importance of each EMG electrode for each dimension 
shows that there is variation between them. This suggests that the locations of the EMG 
electrodes are very important, and that using too few or placing them incorrectly, may 
lead to one of the dimensions not being reconstructed correctly. Therefore, it would be 
interesting to perform a study to analyze which are the best positions for the EMG 
electrodes and how many are necessary to correctly reconstruct the hand’s position. 
Unfortunately, this is beyond the scope of this thesis. 
 
Figure 13 Relative importance for each feature. The first ten bars correspond to the EEG features, 
while the last eight correspond to EMG. 
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3.4.2.3 Topographical Distribution 
We proposed a novel method to calculate the topographical activation and distribution, 
which provided very different results from the SPoC method. We have to take into 
consideration that the SPoC method finds linear relations between the EEG signal and the 
hand’s position, while the Zero Substitution method represents the importance of each 
channel for the ANN, which is highly nonlinear. Thus, the SPoC method shows a more 
uniform distribution, granting higher importance to the frontal-lateral area than the 
occipital-middle area. This corresponds to the premotor cortex and the primary motor 
cortex, as expected. On the other hand, the Zero Substitution method results in a more 
heterogeneous distribution. In this case, the distribution for x, y, and z dimensions are 
different among them, each showing an electrode (or group of them) with higher 
importance than the rest. For the x dimension, the CP3 and the C3 seem to be the most 
important. For the y dimension, C3 is the most important, while for the z dimension, CP5, 
C3, and C1 seem to create the most important hub. This kind of result may suggest that 
different motions are related to different specific parts of the brain. However, in this first 
 
Figure 14 Reconstruction of the signal using different methods. From bottom to top, TCPS0 for 
the x dimension, TCPS0 for the y dimension, TCPS0 for the z dimension, TSMR0 for the y dimension 
and TSMR6 for the y dimension. In all the cases, blue lines indicate the original movement and red 
lines the reconstructed. Dotted vertical lines indicate different phases (described in Figure 6). The 
amplitude is normalized so it has a mean of zero and standard deviation 1. The data is from subject 
#10. 
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experiment, only 16 electrodes were used and they cover a wide area, from the frontal to 
the occipital part.. In [17], the analysis done with a higher density of electrodes (64) 
showed different results, whereby CP3 was the most important electrode, but in this case 
the method used for calculating the importance of each electrode is based on a linear 
model (similar to an Autoregressive Model). 
3.4.2.4 Features Importance 
Finally, we want to focus on the outcome of the analysis of the feature analysis (Figure 
13), especially the results regarding the EEG. According to this result, the most important 
frequency band for predicting the position is 1–4 Hz. This corresponds to the delta waves. 
Generally, this band is associated with the sleep stage, while the beta band (16–30 Hz) is 
associated with movement. This relation arises from the increment in the amplitude of 
such bands during those activities. Nevertheless, it seems that even if there is an increase 
on the beta bands during the movement, the information of the position is carried on a 
different band. We also have to take into consideration that the association between bands 
and activities generally comes from a linear relation, while the Zero Substitution method 
provides highly non-linear relations. Altogether, we consider that it is possible to use the 
Zero Substitution method to discover non-linear relations in the EEG that would remain 
hidden otherwise. The disadvantage of this method is due to the way that AAN works; 
the reason for those relations is not always clear. 
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4 MOTION TRACKING 
REMOVAL 
4.1 Introduction 
Most related studies rely on a motion tracking system to record a sequence of hand 
coordinate values paired with EEG data, in order to train a mapping function between 
them. For amputees, it is impossible to attach markers for motion tracking on the 
amputated part. In this chapter we present our second experiment in which, we aim at 
designing a hand motion reconstruction system for trans-humeral amputees, without 
using any motion tracking systems. A virtual avatar for presenting different upper limb 
motions was developed. Subjects were asked to follow the avatar’s motion, while the 
subject’s EEG signals, reflecting his real movement, were recorded and paired with 
avatar’s hand trajectory values, reflecting the avatar’s movement. This second experiment 
is divided into two chapters, in this first one we focused on the impact of changing the 
acquisition method from motion tracking to an avatar, while in the next one we studied 
the effect of using different trainings methods. 
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4.2 Materials and Methods 
4.2.1 System 
We implemented the system in a manner similar to most common approaches, with the 
intention to obtaining similar results. More specifically, we used only EEG with a linear 
regression model as a predictor, and a preprocessing system similar to that proposed by 
[17]. 
4.2.1.1 Experimental Subjects 
A sample of N = 24 (13 males, 11 females, mean age 25.8 ± 5.4) right handed healthy 
adults participated in the experiment. None of them had any motion disabilities. 
Permission from the ethics committee of the Graduate School of Engineering, Chiba 
University was obtained. All subjects participated voluntarily, giving informed consent 
without receiving any incentives. Participants were informed that they could stop the 
experiment at any time. 
4.2.1.2 Task 
The biggest and most important difference in this experiment compared to other hand 
motion reconstruction studies, such as those by [8], [17], [18], [20] (and the previous 
experiment) is that the task could be performed by an actual upper limb amputee. In all 
previous hand position tracking studies, some kind of motion-tracking device was used. 
In contrast, we used a virtual avatar that performed the motion that the subject then had 
to copy. Then, we paired the position of the avatar’s hand with the EEG signal. This 
approach made the system ready to be used by amputee patients. 
The experiment was divided into six motions that the subjects had to learn and execute 
(see Figure 15). The first three motions occurred only in one DoF: shoulder flexion and 
extension, Figure 15A; shoulder abduction and adduction, Figure 15B; and elbow flexion 
and extension, Figure 15C. The next three motions corresponded to grasping motions for 
three different positions. In addition to the previously described DoF, these motions also 
included shoulder rotation, shoulder horizontal abduction and adduction, and elbow 
pronation and supination. However, as only the hand position was reconstructed (and not 
the rotation) the subjects were instructed to focus more on the position than the rotation, 
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making the elbow pronation and supination irrelevant. Relative to the avatar, the “x” 
dimension corresponded to the left-right direction, the “y” dimension to the up-down 
direction, and the “z” dimension to the forward-backward direction. 
Each motion comprised two phases, a training phase and an execution phase. Before 
the experiment, a one-minute baseline was recorded. During the training phase, each 
subject could watch the animation as many times as he/she wished. During the training 
phase, the subject was instructed to try to get the motion as accurate as possible, including 
position and speed. To visualize the animation, the subject could freely rotate the camera 
that showed the avatar and zoom in and out. In addition, it was suggested that they 
practice the motion, not simply watch. Overall, as much freedom as possible was given 
to the subjects, so that they could watch each animation as many times as they wanted. 
The execution phase began when the subjects felt they were ready. During the 
execution phase, they performed the trained motion 10 times. The start of each repetition 
of the motion was triggered by the subject. The subjects were asked to wait approximately 
one or two seconds between each repetition during the execution phase, so that the EEG 
window used for the preprocessing would not overlap between trials.  
In total, there were 10 repetitions for each of the six motions, resulting in 60 trials.  
 
4.2.1.3 Data Acquisition 
Two synchronized systems were used to acquire the data: 
 
Figure 15 The motions that the subject had to learn. Motions A, B, and C use only one DoF during 
the motion. Motions D, E, and F correspond to the reaching motion with three different positions: 
right middle height (D), center upper height (E), and left lower height (F). 
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• EEG: an EEG cap (BioSemi ActiveTwo) recording device with 32 active 
electrodes at 2048 Hz. The electrodes were located according to the 10-20 system, 
as shown in Figure 16. The location of the electrodes was chosen to primarily 
cover the motor cortex, as suggested by [6], [17], [21], [24]. For the online 
analysis, only 16 electrodes were used (highlighted in blue in Figure 16). As the 
task in the experiment involved the motion of the left arm, the electrodes used 
during the online analysis were located in the right hemisphere of the scalp. 
• Virtual World: a virtual environment developed with Unity 5.3. The 
virtual world consisted of the avatar located in a simple scenario with a basic 
interface. The interface showed the current animation and the number of times 
that each animation had been executed. The virtual world recorded the avatar’s 
hand position at ~60 Hz. The avatar and the world model were obtained free from 
the unity asset store. Those assets were “Speedball Player” and “Nature Starter 
Kit.” The virtual world was presented in a 27’’ screen with a resolution of 1920 × 
1080 pixels. 
 
Figure 16 EEG electrode locations. The electrodes used for online analysis are highlighted in blue. 
The extra electrodes used for offline optimization analysis are highlighted in green. 
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4.2.1.4 Preprocessing 
EEG signals were divided into windows of 0.5 s with 87.5% overlap. This means that 
there were 16 different windows per second. Reviewing the related literature, we 
observed, that there were two groups of results, those with a CV around 0.2 – 0.4 [6], 
[17], [19], [41], [42] and those with a CV around 0.5 – 0.7[18], [43], [44]. In some cases, 
very similar experiments resulted in very different results. For this reason, we decided to 
compare our results using different preprocessing methods, to discover if this could be 
the reason for such difference in the results. 
For the first condition, we applied a 4th order zero phase lowpass butterworth filter with 
cutoff frequency of 45 Hz. For the second condition, first we downsampled the signal 
from 2048 Hz to 128 Hz, then we applied a 4th order zero phase butterworth filter with 
cutoff frequencies 0.1 and 2. The heavy downsampling was needed to apply correctly the 
filter. Finally, the third condition, applied the same filter as the previous condition, but 
instead to each individual window (0.5 s), to every movement. This method can be 
performed only offline (because it is necessary to know when the movement starts and 
where it ends) and is commonly used. Then, 11 equidistant points were select from each 
channel as features for the three conditions. For the online calculations only 16 channels 
were used, thus, 171 features were used for the EEG for each window.  
We calculated the mean value and the standard deviation for each of those features 
during the execution phase, and normalized each of them. 
Regarding the output, the virtual world sends the three position coordinates (x, y, and 
z) of the avatar’s hand at a variable rate of around 60 Hz. For each input window, we 
calculated the mean position as final position for each dimension. Differently from the 
EEG the hand’s position was calculated using a non-overlapping window of 0.0625 s 
(1/16 s). This means that every EEG window had an independent position associated. 
• To prove that this system could be used in real live, we performed the 
analysis online. 
4.2.1.5 Predictor 
For the predictor, we used the same approach as that used by [18], which is an 
adaptation of that presented by [17]. Thus, it predicted the absolute position instead of the 
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velocities. For doing this, a linear regression model was applied for each dimension as 
follows: 
𝑥(𝑡) = 𝑎𝑥 +  ∑ ∑ 𝑏𝑛𝑘𝑥𝑆𝑛𝑡(𝑘)
𝐾
𝑘=1
𝑁
𝑛=1
, 
𝑦(𝑡) = 𝑎𝑦 +  ∑ ∑ 𝑏𝑛𝑘𝑦𝑆𝑛𝑡(𝑘),
𝐾
𝑘=1
𝑁
𝑛=1
 
𝑧(𝑡) = 𝑎𝑧 +  ∑ ∑ 𝑏𝑛𝑘𝑧𝑆𝑛𝑡(𝑘)
𝐾
𝑘=1
𝑁
𝑛=1
, 
where x(t), y(t), and z(t) are, respectively, the horizontal, vertical, and depth position 
of the avatar’s hand at time t, N is the number of EEG sensors (16 during the online 
analysis), K is the number of features of the EEG for each channel (10 during the online 
analysis), 𝑆𝑛𝑡(k) is the k-th normalized EEG feature at time t and electrode n, and the a 
and b variables are weights obtained through multiple linear regression. 
4.2.1.6 Evaluation 
For each subject, the data were divided into 10 sets, each of which contained one trial 
of each movement, i.e., each set had six trials. From those sets, we performed a 10-fold 
leave-one-out cross validation. That is, one set was selected respectively to be the 
validation set (six trials), leaving the remaining nine for training (54 trials). After training 
the predictor, the CV between the reconstructed position and the real position for the 
validation data was calculated for each dimension. This process was performed 10 times, 
each time using a different validation set. Finally, the mean value of the repetitions was 
calculated for each dimension. This CV obtained as a mean of the fold validation process 
is the one reported in the results section. In addition, the CV obtained was obtained 
through a similar process those in other studies. 
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4.2.2  Error Calculation 
4.2.2.1 Space-dependent Error 
Even when a subject can replicate the speed of the movement precisely, it is possible 
for the position to vary slightly compared to the avatar. To calculate the impact of this 
variation, we added white noise to the output signal, and then calculated the new CV. We 
tested 30 different noise levels, with each defined by the size of the noise, ranging from 
0.05 to 1.5 of the variation of the movement in increments of 0.5. Each level was tested 
10 times and then the mean CV calculated. Repeating was necessary as the noise was 
selected from a random distribution. We considered that the error that may arise from the 
trembling of the human is approximately 0.15. This conclusion was obtained after 
visually analyzing data from a motion-tracking system and comparing the real motion 
against a perfect motion from the avatar. 
4.2.2.2 Time-dependent Error 
• One of the problems that can arise when using an avatar instead of the 
motion tracking to obtain the position of the hand is that both the subject and the 
avatar may not be synchronized. For this reason, we calculated the impact that it 
may have on the CV. To achieve this, we “shifted” the EEG signal to remap the 
relation between the input and output signals, and then calculated the new CV. A 
schematic view of this process is given in Figure 17. We performed this for shift 
values between -16 and +16 in steps of one, which is the same as shifting the 
output between -1 and +1 seconds in steps of 0.0625 s. EEG samples from either 
before or after the movement were used to fill the mapping between EEG and 
position. Conceptually, when shifting negative values, older position data are 
being used; i.e., in this case, the system is trying to predict “the past” instead of 
“the present.” In the case of a positive value, the system tries to predict “the 
future.” Time-dependent error is more likely to arise in the range ± 375 ms [45]. 
 60  Jacobo Fernandez Vargas 
4.2.2.3 Window Length 
The size of the window used for the EEG analysis may have an important impact on 
the final CV. Because of this, we decided to calculate the CV of the three different 
conditions using different EEG window sizes, from 0.25 s to 1 s. Due to the acquisition 
frequency, and the order of the filtered used the smallest possible window would be 3/16 
s (0.1875 s). The upper boundary of 1 s was selected as it is very rare to use longer 
windows in motion reconstruction applications. 
4.2.3 Chance Level 
The use of linear regression models for reconstruction of hand motion and CV to 
calculate the goodness of an approach has been criticized by [46]. They showed that the 
CV obtained from the actual data and random EEG data were the same. We decided to 
use our data to confirm or refute their statement. In their experiment, they compared the 
result using actual data with permutated EEG data (i.e., data from other parts of the 
recording), randomly generated EEG data, randomly generated position data, or randomly 
generated EEG and position data. In all cases, the differences were not significant as a p-
value of 0.001 was obtained with seven subjects. We decided to use only permuted EEG 
data for the comparison and two different sets of permutated data: general permutated 
data (GPD), and motion permutated data (MPD). In GPD, we permutated all the 
recording, including resting times and training. In MPD, we used only data from the actual 
task. We evaluated the systems 100 times (10 permutations times 10-fold validations) and 
calculated the mean of the CV. 
 
Figure 17 Schematic representation of the shifting proces used to calculate the time-dependent 
error. Only the steps -1 and +1 are presented. The result for “shift + 2” was obtained by applying the 
“shift + 1” process twice, and so on. This is also true for the negative values. 
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4.2.4 Channel Optimization 
Using 32 electrodes, we calculated the contribution of each electrode as follows: 
𝑊𝑛 =  
∑ 𝑏𝑘𝑛𝑥
2 + 𝑏𝑘𝑛𝑦
2 + 𝑏𝑘𝑛𝑧
2𝐾
𝑘=1
∑ ∑ 𝑏𝑘𝑛𝑥
2 + 𝑏𝑘𝑛𝑦
2 + 𝑏𝑘𝑛𝑧
2𝐾
𝑘=1
𝑁
𝑛=1
, 
where 𝑊𝑛 is the contribution of the n-th electrode and b is the regression value defined 
previously. This was done for each iteration of the evaluation, taking the mean as the final 
value for each electrode. Then, we ranked the electrodes according to their weight, and 
substituted the features of the electrode with the lowest weight with zeros. We repeated 
this process respectively 32 times, removing one electrode each time. Then, we saved 
both the new regression values and the CV. 
Three different analyses were performed for the optimization. First, we calculated the 
evolution of the CV when electrodes were removed sequentially. Next, we calculated the 
mean position at which each electrode was removed. Because we removed the electrode 
with the lowest contribution in each iteration, the higher the position in which the 
electrode was removed, the better the electrode was. The mean value was 16 (32 
electrodes divided two). Finally, we calculated the difference between the CV before and 
after removing each electrode. This shows how much accuracy was lost when each 
individual electrode was removed. As with the previous analysis, a higher value means 
that that electrode has a higher importance for the reconstruction. 
4.3 Results 
4.3.1 System Evaluation 
Table 6 presents the CV for 24 subjects and the three dimensions (x, y, and z), using 
three different preprocessing methods, lowpass filtered with cut of frequency of 45 Hz, 
bandpass filtered from 0.1 to 2 Hz for every EEG window, and bandpass filtered from 0.1 
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to 2 Hz for every motion. These values were the result of the system evaluation process. 
The overall mean value for each condition was 0.587, 0.156, and 0.329 respectively. 
• We performed a one-way ANOVA analysis to compare the three 
conditions using the mean of the three dimensions for each subject and condition. 
This was followed by a post hoc Bonferroni analysis to determine which of the 
conditions was better. The p-value resulting from the ANOVA comparison was < 
0.001. The Bonferroni post hoc analysis resulted in a p-value < 0.001 for the three 
possible comparisons. 
Table 6 Evaluation and chance level results 
 0 – 45 Hz 0.1 – 2 Hz (window) 0.1 – 2 Hz (movement) 
1 0.746 0.417 0.676 -0.107 0.256 0.114 -0.059 0.516 0.384 
2 0.711 0.457 0.688 0.117 0.380 0.289 0.182 0.498 0.436 
3 0.772 0.479 0.716 0.176 0.333 0.323 0.100 0.505 0.412 
4 0.728 0.271 0.594 -0.193 0.139 0.006 0.062 0.432 0.350 
5 0.753 0.254 0.574 0.104 0.043 0.029 0.163 0.405 0.389 
6 0.758 0.370 0.666 -0.092 0.232 0.052 0.101 0.493 0.412 
7 0.764 0.266 0.646 0.171 0.113 0.359 0.110 0.458 0.397 
8 0.662 0.286 0.684 0.210 0.160 0.266 0.143 0.438 0.376 
9 0.693 0.351 0.627 0.047 0.177 0.065 0.105 0.436 0.360 
10 0.691 0.365 0.671 0.002 0.351 0.259 0.091 0.495 0.375 
11 0.765 0.381 0.661 -0.032 0.234 0.042 0.122 0.507 0.395 
12 0.821 0.389 0.721 0.119 0.199 0.117 0.130 0.458 0.400 
13 0.733 0.331 0.676 0.177 0.183 0.191 0.258 0.475 0.424 
14 0.787 0.490 0.733 0.085 0.206 0.192 0.151 0.581 0.452 
15 0.779 0.308 0.651 0.122 0.133 0.216 0.059 0.461 0.387 
16 0.739 0.371 0.663 0.046 0.230 0.124 0.094 0.507 0.416 
17 0.725 0.318 0.625 0.022 0.208 0.073 0.091 0.467 0.372 
18 0.705 0.317 0.617 0.169 0.231 0.187 0.135 0.465 0.367 
19 0.771 0.435 0.678 0.191 0.334 0.353 0.115 0.560 0.474 
20 0.737 0.313 0.627 0.057 0.120 0.182 0.137 0.465 0.408 
21 0.770 0.330 0.620 0.118 0.259 0.128 0.165 0.452 0.407 
22 0.728 0.325 0.643 -0.011 0.163 0.147 -0.028 0.408 0.334 
23 0.752 0.306 0.632 0.077 0.141 0.117 0.051 0.458 0.385 
24 0.759 0.527 0.670 0.235 0.479 0.253 0.169 0.608 0.413 
Mean 0.744 0.361 0.657 0.075 0.221 0.170 0.110 0.481 0.397 
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4.3.2 Error Calculation 
4.3.2.1 Spatial and Temporal Dependent Error 
In Figure 18 the complete results from temporal and spatial errors is presented. 
Regarding the spatial error (Figure 18 left), the CV loss at 0.2 noise was 0.013 for the 
lowpass condition (i.e. 2.2% of the original value), 0.005 for the bandpass (window) 
condition (i.e. 3.2% of the original value), and 0.009 for the bandpass (movement) 
condition (i.e. 2.7% of the original value). For the 1.5 noise level the loss was 0.314 for 
the lowpass condition (i.e. 53.5% of the original value), 0.098 for the bandpass (window) 
condition (i.e. 62.8% of the original value), and 0.194 for the bandpass (movement) 
condition (i.e. 59.0% of the original value). 
Regarding the temporal error (Figure 18 right), the maximum and minimum variation 
was 0.006 at -5 shifts and -0.006 at +8 shifts for the lowpass condition, 0.003 at -8 shifts 
and -0.009 at +8 shifts for the bandpass (window) condition, and 0.065 at +8 shifts and -
0.028 at +3 shifts for the bandpass (movement) condition. 
 
Figure 18 Time and space dependent error. (Left) CV variation resulting of adding different noise 
levels to the output. (Right) CV variation resulting of shifting the EEG data from -8 samples to +8 
samples (which correspond to -0.5 to +0.5 seconds). In both plots, the value at 0 corresponds to the 
original result. 
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4.3.3 Window Length 
Figure 19 show how the CV changes for the three conditions when the window length 
is changed. The minimum for all three conditions is at 0.25 s and the maximum at 1 s. 
 
Figure 20 Channel optimization results. Left represents the evolution of the CV when electrodes 
were sequentially removed. Left topographic maps show which electrodes were removed first (blue 
colors) and which last (red colors) for the three conditions. 
 
Figure 19 CV variation using different window lengths for three conditions. The length of the 
window was increased in steps of 1/16 s. 
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For the lowpass condition, the CV goes from 0.566 to 0.607. For the bandpass 
(movement), the CV goes from 0.217 to 0.502. For the bandpass (window), the CV goes 
from 0.103 to 0.219. 
4.3.4 Channel Optimization 
Figure 20 shows the results of the channel optimization process. There are two different 
analyses. First, the left panel of Figure 20 presents the evolution of the CV when 
electrodes were removed sequentially. The maximum for the lowpass condition was 
0.599 with 18 electrodes left, for the bandpass (window) condition was 0.202 with 19 
electrodes remaining, for the bandpass (movement) condition was 0.349 with six 
electrodes remaining. Next, right side of Figure 20, presents the mean position at which 
each electrode was removed in a topographic way for each condition.  
4.4 Discussion 
4.4.1 Impact of using an avatar instead of motion tracking 
We compared the results of our study with similar ones. For this comparison, we 
selected only the latest available scientific paper of each research group (at the moment 
of writing this paper) that works on the motion reconstruction problem using motion 
tracking devices. We did that to avoid, for example, the multiple results corresponding to 
different stages of a work in progress. We did this, even in those cases that different 
available scientific paper belonging to the same research group had different 
methodologies (the studies are presented in chronological order): 
(1) [17], was one of the first studies to introduce the problem of motion 
reconstruction, and one of the most influential ones, too. The focus of the study 
was to find the brain areas that contribute the most to the motion reconstruction. 
The study obtained a mean CV (after optimization) of 0.297 for five subjects.  
(2) [6], reconstructed motion of two dimensions. In their case, the predictor 
used frequency domain features instead of time domain ones used in the other 
studies. In addition, they used Kalman filter as the predictor. The study obtained 
a mean CV of 0.305 for five subjects.  
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(3) [18], had the best result on the motion reconstruction problem using only 
EEG in the reviewed literature. In their study, they demonstrated that there is no 
difference between predicting the position or the velocity in terms of CV. The 
study obtained a mean CV of 0.7 for five subjects.  
(4) [19] compared the multiple linear regression presented in previous papers, 
with their approach based on particle filter model. They also compared the 
different accuracy when decoding two or three dimensions. The study obtained a 
mean CV for the multiple linear regression method in three dimensions (which 
had better results than the particle filter model) of 0.4 for six subjects.  
(5) [44], compared the result of two different predictors, the multiple linear 
regression (used in 1, 3 and this study), and the kernel ridge regression. In this 
study with 10 subjects the CV for each method were not reported precisely. By 
the figures in the paper it can be infer that the mean CV reached was around 0.6 
for the regression models and close to 0.68 for the kernel model.  
(6) [43], used also EMG for the reconstruction. In this case, the predictor had 
frequency based features using a neural network. Furthermore, several predictors 
including predictors using previous reconstructed points. The study obtained a 
mean CV (for the best predictor) of 0.763 for 16 subjects. 
(7) [41], compared the differences in the correlation when the speed of the 
movement varied. In their case, only two dimensions were reconstructed. The 
study obtained a mean CV (for their best configuration) of 0.39 for five subjects. 
To improve the readability of the text, in the following three paragraphs, the references 
(1)...(7) are used to refer to the above-mentioned studies instead of using the referencing 
system used in the rest of the text. 
Even if all these studies tried to solve the continuous hand motion reconstruction 
problem using EEG, the methods differed among them. The biggest difference, and 
probably the most important, was the task performed in each of them. This was the reason 
given in (3) for the difference in CV between (3) and (1): “it is possible that our relative 
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high correlations are due to continuous movements (instead of “stop-and-go” 
movements).” 
Other differences among the studies were the predictors: In (1), (3), (4), (5), (7), and 
our study, the predictor was the same, a multi linear regression. In each of the other studies 
was different. The number of dimension was also different, (2) and (7) used only two and 
in the case of (4) and (5) even if the z dimension was reconstructed there was very little 
variation. 
Interestingly, all above studies specify in the methods section that they apply either a 
high pass filter with cutoff frequencies around 0.1 – 0.5 Hz, or bandpass filters with a 
lower cutoff frequency similar to that. In (3) even mention “We found that frequencies 
below 0.5Hz negatively influence correlations.” which is exactly the opposite what our 
results suggest. Looking at the results the lowpass condition has similar results to those 
obtained in (3), (5) and (6). While the condition bandpass (motion) has a similar result to 
those obtained in (1), (2), (4), and (7). Leaving the results obtained in the condition 
bandpass (window) below any other study. Still, this condition is the only one that can be 
used in real time applications. In the case of the bandpass (motion), it is not select the 
motion data online, because it is necessary to wait until the end of the motion. The 
lowpass condition cannot be applied in real time because the system is really learning the 
big and slow variations in the EEG caused by the sweat, electrode and gel degradation 
over time. These variations cannot be predicted, so when the system is trained with some 
data from a period of time and then used during a different period of time, the 
reconstruction is going to be completely different because the variation is several orders 
of magnitude than the actual EEG signal. In definitive, the only option to use this kind of 
systems in real time is to apply the preprocessing to each window individually even if this 
means to reduce the CV drastically.  
In summary, in terms of CV, our results were similar, to those obtained in other studies. 
Hence, we conclude that removing the motion tracking has not significant impact on the 
CV of the system. This means that the inherent error introduced by this method is small 
enough to be compensated by the generalization of the learning method. In addition, 
considering the simplicity of the learning method used in our study, we think that other 
 68  Jacobo Fernandez Vargas 
more complex systems like artificial neural networks or kernel models should be able to 
overcome the error as well. 
Still, taking into consideration that similar studies like [17] and [18], have very 
different results, we consider that the CV may not be an adequate descriptor. It seems to 
provide an easy way to compare different systems, but due to the variability of different 
experiments, those numbers are actually not comparable. Thus, we consider that, a 
standard task should be defined and carried away after the training of the systems. In this 
additional task, the subject/patient should control either a prosthetic device or a virtual 
representation of the arm and move it to a set of pre-established and normalized points. It 
is true that it is not possible to calculate the CV of the new task, but it could be possible 
to measure the time spent for the task, the speed obtained, or the error compared to the 
optimal path. Using such method to measure the goodness of the system would allow to 
better compare different systems, but also it would make it easier to study the impact of 
different factors of the training such as the selected motions. This method would allow 
also to see which methods are applicable to  real time situations. 
4.4.2 Error Calculation 
Independently of the comparable results with other studies, we can see from the error 
analysis’s results, that neither the temporal or spatial errors that may arise from the 
desynchronization between the subject and the avatar, had a strong impact on the overall 
performance of the system. Regarding the spatial error, the system could absorb up to 0.2 
of noise with a repercussion of only 2.2-3.7 % depending on the preprocessing to the CV. 
We consider that this 0.2 of noise covers the trembling that the subject may have or the 
deviation from the avatar’s real position. The condition bandpass (window) seems to be 
relatively more sensitive to the spatial noise than the other conditions, while the lowpass 
condition is the most robust against this kind of noise.  
In the case of the temporal error, overall, there was minor variation between the 
accuracy in the ±8 samples range (which represented ± 375 ms), where we consider that 
the delay is more likely to happen. Of the three conditions, only the condition bandpass 
(movement) seems to be sensitive to this kind of noise, while the other two conditions are 
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robust. We think that a peak to the left happens when the subject moved faster than the 
avatar, then the prediction improves when trying to predict “the past”.  
In summary, the variation presented in the CV when either temporal or spatial error 
was introduced, is smaller than the variation among similar studies. From this result, we 
interpret ate that the spatial error introduced in the system by using a virtual avatar is 
negligible. Still, some subjects may be more susceptible than others to theses deviations. 
4.4.3 Window Length 
The window length used has a variable impact on the final CV depending on the 
condition. Its impact is higher in the bandpass (movement) condition, increasing the CV 
2.3 times from the shortest window to the longest. Similarly, in the bandpass (window) 
condition the CV increase 2.1 times. This improvement is not clear in the lowpass 
condition that increase only a 7%. We think that the reason for this is that the CV in this 
condition is so high that allows slight improvement compared to the other two conditions. 
It is important to note that in the case of the lowpass and bandpass (window) condition, 
the window length affects to two parts of the process, first to the window used for the 
filters, and then to the window used for selecting the features for the classifier. On the 
other hand, in the bandpass (movement) condition, the window used for the preprocessing 
is always the same (the length of the motion, which is longer than 1 s), so the window 
length parameter only applies to the feature selection. It should be further investigated 
what would be the effect of changing those two windows length independently for the 
lowpass and bandpass (window) conditions. 
4.4.4 Channel Optimization 
The results showed that the most important electrodes for the reconstruction were those 
located on the contralateral area for the lowpass and bandpass (window) conditions. 
Particularly, the distribution of the lowpass condition shows a higher importance on the 
electrodes located around the central and centroparietal electrodes, which is expected 
from a motion task, also the CV starts to decline rapidly faster than other conditions, 
suggesting that the information used for the reconstruction is spread across more 
electrodes. The bandpass (window) condition, also shows that contralateral electrodes are 
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more important, but locates the most important electrodes in the frontal area. The slower 
CV lost when many electrodes are removed suggest that the information used for the 
reconstruction is very localized in a specific set of electrodes. Finally, the bandpass 
(movement) condition presents the most atypical behavior. The optimal number of 
electrode is only six, the condition shows more variation in the CV evolution when 
electrodes are removed, and the most important electrodes are not focused on the 
contralateral area.  
Using a denser cap does not grants having a higher CV. In our study, the optimal 
number of electrodes was around half the electrodes of the cap, except for the bandpass 
(movement) condition. Similarly, [17] achieved the optimal result at 34 electrodes 
starting from 64, having an importance distribution similar to the one that we obtained in 
the lowpass condition. 
It is also interesting to note that the CV obtained using the optimization process for 16 
electrodes selection was almost the same than the CV obtained when using the preselected 
16 electrodes for the conditions lowpass and bandpass (movement). Still for the bandpass 
(window) condition, the result is considerably better going from 0.156 to 0.2. This suggest 
that because of the lower correlation when using this method, the selection of electrodes 
becomes more important. 
Taking into consideration that the most important electrodes for the reconstruction 
were those located in the center contralateral region (especially in the condition with the 
lowest preprocessing), we consider that the reconstruction arise from EEG activity and 
not muscular artifacts as [47] suggest. If the muscular artifacts were the origin for the 
reconstruction, the channels that would provide the most relevant information would be 
those closer to that source, i.e the ipsilateral electrodes.  
4.5 Conclusions 
The most critical point of this work was to demonstrate that using a virtual avatar to 
pair the hand’s position with the EEG results in a similar performance that using a motion 
tracking system. We were expecting that the inherent error that this method carries would 
decrease the CV. The use of an avatar is a very important step in the path of facilitating 
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real world applications for amputees. In addition, this may make easier for other 
researchers to conduct motion reconstruction experiments, since it is possible to eliminate 
motion tracking systems which are expensive and, sometimes, difficult to set up. 
Allowing further improvements in the field. Still, there is plenty of things to do in order 
to be able to use this kind of training for rehabilitation. The first thing to do for archiving 
this goal would be to study the effects of different feedbacks on the brain and the 
reconstruction accuracy.
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5 TRAINING METHOD 
5.1 Introduction 
In this chapter, we analyze the rest of the data obtained from the second experiment. 
We combined the use of EMG, EEG, and VR with a virtual avatar. We analyzed how 
presenting different visual training modalities to the subjects affected the motion 
reconstruction and the EEG activity 
5.2 Material and methods 
5.2.1 System 
5.2.1.1 Experiment Subjects 
The subjects were the same as in the previous chapter. 
Before the experiment the subjects were asked about their previous experience with 
VR. 16 responded “none”, 5 responded “little” (one or two times), 2 responded “more”. 
1 used VR regularly. 
5.2.1.2 Feedback 
In this chapter, we use the word ‘feedback’ to refer to the different visual training 
modalities from which the subject perceives the data for the training. This, strictly 
speaking, is not a feedback, since the output that the subject is perceiving is independent 
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of their actions. Still, to avoid confusion between the training of the classifiers and the 
training modalities, we will use feedback to refer to the latter. 
The three different blocks of the experiment were defined by the used feedback: 
• No feedback (NF): We considered this as the baseline condition. In this 
case the subject was moving the arm in a motion that they already knew based on 
the practice phase. They did not have any feedback for the execution phase. We 
thought that this condition was the most similar to the traditional experiments, 
where the subject is instructed to do a specific motion (e.g. reaching out towards 
a specific point in front of them). 
• Avatar (Av): This condition allowed the subject to see the motion of the 
avatar during the execution part. In the same way as in the training, the subject 
could move the camera around. In short, there was no difference between the 
training and the execution phase. 
• Virtual Reality (VR): Similarly to the Avatar condition, this condition 
allowed to the subject to see the motion during the execution. The difference is 
that in this case the subject was using a VR device. When using the VR, the 
camera was located in the head of the avatar and the subject could rotate it by 
moving their head. Its vertical and horizontal location relative to the avatar’s body 
were defined in the beginning of the experiment, based on the subject’s preference 
and it could not be changed afterwards. We used a VR device in order to increase 
the immersion of the subject in the virtual world. This could be especially 
important to amputee subjects so they could see an arm, which they would feel as 
their own, moving at the same time. In this condition, the training was performed 
while wearing the VR device, which had an OLED display, with a 2160x1200 
resolution and 90 Hz refresh rate, and a field of view of 110º.  
These three blocks were presented in different order to each subject to remove any 
possible presentation order effect from the results. As we had three blocks, there were six 
possible presentation orders. For example, for subject 1 the presentation order was: NF, 
Av, VR; while for subject 3 it was: Av, NF, VR. 
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Is important to note that the training for both NF and Av conditions were the same, the 
motions were presented in a screen as explained before. In the case of the VR condition, 
the training was performed while using the VR headset (i.e. the motions were presented 
directly in the VR headset).  
5.2.1.3 Task 
The task during this experiment was the same as the one described in 4.2.1.2 Task. The 
difference between the two experiments, was that in this case the task was repeated three 
times, once for each block. During the training phase, the subjects could watch the 
animation as many times as they wanted by using the virtual reality headset in the VR 
block, and a computer screen (27” screen with a 1920x1080 resolution) in the other two 
blocks. 
5.2.1.4 Data Acquisition 
Three synchronized systems were used for acquiring the data: 
• EEG: The same as described in 4.2.1.3 Data Acquisition. 
• EMG: Four surface EMG electrodes (Delsys Trigno Wireless EMG) were 
used, with a sample-rate of 2000 Hz. Two of the electrodes were placed on the 
trapezius (Figure 21.2), one on the deltoideus, and one on the pectoralis major 
(Figure 21.3). It is to be noted that the locations of the EMG electrodes were 
approximate. Before placing each electrode we asked the subject to move their 
arm to manually search for the position with most muscular activity. The locations 
were selected to acquire the motion information of the arm without placing any 
electrodes below the deltoid, following the method used by [25]. 
• Virtual World: A virtual scenario was developed using Unity 5.3. It 
consisted of the avatar, which was placed in a simple environment, and a basic 
interface that was floating in front of the avatar (Figure 21.4). The interface 
indicated the current animation and the number of times each animation had been 
executed. The virtual world recorded the avatar’s hand position at ~60 Hz. The 
avatar and the environment model were obtained for free from the unity asset store 
as “Speedball Player” and “Nature Starter Kit” respectively. 
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5.2.1.5 Preprocessing 
EEG signals were divided into windows of 1 s with 93.75% overlap. Thus, there were 
16 different windows per second. Then, a similar process to that described by [17] was 
used. First, we downsampled the signal from 2048 Hz to 128 Hz, and then applied a 4th 
order zero phase butterworth filter with cutoff frequencies of 0.1 and 2 Hz. The heavy 
downsampling was needed to apply the filter correctly. Then, the electrode optimization 
process described in section 4.2.4 Channel Optimization, was used to select the optimal 
set of electrodes for each subject. 
For the EMG, the signal was divided into 0.5 s windows with 87.5% overlap. Then 
each window was divided into eight sub-windows of 0.0625 s each. For each sub-window 
seven features were selected based on the results described in 3.3.3 Information 
Importance. These features were: integrated EMG (IEMG), modified mean absolute value 
2 (MAV2), mean absolute value slope (MAVS), simple square integral (SSI), zero 
crossing (ZC), slope sign change (SSC), and Wilson amplitude (WAMP). These were 
described in 3.2.1.4 Preprocessing. 
We calculated the mean value and the standard deviation for each of those features 
during the execution phase, and normalized each of them. 
As for the output, the virtual world gave the 3D coordinates of the avatar’s hand at a 
variable rate of approximately 60 Hz for the NF and Av blocks. Because of the higher 
computational requirements of the VR block, the avatar’s coordinates were transmitted at 
 
Figure 21. Second experiment’s systems.  (1) EEG electrode locations.. (2) & (3) The approximate 
locations of the EMG electrodes. A and B correspond to trapezius, C to pectoralis major, and D to 
deltoideus. Adapted from [54]. (4) A view of the virtual world, including the avatar on the right, and 
the interface on the left. 
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a rate around 30 Hz. For each input window, we calculated the mean position as the final 
position for each dimension. Differing from the EEG and EMG, the hand’s position was 
calculated in a window of 0.0625 s (1/16 s). This means that every EEG and EMG 
window input had an independent output. 
To prove that the system could be used in real life, we performed the analysis online. 
5.2.1.6 Predictor 
The predictor used in this study was based on the one described in 3 Architecture 
Design, referred to as Multi-layer regression. However, some important changes were 
made. The predictor was formed by three components divided into two layers. The first 
layer contained two components, the EEG classifier and the EMG classifier. For the EMG 
classifier we used the same as in 3 Architecture Design, i.e. a Neural Network with 45 
neurons in the hidden layer. We used the hyperbolic tangent sigmoid as the transfer 
function for this layer, and a linear transfer function for the output layer. 
For the EEG classifier we used the same approach as the one described in 4.2.1.5 
Predictor. 
Finally, the third component of the predictor took the output of the previous two 
components in the first layer and computed a multiple linear regression to obtain the final 
result. The whole predictor could be described as: 
Position(t) = LR(LR(EEG)+NN(EMG)), 
where, Position(t) is the hand’s 3D-coordinates at time t, LR() is a multiple linear 
regression (one for each dimension), NN is a Neural Network, and ‘+’ stands for 
concatenation.  
Furthermore, in our previous study we obtained results that suggested that using the 
previous reconstructed points as input for the predictor could improve the correlation 
values (CV). Thus, we also calculated the CV for a predictor using two previous 
reconstructed points. This predictor could be described as:  
Position(t) = LR(LR(EEG)+NN(EMG)+Position(t-1)+ Position(t-2)). 
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To the former predictor we are going to refer during this paper as normal and to the 
latter as temporal. 
We changed the EEG classifier from the Neural Network from the first experiment to 
the current linear regression, because we found that this approach had significantly better 
performance. It was also easier to draw conclusions from the results of the linear 
regression. 
5.2.1.7 CV calculation 
For each subject, the data from the execution phase of each block (NF, Av, and VR) 
was divided into 10 sets, each of them contained one trial of each movement, i.e. each set 
had six trials. From those sets, one was selected iteratively for being the validation set 
(six trials), leaving other nine for training (54 trials). For training the Neural Network one 
extra set from the training group was chosen randomly to be the test set. After training 
the predictor, the CV between the reconstructed and real position for the validation data 
was calculated for three components (EEG, EMG, and whole system) for each dimension. 
This process was performed 10 times, each time using a different validation set. Finally, 
the mean value of the repetitions was calculated for each dimension. 
5.2.2 Analysis 
5.2.2.1 Component Evaluation 
For identify which component of the classifier was more important (EEG, EMG, or 
temporal information), we estimated the contribution of each component to the final CV.  
The EEG and EMG contribution were calculated as each component CV divided by the 
sum of both CV, and then scaled by the CV obtained at the second layer. The temporal 
component was calculated by subtracting the CV from the normal architecture to the 
temporal architecture. This component represent the additional CV added by the temporal 
information. Finally, there is an extra element which is the second layer of the classifier. 
The second layer, as described before, is a linear regression that predicts the final position 
using the output of the EEG and EMG independent predictors. By subtracting the CV 
from the normal architecture to the maximum CV obtained either in the EEG or EMG 
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components, we obtain the contribution of the second layer. This analysis was performed 
for the three blocks. 
5.2.2.2 Movement Evaluation 
Most studies (this included) do not provide any reason for selecting a specific set of 
movements for the analysis. This is because there is little to no evaluation about the fitness 
of different movements. For this reason we decided to evaluate two properties of each 
movement: specificity and generalization that we defined and calculated as: 
• Specificity: How hard it is to reconstruct a movement. For calculating this feature, 
we trained the system using all the movements, except for one, and then used the 
excluded movement as validation data. Then we subtracted the obtained CV from 
the original CV. We did this for each movement, the three blocks (NF, Av, and 
VR), and the two architectures (normal and temporal). 
• Generalization: How much information a movement carries about other 
movements. For calculating this feature, we trained the system using only one 
movement, then using each of the other movements as validation data. We did this 
for each movement, the three blocks (NF, Av, and VR), and the two architectures 
(normal and temporal). 
5.2.2.3 EEG contribution by motion 
In addition to the overall contribution of the EEG, we were interested on studying how 
the EEG information impacted the reconstruction of each one of the six motions. There 
are some motions (like motion #2) that due to their simplicity, and the muscles involved 
in their execution, would be easy to reconstruct just by using the EMG in the shoulder 
area, while motions like motion #3 that have very little EMG activity around the shoulder 
are harder to reconstruct using only the EMG in the shoulder area. Thus, we explored 
how the EEG data contributed to the final reconstruction, motion by motion. For doing 
this, we used the mean square error (MSE) instead of the CV, because the number of 
points for each motion was low (~40), and in such cases the CV is not stable. Still, the 
MSE is directly proportional to the square of the CV. 
To calculate the contribution of the EEG to each motion we used the following formula: 
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𝐶𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 =  
𝑀𝑆𝐸(𝐸𝑀𝐺) − 𝑀𝑆𝐸(𝑆𝑒𝑐𝑜𝑛𝑑 𝐿𝑎𝑦𝑒𝑟)
𝑀𝑆𝐸(𝑆𝑒𝑐𝑜𝑛𝑑 𝐿𝑎𝑦𝑒𝑟)
∗ 100%, 
where Contribution is the EEG contribution, EMG is the reconstruction of the EMG 
component, and “Second Layer” is the reconstruction of the second layer component. 
This calculation was performed for each motion (1 to 6) and condition (NF, Av, VR). 
5.2.2.4 EEG Analysis 
We wanted to analyze if there was any difference between the three blocks (or 
experimental conditions) in terms of brain activity. For this, we calculated the event-
related power desynchronization / synchronization (ERDS)[13]. ERDS have been used 
for the purpose of comparing different brain activities under different experimental 
condition in studies such as [48] 
The ERDS shows the change in power before and after the movement. We calculated 
it for three power bands; alpha (8 – 12 Hz), mu (12 – 15 Hz), and beta (15 – 30 Hz). To 
calculate the ERDS, first we extracted the EEG signals from 0.7 s before the onset of the 
motion and 1.56 s after for each repetition, and subject. For each motion, a high pass 
Butterworth 4th level filter with cutoff frequency of 0.1 Hz was applied. Then, a notch 
filter centered in 50 Hz was applied as well. Two exclusion criteria were set prior to 
perform further calculations. For the motions, we excluded those motions that did not 
have at least 1.7 seconds of resting time before the movement onset, to avoid using 
previous motions as resting time. Then, for each electrode the standard deviation of every 
channel was calculated, and those channels with a deviation greater than 0.062 mV were 
rejected, as they were considered too noisy. Then, we calculated the time-frequency 
representation (spectrogram) for each signal and electrode with a resolution of 1Hz and 
32 samples (0.016 s) of time resolution. As result, we had 161 samples for each motion, 
with 61 samples before the onset and 100 after the onset. Then, we calculated the mean 
across all the motions and subjects. Finally, for each power band and block the ERDS 
was calculated as: 
ERDS(t,f) =(P(t,f)-Prest(f))/ Prest(f), 
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where P(t,f) is the power of the frequency f (in our case, either alpha, mu or beta) at 
time t (from 1 to 161), and Prest(f) is the mean power of frequency f before the onset (t = 
1…61). Among other representation of this data we used scalp maps. These renderings 
were produced by the topoplot function of EEGLAB [49] (http://sccn.ucsd.edu/eeglab/).  
5.2.2.5 EEG Robustness 
We wanted to see if there was any difference in the robustness of the EEG under any 
of the three conditions, so we performed the same analysis described in 4.3.2.1 Spatial 
and Temporal Dependent Error. 
5.2.3 Statistical Analysis 
In total, we analyzed six different predictors. The three different blocks (NF, Av, and 
VR) for two architectures (normal and temporal). To the normal predictors we will refer 
simply as NF, Av and VR. To the temporal ones, we will refer as NFT, AvT, and VRT 
(the T stands for temporal). To compare these predictors, we used a two-way ANOVA. 
The two categorical variables were the feedback method (NF, Av or VR) and presence or 
absence of temporal data. In addition, we performed two one-way ANOVAs to compare 
the results from the EEG component and EMG component during the three different 
blocks.  
For the post hoc analysis we performed 12 different t-test: Av vs AvT, VR vs VRT, 
NFT vs AvT, NF EEG vs. NF, Av EEG vs. Av, VR EEG vs VR, NF EMG vs. NF, Av 
EMG vs. Av, VR EMG vs VR, and the three possible combinations from the three EEG 
blocks. To the p-value obtained through this method we applied the Bonferroni correction 
(i.e multiplying it by the number of tests performed).We decided not to compare all the 
possible combinations since we considered that it was not relevant to compare for 
example NF vs AvT. 
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5.3 Results 
5.3.1 Blocks and architectures comparison 
Table 7 presents the result for 24 subjects. The first six columns correspond to the result 
of the two architectures for each block. The next six columns are the CV for the EEG and 
EMG components for each block. Note that since these results are independent from the 
architecture used there is only one result for each block. The NF predictor was the best 
for 0 subjects, the Av for 2, the VR for 3, the NFT for 6, the AvT for 3, and the VRT for 
10. It is important to notice that the result from the second layer of the predictors (three 
first columns of the table) were always better than the individual CV from the EEG, and 
worse than the EMG only for subject 18 in the NF condition, subjects 21, 22, and 23 in 
the Av condition, and subjects 6, 8, 22, and 24 in the VR condition 
As result of the ANOVA we obtained: 
 
Figure 22 Comparison of the three blocks and two architectures, resulting from the two way 
ANOVA analysis. The two categorical variables are the feedback method (NF, Av or VR) and 
presence or absence of temporal data. The point indicates the value for each condition, while the line 
represent 95% confidence interval. Overlapping conditions mean that they were not significantly 
different. Blocks and architectures results should be interpreted independently. 
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• Blocks: No significant difference was found (p-value 0.707) 
• Architectures: A significant difference was found (p-value 0.019). 
• Interaction: No interaction was found (p-value 0.770) 
• EEG: A significant difference was found (p-value < 0.001) 
• EMG: No significant difference was found (p-value 0.982) 
In Figure 22 a graphical representation of the ANOVA’s results for the main results 
can be seen.  
Out of the 12 ttest performed two resulted in a p-value of 1, the test that had a different 
result were: 
• NF EEG vs. NF: p-value < 0.001 
Table 7 Third Experiment CV 
 
NF Av VR NFT AvT VRT NF 
EEG 
Av 
EEG 
VR 
EEG 
NF 
EMG 
Av 
EMG 
VR 
EMG 
Age Sex 
1 0.679 0.799 0.809 0.636 0.815 0.852 0.301 0.262 0.462 0.644 0.798 0.781 27 M 
2 0.769 0.736 0.767 0.753 0.791 0.835 0.232 0.413 0.497 0.764 0.697 0.721 40 M 
3 0.681 0.703 0.704 0.699 0.715 0.747 0.500 0.392 0.420 0.605 0.675 0.648 22 F 
4 0.771 0.802 0.810 0.667 0.779 0.829 0.209 0.160 0.364 0.766 0.802 0.796 25 F 
5 0.694 0.698 0.689 0.827 0.805 0.750 0.330 0.234 0.417 0.684 0.688 0.670 26 M 
6 0.709 0.763 0.675 0.743 0.727 0.688 0.156 0.197 0.271 0.702 0.758 0.717 22 F 
7 0.717 0.735 0.679 0.818 0.791 0.793 0.229 0.287 0.330 0.715 0.731 0.654 24 M 
8 0.700 0.665 0.645 0.800 0.739 0.743 0.280 0.338 0.096 0.680 0.644 0.660 27 F 
9 0.770 0.779 0.810 0.805 0.754 0.781 0.258 0.329 0.381 0.760 0.766 0.798 28 F 
10 0.804 0.798 0.822 0.773 0.827 0.832 0.414 0.396 0.420 0.792 0.789 0.804 36 M 
11 0.763 0.775 0.814 0.808 0.772 0.863 0.227 0.308 0.505 0.761 0.765 0.772 27 M 
12* 0.731 0.724 0.838 0.788 0.798 0.858 0.218 0.335 0.597 0.726 0.707 0.792 24 M 
13 0.679 0.664 0.669 0.720 0.714 0.739 0.292 0.234 0.295 0.654 0.652 0.654 22 M 
14 0.750 0.665 0.759 0.696 0.745 0.742 0.355 0.313 0.498 0.720 0.646 0.690 31 M 
15 0.825 0.749 0.772 0.731 0.787 0.826 0.307 0.218 0.410 0.822 0.738 0.746 27 M 
16 0.607 0.523 0.566 0.692 0.732 0.590 0.363 0.260 0.413 0.559 0.497 0.540 21 M 
17 0.725 0.746 0.713 0.767 0.722 0.708 0.165 0.156 0.241 0.721 0.732 0.697 22 M 
18 0.551 0.675 0.581 0.608 0.730 0.640 0.139 0.364 0.379 0.554 0.629 0.520 27 M 
19 0.693 0.781 0.753 0.754 0.760 0.799 0.314 0.386 0.390 0.683 0.763 0.723 36 F 
20 0.716 0.711 0.750 0.598 0.638 0.680 0.169 0.145 0.328 0.707 0.706 0.728 19 F 
21 0.744 0.516 0.691 0.745 0.666 0.703 0.185 0.187 0.283 0.742 0.555 0.662 18 F 
22 0.736 0.699 0.679 0.774 0.613 0.698 0.330 0.178 0.388 0.719 0.731 0.692 22 F 
23 0.686 0.752 0.700 0.699 0.740 0.695 0.057 0.225 0.274 0.684 0.753 0.689 21 F 
24 0.695 0.654 0.546 0.670 0.699 0.687 0.381 0.389 0.325 0.670 0.620 0.596 25 F 
 
0.716 0.713 0.718 0.732 0.744 0.753 0.267 0.279 0.374 0.701 0.702 0.698   
Subject # 12 in the VR block performed only the first five motions. 
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• Av EEG vs. Av: p-value < 0.001 
• VR EEG vs. VR: p-value < 0.001 
• NF EMG vs. NF: p-value of 0.005 
• Av EMG vs. Av: p-value < 0.083 
• VR EMG vs. VR: p-value < 0.024 
• Av vs. AvT: p-value of 0.406 
• VR vs. VRT: p-value of 0.015 
•  NF EEG vs VR EEG: p-value of 0.003 
•  Av EEG vs VR EEG: p-value of 0.004. 
We didn’t find any correlation between any of the results and either sex or age. 
5.3.1.1 Component Evaluation 
Figure 23. show the contribution of each component of the classifier to the total CV 
for the four components: EEG, EMG, second layer, and temporal information. There was 
 
Figure 23 Contribution of each component of the classifiers for each block. The number 
correspond to the estimated CV that each component adds to the final system. 
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not statistical difference between the contributions of each component in different 
blocks.For the black ’o’ symbols, the x axis corresponds to the mean CV of the EEG and 
EMG component, while the y corresponds to the CV of the normal architecture. In this 
case all the symbols are above the diagonal, this mean that the normal architecture has 
always a better CV than the mean of the EEG and EMG components. What is more 
important, is to see the distance to the diagonal, which indicates how much the second 
layer adds to the CV. 
5.3.2 Movement Evaluation 
For each movement, we calculate their generalization and specificity value, the results 
can be seen in Figure 24. A higher generalization value (Figure 24.A) would mean that a 
specific movement gives more general information about the other movements used 
during the training. This is helpful since we cannot train the predictor with all the possible 
motions (there are infinite), so we need to use as few as possible. 
On the other hand, a higher specificity value (Figure 24.B) would mean that that 
movement is similar to others previously trained, so it may not be necessary to include it 
in the final set of training motions. 
 
Figure 24 Movement generalization and specificity. (A) Movement generalization. CV obtained 
when the system is been trained with just one movement. (B) Movement specificity, CV obtained for 
each movement when the specific movement is not been used during the training. 
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5.3.3 EEG Contribution by Motion 
Figure 25 presents the contribution of the EEG component to the final reconstruction 
separated by motion. A positive value means that the EEG data contributed to the 
reconstruction, while a negative number indicates that the reconstruction using only the 
EMG component had lower MSE. The higher the number, the more the EEG contributed 
to the reconstruction. The mean contribution for each component was 0.945, 0.405, and 
1.299 for the NF, Av, and VR components, respectively. 
5.3.4 EEG Analysis 
For calculating the ERDS the mean over all subjects and valid movements was taken. 
Due to the exclusion criteria explained in materials and methods, different number of 
samples were used for each condition and electrdode. In , the number of samples for CP2, 
 
Figure 25 EEG contribution to each of the six motions for the three components.  Is important to 
note that the MSE was used for calculating thins contribution compared to the CV used in other 
figures. 
 
Table 8 Number of samples used for the ERDS analysis 
Condition Samples Enough Resting Time CP2 FCz Fpz 
NF 1440 1255 (87%) 1197 (95%) 1083 (86%) 166 (13%) 
Av 1440 979 (67%) 844 (86%) 795 (81%) 312 (32%) 
VR 1430 875 (61%) 652 (74%) 477 (54%) 137 (16%) 
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FCz (used in Figure 27) ), and Fpz along with the percentage is presented Due to the small 
number of repetitions for Fpz, it was removed from the analysis presented in Figure 28. 
5.3.5 EEG Robustness 
The complete results from temporal and spatial errors results are presented in Figure 
26. Regarding the spatial error (Figure 26 left), at 0.15 noise the CV loss was 0.108 for 
the NF condition (i.e. 40.4% of the original value), 0.114 for the Av condition (i.e. 40.9% 
of the original value), and 0.148 for the VR condition (i.e. 39.6.8% of the original value). 
For the 1.0 noise level the CV loss was 0.249 for the NF (i.e. 93.3% of the original value), 
 
Figure 26 Robustness of the three conditions. (Left) CV variation resulting of adding different 
noise levels to the output. (Right) CV variation resulting of shifting the EEG data from -8 samples to 
+8 samples (which correspond to -0.5 to +0.5 seconds). The value at shift 0 corresponds to the 
original result. 
 
 88  Jacobo Fernandez Vargas 
0.261 for the Av condition (i.e. 93.6% of the original value), and 0.348 for the VR 
condition (i.e. 93.1% of the original value). 
Regarding the temporal error (Figure 26 right), the maximum and minimum variation 
was 0.005 at -6 shifts and -0.009 at +8 shifts for the NF condition, 0.001 at -1 shifts and 
-0.012 at +8 shifts for the Av condition, and 0.001 at +1 shifts and -0.040 at +8 shifts for 
the VR condition. 
5.4 Discussion 
5.4.1 Block and architecture comparison 
The first result that we can obtain from Table 7, Figure 22 and Figure 23, is that the 
temporal architecture is significantly better than the normal architecture. This difference 
can be further seen in the video “Motions” provided in the additional material (this 
 
Figure 27 ERDS evolution for three bands for two electrodes. Each line corresponds to the mean 
ERDS across all subject and movements, while area around each line correspond to the 95% 
confidence interval of the mean. Time 0 s corresponds to the movement onset. 
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video was produced using the “Final IK” unity asset from Partel Lang), and in Figure 29. 
The movement, is not only more precise, as is suggested by the CVs, also the motion is 
way more natural. In the case of the normal architecture we can see that the motion is 
more fluent, and the amplitude of the motions are bigger and closer to the real motion.  
 
Figure 28 Scalpmap of three different ERDS bands over time for the three blocks. Each column 
corresponds to a specific time, while each row corresponds to one block and one band.  
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When comparing the three blocks, it doesn’t seem to be much difference. According to 
the CV obtained the best approach would be NFT. Still, for some motions, the 
reconstruction of the VRT approach seems better in the video. 
As subjective analysis, when the subjects were doing the experiment, the block in 
which the motion was more similar to the original motion was in the Av block, and the 
most different the NF. This was expected since Av is the only block in which they can 
see both their own arm and the virtual representation. In the case of the NF block, we saw 
that most of the times the subject reduced the speed considerably from the real motion. 
Even though, the system was able to adapt to such delay. After the experiment was done, 
we asked the subject which of the three methods they preferred, in every case the VR was 
the selected option. Probably this is due to the novelty of using VR. On the other hand, 
the worse approach that most people commented was the NF one. The main complaint 
was that they were not sure if they were doing it correct or not (there was no feedback 
whatsoever from us). 
In the case of the different components, it is interesting to note that while the EMG 
component is the same for the three blocks, the EEG component is better in the VR block, 
 
Figure 29 Plot of the reconstruction showed in the video “Motions” Each plot represents one 
condition (Av, NF, VR), with the normal and temporal approach. In each figure, the red line 
corresponds to the real position of the avatar’s hand, and the blue one to the reconstructed for that 
specific condition and approach.  
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while compared to the Av block, and better but not significantly better than the NF block. 
Regarding the EMG, is coherent with the experimental design. The motion is more or less 
the same in the three blocks, even if the precision is not the same for all of them, as 
mentioned before, the EMG activity is similar. Regarding the EEG is more interesting 
that some of the blocks are better than the other. We think that this is because the mental 
state in each of the three conditions is different (we will discuss about this in further 
sections). In the case of the NF, we think that the mental state is focused on the motion, 
but part of the brain has to focus on remembering the motion to do it the most precise as 
possible. In the case of the Av, the subject is not performing the motion itself, but actually 
is trying to copy the avatar. So, the subject is focusing his/her attention on copy the avatar 
more than doing the motion itself. In addition, the subject has to focus the attention into 
two elements, their own arm and the avatar. Finally, in the VR block, the subject is 
completely focused in the motion. Different from the Av block, there is only one element 
to pay attention the virtual arm. Also, in the VR block there is a perfect feedback, since 
the subject perceives that the motion they are executing is the perfect one. We think that 
this is the reason for the differences in the EEG results. 
5.4.2 Movement evaluation 
Even if this study was not focused on this aspect, we considered that it is important 
evaluate the goodness of the motion for this kind of system. The six motions presented in 
this study can be divided into two groups; general motions (Figure 15.A-C) and reaching 
motions (Figure 15 D-F). 
The first think we can observe from Figure 24, is that motion 3 is totally different from 
the rest of them. The reason for this is that motion 3 has very little or none muscular 
activity in the shoulder. Any other movement includes shoulder motion to some extent.  
 
In addition, if we look at the video provided in the additional material, we can see that 
this movement is the worst reconstructed in any block or architecture. 
In Figure 24.A we can see that any single motion is not enough for training the system 
in a proper way. CVs of ~0.1 are almost what could be considered chance level. It is 
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interesting to note that, in the temporal architecture, the mean CV are reduced. From this 
result, we can say that the temporal architecture will only work if there is enough data to 
train the system. Also, we expected that the generalization value would be higher with 
the reaching motions, since they are more complex. Still, it seems that more simple 
motions like motion 2, can provide more general information to the system. Thus, when 
designing the motions that are going to be used for training the system, we should include 
the not only complex motions, but also simple ones.  
Figure 24.B presents the specificity results. The first thing that can be noted is that, 
using five motions during the training the temporal architecture boots the CV compared 
to the normal architecture. Taking this into consideration, we can say that the minimum 
number of different motion to train a system following the temporal architecture is 
between 2 and 5. When using the temporal architecture, we see that the motion 2 is has 
very little specificity compared to the other motions. This means that motion 2 is the best 
motion in from our training set. Just by using it has the best result for reconstructing the 
other motion, in addition when removed from the training set, we obtain the worst results 
(when using the temporal architecture). 
In conclusion, we think that motion 3 should be treated separately, maybe build another 
layer in the system that decides the type of motion: no motion, only fore arm, and normal 
motion. Depending on the situation, the system would work differently. Motion 2 should 
be included, since it has a high generalization value and, at the same time, low specificity 
(when using the temporal architecture). In addition, none of the three reaching tasks seem 
more relevant compared to the others, so we should not exclude any of them. Furthermore, 
for using the temporal architecture, it seems that a higher number of motions is the best 
option, this would support the idea of using the three reaching motions. 
5.4.3 EEG contribution by motion 
One of the most interesting results that we can observe from Figure 25, is that for some 
motions the contribution of the EEG component is negative. The two motions in which 
the EEG contribution is negative, are those that the motion relies heavily on the shoulder. 
Interestingly, motion #2 is the one with the lowest shoulder motion, but is motion #6 the 
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one that benefits the most from the EEG component. These results suggest that it would 
be beneficial for the predictor to include additional layers that may predict the type of 
motion being performed, and then balance the weight of the EEG component accordingly. 
The mean contribution by component is also coherent with the rest of the results, being 
the VR condition the most benefited by EEG, when the EEG for the VR condition is the 
highest one. Other than that, there seems to be no relation between the conditions and the 
EEG contributions. Further analysis with more motions should be performed. 
5.4.4 EEG Analysis 
The first thing that we can say from Figure 27 is that from electrode FP2 is possible to 
differentiate the VR block from the other two specially in the alpha band. It is possible to 
do it also in the mu band around 0.5 s after the movement onset and in the beta band it is 
possible only to discriminate between VR and NF blocks. These discriminations are not 
possible to do in the FCz electrode. From this result, we conclude that the variation in the 
mental state is reflected on the motor cortex of the contralateral area of the brain, specially 
in the alpha band. On one hand, differences in the motor cortex was expected, because 
we were evaluating a motion-related task. On the other hand, the depolarization during a 
motion task usually affects the beta band [23], [48]. Still, the alpha band is associated 
with the attentional demands[50], meaning that the NF block is the one with the highest 
attention demands, while the VR block is the one that requires the least attention. This is 
consistent with our interpretation that during the NF block subjects had to remember the 
motion, during the Av they had to imitate it, and only during the VR block they could do 
the motion in a more natural way. 
The results presented in Figure 28 help us to further analyze the differences between 
the three conditions. The topographic plots confirm that the depolarization is stronger in 
the contralateral area compared to the ipsilateral area of the brain. This effect is stronger 
in the Av and VR blocks, but it is possible to observe in the NF block in the Mu band at 
0.5 s and in the beta band at 0.5 s and 1.0 s. The depolarization seems to be focused on 
the centro-parietal (CP) and parietal (P) electrodes. Another difference that is possible to 
appreciate is that the depolarization is not only stronger, but also starts earlier in the VR 
block. Being possible to see the beginning of the depolarization at 0 s, especially in the 
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alpha and beta bands. One possible explanation for this is that subjects start to think about 
the movement earlier in the VR block. 
5.4.5 EEG Robustness 
In Figure 26, we can see that none of the conditions are robust against spatial noise. 
This would mean that the better the subject trains the system, in the sense of how accurate 
he/she locates his/her own hand during the training, the better the result will be. Also, this 
result can be used to confirm that the classifier is above the chance level. As [46] suggest, 
it should be checked for every experiment that uses linear regression to reconstruct the 
position of the hand. If the classification would be made randomly, adding noise would 
not change the resulting CV. 
On the other hand, the system seems to be able to adapt without heavy loss to the time 
shifts. Also, we can see that the Av and VR conditions do not have a peak with either 
positive or negative shifts. This would suggest that the subjects were performing the 
movements at an appropriate speed, while the NF condition shows a peak for negative 
shifts, suggesting that subjects were performing a slower movement, which is coherent 
with our subjective observation during the experiment. In any case, the variations of CV 
was not big enough to provide enough evidence of that. 
5.5 Conclusions 
In this study, we showed that there is little difference in terms of CV when using 
different feedback methods during the training. Even though, there are differences the 
brain activity, the system seems to be able to adapt itself to each individual and condition. 
Regarding the use of VR, we were unable to see whether there is a beneficial or 
negative impact to the system in terms of CV. Still, most of the subjects felt more 
comfortable with this technology. Also, the results of the analysis of the EEG data suggest 
that this modality is the one that required the least attention, which it could be useful for 
long training times. Because the VR has to be placed over the EEG electrodes, it may 
create both mechanical and electro-magnetic noise, which may affect the quality of the 
EEG.  
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6 FINAL IMPLEMENTATION 
6.1 Introduction 
This concluding chapter presents the changes that were needed to be able to use the 
system in an online environment. Also, we performed one trial as demonstration of the 
usability of the system under controlled circumstances. 
6.2 Configuration 
For this last implementation, we used the EEG preprocessing presented in the previous 
chapter. 
Regarding the EMG, we used the same seven features that were used in the previous 
chapter. But with an important modification. Instead of calculating a single feature for 
each window, we divided each window (of 0.5 s) into 8 sections of 125 samples (1 / 16 
s), and calculated every feature for each section, obtaining in this way 56 features for each 
EMG channel. By doing this, it was possible to obtain a temporal evolution of each 
feature. In addition, we used the VR setup described in the previous chapter as well. 
Under this configuration the mean CV for each component resulted in: 
• Secon Layer: 0.818 
• EEG: 0.3948 
• EMG: 0.810 
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A ttest between the Second layer and the EMG resulted in a p-value of 0.013 suggesting 
that the EEG is increasing the CV compared to use only the EMG. Additionally, these 
results are better than those in the previous chapter. The CV for the EEG is the same as 
in the previous chapter because there were no changes in the preprocessing or the 
classifier. 
Finally, for this last implementation, after training the system, we added a phase in 
which we allowed the subject to use it. In this phase, the subject using the VR could see 
in real time the avatar moving the arm to the reconstructed position.  In addition to the 
standard interface, the subject could see a green ball that changed position when the avatar 
reached it. It was suggested to the subject to reach for the ball in various position. Since 
this was just a proof of concept, it was given freedom to move the arm however she 
wanted to see how the avatar reacted to her movements.  
6.3 Result 
In the video “Real time reconstruction VR” there are three parts that can be seen: 
• Subject: In the leftmost part of the video it can be seen the subject 
performing the movements and controling the avatar. Before starting the 
experiment it was asked her to choose a location where she could move freely her 
left arm without impediments. The orientation was set in a way that helped the 
conection of the EEG and VR (the EMG was wireless, thus it did not present any 
restriction to the movement). 
• Visual field: Projected in the screen, there are two windows presenting 
different points of views of the virtual world. The one in the middle corresponded 
to what the subject was actually visualizing in the VR headset. This point of view 
rotated at the same time as her head. It was asked to the subject to try not to move 
her head during the training to avoid EEG artifacts coming from the VR headset. 
Finally, the point of view did not translate when she moved. Thus it was instructed 
not to move arround to avoid motion sickeness that may appear when the VR do 
not translate (or trasnlate poorly) at the same time as the user. 
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• Virtual world: The rightmost window projected in the screen showed all 
the elements in the virtual world. In this case the point of view of this camera 
could be moved by the experimenter. It was set in a position and angle that showed 
the motions of the avatar completely. 
In addition to the real-time reconstruction, the video contains the parts of the training 
phase to see the difference between the two phases. The mean CV obtained for this subject 
was 0.563. Let’s remember that this CV is the one obtained after the fold-validation 
process, this means that the CV is the mean across each fold. The CV during the training 
of the predictor used for the real time reconstruction was .0.793. These results were 
obtained after removing 12 electrodes, in descending order of contribution were: C1, Fpz, 
CP4, CP1, FCz, FC2, C5, CPz, F4, FC5, F2, CP3. 
It can be seen in the video and in Figure 31, that some of the motions, especially those 
that occurred in the left side of the subject. For example, motions similar to motions A 
and B from Figure 15, were reconstructed with small apparent error. The subject was able 
 
Figure 30 Real time reconstruction.  Each blue line represents a dimension, and the vertical black 
lines divide the reconstruction into different motions. The diagonal motion is a middle point between 
motions A and B. “Two-phase”, corresponds to motion B performed in two phases, pausing in 
between (raise 45º-pause-raise 45º more). Movement over the chest, is the movement that the system 
is not able to reconstruct correctly when the subject tries to move their arm in front of her chest. 
General is a free movement which is similar to “Diagonal” and “Two-phase”. 
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control when to raise the arm in with high accuracy. However, motions that were over the 
chest or the right side of the subject (such as motion D and E from Figure 15), were no 
possible, or very hard to obtain with the avatar. Between those two motions were those 
that required the elbow flexion-extension (such as motion C from Figure 15). In those 
cases, the subject was able to obtain the desired motion with effort. It required her to relax 
and perform the motion slowly. 
 
Figure 31 Two frames of the video “Real time reconstruction VR”.  Each one of the frames 
correspond to two different moments from the control part, i.e. the avatar is performing the motions 
predicted by the system. The two projected windows correspond to the visual field of the subject (left) 
and the virtual world (right). 
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7 CONCLUSION 
7.1 Introduction 
In this chapter we grouped all the results together and analysed to determine if we 
fulfilled the goals that we stated at the beginning of this work.  
7.2 Initial Goals 
At the beginning of this document we set four goals or characteristics that the system 
should fulfil, those were: 
• Non-invasive 
• Natural Control 
• High accuracy (>80) 
• Valid for trans-humeral amputees 
The final system used EEG, EMG and VR, none of them are considered invasive, thus, 
we can consider that the first requirement was fulfilled. It is important to note that the 
physical interaction of the EEG and the VR it may be delicate. So different VR systems 
could be tested to find which may present fewer impediments to the EEG setup. There 
are some companies (such as NeuroSky http://neurosky.com/) that offer systems 
combining both EEG and VR, but in those cases, the electrodes of the EEG are located in 
a prefixed set of locations, harder to move than using a traditional cap. Another option to 
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reduce the effect of the VR on the EEG, would be to reduce the number of stripes of the 
VR headset manually, and find a way to held it tightly using different methods. In any 
case, our preliminary analysis do not show any clear VR-related artefacts after the 
preprocessing process. 
Regarding the natural control, the goal was achieved to some extent. In the chapter 6 
Final Implementation, we showed how a subject was able to control the virtual avatar to 
perform certain set of movements, especially those that had high shoulder’s EMG-
activity. However, to perform some other movements, especially those related with elbow 
flexion-extension, required the subject to do them slowly until the avatar reached the 
position. In addition, for training the system, the subject just performed the movements 
in a natural way, without exaggerating any motion. Thus, we consider that this goal was 
achieve just to some extent. The control of elbow-related motions should be improved by 
adding more expert knowledge to the system as suggested in the annex Further Analysis. 
Regarding the high accuracy, the theoretical value reached was 0.818 using the 
preprocessing method described in chapter 6 Final Implementation. This is above the 
threshold that we set at the beginning of this work of 0.8. However, even if the accuracy 
reached is relatively high compared to other studies, it has showed to be not enough to 
control properly the avatar. One of the main problems that we discovered in the field is 
the lack of a proper way to measure the accuracy of the system after the training. In every 
study, the accuracy of the system is measured either, as the CV of the predicted position 
and the real position (in our case, we used the position of the avatar’s hand as well), or 
the MSE of those same variables. Those variables do not represent the accuracy of the 
system under real conditions, for several reasons: 
• Real-time control has a real-time feedback loop. Meaning that the subject 
will change his/her mental state, according to the reconstruction in that specific 
moment, which will change the reconstruction. The main problem of closed loop 
problems involving humans, that the one here is that is not possible to simulate 
them, or predict them. Thus, the results obtained during during the training session 
do not reflect how the system is going to behave under normal conditions. 
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• The task performed during the training session is not the same as the one 
that the subject will perform during daily task. In most cases the training consist 
on moving the arm without performing any goal oriented task beyond moving the 
arm to a specific position. While the user of the final system will use it to perform 
specific task such as reaching and grabbing something (with the respective 
feedback). This changes in the mental state can affect the reconstruction, reducing 
the accuracy of the system. 
• The final user will not be moving the arm constantly. The trajectory data 
used during the training phase of the systems, usually consist on a set of specific 
motions performed by the subject, paired with their biosignals at the moments. As 
effect of this, the system is trained to be continiusly moving. However, the final 
user will not be moving continiously, moreover, the user probably will want to 
have their arm still most of the time, and move it just at specific times.  
All these reasons suggest that the CV obtained from the training data, does not 
represent the actual accuracy of the system for real world situations. In our final 
implementation, we showed a proof of concept of a way that we consider the accuracy of 
the system should be calculated. It can be seen in the video “Real time reconstruction 
VR”, how after training the system, the subject controlled the avatar moving the avatar’s 
hand and tried to reach some points. Calculating how long does it take to the subject to 
arrive those points, and the distance from the optimal path could two dimensions that 
would show the accuracy of the real system. In conclusion, strictly speaking our goal of 
achieving a 0.8 of CV was achieved, however we consider that this value does not reflect 
the actual accuracy of the system, meaning that the system is not good enough to be used 
in a real-world environment and should be improved.  
The last goal that we wanted to fulfil, was the adequacy of the system to be used by 
trans-humeral amputees. We consider that the system fulfilled this goal completely. The 
only signals from our system that may vary between healthy subjects and amputee 
patients are the EMG signals. The amplitude of the EMG may be grater in the healthy 
subjects compared to amputees, due to the lower mass that the muscles have to move and 
the lower number of motor units. However, we were unable to find any study that showed 
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any difference between the EMG signals of a healthy person and the signal of an amputee 
performing the same task.  
7.3 Additional results 
7.3.1 Training Platform 
The final version of our system (including the virtual world), it can become an useful 
tool to help other researches to perform motion related experiments, not only those related 
to the motion reconstruction. The results showing that removing the motion tracking does 
not impact the accuracy of the system in a significant way, it also means that our system 
can be used to reduce the price of similar experiments by just removing the motion 
capture. It is true that this approach it may not be valid for every study, but it represents 
an option to be taken into consideration when designing similar experiments. 
Furthermore, we paid special attention to the software implementation of the system, 
creating a high-quality software. The platform that we developed is highly modular, 
which would allow anyone to substitute, add, or replace any part of it easily and without 
making great changes to the rest of the code. Even with the current configuration, the 
system allows for high variability allowing to select several parameters such as the 
number of channels of EEG or EMG, which of those channels use for the online analysis, 
the size of the window, different preprocessing parameters and so on. 
7.3.2 Training method 
In chapter 5 Training Method, we demonstrated that the way of training the system 
may lead to different results, showing that using VR leaded to better results, and to more 
immersive experience. This result indicates that the training paradigm should be changed 
in the field to improve the results and create more comfortable systems. In addition to the 
raw CV, using VR showed that it changed the mental state of the subject, requiring less 
attention, and thus less effort, than other training methods. Taking into consideration the 
long time that the rehabilitation process takes, any variation that may make it easier, or 
less tiring should be implemented. Even if the VR suppose an additional cost to the 
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system, the prices of VR headsets have decreased over the past few years making them 
very affordable. 
7.3.3 Role of the EEG 
In the appendix Further Analyses, we performed analysis to better understand what 
was the role of the EEG to the reconstruction. The results that we obtained from this 
analysis can be used to improve the accuracy of the system by the addition of expert 
knowledge and creating a more complex system that uses that information. This 
information can be especially helpful to improve the reconstruction of motions with low 
EMG activity such as elbow flexion-extension. They also suggest that it would be 
necessary to explore the difference between training the system with stop and go motions 
and continuous motions. After all, the starting and ending of a motion, present 
characteristics completely different from other moment of the motion. In the same way, 
these results can be used to open new lines of investigation in the neuroscientific field.  
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EEG 
Introduction 
EEG is the recording of electrical activity along the scalp. Using several electrodes it 
is possible to identify which regions of the brain are more active at each moment. The 
EEG has very good time resolution, typically it is possible to have several kHz. EEG is a 
noninvasive and a relatively comfortable method to acquire brain signals. Nevertheless, 
the EEG has some disadvantages. It has very little spatial resolution, even using a lot of 
electrodes and a heavy post processing, the activity regions are much larger than those 
obtained using other methods such as fMRI. EEG is also very sensitive to artifacts like 
ocular or muscular movements. The ocular movements can be filtered, with very good 
results, using additional electrodes to record the occulogram. Muscular movements are 
harder to filter. Each electrode of the EEG records the activity of thousands of neurons, 
thus, the EEG records the synchronicity of sections of the brain rather than the neural 
activity of single neurons. When it reaches the electrode, it has amplitude of a few micro 
volts, compared to the muscular movements that can be up to few millivolts. 
Types of electrodes 
There are mainly two different techniques to measure the EEG. The first one 
corresponds to a unipolar recording. This means that each electrode is referenced to the 
same ground electrode, usually, located on the nose or the ear. These places are the ones 
with less electrical activity in the head. The other technique to measure the brain electrical 
activity uses a bipolar recording. In this case, instead of using one general electrode to 
reference the signal, we reference the electrodes in pairs. Note that using a unipolar setup 
we can still perform a bipolar recording by subtracting the voltage in two different 
electrodes.  
There are many types of EEG electrodes. The first classification can be made by the 
type of the material used to build the electrode. The most common ones are made of silver 
and gold. Cheaper electrodes are made of tin, but these are rarely used nowadays. More 
importantly, electrodes can be active or passive. Active electrodes have an amplifier 
inside of them; this improves the EEG signal quality. Passive electrodes are simpler and 
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cheaper, but they require conditioning for each electrode which involves using conductive 
pastes. Finally, the most important difference between EEG electrode is whether a saline 
solution is used or not to improve the conductivity between the scalp and the electrode 
itself. In the case of wet electrodes (those that use a conductive paste), the acquisition 
signal is more robust against artifacts. However, each electrode has to be prepared 
independently which requires a lot of time especially in those situations that a high 
number of electrodes are used. On the other hand, dry electrodes are more prone to the 
noise especially when the head is moved. In exchange, these electrodes do not require no 
preparation (or very little preparation), and in many cases, EEG caps with dry electrodes 
can be prepared by the subject him/her self. Nowadays, the advances in the design of 
electrodes, is rendering more popular the use of dry electrodes by reducing the impact of 
artefacts to the signal. In our case we used wet active electrodes made of Ag/Ag-Cl. 
Electrode location 
The location of the EEG electrodes is now standardized. The 10-20 system, or 
international 10-20 system, is a recognized method to locate the electrodes in the scalp. 
This set up was invented in order to be able to reproduce experiments over subjects and 
time. The system is based in percentages. The main reference distance is the one from the 
nasion, the depressed area between the eyes just above the bridge of the nose, to the inion, 
the lowest point of the skull from the back of the head typically identified by a prominent 
bump. (see Fig. 4). The first electrode (FPz which stands for “Frontal Polar zero”) is 
located at 10% of that distance. All remaining electrodes are located in some proportion 
with that reference. Each electrode is named with one or two letters and one number. The 
first letter indicates the brain lobe. This is the list of letters, from front to back: 
• F: Frontal. 
• C: Central. 
• P: Parietal. 
• O: Occipital. 
• T: Temporal. 
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The Modified Combinatorial Nomenclature allows combining two different letters to 
refer to the middle point between them. For example, PO is the middle point between the 
parietal and the occipital lobe. Numbers indicate how far we are from the center in 10% 
increments. Even numbers (2, 4, 6...) are used for the right hemisphere and odd numbers 
(1, 3, 5...) for the left one.  
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Role of the EEG 
Introduction 
Using the last configuration of the system explained in chapter 6 Final Implementation, 
we wanted to perform some extra analysis to better understand how the EEG was 
contributing to the reconstruction of the motion. Understanding this, it may be critical to 
improve the predictor. In this annex we present those analysis. The data for these analyses 
was the one from the VR condition from chapter 5 Training Method. 
Methods 
Data preparation 
To be able to perform some of the analysis, it was necessary to be able to compare all 
the movements at the same time, for that reason, we normalized the reconstruction of the 
three components of the classifier into 40 points each. Let’s remember that the 
reconstruction in the system is performed 16 times per second, thus 40 points correspond 
to 2.5 s from the movement onset. This was the median duration of the motions. However, 
for those motions that had a different duration an interpolation (in the case of shorter 
motions) or a downsampling (in the case of longer motions) was performed. This was 
performed independently for each one of the three motions and each one of the three 
components. Then, we calculated the Mean Square Error (MSE) of the three components 
independently for the three reconstructed dimensions together. Thus, for each 
reconstructed point we had: 
• EEG MSE: Error of the EEG component. 
• EMG MSE: Error of the EMG component. 
• SL MSE: Error of the SL component. 
We added an additional measurement, to better understand the contribution of the EEG 
to the final reconstruction following the formula: 
Variation = SL MSE – EMG MSE, 
intuitively, if the SL MSE is smaller than the EMG MSE, it means that adding the EEG 
data helped to reduce the error (so there is a negative variation of the error). In 
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contraposition, when the SL MSE is higher than the EMG MSE, it means that the 
inclusion of the EEG data increased the error (so there was a positive variation of the 
error). It easy to see that we could turn around this equation to see the variation of the 
error of the EMG component, but we did not perform those calculation for two reasons; 
fist, we wanted to focus the attention of these analysis on the role of the EEG. Second, in 
our previous study [51], we showed that the correlation values of the EMG component 
were significantly higher than those of the EEG, meaning that the EMG component is the 
one that provides most of the information during the reconstruction. 
Position Dependant Error 
The first analysis that we performed was oriented to see whether the EEG was 
particularly helpful to reconstruct motions around certain areas, or if the error was equally 
distributed on the motion space. However, due to the large number of points reconstructed 
(55200), we decided to perform a clustering process to group the points to better interpret 
the results. Thus, we decided to cluster the points into 150 groups. This would lead to an 
 
Figure 32 Original position points and position of clusters for those points.(Left) Scatter plot of 
every single point that represents every one of the 6 motions. (Right) Positions of the 150 clusters 
calculated to group the data points. Bigger circles mean more points, while smaller ones indicate that 
the clusters contain fewer points from the original distribution. The line that cross all the clusters 
represents the path of the six motions. The letter of each motion indicates the original motion 
represented in Figure 15. 
 114  Jacobo Fernandez Vargas 
average of 25 clusters for each motion (Figure 32). For doing so, we applied the k-means 
algorithm [52] with k = 150. The size of the clusters, represented how many points from 
the original position points, were included into each specific cluster. Since the acquisition 
frequency was fix, bigger cluster meant slower velocities closer to that point, while 
smaller ones represented faster speeds. An exception for this rule is the cluster located 
near the origin. This cluster is the biggest one because all the motions started and ended 
there. It is also important to remember that the solution from the k-means algorithm is not 
optimal (it converges to local maxima), however this is not important in our case because 
this affects specially to the outliers (smaller clusters in Figure 32), but has little impact 
on the larger clusters. 
Then, for every cluster we calculated the mean EEG MSE and Variation using every 
point that was included into the cluster. 
Moment Dependant Error 
In addition to the absolute position, we wanted to see if it was possible to detect any 
tendency in the EEG MSE or Variation, depending on the moment of the motion. As 
mentioned before, every trial was divided into 40 points, this allowed us to see how the 
EEG MSE, EMG MSE, and the Variation evolved along those 40 points. Furthermore, 
we calculated the speed of the motion (by calculating the Euclidean distance between 
consecutive points) and calculated the correlation of the abovementioned variables with 
the speed. 
Moreover, we calculated the EEG MSE and EMG MSE grouping the data by motion 
type. Because some of the motions trained by the subjects were very different among 
them, we were interested in study them individually to discover if the EEG could be 
especially helpful for some motions like motion C (Figure 15), which has very low EMG 
activity associated. 
Optimization Analysis 
The previous analysis showed how the error varied for different situations, however, 
we wanted to see if this information could be used to reduce the error of the system and 
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understand how it would be done. Is important to note that the goal of this optimization 
was not intended as an usable optimization method in real-world environment since the 
data for this analysis was normalized in as previously descripted in the section “Data 
preparation”. However, understanding how the optimization is performed for a theoretical 
situation can help to better understand how to optimize the process for a rea-world 
environment. 
Contribution 
To calculate the importance of each of the components of the system we created a 
variable that we named contribution. Intuitively it provides a quantitative value of how 
important is either the EEG or the EMG to the final reconstruction. This variable is 
normalized so the contribution of the EEG plus the contribution of the EMG is equal to 
1, so we will only report the contribution of the EEG. In the second layer of the predictor, 
to calculate the final output of the system, the following formula is used: 
𝑑 = 𝑎𝑑 ∗ 𝐸𝐸𝐺𝑑 + 𝑏𝑑 ∗ 𝐸𝐸𝐺𝑑 , 
where d is the dimension (x, y, or z), EEGd is the prediction of the EEG component for 
that dimension, EMGd is the prediction of the EMG component for that dimension, and 
𝑎𝑑 and 𝑏𝑑 are the weights calculated using a multiple linear regression process [53]. Then 
the contribution for the EEG would be 
𝐶𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 =  
1
3
∑
𝑎𝑑
𝑎𝑑 + 𝑏𝑑
𝑑={𝑥,𝑦,𝑧}
 
Moment Dependent Optimization 
The first optimization that we performed was the one bases on the moment of the 
motion. The idea behind this optimization is that EEG and EMG may play different roles 
during the motion, for example the EEG may have information about the motion onset 
due to the desynchronization in the beta band that happens in the contralateral motor area, 
usually associated with motion planning. Then the EMG may have more importance 
during the faster moments of the motions due to the higher amplitude of the EMG signals. 
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However, the multiple regression used in the second layer of the predictor, has static 
values that are the same for the whole duration of the movement 
To see how much these values may vary during the execution of the motion, we 
prepared 40 different predictors identical, structure wise, to the original one. For the first 
layer we did not change the training, however, for training the second layer only motions 
of the corresponding moment of the motion were used. Let’s remember that all the 
motions were normalized to have 40 points, so each one of the 40 predictors used a 
different set of training data. For each predictor we saved the EEG contribution and the 
MSE between the reconstructed position and the real position. 
Motion Dependent Optimization 
The second optimization that we performed was the one based on the different motions 
showed in Figure 15. The idea behind this optimization is that some motions (such as 
motion C), may have too little EMG information to make a proper reconstruction. In those 
cases, maybe it would be possible to increase the accuracy of the reconstruction by 
increasing the EEG contribution. 
In a similar way to the previous optimization, we prepared six different predictors with 
the same structure as the original one. The training of the first layer was the same as the 
original one, but the for each one of the six predictors we used only one of the motions to 
train the second layer. As for the previous optimization, we saved the EEG contribution 
and the MSE between the reconstruction of each one of the six predictors and the real 
position. 
Results 
Position Dependant Error 
Figure 33 shows the density of the tree components of the predictor. The median for 
each component was: EEG 0.0366, EMG 0.0220, and Second Layer 0.0215. An ANOVA 
test of the three distributions followed that a post-hoc analysis using the Bonferroni 
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correction showed that all the three conditions were statistically different with p-values 
<0.0001. Meaning that the combination of EEG and EMG was better than any of them 
individually.  
Figure 34 presents the MSE for each cluster with a colour codification. The number of 
cluster is the same as the one presented in Figure 32, and the colour indicates the value 
of each variable. It is also important to remember that the motion was a loop motion, 
meaning going and coming back. This means that the start and the ending of the motion 
are located at the same place in the scatter plot, while the middle point of the motion 
correspond to the furthest point from the origin of coordinates. A negative value (colder 
colour) in the MSE variation (Figure 34 left) would mean that MSE(Second Layer) - 
MSE(EMG) > 0, which is the same as MSE(Second Layer) > MSE(EMG), i.e. the error 
of the EMG alone was lower than the combination of EEG and EMG. While brighter 
colours would indicate the opposite.  
 
Figure 33 MSE density for the EEG, EMG, and Second Layer.  The MSE is always a non-
negative value and indicates the distance from the correct value. Thus, a higher mean of the MSE 
density corresponds to higher errors. 
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It can be observed that the colour pattern is similar for every movement, starting and 
ending in colder colours and becoming brighter at the middle point of the movement (this 
can be further seen in Figure 35). This suggest that the EEG contribute more to the motion 
when the motion is slower, and less for faster moments of the motions. It also seems to 
influence negatively at the beginning/end of the motion. So it seems to be more important 
to the MSE the moment of the motion, than the actual position of the hand. Also, the 
complexity of the motion does not seem to have a direct impact on the accuracy. Motion 
A, B, and C are simpler motion, still C is the one with highest error. The direction of the 
motion (left-right) does not seem to influence either. Motions B and F, are left-directed 
motions with shoulder abduction and adduction components, still motion B have bigger 
MSE than motion F. 
Similarly to the MSE variation, the EEG MSE (Figure 34 right) presented a define 
pattern across all the motions, but we could not detect any pattern based on the general 
position of the hand. Interestingly this pattern seems to be the opposite, having a higher 
 
Figure 34 MSE variation and EEG MSE by divided in clusters.  In both figures the size of the 
cluster indicates the number of samples per cluster while the color indicates either the MSE variation 
when the EEG is introduced (left), or the EEG MSE (right). In both cases, a brighter value indicates 
more error. 
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MSE at the middle point of the motions, and smaller at the beginning and ending of those. 
The variation within motions seemed to be smaller than the variation between motions. 
Meaning that the specific motion was more relevant to the error than the speed. This 
would suggest that the EEG is obtaining information not only about the position or the 
speed, but the overall trajectory of the hand. This could be useful to create a system that 
would predict first what kind of motion the subject is performing, and then it would 
predict the position. With the EMG is unlikely to get information about which motion the 
person is doing, instead than the specific position, but with the EEG it seems more 
reasonable to do such thing. 
Moment Dependant Error 
The three plots presented in Figure 35, show high symmetry. Regarding the MSE 
Variation (Figure 35 left), the EEG increase the MSE of the final reconstruction only 
during the first third of the motion. After, the contribution reaches its peak shortly after 
the mid of the motion. Even if the contribution is lower at the end of the motion, it does 
not cross the 0 line which indicates that it keeps helping the system to reduce the error. 
 
Figure 35 Variation, EEG and EMG MSE, and speed relative to the moment of the motion. The 
colour dimension of Figure 34 are here represented as mean of every motion, repetition and subject 
(with the corresponding confidence interval). The time axis is normalized to the length of each 
repetition individually. 
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Regarding the EEG MSE (Figure 35 middle), it shows a very stable behaviour. This 
helps to explain some of the results in the literature that showed similar studies with 
different results, being the main difference that the task performed in one of them was 
continuous, while the other was stop and go motions (like the ones used for this analysis). 
If the motion is continuous, the speed is more prone to be more stable. Another interesting 
feature that can be observed, is that the curve seems to be incomplete. It starts around 
0.042, and after a small delay, it starts a sine-like wave, still instead of reaching a similar 
value, it stops at around 0.038. A reason for this could be that the analysis of the EEG 
requires a time window, so the EEG used for the initial points contain part of non-motion 
related EEG. This would cause a delay before the window has more motion related 
information. However, the reconstruction stops at the end of the motion, so there are no 
windows that contain non-motion related information at the end of the reconstruction. 
This problem could be solved by decreasing the size of the window, but one of our 
previous results suggested that doing so would decrease the accuracy of the system. 
Finally, the figure that presents the speed of the motion (Figure 35 right), shows a 
complete symmetry, which was expected. We calculated the correlation value between 
the three variables: 
 
Figure 36 EEG and EMG MSE relative to the moment of the motion, divided by motion type.  
The title of each column indicates which motion  
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• EEG MSE vs. Speed: -0.701 p-value <0.0001 
• EEG MSE vs. EEG contribution: -0.5563 p-value =0.0002 
• Speed vs. EEG contribution: 0.319 p-value =0.0446 
This means that the speed of the motion, has a decisive role to the MSE of the EEG, 
being slower moments of the motion harder to reconstruct that faster ones. However, these 
correlations also show that the contribution of the EEG is negatively correlated with the 
MSE of the EEG, i.e. the worse the EEG reconstruction, the better the final reconstruction. 
This result can be explained taking into consideration that the reconstruction in the second 
layer, uses the reconstruction of the EMG and the EEG to create the final reconstruction. 
During the moments of the motion that the EEG and the EMG had smaller error (and thus, 
the prediction of both would be similar), the system would rely more on the EMG due to 
its higher accuracy. At those moments of the motion in which both EEG and EMG have 
bigger MSE, assuming that the error of the reconstruction was similar to a white noise in 
every direction, then the difference between the EEG and the EMG predictions would be 
greater. In such occasions, the system would take more into consideration the EEG to 
correct the position of the EMG. 
From Figure 36, we can see that, both the EEG contribution values, and the EEG MSE, 
have similar shape for every motion except C. It can be observed as well, that the 
contribution of the EEG was not as helpful for complex motions (D, E, and F) than 
simpler ones (A, B, and C). Motion C (elbow flexion-extension), was introduced as 
training motion in in the study to see exactly how much the EEG could help to the 
reconstruction since is the only motion that has little to none EMG activity in the shoulder 
area. It is very relevant to see that precisely this motion is the one that: first, has smaller 
MSE over all, and second, is the one that the EEG helps the most to the final 
reconstruction. This means that the EEG can be used to reconstruct motions that are 
harder to reconstruct for the EMG. This information could be used to improve the system. 
It should be a more complex system that first would detect the kind of motion. For doing 
so, the EMG would be crucial. Motion with higher EMG activity would use a system that 
would rely more on the EMG than the EEG, while motions like C, that have small EMG 
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activity would rely more on the EEG. The biggest challenge, would be those motions that 
have both EMG activity, but also include elbow or wrist motions like D and E.  
Moment Dependent Optimization 
Figure 37 presents the two results obtained from the moment dependent optimization 
process. In the right panel we can see how the contribution of the EEG is greater during 
the optimization process, than in the original set up. However, at no moment the 
contribution is above 0.5 (meaning that the EMG is always better than the EEG). We can 
see that the variation reaches its peak shortly after the middle point of the motion, which 
is coherent with what we observed in Figure 35. On the other hand, we can see that the 
error is reduced when the optimization process is performed for the whole duration of the 
motion. Specially we can observe a significant reduction of the error at the beginning and 
ending of the motion. This is because the variation of the position at the beginning and 
ending of the motion is almost inexistent (all the motions start and end at the same point), 
while the middle points show higher variability and error. This result is what we expected, 
 
Figure 37 Moment optimization. The left panel shows how the contribution of the EEG varies when 
is calculated for each moment of the motion (optimized), compared to the original one. The right 
panel shows how the MSE varies when such optimization is applied. 
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and we should pay attention to the part of the motion that is between the 25% and 75% 
of the whole duration.  
Motion Dependent Optimization 
In Figure 38, we can see how the contribution varies when is optimized for each single 
motion. In this case, the highest values that it reaches is below the one showed in the 
previous optimization. However, at lest for motions A,B, and E, the contribution is 
significantly higher than the original one. In addition we can see that, in general, the error 
of the system is reduced from its original values. 
 
Figure 38 Motiont optimization. The left panel shows how the contribution of the EEG varies when 
is calculated for each motion (optimized), compared to the original one. The right panel shows how 
the MSE varies when such optimization is applied. 
