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Abstract. We study the vector ambiguity problem and the vector freeness problem in SL(2;Z).
Given a finitely generated n  n matrix semigroup S and an n-dimensional vector x, the vector
ambiguity problem is to decide whether for every target vector y = Mx, where M 2 S, M is
unique. We also consider the vector freeness problem which is to show that every matrixM which
is transforming x to Mx has a unique factorization with respect to the generator of S. We show
that both problems are NP-complete in SL(2;Z), which is the set of 2  2 integer matrices with
determinant 1. Moreover, we generalize the vector ambiguity problem and extend to the finite and k-
vector ambiguity problems where we consider the degree of vector ambiguity of matrix semigroups.
Keywords: matrix semigroup, special linear group, vector ambiguity, vector freeness, decidability,
NP-completeness
1. Introduction
Many computational problems for matrix semigroups and groups are proven to be undecidable start-
ing from dimension three or four. On the other hand, a lot of questions for matrix semigroups in
dimension two are open including the membership, vector reachability, scalar reachability problems
and various problems on freeness. In this paper, we show decidability and reveal complexity of sev-
eral questions for matrix semigroups in SL(2;Z), which is called the special linear group. The special
linear group SL(2;Z) has been extensively exploited in hyperbolic geometry [11, 14, 31], dynamical
systems [24], Lorenz/modular knots [21], braid groups [25], high energy physics [29], M/string theo-
ries [15], music theory [23], and so on.
Let S = hGi be a matrix semigroup finitely generated by a generating set G. The membership
problem is to decide whether or not a given matrixM belongs to the matrix semigroup S. By restricting
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M to be the identity or zero matrix, we call the problems the identity problem or mortality problem,
respectively.
The vector reachability problem, which is a parameterized version of the membership problem, can
be defined as follows: Given a finitely generated matrix semigroup S of n n matrices and two vectors
x;y in dimension n, the vector reachability problem decides whether or not there exists a matrix M in
S such thatMx = y.
Due to its effective symbolic representation of matrices in SL(2;Z), many decidability and com-
plexity results have been established. For instance, it has been shown that the mortality, identity and
vector reachability problems were at least NP-hard for SL(2;Z) in [2, 6], but for the finitely generated
subgroups of the modular group, the membership was shown to be decidable in polynomial time by
Gurevich and Schupp [16]. Choffrut and Karhuma¨ki proved that the membership problem is decidable
in SL(2;Z), and the identity problem is decidable in Z22 [13]. Moreover, Bell et al. [3] proved that the
identity problem in SL(2;Z) is NP-complete by developing a new effective technique to operate with
compressed word representations of matrices. The decidability of the membership problem for matrix
semigroups in dimension two over integers, rationals or complex numbers is an open question and the
only known decidability result that is beyond SL(2;Z) is the first algorithm for the membership problem
for non-singular 2 2 integer matrices shown in [27].
Another fundamental problem for matrix semigroups is the freeness problem, where we want to
know whether every matrix in the matrix semigroup has a unique factorization over G. Mandel and
Simon [22] showed that the freeness problem is decidable in polynomial time for matrix semigroups with
a single generator for any dimension over rational numbers. 1 Klarner et al. [17] proved that the freeness
problem in dimension three over natural numbers is undecidable. Along with the membership problem,
the freeness problem in dimension two is also an open problem for a long time [8, 9] except certain special
cases. For example Charlier and Honkala [12] showed that the freeness problem is decidable for upper-
triangular matrices in dimension two over rationals when the products are restricted to certain bounded
languages. Bell and Potapov [5] showed that the freeness problem is undecidable in dimension two
for matrices over quaternions. Recently, the freeness problem in SL(2;Z) is proven to be NP-complete
where NP-hardness is shown in [18] by the reduction from the equal subset sum problem (ESSP) [30]
and the NP algorithm is given in [3].
In case of vector (scalar) reachability, the question about uniqueness of transformations with respect
to the given initial vector can be related to two different interpretations: the vector (scalar) ambiguity and
vector (scalar) freeness. Let S be a matrix semigroup of nnmatrices and x be an n-dimensional vector.
Bell and Potapov [4] showed that the problem of deciding whether S and x generate a non-repetitive set
of vectors—the vector ambiguity problem—is undecidable in dimension four over integers and in dimen-
sion three over rationals. They used the fact that the problem of determining if a two-counter machine
has a periodic configuration is undecidable. Recently, the scalar ambiguity and freeness problems have
been introduced [1]. In the scalar ambiguity and freeness problems, given a matrix semigroup S and two
vectors x;y, we examine the set fxTMy j M 2 Sg of scalars and check whether there exists a unique
matrix or a unique factorizations of matrices for each scalar. In 2016, Bell et al. [1] showed that both
problems are undecidable over bounded languages.
In this paper, we study the vector ambiguity problem for matrix semigroups in SL(2;Z) and show
1The freeness problem for matrix semigroups with a single generator is the complementary problem of the matrix torsion
problem which asks whether there exist two integers p; q  1 such thatMp = Mq+p.
Ko and Potapov / Vector Ambiguity and Freeness Problems in SL(2;Z) 1003
that the problem is decidable. Moreover, we prove that the vector ambiguity problem in SL(2;Z) is
NP-complete. We prove the NP-hardness of the vector ambiguity problem in SL(2;Z) by the reduction
from the subset sum problem and the membership in NP by the recent result that the identity problem
in SL(2;Z) is in NP [3]. We also examine the vector freeness problem in which we analyze the unique
factorization of matrices leading to the same vector and show that the problem is also NP-complete in
SL(2;Z). Moreover, we generalize the vector ambiguity problem and extend to the finite and k-vector
ambiguity problems where we consider the degree of vector ambiguity of matrix semigroups. In the table
below, we are summarizing the results of this paper and position them in the context of currently known
results in this area. Bold entries represent new results and dash line ‘—’ means that ambiguity problems
for matrix semigroups cannot be defined.
Problem Domain Matrix Reachability Vector Reachability
Non-freeness
SL(2;Z) NP-complete [18] NP-complete
N33 Undecidable [17] Undecidable
k-non-freeness
SL(2;Z) EXPSPACE [18]
N33 Undecidable [17] Undecidable
Finite non-freeness
SL(2;Z) EXPSPACE [18]
N33 Undecidable
Ambiguity
SL(2;Z) — NP-complete
Z44 — Undecidable [4]
k-ambiguity
SL(2;Z) — EXPSPACE
Z44 — Undecidable [4]
Finite ambiguity
SL(2;Z) — EXPSPACE
Z44 — Undecidable [4]
2. Preliminaries
In this section we formulate several problems, provide important definitions and notation as well as sev-
eral technical lemmas used throughout the paper.
Basic definitions. A semigroup is a set equipped with an associative binary operation. Let S be a
semigroup and X be a subset of S. Then, X is a code if and only if every element of S has a unique
factorization overX . A semigroup S is free if there exists a subsetX  S which is a code and S = X+.
Given an alphabet , a word w is an element of . For a letter a 2 , we denote by a the inverse
letter of a such that aa = " where " is the empty word.
A nondeterministic finite automaton (NFA) is a tuple A = (; Q; ; q0; F ) where  is the input
alphabet, Q is the finite set of states,  : Q   ! 2Q is the multivalued transition function, q0 2 Q
is the initial state and F  Q is the set of final states. In the usual way  is extended as a function
Q ! 2Q and the language accepted byA is L(A) = fw 2  j (q0; w)\F 6= ;g. The automaton
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Figure 1. Geometric interpretation of the vector ambiguity problem. If M1;M2;M3 2 S, then the matrix semi-
group S is ambiguous with respect to the vector x as there are already three matrices transforming x into y.
A is a deterministic finite automaton (DFA) if  is a single valued functionQ! Q. It is well known
that the deterministic and nondeterministic finite automata recognize the class of regular languages [28].
A context-free grammar (CFG) G is a four-tuple G = (V;; R; S), where V is a set of variables, 
is a set of terminals, R  V  (V [) is a finite set of productions and S 2 V is the start variable. Let
A be a word over V [ , where A 2 V and A !  2 R. Then, we say that A can be rewritten as 
and the corresponding derivation step is denoted A ) . The reflexive, transitive closure of) is
denoted by ) and the context-free language generated by G is L(G) = fw 2  j S ) wg.
Vector ambiguity problem and freeness problems. Let S be an n  n matrix semigroup finitely
generated by a set G = fM1;M2; : : : ;Mkg of matrices (a generator) and x be an n-dimensional vector.
Then, we assume that M  x = y for a matrix M in S. We can say that a vector y is reachable from
x by S. If there is a unique matrix M in S that transforms x into y, we say that y is unambiguous
with respect to S and x. Note that y is ambiguous with respect to S and x otherwise. Denote the set of
reachable vectors from x by multiplying the elements of the matrix semigroup S on the left-hand side
by V . Namely, V = fy j y = Mx; M 2 Sg. If every vector in V is unambiguous with respect to
S and x, then we say that the matrix semigroup S is unambiguous with respect to x. In other words, if
there is a unique matrix Mx = y for every target vector y, then we say that the matrix semigroup S is
unambiguous with respect to x.
Similarly, we say that the matrix semigroup S is free with respect to x if every matrix M which
transforms x intoMx has a unique decomposition with respect to the generatorG. Otherwise, S is said to
be non-freewith respect to x. The problem of deciding whether or not a given matrix semigroup S is free
(respectively, non-free) with respect to a given initial vector x is called the vector freeness (respectively,
non-freeness) problem.
Here we consider the following problems for matrix semigroups in SL(2;Z):
 The vector ambiguity problem: given a matrix semigroup S of nnmatrices and an n-dimensional
vector x, is S ambiguous with respect to x?
 The vector non-freeness problem: given a semigroup S of n  n matrices and an n-dimensional
vector x, is S non-free with respect to x?
Before tackling the problems, we establish relationships between the proposed problems and matrix
semigroup freeness problem.
Lemma 2.1. Given a semigroup S of n  n matrices and an n-dimensional vector x, the following
statements hold:
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1. if S is free with respect to x, then S is unambiguous with respect to x,
2. if S is free with respect to x, then S is free, and
3. if S is free and unambiguous with respect to x, then S is free w.r.t. x.
Proof:
To prove the first statement, we assume that S is ambiguous with respect to x. This implies that there are
two matricesM andM 0 in S that transform x into the same vector, say y. SinceM andM 0 are different
matrices, they cannot have the same decomposition of matrices. This means that we have two different
factorizations of matrices in S transforming x into y. Therefore, S is not free with respect to x. We can
say that if S is free with respect to x, S is unambiguous with respect to x by the contrapositive.
Now we prove the second statement. Assume that S is not free. Then, there are two factorizations
of matrices generating the same matrixM in S. SinceMx = y, we have two factorizations of matrices
that transform x into y. Therefore, we prove that if S is free with respect to x, then S is free.
We prove the contraposition of the last statement: if S is not free with respect to x, then (i) S is not
free or (ii) ambiguous with respect to x.
Assume that S is not free with respect to x. This means that we have two different factorizations
of matrices transforming x into the same vector y. There are two possible cases to consider. The first
case is that the two factorizations form the same matrixM . In this case, S has two factorizations for the
matrixM . Therefore, S is not free. The second case is that we have two factorizations for two different
matricesM andM 0 such thatMx = M 0x. It is easy to see that S is unambiguous with respect to x. ut
Group alphabet encodings. Let us introduce several technical lemmas that will be used in encodings for
NP-hardness results. Our original encodings require the use of group alphabet and the following lemmas
for showing the transformation from an arbitrary group alphabet into a binary group alphabet and later
into matrix form that is computable in polynomial time.
It is well-known that fcdic 1 j i  1g freely generates a free subgroup of the free group hc; di [7]
and that the matrices
 
1 2
0 1
!
and
 
1 0
2 1
!
freely generates a free subgroup of SL(2;Z) [20].
Let  = fz1; z2; : : : ; zlg be a group alphabet and 2 = fc; d; c; dg be a binary group alphabet.
Define the mapping  :  ! 2 by: (zi) = cidci; (zi) = cidci; where 1  i  l. It is easy to see
that  is a monomorphism. Note that  can be extended to domain  in the usual way. We also define
a monomorphism f : 2 ! Z22 as follows:
f(c) =
 
1 2
0 1
!
; f(c) =
 
1  2
0 1
!
; f(d) =
 
1 0
2 1
!
; f(d) =
 
1 0
 2 1
!
:
The composition of two monomorphisms  and f gives us the following lemma that ensures that
encoding the subset sum problem (SSP) and the equal subset sum problem (ESSP) [30] instances into
matrix semigroups can be done in polynomial time.
Lemma 2.2. (Bell and Potapov [4])
Let zj 2 . For any i 2 N, f((zij)) = f((cjdcj)i) =
 
1 + 4ij  8ij2
2i 1  4ij
!
:
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Lemma 2.3. Let w and w0 be any two distinct words in . Then, for any non-zero integer t: f((w))  
1 1
0 1
!t
6= f((w0)):
Symbolic representation of matrices from SL(2;Z). It is known that SL(2;Z) is generated by two
matrices S =
 
0  1
1 0
!
andR =
 
0  1
1 1
!
; which have respective orders 4 and 6. This implies that
every matrix in SL(2;Z) is a product of S and R. Since S2 = R3 =  I, every matrix in SL(2;Z) can
be uniquely brought to the following form:
( I)i0Ri1SRi2S   SRin 1SRin ; (1)
where i0 2 f0; 1g, i1; in 2 f0; 1; 2g, and ij 6= 0 mod 3 for 1 < j < n.
Let  = fs; rg be a binary alphabet. We define a mapping ' :  ! SL(2;Z) as follows: '(s) = S
and '(r) = R. Naturally, we can extend the mapping ' to the morphism ' :  ! SL(2;Z). Let
M 2 SL(2;Z) be a matrix of the form given in Equation (1). Then, we say that the following word is
the canonical word forM :
(ss)i0ri1sri2s    srin 1srin :
It is easy to see that every matrix in SL(2;Z) has a unique canonical word. We also call a word w 2
 reduced if there is no occurrence of substrings ss or rrr in w. Then, we have the following fact. For
every matrixM 2 SL(2;Z), there exists a unique reduced word w 2  such that eitherM = '(w) or
M =  '(w) [20].
We use the following definition throughout the paper for recognizing a matrix semigroup in SL(2;Z)
as a regular language over .
A signed automaton A = (hQ+; Q i;; I;; hF+; F i) [26] is a nondeterministic finite-state au-
tomaton (NFA) whose final states are divided into two (not necessarily disjoint) subsets F+ and F . A
signed automaton A accepts a signed language L(A) = hL(A)+; L(A) i where L(A)+ and L(A) 
consist of words w 2  for which there is an accepting run of A ending in a state of F+ and F ,
respectively.
Given a matrix semigroup S with a generating set G = fM1;M2; : : : ;Mng in SL(2;Z), we can
construct a signed automaton AS which accepts L(AS) = hL(AS)+; L(AS) i such that for every
matrix M in S, there exists a reduced word w 2 L(AS)+ or w 2 L(AS) , respectively, if M = '(w)
orM =  '(w), respectively.
Now we explain the construction of AS as follows. Let M be a matrix in the generating set G and
can be brought to the form of Equation (1). Then, the word w forM is (ss)i0ri1sri2s    srin 1srin . In
this way, we obtain words for matrices in G = fM1; : : : ;Mng and say wi is a word for Mi. We first
a standard NFA A0 = (Q;; ; I; F ) which accepts fw1; w2; : : : ; wng. Obviously, the size of NFA is
exponential in the size of the generating set as each word encoding for matrix is of exponential length.
Now we define the signed automaton AS = (hQ+; Q i;; IS ;; hF+; F i) as follows:
 hQ+; Q i = Q f+; g,
  = fs; rg is an input alphabet,
 IS = I  f+g,
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 hF+; F i = F  f+; g,
and the transition function  is defined based on the transition function  of A0 as follows. For each
transition p 2 (q; ), there exist two copies of the transition (p;+) 2 ((q;+); ) and (p; ) 2
((q; ); ). Lastly, we add "-transitions connecting states which are reachable by reading ss or rrr
while remembering the number of times we have skipped such occurrences. Recall that ss and rrr
correspond to the minus identity matrix  I. Formally, for each pair ((q; s1); (p; s2)) of states, where
q; p 2 Q and s1; s2 2 f+; g, such that (p; s2) 2 ((q; s1); ss) or (p; s2) 2 ((q; s1); rrr), we add
(p; s2) 2 ((q; s1); "). Note that s2 means the opposite sign of s2. We can add transitions until there is
no state pair which is reachable by the word rr and sss finitely many times.
Next we consider a language which contains all (s; r)-representations of a particular matrix in
SL(2;Z).
Lemma 2.4. LetM be a matrix in SL(2;Z). Then, there exists a context-free language over  = fs; rg
which contains all unreduced representations w 2  such that '(w) = M .
Proof:
Recall that for every matrixM 2 SL(2;Z), there exists a unique reduced word w 2  such that either
M = '(w) or M =  '(w) [20]. The word w can be written as w1w2 : : : wn, where wi 2  for
1  i  n.
Let GM = (V;; P; VS) be a context-free grammar, where V = fVS ; A+; A g is a finite set of
nonterminals,  is an alphabet, P is a finite set of production rules, and VS is the start nonterminal. We
define P to contain the following production rules:
 VS ! A1w1A2w2A3 : : : AnwnAn+1,
 A+ ! " j sA s j rA+rA+r j rA rA r j A A  j A+A+. and
 A  ! sA+s j rA+rA r j rA rA+r j A A+ j A A+,
where Ai 2 fA+; A g for 1  i  n+ 1.
Note that ifM = '(w), then there exists an even number of A ’s from all Ai for 1  i  n+1 and
otherwise, there exists an odd number of A ’s. Then, it is easy to see that the context-free grammar GM
generates all unreduced words encoding the matrixM by the morphism '. ut
3. Vector Ambiguity and Freeness Problems in SL(2;Z)
In this section, we prove that the vector ambiguity and freeness problems are NP-complete. Note that
the vector ambiguity problem is undecidable over Z44 and overQ33 [4]. We later show that the vector
freeness problem is undecidable over N33.
It was shown in [26] that if there is a matrix M from SL(2;Z) satisfying Mx = y, where x =
[x1; x2]
T and y = [y1; y2]T are vectors from Z Z, then this equation either does not have a solution or
all its solutions are given by the following formula
M = B
 
1 k
0 1
!t
C = B
 
1 1
0 1
!tk
C; (2)
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where t 2 Z and B;C are matrices from SL(2;Z). Let us denote the matrix
 
1 1
0 1
!
by T from now
on Moreover, if M = BT ktC and Mx = y, then y = Cx = [d; 0]T and v = T kty = [d; 0]T , where
jdj = gcd(x1; x2) = gcd(y1; y2).
First, we state the following property of matrices in SL(2;Z) and later exploit the property to estab-
lish the main results of the paper.
Lemma 3.1. Let A =
 
a b
c d
!
and B =
 
a0 b0
c0 d0
!
be two matrices from SL(2;Z). If a = a0 and
c = c0, then B = A
 
1 1
0 1
!t
for t 2 Z.
Proof:
Since A;B 2 SL(2;Z), det(A) = ad  bc = 1 and det(B) = ad0   b0c = 1. Thus,
a(d  d0) = c(b  b0): (3)
If a = 0 and c 6= 0, then b   b0 = 0. Now we have A =
 
0 b
c d
!
and B =
 
0 b
c d0
!
. Since
det(A) = det(B) = 1, bc =  1, we have
A =
 
0 1
1 d
!
and B =
 
0 1
1 d0
!
:
Then,
A
 
1 1
0 1
!t
=
 
0 1
1 d
! 
1 1
0 1
!t
=
 
0 1
1 d
! 
1 t
0 1
!
=
 
0 1
1 d t
!
:
Since we can always pick t such that d t = d0, the lemma holds for the case when a = 0 and c 6= 0.
The case when a 6= 0 and c = 0 is analogous to the previous case.
Now we consider the case when a 6= 0 and c 6= 0. Starting from Equation (3), we have ac = b
0 b
d0 d .
This implies b0 = b+ at and d0 = d+ ct for some t 2 Z. Since
A
 
1 1
0 1
!t
=
 
a b
c d
! 
1 1
0 1
!t
=
 
a b
c d
! 
1 t
0 1
!
=
 
a at+ b
c ct+ d
!
;
we prove that the lemma holds. ut
Lemma 3.2. Let x = [x1; x2]T be a vector from Z2 and C be a matrix from SL(2;Z) such that Cx =
[d; 0]T , where jdj = gcd(x1; x2). Then, a matrix semigroup S of 22 integral matrices from SL(2;Z) is
unambiguous with respect to x if and only if for any matrixB in SL(2;Z), there is at most one matrixM
in S which is of the form ofM = BT tC, where t 2 Z:
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Proof:
First we prove that if S is unambiguous with respect to x, then there is at most one matrixM 2 S of the
formM = BT tC for any B 2 S, where t 2 Z:
Assume that S is unambiguous with respect to x and we have two different matrices M = BT tC
andM 0 = BT t0C, where t 6= t0. Let us denote the vector [d; 0]T by d for notational convenience. Since
Cx = d, BT td should not be equal to BT t
0
d by the assumption. However, BT td = BT t
0
d always
holds because Td = d. Therefore, this contradicts our assumption.
Let us consider the opposite direction and prove that if there is a unique matrix M 2 S of form
BT tC, then S is unambiguous with respect to x. Assume, to the contrary, that S is ambiguous with
respect to x. This implies that there are two matrices M and M 0 in S such that Mx = M 0x. From
Equation (2), we see that both M and M 0 can be represented in the form of BT tC for some integer t.
SinceM 6= M 0,M = BT tC andM 0 = BT t0C such that t 6= t0. As this contradicts our assumption, we
arrive at a contradiction. ut
Now we are ready to show that the vector ambiguity problem in SL(2;Z) is NP-complete.
Theorem 3.3. The vector ambiguity problem for finitely generated matrix semigroups in SL(2;Z) is in
NP.
Proof:
Suppose that we are given n matrices M1;M2; : : : ;Mn 2 SL(2;Z) as generators of the semigroup S.
Namely, S = hM1;M2; : : : ;Mni. Let w1; w2; : : : ; wn 2  be words encoding the generators, such
that '(wi) = Mi for 1  i  n. Then, we can define a regular language L corresponding to S over
 = fs; rg as L = fw1; w2; : : : ; wng+:
Recall that every matrixM that transforms a vector x into a vector y can be represented in the form of
M = BT tC where t 2 Z andB;C are matrices from SL(2;Z). Moreover, we can compute two matrices
B and C in polynomial time [26]. From Lemma 3.2, we can check whether or not S is ambiguous with
respect to x by checking the existence of two different matrices in S which can be represented as BT tC
with different exponents for t.
We first compute a unique matrixC that transforms a given vector x = [x1; x2]T into [gcd(x1; x2); 0]T .
Then, take a inverse matrix C 1 of C and encode the matrix with a word wC , namely, '(wC) = C 1.
Now we let L0 = L  fwCg.
Then, '(L0) = fMC 1 j M 2 Sg. Moreover, we can obtain the following statement for '(L0):
'(L0) has two matricesM andM 0 such thatM 0 = MT t for some non-zero integer t if and only if '(L)
has two matrices of form BT tC with different exponents t.
Therefore, now it suffices to show that we can decide whether or not '(L0) has two different matrices
M andM 0 such thatM 0 = MT t. Because '(s3r) = T and '(r5s) = T 1, the following inequivalence
implies that there are no such two matrices in S:
'(L0) \ '(L0  (fs3rg+ [ fr5sg+)) 6= ;: (4)
Note that the unary operator+ is called the Kleene plus, and for a set S, the Kleene plus on S, S+, equals
the concatenation of S with the Kleene plus on S, namely S+ = SS. Since we know that there is an
algorithm that decides whether or not the intersection of two regular subsets of SL(2;Z) is empty [26],
the vector ambiguity problem is decidable.
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Here we go one step further to show that the vector ambiguity problem is in NP. We use the fact that
the inequivalence given in Equation (4) can be brought to the following form of inequivalence:
(M1 +   +Mn)C 1 \ (M1 +   +Mn)C 1(T+ + (T 1)+) 6= ;:
This implies that the following regular subset of SL(2;Z) contains the identity matrix:
(M1 +   +Mn)C 1(T+ + (T 1)+)C(M 11 +   +M 1n ) = I:
Now the vector ambiguity problem reduces to the problem of determining whether the identity matrix
is in a regular expression over matrices in SL(2;Z), which is already proven to be in NP [3]. Therefore,
we prove that the vector ambiguity problem for matrix semigroups in SL(2;Z) is also in NP. ut
Theorem 3.4. The vector ambiguity problem for finitely generated matrix semigroups in SL(2;Z) is
NP-complete.
Proof:
The fact that the vector ambiguity problem in SL(2;Z) is in NP is shown in Theorem 3.3. Now we show
that it is NP-hard by using an encoding of the subset sum problem (SSP) into a set of two-dimensional
integral matrices. The SSP is, given a set U = fs1; s2; : : : ; skg of k integers, to decide whether or not
there exists a subset U 0  U whose elements sum up to the given integer x. Namely,Ps2U 0 s = x:
Define an alphabet  = f0; 1; : : : ; k   1; : : : ; 1; 2; : : : ; k; ag: We define a set W of words which
encodes the SSP instance as follows:
W = fi  ai+1  (i+ 1); i  "  (i+ 1); 0  ax  k   j 0  i  k   1g  f [ fgg:
We define ‘border letters’ as letters fromnfa; ag and the inner border letters of a word as all border
letters excluding the first and last. We call a word a ‘partial cycle’ if all inner border letters in that word
are inverse to a consecutive inner border letter. Note that any partial cycle u 2 W+ is of one of the
following forms (i) i  am  j or (ii) 0  ax  k  , where i < j andm is any integer we can get as a subset
sum of integers from si+1 to sj .
We introduce an additional letter  which actually encodes the word c2jj, namely, () = c2jj and
f(()) = T 4jj. We note that the introduction of the additional letter  preserves the injectivity of .
For example, any word w 2  of length l has the following image under the mapping :
(w) = ci1d0ci2d0ci3d0 : : : d0cil 1d0cild0cil+1 ;
where jj+1  ij  jj for 1  j  l+1 and d0 2 fd; dg. Now we consider a wordw0 2 f[fgg.
Then, the image of the word under  is
(w0) = ci1d0ci2d0ci3d0 : : : d0cil 1d0cild0cil+1 :
If any ij for 1  j  l+1 is in a different range, for example, [(2n  1)jj+1; 2njj], then we can
immediately see that the substring n is used.
Then, we prove that there is a solution to the SSP instance if and only if the matrix semigroup
generated by a finite set of matrices corresponding to words in W is ambiguous with respect to a vec-
tor x = [1; 0]T . In other words, there are two matrices M and M 0 in the matrix semigroup such that
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Mx = M 0x and therefore, M 0 can be represented as MT t for any non-zero integer t. Assume that
there exists a solution to the SSP instance, which is a sequence of integers where the sum of the integers
becomes exactly x. Then, the solution can be represented by the following sequence:
X = (x1; x2; : : : ; xk 1; xk);
where xi 2 f0; sig; 1  i  k and
Pk
i=1 xi = x.
For a sequenceX , there exists a word w = w1w2   wk 2W+ such that wi = (i  1)  axi  i. SincePk 1
i=1 xi = x, the reduced representation of w is r(w) = 0 ax k as all inner border letters are cancelled.
It follows from that we have two words 0 ax k and 0 ax k  inW+ if the SSP instance has a solution.
Since f(()) = T 4jj, we have two matricesM andM 0 such thatM 0 = MT t for a non-zero integer t
in the matrix semigroup. Hence, the matrix semigroup is ambiguous with respect to x.
We turn to the opposite direction: if the matrix semigroup is ambiguous with respect to the vector
x, then the SSP instance has a solution. Suppose that the matrix semigroup S is ambiguous with respect
to x and there is no solution to the SSP instance. Since S is ambiguous with respect to x, there are two
matrices M and M 0 in S such that Mx = M 0x. We also let w and w0 be words encoding M and M 0,
respectively. Namely, f((w)) = M and f((w0)) = M 0.
Since
 
a b
c d
!
 x =
 
a
c
!
, two matricesM andM 0 have the same values on their left columns. By
Lemma 3.1,M andM 0 should satisfy the equationMT t = M 0 for some non-zero integer t 2 Z.
From the fact that f((w)) = M and f((w0)) = M 0, we have f((w)) T t = f((w0)): Since we
already have shown in Lemma 2.3 that there are no two words w and w0 over  satisfying the equation,
we can see that either w or w0 should end with the special letter , which is not in .
Without loss of generality, we assume that w0 ends with . We also mention that the integer t in the
equation should be 4jj since otherwise we never have a matching word for the part. As we have only
one word in W ending with , the suffix of w0 should be 0  ax  k  . If we summarize the facts, then
w0 = w00  0  ax  k   2W+ for some factorizations w00 2W+ and w becomes w00  0  ax  k 2W+.
Now we can observe that a word 0  ax  k exists inW+ if the matrix semigroup is ambiguous with
respect to the vector x. As we have mentioned earlier, for any partial cycle i  am  j in W+, m is any
integer we can get as a subset sum of integers from si+1 to sj . Therefore, we arrive at a conclusion that
the SSP instance has a solution. ut
Now we consider the vector non-freeness problem in SL(2;Z).
Theorem 3.5. The vector non-freeness problem for finitely generated matrix semigroups in SL(2;Z) is
in NP.
Proof:
Let S = hM1;M2; : : : ;Mki be a matrix semigroup and x be a vector. Let V = fv j v = Mx;M 2 Sg
be a set of target vectors transformed by a matrix in S from x. Then, S is free with respect to x if there
is a unique decomposition ofM 2 S for every vector v such thatMx = v.
Therefore, we can check whether or not S is free with respect to x by checking the existence of two
factorizations of matrices that transform x into a vector in V . In other words, S is not free with respect
to x if we find the following equivalence:
Ms1Ms2 : : :Msnx = Mp1Mp2 : : :Mpmx;
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where si; pj 2 [1; k] for 1  i  n and 1  j  m and si 6= pi for some i. By Equation (2), we can
represent these factorizations in the following way:
Ms1Ms2 : : :Msn = BT
iC andMp1Mp2 : : :Mpm = BT
jC;
where i; j 2 Z and B;C 2 SL(2;Z). Since C is in SL(2;Z), we can multiply the inverse of C to the
right and obtain the following equation:
Ms1Ms2 : : :MsnC
 1 = Mp1Mp2 : : :MpmC
 1T i j :
Without loss of generality, we assume that Ms1 6= Mp1 . Now we take the inverse of the right-hand
side of the equation.
(Mp1Mp2 : : :MpmC
 1T i j) 1Ms1Ms2 : : :MsnC
 1 = I
T j iCM 1pm : : :M
 1
p2 M
 1
p1 Ms1Ms2 : : :MsnC
 1 = I
(5)
From the above equation, we see that there exists such a multiplication sequence leading to the
identity matrix if and only if the matrix semigroup S is not free with respect to the given vector x.
Since the membership problem of a rational subset of matrices in SL(2;Z) is known to be decid-
able [13], the vector freeness problem is also decidable, but in exponential space due to translations of
matrices in SL(2;Z) into words over a binary alphabet fs; rg. Recently, Bell et al. proved that the iden-
tity problem for matrix semigroups in SL(2;Z) is NP-complete [3]. They also showed that the problem
of deciding whether the identity matrix is in S, where S is an arbitrary regular subset of SL(2;Z), is in
NP. Since we decide whether a matrix semigroup S in SL(2;Z) is non-free by checking whether the
identity matrix exists in an arbitrary subset of SL(2;Z) as presented in Equation (5), we prove that the
vector non-freeness problem for matrix semigroups in SL(2;Z) is also in NP. ut
In the following, we prove that the vector non-freeness problem is in fact, NP-complete in SL(2;Z).
Theorem 3.6. The vector non-freeness problem for finitely generated matrix semigroups in SL(2;Z) is
NP-complete.
Proof:
Since we already have shown that the problem is in NP in Theorem 3.5, it only remains to show that
the problem is NP-hard. We use an encoding of the equal subset sum problem (ESSP) into a set of two-
dimensional matrices over integers [30]. The ESSP is, given a set U = fs1; s2; : : : ; skg of k integers, to
decide whether or not there exist two disjoint nonempty subsets U1; U2  U whose elements sum up to
the same value. Namely, X
s12U1
s1 =
X
s22U2
s2:
Define an alphabet  = f0; 1; : : : ; k  1; k; : : : ; 1; 2; : : : ; (k   2); (k   1); ag:We define a setW of
words which encodes the ESSP instance.
W = fi  ai+1  (i+ 1); i  "  (i+ 1) j 0  i  k   1g  :
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Note that any partial cycle u 2W+ is of the form i  am  j, where i < j andm is any integer we can
get as a subset sum of integers from si+1 to sj .
We prove the NP-hardness of the vector freeness problem by reducing the equal subset sum problem
to the vector freeness problem. As a first step, we show that there is a solution to the given ESSP instance
if and only if the matrix semigroup S generated by matrices encoded from the set W is not free with
respect to a vector x = [1; 0]T .
By Lemma 2.3, we can see that S is free with respect to x if and only if S is free. Therefore, it
suffices to show that S is not free if and only if the ESSP instance has a solution.
First we prove that if there is a solution to the ESSP instance, then the matrix semigroup S is not
free. Let us assume that there exists a solution to the ESSP instance, which is two sequences of integers
where each of two sequences sums up to the same integer x. Then, the solution can be represented by
the following pair of sequences:
Y = (y1; y2; : : : ; yk 1; yk) and Z = (z1; z2; : : : ; zk 1; zk):
where yi; zi 2 f0; sig; 1  i  k and
Pk
i=1 yi =
Pk
i=1 zi = x.
For a sequence Y , there exists a word wY = w1w2   wk 2 W+ such that wi = (i   1)  ayi  i.
Since
Pk
i=1 yi = x, the reduced representation of wY is r(wY ) = 0  ax  k as all inner border letters
are cancelled. Analogously, we have a word wZ for a sequence Z and its reduced representation r(wZ)
is equal to r(wY ) as the sum of integers in the sequence Z is equal to the sum of integers in Y . As we
have two words in W+ whose reduced representations are equal, the semigroup generated by matrices
encoded from the setW is not free.
Now we prove the opposite direction: if there is no solution to the ESSP instance, then the matrix
semigroup S is free. Assume that S is not free. Since the S is not free, we have two different words
w;w0 2W+ whose reduced representations are equal, namely, r(w) = r(w0).
For a wordw, we decomposew into subwordsw = u1u2   um such that each ui 2W+; 1  i  m
is a partial cycle of maximal size. Similarly, we decompose w0 into subwords of maximal partial cycles
as follows: w0 = u01u02   u0n. Since r(w) = r(w0), it follows that r(ui) = r(u0i) should hold for
1  i  m andm = n. On the other hand, since w 6= w0, there exists i; 1  i  m where ui 6= u0i. Note
that the maximal partial cycles ui and u0i should have the same number of a’s since r(ui) = r(u
0
i) and
the letter a cannot be cancelled by the reduction of words. As we mentioned earlier, the first border letter
and last border letter of a partial cycle are integers where the first border letter is strictly smaller than the
last border letter. Let us say that i1 is the first border letter and i2 is the last border letter of ui and u0i.
Then, the number of a’s in ui and u0i is the sum of subset of integers from the set fsi1+1; si1+2; : : : ; si2g.
It follows from the fact that ui 6= u0i that we have two distinct subsets of the set fsi1+1; si1+2; : : : ; si2g
whose sums are the same. This contradicts our assumption since we have two disjoint subsets of equal
subset sum. ut
Lastly, we establish the following undecidability as a trivial corollary of Theorem 2 of [1].
Corollary 3.7. The vector freeness problem for finitely generated matrix semigroups over N33 is unde-
cidable.
Proof:
We first introduce the mixed modification PCP (MMPCP) [10] which is already proven to be undecidable
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and prove the undecidability of the vector freeness problem over N33 by encoding an instance of the
MMPCP.
Given a finite alphabet , a binary alphabet , and a pair of homomorphisms h; g :  ! , the
MMPCP asks to decide whether or not there exists a word w = a1 : : : ak 2 +; ai 2  such that
h1(a1)h2(a2) : : : hk(ak) = g1(a1)g2(a2) : : : gk(ak);
where hi; gi 2 fh; gg and for some j 2 [1; k] such that hj 6= gj .
Note that we use the idea inspired by the undecidability proof for [10].
Let  = fa1; a2; : : : ; an 2g and  = fan 1; ang be disjoint alphabets and h; g :  !  be
an instance of the MMPCP. Define a homomorphism  : ( [ ) ! N to be (ai1ai2 : : : aim) =Pm
j=1 ij(n + 1)
m j and (") = 0. Now (ai1ai2 : : : aim) is an (n + 1)-adic representation of the
indices. Then, for any two words w1 and w2 over  [, we have the following equation:
(n+ 1)jw2j(w1) + (w2) = (w1w2):
Define  : ( [)  ( [) ! N33 by
(u; v) =
0B@(n+ 1)
juj 0 (u)
0 (n+ 1)jvj (v)
0 0 1
1CA :
We can see that  is a homomorphism since (u1; v1)(u2; v2) = (u1u2; v1v2).
Let G = f(ai; h(ai)); (ai; g(ai)) j ai 2 ; 1  i  n   2g be a generating set of the matrix
semigroup S and x = [0; 0; 1]T be a vector in N3. It is not difficult to see that the MMPCP has a solution
if and only if there exist two different factorizations over G for a matrixM in S. Since we can uniquely
determine any matrix in S by examining the last column of the matrix, we can conclude that the MMPCP
has a solution if and only if there exist two different factorizations leading to the same vector. ut
4. On the Degree of Vector Ambiguity
Given a matrix semigroup S of n  n matrices and an n-dimensional vector x, let V be a set of target
vectors such that V = fy j y = Mx; M 2 Sg. Now we consider the problem of determining if there
exists a vector y 2 V such that there exists an infinite number of different matrices M 2 S such that
Mx = y. We call this problem the finite vector ambiguity problem.
First remark that if we restrict our attention to the specific target vector y and consider matrices
transforming x into y, then we can decide whether or not the number of such matrices is infinite.
Theorem 4.1. Given two vectors x;y and a finitely generated matrix semigroup S in SL(2;Z), we can
decide whether or not y is finitely ambiguous with respect to S and x.
Proof:
We use a similar approach to the proof of Theorem 3.3. Recall that every matrix M that transforms x
into y can be represented in the form of BT tC where t 2 Z and B;C are matrices from SL(2;Z). We
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can also compute B and C in polynomial time. Thus, it only remains to count the number of matrices in
the form of BT tC from the matrix semigroup S.
Suppose that we are given nmatricesM1;M2; : : : ;Mn from SL(2;Z) as generators of the semigroup
S. Namely, S = hM1;M2; : : : ;Mni. Let w1; w2; : : : ; wn 2  be words encoding the generators, such
that '(wi) = Mi for 1  i  n. Then, we can define a regular language L corresponding to S over
 = fs; rg as L = fw1; w2; : : : ; wng+: Let wB and wC be words over fs; rg such that '(wB) = B 1
and '(wC) = C 1. Let L0 = fwBg  L  fwCg. It is easy to see that '(L0) = fB 1MC 1 jM 2 Sg.
We also define a regular language LT corresponding to the set of matrices which are the powers of a
matrix T or T 1 as follows: LT = fs3rg [ fr5sg. In other words, '(LT ) = fTm; T m j m  0g. It
is important to see that there exists only one word w 2 LT which corresponds to the matrix Tm for any
integerm and the wordw is always reduced. For instance, " is the only word in LT for the matrix T 0 = I
which is the identity matrix.
It remains to construct two signed automata A0 and AT for L0 and LT which recognize the set of
words in L0 and LT , respectively, also with the set of reduced words corresponding to words in L0 and
LT , respectively. Then, we can see that the cardinality of the following set L0 \ LT implies the number
of matrices in S of the form BT tC with different exponents t.
Since we can decide the finiteness of any regular set of matrices, the problem of deciding whether
there exists an infinite number of matrices in S transforming x into y is also decidable. ut
Theorem 4.2. The finite vector ambiguity problem for finitely generated matrix semigroups in SL(2;Z)
is decidable.
Proof:
Recall that BT tCx = BT t
0
Cx = y always holds from Lemma 3.2. Therefore, the finite vector am-
biguity problem is equivalent to the problem of deciding whether or not there exists a finite number of
different matrices M of the form M = BT tC in the matrix semigroup S such that Mx = y for every
target vector y. Remind that we can compute the matrix C in polynomial time based on the given vec-
tor x = [x1; x2]T such that Cx = [d; 0]T where d = gcd(x1; x2). In other words, the matrix semigroup
S is finitely ambiguous with respect to x if and only if the following condition holds:
maxfxB j B 2 SL(2;Z); xB = jft j BT tC 2 Sgjg <1; (6)
where Cx = [d; 0]T and d = gcd(x1; x2).
Suppose that we are given n matrices M1;M2; : : : ;Mn from SL(2;Z) as generators of the semi-
group S. Let w1; w2; : : : ; wn 2  be words encoding the generators, such that '(wi) = Mi for
1  i  n. Then, we can define a regular language LS corresponding to S over  = fs; rg as
LS = fw1; w2; : : : ; wng+: Then we construct a signed automaton
A = (hQ+; Q i;; ; I; hF+; F i)
recognizing the language LS = hL+S ; L S i. For every matrix M 2 S, we have a reduced word w 2
fs; rg in L such that '(w) = M or '(w) =  M . Note that if '(w) =  M , then w 2 L+S and
otherwise, w 2 L S .
Consider a subset Q0  Q of states that satisfies the following condition:\
q2Q0
fw j q 2 (I; w)g 6= ;: (7)
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This implies that there are paths from the initial state to the states in Q0 all labeled by w, which in
fact, corresponds to the matrix B.
Now it remains to check whether or not there are words corresponding to an infinite number of
matrices of the form T tC following the word w in the computation ofA. The following set LQ0 contains
words which correspond to matrices D such that BD 2 S:
LQ0 =
[
q2Q0
fw j f 2 (q; w); f 2 Fg:
Let wC 1 2 fs; rg be a word corresponding to the matrix C 1. Then, the regular language LQ0 
fwC 1g contains words corresponding to DC 1 such that BD 2 S. Note that it is possible to construct
a new signed automaton recognizing all reduced words of LQ0  fwC 1g by taking the subset Q0 as the
set of initial states of A and extending the final states with the word corresponding to C 1.
Now we see that LQ0  fwC 1g contains a matrix of the form T t if and only if BT tC 2 S. Here we
make use of the regular language LT which is defined and used in the proof of Theorem 4.1. Remark
that LT contains a unique reduced word for each power Tm of a matrix T , wherem is any integer.
Hence we can decide whether the number of matrices in S of the form BT tC is finite by deciding
whether the following set for each state subset Q0 satisfying Equation (7): (LQ0  fwC 1g)\LT is finite.
We check the existence of the subset Q0 of states satisfying Equation (7) and containing an infinite
number of words in LQ0 corresponding to T tC matrices by enumerating all possible state subsets. There-
fore, the finite vector ambiguity problem is decidable. ut
In the context of semigroup freeness problem, we can also define the finite vector non-freeness prob-
lem as the problem of determining the existence of a target vector v 2 V which is reachable from the
initial vector x by an infinite number of different factorizations of matrices.
As in the finite vector ambiguity problem, we prove the case when the target vector y is fixed.
Theorem 4.3. Given two vectors x;y and a matrix semigroup S in SL(2;Z), we can decide whether or
not y is finitely non-free with respect to S and x.
Proof:
First we mention that the problem is very similar to the problem of counting the number of matrices
that transforms x into y considered in Theorem 4.1. The only difference is that we count the number of
matrix factorizations instead of matrices from SL(2;Z). Since a matrix M 2 S = hM1;M2; : : : ;Mni
can have multiple factorizations over the generating set fM1;M2; : : : ;Mng, we cannot count the number
of different factorizations of the form BT tC by constructing singed automata and counting the number
of matrices.
Since we are considering the number of factorizations of matrices, we need to keep the unreduced
representations of matrices over fs; rg instead of considering reduced representations.
Let S be the matrix semigroup generated by the set fM1;M2; : : : ;Mng. We compute the unique
canonical word wi for each matrix Mi for 1  i  n and define LS = fw1; : : : wng+ be the regular
language. We also compute two matrices B and C, and let wB and wC be the unique canonical words
such that '(wB) = B and '(wC) = C.
Recall that '(s3r) = T and '(r5s) = T 1. Based on Lemma 2.4, we define a context-free lan-
guage LBT C which is the set of all words corresponding to the set of matrices of the form BTmC
wherem is any integer.
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Since the intersection between a regular language and a context-free language is a context-free lan-
guage, the following language L0 is also context-free:
L0 = LS \ LBT C :
For each factorization of matrix M in S, we have a corresponding word in LS and especially in L0
if M can be factorized into BTmC for some integer m. Note that we may have multiple factorizations
ofM corresponding to the same word in LS since two different factorizations of matrices can be to the
same matrix. However, it is impossible that infinitely many factorizations of M correspond to a word
in LS since the lengths of some factorizations should be also infinite as we do not consider reduced
representation in LS :
Therefore, we can see that the cardinality of L0 is infinite if and only if there exists an infinite number
of factorizationsM1M2 : : :Mn 2 S such thatM1M2 : : :Mnx = y. Since we can decide whether or not
a given context-free language is finite, we show that the problem is decidable. ut
We leave open the decidability of the finite vector non-freeness problem. We believe that the problem
is also decidable but a little bit more complicated than the finite vector ambiguity problem because there
is a possibility of losing some information about factorizations of matrices if we use signed automata in
which we consider accepting computations on reduced words over fs; rg for corresponding matrices.
Since we have considered the problem of determining finiteness of vector ambiguity of matrix semi-
groups, it is natural to compute the exact threshold of finitely vector ambiguous matrix semigroups.
Given a matrix semigroup S, a vector x, and a non-negative integer k (in unary representation), for every
target vector y, does there exist at most k different matrices in S which transform x into y. We call the
problem the k-vector ambiguity problem.
Interestingly, the k-vector ambiguity problem is PSPACE-hard by the reduction from the DFA inter-
section emptiness problem. First we start with showing the decidability of the case when we are given
both initial and target vectors as follows:
Corollary 4.4. Given two vectors x;y, a finitely generated matrix semigroup S in SL(2;Z), and a posi-
tive integer k 2 N, we can decide whether or not y is k-ambiguous with respect to S and x.
Proof:
We use a similar approach to the proof of Theorem 4.1. The only difference is that here we need to count
the number of matrices of the formBT tC from the matrix semigroup S instead of deciding the finiteness
of the set of such matrices. Since the L0\LT is a regular set and we can simply enumerate every elements
of the finite regular set, we can decide whether or not there exist at most k different matrices M 2 S
such thatMx = y. ut
Now we are ready to show that the k-vector ambiguity problem is decidable and PSPACE-hard.
Theorem 4.5. The k-vector ambiguity problem for finitely generated matrix semigroups in SL(2;Z) is
decidable and PSPACE-hard.
Proof:
Recall that BT tCx = BT t
0
Cx = y always holds from Lemma 3.2. Therefore, the finite vector am-
biguity problem is equivalent to the problem of deciding whether or not there exists a finite number of
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different matrices M of the form M = BT tC in the matrix semigroup S such that Mx = y for every
target vector y. Remind that we can compute the matrix C in polynomial time based on the given vec-
tor x = [x1; x2]T such that Cx = [d; 0]T where d = gcd(x1; x2). In other words, the matrix semigroup
S is k-ambiguous with respect to x if and only if the following condition holds:
maxfxB j B 2 SL(2;Z); xB = jft j BT tC 2 Sgjg  k;
where Cx = [d; 0]T and d = gcd(x1; x2).
Simply speaking, while enumerating all possible state subsetsQ0 satisfying
T
q2Q0fw j q 2 (I; w)g 6=
;, we check the following condition: j(LQ0  fwC 1g)\LT j  k: If there exists a state subset where the
above inequality does not hold, we decide that S is not k-ambiguous with respect to x since there exist
more than k matrices in S of the form BT tC so that the matrices transform x into the same target vector.
Otherwise, S is k-ambiguous with respect to x.
For the PSPACE-hardness of the problem, we reduce the DFA intersection problem [19] to the k-
vector ambiguity problem. The DFA intersection problem is, given k + 1 DFAs Ai; 1  i  k + 1, to
decide whether or not the intersection of k + 1 DFAs is empty.
LetAi = (Qi;A; i; si; Fi) be the ith DFA, whereQi = fq0; q1; : : : ; qng is a finite set of states, A
is an alphabet, i is the transition function, si 2 Qi is the start state, and Fi  Qi is a finite set of final
state. And let us define an alphabet
 = A [ fsg [
k+1[
i=1
(Qi [Qi);
where Qi = [q2Qifqg. We also define a set W of words which encodes the instance of the DFA
intersection problem as follows. For each transition p 2 i(q; a) of Ai, we add a word q  a  p to the
setW . For each start state si of Ai, we add s  si. Then, it is very easy to see that s w  fi 2W+, where
fi 2 Fi, if and only if w 2 L(Ai). Let us define an additional letter  which encodes the word c2jj,
namely, () = c2jj and f(()) = T 4jj. Now we additionally add the following words to the setW .
For each final state fi of Ai, ffi  i j fi 2 Fig  W: Then, we have s  w  i 2 W+ if and only if
w 2 L(Ai).
We claim that SW is k-free with respect to the vector [1; 0]T if and only if the intersection of k + 1
DFAs is empty. We first prove that if SW is k-free with respect to the vector [1; 0]T , then the intersection
of DFAs is empty. Assume that the intersection of k + 1 DFAs is not empty to prove by contradiction.
This implies that there is a word that can be accepted by DFAs A1; : : : Ak+1. Therefore, there are k + 1
words inW+ as follows: s  w  i 2W+ for 1  i  k + 1:
Since f(()) = T 4jj and we have k + 1 matrices in SW which can be represented as follows:
BT 4jji 2 SW for 1  i  k + 1; where B is a matrix from SL(2;Z). By Lemma 3.2, we have a
contradiction since SW is not k-free with respect to [1; 0]T .
Now we prove the opposite direction. Assume that SW is not k-free with respect to [1; 0]T . This
implies that there are at least k+1matricesM1; : : : ;Mk+1 2 SW where each matrix can be decomposed
into the form of BT t. Since Mi 2 SW ; 1  i  k + 1, we have a corresponding word wi 2 W+; 1 
i  k + 1 such that f((wi)) = Mi. By Lemma 2.3, each word wi should be ending with a distinct
number of special symbols . Moreover, since k + 1 DFAs are not connected to each other, wi should
start with s which is an imaginary state connected to every state state of k + 1 DFAs by "-transitions.
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Since the symbol  only appears after canceling a final state, the word wi should be of the form s w i,
where w 2 L(Ai).
We reach the contradiction since there exists a word w that can be spelled out by all k+1 DFAs and
thus, the intersection of DFAs is not empty. Note that the reduction process can be done in polynomial
time. Hence, we prove that the k-vector ambiguity problem in SL(2;Z) is PSPACE-hard. ut
Remark that the k-vector ambiguity problem is in fact, in EXPSPACE as the size of signed automata
can be exponentially large in the size of representation of matrix semigroup S. Therefore, we have an
EXPSPACE upper bound and PSPACE-hard lower bound for the k-vector ambiguity problem. However,
the PSPACE-hardness still applies even if we are given all numeric values of the input in unary represen-
tation. Moreover, the size of signed automata stays polynomial if we assume that the input is given in
unary representation. Hence, we have the following interesting corollary:
Corollary 4.6. The k-vector ambiguity problem for finitely generated matrix semigroups in SL(2;Z) is
PSPACE-complete if we are given all numeric values of the input in unary representation.
Lastly, we consider the k-vector non-freeness problem in which we consider the finite number of dif-
ferent factorizations transforming the given vector x into any target vector. As in the k-vector ambiguity
case, the k-vector freeness problem is decidable if we are given a target vector y as follows:
Theorem 4.7. Given two vectors x;y, a finitely generated matrix semigroup S in SL(2;Z), and a posi-
tive integer k 2 N, we can decide whether or not y is k-non-free with respect to S and x.
Proof:
Note that the proof is based on the proof of Theorem 4.3. Recall that the context-free language L0
contains (unreduced) words which are concatenations of canonical words corresponding to generators
of the matrix semigroup S. Moreover, for every word w in L0, the matrix '(w) can be decomposed as
BTmC for some integer m. It is easy to see that if S has at most k different factorizations of matrices
transforming x into y, then jL0j is finite. The only concern is that some word in L0 may correspond to
multiple factorizations of matrices. We can resolve this problem by counting the number of accepting
runs for each word in L0 from an NFA AS accepting LS . Let (w) be the number of accepting runs of
w 2 L0 on AS . Then, we can conclude that there are
P
w2L0 (w) different factorizations of matrices
transforming x into y. ut
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