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Abstract
We study the repetition of patches in self-affine tilings. In particular, we study the
existence and non-existence of arithmetic progressions. We first show an arithmetic
condition of the expansion map implies the non-existence of one-dimensional arithmetic
progressions in self-affine tilings. Next, we show that the existence of full-rank infinite
arithmetic progression, having pure point dynamical spectrum, and being limit periodic
are all equivalent, for a certain class of self-affine tilings. We finish by giving a complete
picture for the one-dimensional case.
1 Introduction
A tiling is a cover of the Euclidean space Rd by a set of tiles without interior overlaps.
The simplest class of tilings is the one of crystallographic tilings, where a tiling T is
crystallographic if there is translational symmetry T + x = T for the vectors x in a
basis of Rd. Although crystallographic tilings are interesting, the discovery of quasicrystals
requires us to go beyond that regime and study non-periodic tilings, that is, tilings without
translational symmetry. As models of quasicrystals, non-periodic tilings that are “ordered”
are important, although there are several interpretations of the term “ordered”. The most
important interpretation is that the tiling is pure point diffractive, which is equivalent to
having pure point dynamical spectrum ([5]). Being pure point diffractive is also equivalent
to being almost periodic ([8]), which is a property of how patterns (patches) distribute in
the tiling. This is why the distribution of patches in a given tiling, especially the repetition
of finite patches, is important.
Another interpretation of the term “ordered” is that the tiling is limit-periodic. Here,
a tiling is said to be limit-periodic if, except for the tiles of zero density, all tiles T repeats
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crystallographically, which means there is a lattice L of Rd such that the all translates
T + x, x ∈ L, are included in the tiling. We usually further assume that the lattice L
which appear in this way is one in a decreasing sequence of lattices. This is a geometric
version of Toeplitz sequence by [9]. Period doubling tiling and chair tilings are well-known
examples of limit-periodic tiling.
In this paper we deal with a type of repetition of patches, that is, arithmetic progressions
of patches, for self-affine tilings, and discuss its relations with pure point diffraction and
limit-periodicity. A self-affine tiling is a tiling with inflation-subdivision symmetry, which
allows an action by a certain expansive linear map Q that makes larger all tiles, and then
subdivide them into the tiles by original sized tiles. Illustrative examples are found in
Figure 1, called Chair tiling and Penrose tiling.
(a) Chair Tiling (b) Penrose Tiling
Figure 1: Self-affine tiling
A one-dimensional arithmetic progression of a patch P is a patch of the form ⋃nk=1P+
kx, where x is a non-zero vector of Rd. Here, n is either a positive integer or ∞. It is
interesting to observe that the chair tiling would possess such an arithmetic progression as
we see in Figure 1 in diagonal directions. In this article, we show an arithmetic condition
of the expansion map Q implies the non-existence of arbitrary long arithmetic progressions
for fixed P and x, and so in Penrose tilings, the arithmetic progressions stop at certain
finite n which depends on each P and x. This is done in Section 3.
Next, in Section 4 we deal with full-rank infinite arithmetic progressions, which are by
definition patches of the form
⋃
(l1,l2,...ld)∈Zd
P +
d∑
j=1
ljbj,
where {b1, b2, . . . bd} is a basis of Rd. Interestingly, for a class of self-affine tilings, the
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existence of full-rank arithmetic progressions is equivalent to having pure point dynamical
spectrum and also to being limit periodic.
In Section 5 we give a complete picture for one-dimensional case (the case for d = 1).
We finish the article by giving further problems.
All of these are done after giving necessary notations and recalling known results in
Section 2.
2 Notation and known results
In this section we recall notations and known results that are relevant. In the whole article,
B(x,R) is the closed ball in Rd with its center x ∈ Rd and radius R > 0. Often B(0, R) is
denoted by BR. The symbol T denotes the one-dimensional torus: T = {z ∈ C | |z| = 1}.
2.1 Tilings and substitutions
Let Rd be a d-dimensional Euclidean space. Let L be a finite set. An L-labeled tile is a pair
(S, l) of compact non-empty subset S of Rd, such that S◦ = S (the closure of the interior
coincides with the original S), and l ∈ L. We often fix L and call L-labeled tiles just tiles.
For a tile T = (S, l), we write S = suppT and l = l(T ). We also write int(T ) = (suppT )◦.
For T = (S, l) and x ∈ Rd, we set T + x = (S + x, l).
Alternatively, we call a compact non-empty subset S of Rd such that S = S◦ a tile.
Thus tile means either “labeled” or “un-labeled” tile. Both type of tiles are useful in
aperiodic order. For example, if we consider the geometric realization of a constant-length
symbolic substitution, we have to give labels to tiles in order to distinguish two intervals
for different letters. On the other hand, for many geometric substitutions labels are not
necessary. 1 For an unlabeled tile S, we also use the notation suppS = S and int(S) = S◦.
A set P of tiles is called a patch if for any T1, T2 ∈ P with int(T1) ∩ int(T2) 6= ∅, we
have T1 = T2. For a patch P, its support suppP is defined by suppP =
⋃
T∈P suppT . If a
patch T satisfies the condition suppP = Rd, we call T a tiling. Often a patch is assumed
to be a finite set, but in this article we do not assume that. (Infinite patches that are not
tilings appear in this article.) A patch that is a finite set is called a finite patch. Given a
tiling T , a patch P is said to be T -legal if there is x ∈ Rd such that P + x ⊂ T , where for
a patch P in Rd and x ∈ Rd, we set P + x = {T + x | T ∈ P}. A vector x ∈ Rd such that
there is T ∈ T with T +x ∈ T is called a return vector for T . The set of all return vectors
for T is denoted by Ξ(T ).
1Sometimes it is not a good idea to use {(Ai, i) | i = 1, 2, . . . n} as alphabet of a geometric substitution,
since this does not describe the rotational symmetry of substitution (ω(R(P )) = R(ω(P )), where P is a
proto-tile and R is a rotation), which we often use tacitly. It is sometimes more convenient to use unlabeled
tiles and sometimes labeled ones, and so it is useful to include both type of tiles in the definition of tile.
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For a patch P and a subset S of Rd, we define a new patch P ⊓ S via
P ⊓ S = {T ∈ P | suppT ∩ S 6= ∅}. (1)
Define another patch P ∧ S via
P ∧ S = {T ∈ P | suppT ⊂ S}. (2)
Next, we define the densities for patches. We first define van Hove sequences.
Definition 2.1. A sequence (An)n=1,2,··· of measurable subsets of Rd with positive Lebesgue
measures is called a van Hove sequence, if for each compact K ⊂ Rd, we have
lim
n
vol(∂KAn)
vol(An)
= 0,
where vol denotes the Lebesgue measure and
∂KAn = ((K +An) \A◦n) ∪ ((−K + Rd \An) ∩An).
The density dens(An)P of a patch P with respect to a van Hove sequence (An)n is
defined via
dens(An)nP = lim sup
n
1
vol(An)
vol((suppP) ∩An). (3)
We say a patch P has zero density if, for any van Hove sequence (An)n, the density
dens(An)nP is zero.
If the diameters of the tiles in P is bounded from above, we have
dens(An)nP = lim sup
n→∞
1
vol(An)
vol(supp(P ⊓An))
= lim sup
n→∞
1
vol(An)
vol(supp(P ∧An)).
The corresponding dynamical system for a tiling is an important object. To define it,
we need to define a topology on the set of patches. We define the local matching topology,
as follows: for patches P1 and P2, we define a set ∆(P1,P2) to be the set of all real numbers
ε between 0 and 1√
2
such that there are x1, x2 ∈ Bε with
(P1 + x1) ⊓B1/ε = (P2 + x2) ⊓B1/ε.
Define a metric ρ on the space of all patches in Rd via
ρ(P1,P2) = inf ∆(P1,P2) ∪
{
1√
2
}
.
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The topology defined by ρ is called the local matching topology. If we instead use ∧ as a
cutting-off operation, the resulting topology is the same for a large space of patches. It is
known that this metric is complete ([16]).
Given a tiling T , define the continuous hull XT via
XT = {T + x | x ∈ Rd},
where the closure is taken with respect to the local matching topology. Under the condition
of finite local complexity (FLC), this continuous hull is compact. The group Rd continuously
acts on XT via
XT × Rd ∋ (S, x) 7→ S + x ∈ XT .
The pair of XT and this action is called the tiling dynamical system associated to T . The
tiling T is said to be repetitive if, for any finite T -legal patch P, the translates of P appear
in T with bounded gap. If T is repetitive, then the tiling dynamical system (XT ,Rd) is
minimal.
From now on we assume that there is one and only one invariant probability measure
µ for each tiling dynamical system in this article. For the cases we deal with in this paper
(the case of self-affine tilings), this assumption is always satisfied.
If, for a vector a ∈ Rd, there is a non-zero vector f ∈ L2(µ) such that for each x ∈ Rd,
the two maps
XT ∋ S 7→ f(S − x),
XT ∋ S 7→ e2pii〈x,a〉f(S)
coincide µ-almost everywhere, then we call a an eigenvalue for the tiling dynamical system
(XT ,Rd). Here, 〈·, ·〉 is the standard Euclidean inner product. In this case the function
f is called an eigenfunction. If f can be chosen to be continuous, we call a a topologi-
cal eigenvalue and f a continuous eigenfunction. We say T has pure discrete dynamical
spectrum if there is a complete orthonormal basis for the Hilbert space L2(µ) consisting of
eigenfunctions.
Figure 2: Chair substitution
One can construct interesting tilings via substitution rules. Intuitively, a substitution
rule is a recipe for “expanding a tile, followed by subdividing it so that we obtain a patch.”
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(See Figure 2. This is an example of substitution rule, called chair substitution, that
generates chair tilings in Figure 1.) A substitution rule by definition consists of
• an alphabet A, which is a finite set consisting of tiles in Rd,
• an expansion map Q, which is a linear transformation Q : Rd → Rd whose eigenvalues
are greater than 1 in absolute values,
• a map ω which sends each element P of A to a patch ω(P ) consisting of translates
of elements of A such that
suppω(P ) = Q(suppP ).
Often ω is also called a substitution rule. For the example of chair substitution, the
alphabet A consists of the tile on the left-hand side of Figure 2 and its rotations by degrees
90, 180, 270. Q = 2I (where I is the identity matrix) and the map ω sends each elements
of A to the patch that are obtained in the way depicted in Figure 2.
Given a substitution rule ω with an indexed alphabetA = {T1, T2, . . . , Tn}, we associate
a substitution matrix Mω whose (i, j)-element is the number of occurrences of the tile Ti
in ω(Tj). The substitution ω is said to be primitive if the matrix Mω is primitive, which
means its sufficiently large powers have only non-zero elements. The substitution ω is said
to be irreducible if the characteristic polynomial of Mω is irreducible.
Given ω, we can define, in a natural way, a patch ω(P) for a patch P consisting of
translates of tiles in A, by applying the same “expanding and subdividing” to each tile
in P. We can iterate ω and, sometimes, ωn(P) grows larger and larger and converges to
a tiling. Intuitively, a tiling constructed in this way is called a self-affine tiling, of which
formal definition is given below. If a tiling T consists of translates of tiles in A and we have
ω(T ) = T , we call T a fixed point of the substitution rule ω. If moreover ω is primitive
and T has FLC and is repetitive, we call T a self-affine tiling. If the expansion map is
of the form λI for some λ > 1, where I is the identity map, then the resulting self-affine
tiling is called a self-similar tiling. In this case the number λ is called the expansion factor.
Some chair tilings are self-similar tilings with expansion factor 2.
2.2 Arithmetic progressions in tilings
In this subsection we define arithmetic progressions in tilings and describe known results
for them.
Definition 2.2. Let T be a tiling in Rd, P a non-empty finite patch, n an integer greater
than 0 and x ∈ Rd \ {0}. A set of tiles of the form
n⋃
k=1
P + kx
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is called a (one-dimensional) arithmetic progression of length n. A set of tiles of the form
∞⋃
k=1
P + kx
or
∞⋃
k=−∞
P + kx
is called a (one-dimensional) infinite arithmetic progression.
Let B = {b1, b2, . . . , bd} be a basis of Rd, which is regarded as a vector space over R. A
set of tiles of the form
⋃
(l1,l2,··· ,ld)∈Zd
P +
d∑
i=1
libi
is called a full-rank infinite arithmetic progression.
In this paper we discuss the existence and absence of various arithmetic progressions
in various tilings. We first note that the following two lemmas hold:
Lemma 2.3. Let T be a tiling in Rd that has FLC. Let P be a non-empty, finite and
T -legal patch and x ∈ Rd \ {0}. Then the following conditions are equivalent:
1. for each n > 0, the arithmetic progression
⋃n
k=1P + kx is T -legal.
2. for some S ∈ XT , an infinite arithmetic progression
⋃∞
k=1P + kx is S-legal.
3. for some S ∈ XT , an infinite arithmetic progression
⋃∞
k=−∞P + kx is S-legal.
Lemma 2.4. Let T be a tiling in Rd that has FLC and is repetitive. Let P be a non-
empty, finite and T -legal patch and B = {b1, b2, . . . bd} be a basis of Rd. Then the following
conditions are equivalent:
1. for each n > 0, the set
⋃
(l1,l2,...,ld)∈{1,2,...,n}d
P +
d∑
i=1
libi (4)
is T -legal patch.
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2. The infinite arithmetic progression
⋃
(l1,l2,...,ld)∈Zd
P +
d∑
i=1
libi (5)
is S-legal for any S ∈ XT .
Proof. If the first condition is satisfied, there are xn ∈ Rd for n = 1, 2, · · · such that T −xn
contains a patch
⋃
(l1,l2,...,ld)∈{−n,−n+1,...,n}d
P +
d∑
i=1
libi. (6)
Since XT is a compact metric space, we can take n1 < n2 < n3 < · · · such that T − xnj
converges as j → ∞ to some S ∈ XT . This S contains (5). Since the tiling dynamical
system (XT ,Rd) is minimal, for each R ∈ XT there is a sequence y1, y2, · · · ∈ Rd such that
limm→∞ S + ym = R. We can take a subsequence (ymj )j that is convergent mod spanZ B.
We have still R = limj→∞ S+ymj , and this R contains a translate of the infinite arithmetic
progression (5).
Example 2.5. Let ω be chair substitution. As depicted in Figure 3, for P0 and x 6= 0
which are depicted, there is an arithmetic progression of length 2k at the k-th step of
substitution. This means that the chair tilings satisfy the equivalent condition of Lemma
2.3, for this P0 and x. If we pick an arbitrary finite patch P that appears in chair tilings,
since a translate of P is included in ωl(P0) for some l > 0, we see for P and 2lx, there are
arbitrarily long (one-dimensional) arithmetic progressions in chair tilings. We will see that
the chair tilings have full-rank infinite arithmetic progressions by using Theorem 4.8.
Example 2.6. Let ω be table substitution ([3, Example 6.2]). As is seen at the center
of Figure 4, there are arbitrarily long arithmetic progressions (in horizontal direction) in
self-similar tilings for ω. However, we will see by using Theorem 4.7 that there are no
full-rank infinite arithmetic progressions in those tilings, since they do not have pure point
dynamical spectrum ([19, Example 7.3]).
To prove the existence of arithmetic progressions in tilings, the following theorem is
useful:
Theorem 2.7 ([7],Theorem 2.6). Let X be a compact metric space and T1, T2, . . . , Tl com-
muting continuous maps of X to itself. Then there is a point x ∈ X and a sequence
nk →∞ such that T nki x→ x simultaneously for i = 1, 2, . . . , l.
Using this multiple Birkhoff recurrence theorem, the authors of [15] proved the following
theorem:
8
Figure 3: Arbitrarily long arithmetic progressions in chair tiling
Theorem 2.8 ([15], Theorem 2). Let T be a tiling in Rd that has FLC. Given ε > 0 and
a finite set F ⊂ Rd, there exist n ∈ Z>0 and a patch P such that
1. the support of P covers a ball of radius 1/ε, and
2. for each u ∈ F there is a vector c ∈ Rd with ‖c‖ < ε with
P + nu+ c ⊂ T .
Given a tiling T in Rd of FLC, x ∈ Rd \ {0} and n > 0, by applying Theorem 2.8 for
F = {0, x, 2x, . . . , (n − 1)x} and ε > 0, we see there are a patch P that covers a ball of
radius 1/ε and m > 0 such that an “almost arithmetic progression”
n⋃
k=1
P + kmx+ ck
is T -legal. (“ Almost” means that there is an error term ck with ‖ck‖ < ε.)
If we start with a non-empty finite patch Q and assume that T is repetitive, then if ε
is small enough every patch of T that covers a ball of radius 1/ε contains a translate of Q.
If ε is small enough in this sense, the P contains a translate Q+ y of Q, and so
n⋃
k=1
Q+ kmx+ ck
is T -legal.
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Figure 4: A patch generated by table substitution
10
If T has Meyer property, we will have an “exact” arithmetic progression without the
error terms. Assuming the tiling T has Meyer property, which means the set of all control
points forms a Meyer set, then there is r > 0 such that
(Ξ− Ξ) ∩Br = {0},
where Ξ = Ξ(T ) is the set of all return vectors (page 3). If there is such r, by taking
ε < r/4 we see
(k + 1)mx+ ck+1 − (kmx+ ck) = kmx+ ck − ((k − 1)mx+ ck−1)
for each k, and so by denoting this vector by z we see
n−1⋃
k=0
Q+ kz
is T -legal. We have proved the following Corollary:
Corollary 2.9. If T is repetitive and has FLC and Meyer property, then for any finite
T -legal patch P and n > 0, there is z ∈ Rd \ {0} such that
n⋃
k=1
P + kz (7)
is T -legal. The direction z/‖z‖ can be chosen arbitrarily close to any given vector of length
1.
A condition for T to have Meyer property is given in [12]:
Theorem 2.10 ([12]). Let T be a self-affine tiling in Rd with an expansion map Q. Suppose
Q is diagonalizable over C and all the eigenvalues are algebraic conjugates and have the
same multiplicity. Then T has Meyer property if and only if the spectrum sp(Q) is a Pisot
family, which means that whenever λ ∈ sp(Q), µ an algebraic conjugate of λ and |µ| ≧ 1,
then we have µ ∈ sp(Q).
Corollary 2.11. Let T be a tiling as in Theorem 2.10 and assume sp(Q) is a Pisot family.
Then for any finite T -legal patch P and n > 0, there is z ∈ Rd\{0} such that the arithmetic
progression (7) is T -legal. The direction z/‖z‖ can be chosen to be arbitrarily close to any
given vector of length 1.
Recently, this Corollary was generalized in [10], as follows:
Theorem 2.12 ([10]). Let Λ be a Meyer set in Rd. Then, for each positive integers r and
k, there is R > 0 such that, for any coloring of points in Λ in r colors and any x ∈ Rd,
there is a monochromatic arithmetic progression of length k inside Λ ∩B(x,R).
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This van der Waerden-type theorem is more general than Corollary 2.11 because it
is valid for arbitrary Meyer set and arbitrary coloring. Corollary 2.11 is obtained from
this theorem, except for the last statement on z/‖z‖ in the corollary, when we apply this
theorem to the Meyer set {x ∈ Rd | P + x ⊂ T }.
This Corollary proves the existence of arithmetic progression, given P and the length
n of arithmetic progression. Comparing this to Lemma 2.3, we then ask:
Question 2.13. Given a tiling T , a patch P, a return vector x ∈ Rd \ {0} and n > 0, is
the arithmetic progression
n⋃
k=1
P + kx (8)
T -legal? Given T , P and a return vector x, is the arithmetic progression (8) always T -legal
for any n > 0?
We will answer this question in Section 3. The answer is negative under an assumption
on the tiling T , and for a tiling such as Penrose tiling, the length n of arithmetic progression
when we fix P and x is bounded.
By the same argument as Corollary 2.11, we can prove the following “full-rank version”:
Theorem 2.14. Let T be a tiling as in Theorem 2.10 and assume sp(Q) is a Pisot family.
Then for any finite T -legal patch P and n > 0, there is a basis {b1, b2, . . . , bd} of Rd such
that patch
⋃
(l1,l2,...,ld)∈{1,2,...,n}d
P +
d∑
j=1
ljbj
is T -legal. The set {b1/‖b1‖, b2/‖b2‖, . . . , bd/‖bd‖} can be chosen arbitrarily close to any
subset of cardinality d of the unit sphere that form a basis of Rd.
Then the natural question is the following (compare Lemma 2.4) :
Question 2.15. Given a tiling T in Rd, are full-rank infinite arithmetic progressions T -
legal?
We will address this question in Section 4. Under an assumption, the existence of full-
rank infinite progressions is equivalent to the pure discrete spectrum of the associated tiling
dynamical system, in which case we can actually prove that the tiling is limit-periodic.
3 The non-existence of arbitrary long arithmetic progres-
sions
In this section we prove several results on non-existence of arbitrary long arithmetic pro-
gressions that have a fixed distance in a self-affine tiling, and so answer Question 2.13.
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3.1 An argument using continuous eigenfunctions
In this subsection we prove Theorem 3.1, which states that there are not arbitrary long
arithmetic progressions, if the expansion constant is irrational and Pisot.
Theorem 3.1. Let ω be a primitive and FLC tiling substitution with an expansion factor
λ that is irrational and Pisot. Let T be a fixed point of ω. Assume T is non-periodic and
repetitive. Then for any T -legal, nonempty and finite patch P and v ∈ Rd \ {0}, there is
n0 ∈ N such that
⋃n0
n=0(P + nv) is not T -legal.
Remark 3.2. If we drop the assumption that λ is irrational, there is a counterexample
for the statement, as we have shown in Example 2.5. We do not know if there is a coun-
terexample if we drop the assumption that λ is Pisot. For the one-dimensional case, there
is no arbitrarily long arithmetic progressions if λ is irrational (Theorem 5.1).
We divide the proof into several lemmas, as follows. First we define AP , which will
play an important role in the proof.
Definition 3.3. Let T be a tiling and P be a patch. We consider a set
AP = {S ∈ XT | P ⊂ S}.
Although this is dependent on T , we denote it just by AP , since in this subsection T is
fixed.
For each S ∈ XT , we have S ⊃ P if and only if S ∈ AP .
Lemma 3.4. Let T be a tiling in Rd that has FLC. Let f be a continuous T-valued eigen-
function for (XT ,Rd) with an eigenvalue a ∈ Rd. Let v ∈ Rd \{0} and P be a T -legal finite
patch. Suppose 〈a, v〉 is irrational and T \ f(AP) 6= ∅. Then there is n0 ∈ N such that the
union
⋃n0−1
n=0 (P + nv) is not T -legal.
Proof. Let T : T→ T be an irrational rotation for λ = e2pii〈a,v〉, that is, the map defined by
z 7→ λz. By the unique ergodicity of (T, T ) and the characterization of unique ergodicity
([20, Theorem 6.19]) , if we take a positive continuous function ϕ on T the support of which
does not intersect with f(AP), the convergence
1
n
n−1∑
k=0
ϕ(T k(z))→
∫
T
ϕdµ,
where µ is the Haar probability measure, is uniform for z ∈ T. There is n0 ∈ N such that the
sum 1n0
∑n0−1
k=0 ϕ(T
k(z)) is positive for any z ∈ T, since ∫ ϕdµ is positive. This means that
some of ϕ(T k(z)) (k = 0, 1, . . . , n0−1) is positive, which means that λkz = T k(z) /∈ f(AP).
To prove the conclusion of this lemma, take S ∈ XT . Since λnf(S) = f(S − nv), there is
n ∈ {0, 1, . . . n0 − 1} such that f(S − nv) /∈ f(AP). This means S − nv /∈ AP , and by the
definition of AP , P + nv is not included in S. We have proved whenever we take S ∈ XT ,
S does not include ⋃n0−1n=0 (P + nv), which means this union is not T -legal.
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The above lemma proves an arithmetic progression does not appear in T . In order to
prove Theorem 3.1, it is natural to ask when the condition f(AP) 6= T is satisfied. The
next lemma gives a sufficient condition for this to hold.
Note that we have defined the notation ∧ in (2) in page 4. In the next lemma, the
important point is that we can take R that is independent of x.
Lemma 3.5. Let T be a tiling of Rd which has FLC. Let f : XT → T be a continuous
eigenfunction. Then for any ε > 0 there is R > 0 such that,
• S1,S2 ∈ XT ,
• x ∈ Rd, and
• S1 ∧B(x,R) = S2 ∧B(x,R)
imply |f(S1)− f(S2)| < ε. Therefore, given a continuous eigenfunction f , if R > 0 is large
enough and a patch P covers a ball of radius R, then T \ f(AP) 6= ∅.
Proof. Since f is continuous, there is R > 0 such that if S1,S2 ∈ XT and
S1 ∧B(0, R) = S2 ∧B(0, R),
then |f(S1)− f(S2)| < ε. In order to prove the statement of this lemma, take S1,S2 ∈ XT
and x ∈ Rd, and assume
S1 ∧B(x,R) = S2 ∧B(x,R).
Then
(S1 − x) ∧B(0, R) = (S2 − x) ∧B(0, R),
and so |f(S1 − x)− f(S2 − x)| < ε. Since we have
|f(S1)− f(S2)| = |e2pii〈a,x〉f(S1)− e2pii〈a,x〉f(S2)| = |f(S1 − x)− f(S2 − x)|,
we have proved the first claim.
To prove the second claim, we take ε > 0 small enough, so that if a subset B ⊂ T has
the diameter less than ε, then T\B 6= ∅. For this ε, there exists R as above. If P is a patch
that covers B(x,R) for some x ∈ Rd and S1,S2 ∈ AP , then S1 ∧ B(x,R) = S2 ∧ B(x,R),
and so |f(S1)− f(S2)| < ε. This means the diameter of f(AP) is less than ε.
The proof for Theorem 3.1. Let {b1, b2, . . . bd} be a basis of Rd consisting of topological
eigenvalues for (XT ,Rd). Such basis exists by [18, the last part of page 13].
For P and v as in the statement of the theorem, there is i such that 〈bi, v〉 6= 0. Let
f be a T-valued continuous eigenfunction for bi. If k > 0 is large enough, ω
k(P) covers a
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large region, and by Lemma 3.5, the diameter of f(AP) is less than 1/2. We also see for
any sufficiently large k, λk〈bi, v〉 /∈ Q, since if for two k < k′ the inner products are in Q,
then λk
′−k ∈ Q, which does not hold for irrational Pisot λ.
To prove the statement of this theorem, we assume that for any n0 > 0,
⋃n0
n=0(P + nv)
is T -legal and prove that this leads to a contradiction. Under this assumption, for any
n0 > 0 and k > 0 the patch
⋃n0
n=0(ω
k(P) + nλkv) is T -legal since T is invariant under ω.
But this contradicts Lemma 3.4.
Example 3.6. Penrose tilings are essentially the same (MLD) as Robinson triangle tilings,
which are generated by a substitution with expansion constant 1+
√
5
2 . This is a irrational
Pisot number and, by Theorem 3.1, we see that there are no arbitrary long arithmetic
progressions when we fix P and x.
3.2 An argument using an internal space
In this section, we introduce another method to show the non-existence of infinite arith-
metic progressions in a given self-affine tiling (Theorem 3.7). The argument relies on [13,
Theorem 4.1] and valid for a more general class of self-affine tilings, whereas Theorem 3.1
is valid only for self-similar tilings.
Let T be a self-affine tiling by proto-tiles {T1, T2, . . . Tm} with an expansion map φ. We
assume φ is diagonalizable over C and all eigenvalues are algebraic conjugates of the same
multiplicity J . We select control points of tiles of color i, that are located in the relatively
same position in tiles of the same color with the property
φΛ ⊂ Λ,
where Λ =
⋃m
i=1Λi and each Λi is the set of all control points of the tiles of color i.
Since φ is diagonalizable and the multiplicity of the eigenvalues of φ are always J , if the
real eigenvalues are λ1, λ2, . . . , λs and imaginary eigenvalues are µ1 = a1 + b1
√−1, µ1 =
a1 − b1
√−1, . . . µt = at + bt
√−1, µt = at − bt
√−1, there is a basis B of Rd such that the
matrix [φ]B of φ with respect to B is
[φ]B =


A 0 0 · · · 0
0 A 0 · · · 0
...
. . .
...
0 · · · A

 ,
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where
A =


λ1 0 0 · · · 0
0 λ2 0 · · · 0
...
. . . 0
λs
a1 −b1 · · ·
b1 a1
. . .
0 at −bt
0 bt at


.
(This is the real canonical form of φ.) Let αj (j = 1, 2, . . . , J) be the vector of R
d such
that the representation with respect to the basis B is
(0, 0, . . . , 0, 1, 1, . . . 1,︸ ︷︷ ︸
from (j − 1)m+ 1 to jm
0, . . . 0)
where m = s+ 2t.
By [13, Theorem 4.1], there exists an isomorphism ρ : Rd → Rd such that ρφ = φρ and
Λ ⊂ ρ(Z[φ]α1 + · · · + Z[φ]αJ ).
This is the first tool that we use in Theorem 3.7.
The other tool is the following. By [19, Lemma 6.5], there exists a finite set F ⊂ Λ−Λ
such that for any element x ∈ Λ− Λ, there are n > 0 and w1, w2, . . . , wn ∈ F with
x =
n∑
i=0
φiwi. (9)
With these machinery we can prove the following:
Theorem 3.7. Let T be a self-affine tiling of Rd with the expansion map φ. Suppose
φ is diagonalizable over C and all the eigenvalues are algebraic conjugates with the same
multiplicity J . If there exists a Galois conjugate β of eigenvalues of φ such that |β| < 1,
then for any return vector x ∈ R\{0}, there is n0 ∈ N such that T +nx /∈ T for all n > n0
and T ∈ T . Therefore, for each i and x 6= 0, there is n0 > 0 such that
⋃n0
k=1 Ti + kx is not
T -legal.
Proof. Without loss of generality, we may assume that ρ is identity.
16
For each q1(x), q2(x), · · · qJ(x) ∈ Z[x], the representation of the vector q1(φ)α1 + · · · +
qJ(φ)αJ with respect to the basis B is 

q1(A)1
q2(A)1
...
qJ(A)1


where 1 ∈ Rm is the vector whose entries are all 1. Define a well-defined injective map
Φ: Z[φ]α1 + · · · + Z[φ]αJ → CJ by

q1(A)1
q2(A)1
...
qJ(A)1

 7→


q1(β)
q2(β)
...
qJ(β)

 .
Since the set F in (9) is finite and |β| < 1, we can observe that the image of Λ by
Φ is bounded. If x ∈ Λ − Λ and x 6= 0, then since Φ(x) 6= 0, there is n0 such that
‖Φ(n0x)‖ = ‖n0Φ(x)‖ is greater than the diameter of Φ(Λ). This implies that if y ∈ Λ,
then for each n > n0 we have Φ(y + nx) /∈ Φ(Λ) and y + nx /∈ Λ.
4 The existence and non-existence of full-rank infinite arith-
metic progressions
In this section we investigate Question 2.15 for self-affine tilings in Rd. In particular,
we prove that, under additional assumptions, the existence of full-rank infinite arithmetic
progressions implies the pure point spectrum of the tiling (Theorem 4.7), and the converse
(Theorem 4.8). Then the conclusion of Theorem 4.8 is strengthened by showing the tiling
is in fact limit periodic (Theorem 4.15).
4.1 Full-rank infinite arithmetic progressions imply pure point spectrum
The key notion here is overlap coincidence, which is under an mild assumption equivalent
to pure point spectrum.
Definition 4.1 ([19]). Let T be a tiling. A triple (T, y, S), with T, S ∈ T and y ∈ Ξ(T ),
is called an overlap if the intersection supp(y + T ) ∩ supp(S) has non-empty interior. We
say that two overlaps (T, y, S) and (T ′, y′, S′) are equivalent if for some g ∈ Rd we have
y + T = g + y′ + T ′, S = g + S′. Denote by [(T, y, S)] the equivalence class of an overlap.
An overlap (T, y, S) is a coincidence if y + T = S. The support of an overlap (T, y, S) is
supp(T, y, S) = supp(y + T ) ∩ supp(S).
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We define the subdivision graph GO(T ) for overlaps. Assume T is a self-affine tiling
with expansion map Q and substitution ω. Its vertices are equivalence classes of overlaps
for T . Let O = (T, y, S) be an overlap. We will specify directed edges leading from the
equivalence class [O]. Then ω(y + T ) = Qy + ω(T ) is a patch of Qy + T , and ω(S) is a
T -patch, and moreover,
supp(Qy + ω(T )) ∩ supp(ω(S)) = Q(supp(T, y, S)).
For each pair of tiles T ′ ∈ ω(T ) and S′ ∈ ω(S) such that O′ := (T ′, Qy, S′) is an overlap,
we draw a directed edge from [O] to [O′].
The following equivalence is useful when we discuss overlaps.
Lemma 4.2. For an overlap O = (T, y, S), the following conditions are equivalent:
1. there is n > 0 such that ωn(T + y) ∩ ωn(S) 6= ∅.
2. from the equivalence class [O] there is a path that leads to an equivalence class of
coincidence.
We also use the following two lemmas concerning overlaps.
Lemma 4.3 ([14], Lemma A.8). . Let T be a self-affine tiling such that Ξ(T ) is a Meyer
set. Then the number of equivalence classes of overlaps for T is finite.
We set
Dx = T ∩ (T + x) (10)
for a tiling T in Rd and a vector x ∈ Rd.
Lemma 4.4 ([14], Lemma A.9). Let T be a self-affine tiling with expansive map Q such
that Ξ(T ) is a Meyer set. Let x ∈ Ξ(T ). The following are equivalent:
(i) limn→∞ dens(DQnx) = 1;
(ii) 1− dens(DQnx) ≤ Crn, n ≥ 1, for some C > 0 and r ∈ (0, 1);
(iii) From each vertex O of the graph GO(T ) such that O = [(T,Qkx, S)] for some
T, S ∈ T and k > 0, there is a path leading to a coincidence.
Theorem 4.5 ([19],Theorem 6.1). Let T be a self-affine tiling with an expansion map Q
such that Ξ(T ) is a Meyer set. If there exists a basis B for Rd such that for all x ∈ B,
∞∑
n=0
(1− dens(DQnx)) <∞ ,
then the tiling dynamical system (XT , µ,Rd) has pure discrete spectrum.
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By these two results we have the following corollary:
Corollary 4.6. Assume Ξ(T ) is a Meyer set. Let B be a basis of Rd that is included in
Ξ(T ). Suppose for each overlap (S,Qky, T ) with y ∈ B and k > 0, there is a path from
[(S,Qky, T )] to a coincidence (that is, there is n > 0 such that ωn(S +Qky)∩ ωn(T ) 6= ∅).
Then the dynamical system (XT , µ,Rd) is pure discrete.
It is known from [12] that a self-affine tiling with pure discrete spectrum have the Meyer
property. So it is natural to assume the Meyer property for pure discrete spectrum.
Theorem 4.7. Let T be a self-affine tiling in Rd with expansion map Q for which Ξ(T )
is a Meyer set. Suppose that there exist a tile T0 ∈ T and a lattice L on Rd such that
{T0 + v | v ∈ L} ⊂ T and Q(L) ⊂ L. Then (XT , µ,Rd) has pure discrete spectrum.
Proof. We first note that L ⊂ Ξ(T ). We consider all the overlaps which can occur from the
translation vectors in L. For each overlap O = (T, y, S), y ∈ L, we can find some integer
n ∈ N such that n-th inflation of the support of the overlap O contains at least one element
of {T0 + v | v ∈ L}, i.e. there exists u ∈ L such that
supp(T0 + u) ⊂ Qn(supp(T, y, S)).
By the assumption that {T0 + v | v ∈ L} ⊂ T ,
T0 + u ∈ ωn(S).
Since QL ⊂ L, T0 + u − Qny ∈ ωn(T ). Therefore the overlap O = (T, y, S) admits a
coincidence in the n-th iteration. We can choose a set of the vectors B := {y1, . . . , yd} ⊂ L
which forms a basis of Rd. By using QB ⊂ L and applying Corollary 4.6 to B, we see the
dynamical system is pure point.
4.2 Pure discrete spectrum and lattice property imply full-rank infinite
arithmetic progressions
In this subsection we discuss the existence of full-rank infinite arithmetic progressions under
the following setting:
Setting 1. Let ω be a primitive FLC substitution rule in Rd with expansion map Q. Let
us denote the alphabet by A = {T1, T2, . . . , Tκ}. Let T be a self-affine tiling generated by
ω. We take a control points from each tile of T . The symbol Λi will denote the set of all
control points of tile type i. Let Ξ = Ξ(T ) be the set of all return vectors of T .
Moreover, assume that
1. the tiling T has pure discrete dynamical spectrum, and
2. the group L generated by Ξ is a lattice in Rd.
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In this subsection we first prove the following:
Theorem 4.8. Under the assumption of Setting 1, there are full-rank infinite arithmetic
progressions in T .
This implies that the chair tiling admits a full-rank infinite arithmetic progressions,
although this fact is directly proved. Note that the assumption that L is a lattice cannot
be dropped, since for Penrose tilings, there are no full-rank infinite arithmetic progressions
by Theorem 3.1. To prove Theorem 4.8, we use the following characterization of being
pure discrete diffractive:
Theorem 4.9 ([11]). Let M = (Mi)i=1,2,...,n be a primitive substitution Delone multi-colour
set such that every M -cluster is legal and M has FLC. Then the following are equivalent:
1. M has pure discrete dynamical spectrum;
2. There are N > 0, i ∈ {1, 2, . . . , n} and η ∈Mi such that
QN (Ξ(M)) ⊂Mi − η,
where Q is the expansion map and Ξ(M) =
⋃
i(Mi −Mi).
The second condition in this characterization is called algebraic coincidence. In our
context given at the beginning of this subsection, where T is a self-affine tiling and Λi is
the set of all control points of the tiles of type i, we have Ξ(T ) = Ξ(Λ), where Λ = (Λi)i≦m.
We can apply Theorem 4.9 to Λ, because every Λ-cluster is legal by the following theorem:
Theorem 4.10 ([14]). Let M be a repetitive primitive substitution Delone multi-colour
set. Then every M -cluster is legal if and only if M is representable.
To prove Theorem 4.8, we assume algebraic coincidence holds, and so there are N > 0, i
and η ∈ Λi such that
QN (Ξ) ⊂ Λi − η.
Lemma 4.11. There is K > 0 such that
Ξ− Ξ− Ξ− · · · − Ξ︸ ︷︷ ︸
K times
= L.
Proof. Since Ξ is relatively dense, there is a positive integer R such that every ball of radius
R contains a point in Ξ. If K is large enough, all of the elements in a finite set L∩B(0, R)
are included in
Ξ + Ξ + · · ·+ Ξ︸ ︷︷ ︸
K times
.
If x ∈ L, then there is y ∈ Ξ such that |x − y| ≦ R. The claim follows since x − y ∈
L ∩B(0, R).
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Lemma 4.12. For each k ∈ Z>0, we have
QkN(Ξ − Ξ− Ξ− · · · − Ξ︸ ︷︷ ︸
k times
) ⊂ Ξ.
Proof. We prove by induction. First, by algebraic coincidence
QN (Ξ− Ξ) ⊂ Λi − Λi ⊂ Ξ.
Next, suppose we have proved
QkN(Ξ − Ξ− Ξ− · · · − Ξ︸ ︷︷ ︸
k times
) ⊂ Ξ.
for some k > 0, then we can prove the similar inclusion for k + 1 by using
QkNΞ ⊂ Ξ.
Corollary 4.13. There is M > 0 such that QML ⊂ Ξ.
The proof for Theorem 4.8. Take M > 0 as in Corollary 4.13. A translate of an infinite
arithmetic progression {Ti + x | x ∈ QM+NL} is included in T , because
QM+NL ⊂ QNΞ ⊂ Λi − η.
In fact, we can prove a stronger statement that T is limit-periodic, which is defined
as follows. To define it, recall the density of patches are defined in (3) in page 4. Using
density, we define limit periodic tilings:
Definition 4.14 ([6], Definition 4.2). We say a tiling S is limit periodic if there are a
subset P ⊂ S of zero density and a decreasing sequence L1 ⊃ L2 ⊃ · · · of lattices of Rd
such that for any T ∈ S \ P there is n with {T + x | x ∈ Ln} ⊂ S.
For example, period doubling sequence and repetitive fixed points of chair substitution
are limit periodic ([4]).
Let ω be a substitution rule with an expansion map Q and an alphabet A. For each
P ∈ A, the patch ω(P ) is the result of “expanding P by Q and then subdividing it”.
Henceforth we also use “subdividing without expanding” map, which is denoted by σ and
defined via
σ(P ) = Q−1(ω(P )).
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(See Figure 5.) Here, we set Qk(T ) = (Qk(S), l) for each labeled tile T = (S, l) and
k ∈ Z, and Qk(P) = {Q(T ) | T ∈ P} for each patch P. We will also “subdivide without
expanding” Ql(P ) + x’s, where l ∈ Z, x ∈ Rd and P ∈ A, and so define
σ(Ql(P ) + x) = Ql−1(ω(P )) + x.
For each patch P of which elements are of the form Ql(P ) + x, we set
σ(P) =
⋃
T∈P
σ(T ).
Figure 5: Chair substitution ω and the corresponding subdivision map σ
Then we have the following properties:
1. σ(P) is also a patch consisting of tile of the form Ql(P )+x and suppσ(P) = suppP.
2. σ ◦Ql = Ql ◦ σ for any l ∈ Z.
We now proceed to the proof of the following theorem:
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Theorem 4.15. Under the assumption of Setting 1 at the beginning of this subsection, the
tiling T is limit periodic. In particular, there is a patch P ⊂ T of zero density such that,
if T ∈ T \ P, then {T + x | x ∈ Ql(L)} ⊂ T for some natural number l.
We divide the proof into lemmas. First, by using Lemma 4.3 and replacing ω with its
power, without loss of generality we may assume that, for each overlap (S, x, T ) for T , we
have
ω(S + x) ∩ ω(T ) 6= ∅, (11)
which is equivalent to
σ(S + x) ∩ σ(T ) 6= ∅. (12)
Set Vmax = maxP∈A vol(P ), Vmin = minP∈A vol(P ) andD = |detQ|. (Here, vol denotes
the Lebesgue measure.)
In what follows we tacitly use the following result on the boundary ∂T of tiles T in
self-affine tilings:
Lemma 4.16 ([17]). Let T be a tile in a self-affine tiling. Then vol(∂T ) = 0, where vol
denotes the Lebesgue measure.
Lemma 4.17. For an overlap (S0, y0, T0) and k ∈ Z>0, set
Kk = supp(σ
k(S0 + y0) ∩ σk(T0)).
Then, for each k, Kk ⊂ Kk+1 and
1− vol(Kk+1)
vol((suppS0 + y0) ∩ suppT0) ≦
(
1− Vmin
DVmax
)(
1− vol(Kk)
vol((suppS0 + y0) ∩ suppT0)
)
,
(13)
and so vol(Kk)→ vol((suppS0 + y0) ∩ suppT0) as k →∞.
Proof. If k > 0, S ∈ σk(S0 + y0), T ∈ σk(T0), intS ∩ intT 6= ∅ and S 6= T , then there is
US,T ∈ σ(S) ∩ σ(T ). It is clear that intUS,T ∩Kk = ∅, since otherwise S = T . We have
1− vol(Kk+1)
vol((suppS0 + y0) ∩ suppT0) ≦ 1−
vol(Kk)
vol((suppS0 + y0) ∩ suppT0)
− 1
vol((suppS0 + y0) ∩ suppT0)
∑
vol(suppUS,T ),
where the sum is for all S and T with the above condition. The claim of the lemma follows
from the observations
D−kVmax card{(S, T ) ∈ σk(S0 + y0) ∩ σk(T0) | T 6= S, intT ∩ intS 6= ∅}
≧ vol((supp(S0 + y0) ∩ suppT0) \Kk),
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and
vol(suppUS,T ) ≧ D
−k−1Vmin.
Set
Pk =
⋂
x∈Ξ
σk(T − x).
Note that by Lemma 4.17, we have suppPk ⊂ suppPk+1 for each k > 0.
Lemma 4.18. There is a natural number M such that for any k > 0 and S ∈ Pk, the tile
QkS is a tile in T with {QkS + x | x ∈ Qk+ML} ⊂ T .
Proof. By algebraic coincidence, there is M such that
QML ⊂ Ξ, (14)
by Corollary 4.13. If k > 0 and S ∈ Pk, then for each x ∈ Ξ we have S + x ∈ σk(T ). By
the definition of σ, we see Qk(S) +Qk(x) ∈ Qkσk(T ) = ωk(T ) = T . By (14), we can set
x = QM (y) for each y ∈ L.
Lemma 4.19. If T ∈ T does not satisfy {T + x | x ∈ Ql(L)} ⊂ T for any l > 0, then
T /∈ QkPk for any k.
Proof. This is clear by Lemma 4.18.
By this lemma, the proof of Theorem 4.15 is completed if we prove the density of each
Pk is large enough. We now show this.
Lemma 4.20. For all van Hove sequence (An)n, we have
lim
k→∞
dens(An)nT \QkPk = 0.
(In fact, the convergence as k →∞ is uniform for all van Hove sequence (An)n.)
Proof. For each S ∈ T and x ∈ Ξ, by Lemma 4.17 we have, as k →∞,
vol supp(σk(S) ∩ σk(T − x)) = vol supp

 ⋃
T∈T ⊓(intS+x)
σk(S) ∩ σk(T − x)


=
∑
T∈T ⊓(intS+x)
vol supp(σk(S) ∩ σk(T − x))
→
∑
T∈T ⊓(intS+x)
vol(suppS ∩ (suppT − x))
= vol suppS. (15)
24
We now show that this convergence is uniform in S and x.
We consider the map
T × Ξ ∋ (S, x) 7→ {[S, x, T ] | T ∈ T ⊓ (intS + x)}. (16)
The image of (S, x) by this map consists of the equivalence classes [S, x, T ] of overlaps
(S, x, T ), where we take all T ∈ T such that (S, x, T ) are overlaps. Since there are only
finitely many equivalence classes of overlaps, there is a finite set F ⊂ T × Ξ such that for
any (S, x) ∈ T × Ξ there is (S′, x′) ∈ F with
{[S, x, T ] | T ∈ T ⊓ (intS + x)} = {[S′, x′, T ] | T ∈ T ⊓ (intS′ + x′)}.
In this case there is y ∈ Rd such that S = S′ + y and
σk(S) ∩ σk(T − x) = σk(S) ∩

 ⋃
T∈T ⊓(intS+x)
σk(T − x)


= σk(S′) ∩

 ⋃
T∈T ⊓(intS′+x′)
σk(T − x′)

+ y
= σk(S′) ∩ σk(T − x′) + y.
This means the convergence in (15) is uniform in S ∈ T and x ∈ Ξ.
We use the fact that the overlaps are finite up to equivalence, for one more time. Take
S ∈ T and fix it. Consider a map
Ξ ∋ x 7→ {[S, x, T ] | T ∈ T ⊓ (intS + x)}.
(Here, we move only x and fix S, unlike the map (16), which moves both S and x.) Since
the range of this map is a finite set, there is a finite set FS ⊂ Ξ such that for any x ∈ Ξ
there is y ∈ FS with
{[S, x, T ] | T ∈ T ⊓ (intS + x)} = {[S, y, T ] | T ∈ T ⊓ (intS + y)}.
Note that cardFS ≦ N for some constant N independent of S, where N = 2
N0 and N0
is the number of all equivalence classes of overlaps in T . (N is the number of all subsets
of the set of equivalence classes of overlaps.) We will use this estimate for the estimate of
the density of σk(T ) \ Pk, as follows.
Let ε be an arbitrary positive real number. There is a natural number k0 such that if
k ≧ k0, S ∈ T and x ∈ Ξ, we have
0 ≦ vol suppS − vol supp(σk(S) ∩ σk(T − x)) = vol supp(σk(S) \ σk(T − x)) < ε.
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For any van Hove sequence (An)n, k ≧ k0 and any n,
lim sup
n→∞
1
vol(An)
vol supp((σk(T ) \ Pk) ∧An)
= lim sup
n
1
vol(An)
∑
T∈T ∧An
vol supp(σk(T ) \ Pk)
≦ lim sup
n
1
vol(An)
∑
T∈T ∧An
∑
x∈FT
vol supp(σk(T ) \ σk(T − x))
≦ lim sup
n
1
vol(An)
∑
T∈T ∧An
Nε
≦
Nε
Vmin
,
where we used the fact that
σk(T ) \ Pk =
⋃
x∈Ξ
σk(T ) \ σk(T − x)
=
⋃
x∈FT
σk(T ) \ σk(T − x)
and
Vmin card T ∧An ≦ vol(An).
We now finish the proof. Take a van Hove sequence (An)n. For each k ≧ k0, (Q
−kAn)n
is again a van Hove sequence. By T = ωk(T ) = Qkσk(T ), we have
dens(An)nT \QkPk = lim sup
n
1
vol(An)
vol supp((T \QkPk) ∧An)
= lim sup
n
1
vol(Q−kAn)
vol supp((σk(T ) \ Pk) ∧Q−kAn)
≦
Nε
Vmin
,
and so dens(An)nT \QkPk tends to 0 as k →∞.
5 The conclusion for one-dimensional case
By what we have proved, we have the following complete picture for the one-dimensional
case:
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Theorem 5.1. Let T be a self-similar tiling in R with an expansion constant λ such that
all supports of tiles in alphabet are intervals.
1. If λ is irrational, then there are no infinite arithmetic progressions in T .
2. If λ is rational (i.e. it is a natural number), then the following three conditions are
equivalent:
(a) T admits infinite arithmetic progressions.
(b) T is limit periodic.
(c) T has pure discrete dynamical spectrum.
Proof. The second statement is clear by Theorem 4.7, Theorem 4.8 and Theorem 4.15. We
shall prove the first statement.
Suppose λ is irrational. We assume there are a tile T ∈ T and x > 0 such that
{T + kx | k ∈ Z} ⊂ T ,
and prove this will lead to a contradiction. By primitivity, if n > 0 is large enough, there
is y ∈ R such that T + y ∈ ωn(T ). We take n that is large enough in this sense and such
that λn is irrational. We have
T = ωn(T ) ⊃ ωn({T + kx | k ∈ Z})
=
⋃
k∈Z
ωn(T ) + kλnx
⊃ {T + y + kλnx | k ∈ Z}.
Let q : R → R/xZ be the quotient map. Then {q(y + kλnx) | k ∈ Z} is an orbit of
irrational rotation, which is dense in R/xZ. For any ε > 0, there is k ∈ Z such that
q(y + λnkx) ∈ q((0, ε)). This means there are m ∈ Z and z ∈ (0, ε) such that
y + kλnx = mx+ z.
Both T + y + kλnx and T +mx are in T and, if ε is small enough compared to the size
of T , their interiors overlap, which means these are the same tile. On the other hand,
z 6= 0 means these are not the same, and we have a contradiction. We have proved the
first statement.
Remark 5.2. Although we described Theorem 5.1 as a “complete picture”, it is not clear
when T has pure discrete dynamical spectrum. The Pisot conjecture, which states a
self-similar tiling for unimodular substitution with Pisot expansion factor has pure point
dynamical spectrum, has not been proved. However, we have an algorithm to decide if a
given self-similar tiling has pure discrete dynamical spectrum ([1]).
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If the substitution ω is also irreducible, we can prove the first claim of Theorem 5.1 by
using Perron-Frobenius theory, as follows.
Assume ω has an indexed alphabet A = {T1, T2, . . . , Tn} and is primitive. By Perron-
Frobenius theorem, there is the positive eigenvalue that is greater than any other eigen-
values in modulus. We call it the Perron-Frobenius eigenvalue, and for substitutions it
coincides with the expansion factor. Let (lj)j=1,2,...,n and (rj)j=1,2,...,n be left and right
eigenvectors, respectively, with positive elements, which exist uniquely up to scalar multi-
ples.
Lemma 5.3. [2, Lemma 4.3] If ω is primitive and irreducible, then the d-entries of (lj)j∈A
(resp. (rj)j∈A) are linearly independent over Q.
Recall that by primitivity, the corresponding tiling dynamical system is uniquely er-
godic, which is equivalent to having uniform patch frequency.
We now prove that an infinite arithmetic progression cannot be observed in a self-
similar tiling generated by an irreducible primitive substitution ω with the cardinality of
the alphabet greater than 1. Note that irreducibility implies λ is irrational.
Theorem 5.4. Let ω be a one-dimensional irreducible primitive substitution with interval
supports of alphabets and with the cardinality of the set of alphabet greater than 1. Let T0 be
a repetitive fixed point. If T be a tiling in XT0 , then for any tile T ∈ T and non-zero vector
v, the patch {T + kv | k ∈ N} is not included in T . Therefore, there are no arbitrarily long
arithmetic progressions if we fix the distance v 6= 0.
Proof. Assume that {T + kv | k ∈ N} is included in T . We prove that this leads to a
contradiction, for the case where v > 0. The case where v < 0 is proved in a similar way.
Consider a legal patch Pk (k ∈ N) of interval support whose left most tile is T +kv and the
right most tile is the tile just before T + (k + 1)v. The support of patch Pk is the interval
of the fixed length v which is filled by translates of alphabets Tj ’s with cardinalities nj’s
where j ∈ {1, 2, . . . n}. Then the cardinality vector (nj)j∈{1,2,...n} ∈ Nd is independent of
the choice of k by Lemma 5.3. For each m > 0, the patch
⋃m−1
k=0 Pk contains mnj translates
of Tj for j ∈ {1, 2, . . . , n} and has support [0,mv]. By uniform patch frequency, this shows
that ri = ni/(
∑n
j=1 nj) ∈ Q for i ∈ {1, 2, . . . , n}. It gives a contradiction to Lemma 5.3.
6 Further questions
In Theorem 3.1 we assumed the expansion factor λ is irrational and Pisot. If λ is rational,
which means it is a natural number, there may be arbitrarily long arithmetic progressions
even if we fix the distance x ∈ Rd \ {0}, as we have seen in Example 2.5 and Example
2.6. However we do not understand the situation where we drop the Pisot assumption.
There may be one-dimensional arithmetic progressions of arbitrary length. Moreover, the
existence and the absence of infinite one-dimensional arithmetic progressions may depend
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on the choice of a tiling from the hull. For example, we do not know if there is a tiling
in the hull of table substitution that do not admit infinite one-dimensional arithmetic
progressions.
The study of full-rank infinite arithmetic progression in Section 4 is also not complete.
We have assumed several conditions, such as that Q(L) ⊂ L in Theorem 4.7. We do not
know what happens if we drop these assumptions.
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