Graphs are used for many purposes in natural sciences, social sciences, computer science, engineering, business, and media. In some cases, graphs have been drawn by computers but digital data is lost and only the printed drawing is left. Hence, the user wants to reconstruct the graph from the drawing, e.g. a UML diagram from a drawing of an older software system where the original design is only left as documentation on paper. We offer a approach based on image processing and optical character recognition (OCR) to solve a larger sub-task of this overall problem. We reconstruct the graph topology and node labels directly from the drawing and store the result in a digital graph format. Especially, we deal with crossing edges and node labels inside outside nodes.
Introduction
Graphs belong to the most fundamental and most often used structures in computer science. They are also heavily used as a modeling tool throughout fields like mathematics, statistics, natural science, engineering, business, and social sciences. Graphs provide a means to quickly assimilate information and even trends present in the information in a more intuitive way than reviewing long lists of numerical data. Especially, the description of relations between entities is essentially their domain.
Sometimes, a graph does only exist as a printout or in hand printed form. This may be due to loss of electronic data or just the result of manual drawing. In this case, a user may want to convert the image with the drawing into digital graph data for further processing. A typical example would be UML diagrams from an older software system where the original design is only left as documentation on paper. A software engineer would like to import this documentation in his UML software to compare with the actual implementation or as a starting point for a refactoring of the software system. This paper considers a sub-problem of this large task. The graph, we suppose, is part of a document image and contains three various elements, namely nodes, edges and labels [4] . Our approach starts directly with the image. Furthermore, we allow crossing edges and use optical character recognition (OCR) software to transform the labels into text. For this purpose, we generate small text files which contain just one label each which are then processed by OCR software to generate a text file containing the recognized label. Therefore, we extend our earlier work [20] which did not allow crossing edges and label transformation. We assume that we are given a graph drawing where the edges are represented as lines, and the nodes are represented by geometric objects like circles or rectangles, which are connected by the edges. In addition, we assume that the node labels are inside the nodes or outside the nodes without touching the node boundary or the edge.
Summing up, our method takes a grey scale image of such a drawing as input and reconstructs the graph. We store the graph topology including node labels in GraphML, a widely used file format for graphs [2] . The method offered can be utilized in applications such as recognition and interpretation of software engineering drawings.
The remainder of this paper is organized as follows: section 2 looks at the some related works. We give a problem description in section 3. In section 4, we present the five steps of our technique. Post-processing steps on the image are discussed in section 5, and label detection and recognition are discussed in section 6. Results are given in section 7, and finally conclusions are drawn in section 8.
Related Work
Considerable amount of research has been published in image processing. Processing of images containing graph drawings is a closely related problem. In our method below, we use several processing steps that are well known from image processing: Thresholding is used to reduce a gray scale image to a binary image, noise reduction reduces the amount of a defective pixels that aren't part of the image detail, segmentation isolates different elements in the image, and, finally, thinning and boundary detection enable easier subsequent detection of relevant features and objects of interest [16] . Most text books on image processing contain several powerful approaches for these tasks. These early steps of our method are quite similar to the approach taken in [20] . However, the method in this paper can not deal with crossing edges.
A look into the literature reveals that the tracking of edges has been researched intensively in image processing. Often, people were interested in obtaining lines with a width of one pixel through appropriate thinning [12, 15, 17] . Since thinning can destroy continuity, additional processing is often used to prevent this to happen. Furthermore, many thinning methods require extensive noise reduction [1] before the thinning takes place because noise reduces the efficiency and effectiveness of the process. The thin edges allow the computation of connected pixel chains, see e.g. Freeman and Davis [8] . Such pixel chains allow to compress images, but our image analysis needs to know the full line structure with every it's branches and the topology at every junction. Therefore, we do not follow this direction of research. In contrast, we use ideas of Das and Chandra [4] to follow the edges. Their method was motivated by ideas of Harris et al. [10] . They coded the skeleton of a line "with pixel values 0, 1, 2 and 3 for background pixels, end of line, intermediate line pixel and junctions, respectively" [4, 19, 13] . Sometimes, a pixel of code 3 may represents a spurious junction. It is also possible to preserve topological features, besides connectivity and branching, see Kasturi et al. [14] . A method without thinning was presented by Zhu-Jianxin et al. [11] that uses a artificial graph to analyze the junctions of edges. As Das and Chandra [4] point out, one can use these ideas for vectorization to obtain the graph adjacency, but it creates higher computational cost than their alternative. Therefore, we build on their approach.
In addition to the topological graph structure, we are also interested in reconstructing parts of the annotation. In our case, this concerns the extraction of node labels that are written inside or outside near of the nodes. In general, label extraction and recognition are rather hard tasks which have created a lot of the research work in this field. Therefore, generality of the techniques described in the literature are very specific in regard to the type of documents they can process. Most graphs contain labels, thus, the graph image has to be segmented to determine the label regions so that optical character recognition (OCR) techniques can be utilized only to these regions. In general, the OCR performance and efficiency is greatly improved if only the correctly segmented regions are sent to the OCR system. An early method in [7] presented an algorithm which allows to extract text on binary images like electronic circuits. Utilize connected components, a selection of potential characters is implemented utilize the components characteristics. In [5] , the first step of the approach is based on the detection of likely text regions. The characters are then explained as high level horizontal variations of gray scale and are detected by a specific filter based on horizontal gradient computation. Unluckily, this approach is limited to horizontal text detection [18] . The results of the segmentation were not very convincing, so we did not use this method. In our case, we assume that the labels are single words that appear either near or inside the node area. Since we identify these node regions for node detection in an earlier step, the problem of label region detection and association with the corresponding node is much easier than the general case. We extract the text inside or outside these regions and send it to a standard OCR software.
Problem Description
In applications like software engineering, it may be necessary to redesign or refactor older software systems. If the documentation of the older software is only given by printouts of the UML diagrams, we are faced with the problem of reconstructing a graph from a drawing. Of course, the same task might appear in other application domains as well. Therefore, we try to solve the following problem: Given a grayscale image of a graph, reconstruct the graph and store it in a typical graph file format like GraphML. Here, we assume that we have a digital image of the graph where some noise reduction has already taken place. A typical example if given in Figure 1 . The expected result is the GraphML file shown in Table 1 . n0  n1  n2  Nodes  n3  n4  n5  n6  n7  n8  n9 n10 n11
Overview of Complete Method
In order for the graph drawing to be scanned as a grayscale images, we must convert it into a black-and white image first. Then, the object regions can be isolated from the background. Binarization satisfies this purpose by choosing a gray level threshold automatically, and categorizing every pixel as belonging to the foreground regions or background regions according to whether it's gray level is greater or less than the threshold. Selecting a value of good threshold often relies upon the image resolution and document. Additionally, the scanned image contains of randomly distributed specks of noise due to many sources including aging, photocopying, during data capture, or the bad quality of the paper. This noise must be eliminated to simplify the automatic analysis process [9, 3] . According to our problem description, we have an image of the graph and want to transform it into a file containing a graph data structure (GraphML format). Our approach builds on previous work of others and contains five essential steps:
1. Image segmentation separating graph drawing and background.
2. Morphological operations to separate edges and nodes.
3. Edge tracking to reconstruct graph connectivity.
4. Label reconstruction using optical character recognition (OCR).
Creating GraphML file.
Flowchart shows the complete flow of this process in Figure 2 .
For the segmentation, we rely on the segmentation approach by Fan et al. [6] . We have already used this method in a previous paper [20] where we reconstructed graphs without edge crossings. As there is a description of this step in these papers, we do not describe the necessary steps in this article. Essentially, the approach consists of a series of basic image processing operations like smoothing, edge detection, and region growing which leads to a binary image that contains the graph drawing as foreground and the remainder as background.
As described as well in our previous paper [20] , we use a morphological opening with a radius of half the diameter of the thin structures to remove the edges. From this, we can reconstruct the individual nodes (assuming that they do not overlap). By removing the nodes, we get also the union of all edges as image.
In contrast to our previous work, we do not assume that the edges do not cross in this paper. Therefore, we can not use connectivity to find the individual edges. Fortunately, we can use an edge tracking approach by Das and Chanda in [4] to solve this problem. This will be explained in an extra section below. After this step, we know the connectivity of the nodes by the edges.
Since our graphs have labelled nodes, we need to reconstruct the node labels from the graph drawing. We separate the individual labels using our node regions as masks and feed the resulting image into a commercial optical character recognition software (OCR). The details are also explained in an extra section below.
Finally, we have the graph connectivity and node labels, so we need to write the information into a GraphML file. Examples are given in the Results section.
Edge Tracking
In this section, we describe our strategy for finding the edges despite the existence of crossings. The method relies on the approach of Das and Chanda [4] . In an initial step, every pixel in the segmented image is given a specific value. The background pixels get a value of 0, the boundary of (the union of all) edges gets a value of 2 and the inner part of the (union of all) edges gets a value of 1. The value 3 marks the inner pixels of nodes. The boundary of the first node gets the value 4 and all the boundaries of the other nodes get increasing values (say, in clockwise direction), so the boundary of the second node gets 5, the boundary of the third node gets 6, etc. Note that, this procedure allows easily determine the edge of the node and it helps completely in the edge traversal process. In addition, please note that we assume to have less nodes than pixel values. This is no real limit in praxis as one can always increase the number of valid pixel values by using some more memory.
After this pre-processing, Das and Chanda propose the following algorithm: We search for a pixel with a value greater than 3 which must be a boundary pixel of a node. If we have found such a pixel, we walk around the node by staying on pixels with the same value. Since we are looking for the front of an edge, we search for a neighbouring 2 indicating an edge boundary. We call the first 2 a first friend. The second friend is another 2 which is connected by pixels with value 1 along the boundary. If we have found such a pair of friends, we store it with the node. Such a pair of friends marks the start of one edge associated with that node. There may be several edges starting from one node by assumption, the remaining edges associated with the node by using other pairs of friends at the boundary of the node [4] . Therefore, we check for all such pairs of friends at all nodes. Now, we take a pair of friends to start a walk along the edge starting from, say, node X to some (yet unknown) node Y . We let our two friends move along the two boundaries of the edge and "continuously monitor the euclidean distance between them" [4] . If the distance value between our two friends exceeds a threshold value, they may have encountered an crossing and are moving away in opposite directions. Thus, the two friends have to jump to opposite sides, change their directions, and find again the edge along which they were originally moving. Eventually, they reach the node boundary of node Y . This completes moving from node X to node Y along an edge. During the moving of the friends, we label the pixels with the two friends with suitable values for debugging purposes. By repeating this procedure for all found pairs of friends, we find all edges, but twice. We remove duplicate edges to prevent spurious storing of an edge which has previously been traversed [4] .
The success of the approach relies upon the selection of the threshold value of the isolation distance between the friends. Following the original work, we select as threshold value three times the euclidean distance between the two friends when they start. In our cases, this avoided false crossing including jumps in corners of an edge. Since this step is so critical, we apply an additional test which is not mentioned in the original work. If the distance between the two friends exceeds the threshold value, we try to jump with both friends to the other side of the current edge. This means that we let both friends cross an edge by stepping through value 1 pixels until they reach a value 2 pixel. Then, we check if there is a connection of value 2 pixels, i.e. an edge boundary, that connects the two friends. This would mean that the two friends are now on the same boundary of an edge. Only if this is not the case, we accept the crossing. Otherwise, we forget the jump attempt and let our friends go on with their movement without allowing them to go back to a previous position. We also use the following smaller improvements compared to the original algorithm [4] :
• A decrease in the distance between friends after a failed jump attempt indicates that crossing of the threshold limit has happened to causes another than a junction of edges, and where they present well within the threshold limit then both friends are enable to move.
• If the distance between the two friends is growing, we pause the friend who is moving and let the other to move forward. If the distance is still growing, we try a jump; otherwise the increasing distance is due to corners and we continue with the movement without jump attempt.
Label Recognition
Extracting node labels is an important task since the labels carry semantic meaning for humans. Without the labels, most users will not be able to use a graph reconstruction software. In principle, labels can be read by a optical character recognition (OCR) system, but we have to isolate the labels from the rest of the drawing and associate the labels with the corresponding node. (Here, it shall be noted that we consider only node labels and assume that the labels are drawn into the node area which is often the case in software engineering and biological applications). For our purpose, we need a reliable OCR method. Therefore, we use professional software, here Abbyy FineReader. If presented with an image containing only the label of one node, it returns a text file with the label text. Consequently, we can focus on separating the labels from the rest of the image. As mentioned, we assume that the label of a node is located inside the region of the node or outside in the image. In this case, we can use an earlier step that computed the region of each node in the image. We could also use the pixel value assignment in the previous section, since the boundary of each node is marked by values of 4 for node 0, value 5 for node 1, etc. We create a mask for each node that contains a value of 1 in the node pixels and value 0 outside. With this mask, we multiply the original image and get an image where only the label of the associated node is visible. We use this image as input for the OCR software. Finally, we store the node labels as texts for each node. You can see the nodes in Figures 3, 7 and 11 . The resulting isolated labels are shown in Figures 5, 9 and 13.
Results
We tested our method first with the two graph drawings shown in Figures 1, 6 and 10. The first two steps are segmentation and morphological operations. As mentioned before, we apply a method by Fan et al. [6] in a slightly adapted version, see [20] . This allows to find the nodes, see The next step finds the graph connectivity by tracking edges and jumping over crossings. As said before, we adapted a method from Das and Chanda [4] for this purpose. Since we assume node labels, we need to find them as well. For this purpose, we separate the labels from the rest of the drawing by using the node regions as masks. The result can be seen in Figures 5, 9 and 13. The isolated label images are then fed into an OCR software to recognize (and potentially correct) the labels. We used Abbyy FineReader, but any other reliable OCR software would work as well. Finally, we obtain the graph structures as given in Tables 1,  2 and 3. Of course, we applied our method to several other graph drawings with a variety of crossings as see in Figures 14, 15 and 16. We were successful in nearly all cases. However, we found several special challenges that one might consider before directly applying our approach. "The method is sensitive to many crossings in a small area and also crossings at very narrow angle", compare [4] . When attempting to recognize the drawing from Figure 17 many spurious edges are recognized by the tool because in this graph too many edges cross at the same point. In Figure  18 the small crossing angles of the edges lead to spurious outcomes. However, if the crossings are separated by more than three times the edge diameter and edges are separated by more than two times the edge diameter, we found no problems. If such close edges and crossings appear, one needs a smaller threshold for the jump attempts. On the other side, this creates problems with crossings at very narrow angle. Generally, this leads to conflicting requirements that need to be solved by further research.
In addition, our method supposes robust connection between the nodes and the edges, while simultaneously, we need disconnected labels for their soft isolation. This can also limit the application of the presented approach, but it is often easy to check manually if such cases might occur. Furthermore, we did also not look into the deletion of extraneous objects.
Conclusion
We presented a method for reconstructing graphs from images. We allow for crossing edges and include node labels in the reconstruction. If the nodes and edges are strongly connected, the crossings are separated by about three edge diameters and edges are separated by about two edge diameters (except for crossings, of course), the method works reliable in our tests. In our tests, we assumed that labels are inside or outside the nodes. In general, the approach combines a robust image segmentation with the identification of edges despite the existence of crossings, nodes, label nodes and their adjacency. The technique in this papers requires strong connectivity between nodes and edges. Therefore,any noise reduction technique that is applied before the use of our method has to ensure that edge connectivity is not broken. As a final step, we store the nodes with their labels and the edges as a GraphML file. N01  N02  N03  N04  N05  N06  Nodes  N07  N08  N09  N10  N11  N12  N13  N14  N15  N16  N17  N18  N19  (N03, N04 ) (N03, N02) (N03, N01) (N03, N06) (N04, N07) (N04, N01) (N04, N05) (N02, N01) (N02, N06) (N02, N05) (N07, N08) (N07, N09) Edges (N07, N10) (N01, N05) (N08, N09) (N08, N11) (N09, N10) (N06, N13) (N05, N13) (N10, N11) (N10, N13) (N11, N17) (N12, N14) (N12, N17) (N12, N15) (N12, N18) (N13, N14) (N14, N16) (N17, N18) (N17, N16) (N15, N18) (N15, N16) (N15, N19) (N18, N19) (N16, N19) Table 3 . GraphML file 
