Abstract. We show that the log canonical threshold polytopes of varieties with log canonical singularities satisfy the ascending chain condition.
Introduction
Let (X, ∆) be a log canonical pair over C and D ≥ 0 be an R-Cartier divisor. The log canonical threshold of D with respect to (X, ∆) is defined to be lct(X, ∆; D) = sup{t ∈ R | (X, ∆ + tD) is log canonical}.
It can be viewed as a measurement for the complexity of the singularities. A conjecture due to Shokurov [Sho88, Sho92] predicts that in any fixed dimension, when the coefficients of ∆, D are chosen from a set which satisfying descending chain condition (DCC), then the set of all log canonical thresholds satisfies ascending chain condition (ACC) (c.f. Definition 3.1). [Sho88, Sho92] discovered that there are many situations where similar results should hold (c.f. [Kol92] §18.14).
This conjecture attracts considerable attention due to its relation to termination of flips [Sho04, Bir07] . There are many partial results towards Shokurov's conjecture (see [Ale94, Pro01, Pro02, MP04, dFM09] , etc.). This conjecture was eventually proved for the smooth case (or more generally with bounded singularities) in [dFEM10, dFEM11] and without any assumption on the singularities in [HMX14] . We should notice that [dFEM10, dFEM11] and [HMX14] use different methods where the former is more algebraic and the later is more geometric. The (non-standard) algebraic method in [dFM09] encodes a sequence of ideals in a single object. This process was reinterpreted by algebraic geometry language and called generic limit in [Kol08] . We recommend [Kol08] for a nice survey of log canonical threshold and generic limit.
In [LM11] , Libgober and Mustaţȃ analogized the log canonical threshold of a single divisor, and defined log canonical threshold polytopes (LCTpolytopes) for multiple divisors. To be precise, let (X, ∆) be a log canonical pair and let D 1 , . . ., D s ≥ 0 be R-Cartier divisors (we call them testing divisors). The LCT-polytope P (X, ∆; D 1 , . . . , D s ) of D 1 , . . . , D s with respect to (X, ∆) is {(t 1 , . . . , t s ) ∈ R s ≥0 | (X, ∆ + t 1 D 1 + . . . + t s D s ) is log canonical}. Then as a generalization of Shokurov's conjecture on LCT-polytopes, it is natural to ask for a fixed dimension and a fixed number of testing divisors, if the coefficients of divisors are chosen from a DCC set, then does the set of LCT-polytopes satisfy the ACC property under the inclusion of polytopes?
Among other things, [LM11] settled this problem when the varieties are smooth. Their method relies on the generic limit. It is natural to ask what happens if there is no restrictions on the singularities. Can one still apply the results of [HMX14] to this setting? We should notice that the generic limit construction readily extends to the multiple divisors and the proof in [LM11] parallels to the single divisor case. However, one will immediately encounter difficulties when applying [HMX14] . For example, suppose we consider two testing divisors, and thus P (X, ∆; D 1 , D 2 ) is a two dimensional polytope (suppose it is non-degenerate). It is possible to construct a sequence of strictly increasing convex polytopes {P i } i∈N , such that {P i } i∈N stabilizes along any vertical line, any horizontal line, and any line passing through the origin, but the sequence of polytopes {P i } i∈N is not stable near the common vertex τ (see Figure 1) . The idea to get around this difficulty is a two-step procedure by looking at a sequence of vertical lines approaching to the unstable vertex τ each time. By doing this, we are able to give an affirmative answer to the generalized Shokurov's conjecture on LCT-polytopes. Theorem 1.1 (ACC for LCT-polytopes). Let n, s ∈ N be fixed natural numbers and I be a DCC set of positive real numbers. We assume that S := {(X, ∆; D 1 , . . . , D s )} is a set whose elements satisfy the following properties:
(1) X is a normal variety of dimension n, (2) (X, ∆) has log canonical singularities with coefficients of ∆ belong to I, and (3) D 1 , . . . , D s are R-Cartier divisors, and the coefficients of D 1 , . . . , D s belong to I. Then, {P (X, ∆; D 1 , . . . , D s ) | (X; ∆; D 1 , . . . , D s ) ∈ S} is an ACC set.
As we mentioned before, we can not obtain Theorem 1.1 from the case s = 1 directly, it is our hope that Theorem 1.1 would give more information for the complexity of the singularities. Moreover, as pointed by [LM11] , even if one is only interested in the singularities of one divisor D 1 , studying the LCT-polytopes P (X, ∆; D 1 , . . . , D s ) for various testing divisors would reveal information of D 1 .
The proof of Theorem 1.1 is local in natural, that is, it does not use any information outside an Euclidean open set of LCT-polytopes. Hence it works equally well to prove ACC for "local LCT-polytopes" (see Section 5.2). As mentioned before, the argument for Theorem 1.1 is a two-step procedure, this amounts to consider a family of log canonical thresholds parametrized by lines. As an intermediate step, we generalize Theorem 1.5 in [HMX14] for linear functions. Now let F be a set of linear functions with real coefficients, and F| c := {f (c) ∈ R | f (t) ∈ F} be the set of its values at c ∈ R. Instead of considering a divisor whose coefficients are chosen from a fixed set, we allow its coefficients chosen from F. That is, we have ∆(t) = f i (t)D i with D i R-Cartier Weil divisor and f i (t) ∈ F. We write this by ∆(t) ∈ F for convenience. For a real number c ∈ R, we use ∆(c) to denote the value of ∆(t) at c. Moreover, we say that a property holds for ∆(t) on [a, b] if it holds for the ordinary divisor ∆(c) and any c ∈ [a, b]. With these conventions, we have the following result. Theorem 1.2 (Global ACC for linear functions). Let n ∈ N and a, b ∈ R >0 be fixed numbers. Let F be a set of real linear functions and {(X, ∆(t))} be a set of log pairs. Suppose they satisfy the following properties:
(1) X is a normal projective variety of dimension n, (2) for any f (t) ∈ F, f (t) ≥ 0 on [a, b], and F| a , F| b are both DCC sets, ∆(t) ∈ F, (3) there exists a < b X ≤ b (resp. a ≤ a X < b), such that (X, ∆(t)) is lc on [a, b X ] (resp. [a X , b]), and (4) K X + ∆(t) is numerically trivial on [a, b] . Then there is a finite subset F ′ ⊆ F such that ∆(t) ∈ F ′ for any element in {(X, ∆(t))}.
In particular, if F ⊂ [0, 1] is a set of constant functions, this is [HMX14] Theorem 1.5. We should notice that part of our argument relies on [HMX14] , and thus, it does not give an independent proof of [HMX14] Theorem 1.5.
In the same fashion, we obtain an analogy of ACC for Fano spectrum (see [HMX14] Corollary 1.10). For a log pair (X, ∆) such that −(K X + ∆) is an ample R-Cartier divisor, its Fano index is the largest real number r such that −(K X + ∆) ∼ R rH, where H is a Cartier divisor. Corollary 1.3. Let n ∈ N and a, b ∈ R >0 be fixed numbers and B ⊆ [a, b) be a DCC set. Let F be a set of real linear functions and {(X, ∆(t))} be a set of log pairs. Suppose they satisfy the following properties:
(1) X is a normal projective variety of dimension n, (2) for any f (t) ∈ F, f (t) ≥ 0 on [a, b], and F| a , F| b are both DCC sets, ∆(t) ∈ F, (3) there exists b X ∈ B, such that (X, ∆(t)) is log canonical on [a, b X ], and (4) K X + ∆(a) ∼ R 0 while −(K X + ∆(b X )) is ample. Then the set of Fano indices at b X , {r ∈ R | r is the Fano index of (X, ∆(b X )}, is an ACC set.
Lastly, in analysis, the log canonical threshold (or complex singularity exponent) of a holomorphic function f is the largest number c such that |f | −c is L 2 -integrable. It appears in the study of Kähler-Einstein metrics ( [Tia90] ), and further studied in many works (see [DK01, GZ15] , etc.). It is also worthwhile to point out that the related works had already appeared in early 50's (see [Kol08] for references).
In the same vein, the LCT-polytope of multiple holomorphic functions f 1 , . . . , f s can be defined as
It is desirable that more analytic information can be drawn from such polytopes (see Section 5.2).
This paper is organized as follows. Section 2 gives a non-rigorous illustration of the main idea used for the proofs. Under some simplifications, we elaborate how the two-step procedure would lead to a contradiction if LCT-polytopes were not ACC. Section 3 includes the relevant definitions and techniques used in the paper. Section 4 contains the proofs of two auxiliary results. They are obtained by inductions on dimensions. In Section 5, we give the proofs for the theorems and corollaries. At the end of this section, we discuss some observations from our argument and provide some open questions. While it is almost apparent to allow two-step argument for 2 testing divisors, it is not so obvious when the testing divisors are more than 2. The Appendix A is denoted to settle this problem. The argument is elementary, but somewhat lengthy and involved.
The idea of the proof
We feel that one obstacle to grasp our argument is caused by the increased indices due to multiple testing divisors and technical complexity of working with linear functions. In order to orient the reader, we show ACC for LCTpolytopes in the case of surfaces with two testing divisors. In the process of the argument, we will also add some assumptions to simplify the problem.
Let the set of triples {(X i ; D i,1 , D i,2 )} satisfies the assumptions of Theorem 1.1 with dim X i = 2. Let the coefficient set I be DCC and
be the LCT-polytopes. Suppose that we are in the non-degenerate case (i.e. dim P i = 2), and {P i } i∈N forms an increasing sequence. We can intersect each P i by a vertical line {x = p}, p > 0. By the definition of P i (see Definition 3.6), the intersection point (p, t i (p)) satisfies the property that
In other words, t i (p) is the log canonical threshold of D i,2 for (X i , pD i,1 ). As P i is a polytope, t i (p) is a piecewise linear function of p. Notice that because p > 0, the coefficients of D i,2 , pD i,1 lie in I ∪ pI which is still a DCC set. Moreover, as {P i } i∈N is increasing, {t i (p)} i∈N is also increasing. By ACC for log canonical thresholds (c.f. Theorem 3.5), {t i (p)} i∈N has to stabilize. Hence there exists a minimal k(p) ∈ N such that t i (p) = t i+1 (p) for all i ≥ k(p). We call k(p) the length of the line {x = p} along {P i } i∈N .
However, by knowing {P i } i∈N stabilizes along any vertical line is not enough to conclude that LCT-polytopes themselves stabilize. For example, it could happen that there is a fixed vertex for all P i , i ≫ 1, but the 1-dimensional faces connecting with this vertex do not coincide (see Figure  2) . In fact, as we will show later (see Proposition 5.2), this is the only case we need to worry about. From now on, we argue such phenomenon will never happen under our assumptions.
Figure 2
Suppose otherwise, {P i } i∈N is a strictly increasing sequence of LCTpolytopes such that τ = (τ 0 , τ 1 ) is a common vertex with τ 1 > 0, and the 1-dimensional faces F i connecting with τ do not coincide with each other. As {P i } i∈N strictly increases, {F i } do not have the same slopes. Without loss of generality, we can assume the slopes of {F i } are strictly increasing. The analogous part where the slopes are strictly decreasing can be treated similarly.
Notice that for a fixed F i , and any p sufficiently close to τ 0 (from one side), {x = p} intersects with F i (see Figure 2) . On the other hand, for a fixed line {x = p}, it intersects {F i } i∈N for at most k(p) different points. However, {k(p)} cannot be bounded when p approaches τ 0 . Otherwise, the number of unstable faces {F i } i∈N is finite which contradicts to our assumption. Hence, it is enough to have a universal bound for the length k(p) when p is sufficiently close to τ 0 .
Because (X i , pD i,1 + t i (p)D i,2 ) is lc but not klt, one can show that there exists a common dlt modification for any p sufficiently close to τ 0 (see Proposition 3.13).
If there are infinitely i such that for some irreducible component of D i,2 , its coefficient in ∆ i (p) is 1 for all p. Then we have pa i + t i (p)b i = 1 for all p with b i = 0. By passing to a subsequence, we can assume that a i , b i are non-decreasing by DCC property. Thus for any p, t i (p) is non-increasing. This contradicts to the unboundedness of the lengths when p approaches τ 0 .
Thus, we can assume that for any i, neither component of D i,2 has coefficient 1 for any p in ∆ i (p). Then there exists a birational morphism
. Here E i is a reduced exceptional divisor whose discrepancy is −1 and E i intersects with the strict transform of D i,2 (see Lemma 3.9 and Proposition 3.13). For simplicity, we assume that E i is a prime divisor.
We restrict (2) to E i . Because E i is a curve, φ * (K X i + ∆ i (p))| E i ≡ 0, where we use ≡ to denote the numerical equivalence. The left hand side can be computed by the adjunction formula (c.f. Proposition 3.12):
The coefficients of Θ i (p) are of the forms
, they are of the forms
To further simplify the problem, we assume m = 1 and thus
, and q j i is a closed point on E i . Recall that (3) is numerically trivial, we have deg(K E i + Θ i (p)) = 0. As E i must be a rational curve, we have
Notice that at least one r j i,2 = 0 because φ i (E i ) intersects with D i,2 . By DCC of coefficients and τ 1 > 0, {l(i)} is bounded when p approaches τ 0 . By passing to a subsequence, we can assume l(i) = l. Next, by passing to subsequences, we can assume that for each j, {r
are all non-decreasing sequences (see Lemma 3.2 (1)). For the first two indices i 1 , i 2 in this subsequence, and any p sufficiently close to τ 0 , we have
By comparing the coefficients in (6), we see t i 1 (p) ≥ t i 2 (p). Thus the length k(p) ≤ i 1 for any p sufficiently close to τ 0 . This is a contradiction.
It is worth noticing that we have made three major simplifications in the above argument which correspond to three hurdles to overcome in the general case:
First, we assume that there are only two testing divisors. Hence we only need to rule out a configuration as Figure 2 . For multiple testing divisors, we will show that a similar configuration still exists. For this part, see the Appendix A.
Second, we simplify the coefficients after adjunction by putting m = 1. When m > 1, in order to compare (linear) coefficients, we need to use a partial order for sequences of numbers and do some elementary but lengthy argument. The DCC property plays a prominent role in the argument.
Third, we assume that the varieties are surfaces. In higher dimensional cases, we can still do adjunction and obtain some numerically trivial pairs as (3). However, there might be infinitely many possibilities for the exceptional divisors E i , as opposed to be just a rational curve in the surface case. We then run the minimal model program (MMP) to reduce to Fano cases. If the singularities are ǫ-lc for some ǫ > 0, these varieties form a bounded family by [Bir16] (c.f. Theorem 3.16), and we can still obtain some numerical boundedness and proceed to compare the coefficients. If the singularities are worse than ǫ-lc for any ǫ > 0, we generalize some ideas from [MP04] to adapt for our situation.
For the above second and third parts, see Section 4.
Preliminaries

Arithmetic of sets.
Definition 3.1 (DCC and ACC set). A partially ordered set (I, ) satisfies the descending chain condition (resp. ascending chain condition), if for any descending sequence a 1 a 2 · · · (resp. ascending sequence a 1 a 2 · · · ) in I, there exists n ∈ N, such that a i = a j for any i, j ≥ n. For simplicity, we write DCC for descending chain condition and ACC for ascending chain condition.
Two partially ordered sets appear in this paper are the set of real numbers R ordered by usual ≤, and the set of polytopes ordered by inclusion ⊆. In the sequel, we only consider the order ≤ for the (sub)set of R, and ⊆ for the (sub)set of polytopes, and thus will not mention them explicitly at each time.
The proof of the following result is elementary and we omit it.
Lemma 3.2. DCC sets have following properties.
(1) If I is a totally ordered DCC set, then there exists minimal element for I. For any sequence {a i | i ∈ N}, we can always find a nondecreasing subsequence {a i j | j ∈ N}. (2) If I i ⊆ R, i = 1, . . . , n are DCC sets, then
. . , n are DCC sets, then
is a DCC set.
3.2.
Log canonical threshold and LCT-polytope. For basic definitions of log canonical (lc), kawamata log terminal (klt) and divisorial log terminal (dlt) singularities and their properties we refer to [KM98] Chapter 2.
In the sequel, a log pair (X, ∆) consists of a normal variety X and an R-divisor ∆ such that K X + ∆ is R-Cartier. We call it lc (resp. klt, dlt) pair, if (X, ∆) has lc (resp. klt, dlt) singularities. For a birational morphism f : Y → X with Y a normal variety, we have
where the irreducible divisors E run over the components of exceptional divisors Exc(f ) and the strict transforms of ∆, f −1 * (∆). The real number a(E; X, ∆) is called the discrepancy of E for (X, ∆), and it is independent of Y . For a real number ǫ ≥ 0, (X, ∆) is called ǫ-lc if it is lc and the discrepancy a(E; X, ∆) ≥ −1 + ǫ for any divisor E over X. Definition 3.3 (lc place, lc center). Let (X, ∆) be a lc pair. A lc place of (X, ∆) is a prime divisor E over X such that a(E; X, ∆) = −1. A lc center is the image of a lc place on X. 
be a subset of real numbers.
Under the above notation, we have the following fundamental result for log canonical thresholds (see [HMX14] Theorem 1.1). If I and J satisfy the DCC, then LCT n (I, J) satisfies the ACC.
Log canonical threshold can be generalized for multiple divisors (we call them testing divisors) and we get LCT-polytopes (c.f. [LM11] ). 
Because the boundaries of LCT-polytopes are linear equations whose coefficients are determined by a log resolution of (X, ∆) and {D i }, LCTpolytopes are indeed bounded polytopes in R s ≥0 (c.f. [LM11] Lemma 2.3). Notice that the interior of P (X, ∆; D 1 , . . . , D s ) does not correspond to the log canonical threshold of {D i } but we abuse the language and call the whole polytope LCT-polytope.
. . , D i,s )} be an increasing sequence (under the inclusion ⊆) of LCT-polytopes. If along any ray R starting from the origin, this sequence of polytopes stabilizes, i.e. {R∩P i } stabilizes. Then the union ∪ i≥1 P i is a closed set.
Moreover, if the coefficients of ∆ i and D i,j , 1 ≤ j ≤ s all belong to a DCC set I, then the union ∪ i≥1 P i is a compact set.
Proof. Let (x 1 , . . . , x s ) ∈ R s ≥0 be any point such that (x 1 , . . . , x s ) / ∈ ∪ i≥1 P i . Let R be the ray containing the origin 0 and (x 1 , . . . , x s ). If (rx 1 , . . . , rx s ) is the stable point along R, then r < 1. Consider the open set
}, then r ′ > 1 and (r ′ rx 1 , . . . , r ′ rx s ) ∈ P k . This contradicts to the stability of (rx 1 , . . . , rx s ). Thus, (x 1 , . . . , x s ) does not belong to the closure of ∪ i≥1 P i .
For the last statement, let c > 0 be the minimal element of I, then P i ⊆ [0, 1/c] s is bounded. Suppose α i ≥ 0 and consider a ray R := {(α 1 t, . . . , α s t) | t ∈ R ≥0 } (this is the only case we need to consider as P k ⊆ R s ≥0 ). It intersects with P k at the origin and (α 1 t k , . . . , α s t k ) with
The α i I is still a DCC set by Lemma 3.2 (3). By Theorem 3.5, we know {P i } stabilizes along R. Thus ∪ i≥1 P i is closed.
The following result says that for a log pair whose boundary divisor varied as a piecewise linear function, its log canonical thresholds also varied as a piecewise linear function.
Let ∆(t) = f i (t)∆ i be a R-divisor whose coefficients are functions f i (t). Moreover, we assume f i (t) are real piecewise linear functions on [a, b] . In what follows, we write ∆(t), Γ(t), Λ(t), etc., for such divisors. Moreover, we call (X, ∆(t)) is lc, dlt, etc., on The log canonical threshold lct(X, ∆(t); D) can be computed from a log resolution of (X, Supp(∆(t)) ∪ D), and its piecewise linearity follows from the piecewise linearity of f i (t) and the definition of log canonical threshold. We omit the details of the proof. By a similar computation, one can prove the following lemma.
Lemma 3.9. Under the same hypothesis as Lemma 3.8. Suppose the log canonical threshold lct(X,
We do not claim that all the lc centers of (X, ∆(t)+lct(X, ∆(t); D)D) are the same on the entire interval. In fact, at the end points of [a 0 , b 0 ], there might be lc places which are not lc places for the interior point. Besides, we need the lc center intersects with D in order to keep track of the coefficients of D after adjunction.
3.3. Adjunction. In the standard adjunction, there is a lc pair (X, ∆ = S ′ + B) where S ′ is a reduced prime divisor. Let S be the normalization of S ′ , then there exists a divisor Diff S (B) on S such that (
≤ 1, where I ⊆ {1, . . . , m} is a subindex set. Here m, r i are natural numbers, and m is the index of K X + S at a codimensional one point of S. Moreover, the singularities behave well after the adjunction (c.f. [Kol92] §16). We need a linear version of this result in order to do inductions. We first define the coefficient set for this adjunction.
Definition 3.10. Suppose F is a set of linear functions, such that for any
When the interval is clear from the context, we also write Let S ν be the normalization of S, then there is a divisor Θ(t) on S ν , such that
is lc, and the coefficients of Θ(t) belong to
Proof. We can apply the argument in [Kol92] §16 to the fixed c ∈ [a, b]. It suffices to notice that for a divisor P on S ν , the m appeared in its coefficients
after adjunction is the index of K X + S at P . Thus m is invariant when changing c.
3.4.
Divisorially log terminal modification. For a log pair (X, ∆), there exists a dlt pair which only extracts divisors whose discrepancies are at most −1 (cf. [HMX14] Proposition 3.3.1). We need a linear variant of this dlt modification. For simplicity, we assume the log pair has lc singularity and D denote the birational strict transform of a divisor D. (1) Y is Q-factorial, (2) φ only extracts divisors of discrepancy −1, (3) we have
where F is a reduced exceptional divisor independent of t, (4) (Y, F +∆(t)) is dlt on (a, b). Moreover, suppose V is a common lc center which is contained in a component S of ∆(t). We can further assume that there exists a common lc place E for (X, ∆(t)) on [a, b], such that E is a component of F ∪∆(t) and intersects withS non-emptily.
Proof. Let ∆ = ∪∆ i be the union of all the divisors in ∆(t) = f i (t)∆ i . We can take a log resolution of (X, ∆). If V is a common lc center, we can assume that the resolution also contains lc places whose center is V . For a fixed interior point c ∈ (a, b), we obtain a standard dlt modification φ :
It satisfies the properties:
there is a divisor of the form −S − F which is nef over X, where F ≥ 0 is an exceptional divisor (may not be reduced) whose centers are contained in S.
We claim that (Y, a i (t)F i +∆(t)) is also a common dlt modification on the entire open interval (a, b). By the property of dlt singularity, there exists a log resolution
) is a linear function, and greater or equal to
. By the same argument, we see that a i (t) ≡ 1.
Since −S −F is nef over X, the last claim follows from the negative lemma (c.f. [KM98] Lemma 3.39).
Notice that the above common dlt modification is on the open interval (a, b) which is sufficient for our argument. Besides, by the dlt singularities, any irreducible component of F is normal.
3.5. Bounded family.
Definition 3.14 (Bounded family). We say a set of varieties X forms a bounded family if there is a projective morphism of schemes f : Z → T , with T of finite type, such that for every X ∈ X , there is a closed point t ∈ T and an isomorphism Z t ≃ X, here Z t is the fibre of f at t. We need the following result on ǫ-lc Fano varieties which is known as Borisov-Alexeev-Borisov conjecture. 3.6. Two ray game. The following variant of the two ray game (c.f. [MP04] §9) for linear functions will be used in the proof. Roughly speaking, if the log pair is klt, it allows us to pass from one numerically trivial pair to another numerically trivial pair which is lc but not klt, meanwhile the coefficients of divisors are non-decreasing (hence preserves DCC).
Let Y be a normal projective variety with Q-factorial singularities and Picard number two. Then the cone of effective curves of Y is spanned by two rays R and S. Now suppose that we are given a sequence of flips g : Y Y ′ with respect to a fixed pseudo-effective divisor. Then the cone of effective curves of Y ′ is also spanned by two rays R ′ and S ′ . Possibly switching the roles of R and S, we may assume that R is spanned by the first curve that is flipped in Y and that S ′ is spanned by the last flipping curve in Y ′ .
Suppose we have a log pair (Y, ∆(t)), such that K Y + ∆(t) is numerically trivial on [a, b] . Assume that both rays S and R ′ are contractible. Let f : Y → X be the contraction of S and f ′ : Y ′ → X ′ the contraction of R ′ . Assume that f and f ′ are both birational and not small. Let E and E ′ be the corresponding exceptional divisors. As Y, Y ′ are isomorphic in codimensional one, we can identify their Weil divisors and we will use the same notation to denote identified divisors on Y and Y ′ .
We may write
are linear functions and Γ(t) does not contain irreducible components of E, E ′ .
Proposition 3.17 (Two ray game). Under the above assumptions, suppose
, and u(a) = v(a) = 1. Then one of the following two cases holds.
(
is lc on (a, b − ǫ), and there exists a lc center contained in
, and there exists a lc center contained in
is S-nonnegative when c approaches a. As E is negative on S, it follows that when c > a,
be the log canonical threshold of E +λE ′ with respect to K Y +Γ(t)+u(t)E + v(t)E ′ . By definition, it is a non-negative piecewise linear function on [a, b], hence there exists ǫ > 0, such that ζ(t) is linear on (a, b − ǫ). Moreover, K Y + Γ(t) + (u(t) + ζ(t))E + (v(t) + λζ(t))E ′ is numerically trivial on S, and there is a lc center contained in E ∪ E ′ by Lemma 3.9. Let
A priori, it is defined on (a, b−ǫ), but we extend it to (−∞, +∞) by linearity. 
, then we can use the same argument as above on Y ′ for R ′ to obtain (2). Otherwise, we continue the flips. As H · R 1 > 0, the flip Y 2 of Y 1 is obtained by flipping S 1 (hence H · S 1 < 0). By the same argument, we have H · S 2 > 0 and
Again, we can use the same argument as above on Y ′ for R ′ to obtain (2). By continuing this process, we will eventually arrive at Y ′ , and thus obtain (2).
Remark 3.18. The analogous statement which replaces a by b in appropriate places still holds true.
ACC for numerically trivial pairs
Recall the notation in the Section 1 and Section 3. Let F be a set of real linear functions, such that for any f ∈ F, f is nonnegative on [a, b], and F| c := {f (c) ∈ R | f (t) ∈ F} be the set of its values at c ∈ R. We write
is the set of elements of the forms m−1+ n j f j (t) m ≤ 1. In addition, we define
we define a subset of F by putting
The reason to introduce D(F) besides D(F) is because an element of the form m−1+ n j f j (t) m may only ≤ 1 near a.
Theorem N (ACC for numerically trivial pairs). Let n ∈ N and a, b ∈ R >0 be fixed numbers. Let F be a set of real linear functions and {(X, ∆(t))} be a set of log pairs. Suppose they satisfy the following properties:
(1) X is a normal projective variety of dimension n, Theorem P (ACC for numerically trivial pairs of Picard number 1). Let n ∈ N and a, b ∈ R >0 be fixed numbers. Let F be a set of real linear functions and {(X, ∆(t))} be a set of log pairs. Suppose they satisfy the following properties:
(1) X is a normal projective Q-Gorenstein Fano variety of dimension n and Picard number 1,
is also a finite subset of F.
Remark 4.2. Comparing with Theorem N, Theorem P only adds the QGorenstein Fano, Picard number 1 condition in (1), and requires (X, ∆(t)) to be dlt on (a, b X ] in condition (3). But automatically, it is lc on [a, b X ] as lc is a closed condition. Now, we give an induction argument to prove Theorem N and Theorem P. We use Theorem N n , Theorem N ≤ n , etc., to denote Theorem N for varieties of dimension n, ≤ n, etc. Proposition 4.3. Theorem P n and Theorem N ≤ n − 1 implies Theorem N n .
Proof. Let (X, ∆(t)) satisfy Theorem N n . By Proposition 3.13, there exists a common dlt modification φ : Y → X on (a, b X ), such that
where F is a reduced exceptional divisor and∆(t) is the strict transform of ∆(t). For any summand w(t)∆ of ∆(t) with w(t) ∈ D(F), let w(t)∆ be its strict transform. Because K X + ∆(t) is numerically trivial, we have
It is not pseudo-effective on (a, b X ). Thus, for c ∈ (a, b X ), we can run a (K Y + F +∆(c) − w(c)∆)-MMP, Y Y ′ , and it ends with a Mori fibre space (for a reference, see [Loh13] Theorem 2.15).
First, notice that for each c ∈ (a, b X ), we can assume that this process gives the same Mori fibre space as we can let each step of this MMP contract the same −∆-extremal ray. We denote this common Mori fibre space by π : Y ′ → Z. Second,∆ will not be contracted in this MMP and it intersects the general fibre of π. In fact, as w(t) > 0,∆ intersects positively on each contracted extremal ray. Third, as K Y + F +∆(t) ≡ 0 and Q-factorial dlt, its strict transform
is nonzero. Thus we are done by Theorem N ≤ n − 1 . If Z is a point, Y ′ has Picard number one and we are done by Theorem P n .
Proposition 4.4. Let ǫ > 0 be a fixed real number. If X is ǫ-lc for every (X, ∆(t)) in Theorem P n , then Theorem P n holds. In particular, Theorem P 1 holds.
Proof. By [Bir16] (c.f. Theorem 3.16), such X lives in a bounded family. That is, there is a projective morphism of schemes f : Z → T , with T of finite type, such that any X is isomorphism to some fibre of f over a closed point (see Definition 3.14). As X is Q-Gorenstein with rational singularities, by [dFEM11] Theorem B.1 and Noetherian induction on T , we can assume there exists a universal r ∈ N, such that rK X is Cartier for each X. Moreover, we can find a general curve C X in the smooth locus of X, such that rK X · C X is an integer which only attains finite values. In fact, C X can be chosen from general intersections (H| X ) n−1 where H is a f -very ample divisor.
It is enough to show the claim for any sequence {(X i , ∆ i (t))} i∈N . By definition (see 3.10), ∆ i (t) =
As C X i is general and contained in the smooth locus of X, ∆ i,j · C X i = r i,j is a positive integer. Thus,
Since there are finitely many choices for K X i · C X i , by passing to a subsequent, we can assume that −K X i · C X i = K for each i. Thus
. By later, we mean greater-or-equal holds component-wisely and at least one inequality is strict.
If {v i,j (t)} is a not a finite set. By passing to a subsequence, we may assume that
. . , s} for each l.
are in DCC sets, by passing to a subsequence, we can assume that for fixed j, {v i,j (a)} i∈N and {v i,j (b)} i∈N are increasing sequences. Thus,
Fix j, if w i,j (t) ≡ 1 for infinitely many i, by passing to a subsequence, we can assume that w i,j (t) ≡ 1 for each i. Subtracting these terms from (8), and we assume that w i,j (t) is not identically equal to 1 for any i, j.
If s = s ′ , that is, every term m i,j is bounded. By comparing each term in (8), we have v i 2 ,j (t) = v i 1 ,j (t), for any i 2 ≥ i 1 . This contradicts to (9). If s ′ < s, we split (8) to two equalities
Since w i,j (t) is not identically equal to 1, for any j, we may choose c ′ ∈ (a, b) such that w 1,j (c ′ ) < 1 . For any j, s ′ + 1 ≤ j ≤ s, as {m i,j } i∈N goes to infinity, there exists i ′ such that
On the other hand, since w i 2 ,j (t) ≥ w i 1 ,j (t) on [a, b] for any i 2 ≥ i 1 and m i,j = m j for any 1 ≤ j ≤ s ′ , we have w i ′ ,j (c ′ ) ≥ w 1,j (c ′ ), and thus P i ′ (c ′ ) ≥ P 1 (c ′ ). Again, this is a contradiction because
Hence, {v i,j (t)} belongs to a finite set.
Similarly, by comparing each term in (8), we see that w i,j (t) belongs to a finite set D 0 . Since {v i,j (a)} ∪ {v i,j (b)} belongs to a finite set, there exists a
, and thus f (t) belongs to a finite set.
When n = 1, by K X + ∆(t) ≡ 0 and X is normal and smooth, X must be a rational curve when ∆(t) = 0, hence Theorem P 1 holds.
Theorem P n is a special case of Theorem N n , but we need Theorem N ≤ n − 1 to show Theorem P n in the induction.
Proposition 4.5. Theorem N ≤ n − 1 implies Theorem P n .
Proof. It suffices to show Theorem P n for any sequence {(X i , ∆ i (t))} i∈N . By Proposition 4.4, we only need to consider the case n ≥ 2, and possibly by passing to a subsequence, we may assume that the discrepancy of X i is approaching −1. In particular, we may assume that the discrepancy of X i is less than − 1 2 . We will get a contradiction by considering following two cases.
Case A. There exists infinitely many i, such that ∆ i (t) contains a reduced irreducible component S i . By adjunction, we have
and the Θ i (t) ∈ D(F). Since the Picard number of X i equals 1, S i intersects with any nonzero divisor. Now Theorem P n follows from Theorem N ≤ n − 1 .
Case B.
If there is no component of ∆ i (t) on (a, b X i ] whose coefficient is 1. Because (X i , ∆ i (t)) is dlt, by possibly shrinking (a, b X i ], we can assume it is klt on (a, b X i ]. We proceed for several steps.
Step 1. Reduce to the case that there is a divisor A i on X i such that the log discrepancy a(A i ; X i , Λ i (t)) on (a, b X i ] approaches 0 uniformly. By assumption, there is a prime divisor A i , whose log discrepancy a(A i ; X i ) is close to −1. By [BCHM10] Corollary 1.4.3, there exists a birational morphism φ i : Y i → X i , such that
where Y i is Q-factorial and a i = −a(A i ; X). Notice that the Picard number of Y i is equal to 2. By passing to a subsequence, we can assume {a i } i∈N is an increasing sequence, with lim i→+∞ a i = 1. Let
, where a i (t) is a linear function and∆ i (t) is the strict transformation of
Now we discuss what happens at the end point t = a. If a i (a) < 1 for infinitely many i, by passing to a subsequence, we may assume that a i (a) < 1 for any i. Moreover, for any a i (a) < 1, we can find a j > a i (a), and thus a j (a) ≥ a j > a i (a). By passing to a subsequence, we may further assume that {a i (a)} i∈N is increasing. By Lemma 3.11 (1), D(F)| a is a DCC set. Thus the coefficients of a i (a)A i +∆ i (a) belong to a DCC set. Because K X i +a i (a)A i +∆ i (a) ≡ 0, by [HMX14] Theorem 1.5, their coefficients belong to a finite set. This contradicts to that {a i (a)} i∈N is strictly increasing.
Hence, we can assume a i (a) = 1 for any i. By linearity of a i (t) and a i (t) < 1 on (a, b X i ], we see that a i (t) is a decreasing linear function. Recall that
Thus, we can assume that a i 1 (t) < a i 2 (t) for any i 1 < i 2 on (a, b].
For each i, we may find ǫ i > 0, such that a i − ǫ i > 0. As
Notice that the final Mori fiber space can be assumed to be independent of c (c.f. proof in Proposition 4.3). Moreover, every step of this MMP is A i -positive, hence A i is not contracted and the general fibre of π i intersects with A i .
If dim(Z i ) > 0 for infinitely many i, let G = F {a i (t) | i ∈ N}. By restricting to a general fiber of π i and applying Theorem N ≤ n − 1 , we know that {a i (t)} belongs to a finite set. This is a contradiction.
Thus we may assume that Z i is a point for any i, then the Picard number of Y ′ i is equal to 1. As
Step 2. Reduce to the case that there are two divisors A i , B i ⊆ X i such that a(A i ; X i , ∆ i (t)) and a(B i ; X i , ∆ i (t)) approach −1 uniformly. Again, we may assume that X i is not ǫ-lc for any ǫ > 0. As in Step 1, we can find a birational morphism φ i : Y i → X i , such that Let
, where b i (t) is a linear function and∆ i (t) is the birational transformation of ∆ i (t). Furthermore, by the same argument as in Step 1, we may assume that b i (a) = 1 for any i, and b i 1 (t) < b i 2 (t) < 1 on (a, b] for any i 1 < i 2 .
We repeat the process as Step 1 for B i . To be precise, let ǫ i > 0, such 
Step 1, by passing to a subsequence, we may assume that a ′ i 1 1 on (a, b] for any i 1 < i 2 . By Proposition 3.17, possibly shrinking (a, b X i ], we may assume that there is a common lc center contained in
Possibly switching the role of A i and B i , by Proposition 3.13, we may take a common dlt modification χ i :
, such that there exists a lc place S i on W i which intersects with the strict transform of A i . Applying adjunction on S i , by Theorem N ≤ n − 1 , we have {a ′ i (t)} belongs to a finite set. This is a contradiction. If A i is not contracted in the above MMP, we reach a Mori fiber space 
By shrinking the interval, we can assume that ζ i (t) is also linear on [a, b X i ]. Then we extend ζ i (t) by linearity to (−∞, +∞). Let
and they are linear functions on (−∞, +∞). By the choice of λ, we have
Next, we want to find subsequences {a ′′ i (t)} i∈N , {b ′′ i (t)} i∈N , such that for
We treat a ′′ i (t) first. If a ′′ i (t) is identically equal to 1 for infinitely i, then we just take them as a subsequence. Hence we can assume a ′′ i (t) < 1 on (a, +∞) (recall that a ′′ i (a) = 1 and
By a ′′ j (a) = a ′′ i (a) = 1 and linearity, it is enough to conclude that a ′′ j (t) ≥ a ′′ i (t) on [a, +∞). After finding {a ′′ i (t)} i∈N , we proceed to find {b ′′ i (t)} i∈N . Again, we only need to consider the non-trivial case that b ′′ i (t) < 1 on (a, +∞). Because
. Thus, we find desired subsequences. Now, by passing to a subsequence, we may assume {b i + a i − 1} i∈N is increasing with
If a ′′ i (t) is identically equal to 1 for infinitely many i, by passing to a subsequence, we may assume a ′′ i (t) = 1 for any i. Apply adjunction for (11), we have
where A ν i is the normalization of A i . By Theorem N ≤ n − 1 and the same argument as Case A, we see that {b ′′ i (t)} i∈N belongs to a finite set. This is a contradiction.
Hence we may assume a ′′ i (t) < 1 for any i on (a, b]. By the construction of ζ i (t) and possibly shrinking [a, b X i ], we see that A i contains a common lc center for
. By Proposition 3.13, we may take a common dlt modification χ i :
, such that there exists a common lc place S i ⊆ W i which intersects with the strict transform of A i . Applying adjunction formula on S i , by Theorem N ≤ n − 1 and the same argument as Case A, we see that {a ′′ i (t)} i∈N belongs to a finite set (c.f. the case that A i is contracted in Step 2). This is a contradiction.
By the above argument, we can finish the proof of Theorem N and Theorem P.
Proof of Theorem N and Theorem P. By Proposition 4.4, we have Theorem P 1 . Theorem N 1 can be obtained as n = 1 case in Proposition 4.4 or just by Proposition 4.3. By induction, we can assume that Theorem N ≤ n − 1 and Theorem P ≤ n − 1 hold. By Proposition 4.5, we have Theorem P n . Then by Proposition 4.3, we have Theorem N n .
Proofs and remarks
5.1. Proofs of theorems and corollaries. Recall that for a line ℓ p and an increasing sequence of polytopes {P i } i∈N of dimension s, if {P i ∩ ℓ p } i∈N stabilizes, we define the length of ℓ p along {P i } to be the minimal k(p) ∈ N such that P i ∩ℓ p = P i+1 ∩ℓ p for any i ≥ k(p), otherwise, the length is infinity.
Definition 5.1. A point β ∈ R s is called an unstable point for a strictly increasing sequence of polytopes {P i } i∈N , if β ∈ P j for some j, and for any open set U containing β, {P i ∩ U } i∈N is still a strictly increasing sequence.
In the Appendix A, we will prove the following result.
Proposition 5.2. Let {P i } i∈N be a sequence of strictly increasing LCTpolytopes of dimension s and there exists an unstable point for the sequence. Then there exists a family of lines {ℓ p | p ∈ B} parallel to some coordinate axis (say x s -axis), and parametrized by a line B in the perpendicular coordinate plane (say {x s = 0}), satisfying the following property: there exists a fixed τ 0 ∈ B and for any k ∈ N, whenever p lies between τ 0 and some c k ∈ B (depending on k), then the length of the line ℓ p along {P i } i∈N is greater than k.
Remark 5.3. For simplicity, we also say the claimed property as "the lengths of lines increase to infinity when approaching τ 0 ", although the lengths might not be strictly increasing nor finite at some points.
Remark 5.4. If the coefficient set of LCT-polytopes is a DCC set, then the length of each line ℓ p is finite because the coordinates of p are non-negative and the ACC for log canonical thresholds. The above claim for dimension 2 and 3 are illustrated in Figure 3 and Figure 4 respectively. Now, we prove it for dimension 2. In this case, the proof is straightforward, moreover, it serves as the basic induction step for higher dimensional cases. The proof for arbitrary dimensions will occupy the whole appendix.
Proof of Proposition 5.2 in dimension 2. By the assumption, there exists an unstable point τ on some P k and hence on P j , j ≥ k. By the inclusion and instability, τ must lie on the boundary of each P j . Moreover, it must be a vertex for each P j . Otherwise, it is contained in the interior of some 1-dimensional face F j of P j , and thus any face of P m , m ≥ j containing τ must contain F j . This contradicts to the instability of τ . For the general case, see Lemma A.1.
As τ is an unstable vertex, there must be infinite many different 1-dimensional faces of P i , i ∈ N passing τ (see Figure 3) . Denote the set of such faces by {F i }. Let pr 2 be the projection of R 2 to the x 1 -axis and let the image of τ to be τ 0 . Then for any k ∈ N, there must be a point c k = α on x 1 -axis such that ℓ c k intersects at least k faces, say F 1 , . . . , F k . Then for any p lies between τ 0 and c k , ℓ p will also intersect F 1 , . . . , F k because each F i passes τ .
Remark 5.5. The above argument only relies on the existence of unstable point, hence it could be used as the basic induction step in the proof of Proposition A.4.
Lemma 5.6. Let {P i } i∈N be an increasing sequence of LCT-polytopes satisfying conditions in Theorem 1.1. If {P i } i∈N is unstable, then there exists at least one unstable point for the sequence.
Proof. The existence of unstable points follows from the compactness of ∪ i≥1 P i , see Lemma 3.7. In fact if such β does not exist, then every point x ∈ ∪P i has a neighborhood U x such that {U x ∩P i } is stable. By compactness we can find a finite subcovering of {U x | x ∈ ∪P i }, which implies the stability of {P i }, a contradiction.
Proposition 5.7. Theorem N implies Theorem 1.1. Proof. If s = 1, this is the ACC for log canonical thresholds (c.f. Theorem 3.5). By induction, we can assume that s > 1 and Theorem 1.1 holds for less than s testing divisors.
Suppose {P i } i∈N is a sequence of strictly increasing LCT-polytopes. If dim(P i ) < s for infinite i, then there exists a coordinate x k , such that P i ⊆ {x k = 0} and P i is the LCT-polytope for D 1 , . . . ,D k , . . . , D s . Thus we are done by induction. Possibly by passing to a subsequence, we may assume that dim(P i ) = s for any i. Then by Lemma 5.6 and Proposition 5.2, we can assume that there is a family of lines parallel to the x s -axis and parameterized by the line B. Now let
Note that a j , d j could be negative. For any point
let ℓ λ be the line parallel to the x s -axis and passing p λ (i.e. ℓ p λ ). Moreover, we can assume that when λ approaches a ∈ R, p λ approaches τ 0 ∈ B, such that the lengths of ℓ λ increase to infinity. Let τ be the intersection point of ℓ a (= ℓ τ 0 ) with P i for i ≫ 1, then τ must be an unstable point though it might not be a vertex of P i . Let
By the definition of LCT-polytope, (p λ , t i (λ)) is an intersection point of P i with ℓ λ . Moreover, as a j λ + d j ≥ 0, the coefficients of ∆ i , (a j λ + d j )D i,j and D i,s are still in a DCC set. Hence by ACC for log canonical thresholds, for fixed λ, there exists k(i) ∈ N, such that t j (λ) = t k(i) (λ) for any j ≥ k(i). In other words, the length of ℓ λ cannot be infinity.
For fixed i, we can assume that there exists some b i such that t i (λ) is a linear function of λ on [a, b i ]. We then extend t i (λ) by linearity to (−∞, +∞). Moreover, by possibly shrinking the interval, we can also assume that a j λ + d j , 1 ≤ j ≤ s − 1 and t i (λ) are non-negative on [a, b i ]. By construction, (p a , t i (a)) = τ . As {P i } i∈N is strictly increasing, we can further assume t i (λ) < t i+1 (λ) on (a, +∞) (i.e. when λ approaches a from the positive side, the lengths go to infinitely). In particular, any t i (λ) is non-negative on [a, b 1 ], and we let b = b 1 . Notice that although t i (λ) makes sense on [a, b] , it is the log canonical threshold only on a possibly smaller interval [a,
and let F be the set of coefficients of ∆ i (λ). Then by above, for any ∆ i (λ) ∈ F, it is a non-negative linear function on [a, b]. We claim that F| a , F| b are both DCC sets. In fact, (1) I is DCC; (2) {a j a+d j } 1≤j<s and {a j b+d j } 1≤j<s are finite non-negative reals; (3) t i (a) = τ s where τ s is the x s -coordinate of τ ; (4) 0 < t i (b) < t i+1 (b), thus it is DCC.
By the construction of (X i , ∆ i (λ)), it has at least one lc center over
with mult E i (D i,s ) = 0. But for fixed λ ∈ (a, b),
are all in a DCC set, thus t i (λ) has to be in an ACC set. This contradicts to t i (λ) < t i+1 (λ) on (a, +∞). Hence, we can assume that the lc place is not a component of D i,s for each i.
By Proposition
In the above expression, E i is a reduced component of F i . Applying adjunction on E i , and taking a general fibre
By Theorem N, t i (λ) belongs to a finite set. However, by assumption, t i (λ) < t i+1 (λ) on (a, +∞). This is a contradiction. Proof. Suppose r 1 ≤ r 2 ≤ · · · is an increasing sequence of Fano indices of
where H i is an ample Cartier divisor. By the cone theorem (c.f. [Fuj11] Theorem 18.2) we can find a curve C i such that −(K X i + ∆ i (c i )) · C i ≤ 2n. In particular, r i ≤ 2n. By the effective base point free theorem for log canonical pairs (see [Fuj09] Theorem 1.1), there is a universal m ∈ N such that the linear system |mH i | is base point free. Possibly replacing m by a multiple, we can assume that m > 2n. Pick a general divisor D i ∈ |mH i |, then
by linearity, we have
As b X i ∈ B and B is DCC,
} i∈N is DCC as well. Because {r i } i∈N is assumed to be increasing, {Γ i (a)} i∈N and {Γ i (b)} i∈N are both DCC sets. By Theorem 1.2, { } again, we see that {r i } i∈N cannot be strictly increasing.
Concluding remarks.
We discuss several observations from the proofs and propose some related questions.
The first observation is that Theorem 1.1 is a local statement. To be precise, we can define a "local LCT-polytope" by P i ∩ U for some fixed open set U ⊆ R s , and define the partial order
Then under the same conditions of Theorem 1.1, the local LCT-polytopes still satisfy ACC. In fact, our argument as well as Proposition 5.2 only use the local properties around an unstable point (c.f. the convention before the proof of Proposition A.4), hence readily apply to the local case.
Second, [BZ16] (see Definition 4.1) introduced generalized pairs and established ACC properties for such pairs. Our results are speculated to hold in this setting as well.
However, also because our method is local, we are unable to deal with the global problems. For example, it is shown that the accumulation points of log canonical thresholds lie in the set of log canonical thresholds of lower dimensional varieties (see [MP04] Theorem 1.1 and [HMX14] Theorem 1.11 for the precise statement). It is not known whether the similar property holds for LCT-polytopes, even for smooth varieties (an accumulation polytope is the limit of infinitely many different LCT-polytopes). However, it worth pointing out that [LM11] Theorem 3.3 shows that in the smooth case, the LCT-polytopes converge to LCT-polytope in the Hausdorff metric.
Besides, we can impose a global and weaker condition on the coefficient set of testing divisors rather then DCC. Let the coefficients a 1 D 1 + . . . + a s D s corresponds a point (a 1 , . . . , a s ) in R s . Then we can assume that these coefficients lie in a subset C ⊆ R s ≥0 such that the set of polytopes which are the convex hull of finite points in C satisfies DCC. This is another way to analogize DCC for real numbers. Under this assumption of coefficient set, we do not know if ACC still holds.
One potential application of LCT-polytopes might be on the problems related to the existence of Kähler-Einstein metrics. Traditionally, the socalled α-invariant was introduced to deal with the existence of Kähler-Einstein metrics (see [Tia87] ), and it was shown to be the log canonical thresholds of some R-linear systems (see [CS08] Theorem A.3). More recently, log canonical threshold also appeared in the study of stabilities of varieties (c.f. [Fuj15, Fuj16] and references therein, etc.). It is desirable to see if LCT-polytopes could give some refined measurement for the existence of Kähler-Einstein metrics.
Finally, one can also generalize other invariants to multiple divisors. In [HL17] , we study the generalization of pseudo-effective thresholds. Under some conditions, we show the generalized Fujita's spectrum conjecture and their ACC property (c.f. [Fuj92, Fuj96, DC16, DC17] , etc.).
Appendix A. Elementary properties of LCT-polytopes
Let W ⊆ R s be an affine hyperplane. It is called an affine coordinate plane if W = {x i = a} for some coordinate x i and a ≥ 0. If P = P (X, ∆; D 1 , . . . , D s ) is a LCT-polytope with ∆, D i ∈ I, and W is an affine coordinate plane, then
is still a LCT-polytope. Moreover, as a ≥ 0, if I is a DCC set, the coefficients of ∆ + aD i and D j , j = i still lie in the DCC set I + aI. This property facilitates the induction argument. Note that not all affine hyperplanes will preserve the property that after intersection, the resulting polytope is still a LCT-polytope because the coefficients of the boundary divisors or testing divisors may be negative.
In the degenerate case, an s-dimensional LCT-polytope may be associated to more than s testing divisors. However, the argument below does not rely on the actual number of testing divisors. Recall that a facet of an s-dimensional polytope refers to one of its (s − 1)-dimensional faces. For convenience, denote by W a the affine coordinate plane {x s = a}. We denote by pr s the projection along the x s -axis to the affine coordinate plane W 0 . If p ∈ W 0 is a point, we use ℓ p to denote the line passing p and parallel to the x s -axis. Moreover, if {P i } i∈N is a sequence of strictly increasing polytopes, we also say it is unstable.
The purpose of this section is to show Proposition 5.2. Notice that we do not assume the coefficients of the boundary divisors and the testing divisors are in a DCC set. Before giving the proof, we need some preparations.
Lemma A.1. Let {P i } i∈N be an increasing sequence of polytopes. If β is an unstable point for the sequence, then β is neither contained in the interior of any P j , nor the interior of any facet of P i for i ≫ 1.
Proof. By the increasing assumption on the sequence, β cannot be contained in the interior of any P j . Hence it must be contained in a facet of a polytope. If an unstable point β is contained in the interior of some facet F i of P i for infinitely many i, then by the increasing assumption on {P i } i∈N , these facets must have the same normal vector. Thus F i ⊆ F j for any j > i. But this means that β is stable.
Lemma A.2. Let {P i } i∈N be a sequence of increasing polytopes of dimension s, and T be a face of P 1 such that 1 ≤ dim T < s − 1. Suppose that T is also part of a face of P i for i ≥ 1. Consider all the facets of P i containing T . If they have infinitely many normal vectors, then there exists an affine coordinate plane W such that {P i ∩W } i∈N is unstable. Moreover, there exists an unstable point for {P i ∩ W } i∈N .
Proof. Let {F j } be the set of facets containing T . As dim T < s − 1, the affine hyperplanes containing T are parametrized by their normal vectors in the real projective space RP s−1−dim T . Consider the affine hyperplanes corresponding {F j }. As there are infinitely many such hyperplanes, there is an accumulation point in RP s−1−dim T corresponding to a limit affine hyperplane H. Take an interior point a ∈ T and some affine coordinate plane W := {x i = a i } where a i is the i-th coordinate of a. We may assume that W ⊇ T because all the affine coordinate hyperplanes passing a intersect at a point, while dim T ≥ 1. In particular, W = H and W intersects with H transversally, hence the same is true for any F j close to H in the parameter space RP s−1−dim T .
We claim that {F i ∩ W } i∈N is unstable. Otherwise, F i ∩ W together with T will stabilize to an affine hyperplane which has to be the one containing F j . But this contradicts the assumption that the affine hyperplanes corresponding to F i are all different. Thus {P i ∩ W } i∈N is unstable as F i ∩ W is part of a face of P i ∩ W . Besides, we can take β = a as an unstable point.
Corollary A.3. In order to show Proposition 5.2, it suffices to assume that there exists an unstable point which is a vertex of P i for i ≫ 1.
Proof. By the assumption of Proposition 5.2, there exists an unstable point β. If β is not a vertex of P i for i ≫ 1, let F i be the unique face of P i such that β lies in the interior of
Moreover, by the second part of Lemma A.1, d < s − 1. Applying Lemma A.2 to T = F k and W passing β, we see that {P i ∩ W } i∈N is an increasing sequence of LCT-polytopes of lower dimension and β is still an unstable point. Thus, we can use induction to complete the proof of Proposition 5.2.
For the induction process, we would like to impose a weaker condition on a bounded s-dimensional polytope P ⊆ {(x 1 , . . . , x s ) ∈ R s | x s ≥ 0}:
for any v ∈ P, we have ℓ pr s (v),v ⊆ P.
Here ℓ pr s (v),v denotes the segment connecting v and its projection pr s (v) on the coordinate hyperplane {x s = 0}.
Proposition A.4. Let {P i } i∈N be a sequence of strictly increasing polytopes satisfying condition (⋆) of dimension s ≥ 2. Suppose β is an unstable point which is a vertex for all P i , and the x s -coordinate of β is positive. Then at least one of the following two cases occur:
(1) there exists a family of lines {ℓ p | p ∈ B} parallel to the x s -coordinate parametrized by a ray B in the coordinate plane W 0 , such that the lengths of lines along {P i } i∈N increase to infinity when p approaches a fixed point τ 0 ∈ B; (2) there exists an affine coordinate hyperplane W perpendicular to the x s -axis such that {P i ∩ W } i∈N is a sequence of strictly increasing polytopes of lower dimension. Moreover, there exists an unstable point β ′ for {P i ∩ W } i∈N .
Remark A.5. For the precise meaning of " the lengths of lines increase to infinity" in (1), see Remark 5.3. Notice that the length of each line in this family can be infinite. However, this could never happen for LCT-polytopes with DCC coefficient set (see Remark 5.4). We could require moreover that the length of any line is finite along {P i } i∈N in Proposition A.4, and the following argument works without any change. But for simplicity, we allow the existence of infinite length.
Proposition A.4 is more suitable for induction. This is because that after cutting LCT-polytopes by an arbitrary affine hyperplane, the resulting polytopes may no longer be LCT-polytopes (after rearranging testing divisors, they could be non-effective). However, condition (⋆) still holds. By the following result, in order to show Proposition 5.2, it suffices to show Proposition A.4. Proof. By Corollary A.3, we can assume that there exists a vertex of P i , i ≫ 1 which is also an unstable point. It cannot be the origin 0, and without loss of generality, we can assume its x s -coordinate is positive. It is clear that all the P i satisfy condition (⋆). Applying Proposition A.4, either we can find a family of lines parallel to the x s -coordinate with lengths increasing to infinity and thus prove the claim of Proposition 5.2, or there exists an affine coordinate hyperplane W such that {P i ∩ W } i∈N is a sequence of strictly increasing polytopes of lower dimension with an unstable point β ′ . By the discussion at the beginning of this section, {P i ∩ W } i∈N is a sequence of LCT-polytopes of lower dimension. Hence, we can use the induction on dimensions and complete the proof.
The idea of proving Proposition A.4 is by induction: we can cut these polytopes by an affine hyperplane parallel to x s -axis. If the resulting lower dimensional polytopes are unstable, then we are done by induction. Otherwise, if they are stable then we give a method to iteratively "rotate" this affine hyperplane. If the rotation process stops, we can show that at least one of the two cases in Proposition A.4 will happen. If this process does not stop, we consider the limit affine hyperplane, and use the induction hypothesis again.
We should emphasize that the following argument is local in the sense that we are working in an open neighborhood of the unstable point β. By our convention, when talking about the stability (or instability) of some sequence, we mean that the sequence obtained by restricting each of its term to this neighborhood is stable(or unstable); and when talking about a face of P i , we mean a face of P i restricted to this neighborhood. In particular, it passes β. We will not mention this explicitly everywhere below.
Proof of Proposition A.4. We proceed by induction. The case for s = 2 can be proved by the same argument as Proposition 5.2 in dimension 2 (Section 5), see Remark 5.5. Hence we may assume that s ≥ 3 and the claim holds for polytopes of dimensions less than s.
Step 1. Let β = (b 1 , . . . , b s ) with b s > 0. Denote the projection of β on W 0 to be α = pr s (β). By moving α to the origin 0 and all the polytopes accordingly, we may assume α = 0. Let ℓ α,β be the segment connecting α and β. By condition (⋆), ℓ α,β ⊆ P i . We start with the affine hyperplane H 0 containing ℓ α,β and 0 parallel to x s -axis. Note that dim(P 1 ∩H 0 ) = s−1 (see Figure 5 ). By inclusion, P i ∩H 0 is of dimensional s − 1 for any i ∈ N. If {P i ∩ H 0 } i∈N is unstable (hence β is still an unstable point), then we are done by the induction hypothesis. In fact, if there exists a family of lines with lengths increasing to infinity paralleling to x s -axis for {P i ∩H 0 } i∈N , it is also a family of lines with the same property for {P i } i∈N . If there exists some (s−2)-dimensional plane W ′ ⊂ H 0 perpendicular to x s -axis and {P i ∩ H 0 ∩ W ′ } i∈N is unstable, then W ′ and the normal vector of H 0 in R s generate an (s − 1)-dimensional hyperplane W in R s perpendicular to x s -axis. Since W ′ = W ∩ H 0 , {P i ∩ W } i∈N is unstable as well. Moreover, if β ′ is an unstable point of {P i ∩ H 0 ∩ W ′ } i∈N , it is also an unstable point of {P i ∩ W } i∈N . Hence we may assume that {P i ∩ H 0 } i∈N is stable.
Step 2. We look at all the facets (hence of dimension s − 2) of P i ∩ H 0 containing β. Suppose among such facets, there exists a T satisfying the following condition ( †):
( †1) T is a face of P i for i ≫ 1; ( †2) the facets of P i , i ≫ 1 containing T has infinitely many normal vectors. Then we project T along x s -axis.
If pr s (T ) is a point (this only happens for s = 3 as dim T = 1), then ℓ α,β = T since β is a point. Take an interior point v = (v 1 , . . . , v s ) ∈ ℓ α,β and an affine coordinate plane W := W vs , then {P i ∩ W } i∈N is unstable with v as an unstable point. In fact, if {P i ∩ W } i∈N is stable, then P i ∩ W of dimensional s − 2, together with ℓ α,β generate a facet F i of P i containing T .
Clearly the normal vector of {F i } can only attain finitely many values (see Figure 6 ), which contradicts condition ( †2). 
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If pr s (T ) is not a point, then it is of positive dimension and positive codimension in W 0 . Thus we can find a ray B in W 0 passing an interior point τ 0 of pr s (T ), but not contained in pr s (T ) such that dim(pr −1 s (B) ∩ P i ) = 2 for i ≫ 1. For a p 1 ∈ B close enough to τ 0 , ℓ p 1 must intersect the interior of a facet F i ⊃ T . By condition ( †2) and the increasing assumption on P i , there must exist another facet F i+1 ⊃ T such that F i+1 = F i . Hence, there exists p 2 ∈ B such that ℓ p 2 intersects the interiors of both F i , F i+1 , thus the length of ℓ p 2 is at least 2. Continuing this process, we can find a family of lines paralleling to x s -axis and parametrized by B as in the first claim in Proposition A.4 (see Figure 7) .
Hence we can assume that the two conditions ( †1) and ( †2) do not hold simultaneously for some given T .
Step 3. In this step, we rotate the hyperplane H 0 to some new hyperplane H 1 , and find a substitute for T . If T is not a face for infinitely many P i , that is, ( †1) fails. Then by passing to a subsequence, we may assume that T lies in the interior of a facet F i of P i containing β for each i. Moreover, F i H 0 because T lies on the boundary of P i . Fix some i, and we can choose an (s − 2)-dimensional face T ′ i ⊂ F i of P i such that β ∈ T ′ i and ℓ α,β T ′ i (see Figure 8) . Let H 1 be the hyperplane generated by ℓ α,β and T ′ i , then dim(P i ∩ H 1 ) = s − 1. We claim that {P i ∩ H 1 } i∈N must stablize with T ′ i as a facet, though T ′ i may not be a face of P j for j > i. Otherwise, if for some j, If T is a face of P i , i ≫ 1, but the facets of P i , i ≫ 1 containing T has only finitely many normal vectors, that is, ( †2) fails. Then we may assume that there are two facets F i,1 , F i,2 ⊆ P i containing β, which are also part of some facets of P j , j ≥ i with T ⊂ F i,1 , T ⊂ F i,2 . Since β is a vertex, it is not contained in the interior of T . We can thus find a new face T ′ i = T of P i ∋ β of dimension s − 2 (see Figure 9 ). Notice that it is possible that one of F i,1 , F i,2 is contained in H 0 , in which case we avoid it. Let H 1 be the hyperplane generated by ℓ α,β and T ′ i , then dim(P i ∩ H 1 ) = s − 1. By a similar argument as above, P j ∩ H 1 is stable for j ≥ i (notice that T ′ i may not be a face of P j for j > i).
By doing the above, if conditions ( †1) and ( †2) are not satisfied, we can always substitute T by a new (s − 2)-dimensional face T ′ i of P i for some i, and get an affine hyperplane H 1 generated by T ′ i , ℓ α,β such that {P j ∩H 1 } j≥i all contain a stable facet T ′ i .
Step 4. We need the following lemma.
Lemma A.7. In the process of Step 3, we can assume that the newly found face T ′ i is different from all the existing faces already found. Proof. Let T ′ 1 , T ′ 2 , . . . , T ′ k be the existing faces. Assume that T ′ i is a face of P n(i) but not of P n(i)+1 , and after reindexing, we may assume that n(i) ≤ n(i + 1). If T ′ k lies in the interior of a facet F m ⊂ P m for some m > n(k), then at least one facet of F m is different from T ′ 1 , T ′ 2 , . . . , T ′ k , since otherwise, F m ⊆ P n(k) and by assumption T ′ k cannot lie in its interior. We can choose this facet of F m to be T ′ k+1 . Applying the above argument to T ′ i , 1 ≤ i ≤ k, we may assume that Condition ( †1) but not condition ( †2) holds for each T ′ i . Let F(T ′ i ) be the set of facets of P n(i) , 1 ≤ i ≤ k containing T ′ i . If there is T ′ k+1 ⊆ F ∈ ∪ k i=1 F(T ′ i ) different from the existing T ′ i , then we are done. Hence we can further assume that for any facet T ⊆ F ∈ ∪ k i=1 F(T ′ i ), Condition ( †2) fails. Consider
which is the projection of finitely many facets to W 0 . If S k = pr s (∪ ∞ i=1 P i ), then for any x ∈ pr s (∪ ∞ i=1 P i ), there exists y in some F such that pr s (y) = x.
However, F is stable by our choice, thus ∪ ∞ i=1 P i is stable as well. To be precise, P j = P n(k) for j ≥ n(k), a contradiction. Hence
Let x ∈ pr s ( ∞ i=1 P i )\S k , then there exists for some m, y ∈ F m ⊆ P m such that pr s (y) = x. Moreover, by choosing x close to S k , we may assume that F m contains some T ′ j . Clearly we can find T ′ m in F m different from all the existing {T ′ i }. Now, if the process in Step 3 terminates, then for some face T , conditions ( †1) and ( †2) are satisfied. Thus we are done by Step 2.
Otherwise, suppose the process does not terminate. Because a polytope has only finitely many (s − 2)-dimensional faces, by Lemma A.7, we may assume that T ′ i P j for i > j.
Recall that T ′ i is on P j ∩ H i for a hyperplane H i containing ℓ α,β . The normal vectors of such hyperplanes are parametrized by RP s−2 , which is compact. Hence there is an accumulation point of the normal vectors, corresponding to a hyperplaneH. Consider {P i ∩H} i∈N . Note that it is likely that dim(P i ∩H) < s−1. There are several possibilities for this new sequence of polytopes.
Step 5. If {P i ∩H} i∈N is unstable, then exactly the same argument as in the paragraph preceding Step 2 works withH instead of the H 0 therein.
Step 6. If {P i ∩H} i∈N is stable. LetT be a facet of P i ∩H passing β for i ≫ 1. We divide this step to three parts according to the dimension ofT . Case 1. dimT = 0. In this case, dim(P i ∩H) = 1. Hence P i ∩H = ℓ α,β . We take an interior point v ∈ ℓ α,β and W = W vs as in Step 2. We claim that {P i ∩ W } i∈N must be unstable with v as an unstable point (see Figure 10 ). Indeed, since P i ∩H = ℓ α,β , P i ∩H ∩ W = v. If {P i ∩ W } i∈N were stable, P i ∩ W is a polytope for i ≫ 1, andH ∩W only intersects it at one point v. For H k close toH, H k ∩ W is also close toH ∩ W . Thus also (H k ∩ W ) ∩ (P i ∩ W ) = v.
However, by construction dim(P k ∩H k ) = s−1 and W intersects the interior of P i , dim(P k ∩ W ∩ H k ) = s − 2. This is a contradiction when s ≥ 3. Now assume dimT ≥ 1. Consider all the facets of P i containingT . If the normal vectors of these facets can attain infinitely many values, then by Lemma A.2, we can find some affine coordinate plane W such that {P i ∩ W } i∈N is unstable with some unstable point. If W is perpendicular to x saxis, then we are done. Otherwise, W is a hyperplane paralleling to x s -axis, and we can proceed induction by the same argument as Step 5. Here, we just need to show that one can still assume that there is an unstable vertex with positive x s -coordinate. Indeed, if there is an unstable point which is not a vertex for infinite polytopes, we can cut it further by W ′ as in Corollary A.3 and obtain a sequence of polytopes of lower dimension. If W ′ is perpendicular to x s -axis, then we are done by induction. If W ′ is parallel to x s -axis, and the unstable point of {P i ∩ W ′ } i∈N is again not a vertex for infinite polytopes (but it always has positive x s -coordinate as the cutting hyperplanes can be chosen close to β), we can cut it further until it satisfies the desired properties (i.e. either some W ′′ is perpendicular to x s -axis or the unstable point is a vertex for infinite polytopes). Notice that in this case, α ∈ P i ∩ W , that is why the family of lines in Proposition 5.2 approaching τ 0 which may not be α.
By the above discussion, we may assume that the set of normal vectors of facets containingT is finite.
IfT is contained in the interior of a facet F of some P j , then for H k close toH, we know that the facet of P j ∩ H k near β is some face of F ∩ H k , this is impossible because by our choice of T k , it does not lie on P j when k > j.
Hence we can assume thatT is a face for each P i .
Case 2. dimT = s − 2. First suppose that there are only finitely many facets of {P i } containing T is contained inH. For some fixed P i , denote all its facets containingT
