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Abstract
The famous Policy Iteration algorithm alternates
between policy improvement and policy evalu-
ation. Implementations of this algorithm with
several variants of the latter evaluation stage, e.g,
n-step and trace-based returns, have been ana-
lyzed in previous works. However, the case of
multiple-step lookahead policy improvement, de-
spite the recent increase in empirical evidence of
its strength, has to our knowledge not been care-
fully analyzed yet. In this work, we introduce the
first such analysis. Namely, we formulate vari-
ants of multiple-step policy improvement, derive
new algorithms using these definitions and prove
their convergence. Moreover, we show that recent
prominent Reinforcement Learning algorithms fit
well into our unified framework. We thus shed
light on their empirical success and give a recipe
for deriving new algorithms for future study.
1. Introduction
Policy Iteration (PI) lies at the core of Reinforcement Learn-
ing (RL) and of many planning and on-line learning methods
(Konda & Borkar, 1999; Kakade & Langford, 2002; Schul-
man et al., 2015a; Mnih et al., 2016; Silver et al., 2017b).
The classic PI algorithm repeats consecutive stages of i)
1-step greedy policy improvement with respect to (w.r.t.)
a value function estimate, and ii) evaluation of the value
function w.r.t. the greedy policy. Although multiple variants
of the evaluation task have been considered (Puterman &
Shin, 1978; Bertsekas & Ioffe, 1996; Sutton & Barto, 1998),
the usually considered policy update is the 1-step greedy
improvement.
Conducting policy improvement using the common 1-step
greedy approach is a specific choice, which is not necessarily
the most appropriate one. Indeed, it was empirically recently
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suggested that greedy approaches w.r.t. multiple steps per-
form better than w.r.t. 1-step. Notable examples are Alpha-
Go and Alpha-Go-Zero (Silver et al., 2016; 2017b;a). There,
an approximate online version of multiple-step greedy im-
provement is implemented via Monte Carlo Tree Search
(MCTS) (Browne et al., 2012). The celebrated MCTS al-
gorithm, which instantiates several steps of lookahead im-
provement, encompasses additional historical impressive
accomplishments dating back to the past century and pre-
vious decade (Tesauro & Galperin, 1997; Sheppard, 2002;
Bouzy & Helmstetter, 2004; Veness et al., 2009). To the
best of our knowledge, and despite such empirical successes,
the use of a multiple-step greedy policy improvement has
never been rigorously studied before. The motivation of this
work is to fill this gap, and suggest new possible algorithms
in this spirit.
The paper is organized as follows. We start by defining the
h-greedy policy, a policy that is greedy w.r.t. a horizon of h
steps. Using this definition, we introduce the h-PI algorithm,
a class of PI algorithms with multiple-step greedy policy
improvement and a guarenteed convergence to the optimal
policy. We stress that the term “n-step return” often refered
to in the literature, is used in the context of policy evaluation
(Sutton & Barto, 1998; Seijen & Sutton, 2014). Therefore,
to avoid confusion, we choose to denote the multiple-step
greedy policy by the letter h.
We then introduce a novel class of optimal Bellman op-
erators, which is controlled by a continuous parameter
κ ∈ [0, 1]. This operator is used to define a new greedy
policy, the κ-greedy policy, leading to a new PI algorithm
which we name κ-PI. This is analogous to the famous TD(λ)
algorithm (Sutton, 1988) for the improvement stage. In the
TD(λ) algorithm, the λ parameter interpolates between the
single-step evaluation update for λ = 0 and the infinite-
horizon (Monte Carlo) evaluation update for λ = 1. Sim-
ilarly, for κ = 0, we recover the traditional 1-step greedy
policy for the improvement update and for κ = 1 we get
the infinite-horizon greedy policy, i.e. the optimal policy.
Roughly speaking, the κ-greedy policy can be viewed as
allowing to make an ‘interpolation’ over all h-greedy poli-
cies. Similarly to the previous paragraph, we use the letter
κ to avoid confusion with the parameter λ of TD(λ). Re-
markably, we show that computing the κ-greedy policy is
equivalent to solving the optimal policy of a surrogate κγ-
ar
X
iv
:1
80
2.
03
65
4v
3 
 [c
s.A
I] 
 30
 Ju
l 2
01
8
Beyond the One-Step Greedy Approach in Reinforcement Learning
discounted and stationary MDP.
As an additional generalization, we introduce the κλ-PI.
This algorithm has a similar improvement step as the κ-PI,
but its policy evaluation stage is ‘relaxed’, similarly to λ-PI
(Bertsekas & Ioffe, 1996). The κλ-PI further illustrates the
difference between the λ and κ parameters. While the for-
mer controls the depth of the evaluation task in a way similar
to previous works (Sutton & Barto, 1998; Seijen & Sutton,
2014), the latter controls the depth of the improvement step.
Next, we discuss the relation of this work to existing litera-
ture, and argue that it offers a generalized view for several
recent impressive empirical advancements in RL, which are
seemingly unrelated (Schulman et al., 2015b; Silver et al.,
2017b). We thus show relevance of our proposed math-
ematical framework to current state-of-the-art algorithms.
We conclude with an empirical display of the influence of
these new parameters κ and h on a basic planning task.
We empirically demonstrate that the best performance is
obtained with non-trivial choices of them. This motivates
future study of new RL algorithms which can be derived
from the introduced framework in this work.
2. Preliminaries
Our framework is the infinite-horizon discounted Markov
Decision Process (MDP). An MDP is defined as the 5-tuple
(S,A, P,R, γ) (Puterman, 1994), where S is a finite state
space, A is a finite action space, P ≡ P (s′|s, a) is a transi-
tion kernel, R ≡ r(s, a) is a reward function, and γ ∈ (0, 1)
is a discount factor. Let pi : S → P(A) be a stationary
policy, where P(A) is a probability distribution on A. Let
vpi ∈ R|S| be the value of a policy pi, defined in state s
as vpi(s) ≡ Epi|s[
∑∞
t=0 γ
tr(st, pi(st))], where Epi|s denotes
expectation w.r.t. the distribution induced by pi and condi-
tioned on the event {s0 = s}. For brevity, we respectively
denote the reward and value at time t by rt ≡ r(st, pit(st))
and vt ≡ v(st). It is known that
vpi =
∞∑
t=0
γt(Ppi)trpi = (I − γPpi)−1rpi,
with the component-wise values [Ppi]s,s′ , P (s′ | s, pi(s))
and [rpi]s , r(s, pi(s)). Our goal is to find a policy pi∗
yielding the optimal value v∗ such that
v∗ = max
pi
(I − γPpi)−1rpi = (I − γPpi∗)−1rpi∗ . (1)
This goal can be achieved using the three classical operators
(with equalities holding component-wise):
∀v, pi, Tpiv = rpi + γPpiv, (2)
∀v, Tv = max
pi
Tpiv, (3)
∀v, G(v) = {pi : Tpiv = Tv}, (4)
where Tpi is a linear operator, T is the optimal Bellman
operator and both Tpi and T are γ-contraction mappings
w.r.t. the max norm. It is known that the unique fixed points
of Tpi and T are vpi and v∗, respectively. The set G(v) is the
standard set of 1-step greedy policies w.r.t. v. Furthermore,
given v∗, the set G(v∗) coincides with that of stationary
optimal policies. In other words, every policy that is 1-step
greedy w.r.t. v∗ is optimal and vice versa.
3. The h-Greedy Policy and h-PI
In this section we introduce the h-greedy policy, a gen-
eralization of the 1-step greedy policy. This leads us to
formulate a new PI algorithm which we name “h-PI”. The
h-PI is derived by replacing the improvement stage of the
PI, i.e, the 1-step greedy policy, with the h-greedy policy.
We further prove its convergence and show it inherits most
properties of PI.
Let h ∈ N\{0}. A h-greedy policy w.r.t. a value function v
belongs to the following set of policies,
arg max
pi0
max
pi1,..,pih−1
Epi0...pih−1|•
[
h−1∑
t=0
γtr(st,pit(st))+γ
hv(sh)
]
= arg max
pi0
Epi0|•
[
r(s0, pi0(s0))+γ
(
Th−1v
)
(s1)
]
(5)
where the notation Epi0...pih−1|• means that we condi-
tion on the trajectory induced by the choice of actions
(pi0(s0), pi1(s1), . . . , pih−1(sh−1)) and the starting state
s0 = •. Since the argument in (5) is a vector, the maxi-
mization is component-wise, i.e., we wish to find the choice
of actions that will jointly maximize the entries of the vector.
Thus, the h-greedy policy chooses the first optimal action
of a non-stationary, optimal control problem with horizon
h. As the equality in (5) suggests, this policy can be equiva-
lently interpreted as the 1-step greedy policy w.r.t. Th−1v.
Although the former view is more natural, it is, in fact, the
latter on which this section’s proofs are based. Thus, the
set of h-greedy policies w.r.t. v, Gh(v), can be expressed as
follows:
∀v, pi, Tpih v def= TpiTh−1v, (6)
∀v, Gh(v) = {pi : Tpih v = Thv}. (7)
Remark 1. This is a generalization of the standard 1-step
greedy operation, which one recovers by taking h = 1.
Each call to the greedy operator Gh amounts to identifying
for all states, the best first action of an h-horizon optimal
control problem. More interestingly, one may compute these
first optimal actions with specifically designed procedures
such as A∗-like/optimistic tree exploration algorithm (Hren
& Munos, 2008; Busoniu & Munos, 2012; Munos, 2014;
Szörényi et al., 2014; Grill et al., 2016).
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With this set of operators, we consider Algorithm 1, the h-
PI algorithm, where the assignments hold point-wise. This
algorithm alternates between i) identifying the h-greedy
policy, i.e, solving the h-horizon optimal control problem,
and ii) estimating the value of this policy.
Algorithm 1 h-PI
Initialize: h ∈ N\{0}, v ∈ R|S|
while the value v changes do
pi ← arg max
pi0
max
pi1,..,pih−1
Epi0...pih−1|•
[∑h−1
t=0 γ
trt + γ
hvh
]
v ← Epi|• [
∑∞
t=0 γ
trt]
end while
Return pi, v
As we are about to see, this new algorithm inherits most
properties of standard PI. We start by showing a monotonic-
ity property for the h-greedy operator.
Lemma 1 (Policy improvement of the h-greedy policy).
Let pi′ ∈ Gh(vpi). Then vpi′ ≥ vpi component-wise, with
equality holding if and only if pi is an optimal policy.
Proof. First observe that
vpi = Tpivpi ≤ Tvpi. (8)
Then, sequentially using (8), (7) and (6), we have
vpi = (Tpi)hvpi ≤ Thvpi = Tpi′h vpi = Tpi
′
(Th−1vpi). (9)
This leads to the following inequalities:
vpi ≤ Tpi′(Th−1vpi) (10)
≤ Tpi′(Th−1Tvpi) = Tpi′(Thvpi) (11)
= Tpi
′ (
Tpi
′
Th−1vpi
)
=
(
Tpi
′)2
(Th−1vpi) (12)
≤ · · · ≤ lim
n→∞
(
Tpi
′)n
(Th−1vpi) = vpi
′
. (13)
In the above derivation, (10) is due to (9), (11) is due to
(8) and the monotonicity of Tpi
′
and T (and thus of their
composition), (12) is due to (9), and (13) is due to the fixed
point property of Tpi
′
. Lastly, notice that vpi = vpi
′
if and
only if (cf. (8)) Tvpi = vpi, which holds if and only if pi is
the optimal policy.
Thus, the improvement property of the 1-step greedy pol-
icy also holds for the h-greedy policy. As a consequence,
the h-PI algorithm produces a sequence of policies with
component-wise increasing values, which directly implies
convergence (since the sequence is bounded). We can be
more precise about the convergence speed by generalizing
several known results on PI to h-PI. Let us begin by the
following lemma, which is essentially a consequence of
the fact that Th is a γh-contraction (see Appendix C in the
supplementary material for a proof).
Lemma 2. The sequence {‖v∗ − vpik‖∞}k≥0 is contract-
ing with coefficient γh.
Thus, the convergence rate is at most γh, which generalizes
the known γ convergence rate of the original (h = 1) PI
algorithm (Puterman, 1994). The next theorem describes a
result with respect to the termination of the algorithm.
Theorem 3. The h-PI algorithm converges in at most
|S|(|A| − 1)
⌈
(h log 1γ )
−1 log
(
1
1−γ
)⌉
iterations.
Proof. The proof follows the steps of (Scherrer, 2016), Sec-
tion 7, where instead of using the contraction coefficient
of PI algorithm we use the contraction coefficient of h-PI,
proved in Lemma 2.
Remark 2. Note that the fact that Th is γh-contraction
does not imply that all existing PI results extend to h-PI
with γh replacing γ. For instance, the rightmost term in the
logarithm of Theorem 3 is 11−γ and not
1
1−γh .
Remark 3. Notice how the complexity term in Theorem 3
is a decreasing function of h. At the limit h→∞, running
a single iteration of h-PI is sufficient for finding the optimal
value-policy pair. However, although the total number of
iterations is reduced with h increasing, each iteration is
expected to be computationally more costly.
4. The κ-Greedy Policy
In this section, we introduce an additional, novel generaliza-
tion of the 1-step greedy policy: the κ-greedy policy. Simi-
larly to the previous section, the newly introduced greedy
policy leads to a new PI algorithm, which we shall name
“κ-PI”. This generalization will be based on the definition
of a new κ-optimal Bellman operator. This operator will
also naturally lead to a new Value Iteration (VI) algorithm,
“κ-VI”. In the later Section 6, we shall highlight the rela-
tion between the κ-greedy and the previously introduced
h-greedy policy.
4.1. κ-Optimal Bellman Operator and the κ-Greedy
Policy
In this section we will derive the κ-optimal Bellman operator
and define its induced greedy policy, the κ-greedy policy.
Given a parameter κ ∈ [0, 1], consider the following opera-
tor:
∀v, pi, Tpiκ v def= (1− κ)
∞∑
j=0
κj(Tpi)j+1v. (14)
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This linear operator is identical to the one of the λ-PI algo-
rithm (Bertsekas & Ioffe, 1996). By simple linear algebra
arguments (see e.g. (Scherrer, 2013a)), one can see that
∀v, pi, Tpiκ v = (I − κγPpi)−1(rpi + (1− κ)γPpiv) (15)
= v + (I − κγPpi)−1(Tpiv − v). (16)
Comparing (1) and (15), we can interpret (15), given a fixed
v, as the value of policy pi in a surrogate stationary MDP.
This MDP has the same dynamics as the MDP we wish to
solve, a κγ ≤ γ discount factor and a reward function rˆpi,v
given by
rˆpi,v
def
= rpi + (1− κ)γPpiv. (17)
Thus, this surrogate stationary MDP depends on both v and
κ. According to basic MDP theory, the surrogate MDP has
an optimal value. We shall denote its optimal value by Tκv
and refer to Tκ as the “κ-optimal Bellman operator”. Note
that, from (1) and (15), we have
Tκv = max
pi
(I − κγPpi)−1rˆpi,v = max
pi
Tpiκ v. (18)
The κ-optimal Bellman operator naturally induces a new
set of greedy policies, the set of κ-greedy policies w.r.t. v,
which we shall denote by Gκ(v), and define as follows:
∀v, Gκ(v) = {pi : Tpiκ v = Tκv}. (19)
Remark 4. The κ-optimal Bellman operator is a general-
ization of the optimal Bellman operator, which one recovers
by taking κ = 0; i.e., Tκ=0 = T . Additionally, applying
once Tκ=1 is equivalent to solving the original γ-discounted
MDP; i.e, for any v, v∗ = Tκ=1v. For all other values
0 < κ < 1, applying Tκ amounts to solving a stationary
MDP with reduced discount factor, the solution of which
can be obtained using any generic planning, model-free or
model-based RL algorithm. As was previously analyzed in
(Petrik & Scherrer, 2009; Strehl et al., 2009; Jiang et al.,
2015) and reported (François-Lavet et al., 2015), solving a
MDP with a smaller discount factor is in general easier.
In the next lemma we prove that both Tpiκ and Tκ are con-
tractions with respective fixed points vpi and v∗.
Lemma 4. For any pi, Tpiκ and Tκ are ξ-contraction map-
pings w.r.t. the max norm, where ξ = (1−κ)γ1−γκ ∈ [0, γ], and
have unique fixed points vpi and v∗, respectively. Moreover,
Gκ(v∗) = G(v∗).
Proof. From (15), we see that for all v and w,
Tpiκ v − Tpiκw = (1− κ)(I − κγPpi)−1γPpi(v −w), (20)
which implies, by taking the max norm, that Tpiκ is a ξ-
contraction mapping.
From (18), we see that for all v and w,
T
pi∗w
κ v − Tpi
∗
w
κ w ≤ Tκv − Tκw ≤ Tpi
∗
v
κ v − Tpi
∗
v
κ w, (21)
and this in turn implies, by again taking the max norm, that
Tκ is also a ξ-contraction mapping.
Since both operators are contraction mappings, they have
one and only one fixed point. To identify them, it is thus
sufficient to show that the foreseen fixed points are indeed
fixed points. By (16), since vpi = Tpivpi, it is clear that
vpi = Tpiκ v
pi . Now, from (18) and (16),
Tκv
∗ = max
pi
Tpiκ v
∗ = v∗ + z, (22)
with z = max
pi
(I − κγPpi)−1(Tpiv∗ − v∗).
By the optimality of v∗, we know that for any pi, Tpiv∗ −
v∗ ≤ 0 ; since the matrix (I − κγPpi)−1 = ∑∞i=0(κγPpi)i
is only made of non-negative coefficients, it follows that
z ≤ 0. Then, since for pi = pi∗, Tpiv∗ = v∗, we deduce that
z = 0 and, as a consequence, Tκv∗ = v∗.
Lastly, we show that Gκ(v∗) = G(v∗). Let pi ∈ Gκ(v∗).
Thus, Tpiκ v
∗ = Tκv∗ = v∗, where the second equality holds
since v∗ is the fixed point of Tκ. From (22) we deduce that
0 = z = Tpiv∗ − v∗. Thus, Tpiv∗ = v∗ = Tv∗ and pi is in
G(v∗). To show the opposite direction, we assume that pi
is in G(v∗). Thus, it holds that z = Tpiv∗ − v∗ = 0; hence,
Tpiκ v
∗ = v∗, and indeed pi is in Gκ(v∗).
4.2. Two New Algorithms: κ-PI and κ-VI
In the previous subsection, we derived the κ-optimal Bell-
man operator, and defined its induced κ-greedy policy.
These operators lead us to consider Algorithm 2, the κ-PI
algorithm, where the assignments hold component-wise.
Algorithm 2 κ-PI
Initialize: κ ∈ [0, 1], v ∈ R|S|
while the value v changes do
pi ← arg max
pi′
Epi′|• [
∑∞
t=0(κγ)
t(rt + γ(1− κ)vt+1)]
v ← Epi|• [
∑∞
t=0 γ
trt]
end while
Return pi, v
This algorithm repeats consecutive steps of i) identifying
the κ-greedy policy, i.e, solving the optimal policy of a sur-
rogate, stationary MDP, with a reduced γκ discount factor,
and ii) estimating the value of this policy. As we shall see,
the iterative process is guaranteed to converge to the optimal
policy-value pair of the MDP we wish to solve.
Similarly to Section 3, we shall now prove that the κ-PI
algorithm inherits many properties from PI. We start by
showing a monotonicity property for the κ-greedy operator.
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Lemma 5 (Policy improvement of the κ-greedy policy).
Let pi′ ∈ Gκ(vpi). Then vpi′ ≥ vpi component-wise, with
equality if and only if pi is an optimal policy.
Proof. Since vpi is also the fixed point of Tpiκ , by Lemma 4,
and using the definition of Tκ (see 18),
vpi = Tpiκ v
pi ≤ Tκvpi = Tpi′κ vpi (23)
by choosing pi′ ∈ Gκ(vpi). Using the monotonicity of the
operator Tpi
′
κ and repeating (23) we get,
vpi = Tpiκ v
pi ≤ Tpi′κ vpi ≤ · · · ≤ lim
n→∞
(
Tpi
′
κ
)n
vpi = vpi
′
.
The final equality holds since Tpi
′
κ is a contraction mapping,
and vpi
′
is its fixed point, due to Lemma 4. According to the
same lemma, equality holds if and only if vpi = v∗.
Similarly to Lemma 2, let us state a result that is a direct
consequence of the fact that Tκ, that induces the κ-greedy
policy, is a ξ contraction (see Appendix D in the supplemen-
tary material for a proof).
Lemma 6. The sequence (‖v∗ − vpik‖∞)k≥0 is contracting
with coefficient ξ.
In the following theorem to the lemma we upper bound the
maximal number of iteration it takes the κ-PI algorithm to
terminate (the proof is the same as that for Theorem 3).
Theorem 7. The κ-PI algorithm converges in at most
|S|(|A| − 1)
⌈
(log 1−κγ(1−κ)γ )
−1 log
(
1
1−γ
)⌉
iterations.
Remark 5. As in the case of h-PI, the complexity term in
Theorem 7 is a decreasing function of κ. This complements
the fact that κ-PI converges in one iteration if κ = 1. Again,
as κ increases, each iteration is expected to be computa-
tionally more demanding since the surrogate MDP is less
discounted.
Lastly, using the κ-optimal Bellman operators, Tκ, we de-
rive a non-trivial generalization of the VI algorithm which
we name “κ-VI”. The κ-VI algorithm repeatedly applies
Tκ until convergence. The convergence proof of κ-VI and
its rate of convergence, ξ, thus follows easily as a corollary
of Lemma 4. In the next section, we shall group both κ-PI
κ-VI into a single, larger, class of algorithms that contains
them both.
5. κλ-PI
Even though κ-PI and κ-VI are distinct algorithms, in this
section we unite them under the single “κλ-PI” class of
algorithms (Algorithm 3). This generalization is similar
to the λ-PI which interpolates between standard PI and
VI (Bertsekas & Ioffe, 1996; Bertsekas & Tsitsiklis, 1995;
Scherrer, 2013b; Bertsekas, 2015). We shall describe how
to estimate the value of the κ-greedy policy on a surrogate
MDP with a smaller horizon and shaped reward, and show
that this still yields convergence to the optimal policy and
value. Thus, in κλ-PI, we ease the policy evaluation phase
of κ-PI via solving a simpler task.
In the λ-PI, the improvement stage is the common 1-step
greedy policy, and the evaluation stage is relaxed by ap-
plying the Tpiλ operator (14) instead of fully estimating the
value, where λ ∈ [0, 1]. We start by formulating the ap-
propriate generalization of the Tpiλ operator to κ-PI. Let
λ¯ ∈ [0, 1] . The analogous Tpiλ to our framework is the
following linear operator:
∀v, pi, Tpiλ¯,κv = (1− λ¯)
∞∑
j=0
λ¯jTpiκ v.
Interestingly, due to the fact this operator is affine, the fol-
lowing lemma shows that Tpi
λ¯,κ
is equivalent to yet another
Tpiλ operator (14) where λ is a function of λ¯ and κ (see
Appendix E in the supplementary material for a proof).
Lemma 8. For every λ¯, κ ∈ [0, 1], Tpi
λ¯,κ
= Tpiλ , where
λ = κ+ λ¯(1− κ), i.e, λ ∈ [κ, 1].
Algorithm 3 κλ-PI
Initialize: κ ∈ [0, 1], λ ∈ [κ, 1], v ∈ R|S|
while some stopping condition is not satisfied do
pi ← arg max
pi′
Epi′|• [
∑∞
t=0(κγ)
t(rt + γ(1− κ)vt+1)]
v ← Epi|• [
∑∞
t=0(λγ)
t(rt + γ(1− λ)vt+1)]
end while
Return pi, v
Consider κλ-PI (Algorithm 3, in which again the assign-
ments hold component-wise). Its improvement stage is
similar to the κ-PI algorithm; however, in the evaluation
step, we apply Tpi
λ¯,κ
, or, equivalently, Tpiλ . Indeed, by setting
λ = κ we recover κ-VI (see Appendix F) and by setting
λ = 1 we recover κ-PI. Moreover, by setting κ = 0, we
obtain the class of λ-PI algorithms. Notice that λ ∈ [κ, 1],
whereas for λ-PI, λ ∈ [0, 1]. We leave for future work the
question whether the κλ-PI makes sense for λ ∈ [0, κ).
At this point of the paper, we have reached a very general
algorithmic formulation. We shall not only prove conver-
gence for the κλ-PI, but also provide a sensitivity analysis
that shows how errors may propagate along the steps. This
may indeed be of interest if we use approximations when
computing a κ-greedy policy or updating the value function.
Also, doing so, we generalize similar results on λ-PI (Scher-
rer, 2013a). In the following the subscript notation, k, refers
to the kth iteration of the algorithm (the proof is deferred to
the end of the paper for clarity, in Appendix A).
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Theorem 9. Let κ ∈ [0, 1] and λ ∈ [κ, 1]. Assume that in
Algorithm 3 we employ noisy versions of the two steps at
the kth iteration
pik+1 ← Gˆδk+1κ (vk) (24)
vk+1 ← Tpik+1λ vk + k+1,
where the noisy improvement of (24) means:
Tpik+1κ vk ≥ Tκvk − δk+1.
Assume that for all k, ‖k‖∞ ≤  and ‖δk‖∞ ≤ δ. Then,
lim sup
k→∞
‖v∗ − vpik‖ ≤ 2ξ+ δ
(1− ξ)2
=
2γ(1− κ)(1− κγ)+(1− κγ)2δ
(1− γ)2 .
Once again, we can measure how increasing κ allows im-
proving these asymptotic bounds. Furthermore, observe that
the bounds do not depend on λ.
By setting  = δ = 0 we get the following corollary.
Corollary 10. The κλ-PI algorithms converges to the opti-
mal value-policy pair.
6. Relation to Existing Works
In this section we compare the κ-greedy policy (Section 4)
to the h-greedy policy (Section 3). Furthermore, we connect
previous works of the literature to the framework developed
in this paper.
Let v : S → R be a value function, h ∈ N\{0} and define
the following random variable, the future h-step return:
r(h)v
def
=
h−1∑
t=0
γtrt + γ
hv(sh).
Consider the h-greedy policy w.r.t. to v, defined in (5). We
have for all pi ∈ Gh(v) and s ∈ S,
pi(s) = arg max
pi0
max
pi1,..,pih−1
Epi0...pih−1|s
[
r(h)v
]
.
Alternatively, consider a different generalization of the
greedy step in the form of a greedy policy w.r.t. a κ-weighted
average of the future rewards {r(h)v }h≥1:
Gκ-weighted(v) def= arg max
pi′
Epi
′
|• [(1− κ)
∞∑
h=0
κhr(h+1)v ].
We can highlight the following strong relation between these
two greedy sets (see Appendix G in the supplementary ma-
terial for a proof).
Proposition 11. Let δv(st) = r(st, pi(st)) + γv(st+1) −
v(st). We have
Gκ-weighted(v) = Gκ(v) = arg max
pi
Epi|•
[ ∞∑
t=0
(κγ)tδv(st)
]
.
The second equality in Proposition 11 reveals a connec-
tion to two existing works: planning with shorter horizons
(Ng, 2003) and generalized advantage estimation (Schul-
man et al., 2015b). Using the terminology of our work, the
approach of (Ng, 2003) is equivalent to performing a single
κ-greedy improvement step. The theory we developped in
this paper suggests that there is no reason to stop after only
one step. In (Schulman et al., 2015b), the implemented
algorithm is equivalent to an on-line Policy Gradient vari-
ant of the κ-PI algorithm. As Proposition 11 in our work
states, the objective function considered in (Schulman et al.,
2015b) describes the very same surrogate MDP that is being
solved in the improvement step of κ-PI. Moreover, in that
work, an evaluation algorithm estimates the value of the
current policy similarly to the evaluation stage of κ-PI. We
can interpret the empirically demonstrated trade-off in λ of
(Schulman et al., 2015b) as a trade-off in κ. Finally, the
policy update phase in the MCTS approach in RL, and in
Alpha-Go (Silver et al., 2016; 2017b;a) as an instance of
it, is conceptually similar to the policy update in an asyn-
chronous online version of h-PI.
7. Experimental Results
In this section we empirically test the h- and κ-PI algorithms
on a toy grid-world problem. As mentioned before, in h-PI,
performing the greedy step amounts to solving a h-horizon
optimal control problem (Remark 1), and in κ-PI, it amounts
to solving a γκ-discounted stationary MDP (Remark 4). In
both cases, conducting these operations in practice can be
done with either a generic planning, model-free or model-
based algorithm. Here, we implement the h- and κ-greedy
step via the VI algorithm. In the former case, we simply do
h steps, while in the latter case, we stop VI when the value
change in max norm is less than  = 10−5 (other values did
produce the same qualitative behavior). With this choice,
note that κ = 1 is equivalent to solving the problem with VI.
We conduct our simulations on a simple N ×N determin-
istic grid-world problem with γ = 0.97. The actions set is
{‘up’,‘down’,‘right’,‘left’,‘stay’}. In each experiment, we
randomly chose a single state and placed a reward rg = 1.
In all other states the reward was drawn uniformly from
[−0.1rg, 0.1rg]. In the considered problem there is no ter-
minal state. Also, the entries of the initial value function are
drawn from N (0, r2g). We ran h- and κ-PI and counted the
total number of calls to the simulator. Each such “call” takes
a state-action pair (s, a) as input, and returns the current
reward and next (deterministic) state.
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Figure 1: Empirical performance of h-PI, κ-PI and λ-PI for different grid sizes, N (see Section 7). The shown results are the average of
5 experiments. The standard deviation is shown as errorbars. In all plots, the y-axis is the total queries to simulator until convergence,
which we chose as a performance criterion. (Left) Performance of h-PI as a function of h. (Center) Performance of κ-PI as a function
of heff(κ) = (1 − γκ)−1, the ‘effective’ planning horizon. The κ values that resulted in the lowest number of simulator queries are
κopt = 0.82, 0.82, 0.88, 0.92 for N = 25, 30, 35, 40, respectively. (Right) Performance of λ-PI as a function of λ. This corresponds to
κλ-PI with κ = 0. The three plots demonstrate that the algorithms introduced in this work, h-PI and κ-PI, can outperform λ-PI in terms
of best empirical performance.
Figure 1 shows the average number of calls to the simula-
tor as a function of h or κ. For each value, experiments
were conducted 5 times. The figure depicts that optimal
computational efficiency is obtained for some value of the
parameters that is not trivial (h 6∈ {1,∞} and κ 6∈ {0, 1}).
Empirically, these ’optimal’ parameter values slowly grow
with the grid dimension N . For a comparison, we measured
the empirical performance of λ-PI (notice that λ = 1, which
is PI, corresponds to κ-PI with κ = 0). Our simulations
show that the performance of λ-PI is inferior to that of our
new algorithms.
8. Discussion and Future Work
In this work, we introduced and formulated two possible
approaches that generalize the traditional 1-step greedy oper-
ator. Borrowing from the general principle behind Dynamic
Programming, we proposed a new family of techniques
for solving a single complex problem via iteratively solv-
ing smaller sub-problems. We showed that the discussed
approaches are coherent with previous lines of work, by
generalizing existing analyses on the 1-step greedy policy to
the h- and κ-greedy policies. In particular, we derived new
algorithms and showed their convergence. By introducing
and analyzing the κλ-PI, we demonstrated that the κ-PI
can be used with a ‘relaxed’ value estimation and that the
effects of noise are controlled. Last but not least, by making
connections with some recent empirical works (Schulman
et al., 2015b; Silver et al., 2017b), our work sheds some light
on the reasons of their impressive success. We conducted
simulations on a toy example and have shown how a generic
RL algorithm (VI) can be used for the greedy step of the
κ- and h-PI frameworks. We empirically demonstrated that
such a new algorithm leads to a performance improvement.
By using other techniques for solving the greedy step (see
in particular Remarks 1 and 4), many new algorithms may
be built.
It may be interesting to consider online versions (i.e.
stochastic approximations) of the algorithmic schemes we
have introduced here, which would probably require to con-
sider at least two time scales (one for the inner surrogate
problems, one for the main loop). On the theoretical side,
our first attempts in this direction suggest that previous ap-
proaches for proving online convergence of PI (Konda &
Borkar, 1999; Kakade & Langford, 2002) may not be so
straightforwardly generalized. We are currently working on
this extension.
A potential practical extension of this work would be to
consider a state-dependent κ value, that is a function κ :
S → [0, 1]. Though the details of such a generalization need
to be written carefully, we believe that the machinery we
developped here will still hold. We expect the convergence
to be assured with rates that would intricately depend on this
κ function. Using such an approach, the algorithm designer
could put more ‘prior knowledge’ into the learning phase. In
general though, understanding better when the choice of a κ
function would be good or not (and even understanding how
to choose the κ or h parameters of the algorithms described
here) is intriguing and deserves future investigation.
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A. Proof of Theorem 9
We might follow the steps in (Scherrer & Thiery, 2010;
Scherrer et al., 2015). But we give here an alternative and
shorter proof, which is new even in the specific context of
κ = 0.
Using (15), for any pi, we have
Tpiκ v1 − Tpiκ v2 = γ(1− κ)(I − κγPpi)−1(v1 − v2)
= ξDpiκP
pi(v1 − v2) def= ξP˜pi(v1 − v2),
where we definedDpiκ = (1−κγ)(I−κγPpi)−1, a stochastic
matrix, and P˜piκ = D
pi
κP
pi , also a stochastic matrix.
Define the following alternative error ′k = k−Cke, where
Ck =
max δk+1+max k−ξmin k
1−ξ and e is the constant vector
made of ones. Since for all α, Tpiκ (v + αe) = T
pi
κ v + ξαe
and Gˆδκ(v) = Gˆδκ(v + αe), the sequence of policies that can
be generated by the original algorithm, with error k, is the
same as that that would be generated by the algorithm with
erros ′k. From now on, let us consider the latter.
With a similar invariance argument, let us assume, without
loss of generality, that v0 − Tpi1κ v0 ≤ 0. Then, one can see
that for all k ≥ 1,
bk
def
= vk − Tpik+1κ vk
≤ vk − Tpikκ vk + δk+1
= (vk − ′k)− Tpikκ (vk − ′k) + (1− ξ)′k + δk+1
≤ Tpikλ vk−1 − Tpikκ Tpikλ vk−1
+ (max δk+1 + max 
′
k − ξmin ′k)e
= Tpikλ vk−1 − Tpikλ Tpikκ vk−1
+ (max δk+1 + max k − Ck − ξ(min k − Ck)︸ ︷︷ ︸
0
)e
= ξλP˜
pik
λ (vk−1 − Tpikκ vk−1) = ξλP˜pikλ bk−1.
In the fifth relation we used Proposition 13 (see Appendix B)
that shows TκTλ = TλTκ, and defined ξλ
def
= γ 1−λ1−λγ . Thus,
since P˜pikλ has only non-negative elements, by induction, we
have bk ≤ 0 for all k.
Then, since (1− λ¯)∑∞j=0 λ¯j = 1, one can see that
dk+1
def
= v∗ − (vk+1 − ′k+1)
= v∗ − (1− λ¯)
∞∑
j=0
λ¯j(Tpik+1κ )
j+1vk
= (1− λ¯)
∞∑
j=0
λ¯j(v∗ − (Tpik+1κ )j+1vk).
Each term in the sum satisfies:
v∗ − (Tpik+1κ )j+1vk
= Tpi
∗
κ v
∗ − Tpi∗κ vk + Tpi
∗
κ vk
− Tpik+1κ vk +
j∑
i=1
(Tpik+1κ )
ivk − (Tpik+1κ )i+1vk
≤ ξP˜pi∗κ (v∗ − vk) + δk+1 +
j∑
i=1
(ξP˜pik+1κ )
ibk
≤ ξP˜pi∗κ (v∗ − vk) + δk+1,
and hence we deduce that
dk+1 ≤ ξP˜pi∗κ (v∗ − vk) + δk+1
= ξP˜pi
∗
κ dk − ξP˜pi
∗
κ 
′
k + δk+1
and thus
max dk+1
≤ ξmax dk + max δk+1 − ξmin ′k
= ξmax dk + max δk+1
− ξ
(
min k − max δk+1 + max k − ξmin k
1− ξ
)
= ξmax dk +
max δk+1 + ξ(max k −min k)
1− ξ ,
which eventually leads to
lim
k→∞
dk ≤ ξ(max k −min k) + max δk+1
(1− ξ)2 .
To conclude, we finally observe that
sk
def
= vk+1 − k+1 − vpik+1
= (1− λ¯)
∞∑
j=0
λ¯j(Tpik+1κ )
j+1vk − vpik+1
= (1− λ¯)
∞∑
j=0
λ¯j((Tpik+1κ )
j+1vk − vpik+1),
and each term of the sum satisfies:
(Tpik+1κ )
j+1vk − vpik+1
=
∑
i≥j+1
(Tpik+1κ )
ivk − (Tpik+1κ )i+1vk
=
∑
i≥j+1
(ξP˜pik+1κ )
ibk ≤ 0.
In other words, we deduce that sk is non-positive. The
result follows from the fact that v∗ − vpik = dk + sk and
that max k −min k ≤ 2‖k‖.
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B. Affinity of the Fixed Policy Bellman Operator and Consequences
In this section we show that due to the affinity of the fixed-policy Bellman operator, Tpi, it also preserves barycenters. We
discuss the consequences of this observation and specifically prove that Tλ commutes with any other Tλ′ operator.
Lemma 12. Let {vi, λi}∞i=0 be a series of value functions, vi ∈ R|S|, and positive real numbers, λi ∈ R+, such that∑∞
i=0 λi = 1. Let T
pi be a fixed policy Bellman operator and n ∈ N. Then,
Tpi(
∞∑
i=0
λivi) =
∞∑
i=0
λiT
pivi,
(Tpi)n(
∞∑
i=0
λivi) =
∞∑
i=0
λi(T
pi)nvi.
Proof. Using simple algebra and the definition of Tpi (see Definition 2) we have that
Tpi(
∞∑
i=0
λivi) = r
pi + γPpi(
∞∑
i=0
λivi)
= rpi +
∞∑
i=0
λiγP
pivi
=
∞∑
i=0
λi (r
pi + γPpivi) =
∞∑
i=0
λiT
pivi.
The second claim is a result of the first claim and is proved by iteratively applying the first relation.
This lemma induces the following property.
Proposition 13. Let Tpiλ be the fixed-policy λ Bellman operator, λ1, λ2 ∈ [0, 1] and v ∈ R|S| be a value function. Then,
Tpiλ1T
pi
λ2v = T
pi
λ2T
pi
λ1v,
i.e, Tpiλ1 , T
pi
λ2
commute.
Proof. We have that
Tpiλ1T
pi
λ2v = (1− λ1)
∞∑
i=0
λi1(T
pi)i+1Tpiλ2v
= (1− λ1)
∞∑
i=0
λi1(T
pi)i+1
(1− λ2) ∞∑
j=0
λj2(T
pi)j+1v

= (1− λ1)(1− λ2)
∞∑
i,j=0
λi1λ
j
2(T
pi)i+1(Tpi)j+1v
= (1− λ2)(1− λ1)
∞∑
i,j=0
λj2λ
i
1(T
pi)j+1(Tpi)i+1v
= (1− λ2)
∞∑
j=0
λj2(T
pi)j+1
(
(1− λ1)
∞∑
i=0
λi1(T
pi)i+1v
)
= Tpiλ2T
pi
λ1v.
The first and third relations use Definition 14, the forth and sixth relations are due to Lemma 12, and the fifth relation is due
to the fact that every operator commutes with itself.
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C. Proof of Lemma 2
The proof goes as follows.
v∗ − vpik = Tpi∗Th−1v∗ − Tpi∗Th−1vpik−1 + Tpi∗Th−1vpik−1 − TpikTh−1vpik−1 + TpikTh−1vpik−1 − Tpikvpik
≤ Tpi∗Th−1v∗ − Tpi∗Th−1vpik−1 + TpikTh−1vpik−1 − Tpikvpik
≤ γPpi∗(Th−1v∗ − Th−1vpik−1) + γPpik(Th−1vpik−1 − vpik)
≤ γPpi∗(Th−1v∗ − Th−1vpik−1).
The second relation uses that Tpi
∗
Th−1vpik−1 ≤ TpikTh−1vpik−1 since pik ∈ Gh(vpik−1). The third relation holds by
definition, and the fourth because Th−1vpik−1 ≤ vpik , as as seen from Lemma 1. Since v∗ − vpik is non-negative we can
take the max norm. By using the fact that T is a γ contraction in the max norm, Th−1 is a γh−1 contraction in the max
norm. Thus, by taking the max norm of both sides we prove the claim.
D. Proof of Lemma 6
Using the fixed point property of the operator in Lemma 4,
v∗ − vpik = Tpi∗κ v∗ − Tpi
∗
κ v
pik−1 + Tpi
∗
κ v
pik−1 − Tpikκ vpik−1 + Tpikκ vpik−1 − vpik
≤ Tpi∗κ v∗ − Tpi
∗
κ v
pik−1 + Tpikκ v
pik−1 − vpik
≤ Tpi∗κ v∗ − Tpi
∗
κ v
pik−1 .
The second relation holds since Tpi
∗
κ v
pik−1 ≤ Tpikκ vpik−1 = Tκvpik−1 , as follows from the definition of Tκ (see (18)). The
third relation uses that Tpikκ v
pik−1 ≤ vpik , as follows from the proof of Lemma 5. Since v∗ − vpik is positive, we take the
max norm and use the fact that Tpi
∗
κ is ξ contraction in the max norm to conclude the proof.
E. Proof of Lemma 8
Since for the operator Tpi the distributive property holds, i.e, aTpi + b(Tpi)2 = (a+ bTpi)Tpi , we have the following relation
for any λ ∈ [0, 1].
(1− λTpi)Tpiλ =(1− λTpi)(1− λ)
∞∑
i=0
λi(Tpi)i+1
=(1− λ)
∞∑
i=0
λi(Tpi)i+1 − (1− λ)λTpi
∞∑
i=0
λi(Tpi)i+1
=(1− λ)
∞∑
i=0
λi(Tpi)i+1 − (1− λ)
∞∑
i=1
λi(Tpi)i+1
=(1− λ)Tpi.
The first relation uses that the infinite sum converges and the definition of the Tpiλ operator (cf. (14)), in the third relation we
used Lemma 12, and in the forth relation all terms cancel out except for the first term (with i = 0) in the first series.
We thus get a new relation the Tpiλ operator satisfies,
(1− λTpi)Tpiλ = (1− λ)Tpi. (25)
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Let λ¯ ∈ [0, 1], κ ∈ [0, 1] and λ = κ+ λ¯(1− κ). We now expand (1− λTpi)Tpi
λ¯,κ
.
(1− λTpi)Tpiλ¯,κ = (1− λTpi)(1− λ¯)
∞∑
j=0
λ¯j(Tpiκ )
j+1
= ((1− κTpi)− (λ¯(1− κ)Tpi))(1− λ¯) ∞∑
j=0
λ¯j(Tpiκ )
j+1
= (1− κTpi)
(1− λ¯) ∞∑
j=0
λ¯j(Tpiκ )
j+1
− λ¯(1− κ)Tpi
(1− λ¯) ∞∑
j=0
λ¯j(Tpiκ )
j+1

= (1− λ¯)
∞∑
j=0
λ¯j(1− κTpi)(Tpiκ )j+1 − λ¯(1− κ)Tpi
(1− λ¯) ∞∑
j=0
λ¯j(Tpiκ )
j+1

=
∞∑
j=0
λ¯j(1− λ¯)(1− κ)Tpi(Tpiκ )j − λ¯(1− κ)Tpi
(1− λ¯) ∞∑
j=0
λ¯j(Tpiκ )
j+1

= (1− κ)Tpi
(1− λ¯) ∞∑
j=0
λ¯j(Tpiκ )
j − (1− λ¯)
∞∑
j=0
λ¯j+1(Tpiκ )
j+1

︸ ︷︷ ︸
=(1−λ¯)
= (1− λ¯)(1− κ)Tpi = (1− λ)Tpi.
In the forth relation we used Lemma 12, in the fifth relation we used (25) , with κ instead of λ, and in the sixth relation we
again used Lemma 12. We thus get that the operators Tpi
λ¯,κ
and Tpiλ satisfy the following relations.
(1− λTpi)Tpiλ¯,κ = (1− λ)Tpi,
(1− λTpi)Tpiλ = (1− λ)Tpi.
Subtracting the two equations and using Tpi = rpi(·) + γPpi we get1,
[1− λ(rpi + γPpi)] (Tpiλ¯,κ − Tpiλ ) = (1− λγPpi)(Tpiλ¯,κ − Tpiλ ) = 0.
Since (1− λγPpi) is non-zero (i.e, exists v ∈ R|S| s.t (1− λPpi)v 6= 0), we get that
Tpiλ¯,κ = T
pi
λ ,
which concludes the proof.
F. Equivalence of κ-VI and κλ-PI with λ = κ
The equivalence of κλ-PI when λ = κ to κ-VI is similar to the equivalence of λ-PI to VI for λ = 0 (Scherrer, 2013a). To
see this, start by considering the κ-VI algorithm (see Section 5). Let vk be the value of the algorithm at the k-th iteration.
Then, the value at the next iteration, vk+1, is
vk+1 = Tκvk = max
pi′
Tpi
′
κ vk. (26)
Now consider the update performed by the κλ-PI algorithm with λ = κ (see Algorithm 3). By construction, it will apply the
following update.
pik+1 = arg max
pi′
Tpi
′
κ vk (27)
vk+1 = T
pik+1
κ vk. (28)
1In this context, we treat rpi(·) as a constant mapping from R|S| to itself; i.e., for any v ∈ R|S|, rpi(v) = rpi .
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Using these updating equations we see that the value at the k + 1 iteration of this algorithm can be written as
vk+1 = T
pik+1
κ vk = max
pi′
Tpi
′
κ vk,
since pik+1 is the policy attaining the maximum in (27).
Thus, both κ-VI and κλ-PI with λ = κ produce the same sequence of values, given equal initial value, v0. In this sense,
both of the algorithms are equivalent. However, we note that these algorithms are not computationally equivalent. This
can be seen by focusing on the computations steps per iteration. The κ-VI algorithm updates a value function in every
iteration whereas κλ-PI (with λ = κ) calculates a policy (27) and then updates the current value (28). These two forms do
not necessarily share similar computational complexity.
G. Proof of Proposition 11
The proof is close in spirit to a related proof in (Schulman et al., 2015b) and can also be derived using the relations in (14),
(15) and (16). We explicitly give here the proof for completeness. Furthermore, in this proof we explicitly show that the
greedy sets are equal, a notion developed in this work.
We prove the first equality and then the second equality of the proposition. The first equality follows by a direct algebraic
manipulation on the random variables inside the mean. For clarity, we use the notation at = pi(st).
(1− κ)
∞∑
h=0
κhr(h+1)v =
(1− κ)(r(s0, a0) + γv(s1)+
κr(s0, a0) + κγr(s1, a1) + κγ
2v(s2)+
κ2r(s0, a0) + κ
2γr(s1, a1) + κ
2γ2r(s2, a2) + κ
2γ3v(s3)+
... ) =
r(s0, a0) + (1− κ)γv(s1)+
κγr(s1, a1) + (1− κ)κγ2v(s2)+
κ2γ2r(s2, a2) + (1− κ)κ2γ3v(s3)+
... =
r(s0, a0) + (1− κ)γv(s1)+
κγ(r(s1, a1) + (1− κ)γv(s2))+
κ2γ2(r(s2, a2) + (1− κ)γv(s3))+
... =
∞∑
t=0
(κγ)t(r(st, at) + (1− κ)γv(st+1)). (29)
In the second relation we used
∑∞
i=h κ
i = κ
h
1−κ , and in the last we packed the infinite sum and introduced a summation
variable t. Since for every realization of the random variables this equality holds, it also holds for the mean. This concludes
the proof of the first equality since we have explicitly shown equality between the optimization criteria.
We now prove the second equality, again with direct algebraic manipulation. We start with the last term in the proposition.
Consider again the random variables inside the mean.
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∞∑
t=0
(κγ)tδv(st) =
∞∑
t=0
(κγ)t(r(st, at) + γv(st+1)− v(st))
=
∞∑
t=0
(κγ)t(r(st, at) + γv(st+1)− κγv(st+1))− v(s0)
=
∞∑
t=0
(κγ)t(r(st, at) + γ(1− κ)v(st+1))− v(s0), (30)
where the second relation holds because
∑∞
t=0(κγ)
tv(st) =
∑∞
t=0(κγ)
tκγv(st+1) + v(s0). Eq. (30) varies from (29) only
by v(s0). The solution of the optimization problem, finding the κ-greedy policy, is invariant to the addition of v(s0), since it
is a constant w.r.t. the optimization problem. This concludes the proof.
