Particulate matter (PM) has been associated with mortality in several epidemiological studies. The US EPA currently regulates P M 10 and P M 2.5 (mass concentration of particles with diameter less than 10 µm and 2.5 µm, respectively), but it is not clear which size of particles are most responsible for adverse heath outcomes. A current hypothesis is that ultrafine particles with diameter less than 0.1µm are particularly harmful because their small size allows them to deeply penetrate the lungs. This paper investigates the association between exposure to particles of varying diameter and daily mortality. We propose a new dynamic factor analysis model to relate the ambient concentrations of several sizes of particles with diameters ranging from 0.01 to 0.40 µm with mortality. We introduce a Bayesian model that converts ambient concentrations into simulated personal exposure using the EPA's Stochastic Human Exposure and Dose Simulator, and relates simulated exposure with mortality.
Introduction
Several epidemiological studies have shown an association between air pollution and adverse health outcomes (Dockerty et al., 1992; Schwartz, 1994; Pope et al., 1995; American Thoracic Society and Bascom 1996a, 1996b) . Most of the recent work in this area has focused on P M 10 and P M 2.5 , the mass concentrations of particles less than 10µm and 2.5µm, respectively. However, it is not clear which sizes of particles are most responsible for adverse heath outcomes. A current hypothesis is that ultrafine particles with diameter less than 0.1µm are particularly harmful because their small size allows them to deeply penetrate the lungs. The literature on ultrafine particles is relatively sparse compared to the literature on P M 25 and P M 10 . Pekkanen et al. (2002) demonstrated an association between ultrafine particle levels and cardiovascular symptoms, while de Hartog et al. (2003) and Timonen et al. (2004) failed to find a relationships between ultrafine concentration and cardiorespiratory symptoms. Wichmann et al. (2000) and Stölzel et al. (2006) showed that ambient ultrafine concentration levels were associated with daily mortality in Europe.
This paper uses a new data set to investigate the association between different sizes of particulate matter and mortality. Pollution data is measured at a single monitoring station in downtown Fresno, CA. The ambient concentrations of P M 10 , P M 2.5 , and several sizes of particles with diameters ranging from 0.01 to 0.40 µm are recorded hourly for 2001 and 2002 . The health outcome is non-accidental mortality in elderly residents of Fresno, CA.
We develop a novel dynamic factor model to analyze the multivariate time series of particles with diameter less than 0.40 µm and to relate the various PM diameters with mortality. Bayesian latent factor models are common in health research (e.g., Wang and Wall, 2003; Biggeri et al., 2005; Lui et al., 2005) and in multivariate time series analysis (Aguilar et al., 1998; West and Harrison, 1997) . The dynamic factor model reduces the dimension of the multivariate pollution time series to a small number of temporally-correlated latent time series factors. In our setting, the natural ordering of the diameters suggests an extension of the usual dynamic factor model that makes use of the similarity between adjacent diameters. This extension of the usual dynamic factor model borrows strength across diameters, thereby reducing variability in the latent factors. The latent factors are used as predictors of mortality. This results in a supervised factor analysis in that the factors are not only chosen to model PM data, but also to form predictive groups of diameters to be related with mortality.
A common limitation of observational studies of the effects of air pollution on human health is that ambient concentrations are used as surrogates for personal exposures, and a single value is used to represent the exposure of each individual in a geographic region.
However, for a given ambient concentration level, personal exposure can vary widely across individuals with different activity patterns. Assuming a common value of exposure holds for the entire population of individuals leads to the "ecological fallacy" (Selvin, 1958; Wakefield and Shaddick, 2005) , and can result in bias.
We propose a new method for studying the association between PM and mortality while accounting for variability in personal exposure. Although direct measurements of personal exposures are not available, the population exposure distribution is estimated using the Stochastic Human Exposure and Dose Simulation model for particulate matter (SHEDS-PM), developed by Burke et al. (2001) . This stochastic model uses information about human activ-ity patterns, census data, and daily diurnal pollution cycles to estimate the daily population exposure distribution. Meshing the exposure simulator into our Bayesian framework allows us to investigate the association between personal exposure and mortality, and to compare these results to the association between mortality and ambient concentration.
Our approach extends the work of Holloman et al. (2004) who use a method similar to SHEDS-PM to compute the mean P M 2.5 exposure for a number of counties in North Carolina and relate the mean exposure to cardiovascular mortality. Our hierarchical model benefits from the full implementation of SHEDS-PM by using the actual output distributions produced by the model for daily exposure to the ambient PM level. By approximating the daily exposure distributions with normal distributions, we incorporate the SHEDS-PM exposure distributions (not just the mean value) in the model with mortality data to account for both the variability in exposures across the population each day and the uncertainty in the modeled exposures. Also, we applied the SHEDS-PM model for multiple PM diameters to investigate the joint effect of exposure to different particle sizes.
The paper proceeds as follows. Section 2 describes the Fresno data set. The dynamic latent factor model relating ambient concentrations with daily mortality is developed in Section 3. Details of SHEDS-PM are provided in Section 4, along with a model for relating SHEDS-PM output with mortality via the integrated population relative risk. Section 5 analyzes the effect of ambient concentrations on mortality and Section 6 demonstrates the effects of using simulated exposure, rather than ambient concentrations, as predictors of mortality. Section 7 concludes.
2 Description of the data 3 A model relating ambient PM with mortality 3.1 A latent factor model for ambient PM levels
In this section we propose a latent factor model for the ambient concentrations of particles with diameter less than 0.40µm. While P M 2.5 , P M 10 , and carbon monoxide are used as predictors of mortality, they are not included in the factor analysis because we would like to use the factor analysis to find combinations of diameters less than 0.40µm that are predictors of mortality after accounting for the effects of these copollutants.
Let y dt be the observed average daily concentration for diameter d at day t, d = 1, ..., D and t = 1, ..., T . The vectors of observations for each diameter are standardized to have mean zero and unit variance. The dynamic Bayesian factor analysis model (Aguilar et al., 1998; West and Harrison, 1997) assumes the mean of y dt is a linear combination of J ≤ D independent latent time series, i.e., 
That is, the covariance between a pair of true concentrations is the sum of the products of the autocovariance functions for time and diameter of the J latent time series. At this level of generality, the factor analysis model results in a non-separable (between diameter and time) covariance function.
In the analysis of Section 5, the latent time series are taken to be independent AR (1) processes and loading vectors are taken to be independent intrinsic AR(1) processes. That is,
where ρ j ∈ (−1, 1). The factors for the first time point f j0 are given vague independent normal priors.
Restrictions are necessary to ensure that the model is well-identified. The variances τ (2000), for the first factor, we constrain the loading for the smallest diameter w 11 to be one. For the second factor, we set the loading for the smallest diameter w 21 to zero and, to make identification as strong as possible, restrict the loading for the largest diameter w 2D to be one. The third loading vector has w 31 = w 3D = 0 and w 32 = 1, and so on.
Relating the latent factors with mortality
Including all D = 17 diameters as predictors of mortality leads to substantial multicollinearity and misleading estimates. Clearly, some form of dimension reduction is needed. The factor analysis model of Section 3.1 represents the ambient concentrations as a linear combinations of the latent time series f 1 , ..., f J . To circumvent multicollinearity, the latent factors are used as predictors of mortality. This results in supervised factor analysis, in that the loadings and latent factors are chosen not only to provide a reasonable fit to the observed ambient concentrations, but also to help explain the health outcome.
The number of deaths on day t, M t , has a Poisson distribution with expected value
where x t is the vector of confounders, C j (t − l j ) is the lag l j ambient level of pollutant j, and β and α are the vectors of regression parameters. We include the pollutants P M 2.5 , P M 10 , carbon monoxide, and the latent factors f 1 , ..., f J . Long-term trend, temperature, humidity, and an indicator of weekday are included as confounding variables in x t . Following Dominici et al. (2002), we use a natural spline function of time to capture long-term trends in mortality.
Temperature and humidity are also smoothed with natural spline functions. The effect of the number of degrees of freedom of the spline functions on the estimates of the effects of PM on mortality is investigated in Section 5.2.
In many studies of the health effects of particulate matter, the lags l j are fixed at a particular value suggested by past experience or exploratory analysis. However, for these data several lags fit the data equally-well and the choice of lag qualitatively influences the results. To account for this uncertainty, we model the lags as random variables. Since the lags are typically chosen to be within a few days of the event (Stölzel et al., 2006; Holloman et al., 2004; Pekkanen et al., 2002; Dominici et al, 2002; Smith et al., 2000) , the lag parameters l j are given independent discrete uniform priors on the values {0, 1, ..., 7}.
To complete the Bayesian model, we specify priors for the hyperparameters. CHAD contains personal diaries of over 22,000 individuals from exposure studies conducted around the US. The diaries describe the activity pattern of the individual throughout the day and are selected to match the hypothetical individual based on personal characteristics, housing type, season, day of the week, and average daily temperature.
SHEDS-PM considers nine microenvironments: outdoors, vehicles, residences, offices, schools, stores, restaurants, bars, and other indoor environments. The average exposure for individual i on day t, E i (t), is the sum of the exposures accumulated in the nine microenvironments. Let C mh (t) and T imh (t) be the PM concentration and time spent, respectively, in microenvironment m for individual i during hour h. Then, the average daily exposure is
The PM concentration for microenvironment m is assumed to be a linear function of the ambient concentration, i.e., C mh (t) = a m + b m C amb,h (t) where C amb,h (t) is the known ambient PM level for hour h on day t. The coefficients for the residential microenvironment are modelled using a mass balance equation and have the form
where P = penetration factor; k = deposition rate; ach = air exchange rate; E smk = emission rate for smoking; N cig = number cigarettes smoked; E cook = emission rate for cooking; t cook = time spent cooking; E other = emission rate for other sources; and V = residential volume.
Exposure simulation via SHEDS-PM requires reliable prior information for the parameters in the mass balance equation for residential concentration and the linear equations for non-residential concentrations. The priors for several parameters for residential concentration are based on exposure studies conducted in California and are given in Table 1 . The priors for the remaining parameters are taken from Burke et al. (2001) . Since no data are available for non-ambient source exposure (e.g., smoking and cooking) for diameters other than P M 25 , we only consider exposure from ambient sources.
The two-stage priors for the SHEDS-PM parameters (e.g., in Table 1 ) reflect both the inherent variability from person-to-person and day-to-day, and our uncertainty about the hyperparameters that control the variability distributions. To include both types of randomness in our simulation, each day we simulate the exposure of M independent populations of size I.
The parameters for all individuals within the same simulated population have the same draw from the uncertainty distribution, but vary from person-to-person based on the variability distribution.
The model described above could theoretically be incorporated into a fully-Bayesian analysis. However, exploratory analysis suggests that the daily exposure distributions can be approximated by normal distributions; the level 0.05 Kolmogorov-Smirnov test of normality rejects the hypothesis that the exposure distribution follows a normal distribution for less than 1% of the simulated distributions for each of the PM diameter analyzed with SHEDS-PM in Section 6. Therefore, we assume the model dramatically reduces the computational burden while still reflecting uncertainty in exposure distribution and allowing the exposure distribution to be updated by the mortality data.
Relating exposure to mortality
Each day, the exposure distribution is estimated using SHEDS-PM for P M 2.5 and several diameters of ultrafine particles suggested by the dynamic factor analysis. Let E f i (t) be the exposure to pollutant f for individual i on day t. Since mortality is rare, the distribution of the event of individual i dying on day t can be approximated with Poisson distribution with expected value
whereα 1 , ...,α F are the regression parameters associated with the simulated exposures.
Following Richardson et al. (1987) , the population average risk on day t is
where the exposure distribution on day t for pollutant f has density p(E f (t)). Given η t , M t follows a Poisson(η t ) distribution, independent across t.
We assume that E f (t) follows a normal distribution with mean m f (t) and variance v f (t), where
Under the normal model for the population exposure distributions, the population average risk conditional on (µ f (t), τ 2 f (t)) can be written in closed form as
Comparing (12) with the expected number of deaths as a function of ambient pollution levels in (5) shows that the effect of ambient concentration equals the effect of personal exposure if each personal exposure equals the ambient concentration (m f = C f and v f = 0) or if α f = 0, i.e., the pollutant has no effect on mortality. Also, the effect of the population mean exposure m f equals the effect of personal exposure if v f = 0. Therefore, we expect the bias caused by using a single ambient concentration to represent the exposure of each individual in the population to be large if the variation in exposure within the population is large and the pollutant has a large effect on mortality.
When fitting these models to the Fresno data, we choose between models using the de- 
Analysis of the effect of ambient PM on mortality
This section analyzes the effect of ambient PM of various diameters on non-accidental mortality. We first use the Bayesian factor model of Section 3.1 to investigate the relationships between the fine PM diameters less than 0.4µm. In Section 5.2 we apply the full supervised factor model of Section 3 to study the effects of PM on all-non-accidental mortality and respiratory-related mortality.
Dynamic factor analysis of fine PM diameters
To understand the relationships between the fine PM diameters less than 0.4µm, we temporality set aside the mortality data and fit the latent factor model of Section 3.1. A principal components analysis shows that the first three principal components explain 95% of the variance in the daily ambient concentrations, therefore we present results of the threefactor model. The three factors roughly correspond to diameters less than 0.02µm (factor 1), diameters between 0.02 and 0.08µm (factor 3), and diameters greater than 0.08µm (factor 2).
These results are similar to the principal components analysis, indicating the identifiability constraints described in Section 3.1 are not affecting the posteriors of the loadings.
Analysis of mortality
In this section, we present the results of the supervised factor analysis that makes use of both PM and mortality data. The medians of the factor loadings in Figure 4a are slightly different under this supervised factor analysis than under the PM-only analysis in Section 5.1 (Figure 3 ). For example, the loadings for diameters greater than 0.10µm for factor 1 are smaller than the PM-only analysis. However, generally speaking, the three factors divide the 17 diameters into the same three predictive groups as the PM-only analysis: diameters less than 0.02µm (factor 1), diameters between 0.02 and 0.08µm (factor 3), and diameters between 0.08 and 0.40µm (factor 2).
The posteriors of the relative risks are plotted in Figure 4b . Each 95% interval covers one.
However, the third factor (diameters between 0.02µm and 0.08µm) emerges as a signficant predictor of mortality in the plot of its relative risk by lag (Figure 4d ). The width of the boxplots indicate that the four-day lag has the highest posterior probability. A four-day lag was also found by Stölzel et al. (2006) . Conditional on this lag, the 95% interval for the relative risk excludes one. For the remaining pollution-related predictors, the relative risk intervals cover one for all lags and the posteriors of the lag parameters are relatively flat (none of the possible lag values have posterior probability greater than 0.30 for any of these predictors).
To investigate the influence of the smoothness of the long-term trend and weather covariates, Figure 5 6 Analysis of the effect of exposure on mortality The ratio the daily population mean exposure and the average daily ambient concentration varies considerably across diameter. Table 2 shows that the ratio of exposure to ambient concentration is smaller for ultrafine particles than for P M 2.5 . This is due in large part to the small penetration factor and large deposition rate for ultrafine particles (Table   1 ). Table 2 also shows that the ratio of exposure to ambient concentration depends on the season and the day of the week. For each particle size, people are exposed to the largest proportion of the ambient concentration on summer weekends, times when people are generally more active and spend more time outdoors. The majority of the variability in the ratio the daily population mean exposure and the average daily ambient concentration is explained by season and day of the week, as the standard deviation within each season/weekday combination is small relative to the change across season/weekday combinations. However, there is also considerable variation within each season/weekday combination due to factors such as day-to-day variation in human activity and the diurnal cycle of pollution.
To determine the effect of incorporating the exposure simulator into our analysis, Table 3 compares the results using simulated exposure as opposed to ambient levels as predictors of mortality. Each model includes smooth functions for long-term trend, temperature, humidity, a weekday indicator, and ambient levels of P M 10 and carbon monoxide. The first model also includes the daily average ambient level of P M 25 and several fine diameters chosen to represent the latent factors of Section 5.2. The posterior mode lag is used for each pollution covariate. As in the supervised factor analysis of Section 5, PM with diameter 0.05µm (which represents Section 5's factor 3) is the strongest predictor of mortality. However, perhaps due to the correlation between predictors, none of PM variables are significant predictors of mortality.
The second model replaces the ambient concentrations of P M 25 and the three particles with diameter less than 0.40µm with their estimated exposure distributions as described in Section 4.2. The relative risks are similar for both models, so it does not appear that adding the exposure model has removed any systematic bias for these data. For example, the estimated relative risk for diameter 0.05µm increases from 1.038 using ambient concentrations to 1.060 using the exposure distribution. However, the 95% interval for this relative risk is more than 50% wider for the exposure model than for the ambient concentration model due to variability and uncertainty in the population exposure distribution. This illustrates the potential importance of accounting for variability and uncertainty in the population exposure distribution when making inferences about the relationship between PM and mortality.
Discussion
This paper presents a supervised dynamic factor model to relate a multivariate time series of pollutants with daily mortality. The model extends the usual dynamic factor model by borrowing strength across neighboring diameters, which leads to an improvement in DIC.
Under this model, none of the latent factors for fine ambient PM levels are significantly associated with mortality while accounting for lag uncertainty. However, conditional on a four-day lag, ultrafine particles with diameter between 0.02µm and 0.08µm are shown to significantly predict mortality.
Our latent factor analysis used three factors because three factors seemed to be enough to capture the major trends in the multivariate time series of fine particles. We tried varying the number of factors to larger than three and in no case were any of the additional latent factors significant predictors of mortality. Of course, there are more sophisticated methods for choosing the number of factors. For example, the stochastic search variable selection procedure of George and McCulloch (1993) to determine the probability of each factor being included in the predictive model. Alternatively, Lopes and West (2004) assume the number of factors is unknown and use reversible jump MCMC. However, allowing the number of factors to be unknown in the SHEDS-PM model would be very difficult, so we elected to use a fixed number of factors throughout the analysis.
The dynamic factor model proposed in Section 3 could be adapted to model a single pollutant that is repeatedly measured at multiple locations. In this spatiotemporal setting, each site would be assigned a vector of loadings and the loadings for each latent factor would be smoothed with a spatial prior. This would result in a flexible spatiotemporal model that could be fit to non-stationary and non-separable data, as shown in (3).
We also analyze mortality using simulated exposure. The exposure distributions from SHEDS-PM model show that actual personal exposures differed for the various PM size fractions, which is important to account for when investigating the joint effects of multiple pollutants on daily mortality as in this study. For these data, the relative risk estimates were only slightly changed by adding the simulated exposure, but the 95% posterior intervals were widened by accounting for both the variability and uncertainty in the population exposure distributions.
Data from only a single monitoring location was available for this study; therefore, the daily exposure distributions were all estimated relative to a single ambient concentration, which may explain why the relative risk estimates did not change significantly when the exposure distributions were used. It is important to note that the SHEDS-PM model can be applied using data from multiple monitors to produce spatial fields of exposures. Exposure distributions that vary spatially may have a greater impact on relative risk estimates in models of spatial differences in health effects. To apply SHEDS-PM on a large spatial domain, the normal approximation for the exposure distribution and associated integrated relative risk presented here would be helpful in creating a computationally-feasible model. 
