Signatures of the $A^2$ term in ultrastrongly-coupled oscillators by Tufarelli, Tommaso et al.
Signatures of the A2 term in ultrastrongly-coupled oscillators
Tommaso Tufarelli,∗ K. R. McEnery, S. A. Maier, and M. S. Kim
Blackett Laboratory, Imperial College London, SW7 2BW, UK.
We study a bosonic matter excitation coupled to a single-mode cavity field via electric dipole. Counter-
rotating and A2 terms are included in the interaction model, A being the vector potential of the cavity field. In
the ultrastrong coupling regime the vacuum of the bare modes is no longer the ground state of the Hamiltonian
and contains a nonzero population of polaritons, the true normal modes of the system. If the parameters of the
model satisfy the Thomas-Reiche-Kuhn sum rule, we find that the two polaritons are always equally populated.
We show how this prediction could be tested in a quenching experiment, by rapidly switching on the coupling
and analyzing the radiation emitted by the cavity. A refinement of the model based on a microscopic minimal
coupling Hamiltonian is also provided, and its consequences on our results are characterized analytically.
PACS numbers: 42.50.-p, 42.50.Pq
I. INTRODUCTION
Quantum technologies exploit intense interactions between
field and matter degrees of freedom [1], and it is a typical
experimental goal in this context to maximize the coupling
between the two. Traditional cavity QED setups have been
extremely successful in this regard, yet they result in coupling
frequencies that are only a tiny fraction of that of the system
components [2]. Experimental advances, for example in semi-
conductor microcavities and circuit QED, have now pushed
the strength of light-matter interactions into the ultrastrong-
coupling regime (USC) [3–7]. This regime is characterized
by the coupling frequency λ being a non-negligible fraction
of the bare frequency of the matter degree of freedom, say ωb.
The theoretical description of the USC goes beyond the ro-
tating wave approximation (RWA), demanding the inclusion
in the Hamiltonian of terms that do not conserve the excita-
tion numbers of the individual components — the ‘counter-
rotating terms’ (CR) [8–10]. This regime has been studied
extensively due to the lure of exotic phenomena such as the
existence of virtual excitations in the ground state [9], dynam-
ical Casimir effects [11], quantum phase transitions [12, 13],
and counter-intuitive radiation statistics [14, 15].
In this regime, however, the sole inclusion of the CR terms
may not be sufficient to correctly describe the new physics.
Another important ingredient is the diamagnetic – or ‘A2’ –
term, which is proportional to the square of the vector poten-
tial Aˆ and ensures gauge invariance in the non-relativistic min-
imal coupling Hamiltonian [16]. The effects associated with
this term, and the related Thomas-Reiche-Kuhn (TRK) sum
rules, are of crucial importance in the research on the ‘Dicke
phase transition’, and are still under active investigation and
debate [12, 17–27]. A further point deserving attention is that
the two-level approximation, useful to simplify the descrip-
tion of quantum emitters, may fail in the USC [28]. Finally,
even the multi-mode nature of the cavity field is known to play
a role in the ‘deep strong coupling’ regime λ & ωb. [29].
In most of the above examples the physics beyond the CR
terms, for example due to A2, becomes crucial as the strength
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of light-matter interactions is pushed towards the extreme
regime λ & ωb. In contrast, to the best of our knowledge,
clear-cut qualitative signatures of these extra terms have not
been discussed in the currently experimentally relevant regime
λ/ωb∼0.2. The present work aims at giving a contribution in
this direction. We begin by studying a common Hamiltonian
model of light-matter interaction, in which a bosonic mat-
ter excitation is ultrastrongly coupled to a single-mode cavity
field. We find that the A2 term imposes an interesting con-
straint on the structure of the normal modes of the system,
the upper and lower polariton [35]. This implies that the bare
vacuum of the matter and field modes, which is no longer the
true ground state of the system, contains equal populations of
the two polaritons. Interestingly, this observation is indepen-
dent of the specific choice of the various model parameters,
provided that they are chosen compatibly with the TRK sum
rule. To test this finding, one needs to design an experiment
that explicitly relies on the relationship between polaritons
and bare modes. We show that a possible option is to per-
form a ‘quench’ of the coupling, a rapid switch-on of λ from
an initially negligible value, followed by a spectral analysis
of the resulting ‘quantum vacuum radiation’ exiting the cavity
(that is, radiation that is due to a non-adiabatic change of the
ground state of the system) [11].
In the second part of the paper, we investigate the robustness
of the considered model by interpreting it as a low-energy ap-
proximation to a Coulomb gauge minimal coupling Hamilto-
nian. This allows us to clarify the role of the TRK sum rule
in the considered system, as well as to identify some extra
terms – besides A2 – that one may need to include in the ef-
fective low-energy Hamiltonian to accurately model the USC.
In a nutshell, one should include an effective self-interaction
term for the matter, mediated by the higher cavity harmonics,
plus a term describing the electrostatic interaction between the
dipole and its ‘images’ on the cavity walls [19]. While the re-
markable symmetry between the two populations is in general
lost, we are able to gain an analytical understanding of this
more complete model and the consequences of the new terms.
The paper is organized as follows. In section II we discuss
our main result in its simplest form, by analyzing the effect
of an A2-like term on a common model of coupled oscillators.
Section III illustrates the quenching experiment that allows to
investigate the relationship between bare modes and polari-
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2FIG. 1. (Color online). Mean polaritonic populations nU , nL in the
bare ground state |0〉. (a): Mean populations versus normalized cou-
pling strength at bare mode resonance ωa = ωb. (b): Mean popu-
lations versus bare detuning ∆ = ωa−ωb, fixing λ = 0.2ωb. In all
plots, the blue solid line refers to D = λ2/ωb, while the red (dotted,
dot-dashed) lines to D=0.
tons. In Section IV we illustrate the microscopic model that is
assumed to underlie our theory, clarifying the role of the TRK
sum rule and deriving a refined effective Hamiltonian for the
two modes of interest. In section V we briefly discuss the ex-
tension of our results to Dicke-like models, and in section VI
we draw our conclusions. Some additional technical details
and derivations are provided in three appendixes.
II. BASIC MODEL
We start with a common effective model of light-matter in-
teraction, featuring a photonic mode aˆ of bare frequency ωa
(cavity mode for brevity) coupled to a bosonic matter mode bˆ
of bare frequency ωb. The latter can be thought of as a quan-
tized oscillating dipole. The Hamiltonian reads (~=1)
H = ωaaˆ†aˆ+ωbbˆ†bˆ+λ(aˆ+aˆ†)(bˆ+bˆ†)+D(aˆ+aˆ†)2, (1)
where λ quantifies the light-matter coupling strength, while
the contribution proportional to D is due to the A2 term.
As shown in section IV below, the TRK sum rule imposes
D = λ2/ωb [33]. Nevertheless, we shall keep D implicit for
later convenience. Being bilinear in the bosonic operators,
Hamiltonian (1) can be diagonalized exactly. Following Hop-
field, we shall refer to the normal modes of the system as
the upper (U) and lower (L) polariton [35], with associated
bosonic operators pˆU , pˆL and eigenfrequencies ωU > ωL. In
terms of the normal modes, the Hamiltonian assumes the sim-
ple form
H = ωU pˆ
†
U pˆU + ωL pˆ
†
L pˆL, (2)
up to a constant. Explicit expressions for the eigenfrequen-
cies ωU , ωL and the polaritonic operators will be shown in the
subsection below.
A. A simple signature of the A2 term
To investigate the impact of A2 on the physics of our sys-
tem, we shall study in detail the relationship between the bare
modes aˆ, bˆ and the polaritons pˆk, where k ∈ {U, L} hereafter.
We start by noting that the bare modes vacuum |0〉, defined by
aˆ|0〉 = bˆ|0〉 = 0, does not in general coincide with the ground
state of the polaritons: pˆk |0〉 , 0. We thus turn our attention
to the mean populations
nk≡〈0| pˆ†k pˆk |0〉, (3)
whose nonzero value is perhaps the simplest signature of the
USC. Fig. 1 illustrates the behaviour of nk as a function of the
coupling strength λ, the bare frequency difference ∆≡ωa−ωb
and, most importantly, the parameter D. When the TRK value
D = λ2/ωb is taken, we observe that the excitations are dis-
tributed equally between pˆU and pˆL. Setting instead D = 0,
which corresponds to neglecting A2, predicts a significantly
higher population for the lower frequency mode pˆL. We note
that this holds in all the explored range of the remaining pa-
rameters λ, ωa, ωb.
This finding can be confirmed analytically. We present here
a derivation outlined by an anonymous referee and which is
particularly transparent. To find the normal modes of the
Hamiltonian, we write H = 12 aˆ
†Haˆ (up to a constant), where
aˆ = (aˆ, bˆ, aˆ†, bˆ†) and H is a positive matrix that can be eas-
ily inferred from Eq. (1). By Williamson’s theorem we have
H = S†diag(ωU , ωL, ωU , ωL)S, where S is a symplectic ma-
trix [34]. Hence the polaritonic modes pˆ = (pˆU , pˆL, pˆ†U , pˆ
†
L)
are given by pˆ = Saˆ, and the bosonic commutation relations
[pˆk, pˆ
†
k′ ] = δkk′ are guaranteed by construction. For our spe-
cific system, we get (see appendix A)
ω2U,L =
ω2a+4Dωa+ω
2
b
2 ±
√(
ω2a+4Dωa−ω2b
2
)2
+4λ2ωaωb, (4)
pˆU =cos θ[µ(
ωU
ωa
)aˆ+ν(ωU
ωa
)aˆ†]−sin θ[µ(ωU
ωb
)bˆ+ν(ωU
ωb
)bˆ†], (5)
pˆL =sin θ[µ(ωLωa)aˆ+ν(
ωL
ωa
)aˆ†]+cos θ[µ(ωL
ωb
)bˆ+ν(ωL
ωb
)bˆ†], (6)
where µ(x) ≡ 12 (
√
x + 1/
√
x), ν(x) ≡ 12 (
√
x−1/√x) and θ is
defined by cos 2θ ≡ (ω2a+4Dωa−ω2b)/(ω2U−ω2L); θ < 0. These
choices are consistent with the ordering ωU > ωL. It is easy
to check that equations (5) and (6), together with their Her-
mitian conjugates, implicitly define a symplectic matrix S in
accordance with the general discussion above. We can now
evaluate nk by substituting Eqs. (5,6) in Eq.(3), obtaining
nU = 14 cos
2 θ
(ωU
ωa
+ ωa
ωU
)
+ 14 sin
2 θ
(ωU
ωb
+ ωb
ωU
) − 12 , (7)
nL = 14 sin
2 θ
(ωL
ωa
+ ωa
ωL
)
+ 14 cos
2 θ
(ωL
ωb
+ ωb
ωL
) − 12 . (8)
We further notice that the product of the polaritonic frequen-
cies obeys the equation
ωUωL =ωaωb
√
1+ 4
ωa
(
D− λ2
ωb
)
, (9)
Choosing the TRK value D = λ2/ωb, Eq. (9) reduces to
ωUωL = ωaωb, which can be rearranged as ωU/ωa =ωb/ωL
and ωU/ωb =ωa/ωL. This is easily shown to yield nU = nL
via Eqs. (7) and (8). Taking a step further, we find for generic
D > 0 that the sign of nU −nL is always the same as that of
D−λ2/ωb in a broad range of parameters (see appendix B).
3We thus have a sufficiently general scenario in which the two
populations are equal if and only if D assumes the appropri-
ate TRK value, regardless of the specific arrangement of the
remaining model parameters. Note that the equality nU = nL
can also be stated as a constraint on the matrix elements of S,
without making reference to a particular quantum state of the
system. This simple and yet striking signature of the A2 term
on the structure of the polaritons constitutes our main result.
In passing we mention that, in the case of many matter modes
interacting with the same single-mode field, a relationship
analogue to Eq. (9) was derived, implying that the product
of polaritonic frequencies equals that of the bare frequencies
under the TRK rule [17]. It will be interesting to investigate
what constraints this may pose to the behaviour of these more
general systems.
III. DETECTING A2 VIA VACUUM EMISSION
In principle, the relationship between bare and polaritonic
modes could be investigated via a quenching experiment. The
idea is to ‘switch on’ the coupling λ and the associated param-
eter D non-adiabatically, starting from an initially negligible
value. If the modulation is applied fast enough, the system
remains in its initial state: at sufficiently low temperatures we
could assume it to be the bare vacuum |0〉. Since this is no
longer the ground state of the Hamiltonian for t > 0, the sys-
tem will relax towards the vacuum of the polaritons, and to
do so it must radiate photons outside the cavity. This process
is a particular instance of quantum vacuum radiation [11]. In
absence of other relaxation mechanisms, we expect nk pho-
tons to be emitted at each frequency ωk (on average), so that
a simple spectral analysis of the cavity output field could be
used to test the equality nU = nL – see Fig. 2. This intuition is
substantiated by the more quantitative discussion below. Be-
fore proceeding, we note that the non-adiabatic modulation
of light-matter interactions has been experimentally demon-
strated in solid state setups, by inducing a fast change in the
density of the available charge carriers and hence in the rele-
vant dipole moment matrix elements [42–44].
To model the radiative relaxation of the system following
the quench, we couple the cavity to a continuum of external
modes αˆω – with [αˆω, αˆ
†
ω′ ] = δ(ω−ω′). For simplicity we
neglect matter losses and assume that all modes αˆω are acces-
sible for measurement. The total Hamiltonian is now
Htot = H + Hext + HI , (10)
where H is given by Eq. (1), while Hext =
∫
dωω αˆ†ωαˆω and
HI =
∫
dω J(ω)(aˆ+ aˆ†)(αˆω+αˆ†ω) model the free evolution of the
external modes and their coupling to the cavity. In the USC,
the open dynamics of the system is better described in terms
of polaritons. We thus recast Htot in terms of the operators pˆk,
and we assume that the coupling J(ω) is weak enough for us
to perform a RWA in the interaction term HI . We obtain
Htot '
∑
k=L,U
ωk pˆ
†
k pˆk + Hext +
∫
dω
∑
k=L,U
[Jk(ω)αˆ†ω pˆk +H.c.] (11)
FIG. 2. (Color online). (a) The coupling between a dipole and a cav-
ity field is suddenly switched on. The system relaxes to the ground
state by radiating into the output modes fˆU , fˆL. (b) Frequency distri-
bution of the output modes (arbitrary units). We have fixed ωa =ωb,
λ = 0.1ωb, D = λ2/ωb in Eq. (1), and a frequency-independent cou-
pling to the external modes J(ω)=
√
γ/2pi, where γ = 0.01ωa would
be the decay rate of the cavity in absence of the matter mode.
where JU(ω)= J(ω)cos θ
√
ωa/ωU , JL(ω)= J(ω)sin θ
√
ωa/ωL.
Note that the RWA must be performed in the polaritonic ba-
sis [36–39], since it is the operators pˆU , pˆL that oscillate har-
monically in the interaction picture. As we are investigating
photon emission in a non-stationary regime, we aim to deter-
mine the statistics of the external field modes as a function
of the system conditions immediately after the quench. It is
convenient to do so by a somewhat unusual application of the
Heisenberg equations of motion. We note that the initial sys-
tem operators can be expressed as a linear combination of po-
laritons and external modes at any later time:
pˆk(0) =
∑
k′
vkk′ (t) pˆk′ (t) +
∫
dωφk(ω, t)αˆω(t), (12)
where the functions vkk′ (t) and φk(ω, t) can be determined as
follows. Since the total time derivative must vanish on both
sides, the differential equations v˙kk′ = iωk′vkk′ + i
∫
dω Jkφk
and ∂tφk = iωφk +
∑
k′ Jk′vkk′ must hold, with initial conditions
vkk′ (0) = δkk′ , φk(ω, 0) = 0. The preservation of commutation
relations imposes the normalization
∑
l vklv∗k′l+
∫
dωφkφ∗k′ =δkk′
at all times. For a given form of J(ω), vkk′ and φk could be cal-
culated in principle, e.g. numerically, by Fano-like techniques
or Laplace transforms [40, 41]. Such details, however, are
largely unimportant for our purposes. In standard scenarios,
Eq. (11) will induce a dissipative dynamics of the polaritonic
system, such that one has vkk′→ 0 for sufficiently long times,
and the full quantum statistics of the initial system state will be
retrieved in specific combinations of the external field modes.
These can be formally expressed as
fˆk ≡ lim
t→∞
∫
dωφk(ω, t)αˆω(t) = pˆk(0). (13)
By looking at the output modes fˆk, we can thus access the
full quantum statistics of the polaritons immediately after
the quench: the mean populations are for example given by
nk = 〈 fˆ †k fˆk〉. We note that the main message expressed by
Eq. (13) does not depend on the details of the interaction be-
tween cavity and external fields, but each asymptotic ampli-
tude φ˜k(ω) ≡ limt→∞ φk(ω, t)eiωt does, and needs to be eval-
uated on a case-by-case basis. Typically, |φ˜k(ω)|2 is sharply
peaked around the corresponding polaritonic frequency ωk,
4and fˆU and fˆL can be spectrally resolved (an equivalent state-
ment is that the timescales of emission are long as compared
to ω−1k ). As an example, in Fig. 2 we plot |φ˜k |2 for the simplest
case of a frequency-independent coupling to the continuum;
we can expect qualitatively similar results when considering
more realistic profiles for J(ω). We remark that the neglect
of losses and thermal noise allowed us to derive particularly
straightforward relationships between intra- and extra-cavity
observables. Still we can expect that, in a realistic system,
Eq. (13) can hold to a good approximation if the emission of
detectable photons is the dominant relaxation process of the
system. A quantitative study of these issues in lossy systems
will be presented in future work.
IV. MICROSCOPIC MODEL
In this section we investigate the validity of Hamiltonian (1)
as a low-energy approximation to a more complete micro-
scopic model. This gives us the opportunity to clarify the
role of the TRK sum rule in our system, and to discuss some
of the possible refinements of our basic model. In particular,
we shall investigate the role of the following contributions to
the matter-field interaction: (i) higher harmonics of the cav-
ity field; (ii) the multimode nature of matter excitations; (iii)
the electrostatic interaction between the dipole moment of the
matter mode and the cavity boundaries. The derivations be-
low are based on the assumption that matter excitations are
well described by a collection of quantized harmonic oscilla-
tors, in analogy to the Hopfield model [35]. Our calculations
could also be applied to Dicke-like models in the Holstein-
Primakoff regime [12, 31, 32], although in that case we are un-
able to fully take into account the electrostatic dipole-dipole
interactions between different atoms. Only the spatially ho-
mogeneous contribution of these interactions can be included
in our model, by appropriately rescaling the parameter u de-
fined below [24].
A. The minimal coupling Hamiltonian
We assume that our matter mode can be microscopically de-
scribed as a collection of non-relativistic particles of mass m j
and charge q j, subject to a potential V that includes trapping
forces as well as inter-particle interactions (in absence of the
cavity). The interaction with the electromagnetic field in the
cavity is modeled via a minimal coupling Hamiltonian in the
Coulomb gauge, as per
Hmic =
∑
j
(pˆ j − q jAˆ)2
2m j
+ V(xˆ1, xˆ2, ...) + Vimg + HEM, (14)
where pˆ j is the momentum of the j−th particle, xˆ j its position,
Aˆ is the vector potential operator, Vimg is the electrostatic in-
teraction between matter and cavity walls [19], and HEM is
the free Hamiltonian of the field. We adopt the dipole approx-
imation: the effective linear size of our emitter is assumed to
be much smaller than the wavelength of light under consid-
eration, hence the spatial dependence of Aˆ across the emitter
is neglected. In a similar spirit, we shall assume that Vimg
depends only on the total dipole moment of the matter excita-
tions (in simple geometries, it can thus be calculated with the
method of images). Since the components of Aˆ commute with
all particle operators, we can expand the Hamiltonian as
Hmic = H0mic + Hint + HEM, (15)
H0mic =
∑
j
pˆ2j
2m j
+ Vˆ , (16)
Hint = −
∑
j
q jpˆ j · Aˆ
m j
+
∑
j
q2j
2m j
Aˆ2 + Vimg, (17)
Note that Hint includes all the Hamiltonian terms that would be
suddenly switched on in the quenching experiment described
earlier: indeed, all these terms depend on the effective dipole
moment of matter. It is now useful to define
dˆ ≡
∑
j
q jxˆ j, (18)
jˆ≡
∑
j
q j
pˆ j
m j
, (19)
where dˆ is the electric dipole operator, while jˆ resembles a
current operator (note however that pˆ j is the canonical mo-
mentum, not the kinetic one). We can thus rewrite the micro-
scopic Hamiltonian as
Hmic = H0mic − jˆ · Aˆ +
∑
j
q2j
2m j
Aˆ2 + Vimg + HEM. (20)
We now recall the TRK sum rule. Let H0mic have a com-
plete set of eigenstates |En〉 with associated eigenvalues En
(these would be the eigenstates of matter in absence of inter-
action with radiation). We recall that the completeness rela-
tion
∑
n |En〉〈En| = I holds in the Hilbert space of the matter
degrees of freedom, and we set the energy of the bare ground
state |E0〉 to zero for convenience. Exploiting the commuta-
tion relations
[H0mic, dˆ] = −ijˆ, (21)
[dˆk, jˆl] = iδkl
∑
j
q2j/m j, (22)
we can derive the equality [33]:
∑
n
〈E0|jˆ · Aˆ|En〉〈En|jˆ · Aˆ|E0〉
En
=
∑
j
q2j
2m j
Aˆ2. (23)
Eq. (23) is a possible formulation of the TRK sum rule for the
ground state. Note that it is an equality for field operators,
since the matrix elements are only taken in the Hilbert space
of the matter degrees of freedom. We anticipate that from
Eq. (23) it is possible to derive the crucial equality D = λ2/ωb
5by a somewhat crude two-mode approximation, in which one
substitutes jˆ ' −j1(bˆ + bˆ†) and Aˆ ' A1(aˆ + aˆ†) (j1 and
A1 are constant vectors of the appropriate units – see be-
low). Consistency with Eq. (23) then implies (j1 · A1)2/ωb =
A21
∑
j q2j/2m j. Finally, the equality of interest is obtained if
one notices that the relevant coupling constants, in our nota-
tion, are given by λ = j1 · A1 and D = A21
∑
j q2j/2m j.
In what follows, we shall show that the above reasoning is
indeed correct under certain approximations. Inspired by the
Hopfield model [35], we now assume that the matter degrees
of freedom are well-approximated by a collection of harmonic
excitations bˆl of frequency ωb,l, and that the relevant matter
operators can be expanded as
H0mic '
∑
l
ωb,lbˆ
†
l bˆl, (24)
jˆ ' −
∑
l
jl(bˆl + bˆ†l ), (25)
dˆ ' −i
∑
l
jl
ωb,l
(bˆl − bˆ†l ), (26)
where the constant vectors jl encode information about the
amplitude and polarization of matter excitations, and we have
maintained consistency with Eq. (21). The meaning of the ap-
proximation signs in Eqs. (24)-(26) is discussed in more detail
in appendix C; the bottom line is that the additional excitations
of matter not captured by the modes bˆl can be adiabatically
eliminated, and their contribution drops out from both sides
of the equal sign in the TRK sum rule (23). We can now ex-
pand the vector potential of the field, at the location of the
matter mode, as
Aˆ=
∑
k
Ak(aˆk +aˆ†k), (27)
where each Ak is a constant vector characterising the single-
photon field amplitude and polarization of the k-th cavity
mode, with associated bosonic annihilation operator aˆk. The
full Hamiltonian (20) can thus be recast as
Hmic=
∑
l
ωb,lbˆ
†
l bˆl+
∑
k
ωa,kaˆ
†
k aˆk +
∑
k,l
λl,k(bˆl+bˆ
†
l )(aˆk +aˆ
†
k)
+
∑
k,n
Dkn(aˆk +aˆ
†
k)(aˆn+aˆ
†
n) + Vimg, (28)
where ωa,k is the bare frequency of the k-th cavity mode,
λlk = jl · Ak quantifies the coupling strength between the l-th
matter excitation and k-th cavity mode, and consistency with
the sum rule in Eq. (23) fixes Dkn =
∑
l λl,kλl,n/ωb,l [33]. Note
that we have not specified yet the electrostatic contribution
Vimg: here we shall not attempt to study the structure of this
term from first principles, rather we will assume that it is a
quadratic function of the dipole moment dˆ; this corresponds to
the assumption that the induced charge densities on the cavity
walls will depend linearly on the dipole moment components.
B. Reduction to a two-mode model
To recover a simpler Hamiltonian resembling Eq. (1), we shall
now assume that the lowest-frequency modes aˆ≡ aˆ1 and bˆ≡ bˆ1
are dominant in the interaction. Intuitively, this should hold
when the two frequencies ωa ≡ ωa,1 and ωb ≡ ωb,1 are of the
same order, the coupling λ≡λ1,1 is not too large (as compared
to ωa, ωb), and the TRK sum rule is approximately saturated
by the considered transition: D1,1 ∼ λ2/ωb (this also implies
that j1 and A1 should be approximately parallel to each other).
All the remaining parameters should conspire in such a way
that the other light and matter modes will either stay close to
their ground state in the dynamics of interest, or they will de-
couple from aˆ, bˆ (e.g. by featuring polarizations orthogonal
to both j1 and A1). Under these conditions we can obtain an
effective Hamiltonian for the two modes aˆ, bˆ by adiabatically
eliminating all other modes from Eq. (28). Following stan-
dard procedures to eliminate weakly coupled excitations (See
Refs. [45, 46] and appendix C) we thus obtain the effective
Hamiltonian
Heff = ωaaˆ†aˆ+ωbbˆ†bˆ+λ(aˆ+aˆ†)(bˆ+bˆ†)+D(aˆ+aˆ†)2
− η(bˆ+bˆ†)2 + u[i(bˆ−bˆ†)]2 (29)
where η ≡ ∑k>1 λ21,k/ωa,k, u is a phenomenological coupling
parameter arising from Vimg (see below), and we have kept
only second order terms in the couplings λl,k with l > 1. We
observe that the elimination of the off-resonant matter modes
induces the rescaling D1,1 → D1,1 −∑l>1 λ2l,1/ωb,l, hence re-
trieving the same value D that we used in Hamiltonian (1).
This suggests that one should not include the contributions of
neglected transitions in the A2 term, and justifies our slight
abuse in terminology in referring to D = λ2/ωb as the ‘TRK
sum rule’. The terms proportional to η and u are qualitatively
new contributions that were not present in Eq. (1). While the
coefficient η depends on the specific cavity structure, it is in
general positive and of second order in the coupling, such that
it may not be negligible with respect to the other terms. We
emphasize that the η-term has not been obtained through a
canonical transformation of Hmic, even though its form may
be reminiscent of the “P2 term” arising in the Power-Zienau-
Woolley representation [30]. Finally, the term proportional to
u is simply the contribution of the matter mode bˆ to the elec-
trostatic energy Vimg (recall that we are assuming Vimg to be
quadratic in the dipole moment – see also appendix C). Since
we are not aware of a general method to determine the pa-
rameter u as a function of the others, as we did for example
with D, we shall study its effect as it is varied in the range
u ∈ [−D,D].
C. Reliability of the effective Hamiltonian
To confirm the validity of the effective Hamiltonian (29), we
compare its predictions to those of Eq. (28) in a concrete ex-
ample. For definiteness we assume that all the vectors jl and
Ak characterizing the modes of interest lie along the same
axis, and we fix the structure of cavity modes and matter
excitations such that ωa,k = (2k− 1)ωa, ωb, j = 13 (4 j2 − 1)ωb
and λ j,k = λ
3 j
(4 j2−1)√2k−1 , mimicking the relevant frequencies
and coupling constants for a deep rectangular well placed
6FIG. 3. (Color online). Comparison between the polaritonic pop-
ulations predicted by the multimode Hamiltonian (28) and the ef-
fective model (29), in the case u = 0. (a): Populations versus cou-
pling strength, when ωa = ωb. (b): Populations versus bare detun-
ing ∆ = ωa − ωb, with λ = 0.2ωb. To perform the simulations it
was sufficient to include 5 matter transitions and 25 cavity modes in
Hamiltonian (28).
in the middle of a Fabry-Perot resonator (with the important
difference that, for us, each matter excitation is associated
with a different harmonic oscillator). As a result we obtain
η ' 0.23λ2/ωa. For the purposes of this section we simply
take u = 0, as our primary objective is to show that the intro-
duction of the η term and the rescaling of the A2 term capture
well the effect of higher-frequency cavity modes and matter
excitations. Fig. 3 displays a comparison of the populations
nU , nL in the bare ground state, as predicted by either Hmic
or Heff. In the former case, the lower (upper) polariton can
be defined as the eigenmode of Hmic with the lowest (second
lowest) frequency. In both cases we can observe a small devi-
ation from the results of Fig. 1, such that nL&nU . The impor-
tant point is that the impact of the fuller matter-field interac-
tion model is well captured by the simple effective Hamilto-
nian (29): the discrepancy between Eqs. (28) and (29) ranges
from 1% to 7% of the plotted quantities. Interestingly, the best
agreement is observed when ωa∼ωb and λ/ωb ∼0.25.
D. Effective Hamiltonian analysis: distribution of populations
One of the advantages of a few-mode model is that it can be
amenable to analytical investigations. Having provided some
evidence for the reliability of the Hamiltonian Heff, here we
exploit its relatively simple form to generalize the results of
Section II A, and discuss how the parameters η, u influence the
balance of polaritonic populations in the bare ground state. As
we will see shortly, one can still determine a simple analytical
condition on the model parameters that results in equal pop-
ulations. Following similar steps as in Section II A, it is pos-
sible to obtain explicit expressions for the eigenfrequencies
ωU,L and the corresponding polaritonic operators. For brevity
we shall report the expressions of the bare ground state popu-
lations, referring the reader to appendix A for a full diagonal-
FIG. 4. (Color online). Contour plots of the relative population dif-
ference (nU−nL)/(nU +nL) predicted via the few-mode Hamiltonian
Heff. We take D = λ2/ωb, λ = 0.25ωb in all plots. In plot (a) we
fix ωa = ωb and vary the two parameters u, η, while in plot (b) we
fix η = 0.23λ2/ωa (as obtained earlier for the Fabry-Perot modes)
and vary u together with the bare-mode detuning ∆. The red dashed
line corresponds to the model parameters obeying Eq. (33), result-
ing in nU = nL. We have obtained qualitatively similar plots for
λ ∈ {0.2ωb, 0.15ωb, 0.1ωb, 0.05ωb} (Not shown).
ization of the Hamiltonian. The quantities of interest read
nU = 14 cos
2 θ
(ωU
ωa
+ ωa
ωU
)
+ 14 sin
2 θ
( ωU
ωb+4u
+ ωb+4u
ωU
) − 12 , (30)
nL = 14 sin
2 θ
(ωL
ωa
+ ωa
ωL
)
+ 14 cos
2 θ
( ωL
ωb+4u
+ ωb+4u
ωL
) − 12 . (31)
The specific forms of θ, ωU , ωL do not enter the current dis-
cussion, but it is important to point out that they will be differ-
ent from what reported in Section II A, except for the ‘trivial’
case η = u = 0. Of great use to us is the following product
rule obeyed by the polaritonic frequencies:
ω2Uω
2
L = ωa(ωb+4u)[(ωa+4D)(ωb−4η) − 4λ2], (32)
which can be exploited as follows. By inspecting Eqs. (30)
and (31) we see that a sufficient condition to achieve equal
populations is now given by ωUωL = ωa(ωb+4u). Comparing
this with Eq. (32) we can then derive the following condition:
u = −ωa + 4D
ωa
η +
ωb
ωa
(
D − λ
2
ωb
)
⇒ nU =nL (33)
Obviously, D = λ2/ωb, η = u = 0 represents a possible solu-
tion, which corresponds to what we found in Section II A. In
general, we can see that assigning the TRK value to the pa-
rameter D is no longer sufficient to ensure equal populations.
As shown in Fig 4, the distribution of populations will be ul-
timately determined by the additional model parameters. It is
interesting to note that, while Eq. (33) is only a sufficient con-
dition to have nU = nL, it is both necessary and sufficient in
the examples reported in Fig. 4, where we allow η and u to be
of the same order as the parameter D. In a rather broad range
of parameters, we thus have a simple analytical criterion to
determine which polariton will be most populated.
7V. EXTENSION TO DICKE MODELS
Before concluding, it is useful to illustrate the modification of
our predictions when the behaviour of matter deviates signifi-
cantly from a simple harmonic oscillator. To this end, we con-
sider a generalized Dicke model that closely mimics Eq. (29):
HDicke = ωaaˆ†aˆ + ωb
Jˆz
2
+ λ
Jˆx√
n
(aˆ+aˆ†)+D(aˆ+aˆ†)2
− η (2Jˆx)
2
n
+ u
(2Jˆy)2
n
, (34)
where Jˆx, Jˆy, Jˆz are spin-n/2 operators. Note that, through
the Holstein-Primakoff mapping, it is possible to recover the
Hamiltonian Heff as the limit of Eq. (34) for n → ∞ [31, 32].
In Dicke models the integer n is typically interpreted as the
number of two-level atoms that collectively interact with the
same field. However, as discussed in section IV, in this case
the Hamiltonian HDicke does not fully take into account the
impact of electrostatic dipole-dipole interactions, an approxi-
mation that might not be well justified in the ultrastrong cou-
pling regime [19]. While these issues certainly deserve fur-
ther study, here we shall simply adopt Eq. (34) as our starting
point. For our scopes the integer n quantifies the importance
of anharmonic effects in matter, such that HDicke can be inter-
preted as Heff plus a anharmonic perturbation (this could be
formalized via the Holstein-Primakoff mapping, if desired).
Exploiting this interpretation we shall draw a comparison be-
tween the two models, making use of concepts that are rig-
orously defined only for the bilinear Hamiltonian Heff. We
diagonalize Eq. (34) numerically by truncating the Hilbert
space of the cavity, and for our scopes it is sufficient to rep-
resent aˆ and aˆ† as 10-dimensional matrices. Fig. 5 com-
pares the low-energy spectrum of HDicke, with n = 5, with
that of Heff. The qualitative agreement between the two en-
courages us to label the ground and excited states respec-
tively as |G〉, |NL,NU〉 in both models. Note that the defini-
tion |NL,NU〉∝ ( pˆ†L)NL( pˆ†U)NU|G〉 holds in the case of Heff, while
no simple explicit expression is available for the eigenstates
of HDicke. Both Hamiltonians commute with the parity opera-
tor: it can be directly verified that each term in either Eq. (29)
or Eq. (34) can only leave the number of bare excitations un-
changed, raise it by two or lower it by two. In both models,
it can be shown that the ground state |G〉 is even, while the
parity of the excited states is (NU+NL)mod 2. This symmetry
implies that we can expand the bare ground state as
|0〉 ' c0|G〉 + c2U |2U〉 + c2L |2L〉 + c1L1U |1L1U〉, (35)
where the c’s are appropriate complex coefficients, and the
overlaps with higher excited states are found to be negligible
in all the explored examples. It is understood that the various
coefficients and states appearing in Eq. (35) assume different
forms depending on whether Heff or HDicke is being consid-
ered. From Eq. (35) it follows that the polaritonic populations
in the bare ground state are well approximated by
nU ' 2|c2U |2 + |c1L1U |2, (36)
nL ' 2|c2L |2 + |c1L1U |2. (37)
FIG. 5. (Color online) (a): Low-energy spectra of HDicke with n = 5
(empty black circles) and Heff (blue, continuous) as a function of
coupling strength. We have displayed the rescaled energies E/ωb
of the ground state and the lowest five excited states (see labels in
the plot). We fixed ωa = ωb, D = λ2/ωb, η = 0.23λ2/ωa. The
parameter u is chosen to satisfy Eq. (33), such that equal populations
are predicted by Heff. (b): Comparison of the polaritonic populations
in the bare ground state, for the two Hamiltonias Heff and HDicke. The
discrepancy between the two increases with the coupling strength λ.
While of no particular use in the study of Heff, where exact ex-
pressions are readily available, we can exploit Eqs. (36) and
(37) to calculate (and in fact, define) the populations nU , nL
for the Dicke model. Fig. 5 displays the behaviour of the pop-
ulations of interest for an arrangement of parameters satisfy-
ing Eq. (33). A good qualitative agreement can be observed
between the two models in the range of coupling strengths
λ . 0.25ωb. As it can be expected the discrepancy between
the two tends to grow with increasing λ: differently from Heff,
which predicts equal populations, HDicke results in nU & nL. A
detailed explanation of this result goes beyond the scopes of
this manuscript. In future studies of the ultrastrong coupling
regime, it will be certainly interesting to delve deeper in the
study of similarities and differences between truly nonlinear
Hamiltonians, such as HDicke, and bilinear interaction models
such as those studied here.
VI. DISCUSSION AND CONCLUSIONS
We have identified a qualitative signature of the A2 term in
what is arguably the simplest model of ultrastrong coupling
between a single-mode field and a matter excitation. Our find-
ing is a consequence of the TRK sum rule, and in terms of
bare vacuum populations it can be expressed in the elegant
form nU = nL. We have shown how this prediction can be
verified by a quenching experiment, assuming that the dom-
inant decay mechanism of the system is the emission of de-
tectable photons. Taking one step further, we have then ques-
tioned the validity of the model itself, by interpreting it as a
low-energy approximation to a multimode minimal-coupling
Hamiltonian. Our analysis gives rise to an effective Hamilto-
nian for the two modes of interest, featuring two extra terms
as compared to our initial interaction model. The effect of
these new terms on the quantities nU , nL has been discussed.
In fact, the information provided in this manuscript makes it
8straightforward to characterize the full covariance matrix of
the polaritonic modes in the bare ground state.
The results of our study are relevant to a regime of ultrastrong
coupling that is accessible in state-of-the-art experiments, and
can be used to check the validity of various common approxi-
mations and assumptions in the interaction model. For exam-
ple, if the relationship between bare and polaritonic modes
could be experimentally investigated (e.g. via the quench-
ing experiment described here), one would be able to esti-
mate the most appropriate values of the various coupling con-
stants appearing in the effective model Heff (obviously, also
the two-mode assumption should be verified in parallel). This
could be particularly valuable in systems such as circuit QED,
where the influence of the TRK sum rule on the model param-
eters is under debate (for example, it has been suggested that
D  λ2/ωb could be obtained [12]).
A rather broad and intriguing open question is whether simple
signatures of A2 and other Hamiltonian terms can be identi-
fied in more general models, for example featuring a larger
number of matter and field modes and/or strong anharmonici-
ties. Despite the theoretical challenge, including one or more
of these generalizations may become necessary in attempting
to model ever increasing light-matter couplings.
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Appendix A: Diagonalization of Heff
We show here how to diagonalize Heff and find the polaritonic
operators and frequencies. The results for H simply follow by
setting η = u = 0. First, we define the (self-adjoint) canonical
operators
xˆa =
1√
2ωa
(aˆ +aˆ†), yˆa = −i
√
ωa
2
(aˆ − aˆ†) (A1)
xˆb =
1√
2(ωb+4u)
(bˆ + bˆ†), yˆb =−i
√
ωb+4u
2
(bˆ−bˆ†), (A2)
obeying the canonical commutation relations [xˆi, yˆ j] = iδi j.
The Hamiltonian Heff, in the new coordinates xˆ = (xˆa, xˆb) and
yˆ = (yˆa, yˆb) reads (up to a constant)
Heff =
1
2
yˆᵀyˆ +
1
2
xˆᵀMxˆ, (A3)
M =
(
ω2a + 4Dωa 2λ
√
ωa(ωb + 4u)
2λ
√
ωa(ωb + 4u) (ωb − 4η)(ωb + 4u)
)
. (A4)
The above expression makes it evident that the eigenvalues of
the matrix M correspond to the squared polaritonic frequen-
cies ω2U , ω
2
L. From the same observation, we can also note that
ω2Uω
2
L = detM, which can be used to derive Eqs. (9) and (32)
of the main text in a simple way. We can diagonalize M via a
2 × 2 rotation matrix:
RMRᵀ = diag(ω2U , ω
2
L). (A5)
One convenient way to find R is to expand M in the Pauli basis
M =
1
2
(M0I + Mxσx + Mzσz), (A6)
where M0 =Tr(M),M j =Tr(Mσ j). Writing R=
( cos θ − sin θ
sin θ cos θ
)
=
e−iθσy , we can see that
RMRᵀ =
1
2
[M0I + σx(Mx cos 2θ + Mz sin 2θ)
+ σz(Mz cos 2θ − Mx sin 2θ)], (A7)
and the diagonalization corresponds to eliminating the
σx term. This can be achieved by choosing sin 2θ =
−Mx/
√
M2x + M2z , cos 2θ= Mz/
√
M2x + M2z , hence
RMRᵀ =
1
2
(M0I +
√
M2x + M2zσz). (A8)
These calculations make it evident that the polaritonic fre-
quencies are
ω2U,L =
M0 ±
√
M2x + M2z
2
, (A9)
which can be recast in terms of the model parameters if de-
sired: this provides Eq. (4) of the main text in the special case
η=0, u=0. Note that our procedure is always consistent with
the ordering of eigenvalues chosen in Eq. (A5). To find the po-
laritonic annihilation operators, we can first define a new set
of canonical operators as (XˆU , XˆL) = Rxˆ and (YˆU , YˆL) = Ryˆ,
such that
H =
∑
k=U,L
1
2
(
Yˆ2k + ω
2
k Xˆ
2
k
)
+ const., (A10)
which is in the form of two decoupled harmonic oscillators
with unit mass. The polaritonic annihilation operators can
thus be written as
pˆk =
1√
2
(√
ωkXˆk + i
Yˆk√
ωk
)
. (A11)
Performing the appropriate subsitutions, this gives
pˆU =cos θ[µ(
ωU
ωa
)aˆ+ν(ωU
ωa
)aˆ†]−sin θ[µ( ωU
ωb+4u
)bˆ+ν( ωU
ωb+4u
)bˆ†],
(A12)
pˆL =sin θ[µ(ωLωa)aˆ+ν(
ωL
ωa
)aˆ†]+cos θ[µ( ωL
ωb+4u
)bˆ+ν( ωL
ωb+4u
)bˆ†],
(A13)
where the explicit definition of the angle θ in terms of model
parameters is given by
cos 2θ=
ω2a + 4Dωa−(ωb−4η)(ωb + 4u)
ω2U−ω2L
, (A14)
together with the condition θ < 0.
Appendix B: Analytical study of the populations
Here we show in detail how the parameter D impacts the re-
lationship between nU and nL for the special case η = u = 0.
For convenience, we recall the expressions
nU = cos2 θ ν(
ωU
ωa
)2 + sin2 θ ν(ωU
ωb
)2, (B1)
nL = sin2 θ ν(ωaωL )
2 + cos2 θ ν(ωb
ωL
)2, (B2)
ωUωL = ωaωb
√
1 + 4
ωa
(D − λ2
ωb
). (B3)
We start with D < λ2/ωb. This implies ωUωL < ωaωb; since
ωU ≥ max(ωa, ωb) [see Eq. (4) in the main text], it must be
also ωL<min(ωa, ωb). Therefore, one has 1≤ ωUωa < ωbωL and 1≤
ωU
ωb
< ωa
ωL
. As ν(x)2 = 14 (x +
1
x ) − 12 is monotonically increasing
for x ≥ 1, we thus have ν(ωU
ωa
)2 < ν(ωb
ωL
)2 and ν(ωU
ωb
)2 < ν(ωa
ωL
)2,
which yields nU < nL [see Eqs. (B1,B2)]. In the main text we
have seen how D = λ2/ωb implies nU = nL. For D > λ2/ωb
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we resort to a direct calculation of the population difference.
In Eqs. (B1,B2), we express sin2 θ, cos2 θ in terms of cos 2θ,
for which we have an explicit expression. Performing tedious
manipulations, we arrive at the result
nU−nL = (ωUωL−ωaωb)4ωaωbωUωL(ωU−ωL) F(D), (B4)
F(D) ≡ 4Dωaωb−(ωUωL−ωaωb)(ωa+ωb), (B5)
where we note that the fraction in Eq. (B4) is always positive
due to ωU > ωL and Eq. (B3), hence the sign is solely de-
termined by F(D). We note that F(D) > 0 for D = λ2/ωb,
thus we ask whether F can have a zero past this value. F = 0
yields the two solutions
D±=
ωa+ωb
8ωa
[(ωb−ωa)±
√
(ωb−ωa)2−16ωaλ2/ωb]. (B6)
Note that ωa ≥ ωb always results in D± < 0 (or complex
solutions when the argument of the square root is negative),
hence F never changes sign for D > 0 and nU > nL. For
ωa < ωb, we can have D± > 0 iff the square root is real, which
requires λ2 ≤ λ2max = ωb(ωb − ωa)2/16ωa. Assuming this to
be the case, we focus on the smallest root of F. We define
Dmax ≡ D−, and note that the relation x −
√
x2 − y2 ≥ y2/2x,
valid for x > y > 0, can be used to bound
Dmax ≥ ωb + ωa
ωb − ωa
λ2
ωb
, (B7)
where we can see that Dmax is well above the TRK value when
the bare frequencies of the two modes are of the same order.
Hence, when D reaches Dmax one has again nU = nL. The
results can be summarized as follows. The sign of nU − nL is
the same as that of D − λ2/ωb if:
(i) ωb ≤ ωa, (B8)
(ii) ωb > ωa and λ ≥ λmax, (B9)
(iii) ωb > ωa , λ < λmax and D<Dmax. (B10)
Appendix C: Approximating matter as a collection of oscillators
In the main text we have assumed that H0mic describes with
good approximation a harmonically oscillating polarization
field. To investigate inevitable deviations from this scenario,
we now assume that the bare matter Hamiltonian can be ex-
panded as
H0mic =
∑
k
ωkbˆ
†
k bˆk +
∑
n
∆nψˆ
†
nψˆn, (C1)
where where the bˆk’s are mutually independent bosonic anni-
hilation operators describing the harmonic excitations of in-
terest (as in the main text), while ψn = |0〉〈∆n| are annihilation
operators for residual excited states |∆n〉, of bare energy ∆n,
that we aim to neglect in our problem. More specifically, we
shall assume that the excited states |∆n〉 are never significantly
populated in the dynamics of interest, and can be adiabatically
eliminated. We neglect the possibility of direct transitions be-
tween the excited states |∆n〉 and the excited states of the bˆk’s,
as they can be expected to provide higher order corrections
in the relevant coupling constants. We assume that the cur-
rent operator can be expanded linearly in terms of the fields of
interest, according to
jˆ = −
∑
k
jk(bˆk + bˆ
†
k) −
∑
n
J n(ψˆn + ψˆ†n), (C2)
where J n are appropriate constant vectors. Then
Hint =
∑
k
jk ·Aˆ(bˆk + bˆ†k) +
∑
n
J n ·Aˆ(ψˆn + ψˆ†n) + κAˆ2, (C3)
where we introduced κ =
∑
j q2j/2m j for brevity. Consistency
with the TRK sum rule implies that we can decompose
κAˆ2 =
∑
k
( jk ·Aˆ)2
ωk
+
∑
n
(J n ·Aˆ)2
∆n
. (C4)
Note that, for our scopes, the second term on the right hand
side of Eq. (C4) has to be much smaller than the first: this
corresponds to the situation in which the modes bˆk approxi-
mately saturate the allowed transitions from the bare ground
state of matter. We shall follow the prescription of Schrieffer
and Wolff, later generalized by Reiter and Sørensen [46], for
the adiabatic elimination of excited subspaces. We decom-
pose Hmic = Hg + He + V+ + V−, where the support of Hg
is the low-energy subspace in which the dynamics of interest
occurs (ground subspace for brevity), the support of He is the
weakly excited subspace to be eliminated (excited subspace
for brevity), V− is the operator that induces transitions from
the excited to the ground subspace, and V+ = V
†
−. In our spe-
cific case one has
Hg =
∑
k
[
ωkbˆ
†
k bˆk + jk ·Aˆ(bˆk +bˆ†k)+
( jk ·Aˆ)2
ωk
]
+
∑
n
(J n ·Aˆ)2
∆n
,
(C5)
He =
∑
n
∆nψˆ
†
nψˆn, (C6)
V− = (V+)† =
∑
n
J n ·Aˆψˆn (C7)
The adiabatic elimination of the excited subspace results in
the effective Hamiltonian Heff = Hg−V−(He)−1V+ [46], where
explicit calculation yields
V−(He)−1V+ =
∑
n
(J n · Aˆ)2
∆n
, (C8)
hence we have simply
Heff =
∑
k
[
ωkbˆ
†
k bˆk + jk ·Aˆ(bˆk + bˆ†k) +
( jk ·Aˆ)2
ωk
]
. (C9)
Thus we have the important result that the contribution of the
neglected excitations should be removed from the Aˆ2 term, and
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the remaining parameters are still related by a TRK-like rule.
We note that the same technique can be easily applied to elim-
inate the high-frequency cavity and matter modes, as done in
the main text, and that our calculation can be generalized to
include the electrostatic term Vimg. To deal with the former
case, we can simply truncate the bosonic modes to be elimi-
nated to a single excitation, and treat them on the same footing
as the modes ψn (the error so introduced will be negligible if
these modes remain close to their ground state). To deal with
Vimg, we can write the matter dipole moment as
dˆ =
∑
k
i
jk
ωk
(bˆk − bˆ†k) + i
∑
n
J n
∆n
(ψˆn − ψˆ†n), (C10)
where we have maintained consistency with the commuta-
tion rule (21). Assuming a general bilinear form Vimg =
1
2
∑
i j ci jdˆidˆ j (with ci j appropriate constants depending on
the cavity structure), we can express Vimg in terms of the
various matter operators, and identify new contributions to
Hg,He,V+,V−. After having performed the adiabatic elimi-
nation (and truncated all expressions to second order in the
coupling), we find that the only relevant contribution is
Vimg ' 12
∑
kk′
jk · c jk′
ωkωk′
[i(bˆk−bˆ†k)][i(bˆk′−bˆ†k′ )]. (C11)
When only one mode is involved in the sum, it is easy to recast
this expression as Vimg ' u[i(bˆ − bˆ†)]2, u ≡ j1 · c j1/ω2b
