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Abstract
The problem of the flat limits of the scalar and spinor fields on the de
Sitter expanding universe is considered in the rest frame vacuum where the
frequencies are separated in rest frames as in special relativity. The phases
of the fundamental solutions of these fields are regularized in order to
obtain Minkowskian flat limits. New expressions of scalar mode functions
or Dirac spinors reaching natural flat limits are given in the rest frame
vacuum and suitable approximate formulas are proposed. In this manner
the flat limit is correctly defined for the entire quantum theory since the
one-particle operators tend to those of special relativity.
Pacs: 04.62.+v
1 Introduction
The quantum field theory (QFT) on the expanding portion of the de Sitter
space-time can be studied extensively since the equations of the principal free
fields can be solved analytically in various local charts. In the co-moving charts
with Cartesian space coordinates there are plane waves solutions which are
eigenfunctions of the momentum operator, as in special relativity, but with
more complicated time modulation functions. Moreover, in this geometry one
cannot use the Hamiltonian operator for separating the frequencies since this
does not commute with the momentum operator. Thus the main task here is just
the criterion of separating the frequencies, defining the particle and antiparticle
modes and, implicitly, the vacuum [1].
The principal method used so far focused mainly on the asymptotic states
which are somewhat similar to the usual Minkowskian particle or antiparticle
states, as in the case of the adiabatic vacuum of the Bunch-Davies type [2] largely
used in applications. The problem arising in this vacuum is that one cannot
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reach the rest limit, for vanishing momentum, since this limit is undefined for
the corresponding scalar mode functions or Dirac spinors. This problem was
considered sporadically by few authors which found similar results [3–6].
Under such circumstances, we proposed recently a method of separating the
frequencies in rest frames defining thus the rest frame vacuum (r.f.v.) of the
massive Klein-Gordon [7], Dirac [8] and Proca [9] fields. What is new here is
that the bosons can have either a tardyionic behavior or even a tachyonic one
if the mass is less than a given limit which depends on the type of coupling
(minimal or conformal). Fortunately, the tachyonic modes are eliminated in a
natural manner since all their mode functions have null norms [7]. In contrast,
the Dirac field of any non-vanishing mass survives in this vacuum [8]. In other
respects, we must specify the r.f.v. can be defined only for massive particles since
the massless ones do not have rest frames. This is not an impediment since the
massless fields of physical interest, namely the Maxwell and neutrino ones, have
conformally covariant field equations whose solutions in the co-moving de Sitter
chart with conformal time can be taken over from special relativity [10, 11].
Technically speaking, for defining the r.f.v. we introduced suitable phases
depending on momentum for assuring the correct limits of the mode functions
in rest frames [7–9]. Unfortunately, these phases are not enough for defining the
other important limit, namely the flat one, when the de Sitter Hubble constant
tends to zero. In general, this limit is undefined because of some singularities
arising in the phases of the mode functions defined in the adiabatic vacuum. For
removing them a regularization procedure was applied by adding the convenient
phase factors which, in general, depend on momentum [3–6].
Since this problem was not yet considered for the recently defined r.f.v.,
the aim of this paper is to study the flat limits of the Klein-Gordon and Dirac
fundamental solution in this vacuum, deriving the regularized phases which
guarantee that these limits are well-defined. In this manner, the rest and flat
limits determine completely the form of the mode functions or spinors of the
de Sitter QFT . This is important since there are quantities whose expressions
are strongly dependent on the momentum-dependent phase factors as, for ex-
ample, the one-particle Hamiltonian operator [3, 11, 12]. We prove that the
phase factors derived here determine the correct Minkowskian flat limit of this
operator.
We must specify that in what concerns the regularized phases we recover pre-
vious results [3–6] but the complete expressions of the scalar mode functions or
Dirac spinors are presented here for the first time. Moreover, the approximations
we obtain here are also new results that can be used in concrete calculations.
We start presenting in the next section the plane wave fundamental solutions
of the Klein-Gordon and Dirac fields in the adiabatic and rest frame vacua
pointing out how the last one solves the rest limits. The third section is devoted
to the flat limits which are derived by using a new uniform asymptotic expansion
we propose here based on numerical arguments. This enables us to derive the
regularized phases which assure the flat limits of the fundamental solutions.
Thus we obtain for the first time the complete expressions of the scalar mode
functions and Dirac spinors in the r.f.v. as well as useful approximations of
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them. Moreover, we show that in this approach the flat limit of the one-particle
Hamiltonian operator is just the corresponding operator of the Minkowskian
QFT. Finally we present our concluding remarks.
2 Free fields in adiabatic and rest frame vacua
The (1 + 3)-dimensional de Sitter expanding universe, M , is the expanding
portion of the de Sitter space-time where we may choose the co-moving local
charts {t,x} whose coordinates xκ (labelled by the natural indices κ, ν, ... =
0, 1, 2, 3) are the proper (or cosmic) time, t, and the Cartesian space coordinates
xi (i, j, k... = 1, 2, 3) for which we may use the vector notation x = (x1, x2, x3).
The geometry is given by the scale factor a(t) = exp(ωt) depending on the
Hubble de Sitter parameter denoted here by ω. Another useful chart is that of
the conformal time,
tc =
∫
dt
a(t)
= − 1
ω
e−ωt → a(tc) = a[t(tc)] = − 1
ωtc
, (1)
and the same Cartesian space coordinates, denoted by {tc, ~x}. The line elements
of these charts are,
ds2 = gκν(x)dx
κdxν = dt2 − e2ωtd~x · d~x
=
1
(ωt)2
(dt2c − d~x · d~x) , (2)
Note that on the expanding portion we have tc ∈ (−∞, 0] and t ∈ (−∞,∞).
For writing down the Dirac equation we chose the diagonal tetrad gauge
in which the vector fields eαˆ = e
κ
αˆ∂κ defining the local orthogonal frames, and
the 1-forms ωαˆ = eˆαˆκdx
κ of the dual coframes (labeled by the local indices,
κˆ, νˆ, ... = 0, 1, 2, 3) are defined as
e0 = ∂t =
1
a(tc)
∂tc , ω
0 = dt = a(tc)dtc , (3)
ei =
1
a(t) ∂i =
1
a(tc)
∂i , ω
i = a(t)dxi = a(tc)dx
i , (4)
in order to preserve the global SO(3) symmetry allowing us to use systematically
the SO(3) vectors. We remind the reader that the metric tensor of M can be
expressed now as gκν = ηαˆβˆ eˆ
αˆ
κ eˆ
βˆ
ν where η = diag(1,−1,−1,−1) is the Minkowski
metric.
2.1 Klein-Gordon field
In the chart {t, ~x} the scalar field Φ : M → C of mass m, minimally coupled to
the de Sitter gravity, satisfies the Klein-Gordon equation,(
∂2t − e−2ωt∆ + 3ω∂t +m2
)
Φ(x) = 0 , (5)
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whose general solutions can be expanded as
Φ(x) = Φ(+)(x) + Φ(−)(x) =
∫
d3p
[
f~p(x)a(~p) + f
∗
~p (x)b
†(~p)
]
, (6)
in terms of field operators, a(~p) and b(~p), and fundamental solutions, f~p and
f∗~p (x), of positive and respectively negative frequencies. These solutions must
satisfy the orthonormalization relations
〈f~p, f~p′〉KG = −〈f∗~p , f∗~p′〉KG = δ3(~p− ~p′) , (7)
〈f~p, f∗~p′〉KG = 0 , (8)
and a completeness condition with respect to the relativistic scalar product [1]
〈f, f ′〉KG = i
∫
d3x a(t)3 f∗(x)
↔
∂t f
′(x) . (9)
The fundamental mode functions can be expressed as
f~p(t, ~x) =
ei~x·~p
[2pia(t)]
3
2
Fp(t) , (10)
in terms of the time modulation functions Fp : Dt → C which depend on p = |~p|
satisfying the equation[
d2
dt2
+
p2
a(t)2
+m2 − 9
4
ω2
]
Fp(t) = 0 . (11)
and the normalization condition
(Fp,Fp) ≡ iF∗p (t)
↔
∂ t Fp(t) = 1 . (12)
which guarantees the condition (7).
The most general solution of Eq. (11) can be derived easily in the chart
{tc, ~x} obtaining [12, 7]
Fp(tc) = c1φp(tc) + c2φ∗p(tc) , φp(tc) =
1√
piω
Kν(iptc) , (13)
where K is the modified Bessel function of the index
ν =

√
9
4 − µ2 for µ < 32
iκ , κ =
√
µ2 − 94 for µ > 32
, µ =
m
ω
. (14)
The particular solution φp(tc) is normalized, satisfying (φp, φp) = 1, such that
the condition (12) is fulfilled only if we take
|c1|2 − |c2|2 = 1 . (15)
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Thus we remain with an undetermined integration constant that may be fixed
by giving a criterion of frequencies separation setting thus the vacuum.
The most popular vacuum is the adiabatic Bunch-Davies one [2], with c1 = 1
and c2 = 0, that holds for any mass, regardless the real or imaginary value of
the index (14). Despite of this advantage here we face with the problem of the
rest limit which cannot be defined as long as the functions Kiκ(iptc) have an
ambiguous behavior,
Kiκ(iptc) ∝ 1
Γ( 12 − iκ)
(
iptc
2
)−iκ
− 1
Γ( 12 + iκ)
(
iptc
2
)iκ
, (16)
for p→ 0, as it results from Eq. (A.6). A possible solution is to redefine these
functions replacing iκ → iκ ±  for eliminating one of the above terms and
introducing a convenient phase factor for the remaining one [3–5]. However,
this procedure is palliative since this affects the physical meaning of the mass
which gets an imaginary part.
For avoiding these difficulties we defined recently the r.f.v., separating the
frequencies in the rest frames just as in special relativity [7]. Thus we found
that the rest energy,
M = κω =
√
m2 − 9
4
ω2 , m >
3
2
ω , (17)
which plays the role of a dynamical mass, does make sense only for µ > 32 since
for µ < 32 the mode functions do not have a physical meaning being of tachyonic
type but with null norms. We have shown that in the tardyonic domain this
vacuum is stable corresponding to the integration constants,
c1 = −i
( p
2ω
)−iκ epiκ√
e2piκ − 1 , c2 = i
( p
2ω
)−iκ 1√
e2piκ − 1 , (18)
determining the time modulation functions of positive energy as, [7]
Fp(tc) =
√
pi
ω
( p
2ω
)−iκ Iiκ(iptc)√
e2piκ − 1 . (19)
We must specify that the above phase factor is introduced for assuring the
correct rest limit
lim
p→0
Fp(tc) = 1√
2M
e−iMt , (20)
calculated according to Eqs. (1) and (A.6).
2.2 Dirac field
In the tetrad-gauge defined by Eqs. (3) and (4) the massive Dirac field ψ of mass
m satisfies the field equations (Dx −m)ψ(x) = 0 given by the Dirac operator
Dx = iγ
0∂t + ie
−ωtγi∂i +
3iω
2
γ0 . (21)
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where γαˆ are the Dirac matrices labeled by local indices. It is known that the last
term of this operator can be removed at any time by substituting ψ → [a(t)]− 32ψ.
Similar results can be written in the conformal chart.
The general solution of the Dirac equation may be written as a mode integral,
ψ(t,x ) = ψ(+)(t,x ) + ψ(−)(t,x )
=
∫
d3p
∑
σ
[U~p,σ(x)a(~p, σ) + V~p,σ(x)b
†(~p, σ)] , (22)
in terms of the fundamental spinors U~p,σ and V~p,σ of positive and respectively
negative frequencies which are plane waves solutions of the Dirac equation de-
pending on the conserved momentum ~p and an arbitrary polarization σ. These
spinors form an orthonormal basis being related through the charge conjugation,
V~p,σ(t,x) = U
c
~p,σ(t,x) = C [U~p,σ(t,x)]
∗
, C = iγ2 , (23)
(see the Appendix A), and satisfying the orthogonality relations
〈U~p,σ, U~p ′,σ′〉D = 〈V~p,σ, V~p ′,σ′〉D = δσσ′δ3(~p− ~p ′) (24)
〈U~p,σ, V~p ′,σ′〉D = 〈V~p,σ, U~p ′,σ′〉D = 0 , (25)
with respect to the relativistic scalar product [11]
〈ψ,ψ′〉D =
∫
d3x
√
|g| e00 ψ¯(x)γ0ψ(x) =
∫
d3x a(t)3ψ¯(x)γ0ψ(x) , (26)
where g = det(gκν) and ψ¯ = ψ
+γ0 is the Dirac adjoint of ψ. Moreover, this basis
is supposed to be complete complying with a completeness condition [11]. This
is the basis of the momentum representation in which the particle (a, a†) and
antiparticle (b, b†) operators satisfy the canonical anti-commutation relations
[11].
In the standard representation of the Dirac matrices (with diagonal γ0) the
general form of the fundamental spinors in momentum representation,
U~p,σ(t, ~x ) =
ei~p·~x
[2pia(t)]
3
2
(
u+p (t) ξσ
u−p (t)
piσi
p ξσ
)
(27)
V~p,σ(t, ~x ) =
e−i~p·~x
[2pia(t)]
3
2
(
v+p (t)
piσi
p ησ
v−p (t) ησ
)
, (28)
is determined by the modulation functions u±p (t) and v
±
p (t) that depend only
on t and p = |~p|. The Pauli spinors ξσ and ησ = iσ2(ξσ)∗ have to be correctly
normalized, ξ+σ ξσ′ = η
+
σ ησ′ = δσσ′ , satisfying a natural completeness equation.
The time modulation functions u±p (t) and v
±
p (t) must be related as [8]
v±p =
[
u∓p
]∗
, (29)
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for assuring the charge conjugation symmetry (23). Moreover, the normalization
conditions
|u+p |2 + |u−p |2 = |v+p |2 + |v−p |2 = 1 (30)
guarantee that Eqs. (24) and (25) are accomplished.
The time modulation functions can be derived easily in the conformal chart
where we have to solve the system
[i∂tc ∓ma(tc)]u±p (tc) = p u∓p (tc) , (31)
[i∂tc ∓ma(tc)] v±p (tc) = −p v∓p (tc) , (32)
obtaining the general form [8]
u+p (tc) =
√
−ptc
pi
[
c1Kν− (iptc) + c2Kν− (−iptc)
]
, (33)
u−p (tc) =
√
−ptc
pi
[
c1Kν+ (iptc)− c2Kν+ (−iptc)
]
, (34)
where the orders of the modified Bessel functions K are ν± = 12 ± iκ after we
re-define κ = mω .
The particular solutions of Eqs. (33) and Eqs. (34) are normalized and
orthogonal to each other such that the normalization condition (30) is satisfied
if
|c1|2 + |c2|2 = 1 . (35)
The functions v±p result from Eq. (29).
The adiabatic vacuum is defined simply by choosing c1 = 1 and c2 = 0 as in
Refs. [3, 11]. The major difficulty of this vacuum is that in the momentum-spin
representation we cannot reach the rest frame limit even though the functions
K have now defined limits for p → 0. This is because of the term ~p·~σp whose
limit is undefined [8]. Moreover, if we force the limit vanishing this term by
hand then we affect the normalization [6, 11].
The solution is to adopt the r.f.v. imposing the conditions [8]
lim
p→0
u−p (t) = lim
p→0
v+p (t) = 0 , (36)
which drop out the contribution of the mentioned terms in rest frames. These
conditions are accomplished only if we take
c1 =
epiκp−iκ√
1 + e2piκ
, c2 =
i p−iκ√
1 + e2piκ
, (37)
determining the definitive form of the modulation functions of positive frequen-
cies as [8]
u±p (tc) = ±
√−pitc pν−√
1 + e2piκ
I∓ν∓(iptc) . (38)
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Figure 1: The functions < Jiκ+λ(κx) (red) and <J (κ, λ, x)
(blue) for κ = 1 and λ = − 12 , 0, 12 .
The modulation functions of the negative frequencies have to be calculated
according to Eq.(29). Thus we obtain fundamental spinors whose rest limits
lim
~p→0
U~p,σ(t,x) =
e−imt
[2pia(t)]
3
2
(
ξσ
0
)
, (39)
lim
~p→0
V~p,σ(t,x) =
eimt
[2pia(t)]
3
2
(
0
ησ
)
, (40)
indicate that the rest energy of the Dirac field is m just as in special relativity.
3 Flat limits
The time modulation functions studied above depend on the variable
x = −ωtc = p
ω
e−ωt (41)
which in the rest limit tends to 0 but in the flat limit, when ω → 0 and −ωtc →
1, this tends to infinity. Therefore, for analyzing the behavior of the time
modulation functions in the flat limit we need to use an uniform expansion of
the Bessel function Jiκ+λ(κx) for large values of κ > 0, any x > 0 and λ = 0,± 12 .
Unfortunately, we have a rigorous proof only for λ = 0 such that we are forced
to generalize this case based on some analytical and numerical arguments.
3.1 Approximating method
We propose a generalization of the standard uniform asymptotic expansion (A.8)
to Jiκ+λ(κx) observing that this is analytic in κ such that we can replace iκ→
iκ + λ but without affecting the variable x or expressions containing it, as κx
8
Figure 2: The function E(κ, λ, x) for κ = 5 (upper panels) and κ = 10 (lower
panels).
or κ
√
1 + x2. Therefore, we assume that the following approximation,
Jiκ+λ(κx) ' J (κ, λ, x) = e
piκ
2 − ipiλ2√
2κpi
eiκ
√
1+x2− ipi4
(1 + x2)
1
4
(
1
x
+
√
1 +
1
x2
)−iκ−λ
,
(42)
in which we neglected the terms of the order O(κ−1), holds even for non-
vanishing values of λ ∈ R. However, the crucial point is to verify if this ap-
proximation is numerically satisfactory, comparing the functions J and J .
We start with the observation that in our case the variable (41) is positively
defined without reaching the value x = 0 if p 6= 0 such that we can restrict our
graphical study to the interval 0.1 ≤ x ≤ 10. Then we may ask what it means
‘large values of κ’ plotting the functions J and J on this interval. Thus we see
that their graphics tend to approach to each other even for modest values of κ
as in Fig. (1) where κ = 1 and λ = 0,± 12 . For larger values of κ (e.g. κ > 4)
the graphics of these functions are overlapping such that we need to resort to
the function,
E(κ, λ, x) = 1− |J |(κ, λ, x)||Jiκ+λ(κx)| , (43)
for pointing out the errors of our approximation. In Fig. (2) we see how the
errors are diminishing when κ is increasing from 5 to 10.
The conclusion is that our approximation is numerically satisfactory even
for λ 6= 0. In practice it is convenient to substitute κx→ x for getting the more
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homogeneous approximation,
Jiκ+λ(x) ' e
piκ
2 − ipiλ2√
2pi
ei
√
κ2+x2− ipi4
(κ2 + x2)
1
4
(
κ
x
+
√
1 +
κ2
x2
)−iκ−λ
, (44)
which is useful in investigating the flat limits of the scalar and spinor fields.
3.2 Flat limit of the Klein-Gordon field in r.f.v.
Let us briefly analyze the flat limits, for ω → 0, of the mode functions in r.f.v.
for κ > 32 starting with the time modulation functions (19) rewritten, according
to Eq. (A.7), as
Fp(t) = eiδKG(p)
( p
2ω
)−iκ√pi
ω
e
1
2piκ√
e2piκ − 1 Jiκ
( p
ω
e−ωt
)
. (45)
Here we introduced the auxiliary phase δKG(p) we need for removing the pole
in ω = 0 of the general phase. Note that the second phase factor assures the
correct rest frame limit for p→ 0 [7]. The flat limit can be evaluated by using
the uniform expansion of this Bessel functions (44) where we substitute x as in
Eq. (41). Then, according to Eq. (44), we may approximate
Fp(tc) ' ρ(p, t)eiθ(p,t) , (46)
where
ρ(p, t) =
1√
2(M2 + p2e−2ωt)
1
4
epiκ√
e2piκ − 1 , (47)
θ(p, t) = δKG(p)− pi
4
− M
ω
ln
(
1
2ω
)
−Mt
−M
ω
ln
(
M +
√
M2 + p2e−2ωt
)
+
1
ω
√
M2 + p2e−2ωt . (48)
Furthermore, we compute the series of θ(p, t) around ω = 0 where this function
has a pole that can be removed by setting
δKG(p) =
pi
4
+
M
ω
ln
M +
√
M2 + p2
2ω
−
√
M2 + p2
ω
. (49)
In this manner we generate the phase factor,
eiδKG(p) = e
ipi
4
(
M +
√
M2 + p2
2ω
) iM
ω
e−i
√
M2+p2
ω , (50)
without physical significance, but necessary for deriving the convenient approx-
imation that can be used in applications,
Fp(t) ' e
piκ
√
e2piκ − 1
eiθKG(p,t)√
2(M2 + p2e−2ωt)
1
4
. (51)
10
The regularized phase,
θKG(p, t) = −Mt− M
ω
ln
(
M +
√
M2 + p2e−2ωt
M +
√
M2 + p2
)
+
1
ω
(√
M2 + p2e−2ωt −
√
M2 + p2
)
, . (52)
is obtained by substituting in Eq. (48) the phase δKG defined by Eq. (49). For
small values of ω we may use the Taylor series
θKG(p, t) = −
√
M2 + p2 t+
ωp2t2
2
√
M2 + p2
− ω
2p2(2M2 + p2)t3
6(M2 + p2)
3
2
+O(ω3) . (53)
finding that in the flat limit, when limω→0M = m, and
lim
ω→0
Fp(t) = e
−iE(p)t√
2E(p)
, E(p) =
√
m2 + p2 , (54)
we recover just the Minkowkian time modulation functions.
3.3 Flat limit of the Dirac field in r.f.v.
For analyzing how the flat limit can be reached in the case of the Dirac field it
is convenient to rewrite the time modulation functions (38) in the chart {t, ~x}
as
u±p (t) = ±eiδD(p)±
ipi
4 p−iκ
e
piκ
2√
e2piκ + 1
√
pi
ω
pe−ωt Jiκ∓ 12
( p
ω
e−ωt
)
, (55)
after introducing the phase δD(p) which should take over the singularities of the
general phase as in the previous case. The uniform expansion (44) with λ = ± 12
helps us to approximate
u±p (t) ' ρ±(p, t)eiθ(p,t) , (56)
where
ρ+(p, t) =
√√
m2 + p2e−2ωt +m
√
2(m2 + p2e−2ωt)
1
4
epiκ√
e2piκ + 1
, (57)
ρ−(p, t) =
pe−ωt
√
2(m2 + p2e−2ωt)
1
4
√√
m2 + p2e−2ωt +m
epiκ√
e2piκ + 1
, (58)
θ(p, t) = δD(p) +
pi
4
−mt
−m
ω
ln
(
m+
√
m2 + p2e−2ωt
)
+
1
ω
√
m2 + p2e−2ωt . (59)
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We observe that the obvious identity
pe−ωt =
√√
m2 + p2e−2ωt +m
√√
m2 + p2e−2ωt −m (60)
can be substituted in Eq. (58) for getting a more symmetric and compact form.
Furthermore, we expand the function θ(p, t) around ω = 0 and we chose
δD(p) = −pi
4
+
m
ω
ln(
√
m2 + p2 +m)− 1
ω
√
m2 + p2 , (61)
for eliminating the effects of the pole in ω = 0. Thus we arrive at the final
expansions for large values of κ (when ω → 0) that reads
u±p (t) '
e
pim
ω√
e2
pim
ω + 1
√√
m2 + p2e−2ωt ±m
√
2(m2 + p2e−2ωt)
1
4
eiθD(p,t) . (62)
The regularized phase,
θD(p, t) = −mt− m
ω
ln
(
m+
√
m2 + p2e−2ωt
m+
√
m2 + p2
)
+
1
ω
(√
m2 + p2e−2ωt −
√
m2 + p2
)
, (63)
obtained after substituting δD in Eq. (59), can be expanded as
θD(p, t) = −
√
m2 + p2 t+
ωp2t2
2
√
m2 + p2
− ω
2p2(2m2 + p2)t3
6(m2 + p2)
3
2
+O(ω3) , (64)
laying out a similar form as the phase (52) of the scalar field but with the usual
mass m instead of the dynamical one.
Finally we verify that in the flat limit we obtain the usual Minkowskian time
modulation functions
lim
ω→0
u±p (t) =
√
E(p)±m
2E(p)
e−iE(p)t . (65)
3.4 Physical consequences
Solving the problem of the flat limit we derived the suitable phases that complete
the phases we introduced previously for defining the r.f.v.. We obtain thus the
final form the scalar time modulation functions can be written now as
Fp(t) = eiαKG(p)
√
pi
ω
e
1
2piκ√
e2piκ − 1 Jiκ
( p
ω
e−ωt
)
, (66)
where κ = Mω while the global phase,
αKG(p) = δKG(p)− κ ln
( p
2ω
)
=
pi
4
+
M
ω
ln
M +
√
M2 + p2
p
−
√
M2 + p2
ω
, (67)
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depends on the dynamical mass (17).
For the Dirac time modulation functions we may write a similar result,
u±p (t) = ±eiαD(p)±
ipi
4
e
piκ
2√
e2piκ + 1
√
pi
ω
pe−ωt Jiκ∓ 12
( p
ω
e−ωt
)
, (68)
where now κ = mω and
αD(p) = δD(p)− κ ln p
= −pi
4
+
m
ω
ln
(√
m2 + p2 +m
p
)
−
√
m2 + p2
ω
, (69)
is very similar with the scalar phase but with the genuine mass m instead of the
dynamical one, M .
Why the phases are so important in the de Sitter spacetime as long as these
do not affect the scalar products and do not contribute to the expressions of
the transition probabilities. A specific feature of the de Sitter QFT is that the
forms of some one-particle operators including the Hamiltonian (or energy) one
are strongly dependent on the phases which are functions of p. We remind the
reader that, after canonical quantization, the one-particle Hamiltonian operator
of any quantum field, Ψ, can be calculated by using the corresponding relativistic
scalar product, H =: 〈Ψ, HΨ〉 :, in which we respect the normal ordering of the
field operators [13]. The energy operator,
H = i∂t + ω~x · ~P = i∂t − iω~x · ∇ (70)
is the same for any free field since it does not have spin parts [3, 14].
In the case of the Klein-Gordon field we consider the normalized mode func-
tions (10) with the time modulation functions (66). Then it is not difficult to
verify the identity
(Hf~p) =
[
−iω
(
pi∂pi +
3
2
)
− ωpi∂piαKG(p)
]
f~p (71)
which allows us to derive the form of the one-particle Hamiltonian operator as,
HKG = : 〈Φ, HΦ〉KG : =
∫
d3p
√
M2 + p2
[
a†(p)a(p) + b†(p)b(p)
]
+
iω
2
∫
d3p pi
{[
a†(p)
↔
∂ pi a(p)
]
+
[
b†(p)
↔
∂ pi b(p)
]}
, (72)
since
ωpi∂piαKG(p) = −
√
M2 + p2 . (73)
We have thus the nice surprise to see that by fixing the correct phases requested
by the rest and flat limits we obtain an operator whose flat limit,
lim
ω→0
HKG =
∫
d3p
√
m2 + p2
[
a†(p)a(p) + b†(p)b(p)
]
, (74)
is just the well-known Hamiltonian operator of the Minkowskian QFT. A similar
result can be obtained for the Dirac field. Therefore, the flat limit of the entire
de Sitter QFT is the just the QFT of special relativity.
13
4 Concluding remarks
We derived the definitive forms of the fundamental solutions of the Klein-Gordon
and Dirac fields whose frequencies are separated in the rest frames as in special
relativity having, in addition, Minkowskian flat limits.
Similar results concerning the phase factors or mode expansions as the sec-
ond term of Eq. (72) were obtained in premiere for the scalar and spinor fields
long time ago in Ref. [3] where the adiabatic vacuum was considered. Subse-
quent studies refined these results [4–6] such that now we can conclude that the
regularizes phases derived so far are very similar to those obtained here in r.f.v..
This is because in the adiabatic vacuum, where the rest limits are undefined,
one forced some ad hoc changes of the time modulation functions, introducing
phase factors proportional to p−iκ similar to those arising naturally in r.f.v..
However, apart from the known regularized phases recovered here, we report
new results as the final form of the time modulation functions (66) and (68) in
r.f.v. and the approximations (51) and (62) that can be used in applications for
deriving transition amplitudes between states defined in this vacuum.
The final conclusion is that the rest and flat limits appear as the cornerstones
of the QFT on the de Sitter expanding universe determining the form of the
time modulation functions in a natural manner and setting thus the structure
of the one-particle operators. In our opinion, the results presented here are an
argument that the r.f.v. could be universal.
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A Some properties of Bessel functions
The modified Bessel functions Iν(z) and Kν(z) are related as [15]
Kν(z) = K−ν(z) =
pi
2
I−ν(z)− Iν(z)
sinpiν
, (A.1)
I±ν(z) = e∓ipiνI±ν(−z)
=
i
pi
[
Kν(−z)− e∓ipiνKν(z)
]
. (A.2)
Their Wronskians give the identities we need for normalizing the mode functions.
For ν = iκ we obtain
iIiκ(is)
↔
∂s I−iκ(is) =
2 sinhpiκ
pis
, (A.3)
while the identity
iKν(−is)
↔
∂s Kν(is) =
pi
|s| , (A.4)
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holds for any ν.
For |z| → ∞ and any ν we have,
Iν(z)→
√
pi
2z
ez , Kν(z)→ K 1
2
(z) =
√
pi
2z
e−z . (A.5)
In the limit of |z| → 0 the functions Iν behave as
Iν(z) ∼ 1
Γ(ν + 1)
(z
2
)ν
, (A.6)
while for the functions Kν we have to use Eq. (A.1).
The modified Bessel functions I are related to the usual ones as
Iν(−ix) = e− ipiν2 Jν (x) , ∀x ∈ R, ν ∈ C , (A.7)
for which we can apply the following uniform asymptotic expansion [16],
Jiκ(κx) =
e
piκ
2√
2κpi
eiκ
√
1+x2− ipi4
(1 + x2)
1
4
(
1
x
+
√
1 +
1
x2
)−iκ
×
[
n=N∑
n=0
(2i)nΓ(n+ 12 )
κn(1 + x2)
n
2
an(x) +O(κ−N−1)
]
, (A.8)
where an are polynomials in (1 + x
2)−1,
a0(x) = 1 , a1(x) = −1
8
+
5
24
(1 + x2)−1 ,
a2(x) =
3
128
− 77
576
(1 + x2)−1 +
385
3456
(1 + x2)−2, ...
with coefficients less that 1 that do not depend on κ. This expansion holds for
any κ, x > 0. Here we consider the case of N = 0 in which the contribution of
the above sum reduces to Γ( 12 ) =
√
pi.
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