The FFT of three-dimensional (3D) input data is an important computational kernel of numerical simulations and is widely used in High Performance Computing (HPC) codes running on large number of processors. Although the efficient parallelization of 3D FFT has been largely investigated over the last few decades, performance and scalability of parallel 3D FFT methods on new generation hardware architecture for HPC is a major challenge. Looking at upcoming exascale cluster architectures, the conventional parallel 3D FFT calculations on HPC needs improvement for better performance. In this paper, we present C-DAC's three-dimensional Fast Fourier Transform (CROFT) library which implements three-dimensional parallel FFT using pencil decomposition. To exploit the multithreading capabilities of hardware without affecting performance, CROFT is designed to use hybrid programming model of OpenMP and MPI. CROFT implementation has a feature of overlapping compute and memory-I/O with MPI communication. Depending on the number of processes used, CROFT shows performance improvement of about 51%−42% as compared to FFTW3 library.
Introduction
Fast Fourier Transform (FFT) is an extensively used algorithm which calculates the Discrete Fourier Transform (DFT) of N complex points. Discrete Fourier Transform is the most fundamental mathematical tool applied to time series and waveform analysis in signal processing, applied mathematics, spectral analysis, control processing etc [1] . With the famous divide and conquer algorithm by Cooley and Tukey [2] , FFT algorithm reduced the time complexity of naive implementation of DFT from O(n 2 ) to O(n log n) for serial computation.
It also opened up active area for parallel implementation of FFT algorithms, depending on data size and machine architecture. Fast Fourier Transform as a numerical tool, has been extensively used across wide disciplines of science and engineering. For example, its application ranges from turbulence simulations, computational chemistry and biology, gravitational interactions, cardiac electrophysiology, acoustic, seismic and electromagnetic scattering, image processing and many other areas [3] , [4] , [5] , [6] , [7] .
In most of these applications, FFT is applied on large data sets with multiple dimensions. This makes FFT calculations computationally intensive, and parallel FFT involves data distribution and collective communication. Therefore, a lot of efforts on research and development in parallelization of FFT, especially on 3D FFT, have been carried out for a variety of domain specific applications.
With modern day HPC environment, where large number of processors are available, scalability and performance of 3D FFT is a major challenge. Parallelization of FFT algorithm can be broadly categorized as distributed FFT and transpose-based algorithms [8] [9] . In order to utilize the maximum number of processors in modern day HPC machines, transpose-based algorithms have been predominantly used in many parallel 3D FFT codes.
Parallel FFT on multidimensional data can be performed as a sequence of one-dimensional transforms along each dimension. This demands data distribution, that involves lot of communication across the processors and hence, prevents the efficient usage of large number of processors for a given data size.
The efficiently scaled implementation of parallel 3D FFT on new generation HPC hardware is one of the grand challenges in scientific computing. Since last two decades lots of efforts have been made to resolve this issue using different strategies. Therefore, many parallel open source FFT libraries exist and have been efficiently used in academia and industry as well. FFTW (Fastest Fourier Transform from West) [11] , PFFT (Parallel FFT) [12] , P3DFFT (Parallel Three-Dimensional Fast Fourier Transforms) [13] and 2DECOMP&FFT [23] are few such libraries. Most of the conventional parallel 3D FFT libraries are based on 1D or slab decomposition method, which limits scaling only up to the largest dimension of multidimensional data. While using pencil or 2D decomposition, scalability of 3D FFT has been improved in libraries like P3DFFT and 2DECOMP&FFT. All of these libraries use MPI for message passing on a distributed cluster for parallel FFT calculations. On the other hand, hardware reconfiguration techniques and accelerators have also been used to obtain performance of 3D FFT [16] , [17] , [18] . Similarly, 3D parallel FFT libraries like AccFFT have been developed to achieve scalability and performance on both CPU and GPU architectures [15] . Recently, to improve the scalability of 3D parallel FFT, use of non-blocking MPI call has been reported [19] . Also combination of OpenMP and MPI has been used on HPC to speed up 3D FFT parallel calculations [20] .
In this paper, we present CROFT library to calculate 3D parallel FFT using MPI and OpenMP hybrid programming model. CROFT's parallel strategy is designed and implemented for performance and scalability on large multicore clusters. In upcoming exascale clusters there is an increase in the total amount of memory per node and improvement in the operating frequency of main memory. High bandwidth and low latency networks are being designed for scalability of applications. To exploit the improvement in technology, this paper presents application of hybrid programming model comprising OpenMP and MPI having overlap of compute and memory-I/O with MPI communication. CROFT has demonstrated performance improvement of approximately 42% to 51% with varying number of processes as compared to popularly used FFTW3 library.
Background and Implementation of parallel 3D FFT

Multidimensional FFT
The forward DFT of a three-dimensional complex input array X = {X(0 :
where, E = e −2πı kx jx Nx + ky jy
The corresponding backward DFT using the same definitions is defined as [21] ,
where, E = e 2πı kx jx Nx + ky jy
For parallelization of 3D FFT, the 3D input matrix data can be decomposed and distributed amongst the processes [21] . To perform 3D FFT we have to take 1D FFT, along each dimension. This can be achieved using the serial 1D
FFT as the building block. 
Decomposition techniques
There are three main data decomposition techniques available. These are 1) slab or 1D decomposition [8] , 2) pencil or 2D decomposition [24] and 3) cell or 3D decomposition [25] .
Slab Decomposition
In this approach 3D input matrix is decomposed along any one dimension resulting in multiple slabs which are given to different processes for further computations. For example, if input matrix has dimension N x × N y × N z , and any one axis, say Z is chosen for decomposition, then the distributed input with every process will be,
where, P = P z = Number of processes along Z axis.
As data along the X and Y is contiguous in memory, we can either take 2D
FFT transform or separately take 1D FFT along both the axes locally. These local transforms do not involve any kind of communication between the processes. After 2D transform along the X and Y dimensions, we have to take a global transpose of the data and then perform 1D FFT along the Z axis. This global transpose is required to make the third dimension locally available on the processes and involves communication between the processes to exchange data. The scalability of the slab decomposition is limited by the number of slabs that can be created along a single dimension of the 3D matrix. In this case, the maximum number of processes that can be used is P max = N z . Thus, this technique is not suitable when large number of processors are available.
Slab decomposition is used by many parallel 3D FFT libraries e.g. FFTW3 [11] and problem-specific applications e.g. molecular dynamics software GROMACS
[28].
Pencil Decomposition
In this approach 3D input matrix is decomposed along two dimensions which forms a shape of pencil. Number of pencils generated are equal to the number of processes to be spawned. For example, if input 3D matrix has dimension N x × N y × N z , then take any two dimensions for decomposition say Y and Z.
The distributed input with every process will be,
where P y = Number of processes along Y axis, P z = Number of processes along Z axis, and P = P y × P z is the total number of available processes.
The scaling limitation of 1D decomposition technique can be overcome by using a 2D decomposition technique. Here, maximum number of processes that can be used are P max = N y × N z which is greater than that of slab decomposition. 
Cell decomposition
In this approach 3D input matrix is decomposed along all three dimensions to form small cuboidal sub-matrices of data, called cells. Number of cells generated are equal to number of processes to be spawned. For example, if input 3D matrix has dimension N x × N y × N z , then distributed input with every process will be,
where P x = Number of processes along X axis, P y = Number of processes along Y axis, P z = Number of processes along Z axis, and
is the total number of available processes.
For calculation of 3D FFT using this approach, we can use large number of processors, but computation becomes complex and involves huge amount of communication and hence is rarely used. 
Related Work
To perform parallel 3D FFT, different open source libraries such as FFTW3,
P3DFFT, and 2DECOMP&FFT are available. FFTW3 uses slab decomposition, whereas P3DFFT and 2DECOMP&FFT use pencil decomposition to distribute the data in parallel environment.
FFTW3
FFTW3 is a widely used free-software library that computes the Discrete Fourier Transform (DFT) and its various special cases [11] , . This version is used for comparative study and serial 1D FFT calculations. FFTW3 uses slab decomposition and therefore its scaling is limited to P max <= N where, P max is maximum number of processors and N is linear problem size.
P3DFFT
Parallel Three-Dimensional Fast Fourier Transforms, dubbed P3DFFT is a library for large-scale computer simulations on parallel platforms [13] . P3DFFT is written in Fortran and is optimized for parallel performance. It uses Message 
Proposed Method
CROFT is a parallel three-dimensional Fast Fourier Transform library implementation for distributed clusters. We have used a general algorithm which is based on pencil decomposition for data distribution. It is implemented using hybrid programming and is based on the strategy of overlapping compute and communication operations. Three-dimensional FFT is obtained by calculating 1D FFT along all the three dimensions of the input data. CROFT uses 1D FFT routine from FFTW3 library to calculate the FFT along each dimension.
Algorithm
The algorithm requires 2 p processes which are arranged as a two dimensional matrix. Processes in each row form row-communicator and processes in each column form column-communicator resulting in multiple row and column communicators as seen in figure 5 . The algorithm requires each process to have its part of data. For the sake of understanding, it is assumed that the data is aligned along the X dimension. The data is decomposed along the Y and Z dimensions to form multiple pencils, which are aligned along the X dimension as seen in figure 4 (a). The number of pencils would be equal to the number of processes, where, one pencil is assigned to each process. The steps followed by CROFT are given below.
Steps:
1. Compute 1-D FFT along the X dimension for all processes. 
Algorithm Explanation
Initially, the data is distributed to each process as a pencil in which the data is aligned along the X axis. Each process now computes 1D FFT along the X for any integer n. We have discussed the implementation of forward transform in this paper. The backward transform can be obtained by reversing the steps in the algorithm.
Parallelization and optimization
Message Passing Interface (MPI) library is used to communicate across the processes in a distributed cluster. The total number of processes are virtually arranged in 2D virtual communication grid as shown in figure 5 , with P y as the number of processes along the Y axis and P z as the number of processes along the Z axis.
Initially, as the data is contiguous along the X axis, each process first performs a 1D FFT along it. For all the nodes to have the Y dimension locally However, as option 4 has been observed to perform better on large data and large number of processors, CROFT library is implemented using option 4 with the value of K fixed as 2.
Forward transform implementation
Forward transform is computed after data is divided in number of pencils as seen in figure 4(a) . Every process will get its own chunk of 3D pencil data (N x , N y /P y , N z /P z according to pencil decomposition) as a 1D input array. along the Z direction is computed. To get the same data layout as initial, we again perform Y Z and XY transpose respectively and use overlapping of data packing with MPI all-to-all communication.
Verification of code
3D parallel FFT using pencil decomposition requires MPI all-to-all communication and many data copy operations within local memory for rearranging the data. Therefore, it is necessary to verify the result after every step. For verification purpose, we first implemented routines to print the results and verified the generated output data with the desired output for the given input.
Secondly, we have taken backward FFT to get back the original input. Since, we did not perform any manipulations while using normalization factor, output of backward transform is same as input applied. Finally, to check the correctness, we tested the results obtained by CROFT library against the results from FFTW3 library for double precision complex input. The output was found to be exactly the same.
Discussion and Results
Benchmarking details
CROFT was benchmarked against 3D FFT API from FFTW3v3 The input data used for the benchmarking purpose was the 3D matrix of double precision complex numbers. As the number of cores and RAM per core were limited, the first benchmark was done with the smaller 3D matrix of size 128 × 128 × 128, and another benchmark with the larger 3D matrix of size 1024 × 1024 × 1024.
Time measurements
The timing information is collected for benchmarking purpose using MPI Wtime API. The starting timestamp is collected just before calling the 3D FFT API of CROFT and FFTW3 library functions. The processes are synchronized at a global barrier to avoid distortion of the time before collecting the initial timestamps. Another timestamp is collected just after the 3D FFT API execution is completed. The difference between the two timestamps is considered as the execution time required for the process to perform 3D FFT. We then get the minimum and maximum execution time taken by the processes onto processor 0 using a global reduction with MPI MAX and MPI MIN options. The time obtained from MPI MAX reduction is considered as the wall time required by the 3D FFT library function. To get the final wall time, multiple runs of application are done and the best timings are selected.
Results
Benchmarking runs were performed on parallel 3D API of FFTW3 and all the implemented options as discussed in Section 5.1. At smaller number of cores, the difference in execution time is more ( Figure   8 ). The CROFT implementation (option 4) is faster than FFTW3 by approx- From the scalability chart as shown in figure 11 , we can see that all the implemented options of CROFT are scalable upto all the available 512 compute cores in Param Bioblaze cluster whereas performance of FFTW3 drops after 128 cores.
Profiling details
To get an insight on the difference between FFTW3 parallel 3D routines execution and CROFT execution, profiling of both the applications have been performed on 8 processes with input matrix of size 1024 × 1024 × 1024. The profiling result is shown in figure 12 and 13 . From the profiling data, it is clear that CROFT takes less time due to optimized user code. Inorder to produce 
Conclusion
For the smaller datasets, FFTW3 is faster when number of cores used are less than 32, but CROFT code implemented with option 4 (with overlap of compute and communication while using single FFTW3 plan for calculating 1D FFTs) performed better when number of cores are more than 32. For larger dataset, CROFT implementation option 4 is the best implementation with the performance improvement between 42% -51% as seen in table 3. It also scales to more number of cores than FFTW3 due to pencil decomposition and further reducing the execution time. It can be used as one of the options for implementing exascale applications which requires 3D parallel FFT.
Future work
CROFT library is a pure CPU implementation and can be extended to add support for the accelerators like GPUs. Currently, CROFT uses 1D FFT from FFTW3 package, but native implementation of 1D FFT can be done as a replacement to 1D FFT from FFTW3 package, eliminating the dependency on FFTW3. CROFT is implemented for double precision complex-to-complex data only and can be further extended for implementing complex-to-real, and real-to-complex data. Moreover, there is scope for further memory optimization which can be looked at.
