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Resumo
Os métodos de pontos interiores têm sido extensivamente utilizados para
resolver os problemas de programação linear de grande porte. Entre todas as variações de
métodos de pontos interiores, o preditor corretor com múltiplas correções de centralidade
apresenta um grande destaque, devido a sua eficiência e rápida convergência. Este método
necessita resolver sistemas lineares, em cada iteração, para determinar a direção de busca,
correspondendo ao passo que requer mais tempo de processamento. Neste trabalho, a
iteração continuada é apresentada e introduzida no método preditor corretor com múltiplas
correções de centralidade, com objetivo de reduzir o número de iterações e o tempo
computacional deste método para determinar a solução de problemas de programação
linear. A iteração continuada consiste em determinar uma nova direção combinada com
a direção de busca dos métodos de pontos interiores. Apresentamos duas novas direções
continuadas e duas formas diferentes de utilizá-las, propondo um aumento no tamanho
dos passos a serem dados na direção de busca, acelerando a convergência do método. Além
disso, utilizamos o algoritmo de ajustamento ótimo para p coordenadas para determinar
melhores pontos iniciais para o método de pontos interiores em conjunto com a iteração
continuada. Experimentos computacionais foram realizados e os resultados obtidos ao
incorporar a iteração continuada com o método de pontos interiores preditor corretor e as
múltiplas correções de centralidade são superiores à abordagem tradicional. A utilização do
algoritmo de ajustamento ótimo para p coordenadas na nova abordagem leva a resultados
semelhantes.
Palavras-chave: métodos de pontos interiores, programação linear, métodos
numéricos.
Abstract
The interior point methods have been extensively used to solve large-scale linear
programming problems. Among all variations of interior point methods, the predictor
corrector with multiple centrality corrections is the method of choice due to its efficiency
and fast convergence. This method requires solving linear systems, to determine the search
direction corresponding to the step that requires more processing time, in each iteration.
In this work, the continued iteration is presented and introduced to the predictor corrector
method with multiple centrality corrections, in order to reduce the number of iterations
and the computational time to determine the linear programming problems solution. The
continued iteration consists of determining a new direction combined with the search
direction of the interior point methods. Two new continued directions and two different
ways of being used, increasing of the steps sizes taken in the search direction, speeding up
the convergence of the method. In addition, we use the optimal adjustment algorithm for p
coordinates to determine the best starting point for the interior point method in conjunction
with the continued iteration. Computational experiments were performed and the results
achieved by incorporating the continued iteration in the predictor corrector interior point
method and multiple centrality corrections outperform the traditional approach. Using
the optimal adjustment algorithm for p coordinates leads to similar results.
Keywords: interior point methods, linear programming, numerical methods.
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Capítulo 1
Introdução
A programação linear é uma das áreas da pesquisa operacional mais utilizadas,
devido ao grande número de problemas de otimização que podem ser modelados nesta
forma. Um problema de programação linear consiste em determinar uma solução que
maximize ou minimize uma função linear, conhecida como função objetivo, sujeita a
um conjunto de restrições, que podem ser equações e/ou inequações lineares. Problemas
modelados como problemas de programação linear são encontrados em diversas áreas, para
determinar lucro máximo, custo mínimo, fluxo máximo, caminho mínimo, alocação de
recursos, entre outros. Assim, o desenvolvimento de métodos eficientes e robustos para
resolução destes problemas é necessário, desde a muitos anos.
O método simplex foi o primeiro método proposto para resolver problemas de
programação linear, desenvolvido por Dantzig em 1947. A região limitada pelas restrições
lineares do problema é denominada politopo. Como essas restrições lineares formam uma
região convexa, a busca pela solução ótima de um problema de programação linear passou
a ser limitada a pontos extremos da região do politopo. No pior caso que todos os pontos
extremos são pesquisados para determinar a solução, o algoritmo apresenta complexidade
exponencial [25]. No entanto, o método proposto por Dantzig tem baixa complexidade por
iteração e para os problemas reais da época convergia em um número relativo pequeno de
iterações.
Em 1979, um algoritmo polinomial foi desenvolvido por Khachiyan [24], uti-
lizando elipsoides. O método das elipsoides teve um grande impacto sobre a teoria de
programação linear, porém não foi uma alternativa competitiva com o método simplex,
devido aos problemas de estabilidade numérica e o comportamento igual ao pior caso para
todos os problemas. Em 1984, Karmarkar [23] divulgou um artigo com resultados formais
sobre um novo método com uma complexidade menor do que o método das elipsoides,
utilizando a noção de função potencial para garantir uma redução da distância para a
otimalidade em cada iteração. Este método, inicialmente, não teve um bom desempenho.
As primeiras experiências computacionais, que indicavam que as ideias de Karmarkar
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poderiam levar a um algoritmo tão ou mais eficiente que o simplex, foram obtidas com o
método dual afim escala, apresentado em 1989 [2]. Embora uma iteração deste método seja
cara em comparação com o método simplex, a otimalidade é alcançada em um número
relativamente pequeno de iterações em problemas de grande porte. Este método atraiu
um grande interesse dos pesquisadores em otimização, que desenvolveram novos estudos,
compreendendo melhor essa teoria [22, 26, 27, 29, 31, 32] e dando origem a uma nova classe
de métodos, os métodos de pontos interiores.
O estudo dos métodos de pontos interiores para resolução de problemas de
programação linear tem sido uma das mais interessantes áreas de pesquisa em otimização
nas últimas décadas, devido aos grandes avanços nesta área [20]. Códigos computacionais
sofisticados baseados nesses métodos vêm se apresentando como alternativas eficientes para
a solução de problemas de grande porte com estruturas genéricas [1, 6, 7, 13,17,35,36,39].
Os métodos de pontos interiores do tipo primal dual tem sido base para novas variações
dessa classe de métodos. Entre todos os métodos do tipo primal dual, o preditor corretor
desenvolvido por Mehrotra [31] apresenta destaque devido a sua eficiência e convergência
rápida. Na maioria das implementações o esforço computacional do método preditor
corretor está concentrado na resolução de dois sistemas lineares com uma mesma matriz de
coeficientes em cada iteração, para determinar a direção de busca. Para resolver os sistemas
envolvidos, é feita uma eliminação de variáveis de forma a obter um sistema de equações
normais cuja matriz é simétrica e definida positiva. Dessa forma, a fatoração de Cholesky é
utilizada para determinação da solução. As múltiplas correções de centralidade, propostas
por Gondzio [20], para o método de pontos interiores preditor corretor é considerada por
muitos pesquisadores uma das variações mais eficientes dos métodos de pontos interiores.
Isto porque as múltiplas correções de centralidade fazem com que o método prossiga
na vizinhança da trajetória central, proporcionando melhoria da convergência. Neste
trabalho, apresentamos a abordagem iteração continuada e o algoritmo de ajustamento
ótimo para p coordenadas desenvolvido por Silva [38], na busca de redução de iterações e,
consequentemente, de redução de tempo total do método de pontos interiores.
Inicialmente, a iteração continuada foi desenvolvida para o método dual afim
escala [34] e depois estendida para o método de pontos interiores preditor corretor [4].
Esta abordagem consiste em determinar uma nova direção combinada com a direção
de busca do método de pontos interiores com o objetivo de acelerar a sua convergência.
Neste trabalho, apresentamos a direção preditora corretora continuada [4] e novas direções
continuadas: moderada e simples. As direções continuadas têm como característica um
esforço menor comparado a uma iteração do método. Desta forma, pode-se obter uma
redução no número total de iterações que, potencialmente, pode ser refletido na redução
de tempo computacional. Duas formas de combinação da direção de busca do método com
a direção continuada são apresentadas. Além disso, uma análise é realizada para encontrar
critérios para a utilização desta abordagem no método de pontos interiores. A abordagem
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proposta apresenta resultados computacionais superiores ao método preditor corretor com
múltiplas correções de centralidade nos experimentos numéricos realizados.
O algoritmo de ajustamento ótimo para p coordenadas é uma generalização
do algoritmo de ajustamento pelo par ótimo [19], que tem como característica principal a
simplicidade, pois envolve apenas multiplicação de matriz por vetor e resolve um sistema
linear com uma matriz definida positiva de dimensão pequena. Este algoritmo poderia ser
utilizado para resolver um problema de programação linear, mas sua convergência é lenta.
Como a convergência dos métodos de pontos interiores é sensível ao ponto inicial, então
decidimos utilizar o algoritmo de ajustamento ótimo para p coordenadas para determinar
melhores pontos iniciais, como realizado em [37].
A combinação da iteração continuada e o algoritmo de ajustamento ótimo
para p coordenadas foi feita buscando a melhora da convergência dos métodos de pontos
interiores.
O texto está organizado da seguinte forma: no Capítulo 2, apresentamos os
métodos de pontos interiores para resolução de problemas de programação linear. No
Capítulo 3, a iteração continuada e as diferentes formas de utilizá-la são desenvolvidas para
a incorporação no método preditor corretor com múltiplas correções de centralidade. O
Capítulo 4 aborda uma estratégia para determinar pontos iniciais melhores para o método
de pontos interiores utilizando o algoritmo de ajustamento ótimo para p coordenadas.
No Capítulo 5, os resultados dos experimentos computacionais realizados com diversos
problemas selecionados de diferentes coleções são apresentados. Além disso, uma análise
é feita comparando os resultados obtidos do método de pontos interiores com e sem a
iteração continuada e o algoritmo de ajustamento ótimo para p coordenadas. No Capítulo
6, apresentamos as conclusões. Por fim, estão as referências bibliográficas.
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Capítulo 2
Métodos de pontos interiores
Neste capítulo, apresentamos os métodos de pontos interiores do tipo primal
dual para resolução de problemas de programação linear, destacando o método de preditor
corretor, uma vez que este tornou-se base para a sofisticação dos métodos de pontos
interiores.
2.1 Problemas de programação linear
Um problema de programação linear (PPL) consiste em determinar uma solução
que minimiza ou maximiza uma função linear, denominada função objetivo, sujeita a um
conjunto de equações e/ou inequações lineares [11]. A forma padrão para o problema de
programação linear com variáveis canalizadas [3, 28] é dada por:
minimizar ctx
sujeito a Ax “ b
x` s “ u
px, sq ě 0,
(2.1)
em que A P Rmˆn é a matriz dos coeficientes de posto completo m, c P Rn é o vetor
de coeficientes da função objetivo (vetor de custo), x P Rn é o vetor das variáveis de
decisão, s é um vetor coluna de dimensão n de variáveis de folga primais, u é o vetor dos
limitantes superiores das variáveis de decisão e b P Rm é o vetor de termos independentes.
Este problema (2.1) é denominado problema primal, ao qual tem-se associado o seguinte
problema dual:
maximizar bty ´ utw
sujeito a Aty ` z ´ w “ c
pz, wq ě 0,
(2.2)
em que y P Rm representa o vetor das variáveis duais livres, z P Rn representa o vetor das
variáveis de folga duais e w é o vetor coluna de dimensão n de variáveis duais.
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Nos problemas primal e dual, o ponto px, s, y, z, wq é interior quando px, s, z, wq ą
0. Além disso, o ponto interior px, y, z, wq é factível se satisfaz Ax “ b, x ` s “ u e
Aty ` z ´ w “ c.
O gap de dualidade é a diferença entre os valores das funções objetivo dos
problemas primal e dual, e é dado por γ “ ctx´ bty ` utw que se reduz a γ “ xtz ` stw,
para pontos primais e duais factíveis.
Teorema 2.1.1. Um ponto px, s, y, z, wq é um ponto ótimo para os problemas primal e
dual se, e somente se, satisfaz as condições de otimalidade de primeira ordem (Karush-
Kuhn-Tucker) do par de problemas primal e dual (2.1) e (2.2), que são dadas por [40]:
(i) Factibilidade primal
Ax´ b “ 0, px, sq ě 0,
x` s´ u “ 0,
(ii) Factibilidade dual
Aty ` z ´ w ´ c “ 0, pz, wq ě 0,
(iii) Complementaridade
XZe “ 0,
SWe “ 0,
(2.3)
em que X “ diagpxq, Z “ diagpzq, S “ diagpsq eW “ diagpwq e e P Rn, tal que
e “ p1, 1, ..., 1qt.
Os métodos de pontos interiores do tipo primal dual utilizam variantes do
método de Newton para seu desenvolvimento. Assim, uma breve descrição deste método é
apresentada a seguir.
2.2 Método de Newton
Seja F : Rn Ñ Rn,
F pxq “
»————–
F1pxq
F2pxq
...
Fnpxq
fiffiffiffiffifl e x “
»————–
x1
x2
...
xn
fiffiffiffiffifl .
O método de Newton é um método iterativo para encontrar uma solução
aproximada x˚ P Rn de F pxq “ 0 [14]. Dada uma aproximação inicial x P Rn, o método
busca uma direção d de forma que F px ` dq se aproxime do vetor nulo. Expandindo a
função F em série de Taylor na vizinhança de um ponto x, pelos dois primeiros termos,
temos:
F px` dq » F pxq ` Jpxqd,
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em que Jpxq é a matriz Jacobiana no ponto x, dada por:
Jpxq “
»————–
∇F1pxq
∇F2pxq
...
∇Fnpxq
fiffiffiffiffifl .
Impondo a condição F pxq ` Jpxqd “ 0, temos:
Jpxqd “ ´F pxq. (2.4)
Dessa maneira, o processo iterativo do método de Newton é dado por:
xk`1 “ xk ` dk.
em que a direção d é a solução de (2.4). O processo iterativo é aplicado até que um critério
de convergência seja satisfeito.
Observação 2.2.1. A direção d em (2.4) é conhecida como a direção de Newton.
O método de Newton, sob condições adequadas envolvendo x0, F pxq e Jpxq,
produz uma sequência txku que converge a x˚ com taxa quadrática. Os resultados de
convergência obtidos são locais, de forma que x0 deve estar suficientemente próximo de
x˚. Para mais detalhes sobre a convergência deste método, veja [14].
2.3 Método de pontos interiores do tipo primal dual
O método de pontos interiores do tipo primal dual é um método iterativo que
inicia com um ponto interior e calcula um novo ponto interior em cada iteração. O método
encontra uma solução para o problema aplicando o método de Newton a F px, s, y, z, wq “ 0,
sendo esta equação formada pelas condições de otimalidade do PPL (2.3), desconsiderando
px, s, z, wq ě 0. Além disso, o método modifica o tamanho de passo de Newton para que a
desigualdade px, s, z, wq ą 0 seja satisfeita, ou seja, para que se obtenha um ponto interior.
Dessa maneira, os problemas primal e dual são resolvidos simultaneamente.
Considere:
F px, s, y, z, wq “
»——————–
Ax´ b
x` s´ u
Aty ` z ´ w ´ c
XZe
SWe
fiffiffiffiffiffiffifl “ ´
»——————–
rp
ru
rd
ra
rb
fiffiffiffiffiffiffifl , (2.5)
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em que rp, ru, rd, ra, rb são os resíduos primal, dual e os produtos complementares, respec-
tivamente.
Então, determinar a solução ótima do PPL consiste em obter px, s, y, z, wq tal
que F px, s, y, z, wq “ 0, pois teremos as condições de otimalidade (2.3) satisfeitas. Assim,
o método de Newton é utilizado para determinar a solução.
O processo iterativo do método de Newton utilizando a função F dada em
(2.5), é dado por:
pxk`1, sk`1, yk`1, zk`1, wk`1qt “ pxk, sk, yk, zk, wkqt ` d˜k
em que
d˜k “ ´rJpxk, sk, yk, zk, wkqs´1F pxk, sk, yk, zk, wkq
e
Jpxk, sk, yk, zk, wkq “
»——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Zk 0 0 Xk 0
0 W k 0 0 Sk
fiffiffiffiffiffiffifl .
Ignorando o índice k por simplicidade de notação, temos o seguinte sistema de
equações lineares: »——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
d˜x
d˜s
d˜y
d˜z
d˜w
fiffiffiffiffiffiffifl “
»——————–
rp
ru
rd
ra
rb
fiffiffiffiffiffiffifl , (2.6)
ou seja,
Ad˜x “ rp (2.7)
d˜x` d˜s “ ru (2.8)
Atd˜y ` d˜z ´ d˜w “ rd (2.9)
Xd˜z ` Zd˜x “ ra (2.10)
Sd˜w `Wd˜s “ rb. (2.11)
A direção d˜, solução do sistema (2.6), também é conhecida como direção afim
escala.
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Resolvendo o sistema de equações (2.7) a (2.11) por eliminação de variáveis,
encontramos a solução pd˜x, d˜s, d˜y, d˜z, d˜wq. Pelas equações (2.10) e (2.11), temos:
d˜z “ X´1pra ´ Zd˜xq, (2.12)
d˜w “ S´1prb ´Wd˜sq. (2.13)
Pela equação (2.8), obtemos:
d˜s “ ru ´ d˜x. (2.14)
Substituindo d˜s, d˜z e d˜w em (2.9), temos :
Atd˜y `X´1pra ´ Zd˜xq ´ S´1prb ´W pru ´ d˜xqq “ rd
Atd˜y ´X´1Zd˜x´ S´1Wd˜x “ rd ´X´1ra ` S´1rb ´ S´1Wru.
Assim,
Atd˜y ´ pX´1Z ` S´1W qd˜x “ rd ´X´1ra ` S´1rb ´ S´1Wru. (2.15)
Definindo D “ pX´1Z ` S´1W q´1 e reescrevendo a equação (2.15), obtemos:
Atd˜y ´D´1d˜x “ rd ´X´1ra ` S´1rb ´ S´1Wru. (2.16)
Desta forma, por (2.7) e (2.16), temos um sistema aumentado dado por:«
´D´1 At
A 0
ff«
d˜x
d˜y
ff
“
«
r˜
rp
ff
, (2.17)
em que r˜ “ rd ´X´1ra ´ S´1rb ´ S´1Wru.
Eliminando a variável d˜x em (2.17), que é dada por:
d˜x “ DpAtd˜y ´ r˜q,
obtém-se
ADpAtd˜y ´ r˜q “ rp,
ou seja,
ADAtd˜y “ rp ` ADr˜. (2.18)
Como a matriz A tem posto completo, então ADAt é simétrica definida positiva e a
fatoração de Cholesky pode ser utilizada para a resolução do sistema (2.18).
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Logo,
d˜y “ pADAtq´1prp ` ADr˜q. (2.19)
Portanto, a direção afim escala dos métodos de pontos interiores primal dual é
dada por:
d˜y “ pADAtq´1prp ` ADprd ´X´1ra ` S´1rb ´ S´1Wruqq,
d˜x “ DpAtd˜y ´ rd `X´1ra ´ S´1rb ` S´1Wruq,
d˜s “ ru ´ d˜x,
d˜z “ X´1pra ´ Zd˜xq,
d˜w “ S´1prb ´Wd˜sq.
Para manter o ponto interior em cada iteração do método de pontos interiores,
o tamanho do passo de Newton, possivelmente de valor 1, necessita ser reduzido. Desse
modo, os métodos de pontos interiores do tipo primal dual são métodos iterativos cujo
novo ponto é dado por:
xk`1 “ xk ` αpd˜xk,
sk`1 “ sk ` αpd˜sk,
yk`1 “ yk ` αdd˜yk,
zk`1 “ zk ` αdd˜zk,
wk`1 “ wk ` αdd˜xk,
em que d˜k “ pd˜xk, d˜sk, d˜yk, d˜zk, d˜wkq é obtida do sistema linear (2.6). Os tamanhos dos
passos primal e dual, αp e αd, respectivamente, são calculados da seguinte forma:
αp “ min
 
1, τ max
 
α : xk ` αdxk ą 0 e sk ` αdsk ą 0(( ,
αd “ min
 
1, τ max
 
α : zk ` αdzk ą 0 e wk ` αdwk ą 0(( , (2.20)
em que τ P p0, 1q.
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Considere:
ρx “ min1ďlďn
"
´ x
k
l
dxkl
: xkl ` dxkl ď 0
*
,
ρs “ min1ďlďn
"
´ s
k
l
dskl
: skl ` dskl ď 0
*
,
ρz “ min1ďlďn
"
´ z
k
l
dzkl
: zkt ` dzkl ď 0
*
,
ρw “ min1ďlďn
"
´ w
k
l
dwkl
: wkl ` dwkl ď 0
*
.
Podemos reescrever (2.20), como:
αp “ min t1, τρx, τρsu ,
αd “ min t1, τρz, τρwu .
(2.21)
Variações deste método calculam uma combinação de outras direções que
satisfazem sistemas que tem a matriz dos coeficientes de (2.6), como veremos mais adiante
no caso do método de pontos interiores preditor corretor.
Critério de parada
O critério de parada dos métodos de pontos interiores é baseado nas condições
de otimalidade (2.3).
Sejam εp, εd e εo tolerâncias de factibilidade primal, factibilidade dual e
otimalidade, respectivamente, então o critério de parada é dado por:
}rkp}
1` }b} ď εp,
}rku}
1` }u} ď εp,
}rkd}
1` }c} ď εd,
pxkqtzk ` pskqtwk
1` |ctxk| ď εo.
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Observação 2.3.1. Na prática, geralmente, a factibilidade primal e dual é obtida antes
que a otimalidade seja satisfeita.
2.3.1 Método de pontos interiores preditor corretor
No método de pontos interiores preditor corretor, desenvolvido por Mehrotra
[31], determina-se uma direção, denominada preditora corretora, que é composta por três
componentes: direção afim escala, direção de centragem e direção de correção não linear. A
direção afim escala (direção de Newton) é encontrada como descrito anteriormente em (2.6).
A direção de centragem se justifica porque os produtos complementares xizi e siwi, que
formam os resíduos ra e rb, podem convergir para zero com velocidades diferentes, fazendo
com que o método falhe ou progrida lentamente. Assim, um parâmetro µ é acrescentado ao
resíduo das condições de otimalidade, de forma que na direção obtenha-se xizi “ siwi “ µ.
Este parâmetro é atualizado em cada iteração e além disso, deve tender a zero à medida
que o método se aproxima de uma solução. O valor de µ é calculado após o cálculo da
direção afim escala (2.6), avaliando o gap da dualidade,
γ˜ “ px` α˜P d˜xqtpz ` α˜Dd˜zq ` ps` α˜P d˜sqtpw ` α˜Dd˜wq,
que resultaria ao utilizar a direção afim escala. Caso a redução de γ˜ seja grande em
relação a γ “ xtz ` stw então o valor de µ é pequeno, caso contrário, esse valor é grande.
Procura-se, assim, obter produtos complementares mais próximo entre si, ou seja, pontos
mais centrais.
Uma proposta de Mehrotra [31] para o cálculo de µ é a seguinte:
µ “
ˆ
γ˜
γ
˙p
µ¯,
em que µ¯ “
´ γ
2n
¯
.
Observação 2.3.2. Geralmente, o valor de p é 2 ou 3 [31].
Caso um tamanho de passo completo pαp “ αd “ 1q seja dado, então uma
motivação para a correção não linear é que obtemos a factibilidade primal e dual, isto é,
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são obtidos rp “ ru “ rd “ 0. De fato, de (2.7) - (2.9), temos:
rk`1p “ b´ Axk`1 “ b´ Apxk ` d˜xkq “ rkp ´ rkp “ 0.
rk`1u “ u´ xk`1 ´ sk`1 “ u´ pxk ` d˜xkq ´ psk ` d˜skq “ rku ´ rku “ 0.
rk`1d “ c´ Atyk`1 ´ zk`1 ` wk`1 “ c´ Atpyk ` d˜ykq ´ pzk ` d˜zkq ` pwk ` d˜wkq “
“ c´ Atyk ´ zk ` wk ´ Atd˜yk ´ d˜zk ` d˜wk “ rkd ´ rkd “ 0.
Porém, os novos pares de produtos complementares são dados por:
pxi ` d˜xiqpzi ` d˜ziq “ xizi ` xid˜zi ` zid˜xi ` d˜xid˜zi,
psi ` d˜siqpwi ` d˜wiq “ siwi ` sid˜wi ` wid˜si ` d˜sid˜wi,
em que i “ 1, ..., n.
Como segundo (2.10) - (2.11), ´xizi “ xid˜zi ` zid˜xi e ´siwi “ sid˜wi ` wid˜si,
segue que:
pxi ` d˜xiqpzi ` d˜ziq “ d˜xid˜zi,
psi ` d˜siqpwi ` d˜wiq “ d˜sid˜wi.
Desta forma, como estes valores são diferentes de zero, uma correção não linear
é realizada na tentativa de compensar estes desvios, pois sabemos que rk`1a “ ´D˜xD˜ze
e rk`1b “ ´D˜sD˜we, em que D˜x “ diagpd˜xq, D˜z “ diagpd˜zq, D˜s “ diagpd˜sq e D˜w “
diagpd˜wq, quando αp “ αd “ 1.
Em vez de resolver dois sistemas lineares, para determinar a direção de centra-
gem e correção não linear separadamente, apenas um sistema linear adicional é resolvido
para determinar a combinação dessas duas direções, sendo dado por:»——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
d¯x
d¯s
d¯y
d¯z
d¯w
fiffiffiffiffiffiffifl “
»——————–
0
0
0
r¯a
r¯b
fiffiffiffiffiffiffifl , (2.22)
em que r¯a “ µe´ pD˜xD˜zqe, r¯b “ µe´ pD˜sD˜wqe. Como X, S, Z e W não são alterados
ao calcular a direção afim escala, podemos observar que temos a mesma matriz do sistema
linear (2.6). Denominamos a direção d¯ “ pd¯x, d¯s, d¯y, d¯z, d¯wq como direção corretora.
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Através de eliminações de variáveis, encontramos a solução:
d¯y “ pADAtq´1ADp´X´1r¯a ` S´1r¯bq,
d¯x “ DpAtd¯y `X´1r¯a ´ S´1r¯bq,
d¯s “ ´d¯x,
d¯w “ S´1pr¯a ´Wd¯sq,
d¯z “ X´1pr¯b ´ Zd¯xq.
Então, a direção preditora corretora é a combinação das direções d˜ e d¯ obtidas
em (2.6) e (2.22), respectivamente, ou seja, d “ d˜` d¯.
Observação 2.3.3. A direção d “ d˜` d¯ pode ser interpretada como a solução do sistema
linear: »——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
dx
ds
dy
dz
dw
fiffiffiffiffiffiffifl “
»——————–
rp
ru
rd
rs
rt
fiffiffiffiffiffiffifl , (2.23)
em que rs “ ra ` r¯a e rt “ rb ` r¯b.
O método preditor corretor com variáveis canalizadas é resumido no Algoritmo
1.
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Algoritmo 1 Método Preditor Corretor
Parâmetros
τ “ 0, 99995, εp, εd e εo;
Inicialização
k “ 0, px0, s0, y0, z0, w0q, com x0 ą 0, s0 ą 0, z0 ą 0, w0 ą 0;
γ0 “ px0qtz0 ` ps0qtw0;
r0p “ b´ Ax0, r0d “ c´ Aty0 ´ z0 ` w0, r0u “ u´ x0 ´ s0;
Processo Iterativo
1. Enquanto
ˆ }rkp}
1` }b} ą εp ou
}rku}
1` }u} ą εp ou
}rkd}
1` }c} ą εd ou
γk
1` |ctxk| ą εo
˙
faça
2. Encontre a direção afim escala d˜ resolvendo o sistema (2.6);
3. Encontre a direção de centragem e correção não linear d¯ resolvendo
o sistema (2.22);
4. Faça d “ d˜` d¯;
5. Encontre os tamanhos dos passos primal e dual por (2.21);
6. Atualize o ponto
xk`1 “ xk ` αpdx;
sk`1 “ sk ` αpdz;
yk`1 “ yk ` αddy;
zk`1 “ zk ` αddz;
wk`1 “ wk ` αddw;
7. Calcule os resíduos e γk`1
rk`1p “ b´ Axk`1;
rk`1d “ c´ Atyk`1;
rk`1u “ u´ xk`1 ´ sk`1;
γk`1 “ pxk`1qtzk`1 ` psk`1qtwk`1;
8. Atualize k “ k ` 1;
9. Fim enquanto
Observação 2.3.4. A infactibilidade primal e dual é reduzida por p1 ´ αpq e p1 ´ αdq,
respectivamente, em cada iteração dos métodos de pontos interiores do tipo primal dual.
De fato, de (2.23), temos:
rk`1p “ b´ Axk`1 “ b´ Apxk ` αpdxkq “ b´ Axk ´ αpAdxk “ p1´ αpqrkp .
rk`1u “ u´ xk`1 ´ sk`1 “ u´ pxk ` αpdxkq ´ psk ` αpdskq “
“ u´ xk ´ sk ´ αppdxk ` dskq “ p1´ αpqrku.
rk`1d “ c´ Atyk`1 ´ zk`1 ` wk`1 “ c´ Atpyk ` αddykq ´ pzk ` αddzkq ` pwk ` αddwkq “
“ c´ Atyk ´ zk ` wk ´ αdpAtdyk ` dzk ´ dwkq “ p1´ αdqrkd .
(2.24)
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2.3.2 Múltiplas Correções de Centralidade
As múltiplas correções de centralidade propostas por Gondzio [21] e estudadas
com mais profundidade em [12], consistem em determinar novas direções de correções
resolvendo sistemas lineares do tipo (2.22), com dois propósitos: alcançar passos maiores
nos espaços primal e dual e melhorar a centralidade da iterada atual. Dessa forma, ocorre
uma redução da infactibilidade primal e dual, melhorando a convergência. Em [21], Gondzio
enfatiza que as múltiplas correções de centralidade não tem como meta a redução do
gap da complementaridade, uma vez que este é potencialmente reduzido ao obter passos
maiores na próxima iteração. Apresentamos a seguir como é realizado o cálculo da direção
de correção de centralidade.
Considere a direção preditora d˜, sendo a direção preditora corretora d. Suponha
que os maiores tamanhos de passos (αp e αd) que podem ser dados nesta direção d˜ e
que mantêm o ponto interior tenham sido calculados. Como o propósito das múltiplas
correções de centralidade é aumentar os passos, então é tomado
α˜p “ min tαp ` δ, 1u e α˜d “ min tαd ` δ, 1u , (2.25)
para δ P p0, 1q e o seguinte ponto é avaliado:
x˜ “ x` α˜pd˜x;
s˜ “ s` α˜pd˜s;
z˜ “ z ` α˜dd˜z;
w˜ “ w ` α˜dd˜w.
Como esse novo ponto, dificilmente os produtos complementares X˜Z˜e e S˜W˜ e são iguais a
µ¯. Além disso, possivelmente x˜, s˜, z˜ e w˜ violam a não negatividade, gerando componentes
negativas nos produtos complementares. Assim, uma direção de correção é calculada para
compensar esses desvios, movendo o ponto de forma que, os produtos complementares
satisfaçam
σµ¯ ď x˜iz˜i ď σ´1µ¯,
σµ¯ ď s˜iw˜i ď σ´1µ¯,
em que i “ 1, ..., n, ou seja, o ponto esteja na vizinhança da trajetória central.
A direção d¯ é obtida resolvendo o seguinte sistema linear:»——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
d¯x
d¯s
d¯y
d¯z
d¯w
fiffiffiffiffiffiffifl “
»——————–
0
0
0
r¯a
r¯b
fiffiffiffiffiffiffifl , (2.26)
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em que r¯a, r¯b P Rn, para l “ 1, ..., n são dados por:
pr¯aql “
$’&’%
σµ¯´ x˜lz˜l, se x˜lz˜l ď σµ¯
σ´1µ¯´ x˜lz˜l, se x˜lz˜l ě σ´1µ¯
0, caso contrário,
pr¯bql “
$’&’%
σµ¯´ s˜lw˜l, se s˜lw˜l ď σµ¯
σ´1µ¯´ s˜lw˜l, se s˜lw˜l ě σ´1µ¯
0, caso contrário,
(2.27)
em que σ P p0, 1q.
O sistema linear (2.26) é similar ao (2.22), somente sendo alterados os valores
de r¯a e r¯b. Assim, são resolvidos de maneira análoga, utilizando eliminações de variáveis, e
a fatoração de Cholesky já calculada de ADAt para determinar d¯y.
A direção final é dada por d “ d˜` d¯. Os tamanhos dos passos são calculados
para a direção d. Caso os valores sejam aumentados, dentro de uma certa tolerância
estabelecida, então o ponto é atualizado. Caso contrário, utiliza-se somente a direção
preditora corretora calculada no método preditor corretor. Pode-se realizar mais de uma
correção, não havendo a necessidade de atualizar o ponto e tomando a direção preditora d˜
como a direção d. O processo é repetido até que um número máximo de correções seja
atingido [21] ou finalizado se não ocorrer um aumento no tamanho dos passos.
Essa abordagem não altera os resultados de complexidade polinomial obtidos
em [40], assim obtém melhores resultados na prática mantendo os resultados teóricos [12].
As múltiplas correções de centralidade são dadas resumidamente no Algoritmo
2.
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Algoritmo 2 Múltiplas Correções de Centralidade
Entrada
px, s, y, z, wq e pdx, ds, dy, dz, dwq;
Parâmetros
δ, βmin, βmax, σ eK;
Inicialização
k “ 0;
pd˜x, d˜s, d˜y, d˜z, d˜wq “ pdx, ds, dy, dz, dwq;
Encontre αp e αd dados em (2.21)
Processo Iterativo
1. Enquanto k ă K faça
2. Encontre α˜p e α˜d dados em (2.25);
3. Calcule
x˜ “ x` α˜pdx;
s˜ “ s` α˜pdz;
y˜ “ y ` α˜ddy;
z˜ “ z ` α˜ddz;
w˜ “ w ` α˜ddw;
4. Encontre a direção de correção d¯ resolvendo o sistema (2.26);
5. Faça dˆ “ d˜` d¯;
6. Encontre os tamanhos dos passos primal e dual, αˆp e αˆd;
7. Se αˆp ě αp ` σδ e αˆd ě αd ` σδ então
pd˜x, d˜s, d˜y, d˜z, d˜wq “ pdˆx, dˆs, dˆy, dˆz, dˆwq;
k “ k ` 1;
8. Caso contrário
pdx, ds, dy, dz, dwq “ pd˜x, d˜s, d˜y, d˜z, d˜wq;
termina o processo iterativo
9. Fim se
10. Fim enquanto
O maior esforço computacional, em cada iteração, do método de pontos interi-
ores preditor corretor está na resolução dos dois sistemas lineares com a mesma matriz
dos coeficientes, para determinar a direção. Utilizando eliminações de variáveis, temos o
sistema de equações normais e uma abordagem muito utilizada para resolvê-lo é a fatoração
de Cholesky. Para muitos problemas, esta fatoração é muito cara, gerando um alto custo
computacional em cada iteração. Ao utilizar as múltiplas correções de centralidade, o
método preditor corretor obtém uma direção de busca que possibilita que o método prossiga
na vizinhança da trajetória central, que tamanhos de passo maiores sejam dados e que
uma melhoria na convergência seja obtida. Dessa forma, muitos pesquisadores consideram
essa variação dos métodos de pontos interiores a mais eficiente. Buscando uma outra
abordagem para a melhoria do método preditor corretor, além das múltiplas correções de
centralidade, apresentamos no capítulo seguinte a iteração continuada.
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Capítulo 3
Iteração Continuada
A iteração continuada consiste em determinar uma nova direção para o método
de pontos interiores a fim de reduzir o número de iterações necessárias para obter uma
solução ótima do problema e, consequentemente, diminuir o tempo computacional total
de resolução. A nova direção é obtida combinando a direção de busca do método com
a direção continuada a ser calculada. Como, em cada iteração dos métodos de pontos
interiores, as infactibilidades primal e dual são reduzidas por p1 ´ αpq e p1 ´ αdq, a
proposta é determinar uma direção continuada com menor alteração possível em relação
à direção de busca d. Isso permite aumentar o tamanho dos passos dados nesta direção,
reduzindo as infactibilidades. A proposta inicial da iteração continuada foi desenvolvida
para o método dual afim escala [34] e depois estendida para o método de pontos interiores
preditor corretor [4]. Neste último caso, uma direção continuada é calculada com as
mesmas características da direção preditora corretora, resolvendo os dois sistemas lineares,
porém de forma aproximada. No cálculo desta direção continuada, embora seja utilizada a
fatoração de Cholesky já calculada, para alguns problema de grande porte pode-se elevar
o custo computacional, uma vez que mais sistemas lineares devem ser resolvidos. Neste
trabalho, propomos novas direções continuadas que exigem menor esforço comparado à
direção desenvolvida em [4], sendo utilizadas com o método de pontos interiores preditor
corretor com as múltiplas correções de centralidade. Como ao utilizar as múltiplas correções
de centralidade determinamos um ponto próximo da vizinhança central e não desejamos
que isso seja perdido ao utilizar a iteração continuada, então a utilizamos após o cálculo
da direção preditora corretora.
Para apresentar as direções continuadas, necessitamos das componentes de
bloqueio definidas a seguir, pois somente quando elas existem é que o passo máximo não
foi dado, podendo dessa forma ser aumentado.
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3.1 Componentes de Bloqueio
As componentes de bloqueio são as componentes que indicam quanto o tamanho
do passo completo de Newton deve ser reduzido para manter o ponto interior.
Sejam o ponto e a direção preditora corretora na iteração k do método dados
por pxk, sk, yk, zk, wkq e pdxk, dsk, dyk, dzk, dwkq. Considere:
hp “ min
l1PL1,l2PL2
"
´ x
k
l1
dxkl1
;´ s
k
l2
dskl2
*
e hd “ min
l3PL3,l4PL4
"
´ z
k
l3
dzkl3
;´ w
k
l4
dwkl4
*
,
em que
L1 “ argmin
1ďlďn
"
´ x
k
l
dxkl
|xkl ` dxkl ď 0
*
,
L2 “ argmin
1ďlďn
"
´ s
k
l
dskl
|skl ` dskl ď 0
*
,
L3 “ argmin
1ďlďn
"
´ z
k
l
dzkl
|zkl ` dzkl ď 0
*
,
L4 “ argmin
1ďlďn
"
´ w
k
l
dwkl
|wkl ` dwkl ď 0
*
.
Considere qt a cardinalidade de Lt, ou seja, qt “ |Lt|, para t “ 1, 2, 3, 4.
Se hp “ ´xkl1{dxkl1 , então L1 é o conjunto das componentes de bloqueio no
espaço primal que estão na direção dxk. Se hp “ ´skl2{dskl2 , então L2 é o conjunto das
componentes de bloqueio no espaço primal que estão na direção dsk.
Os conjuntos das componentes de bloqueio no espaço dual são definidas de
forma similar. Se hd “ ´zkl3{dzkl3 , então L3 é o conjunto das componentes de bloqueio
no espaço dual que estão na direção dzk. Se hd “ ´wkl4{dwkl4 , então L4 é o conjunto das
componentes de bloqueio dual que estão na direção dwk.
Dados os conjuntos das componentes de bloqueio Lt, definimos as matrizes
Et P Rnˆqt formadas pelos vetores canônicos nas colunas e com valor um na posição l,
para todo l P Lt, desde que Lt seja conjunto das componentes de bloqueio. Observe que Et
corresponde a Ex, Es, Ez ou Ew para t “ 1, ..., 4, respectivamente. Utilizaremos adiante
estas matrizes para determinar as direções continuadas.
Com os conjuntos das componentes de bloqueio definidas, podemos reescrever
o tamanho de passo dado em (2.21) como
αp “ min t1, τhpu ,
αd “ min t1, τhdu .
Dessa forma, se existirem as componentes de bloqueio, os tamanhos dos passos máximos
que podem ser dados são:
αp “ τhp ă 1 e αd “ τhd ă 1,
mantendo interiores todas as componentes do ponto. Porém, para as componentes que
não realizam bloqueio poderíamos aumentar o tamanho de passo, tomando
αp ` δp ď 1 e αd ` δd ď 1,
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para δp ą 0 e δd ą 0, ainda mantendo o ponto interior. Dessa forma, com a iteração
continuada no caso do ponto primal, buscamos encontrar o seguinte ponto
xˆk`1l “
$’&’%
xkl1 ` θ1pdxkl1 , se l “ l1 P L1 realizou bloqueio em dxk;
xkl ` θ2pdxkl , caso contrário;
sˆk`1l “
$’&’%
skl2 ` θ1pdskl2 , se l “ l2 P L2 realizou bloqueio em dsk;
skl ` θ2pdskl , caso contrário;
(3.1)
em que θ1p “ αp ´ δ1p ď αp e θ2p “ αp ` δ2p ą αp, sendo δ1p ě 0 e δ2p ą 0, para l “ 1, . . . , n.
Podemos reescrever (3.1) como:
xˆk`1 “ xk ` θ2p
`
dx´ ExEtxdx
˘` θ1pExEtxdx,
sˆk`1 “ sk ` θ2p
`
ds´ EsEtsds
˘` θ1pEsEtsds,
ou
xˆk`1 “ xk ` θ2p
„
I ´
ˆ
1´ θ
1
p
θ2p
˙
ExE
t
x

dx,
sˆk`1 “ sk ` θ2p
„
I ´
ˆ
1´ θ
1
p
θ2p
˙
EsE
t
s

ds.
(3.2)
O mesmo ocorre para as demais variáveis z e w, que podem ser escritas como:
zˆk`1 “ zk ` θ2d
„
I ´
ˆ
1´ θ
1
d
θ2d
˙
EzE
t
z

dz,
wˆk`1 “ wk ` θ2d
„
I ´
ˆ
1´ θ
1
d
θ2d
˙
EwE
t
w

dw,
(3.3)
em que θ1d “ αd ´ δ1d ď αd e θ2d “ αd ` δ2d ą αd, sendo δ1d ě 0 e δ2d ą 0.
Como a variável y é livre, o tamanho de passo pode ser aumentado sem restrição,
sendo dado por:
yˆk`1 “ yk ` θ2ddy. (3.4)
Os valores de δ1p, δ2p, δ1d e δ2d dependem de qual forma de utilização da direção
continuada estamos considerando. Antes de apresentar as formas de utilização, apresenta-
remos as direções continuadas propostas e depois como utilizá-las para obter os tamanhos
de passos (3.2) e (3.3).
Neste trabalho, consideramos que existe ao menos uma componente de bloqueio
em cada espaço, primal e dual, ou seja, hp ‰ H e hd ‰ H. Optamos, dessa maneira, por
um avanço nos espaços primal e dual, para facilidade de exposição das ideias.
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3.2 Direções Continuadas
As direções continuadas pdˆq devem proporcionar a menor alteração possível
em relação à direção preditora corretora d, de modo que a combinação, d ` δdˆ, δ ą 0
possibilite encontrar as variáveis dadas em (3.2) e (3.3). Como a direção d é solução única
do sistema linear (2.23), então calculamos dˆ como solução aproximada deste sistema linear.
Além disso, como não pode ocorrer aumento no passo das componentes de bloqueio na
direção d, devemos ter
Etxdˆx “ 0, Etsdˆs “ 0, (3.5)
Etzdˆz “ 0 e Etwdˆw “ 0. (3.6)
Apresentamos a seguir, as propostas para as direções continuadas.
3.2.1 Direção preditora corretora continuada
A direção preditora corretora continuada proposta em [4] procura calcular uma
direção dˆ muito próxima de d. Então, determina dˆ resolvendo aproximadamente os mesmos
sistemas lineares (2.6) e (2.22), que permitiram calcular a direção d. Assim, no cálculo
dessa direção, determinamos uma direção afim escala e depois uma direção de centragem
e correção não linear, conforme descrito a seguir.
Cálculo da direção afim escala continuada
A direção afim escala continuada, d˜, deve ser solução aproximada do sistema
linear que determina a direção afim escala (2.6), ou seja,»——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
d˜x
d˜s
d˜y
d˜z
d˜w
fiffiffiffiffiffiffifl »
»——————–
rp
ru
rd
ra
rb
fiffiffiffiffiffiffifl , (3.7)
em que d˜x, d˜s, d˜z e d˜w P Rn, d˜y P Rm. Além disso, d˜ deve satisfazer
Etxd˜x “ 0, Etsd˜s “ 0, (3.8)
Etzd˜z “ 0 e Etwd˜w “ 0. (3.9)
Para encontrar d˜, primeiramente, determinaremos d˜x utilizando um problema
auxiliar, com a equação Ad˜x “ rp, do sistema linear (3.7), com (3.8) e (3.9).
Observação 3.2.1. Quando Et não está definido, ft para t “ x, s, também não está
definido. O mesmo é valido para o vetor g. Além disso, caso haja somente uma componente
de bloqueio no espaço primal, f é um escalar. O mesmo é válido no caso dual.
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Formulamos um problema auxiliar da seguinte forma:
min 12}D
´ 12 d˜x´D´ 12dx}2
s.a Ad˜x “ rp
Eti d˜x “ f
Etj d˜x “ g,
(3.10)
em que D “ pX´1Z ` S´1W q´1,
Ei “
”
Ex Es
ı
, Ej “
”
Ez Ew
ı
,
f “
«
fx
fs
ff
e g “
«
gz
gw
ff
,
(3.11)
para fx P Rq1 , fs P Rq2 , gz P Rq3 e gw P Rq4 . Na função objetivo, introduzimos a matriz
D´
1
2 para obtermos a matriz ADAt na resolução do problema. Desse modo, a fatoração de
Cholesky já calculada é novamente utilizada para resolver os sistemas lineares envolvidos.
Os valores de f e g são determinados a seguir.
a) Determinando o valor de f “ rf tx f tsst.
• Devemos ter Etxd˜x “ 0 então fx “ 0.
• Para obter Etsd˜s “ 0, devemos encontrar os valores das componentes Etsd˜x corres-
pondentes. De (3.7), temos a relação:
d˜x “ ru ´ d˜s.
Logo,
Etsd˜x “ Etsru ´ Etsd˜s.
Como Etsd˜s “ 0, devemos ter:
fs “ Etsd˜x “ Etsru.
b) Determinando o valor de g “ rgtz, gtwst.
• Para que Etzd˜z “ 0, encontramos o valor da componente Etzd˜x correspondente pela
equação Zd˜x`Xd˜z “ ra de (3.7). Usando (2.5), temos:
d˜x “ Z´1pra ´Xd˜zq “
“ Z´1p´XZe´Xd˜zq “
“ ´Xe´ Z´1Xd˜z.
Então,
Etzd˜x “ ´Etzx´ EtzZ´1Xd˜z “
“ ´Etzx´ EtzZ´1XEzEtzd˜z.
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Como Etzd˜z “ 0, devemos ter:
gz “ Etzd˜x “ ´Etzx.
• Para que Etwd˜w “ 0, encontramos o valor da componente Etwd˜x correspondente
através das equações Wd˜s` Sd˜w “ rb e d˜x “ ru ´ d˜s de (3.7). Usando (2.5), temos:
d˜s “ W´1prb ´ Sd˜wq “
“ W´1p´SWe´ Sd˜wq “
“ ´Se´W´1Sd˜w.
Logo,
Etwd˜s “ ´Etws´ EtwW´1Sd˜w “
“ ´Etws´ EtwW´1SEwEtwd˜w.
Como Etwd˜w “ 0, devemos ter:
Etwd˜s “ ´Etws.
Além disso, como temos d˜x “ ru ´ d˜s, multiplicando essa equação por Ew e substi-
tuindo o valor de Etwd˜s encontrado, obtemos:
gw “ Etwd˜x “ Etwpru ` sq.
Logo, o problema auxiliar para determinar d˜x é dado por (3.10), em que
f “
«
0
Etsru
ff
;
g “
«
´Etzx
Etwpru ` sq
ff
.
(3.12)
Observação 3.2.2. As componentes de bloqueio devem ser diferentes entre si, pois, por
exemplo, caso β realizasse bloqueio na direção dx e dz, teríamos no problema auxiliar
dxβ “ 0 e dxβ “ ´xβ, o que não pode ocorrer. O mesmo pode ser verificado com as
componentes de bloqueio na direção ds e dw.
Como este é um problema quadrático, utilizamos a função Lagrangiana para
encontrar a solução. A função Lagrangiana é dada por:
lpd˜x, v, p, qq “ 12pD
´ 12 d˜x´D´ 12dxqtpD´ 12 d˜x´D´ 12dxq`vtpAd˜x´rpq`ptpEti d˜x´fq`qtpEtj d˜x´gq,
(3.13)
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em que v “ pv1, v2, . . . , vmqt P Rm e p P Rq1`q2 , q P Rq3`q4 .
Pela condição necessária de primeira ordem, temos ∇lpd˜x, v, p, qq “ 0, ou seja,$’’’’’&’’’’’%
D´1d˜x´D´1dx` Atv ` Eip` Ejq “ 0
Ad˜x´ rp “ 0
Eti d˜x´ f “ 0
Etj d˜x´ g “ 0.
(3.14)
(3.15)
(3.16)
(3.17)
Inicialmente, vamos considerar que existe somente uma componente de bloqueio
i no espaço primal e outra j no espaço dual. Dessa forma, Ei “ ei, Ej “ ej e p, q são
escalares.
Por (3.14),
D´1d˜x “ D´1dx´ Atv ´ pei ´ qej.
d˜x “ dx´DAtv ´ pDei ´ qDej.
Logo,
d˜x “ dx´DAtv ´ pdiiei ´ qdjjej. (3.18)
Por (3.15) e (3.18),
rp “ Ad˜x “ Adx´ ADAtv ´ pdiiAi ´ qdjjAj.
Como rp “ Adx, temos:
ADAtv “ ´diiAip´ djjAjq.
Visto que a matriz ADAt é simétrica definida positiva, então:
v “ ´diipADAtq´1Aip´ djjpADAtq´1Ajq. (3.19)
Por (3.16) e (3.18),
f “ d˜xi “ dxi ´ diiAtiv ´ pdii. (3.20)
Substituindo o valor de v em (3.20), temos:
f “ dxi ´ diiAtip´pdiipADAtq´1Ai ´ qdjjpADAtq´1Ajq ´ pdii.
f “ dxi ` pd2iiAtipADAtq´1Ai ` qdiidjjAtipADAtq´1Aj ´ pdii.
Logo,
pdii ´ pd2iiAtipADAtq´1Ai “ dxi ` qdiidjjAtipADAtq´1Aj ´ f.
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Então,
p “ dxi ´ f ` qdiidjjA
t
ipADAtq´1Aj
diip1´ diiAtipADAtq´1Aiq . (3.21)
Por (3.17) e (3.18),
g “ d˜xj “ dxj ´ djjAtjv ´ qdjj. (3.22)
Substituindo o valor de v, dado por (3.19), em (3.22) temos:
g “ dxj ´ djjAtjp´pdiipADAtq´1Ai ´ qdjjpADAtq´1Ajq ´ qdjj.
Logo,
g “ dxj ` pdiidjjAtjpADAtq´1Ai ` qd2jjAtjpADAtq´1Aj ´ qdjj. (3.23)
Considere:
θi “ AtipADAtq´1Ai,
θj “ AtjpADAtq´1Aj,
θij “ AtipADAtq´1Aj.
Reescrevendo (3.23) e substituindo o valor de p, dado por (3.21), obtemos:
g “ dxj `
„
dxi ´ f ` qdiidjjθij
diip1´ diiθiq

diidjjθij ` qd2jjθj ´ qdjj.
g “ dxj `
„pdxi ´ fqdjjθij
1´ diiθi

`
„
qdiid
2
jjθ
2
ij
1´ diiθi

` qd2jjθj ´ qdjj.
Assim,
qdjj ´ q
„
diid
2
jjθ
2
ij
1´ diiθi

´ qd2jjθj “ dxj ´ g `
„pdxi ´ fqdjjθij
1´ diiθi

. (3.24)
Seja:
ξ “ 1´
„
diidjjθ
2
ij
1´ diiθi

´ djjθj.
Reescrevendo a equação (3.24), temos:
qdjjξ “ dxj ´ g `
„pdxi ´ fqdjjθij
1´ diiθi

.
Logo,
q “
dxj ´ g `
” pdxi´fqdjjθij
1´diiθi
ı
djjξ
.
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Então, teremos 2 sistemas lineares envolvendo a matriz ADAt no cálculo de
d˜x. São eles:
v1 “ pADAtq´1Ai
v2 “ pADAtq´1Aj.
Considere agora o caso geral em que podemos ter mais de uma componente de
bloqueio primal e/ou dual.
Por (3.14),
D´1d˜x “ D´1dx´ Atv ´ Eip´ Ejq.
Logo,
d˜x “ dx´DAtv ´DEip´DEjq. (3.25)
Por (3.16) e (3.25),
f “ Eti d˜x “ Etidx´ EtiDAtv ´ EtiDEip, (3.26)
pois EtiDEj “ 0. Então,
EtiDEip “ Etidx´ f ´ EtiDAtv.
Temos que D˜i “ EtiDEi é uma matriz diagonal de ordem pq1 ` q2q ˆ pq1 ` q2q
sendo pd˜iqll “ dll, em que l é a componente que realiza bloqueio no espaço primal
pl P L1 e/ou l P L2q. Como D˜i é uma matriz diagonal não nula, então existe D˜´1i . Assim:
p “ D˜´1i pEtidx´ f ´ EtiDAtvq. (3.27)
Por (3.17) e (3.25),
g “ Etj d˜x “ Etjdx´ EtjDAtv ´ EtjDEjq. (3.28)
Temos que D˜j “ EtjDEj, é uma matriz diagonal de ordem pq3 ` q4q ˆ pq3 ` q4q
sendo pd˜jqll “ dll, em que l é a componente que realiza bloqueio no espaço dual pl P
L3 e/ou l P L4q. Assim, D˜j é uma matriz diagonal não nula, logo existe D˜´1j , então:
q “ D˜´1j pEtjdx´ g ´ EtjDAtvq. (3.29)
Por (3.15) e (3.25),
rp “ Ad˜x “ Adx´ ADAtv ´ ADEip´ ADEjq.
Como rp “ Adx, temos:
ADAtv “ ´ADEip´ ADEjq. (3.30)
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Substituindo os valores de p (3.27) e q (3.29) em (3.30), obtemos:
ADAtv “ ´ADEiD˜´1i pEtidx´ f ´ EtiDAtvq ´ ADEjD˜´1j pEjdx´ g ´ EjDAtvq “
“ rADEiD˜´1i EtiDAt ` ADEtjD˜´1j EjDAtsv ´ ADEiD˜´1i pEtidx´ fq´
´ADEjD˜´1j pEjdx´ gq.
(3.31)
Logo,
rADAt ´ ApDEiD˜´1i EtiD `DEtjD˜´1j EjDqAtsv “ ´ADEiD˜´1i pEtidx´ fq´
´ADEjD˜´1j pEjdx´ gq.
Considere:
Dˆ “ DEiD˜´1i EtiD `DEtjD˜´1j EjD. (3.32)
Então:
rADAt ´ ADˆAtsv “ ´ADEiD˜´1i pEtidx´ fq ´ ADEjD˜´1j pEjdx´ gq. (3.33)
Temos que:
D˜i
´1 “ diagp1{pd˜iqllq, l “ 1, ..., pq1`q2q e D˜j´1 “ diagp1{pd˜jqllq, l “ 1, ..., pq3`q4q.
Logo, Dˆi “ DEiD˜i´1EtiD é uma matriz diagonal de ordem nˆ n sendo que:
pdˆiqll “
#
dll, se l realiza bloqueio primal;
0, caso contrário,
(3.34)
em que l “ 1, ..., n. Da mesma forma, Dˆj “ DEjD˜j´1EtjD é uma matriz diagonal de ordem
nˆ n sendo que:
pdˆjqll “
#
dll, se l realiza bloqueio dual;
0, caso contrário,
(3.35)
em que l “ 1, ..., n.
Podemos expressar Dˆi e Dˆj como:
Dˆi “ EiD˜iEti ,
Dˆj “ EjD˜jEtj.
Assim, podemos reescrever (3.32) da seguinte forma:
Dˆ “ EiD˜iEti ` EjD˜jEtj “ ED˜Et, (3.36)
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em que
E “
”
Ei Ej
ı
e D˜ “
«
D˜i 0
0 D˜j
ff
.
Substituindo (3.36) em (3.33), temos a seguinte matriz de coeficientes:
ADAt ´ ADˆAt “ ADAt ´ AED˜EtAt.
Observação 3.2.3. A matriz D¯ “ D´ Dˆ é uma matriz diagonal formada pelos elementos
da matriz D exceto que pd¯qll “ 0 se l é componente de bloqueio primal ou dual. Na
prática, é improvável existirem inúmeras componentes de bloqueio, de forma que AD¯At “
ADAt ´ ADˆAt é não singular.
Pela Fórmula de Sherman-Morrison-Woodburry, se U e V são matrizes de
ordem nˆ k tais que pI ` V tC´1Uq´1 existe, então:`
C ` UV t˘´1 “ C´1 ´ C´1U `I ` V tC´1U˘´1 V tC´1. (3.37)
Assim, retornando à equação (3.33), como a matriz ADAt é simétrica definida
positiva e admite a fatoração de Cholesky, tomando
U “ ´AED˜ 12 ,
V “ AED˜ 12 ,
e considerando B “ ADAt e I a matriz identidade de ordem pq1 ` q2 ` q3 ` q4q, pela
fórmula (3.37), temos que:´
ADAt ´ ADˆAt
¯´1 “ B´1 `B´1AED˜ 12 ´I ´ D˜ 12EtAtB´1AED˜ 12¯´1 D˜ 12EAtB´1.
Observação 3.2.4. ComoAD¯At “ ADAt´ADˆAt é não singular, então
´
I ´ D˜ 12EtAtB´1AED˜ 12
¯
é não singular. Para calcular a matriz inversa desta matriz simétrica e indefinida pode ser
utilizada a fatoração de Bunch-Parlett [8] do tipo L 9DLt, em que 9D é uma matriz bloco
diagonal, com blocos 1x1 e 2x2.
Dessa forma, a solução para (3.33) é dada por:
v “ ´
„
B´1 `B´1AED˜ 12
´
I ´ D˜ 12EtAtB´1AED˜ 12
¯´1
D˜
1
2EAtB´1

w¯, (3.38)
em que w¯ “ “ADEiD˜ipEtidx´ fq ´ ADEjD˜jpEtjdx´ gq‰ .
Assim, temos o seguinte sistema linear a ser resolvido:
v¯1 “ B´1w¯,
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e para cada coluna A˜l da matriz A˜ “ AED˜ 12 , l “ 1, ..., pq1 ` q2 ` q3 ` q4q, no cálculo de
pI ´ D˜ 12EtAtB´1AED˜ 12 q´1, resolvemos:
v¯l “ B´1A˜l,
ou seja, teremos no total pq1 ` q2 ` q3 ` q4 ` 1q sistemas lineares a serem resolvidos com a
matriz B “ ADAt, no cálculo de v.
Portanto, a partir de (3.13), encontramos d˜x, um ponto crítico para lpd˜x, v, p, qq.
Analisaremos a matriz Hessiana da função Lagrangiana neste ponto, para verificar que d˜x
é o mínimo para (3.10).
Considere:
fpd˜xq “ 12}D
´ 12 d˜x´D´ 12dx}2,
ht1pd˜xq “ d˜xt1 ´ pfqt1 ,
ht2pd˜xq “ d˜xt2 ´ pgqt2 ,
gkpd˜xq “ Akd˜x´ prpqk,
em que Ak é a linha k da matriz A, 1 ď k ď m, 1 ď t1 ď q1` q2 e 1 ď t2 ď q3` q4. Então,
a matriz Hessiana de lpd˜x, v, p, qq é dada por:
Lpd˜xq “ F pd˜xq `
mÿ
k“1
vkGkpd˜xq `
q1`q2ÿ
t1“1
pt1Ht1pd˜xq `
q3`q4ÿ
t2“1
qt2Ht2pd˜xq,
em que F pd˜xq, Gkpd˜xq, Ht1pd˜xq eHt2pd˜xq são matrizes Hessianas de fpd˜xq, gkpd˜xq, ht1pd˜xq
e ht2pd˜xq, respectivamente.
Temos que:
∇fpd˜xq “ D
¨˚
˚˝˚˚ d˜x1 ´ dx1d˜x2 ´ dx2
...
d˜xn ´ dxn
‹˛‹‹‹‚, ∇gkpd˜xq “ pAkqt, ∇ht1pd˜xq “ et1 , ∇ht2pd˜xq “ et2 .
Logo,
F pd˜xq “ D, Gkpd˜xq “ Ht1pd˜xq “ Ht2pd˜xq “ 0nˆn,
para todo 1 ď k ď m, 1 ď t1 ď q1 ` q2 e 1 ď t2 ď q3 ` q4. Assim, Lpd˜xq “ F pd˜xq. Como
F pd˜xq é definida positiva para todo valor de d˜x, temos que d˜x é um ponto de mínimo
global. Portanto, a direção d˜x encontrada é a solução mínima do problema.
Retornando ao sistema (3.7), encontramos as direções:
d˜s “ ru ´ d˜x,
d˜z “ X´1pra ´ Zd˜xq,
d˜w “ S´1prb ´Wd˜sq.
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Além disso, encontramos a equação Atd˜y “ rd ´ d˜z ` d˜w que, multiplicando por D 12 e
resolvendo por quadrados mínimos, resulta em:
d˜y “ pADAtq´1ADprd ´ d˜z ` d˜wq.
Direção corretora continuada
Calculando a pertubação µ, realizando a correção não linear e resolvendo o
sistema linear (2.23) aproximadamente, com Etxdˆx “ 0, Etsdˆs “ 0, Etzdˆz “ 0 e Etwdˆw “ 0,
determinamos a direção preditora corretora continuada dˆ. Então, a direção dˆ satisfaz
aproximadamente o seguinte sistema linear:»——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
dˆx
dˆs
dˆy
dˆz
dˆw
fiffiffiffiffiffiffifl »
»——————–
rp
ru
rd
rs
rt
fiffiffiffiffiffiffifl , (3.39)
em que dˆx, dˆs, dˆz e dˆw P Rn, dˆy P Rm,
Etxdˆx “ 0, Etsdˆs “ 0
Etzdˆz “ 0 e Etwdˆw “ 0.
De modo análogo ao sistema (3.7), primeiramente, determinarmos dˆx utilizando
um problema auxiliar do tipo (3.10), sendo os valores f e g determinados a seguir.
a) Determinando o valor de f.
• Para obter Etxdˆx “ 0, tomamos fx “ 0;
• Para que Etsdˆs “ 0, devemos encontrar o valor da componente Etsdˆx correspondente.
De (3.39), temos a equação:
dˆx “ ru ´ dˆs.
Logo,
Etsdˆx “ Etsru ´ Etsdˆs.
Como Etsdˆs “ 0, devemos ter:
fs “ Etsdˆx “ Etsru.
b) Determinando o valor de g.
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• Para que Etzdˆz “ 0, encontramos o valor da componente Ezdˆx correspondente pela
equação Zdˆx`Xdˆz “ rs. De (3.39) e (2.23), temos:
dˆx “ Z´1prs ´Xdˆzq “
“ Z´1pra ` µe´ D˜xD˜ze´Xdˆzq “
“ Z´1p´XZe` µe´ D˜xD˜ze´Xdˆzq “
“ Z´1p´XZe´Xdˆzq ` Z´1pµe´ D˜xD˜zeq “
“ ´Xe´ Z´1Xdˆz ` Z´1pµe´ D˜xD˜zeq.
Logo,
Etzdˆx “ ´EtzXe´ EtzZ´1XEzEtzdˆz ` EtzZ´1µe´ EtzZ´1D˜xEzEtzD˜ze.
Como Etzdˆz “ 0, devemos ter:
g “ Etzdˆx “ ´Etzx` EtzZ´1µe´ EtzZ´1D˜xEzEtzd˜z.
Já que temos Etzd˜z “ 0, segue que:
gz “ ´Etzx` µEtzZ´1e.
• Para que Etwdˆw “ 0, encontramos o valor da componente Etwdˆx correspondente
através das equações Wdˆs` Sdˆw “ rt e dˆx “ ru ´ dˆs de (3.39). De (2.23), temos:
dˆs “ W´1prt ´ Sdˆwq “
“ W´1prb ` µe´ D˜sD˜we´ Sdˆwq “
“ W´1p´SWe` µe´ D˜sD˜we´ Sdˆwq “
“ W´1p´SWe´ Sdˆwq `W´1pµe´ D˜sD˜weq “
“ ´Se´W´1Sdˆw `W´1pµe´ D˜sD˜weq.
Então,
Etwdˆs “ ´EtwSe´ EtwW´1SEwEtwdˆw ` EtwW´1µe´ EtwW´1D˜sEwEtwd˜w.
Como Etwdˆw “ 0 e Etwd˜w “ 0, devemos ter:
Etwdˆs “ ´EtwSe` µEtwW´1e.
Como dˆx “ ru ´ dˆs, então Etwdˆx “ Etwpru ´ dˆsq. Substituindo o valor de Etwdˆs
encontrado, obtemos:
gw “ Etwdˆx “ Etwru ` EtwSe´ µEtwW´1e.
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Logo, o problema auxiliar para determinar dˆx é dado por:
min 12}D
´ 12 dˆx´D´ 12dx}2
s.a Adˆx “ rp
Eidˆx “ f
Etj dˆx “ g,
(3.40)
em que
f “
«
0
Etsru
ff
;
g “
«
´Etzx` µEtzZ´1e
Etwru ` EtwSe´ µEtwW´1e
ff
.
(3.41)
Observe que o problema (3.40) é similar a (3.10), sendo alterados apenas os
valores f e g. Logo, calculamos dˆx da mesma forma, obtendo a seguinte solução:
dˆx “ dx´DAtv ´DEip´DEjq,
p “ pEtiDEiq´1pEtidx´ f ´ EtiDAtvq,
q “ pEtjDEjq´1pEtjdx´ g ´ EtjDAtvq,
v “ ´
„
B´1 `B´1AED˜ 12
´
I ´ D˜ 12EtAtB´1AED˜ 12
¯´1
D˜
1
2EAtB´1

w¯,
w¯ “ “ADEiD˜ipEtidx´ fq ´ ADEjD˜jpEtjdx´ gq‰ .
Neste caso, é necessário somente resolver novamente o sistema linear envolvendo
a matriz B´1 “ pADAtq´1, para calcular v¯1 “ B´1w¯, já que f e g são alterados. Os sistemas
lineares v¯l “ B´1A˜l, que são resolvidos no cálculo de pI´D˜ 12EtAtB´1AED˜ 12 q´1, na direção
preditora continuada, não são alterados. Assim, não é necessário resolvê-los novamente.
Retornando ao sistema (3.39), encontramos as direções:
dˆs “ ru ´ dˆx,
dˆz “ X´1prs ´ Zdˆxq,
dˆw “ S´1prt ´Wdˆsq.
Além disso, encontramos a equação Atdˆy “ rd ´ dˆz ` dˆw que, multiplicando por D 12 e
resolvendo por quadrados mínimos, fornece a solução:
dˆy “ pADAtq´1ADprd ´ dˆz ` dˆwq.
Capítulo 3. Iteração Continuada 43
Portanto, a direção preditora corretora continuada é solução do seguinte sistema
linear: »——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
dˆx
dˆs
dˆy
dˆz
dˆw
fiffiffiffiffiffiffifl “
»——————–
rp
ru
rd
rs
rt
fiffiffiffiffiffiffifl`
»——————–
0
0
r3
0
0
fiffiffiffiffiffiffifl , (3.42)
em que r3 “ rd ´ Atdˆy ´ dˆz ` dˆw, ou seja, o resíduo da projeção de quadrados mínimos.
3.2.2 Direção Moderada
A direção continuada dˆ, definida nesta subseção, é determinada de forma
que a alteração para a direção preditora corretora d calculada seja a menor possível.
Assim, o sistema linear (2.23) que calcula a direção d é resolvido novamente, de forma
aproximada, para determinar dˆ. Além disso, devemos ter Etxdˆx “ 0, Etsdˆs “ 0, Etzdˆz “ 0 e
Etxdˆx “ 0. A proposta dessa direção é similar à direção preditora corretora continuada,
porém acreditamos que não é preciso calcular uma nova direção do tipo preditora corretora,
pois já temos d que é uma direção deste tipo. Assim, somente um sistema linear adicional
é resolvido para determinar dˆ. Esta direção continuada é denominada moderada, sendo
solução aproximada do sistema linear (3.39).
Assim, calculamos a direção moderada da mesma forma, utilizando o problema
auxiliar (3.40) em que D “ pX´1Z ` S´1W q´1; dˆx, dx P Rn; Ei P Rnˆpq1`q2q e Ej P
Rnˆpq3`q4q;
f “
«
0
Etsru
ff
;
g “
«
EtzZ
´1rs
Etwru ´ EtwW´1rt
ff
.
A solução é dada por:
dˆx “ dx´DAtv ´DEip´DEjq,
p “ pEtiDEiq´1pEtidx´ f ´ EtiDAtvq,
q “ pEtjDEjq´1pEtjdx´ g ´ EtjDAtvq,
v “ ´
„
B´1 `B´1AED˜ 12
´
I ´ D˜ 12EtAtB´1AED˜ 12
¯´1
D˜
1
2EAtB´1

w¯,
w¯ “ “ADEiD˜ipEtidx´ fq ´ ADEjD˜jpEtjdx´ gq‰ .
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Como visto na Subseção 3.2.1, no caso de haver somente uma componente de
bloqueio primal e dual, dois sistemas lineares adicionais envolvendo a matriz ADAt são
resolvidos no cálculo de v. No entanto, no caso em que há mais de uma componente de
bloqueio em cada espaço, temos pq1` q2` q3` q4` 1q sistemas lineares adicionais a serem
resolvidos.
As demais direções são dadas por:
dˆs “ ru ´ dˆx,
dˆz “ X´1pra ´ Zdˆxq,
dˆw “ S´1prb ´Wdˆsq,
dˆy “ pADAtq´1ADprd ´ dˆz ` dˆwq.
A direção moderada pode ser interpretada como solução do sistema linear
(3.42), em que r3 é o resíduo da projeção de quadrados mínimos para determinar dˆyk.
3.2.3 Direção Simples
Sejam a direção preditora corretora pdq e as matrizes Ex, Es, Ez e Ew já
determinadas. A direção simples dˆ é a mesma d, porém fixando em zero as componentes de
bloqueio da direção d, ou seja, considerando Etxdˆx “ 0, Etsdˆs “ 0, Etzdˆz “ 0 e Etxdˆx “ 0.
Assim, a direção dˆ “ pdˆx, dˆs, dˆy, dˆz, dˆwq é determinada da seguinte forma:
dˆx “ dx´ ExEtxdx,
dˆs “ ds´ EsEtsds,
dˆz “ dz ´ EzEtzdz,
dˆw “ dw ´ EwEtwdw,
dˆy “ dy.
Para determinar a direção simples não é necessário resolver sistemas lineares
adicionais com a matriz ADAt, ao contrário da direção moderada. Além disso, esta direção
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pode ser interpretada como a solução do seguinte sistema linear:»——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
dˆx
dˆs
dˆy
dˆz
dˆw
fiffiffiffiffiffiffifl “
»——————–
rp
ru
rd
rs
rt
fiffiffiffiffiffiffifl´
»——————–
AExE
t
xdx
ExE
t
xdx` EsEtsds
EzE
t
zdz ´ EwEtwdw
ZExE
t
xdx`XEzEtzdz
WEsE
t
sds` SEwEtwdw
fiffiffiffiffiffiffifl .
Portanto, propomos direções continuadas dˆ como soluções aproximadas do
sistema linear que possibilitou o cálculo da direção preditora corretora, ou seja:»——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
dˆx
dˆs
dˆy
dˆz
dˆw
fiffiffiffiffiffiffifl “
»——————–
rp
ru
rd
rs
rt
fiffiffiffiffiffiffifl`
»——————–
r1
r2
r3
r4
r5
fiffiffiffiffiffiffifl ,
com Etxdˆx “ 0, Etsdˆs “ 0, Etzdˆz “ 0 e Etwdˆw “ 0.
Logo, as soluções dˆ são dadas da seguinte forma:
pdˆx, dˆsq “ pdx, dsq ´ pExEtxdx,EsEtsdsq ` px, sq,
pdˆy, dˆz, dˆwq “ pdy, dz, dwq ´ p0, EzEtzdz, EwEtwdwq ` py, z, wq,
(3.43)
em que x, s, z, w P Rn, Etxx “ 0, Etss “ 0, Etzz “ 0 e Etww “ 0.
No caso da direção moderada, temos }r1} “ }r2} “ }r4} “ }r5} “ 0 e }r3} ‰ 0.
Além disso, }x} ‰ 0, }s} ‰ 0, }z} ‰ 0, }w} ‰ 0. Por outro lado, na direção simples,
temos }r1} ‰ 0, }r2} ‰ 0, }r3} ‰ 0, }r4} ‰ 0, }r5} ‰ 0 e x “ s “ z “ w “ 0.
3.3 Formas de utilização da direção continuada
Com as direções continuadas definidas, apresentamos duas formas de utilizá-las
e avaliamos o novo ponto ao utilizar a nova direção resultante da combinação da direção
preditora corretora e a direção continuada para obter os novos pontos primal e dual dados
em (3.2) e (3.3). Se uma melhoria no método é obtida, a direção continuada é utilizada e,
em seguida, as múltiplas correções de centralidade são realizadas, as quais fornecem mais
um possível aumento dos tamanhos dos passos.
3.3.1 Forma avançada
Na forma avançada, avaliamos o novo ponto resultante ao utilizar uma nova
direção d, dada pela combinação da direção preditora corretora e a direção continuada
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pd “ d` dˆq da seguinte forma:
pxˆk`1, sˆk`1q “ pxk, skq ` αˆppdxk ` dˆxk, dsk ` dˆskq,
pyˆk`1, zˆk`1, wˆk`1q “ pyk, zk, wkq ` αˆdpdyk ` dˆyk, dzk ` dˆzk, dwk ` dˆwkq.
(3.44)
Para a direção dˆ dada em (3.43), obtemos o ponto primal:
xˆk`1 “ xk ` αˆp
`
2dx´ ExEtxdx` x
˘ “
“ xk ` 2αˆp
ˆ
I ´ 12ExE
t
x
˙
dx` αˆpx “
“ xk ` 2αˆp
„
I ´
ˆ
1´ αˆp2αˆpExE
t
x
˙
dx

` αˆpx.
(3.45)
De modo análogo, obtemos os demais pontos s, z, w:
sˆk`1 “ sk ` 2αˆp
„
I ´
ˆ
1´ αˆp2αˆp
˙
EsE
t
s

ds` αˆps.
zˆk`1 “ zk ` 2αˆd
„
I ´
ˆ
1´ αˆd2αˆd
˙
EzEzt

ds` αˆdz.
wˆk`1 “ wk ` 2αˆd
„
I ´
ˆ
1´ αˆd2αˆd
˙
EwE
t
w

dw ` αˆdw.
(3.46)
Comparando (3.45) e (3.46) com (3.2) e (3.3), temos:
θ1p “ αˆp,
θ2p “ 2αˆp
e
θ1d “ αˆd,
θ2d “ 2αˆd.
Desse modo, analisamos os valores de αˆp, verificando se θ1p ď αp e θ2p ą αp. O
mesmo é feito para αˆd.
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Análise do tamanho do passo αˆp
Por (3.45) e (3.46), podemos escrever o ponto primal na seguinte forma:
xˆk`1l “
$’&’%
xkl1 ` αˆpdxkl1 , se l “ l1 P L1 realizou bloqueio em dx,
xkl ` 2αˆpdxkl ` αˆppxql, caso contrário,
sˆk`1l “
$’&’%
skl2 ` αˆpdskl2 , se l “ l2 P L2 realizou bloqueio em ds,
skl ` 2αˆpdskl ` αˆppsql caso contrário,
(3.47)
Para manter os pontos primais interiores, o tamanho de passo αˆp é determinado
da seguinte forma:
αˆp “ τ max
!
αˆ : xk ` αˆpdxk ` dˆxkq ą 0 e sk ` αˆpdsk ` dˆskq ą 0
)
. (3.48)
Assim, para o ponto primal dado em (3.47), podemos reescrever (3.48) como
αˆp “ τ min tρx, ρsu ,
em que
ρx “ min
$’’&’’%´
xkl1
dxkl1
, min
1 ď l ď n,
l ‰ l1
"
´ x
k
l
2dxkl ` x
: xkl ` 2dxkl ` pxql ď 0
*,//.//- ,
ρs “ min
$’’&’’%´
skl2
dskl2
, min
1 ď l ď n,
l ‰ l2
"
´ s
k
l
2dskl ` s
: skl ` 2dskl ` psql ď 0
*,//.//- .
(3.49)
Observação 3.3.1. O valor de αˆp não pode ser um, pois a iteração continuada é realizada
se existe ao menos uma componente de bloqueio nos espaço primal e dual, ou seja, temos
αp ă 1, visto que αp é calculado da seguinte forma:
αp “ τhp “ τ min
"
´ xl1
dxl1
,´ sl2
dsl2
*
. (3.50)
Logo,
αp “ ´τ xl1
dxl1
ď ´τ sl2
dsl2
,
ou
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αp “ ´τ sl2
dsl2
ď ´τ xl1
dsl1
.
Vamos à análise dos valores para αˆp :
• Se αˆp “ ´τ x
k
l1
dxkl1
e/ou αˆp “ ´τ s
k
l2
dskl2
então, por (3.50), segue que:
αˆp “ αp.
• Se αˆp “ ´τ x
k
l
2dxkl ` pxql
em que xkl ` 2dxkl ` pxql ă 0, sendo l ‰ l1, então:
αˆp “ ´τ x
k
l
2dxkl ` pxql
ă τ min
"
´ xl1
dxl1
,´ sl2
dsl2
*
“ αp.
Assim,
αˆp ă αp.
Por outro lado, considerando pxql ě 0 e |dxl| ą pxql, temos:
αˆp “ ´τ x
k
l
2dxkl ` pxql
ě ´τ x
k
l
2dxkl
.
Pela definição de componente de bloqueio, temos que:
´ xl1
dxl1
ă ´ xl
dxl
,
em que xl ` dxl ă 0. Logo:
2αˆp ě ´τ x
k
l
dxkl
ą ´τ x
k
l1
dxkl1
ě αp.
• Se αˆp “ ´τ s
k
l
2dskl ` psql
, em que skl ` 2dskl ` psql ă 0, sendo l ‰ l2, então:
αˆp “ ´τ s
k
l
2dskl ` psql
ă τ min
"
´ xl1
dxl1
,´ sl2
dsl2
*
“ αp.
Além disso, considerando psql ě 0 e |dsl| ą psql, temos:
αˆp “ ´τ s
k
l
2dskl ` psql
ě ´τ s
k
l
2dskl
.
Pela definição de componente de bloqueio, segue que:
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2αˆp ě ´τ s
k
l
dskl
ą ´τ s
k
l2
dskl2
ě αp.
Então, em todos os casos teremos, αˆp ď αp ă 2αˆp. De modo análogo, para o
tamanho do passo dual, obtém-se as conclusões equivalentes, αˆd ď αd ă 2αˆd.
Portanto, nas componentes de bloqueio mantemos ou reduzimos o valor tamanho
de passo de αp para αˆp e nas demais componentes aumentamos o tamanho de passo dado
para 2αˆp ą αp. O mesmo é realizado nas componentes de bloqueio dual, em que o tamanho
do passo é αˆd ď αd, e nas demais componentes aumentamos o tamanho do passo dado
para 2αˆd ą αd. Caso 2αˆp ą 1 e 2αˆd ą 1, para manter igual a 1 o maior tamanho do passo
dado em uma direção igual a 1, adotamos αˆp “ 1{2 e αˆd “ 1{2.
Múltiplas iterações continuadas
Quando a primeira iteração continuada é realizada, por (3.44), concluímos que
a nova direção é dada por:
pdxk, dskq “ pdxk ` dˆxk, dsk ` dˆskq,
pdyk, dzk, dwkq “ pdyk ` dˆyk, dzk ` dˆzk, dwk ` dˆwkq.
(3.51)
Ao realizar a iteração continuada na iteração do método, potencialmente,
2αˆp ă 1 e 2αˆd ă 1. Dessa forma, o cálculo de novas direções continuadas pode ser realizado,
calculando componentes de bloqueio na nova direção d (3.51), aumentando 2αˆp e 2αˆd.
Na primeira iteração continuada, considere L11 e L12 os conjuntos das componen-
tes de bloqueio em x e s, respectivamente, e E1x e E1s as matrizes formadas pelos vetores
canônicos correspondentes a l1 e l2, para todo l1 P L11 e l2 P L12. Então, obtemos a primeira
direção continuada dˆx1, dˆs1 :
dˆx1 “ dx´ E1xpE1xqtdx` 1x “ rI ´ E1xpE1xqtsdx` 1x,
dˆs1 “ ds´ E1s pE1s qtds` 1s “ rI ´ E1s pE1s qtsds` 1s.
Adotamos a notação dx‹ e ds‹ como a direção final que é dada após cada
iteração continuada.
A nova direção após a primeira iteração continuada é dada por:
dx‹ “ dx` dˆx1 “ r2I ´ E1xpE1xqtsdx` 1x,
ds‹ “ ds` dˆs1 “ r2I ´ E1s pE1s qtsds` 1s.
(3.52)
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Dessa forma, caso somente uma iteração continuada seja realizada, obtemos o
ponto xˆk`1 “ xk ` αˆpdx‹ e sˆk`1 “ sk ` αˆpds‹ em que:
xˆk`1l “
$’&’%
xkl1 ` αˆpdxkl1 , se l “ l1 P L11 realizou bloqueio em dx
xkl ` 2αˆpdxkl ` αˆpp1xql, caso contrário,
sˆk`1l “
$’&’%
skl2 ` αˆpdskl2 , se l “ l2 P L12 realizou bloqueio em ds
skl ` 2αˆpdskl ` αˆpp1sql, caso contrário.
Caso 2αˆp ă 1, realizamos a segunda iteração continuada, determinamos os
novos conjuntos das componentes de bloqueio L21 e L22 referentes à direção (3.52). Fixamos
em zeros as componentes de bloqueio da segunda direção continuada dˆx2, possibilitando
que um aumento do tamanho de passo seja dado na nova direção dx‹ ` dˆx2. A segunda
direção continuada é dada por:
dˆx2 “ dx´ E2xpE2xqtdx` 2x “ rI ´ E2xpE2xqtsdx` 2x.
dˆs2 “ ds´ E2s pE2s qtds` 2s “ rI ´ E2s pE2s qtsds` 2s.
Logo, a nova direção após a segunda iteração continuada é dada por:
dx‹ “ dx‹ ` dˆx2 “ r3I ´ E1xpE1xqt ´ E2xpE2xqtsdx` 1x ` 2x
ds‹ “ ds‹ ` dˆs2 “ r3I ´ E1s pE1s qt ´ E2s pE2s qtsds` 1s ` 2s
Assim, temos o ponto xˆk`1 “ xk ` αˆpdx‹ e sˆk`1 “ sk ` αˆpds‹, sendo que:
xˆk`1l “
$’’’’’’&’’’’’’%
xkl1 ` αˆpdxkl1 , se l “ l1 P L11 realizou bloqueio em dx
xkl1 ` αˆpdxkl1 ` αˆpp1xql, se l “ l1 P L21 realizou bloqueio em dˆx1
xkl ` 3αˆpdxkl ` αˆ1prp1xql ` p2xqls, caso contrário,
sˆk`1l “
$’’’’’’&’’’’’’%
skl2 ` αˆpdskl2 , se l “ l2 P L12 realizou bloqueio em ds
skl2 ` αˆpdskl2 ` αˆpp1sql2 se l “ l2 P L22, realizou bloqueio em dˆs1
skl ` 3αˆpdskl ` αˆprp1sql ` p2sqls, caso contrário.
Assim, sucessivamente, podemos calcular as novas direções continuadas en-
quanto pkc ` 1qαˆp ă 1, em que kc é o número de iterações continuadas realizadas em uma
iteração do método.
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Considere Elx, Els, Elz eElw as matrizes formadas pelos vetores canônicos corres-
pondentes as variáveis xl1 , sl2 , zl3 e wl4 que realizam bloqueio, respectivamente, em cada
iteração continuada l realizada, para l “ 1, . . . kc.
As novas direções após o cálculo das iterações continuadas podem ser escritas
como:
dx “ dx`
kcÿ
l“1
dˆxl “ dx`
kcÿ
l“1
rI ´ ElxpElxqtsdx` lx,
ds “ ds`
kcÿ
l“1
dˆsl “ ds`
kcÿ
l“1
rI ´ ElspElsqtsds` ls,
dz “ dz `
kcÿ
l“1
dˆzl “ dz `
kcÿ
l“1
rI ´ ElzpElzqtsdz ` lz,
dw “ dw `
kcÿ
l“1
dˆwl “ dw `
kcÿ
l“1
rI ´ ElwpElwqtsdw ` lw,
dy “ dy `
kcÿ
l“1
dˆyl “ pkc ` 1qdy.
(3.53)
E o novo ponto primal x passa a ser:
xˆ “ x` αˆpdx “
“ x` αˆprdx` rI ´ E1xpE1xqtsdx` rI ´ E2xpE2xqtsdx` ¨ ¨ ¨ ` rI ´ Ekcx pEkcx qtsdxs ` ¯x “
“ x` αˆprpkc ` 1qI ´ E1xpE1xqt ` E2xpE2xqt ` ¨ ¨ ¨ ` Ekcx pEkcx qtsdx` ¯x,
em que ¯x “ αˆpˆx “ αˆp
kcÿ
l“1
lx.
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De forma geral, o novo ponto é dado por:
xˆ “ x` αˆprpkc ` 1qI ´
kcÿ
l“1
ElxpElxqtsdx` ¯x,
sˆ “ s` αˆprpkc ` 1qI ´
kcÿ
l“1
ElspElsqtsds` ¯s,
zˆ “ z ` αˆdrpkc ` 1qI ´
kcÿ
l“1
ElzpElzqtsdz ` ¯z,
wˆ “ w ` αˆdrpkc ` 1qI ´
kcÿ
l“1
ElwpElwqtsdw ` ¯w,
yˆ “ y ` pkc ` 1qαˆddy,
em que ¯s “
kcÿ
l“1
αˆp
l
s, ¯z “
kcÿ
l“1
αˆd
l
z e ¯w “
kcÿ
l“1
αˆd
l
w.
Análise dos Novos Resíduos
Nesta seção, analisamos os novos resíduos, verificando se é necessária alguma
restrição para aplicação da iteração continuada ao método para garantir menores resíduos
em cada iteração.
Em cada direção continuada l calculada, para l “ 1, . . . , kc, temos»——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
dˆxl
dˆsl
dˆyl
dˆzl
dˆwl
fiffiffiffiffiffiffifl “
»——————–
rp
ru
rd
rs
rt
fiffiffiffiffiffiffifl`
»——————–
rl1
rl2
rl3
rl4
rl5
fiffiffiffiffiffiffifl ,
Adotamos a notação “ ˆ ” para os novos pontos e resíduos obtidos com a
utilização da iteração continuada. Assim, rˆlp representa o resíduo primal utilizando a
direção dada em (3.53) com o cálculo de dˆl e rk`1p é o resíduo primal sem utilizar a direção
continuada. Temos, então:
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rˆlp “ b´ Axˆk`1 “
“ b´ A
«
xk ` αˆp
˜
dxk `
lÿ
q“1
dˆxq
¸ff
“
“ rkp ´ αˆpAdxk ´ αˆp
lÿ
q“1
Adˆxq “
“ p1´ αˆpq rkp ´ αˆp
lÿ
q“1
prkp ` rq1q “
“ r1´ pl ` 1qαˆps rkp ´ αˆp
lÿ
q“1
rq1.
De forma similar, para os demais resíduos, temos:
rˆlu “ r1´ pl ` 1qαˆps rku ´ αˆp
lÿ
q“1
rq2,
rˆld “ r1´ pl ` 1qαˆds rkd ´ αˆp
lÿ
q“1
rq3.
Observe que, quando l “ 1, temos:
rˆ1p “ p1´ 2αˆpq rkp ´ αˆpr11.
Logo, se r11 “ 0, como ocorre pela direção moderada (3.42), teríamos
}rˆ1p} ď p1´ 2αˆpq }rkp} ă p1´ αpq }rkp} “ }rk`1p }.
Assim, o novo resíduo }rˆ1p} obtido na primeira iteração continuada seria menor do que
resíduo }rk`1p }, obtido se esta abordagem não estivesse sendo utilizada.
Na segunda iteração continuada, ou seja, para l “ 2, obteríamos:
rˆ2p “ p1´ 3αˆpq rkp ´ αˆppr11 ` r21q.
Logo, visto que r11 “ 0, caso r21 “ 0, teríamos
}rˆ2p} ď p1´ 3αˆpq }rkp} ă p1´ 2αˆpq }rkp} “ }rˆ1p}.
Assim, o resíduo após a segunda iteração continuada seria menor que o anterior. O mesmo
pode ser verificado para os demais resíduos. No entanto, podemos ter:››››› lÿ
q“1
rq1
››››› ‰ 0,
Capítulo 3. Iteração Continuada 54
››››› lÿ
q“1
rq2
››››› ‰ 0,››››› lÿ
q“1
rq3
››››› ‰ 0.
Desse modo, não temos garantida a redução dos resíduos. Então, considerando
rˆ0p “ p1´αpqrkp , rˆ0u “ p1´αpqrku e rˆ0d “ p1´αdqrkd . Na iteração continuada l, a nova direção
é utilizada se:
}rˆlp} ă }rˆl´1p },
}rˆlu} ă }rˆl´1u },
}rˆld} ă }rˆl´1d },
para l “ 1, 2, . . . , kc.
A forma avançada de utilizar a iteração continuada é dada resumidamente no
Algoritmo 3.
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Algoritmo 3 Iteração continuada pela forma avançada
Parâmetros
dx, ds, dy, dz, dw;
αp, αd;
rp, ru, rd;
Inicialização
l “ 1,
pd¯x, d¯s, d¯y, d¯z, d¯wq “ pdx, ds, dy, dz, dwq;
rˆ0p “ p1´ αpqrp, rˆ0u “ p1´ αpqru, r0d “ p1´ αdqrd;
α¯p “ αp, α¯d “ αd;
Processo Iterativo
1. Enquanto α¯p ă 1 e α¯d ă 1 faça
2. Encontre as componentes de bloqueio na direção d;
3. Calcule a direção continuada dˆ;
4. Faça
pd¯x, d¯sq “ pd¯x, d¯sq ` pdˆx, dˆsq;
pd¯y, d¯z, d¯wq “ pd¯y, d¯z, d¯wq ` pdˆy, dˆz, dˆwq;
5. Encontre os tamanhos dos passos primal e dual pαˆp, αˆdq na direção d¯;
6. Calcule os resíduos
rˆlp, rˆ
l
d, rˆ
l
u;
7. Se }rˆlp} ă }rˆl´1p }, }rˆlu} ă }rˆl´1u | }rˆld} ă }rˆl´1d } então
Atualize a direção
pdx, dsq “ pd¯x, d¯sq;
pdy, dz, dwq “ pd¯y, d¯z, d¯wq;
Calcule
α¯p “ pl ` 1qαˆp
α¯d “ pl ` 1qαˆd
8. Caso contrário
A iteração continuada é finalizada;
9. Fim se
9. Atualize l “ l ` 1;
10. Fim enquanto
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3.3.2 Forma atrasada
Na forma atrasada de utilizar a direção continuada, a nova direção d é dada
por d “ d ` δdˆ, em que δ P p0, 1q e depende de αp e αd, tamanhos dos passos máximos
que podem ser dados na direção preditora corretora.
Considere:
αˆp “ min
!
1, τ max
!
α : xk ` αdˆxk ą 0 e sk ` αdˆsk ą 0
))
,
αˆd “ min
!
1, τ max
!
α : zk ` αdˆzk ą 0 e wk ` αdˆwk ą 0
))
,
(3.54)
em que τ P p0, 1q.
O novo ponto ao usar a forma atrasada da direção continuada é
pxˆk`1, sˆk`1q “ pxk, skq ` αp
„
pdxk, dskq ` δp
αp
pdˆxk, dˆskq

,
pyˆk`1, zˆk`1, wˆk`1q “ pyk, zk, wkq ` αd
„
pdxk, dskq ` δd
αd
pdˆyk, dˆzk, dˆwkq

,
(3.55)
em que δp “ αˆp ´ αp e δd “ αˆd ´ αd.
Dessa forma, a nova direção d é dada por:
pdxk, dskq “ pdxk, dskq ` δp
αp
pdˆxk, dˆskq,
pdyk, dzk, dwkq “ pdyk, dzk, dwkq ` δd
αd
pdˆyk, dˆzk, dˆwkq.
(3.56)
Então, para a direção dˆx “ dx´ ExEtx ` x obtemos o ponto primal:
xˆk`1 “ xk ` αp
„
dxk ` δp
αp
`
dxk ´ ExEtxdxk ` x
˘ “
“ xk ` pαp ` δpq dxk ´ δp
`
ExE
t
xdx
k ` x
˘ “
“ xk ` pαp ` δpq
ˆ
I ´ δp
αp ` δpExE
t
x
˙
dxk ` δpx “
“ xk ` pαp ` δpq
„
I ´
ˆ
1´ αp
αp ` δp
˙
ExE
t
x

dxk ` δpx.
(3.57)
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De modo similar, para os demais pontos s, z e w, temos:
sˆk`1 “ sk ` pαp ` δpq
„
I ´
ˆ
1´ αp
αp ` δp
˙
EsE
t
s

dsk ` δps,
zˆk`1 “ zk ` pαd ` δdq
„
I ´
ˆ
1´ αd
αd ` δd
˙
EzE
t
z

dzk ` δdz,
wˆk`1 “ wk ` pαd ` δdq
„
I ´
ˆ
1´ αd
αd ` δd
˙
EwE
t
w

dwk ` δdw.
(3.58)
Comparando (3.57) e (3.58) com (3.2) e (3.3), temos
θ1p “ αp,
θ2p “ αp ` δp
e
θ1d “ αd,
θ2d “ αp ` δd,
em que δp “ αˆp ´ αp e δd “ αˆd ´ αd. Então, devemos verificar se δp ą 0 e δd ą 0, ou seja,
αˆp ą αp e αˆd ą αd.
Análise do tamanho de passo αˆp
Pela forma atrasada (3.55) obtemos os pontos primais dados em (3.57) e (3.58),
que podem ser escritos na seguinte forma:
xˆk`1l “
$’&’%
xkl1 ` αpdxkl1 , se l “ l1 P L1 realizou bloqueio em dˆx;
xkl ` αˆprdxkl ` pxqls, caso contrário.
sˆk`1l “
$’&’%
skl2 ` αpdskl2 , se t “ l2 P L2 realizou bloqueio em dˆs;
skl ` αˆprdskl ` psqls, caso contrário.
Para garantir que este ponto pxˆk`1, sˆk`1q seja interior, o tamanho do passo αˆp
é dado por:
αˆp “ min t1, τρx, τρsu ,
em que
ρx “ min
1 ď l ď n,
l ‰ l1
"
´ x
k
l
dxkl ` pxql
: xkl ` dxkl ` pxql ď 0
*
,
ρs “ min
1 ď l ď n,
l ‰ l2
"
´ s
k
l
dskl ` psql
: skl ` dskl ` psql ď 0
*
.
(3.59)
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Casos a considerar:
• αˆp “ 1.
Nesse caso, αˆp ą αp e δp “ αˆp ´ αp “ 1´ αp.
• αˆp “ τρx “ ´τ x
k
l
dxkl ` pxql
, em que xkl ` dxkl ` pxql ă 0.
Considerando pxql ě 0 e |dxkl | ą pxql, segue que:
´ x
k
l
dxkl ` pxql
ě ´ x
k
l
dxkl
.
Pela definição de componente de bloqueio, temos
´ xl1
dxl1
ă ´ xl
dxl
,
em que xl ` dxl ă 0.
Dessa forma:
αˆp “ τρx “ ´τ x
k
l
dxkl ` pxql
ě ´ x
k
l
dxkl
ą ´τ x
k
l1
dxkl1
ě αp.
Logo, δp “ αˆp ´ αp ą 0.
• αˆp “ τρs “ ´τ s
k
l
dskl ` psql
, em que skl ` dskl ` psql ă 0.
Considerando que psql ě 0 e |dskl | ą psql, então:
´ s
k
l
dskl ` psql
ě ´ s
k
l
dskl
ą ´ s
k
l2
dskl2
.
Assim,
αˆp “ τρs “ ´τ s
k
l
dskl ` psql
ą ´τ s
k
l2
dskl2
ě αp.
Logo, δp “ αˆp ´ αp ą 0.
A mesma análise é feita para o tamanho do passo dual final, obtendo-se,
similarmente, αˆd ą αd e δd ą 0.
Portanto, nas componentes de bloqueio primais mantemos o tamanho do passo
em αp e nas demais componentes aumentamos o tamanho do passo dado para αp` δp ă 1.
O mesmo é realizado nas componentes de bloqueio duais, em que mantemos o tamanho do
passo em αd, enquanto nas demais componentes aumentamos o tamanho do passo dado
para αd ` δd ă 1.
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Múltiplas iterações continuadas
Ao realizar uma iteração continuada no método preditor corretor, os tamanhos
dos passos αp ` δp e αd ` δd podem ser menores que o passo de Newton. Nesse caso, novas
direções continuadas podem ser realizadas, calculando componentes de bloqueio na nova
direção já obtida
pdxk, dskq “ pdxk, dskq ` δp
αp
pdˆxk, dˆskq,
pdyk, dzk, dwkq “ pdyk, dzk, dwkq ` δd
αd
pdˆyk, dˆzk, dˆwkq,
aumentando δp e δd desde que αp ` δp ď 1 e αd ` δd ď 1.
Na primeira iteração continuada, considere L11 e L12 os conjuntos com as com-
ponentes de bloqueio em x e s, respectivamente, e E1x e E1s as matrizes formadas pelos
vetores canônicos correspondentes a l1 e l2 para todo l1 P L11 e l2 P L12. Então, obtemos a
primeira direção continuada:
pdˆx1, dˆs1q “ pdx, dsq ´ pE1xpE1xqtdx,E1s pE1s qtdsq ` p1x, 1sq.
Se αˆp é o maior tamanho de passo que pode ser dado em px, sq na direção
pdˆx1, dˆs1q então δ1p “ αˆp ´ αp.
Logo, a nova direção ao final da primeira iteração continuada, que denotaremos
por pdx‹, ds‹q, é dada por:
pdx‹, ds‹q “ pdx, dsq ` δ
1
p
αp
pdˆx1, dˆs1q. (3.60)
Se somente uma iteração continuada é realizado, o ponto xˆk`1 “ xk ` αpdx‹ e
sˆk`1 “ sk ` αpds‹ é dado na seguinte forma:
xˆk`1l “
$’&’%
xkl1 ` αpdxkl1 , se l “ l1 P L11 realizou bloqueio em dx,
xkl ` pαp ` δ1pqrdxkl ` pxq1l s, caso contrário.
sˆk`1l “
$’&’%
skl2 ` αpdskl2 , se l “ l2 P L12, realizou bloqueio em ds
skl ` pαp ` δ1pqrdskl ` psq1l s, caso contrário.
Caso pαp ` δ1pq ă 1, a segunda iteração continuada é realizada, calculando-se
as componentes de bloqueio na direção (3.60) e obtendo L21 e L22. A segunda direção
continuada é dada por:
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pdˆx2, dˆs2q “ pdˆx1, dˆs1q ´ pE2xpE2xqtdx,E2s pE2s qtdsq ` p2x, 2sq.
Se αˆp é o maior tamanho de passo que pode ser dado em px, sq na direção
pdˆx2, dˆs2q, então δ2p “ αˆp ´ αp ´ δ1p.
Logo, a nova direção ao final da segunda iteração continuada tem a seguinte
forma:
pdx‹, ds‹q “ pdx, dsq ` δ
1
p
αp
pdˆx1, dˆs1q ` δ
2
p
αp
pdˆx2, dˆs2q.
Assim, temos o ponto xˆk`1 “ xk ` αpdx‹ e sˆk`1 “ sk ` αpds‹ em que:
xˆk`1l “
$’’’’’’&’’’’’’%
xkl1 ` αpdxkl1 , se l “ l1 P L11 realizou bloqueio em dx
xkl1 ` pαp ` δ1pqdxkl1 ` δ1pp1xql1 , se l “ l1 P L21 realizou bloqueio em dˆx1
xkl ` pαp ` δ1p ` δ2pqdxkl ` δ1pp1xql ` δ2pp2xql, caso contrário,
sˆk`1l “
$’’’’’’&’’’’’’%
skl2 ` αpdskl2 , se l “ l2 P L12 realizou bloqueio em ds
skl2 ` pαp ` δ1pqdskl2 ` δ1pp1sql2 , se l “ l2 P L22 realizou bloqueio em dˆs1
skl ` pαp ` δ1p ` δ2pqdskl ` δ1pp1sql ` δ2pp2sql, caso contrário.
Logo, estamos aumentamos ainda mais o tamanho do passo nas componentes que não
realizaram bloqueio.
Assim, sucessivamente, podemos calcular novas direções continuadas enquanto
αp ` δ1p ` δ2p ` δ3p ` ... ă 1.
Considere Elx, Els, Elz eElw as matrizes em que cada linha é formada pelos
vetores canônicos correspondentes às variáveis xl1 , sl2 , zl3 e wl4 que realizam bloqueio,
respectivamente, em cada iteração continuada l realizada, para l “ 1, . . . kc, sendo kc o
número de iterações continuadas feitas em uma iteração do método. Realizando múltiplas
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iterações continuadas, a nova direção pode ser escrita como:
dx “ dx` 1
αp
kcÿ
l“1
δlpdˆx
l,
ds “ ds` 1
αp
kcÿ
l“1
δlpdˆs
l,
dz “ dz ` 1
αd
kcÿ
l“1
δlddˆz
l,
dw “ dw ` 1
αd
kcÿ
l“1
δlddˆw
l,
dy “ dy `
kcÿ
l“1
δlddˆy
l,
(3.61)
em que
dˆxl “ dˆxl´1 ´ ElxpElxqt ` lx
dˆsl “ dˆsl´1 ´ ElspElsqt ` ls
dˆzl “ dˆzl´1 ´ ElzpElzqt ` lz
dˆwl “ dˆwl´1 ´ ElwpElwqt ` lw
dˆyl “ dy.
O novo ponto primal x passa a ser:
xˆ “ x` αpdx “
“ x` αprdx` δ
1
p
αp
dˆx1 ` δ
2
p
αp
dˆx2 ` ¨ ¨ ¨ ` δ
kc
p
αp
dˆxkcs “
“ x` αpdx` δ1prI ´ E1xpE1xqtsdx` δ2prI ´ E1xpE1xqt ´ E2xpE2xqtsdx`
` ¨ ¨ ¨ ` δkcp rI ´ E1xpE1xqt ´ E2xpE2xqt ´ ¨ ¨ ¨ ´ Ekcx pEkcx qtsdx` ¯x,
em que ¯x “
kcÿ
l“1
δlp
l
x.
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De forma geral, utilizando a direção continuada pela forma atrasada, o ponto é
dado por:
xˆ “ x` αpdx`
kcÿ
l“1
δlprI ´
lÿ
q“1
EqxpEqxqtsdx` ¯x,
sˆ “ s` αpds`
kcÿ
l“1
δlprI ´
lÿ
q“1
EqspEqsqtsds` ¯s,
zˆ “ z ` αddz `
kcÿ
l“1
δldrI ´
lÿ
q“1
EqzpEqzqtsdz ` ¯z,
wˆ “ w ` αddw `
kcÿ
l“1
δldrI ´
lÿ
q“1
EqwpEqwqtsdw ` ¯w,
yˆ “ y ` pαd `
kcÿ
l“1
δldqdy,
(3.62)
em que ¯s “
kcÿ
l“1
δlp
l
s, ¯z “
kcÿ
l“1
δld
l
z e ¯w “
kcÿ
l“1
δld
l
w.
Análise dos Novos Resíduos
Analisando os novos resíduos, verificamos possíveis restrições para a aplicação
da iteração continuada ao método preditor corretor.
Em cada direção continuada l “ 1, . . . , kc calculada, temos»——————–
A 0 0 0 0
I I 0 0 0
0 0 At I ´I
Z 0 0 X 0
0 W 0 0 S
fiffiffiffiffiffiffifl
»——————–
dˆxl
dˆsl
dˆyl
dˆzl
dˆwl
fiffiffiffiffiffiffifl “
»——————–
rp
ru
rd
rs
rt
fiffiffiffiffiffiffifl`
»——————–
rl1
rl2
rl3
rl4
rl5
fiffiffiffiffiffiffifl .
Capítulo 3. Iteração Continuada 63
Dessa forma:
rˆlp “ b´ Axˆk`1 “
“ b´ A
«
xk ` αp
˜
dxk `
lÿ
q“1
δqp
αp
dˆxq
¸ff
“
“ rkp ´ αpAdxk ´
lÿ
q“1
δqpAdˆx
q “
“ p1´ αpq rkp ´
lÿ
q“1
δqpprkp ` rq1q “
“
«
1´
˜
αp `
lÿ
q“1
δqp
¸ff
rkp ´
lÿ
q“1
δqpr
q
1.
Definindo rˆ0p “ rk`1p “ p1´ αpqrkp , temos
rˆlp “ rˆl´1p ´ δlpprkp ` rl1q,
para l “ 1, . . . , kc.
De forma similar, obtemos os demais resíduos. Para rˆ0u “ rk`1u “ p1´ αpqrku e
rˆ0d “ rk`1d “ p1´ αdqrkd , temos:
rˆlu “ rˆl´1u ´ δlpprku ` rl2q,
rˆld “ rˆl´1d ´ δldprkd ` rl3q.
para l “ 1, . . . , kc.
Note que, quando l “ 1, para o resíduo rˆ1p, temos:
rˆ1p “ rˆ0p ´ δ1pprkp ` r11q “
“ p1´ αpqrkp ´ δ1prkp ´ δ1pr11 “
“ r1´ pαp ` δ1pqsrkp ´ δ1pr11.
Assim, caso }r11} “ 0, teríamos:
}rˆ1p} ď r1´ pαp ` δ1pqs}rkp} ` δ1p}r11} ď
ď p1´ αpq}rkp}.
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No caso l “ 2, temos
rˆ2p “ rˆ0p ´ δ1pprkp ` r11q ´ δ2pprkp ` r21q “
“ p1´ αpqrkp ´ pδ1p ` δ2pqrkp ´ δ1pr11 ´ δ2pr21 “
“ r1´ pαp ` δ1p ` δ2pqsrkp ´ δ1pr11 ´ δ2pr21.
Logo, se }r11} “ }r21} “ 0, obtemos:
}rˆ2p} ď r1´ pαp ` δ1p ` δ2pqs}rkp} ` δ1p}r11} ` δ2p}r21} ď
ď p1´ αp ` δ1pq}rkp} “ }rˆ1p},
ou seja, estaríamos reduzindo ainda mais o resíduo primal rˆlp na segunda iteração continuada,
comparado com a primeira continuada realizada.
O mesmo pode ser verificado para os demais resíduos rˆlu e rˆld, em relação a rl2 e
rl3. No entanto, não é garantido que }rl1} “ }rl2} “ }rl3} “ 0 para todo l “ 1, 2, ..., kc. Logo,
na iteração continuada l, a nova direção é utilizada se:
}rˆlp} “ }rˆl´1p ´ δlpprkp ` rl1q} ă }rˆl´1p },
}rˆlu} “ }rˆl´1u ´ δlpprku ` rl2q} ă }rˆl´1u },
}rˆld} “ }rˆl´1d ´ δldprkd ` rl3q} ă }rˆl´1d }.
A forma de utilizar a direção continuada atrasada é dada resumidamente no
Algoritmo 4.
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Algoritmo 4 Iteração continuada pela forma atrasada
Parâmetros
dx, ds, dy, dz, dw;
αp, αd;
rp, ru, rd;
Inicialização
l “ 1,
pd¯x, d¯s, d¯y, d¯z, d¯wq “ pdx, ds, dy, dz, dwq;
rˆ0p “ p1´ αpqrp, rˆ0u “ p1´ αpqru, rˆ0d “ p1´ αdqrd;
δ¯p “ 0, δ¯d “ 0;
Processo Iterativo
1. Enquanto αp ` δ¯p ă 1 e αd ` δ¯d ă 1 faça
2. Encontre as componentes de bloqueio na direção d;
3. Calcule a direção continuada dˆ;
4. Encontre os tamanhos dos passos primal e dual na direção dˆ;
5. Calcule
δp “ αˆp ´ αp ´ δ¯p, δd “ αˆd ´ αd ´ δ¯d;
δ¯p “ δ¯p ` δp, δ¯d “ δ¯d ` δd;
6. Faça
pd¯x, d¯sq “ pd¯x, d¯sq ` δp
αp
pdˆx, dˆsq;
pd¯y, d¯z, d¯wq “ pd¯y, d¯z, d¯wq ` δd
αd
pdˆy, dˆz, dˆwq;
7. Calcule os resíduos
rˆlp, rˆ
l
d, rˆ
l
u;
8. Se }rˆlp} ă }rˆl´1p }, }rˆlu} ă }rˆl´1u }, }rˆld} ă }rˆl´1d } então
Atualize a direção
pdx, dsq “ pd¯x, d¯sq;
pdy, dz, dwq “ pd¯y, d¯z, d¯wq;
9. Caso contrário
A iteração continuada é finalizada.
10. Fim se
11. Atualize l “ l ` 1;
12. Fim enquanto
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3.4 Critério para utilização da direção continuada
Considere:
λˆ “ xˆ
tzˆ ` sˆtwˆ
1` |ctxˆ| e λ “
xtz ` stw
1` |ctx| .
Possivelmente, ao utilizar a direção continuada tanto na forma avançada quanto
na forma atrasada, a redução dos resíduos primal e dual e os produtos complementares
não ocorre simultaneamente. Dessa forma, sugerimos o critério a seguir para utilização da
iteração continuada, buscando uma melhoria nos resíduos e nos produtos complementares
de forma simultânea: ››››››››››
rˆlp
rˆlu
rˆld
λˆ
››››››››››
2
ă ω
››››››››››
rˆl´1p
rˆl´1u
rˆl´1d
λ
››››››››››
2
, (3.63)
em que ω P p0, 1q.
Observação 3.4.1. Vale ressaltar que as duas formas de utilização da direção continuada
resultam em aumento dos tamanhos dos passos nas componentes das direções que realizaram
bloqueio. No entanto, nas componentes diferentes do bloqueio, enquanto a forma avançada
reduz os tamanhos dos passos αp e αd, a forma atrasada mantém estes valores.
O método de pontos interiores com as múltiplas correções de centralidade
utilizando a iteração continuada é descrito no Algoritmo 5. Observe que nos passos 6 e 7
representam as alterações no método preditor corretor em relação a abordagem proposta.
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Algoritmo 5 Método preditor corretor com múltiplas correções de centralidade utilizando
a iteração continuada
Parâmetros
τ “ 0, 99995, εp, εd e εo;
Inicialização
k “ 0, px0, s0, y0, z0, w0q, com x0 ą 0, s0 ą 0, z0 ą 0, w0 ą 0;
γ0 “ px0qtz0 ` ps0qtw0;
r0p “ b´ Ax0, r0d “ c´ Aty0 ´ z0 ` w0, r0u “ u´ x0 ´ s0;
Processo Iterativo
1. Enquanto
ˆ }rkp}
1` }b} ą εp ou
}rku}
1` }u} ą εp ou
}rkd}
1` }c} ą εd ou
γk
1` |ctxk| ą εo
˙
faça
2. Encontre a direção afim escala d˜ resolvendo o sistema (2.6);
3. Encontre a direção de centragem e correção não linear d¯ resolvendo
o sistema (2.22);
4. Faça d “ d˜` d¯;
5. Encontre os tamanhos dos passos primal e dual por (2.21);
6. Faça a iteração continuada (Algoritmo 3 ou 4);
7. Faça as correções de centralidade (Algoritmo 2);
8. Atualize o ponto
xk`1 “ xk ` αpdx;
sk`1 “ sk ` αpdz;
yk`1 “ yk ` αddy;
zk`1 “ zk ` αddz;
wk`1 “ wk ` αddw;
9. Calcule os resíduos e γk`1
rk`1p “ b´ Axk`1;
rk`1d “ c´ Atyk`1;
rk`1u “ u´ xk`1 ´ sk`1;
γk`1 “ pxk`1qtzk`1 ` psk`1qtwk`1;
10. Atualize k “ k ` 1;
9. Fim enquanto
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Capítulo 4
Pontos iniciais para o método de
pontos interiores
Para utilizar os métodos de pontos interiores somente é necessário fornecer um
ponto inicial que satisfaça as condições de não negatividade. Por outro lado, a convergência
do método é sensível a este ponto. Assim, o desempenho dos métodos de pontos interiores
pode melhorar se um bom ponto inicial for utilizado. Neste capítulo, apresentamos o
algoritmo de ajustamento ótimo para p coordenadas combinado com uma heurística
proposta por Mehrotra [31] para determinar melhores pontos iniciais para os métodos de
pontos interiores.
4.1 Algoritmo de ajustamento ótimo para p coordenadas
O algoritmo de ajustamento ótimo para p coordenadas foi proposto por Silva [38]
e é uma generalização do algoritmo de ajustamento pelo par ótimo [19]. Estes são algoritmos
baseados nas ideias do algoritmo de von Neumann, proposto para encontrar uma solução
factível para o seguinte conjunto de restrições:
Bx “ 0
etx “ 1
x ě 0,
(4.1)
em que B P Rmˆn, x P Rn, e P Rn é o vetor com todas as coordenadas iguais a um e toda
coluna Bj de B, j “ 1, . . . , n, tem }Bj} “ 1.
O problema (4.1) pode ser interpretado, geometricamente, como encontrar um
ponto em uma hiperesfera m dimensional com raio unitário e centro na origem. Além
disso, resolver esse problema pode ser visto como atribuir ponderações xj não negativas às
colunas Bj de modo que, depois de reescalado, seu centro de gravidade seja a origem.
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As vantagens do algoritmo de ajustamento para p coordenadas para resolver
o problema (4.1) são possuir um avanço inicial rápido e ser simples, uma vez que este
algoritmo envolve apenas multiplicação de matriz por vetor e solução de um sistema linear
com uma matriz definida positiva de dimensão pequena. Além disso, sua convergência
é mais rápida que do algoritmo de ajustamento pelo par ótimo e do algoritmo de von
Neumann, embora ainda seja lenta.
Todo problema de programação linear pode ser reescrito na forma (4.1) [18,19].
Essa transformação é apresentada a seguir. Assim, podemos utilizar o algoritmo de
ajustamento para p coordenadas para resolver problemas de programação linear.
Transformação do problema de programação linear para a forma (4.1)
Considere o par de problemas primal e dual, dados em (2.1) e (2.2). Obter uma
solução ótima para este par de problemas é equivalente a obter uma solução factível para
o seguinte problema:
Ax “ b
x` s “ u
Aty ` z ´ w “ c
ctx´ bty ´ utw “ 0
x, s, z, w ě 0.
(4.2)
Como y é uma variável livre, podemos escrever y “ y` ´ y´, para y` ě 0 e
y´ ě 0. Dessa forma, reescrevemos (4.2) como segue:
Ax “ b
x` s “ u
Aty` ´ Aty´ ` z ´ w “ c
ctx´ bty` ` bty´ ´ utw “ 0
x, s, y`, y´, z, w ě 0.
(4.3)
Escrevendo (4.3) na forma matricial, temos:
Aˆxˆ “ bˆ
xˆ ě 0,
em que
Aˆ “
»————–
A 0 0 0 0 0
I I 0 0 0 0
0 0 At ´At I ´I
ct 0 ´bt bt 0 ´ut
fiffiffiffiffifl , xˆ “
»—————————–
x
s
y`
y´
z
w
fiffiffiffiffiffiffiffiffiffifl
e bˆ “
»————–
b
u
c
0
fiffiffiffiffifl .
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Teorema 4.1.1. Considere a região factível definida pelas restrições
Aˆxˆ “ bˆ
xˆ ě 0, (4.4)
Aˆxˆ´ bˆvˆ “ 0
etxˆ` vˆ “ 1
xˆ, vˆ ě 0,
(4.5)
em que vˆ P R.
(i) Se xˆ, vˆ, em que vˆ ‰ 0, é uma solução factível para (4.5), então x˜ “ xˆ{vˆ é
uma solução factível para (4.4).
(ii) Se x˜ é uma solução factível para (4.4) então, para vˆ “ 1{etx˜` 1, xˆ “ vˆx˜ é
uma solução factível para (4.5).
Demonstração.
(i) Seja xˆ, vˆ, em que vˆ ‰ 0, uma solução factível para (4.5). Então, Aˆxˆ´ bˆvˆ “ 0. Como
vˆ ‰ 0, segue que Aˆpxˆ{vˆq “ bˆ. Além disso, como xˆ ě 0, vˆ ą 0, então x˜ “ xˆ{vˆ é uma
solução factível para (4.4).
(ii) Seja x˜ uma solução factível para (4.4). Então, de Ax˜ “ b, segue que Avˆx˜´ vˆb “ 0,
para vˆ ě 0. Além disso, etpvˆx˜q ` vˆ “ petx˜` 1qvˆ. Dessa forma, para vˆ “ 1{petx˜` 1q,
temos etpvˆx˜q ` vˆ “ 1. Logo, xˆ “ vˆx˜ é uma solução factível para (4.5).
Pelo Teorema (4.1.1), uma solução factível do problema (4.4) é solução do
problema (4.5) e vice-versa. Então, consideremos o problema (4.5), que pode ser reescrito
como:
A˜x˜ “ 0
etx˜ “ 1,
x˜ ě 0
(4.6)
em que A˜ “
”
Aˆ ´bˆ
ı
e x˜ “
”
xˆt vˆ
ıt
.
No problema (4.6), para cada coluna A˜j da matriz A˜, j “ 1, ..., n¯, em que
n¯ “ 4n` 2m` 1, consideremos:
Bj “ A˜j}A˜j} .
Então:
Bx¯ “ 0
etx¯ “ 1
x¯ ě 0.
(4.7)
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em que
x¯ “
»———————————–
x
s
y`
y´
z
w
v
fiffiffiffiffiffiffiffiffiffiffiffifl
, (4.8)
x, s, z, w P Rn, y´, y` P Rm e v P R.
Pelo Teorema (4.1.2) a seguir, uma solução factível do problema (4.6) é solução
do problema (4.7) e vice-versa. Assim o problema na forma (4.1) é obtido.
Teorema 4.1.2. Considere a região factível definida pelas seguintes restrições:
A˜x˜ “ b˜
etx˜ “ 1,
x˜ ě 0
(4.9)
Bx¯ “ 0
etx¯ “ 1,
x¯ ě 0
(4.10)
(i) Se x¯ é uma solução factível para (4.10), então x˜ é uma solução factível para
(4.9), em que
x˜j “
ˆ
x¯j
}A˜j}
˙O˜ n¯ÿ
k“1
x¯k
}A˜k}
¸
.
(ii) Se x˜ é uma solução factível para (4.9), então x¯ é uma solução factível para
(4.10), em que
x¯j “
`
x¯j}A˜j}
˘O˜ n¯ÿ
k“1
x¯k}A˜k}
¸
.
Demonstração.
(i) Sejam x¯ uma solução factível para (4.10) e
x˜j “
ˆ
x¯j
}A˜j}
˙O˜ n¯ÿ
k“1
x¯k
}A˜k}
¸
.
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Então:
Bx¯ “ 0 ô
n¯ÿ
j“1
Bjx¯j “ 0
ô
n¯ÿ
j“1
A˜j
}A˜j} x¯j “ 0
ô 1˜
n¯ÿ
k“1
x¯k
}A˜k}
¸ n¯ÿ
j“1
A˜j
}A˜j} x¯j “ 0
ô
n¯ÿ
j“1
A˜j
}A˜j} x¯j
O˜
n¯ÿ
k“1
x¯k
}A˜k}
¸
“ 0
ô A˜x˜ “ 0.
Além disso,
etx˜ “
n¯ÿ
j“1
x˜j “
n¯ÿ
j“1
ˆ
x¯j
}A˜j}
˙O˜ n¯ÿ
k“1
x¯k
}A˜k}
¸
“
“ 1˜
n¯ÿ
k“1
x¯k
}A˜k}
¸ ˜ n¯ÿ
j“1
x¯j
}A˜j}
¸
“
“ 1.
Como x¯j ě 0, para todo j “ 1, . . . , n¯, segue que x˜j ě 0. Então, x˜ é solução factível
de (4.9).
(ii) Sejam x˜ uma solução factível de (4.9) e
x¯j “
`
x¯j}A˜j}
˘O˜ n¯ÿ
k“1
x¯k}A˜k}
¸
.
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Então,
A˜x˜ “ 0 ô
n¯ÿ
j“1
A˜jx˜j “ 0
ô 1˜
n¯ÿ
k“1
x¯k
}A˜k}
¸ n¯ÿ
j“1
A˜jx˜j “ 0
ô 1˜
n¯ÿ
k“1
x˜k
}A˜k}
¸ n¯ÿ
j“1
A˜j
}A˜j} x˜j}A˜j} “ 0
ô
n¯ÿ
j“1
A˜j
}A˜j} x˜j}A˜j}
O˜
n¯ÿ
k“1
x˜k
}A˜k}
¸
“ 0
ô
n¯ÿ
j“1
Bjx˜j}A˜j}
O˜
n¯ÿ
k“1
x˜k
}A˜k}
¸
“ 0
ô Bx¯ “ 0.
E
etx¯ “
n¯ÿ
j“1
x¯j “
n¯ÿ
j“1
`
x˜j}A˜j}
˘O˜ n¯ÿ
k“1
x˜k}A˜k}
¸
“
“ 1˜
n¯ÿ
k“1
x˜k}A˜k}
¸ ˜ n¯ÿ
j“1
x˜j}A˜j}
¸
“
“ 1.
Logo, como x˜j ě 0, para todo j “ 1, . . . , n¯, segue que x¯j ě 0. Portanto, x¯ é solução
factível de (4.10).
O algoritmo de ajustamento ótimo para p coordenadas
O algoritmo de ajustamento ótimo para p coordenadas é uma generalização
do algoritmo de ajustamento pelo par ótimo para resolver o problema dado em (4.1). O
algoritmo de ajustamento pelo par ótimo é um método iterativo baseado na ideia de que,
a partir de um x0 inicial, o resíduo bk´1 “ Bxk´1, k “ 1, 2, ..., pode ser movido de tal
forma a aproximar-se da origem 0. Isto é feito aumentando um peso xi de alguma coluna
Bi e reduzindo um peso xj de certa coluna Bj, sendo as demais variáveis ajustadas de
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acordo com xi e xj determinados. Para o resíduo bk, é esperado que esteja mais próximo
da origem comparado com o resíduo anterior bk´1. Então, o algoritmo de ajustamento pelo
par ótimo identifica as colunas Bs` e Bs´ de B que formam o maior e o menor ângulo
com o vetor bk´1, respectivamente, depois determina xks` e xks´ que minimizam a distância
de bk a origem satisfazendo a convexidade e as restrições de não negatividade do problema
(4.1).
O algoritmo de ajustamento para p coordenadas, generaliza este algoritmo
identificando as s1 e s2 colunas da matriz B que fazem o maior e o menor ângulo com
o vetor bk´1 “ Bxk´1, respectivamente, de forma que, para o número de colunas p a
ser priorizada, se tenha s1 ` s2 “ p. Depois, um subproblema de otimização é resolvido
buscando minimizar a distância de bk “ Bxk à origem, satisfazendo a convexidade e as
restrições de não negatividade. A resolução do subproblema é realizada utilizando método
de pontos interiores. Apresentamos em 6, de forma resumida, este algoritmo.
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Algoritmo 6 Algoritmo de ajustamento ótimo para p coordenadas
Parâmetros
B, x0 ě 0, com etx0 “ 1
Inicialização
b0 “ Bx0
Processo Iterativo
1. Para k “ 1, 2, 3, ...
2. Encontre:
s1 colunas de B que formam o maior ângulo com bk´1 :
!
Bη`1
, Bη`2
, ..., Bηs`1
)
s2 colunas de B que formam o menor ângulo com bk´1 :
!
Bη´1
, Bη´2
, ..., Bηs´2
)
tais que
xk´1i ą 0, i “ η´1 , . . . , η´s2 .
vk´1 “ min
i“η1,...,ηs1
Bti`b
k´1
3. Se vk´1 ą 0 então PARE. O problema (4.1) é infactível
4. Resolva o subproblema:
min }b¯}2
s.a λ0
˜
1´
s1ÿ
i“1
xk´1ηi` ´
s2ÿ
j“1
xk´1ηj`
¸
`
s1ÿ
i“1
λk´1ηi` `
s1ÿ
i“1
λk´1ηj´ “ 1,
λk´1ηi` ě 0, para i “ η1, . . . , ηs1 ,
λk´1ηj´ ě 0, para j “ η1, . . . , ηs2 ,
em que
b¯ “ λ0
˜
bk´1 ´
s1ÿ
i“1
xk´1ηi` Bηi`
s2ÿ
j“1
xk´1ηj` Bηj´
¸
`
s1ÿ
i“1
λk´1ηi` Bηi` `
s1ÿ
i“1
λk´1ηj´ Bηj´ .
5. Atualize:
bk “ λ0
˜
bk´1 ´
s1ÿ
i“1
xk´1ηi` Bηi`
s2ÿ
j“1
xk´1ηj` Bηj´
¸
`
s1ÿ
i“1
λk´1ηi` Bηi` `
s1ÿ
i“1
λk´1ηj´ Bηj´
xkj “
$’’’’&’’’’%
λ0x
k´1
j , j R tη1` , . . . , ηs1` , η1´ , . . . , ηs2´u
ληi` , j “ ηi` , i “ 1, . . . , s1,
ληj` , j “ ηj´ , j “ 1, . . . , s2,
k = k + 1.
6. Fim
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No Passo 3 do Algoritmo 6, se vk´1 ą 0, então todas as colunas bj da matriz
B estão do mesmo lado do hiperplano que passa pela origem e é perpendicular ao vetor
bk´1. Desse modo, não é possível encontrar nenhuma combinação convexa das colunas da
matriz B que resulte na origem. Assim, o problema é infactível.
O subproblema do Passo 4 de (6) pode ser resolvido utilizando métodos de
pontos interiores. Considere:
Q “
”
q¯ Bη`1
Bη`2
. . . Bηs`1
Bη´1
Bη´2
. . . Bηs´1
,
ı
q¯ “ bk´1 ´
s1ÿ
i“1
xk´1
η`i
Bη`i
´
s2ÿ
j“1
xk´1
η`j
Bη´j
,
λ “
´
λ0, λη`1
, . . . , ληs`1
, λη´1
, . . . , ληs´2
¯
,
a “
˜
1´
s1ÿ
i“1
xk´1
η`i
´
s2ÿ
j“1
xk´1
η`j
, 1, . . . , 1
¸
.
Então, podemos reescrever o subproblema como:
min 12}Qλ}
2
s.a atλ “ 1
´λ ď 0.
(4.11)
As condições de KKT para subproblema (4.11) são dadas por:
QtQλ` aθ ´ υ “ 0,
υtλ “ 0,
atλ´ 1 “ 0,
´λ ď 0,
(4.12)
em que QtQ P Rpp`1qˆpp`1q θ é livre, υ ě 0 são os multiplicadores de Lagrange.
Aplicando o métodos de pontos interiores a (4.12), obtemos o seguinte sistema
linear para obter a direção em cada iteração do método:»—– Q
tQ a ´I
V 0 U
at 0 0
fiffifl
»—– dλdθ
dυ
fiffifl “
»—– rarb
rc
fiffifl (4.13)
em que V “ diagpθq, U “ diagpυq, ra “ υ ´ aθ ´QtQλ, rb “ ´υλ e rc “ 1´ atλ.
Pela segunda equação de (4.13), temos:
V dθ ` Udυ “ rb.
Como U, é uma matriz diagonal positiva, segue que:
dυ “ U´1prb ´ V λq.
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Pela primeira equação de (4.13), temos:
QtQdλ` adθ ´ dυ “ ra.
Substituindo o valor de dυ, obtemos:
QtQdλ` adθ ´ U´1prb ´ V λq “ ra. (4.14)
Segue que:
pQtQ` U´1V qdλ “ ra ` U´1rb ´ adθ.
Desse modo,
dλ “ pQtQ` U´1V q´1ra ` U´1rb ´ adθ.
Já pela última equação de (4.13), temos
atdλ “ rc.
Logo,
rc “ atdλ “ atpQtQ` U´1V q´1pra ` U´1rb ´ adθq.
Então,
atpQtQ` U´1V q´1adθ “ atpQtQ` U´1V q´1pra ` U´1rb ´ rcq.
Portanto, para calcular as direções é necessário resolver os seguintes sistemas
lineares:
pQtQ` U´1V qv˜ “ a
pQtQ` U´1V qu˜ “ ra ` U´1rb.
Visto que a matriz QtQ`U´1V é definida positiva de ordem pp` 1q ˆ pp` 1q,
resolver estes sistemas lineares não apresenta dificuldades para valores pequenos de p. Caso
p seja um número grande, determinar o fator de Choslesky para esta matriz requer um
alto custo computacional e resolver estes sistemas lineares dessa forma não é recomendado.
Em [37], é proposta uma escolha do parâmetro p, sendo dada por:
p “ %?mn,
em que % é uma constante de ajuste, m é o número de linhas e n é o número de colunas
da matriz do problema de programação linear a ser resolvido. Em [37], o valor usado para
% foi 2.10´2.
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Como a convergência deste método é lenta, em vez de utilizarmos este algoritmo
até encontrar um solução ótima para os problemas de programação linear, podemos utilizá-
lo até que os resíduos satisfaçam uma certa tolerância. Dessa forma, a aplicação do
algoritmo de ajustamento para p coordenadas pode ser utilizada para determinar melhores
pontos iniciais para os métodos de pontos interiores. No entanto, este algoritmo também
necessita de um ponto inicial, podendo a heurística de Mehrotra [30] ser utilizada para
determinar este ponto inicial. Mehrotra propõe uma heurística para o determinar o ponto
inicial de modo que este seja centralizado, conforme apresentado, a seguir.
4.2 Heurística de Mehrotra
A heurística de Mehrotra, utilizada para determinar um ponto inicial para o
método de pontos interiores no código do PCx, é dada resumidamente no Algoritmo 7.
Algoritmo 7 Heurística de Mehrotra para o cálculo do ponto inicial
1. Calcule os pontos:
x˜ “ A
tpAAtq´1p2b´ Auq ` u
2
s˜ “ u´ x˜
y˜ “ pAAtq´1Ac
z˜ “ c´ A
ty˜
2
w˜ “ ´z˜
2. Encontre os valores δp e δd tais que px, sq ` pδp, δpq e pz, wq ` pδd, δdq sejam não-negativos:
δp “ max t´1.5 min x˜i,´1.5 min s˜i, 0u
δd “ max t´1.5 min z˜i,´1.5 min w˜i, 0u
3. Determine δ˜p e δ˜d tais que os pontos x0, s0, z0 e w0 sejam centralizados:
δ˜p “ δp ` 12
px˜` δpeqt pz˜ ` δdeq ` ps˜` δP eqt pw˜ ` δdeq
nÿ
i“1
pz˜i ` w˜i ` 2δdq
,
δ˜d “ δd ` 12
px˜` δpeqt pz˜ ` δdeq ` ps˜` δP eqt pw˜ ` δdeq
nÿ
i“1
px˜i ` s˜i ` 2δdq
,
4. Calcule os pontos iniciais:
x0 “ x˜` δ˜p
s0 “ s˜` δ˜p
z0 “ z˜ ` δ˜d
w0 “ w˜ ` δ˜d
y0 “ y˜
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Como o Algoritmo 7 calcula pontos centralizados no Passo 3 e a centralidade é
importante para os métodos de pontos interiores, então algumas iterações do algoritmo de
ajustamento ótimo para p coordenadas são realizadas antes da etapa de centralização, ou
seja, entre o Passo 2 e o Passo 3. Mais detalhes sobre a heurística de Mehrotra podem
ser encontrados em [31] e sobre o algoritmo de ajustamento ótimo para p coordenadas
em [16,37].
80
Capítulo 5
Experimentos computacionais
Neste capítulo, apresentamos os experimentos computacionais realizados ao
incorporar a iteração continuada no método de pontos interiores preditor corretor com
múltiplas correções de centralidade e utilizando o algoritmo de ajustamento ótimo para p
coordenadas para determinar bons pontos iniciais para o mesmo método.
5.1 Código PCx
O código PCx [13], desenvolvido no Optimization Technology Center at Argonne
National Laboratory and Northwestern University, é uma implementação do método de
pontos interiores preditor corretor com múltiplas correções [21]. A maioria das suas rotinas
está implementada na linguagem C. As rotinas responsáveis pela solução dos sistemas
lineares, que utiliza uma fatoração esparsa de Cholesky desenvolvida por Ng e Peyton [33],
estão implementadas em FORTRAN77. O PCx utiliza os problemas de programação linear
no formato MPS, podendo os problemas conter restrições de igualdade e desigualdade,
variáveis canalizadas ou livres. Uma rotina de preprocessamento do PCx converte os
problemas em um formato padrão, e após a solução ser determinada, esta é transformada
em termos da formulação original.
5.2 Implementação
A direção continuada em suas diferentes formas de uso, tanto com a direção
moderada quanto com a direção simples, foi implementada em linguagem C e incorporada
ao código do PCx [13] com a opção das múltiplas correções ligada.
Os experimentos computacionais foram realizados em um processador Intel
Core i7, 8 GB RAM, 1TB HD e Sistema Operacional Linux.
O parâmetro adotado para que a iteração continuada seja utilizada de acordo
com o Critério (3.63) é ω “ 0, 96. O valor default do PCx para otimalidade é o “
Capítulo 5. Experimentos computacionais 81
10´10, p “ 10´8 e d “ 10´8. Para o algoritmo de ajustamento ótimo para p coordenadas
é utilizado p “ 0, 025?m` n, o número máximo de iterações é igual a 2 e a tolerância é
10´4.
5.3 Problemas teste
Os experimentos computacionais foram realizados com problemas de livre
acesso na internet. Foram selecionados 38 problemas de médio a grande porte. Na maioria
deles, o PCx leva mais de cinco segundos para encontrar uma solução ótima. Os problemas
teste pertencem às seguintes coleções:
• Netlib [9]
Nesta coleção, selecionamos o problema dfl001, um problema de atribuição de frota
de uma companhia aérea, disponível em:
http://www.netlib.org/lp/
• Mészáros
Os problemas selecionados desta coleção estão disponíveis em:
http://www.sztaki.hu/~meszaros/public_ftp/lptestset/
• PDS: Patient distribution (evacuation) system, [10].
Disponível em:
http://plato.asu.edu/ftp/lptestset/pds/
• Fome
Disponível em:
http://plato.asu.edu/ftp/lptestset/fome/
• Watson originário de programação linear estocástica.
Disponível em:
http://plato.asu.edu/ftp/lptestset/misc/
Na primeira coluna da Tabela 1, está o nome dos problemas selecionados,
na segunda coluna, a dimensão dos problemas (número de linhas e colunas) após o
pré-processamento do PCx e na terceira coluna, está a densidade do fator de Cholesky,
fornecida pelo PCx, que realiza um reordenamento procurando que este fator seja esparso.
A última coluna mostra a coleção a que o problema pertence.
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Tabela 1 – Problemas Teste
Problema Dimensão Densidade Coleção
Linhas Colunas
baxter 23871 30122 0,02064 Mészáros
dano3mip 3202 15851 0,21235 Mészáros
dbic1 34205 174457 0,00316 Mészáros
dbir1 14032 38763 0,02556 Mészáros
dbir2 14107 38838 0,02825 Mészáros
ex3sta1 17442 17515 0,16834 Mészáros
lp22 2958 16392 0,21515 Mészáros
lpl1 34125 89383 0,00162 Mészáros
nsct1 15278 26430 0,04636 Mészáros
nsct2 15360 26512 0,04779 Mészáros
rlfprim 57422 61268 0,18400 Mészáros
route 20894 43019 0,01422 Mészáros
seymourl 4827 6082 0,38727 Mészáros
slptsk 2861 3347 0,99846 Mészáros
south31 17983 35686 0,03502 Mészaros
Ts-palko 22002 47235 0,06484 Mészáros
tp-6 142752 1014301 0,00280 Mészáros
degme 185501 659415 0,00325 Mészáros
dfl001 5984 12143 0,09132 Netlib
pds06 9156 28472 0,01395 PDS
pds10 15648 48780 0,01372 PDS
pds20 38722 106180 0,01357 PDS
pds30 47968 156042 0,01271 PDS
pds40 64276 214385 0,01363 PDS
pds50 80339 272513 0,01293 PDS
pds60 96514 332862 0,01247 PDS
pds70 111896 386238 0,01257 PDS
pds80 126120 430800 0,01185 PDS
pds90 139752 471538 0,01136 PDS
pds100 152300 498530 0,01036 PDS
fome11 11968 24286 0,04566 Fome
fome12 23936 48572 0,02283 Fome
fome13 47872 97144 0,01142 Fome
fome20 32287 106180 0,01357 Fome
fome21 64574 212360 0,00679 Fome
Watson-1 119782 233426 0,00024 Watson
Watson-2 209614 411177 0,00014 Watson
5.4 Resultados computacionais
Para analisar o desempenho do PCx ao incorporar a iteração continuada, foram
realizados testes com as formas avançada e atrasada da direção continuada, tanto com a
direção moderada quanto com a direção simples.
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Considere:
AVDM: PCx com a forma avançada da direção moderada.
ATDM: PCx com a forma atrasada da direção moderada.
AVDS: PCx com a forma avançada da direção simples.
ATDS: PCx com a forma atrasada da direção simples.
5.4.1 Comparação AVDM, ATDM , AVDS e ATDS
Inicialmente, foi realizada uma comparação com os métodos AVDM, ATDM ,
AVDS e ATDS para decidir qual deles pode ser o mais competitivo com PCx. Na Tabela
2, as colunas de AVDM, ATDM, AVDS, ATDS contêm o número total de iterações (k)
realizadas pelos métodos, e o tempo total de resolução dos problemas em segundos (t),
além do número de iterações continuadas (ic) realizadas.
Observação 5.4.1. Nos estudos iniciais da iteração continuada, em que consideramos
somente uma componente de bloqueio no espaço primal e outra no espaço dual, a utilização
da direção moderada não apresentava resultados competitivos com a direção simples. Ao
existir a possibilidade de ter mais de uma componente de bloqueio em cada espaço e
analisar a direção moderada, verificamos que mais de dois sistemas lineares com a matriz
ADAt seria resolvidos, tornando ainda mais caro computacionalmente o cálculo desta
direção continuada comparado com a direção simples. Então, não foi considerado em nossa
implementação o caso que pode ocorrer mais de uma componente de bloqueio no espaço
primal e dual, na direção moderada, pois ao realizar os experimentos computacionais foi
verificado que somente em 10 dentre os 38 problemas teste poderia ocorrer este fato. Assim,
estes problemas foram excluídos da comparação da Tabela 2.
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Tabela 2 – Comparação AVDM, ATDM , AVDS e ATDS.
Problema AVDM ATDM AVDS ATDS
k ic t(s) k ic t(s) k ic t(s) k ic t(s)
baxter 26 2 24,09 28 2 25,88 26 14 23,30 26 12 24,34
dano3mip * 19 * 31 7 7,89 * 9 * 31 13 7,70
dbic1 43 19 13,49 44 18 13,59 46 20 12,93 46 22 12,77
dbir1 24 0 28,76 24 0 28,94 21 3 25,29 24 7 28,34
dbir2 25 5 35,25 26 1 36,28 25 12 34,75 26 8 35,91
ex3sta1 8 8 133,12 7 1 117,36 8 0 131,43 8 2 131,30
lp22 59 4 10,06 35 4 6,32 48 8 8,05 29 7 5,20
nsct1 22 2 82,42 22 2 83,12 22 4 81,43 21 7 78,13
nsct2 30 5 112,09 31 1 117,70 28 12 106,04 26 10 99,22
rlfdual 14 0 6,12 14 0 6,28 14 0 6,06 14 0 6,05
seymourl 15 5 21,88 15 3 21,72 16 8 22,72 16 8 22,73
slptsk 20 4 34,94 18 1 31,60 19 14 32,42 20 12 34,20
south31 15 2 33,30 15 0 33,64 16 7 35,10 15 10 33,00
rlfprim 10 1 5704,09 10 1 5706,79 9 0 5185,99 9 0 5195,92
fome21 48 0 277,29 47 1 275,97 47 5 271,33 46 4 268,21
Ts-palko 19 7 134,23 18 5 126,53 18 11 125,06 19 13 130,10
tp-6 27 24 588,55 26 8 554,14 21 11 448,00 23 17 486,99
degme 27 13 1434,49 24 9 1271,96 24 4 1266,44 25 23 1308,58
karted 15 5 461,79 15 7 460,58 15 5 457,10 15 13 455,30
dfl001 38 1 13,31 43 1 15,63 42 5 14,31 38 4 12,97
pds-20 44 2 128,17 43 0 129,01 42 3 125,31 40 5 120,09
pds-40 50 6 961,77 50 1 964,09 50 4 954,11 49 11 933,71
pds-70 57 2 4898,49 53 1 4578,97 54 3 4637,79 52 5 4475,60
pds-80 51 1 6300,83 51 0 6307,07 55 7 6743,84 52 14 6388,71
pds-90 51 2 7754,29 52 3 7901,77 51 2 7723,56 53 9 8001,88
pds-100 53 3 8925,26 54 2 9083,84 54 10 9051,68 54 7 9055,51
Watson-1 83 23 11,68 82 13 11,44 79 17 9,16 83 19 9,34
Watson-2 66 28 18,57 66 19 17,72 67 7 14,68 66 8 14,08
* O método não resolveu o problema
Na Tabela 2, temos os melhores resultados em destaque entre os métodos.
Observe que somente ATDM e ATDS resolvem todos os problemas testes. ATDS é o
que apresenta o maior número de problemas em destaque, resolvendo 13 problemas teste
em menor número de iterações e tempo total. Este bom desempenho de ATDS pode
ser confirmado nas Figuras 1 e 2, com o perfil de desempenho em relação ao número de
iterações e tempo total, respectivamente, dos resultados da Tabela 2. Pelas Figuras 1 e 2,
concluímos que ATDS e AVDS são robustos para esses problemas testes. No entanto, o
mais eficiente é ATDS, resolvendo aproximadamente cerca de 58% dos problemas testes
em menor número de iterações e 52% em tempo total reduzido. Dessa forma, ATDS é o
mais competitivo entre os métodos propostos. A seguir, apresentamos a comparação entre
PCx e ATDS.
Capítulo 5. Experimentos computacionais 85
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Taxa de Desempenho
Pr
ob
le
m
as
 R
es
ol
vid
os
 
 
AVDM
ATDM
AVDS
ATDS
Figura 1 – Número de iterações.
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Figura 2 – Tempo total.
Observação 5.4.2. A iteração continuada utilizando a direção preditora corretora conti-
nuada é proposta em [4] para PCx sem múltiplas correções de centralidade. Ao utilizar
as múltiplas correções de centralidade no PCx, esta direção não proporciona resultados
satisfatórios, pois dificilmente é realizada. Desta forma, esta direção continuada não se
aplica para o PCx com múltiplas correções de centralidade.
5.4.2 Comparação PCx e ATDS
Na Tabela 3, temos a comparação dos resultados obtidos por PCx e ATDS em
todos os problemas teste.
Capítulo 5. Experimentos computacionais 86
Tabela 3 – Comparação entre PCx e ATDS.
Problema PCx ATDS
k t(s) k t(s) ic
baxter 28 24,92 26 24,34 12
dano3mip * * 31 7,70 13
dbic1 45 11,87 46 12,77 22
dbir1 24 27,66 24 28,34 7
dbir2 26 35,06 26 35,91 8
ex3sta1 8 131,72 8 131,30 2
lp22 56 9,24 29 5,20 7
nsct1 21 78,40 21 78,13 7
nsct2 28 105,88 26 99,22 10
rlfdual 14 5,94 14 6,05 0
route 20 3,31 18 3,02 4
seymourl 15 21,45 16 22,73 8
slptsk 19 32,60 20 34,20 12
south31 15 33,10 15 33,00 10
rlfprim 9 5185,61 9 5195,92 0
fome11 45 30,62 47 31,96 4
fome12 43 58,94 40 54,77 4
fome13 42 115,16 39 107,46 4
fome20 43 127,03 40 120,94 5
fome21 48 275,98 46 268,21 4
tspalko 18 124,53 19 130,10 13
tp-6 21 412,05 23 486,99 17
degme 24 1267,40 25 1308,58 23
karted 16 484,64 15 455,30 13
dfl001 45 15,26 38 12,97 4
pds-06 29 2,44 29 2,48 10
pds-10 33 12,70 31 12,12 7
pds-20 43 126,81 40 120,09 5
pds-30 45 316,73 46 322,87 5
pds- 40 50 961,21 49 933,71 11
pds-50 53 1701,76 50 1649,00 6
pds-60 54 2959,94 51 2798,58 6
pds-70 54 4648,39 52 4475,60 5
pds-80 51 6283,01 52 6388,71 14
pds-90 52 7875,59 53 8001,88 9
pds-100 55 9211,17 54 9055,51 7
Watson-1 80 9,08 83 9,34 19
Watson-2 66 14,18 66 14,28 8
* O método não resolveu o problema
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Note que ATDS obtém redução no número de iterações em 18 problemas teste,
além de resolver o problema dano3mip, que não é resolvido por PCx. A maior redução no
número de iterações é de 27 iterações no problema lp22, correspondendo a uma taxa de
aproximadamente 48%. A maior redução no tempo total é de 172,79 segundos no problema
pds-70, correspondendo a uma taxa de redução de aproximadamente 4% do tempo total.
No entanto, a maior taxa de redução do tempo total, que é de aproximadamente 44%,
ocorreu no problema lp22 com redução de 4,04 segundos. Embora lp22 obtenha uma
alta taxa redução de tempo total, este problema é relativamente pequeno. Problemas
com maiores tempo de resolução, como pds-70, são os que fornecem as maiores reduções
de tempo quando pelo menos uma iteração é reduzida por ATDS. Por outro lado, 10
problemas teste têm o número de iterações aumentado em no máximo duas iterações.
Além disso, os resultados mostram que 16 problemas têm o tempo total aumentado a uma
taxa aproximada de pelo menos 1%. A maior taxa de aumento do tempo total foi em torno
de 18% no problema tp-palko. Nos problemas teste que não tiveram alteração no número
de iterações, houve um aumento no tempo total de no máximo 2.5%. Na Figura 3, temos
o perfil de desempenho em relação ao número de iterações e na Figura 4 em relação ao
tempo total dos resultados da Tabela 2.
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Figura 3 – Número de iterações.
Pela Figura 3, observamos que ATDS é o mais eficiente, resolvendo cerca de
71% dos problemas teste em um menor número de iterações. Além disso, é o mais robusto,
visto que ATDS resolve todos os problemas teste. Em relação ao tempo total, podemos
observar na Figura 4 que ATDS é também mais eficiente, pois encontrou a solução ótima
mais rapidamente em torno de 58% dos problemas teste, enquanto que o PCx foi mais
rápido em aproximadamente 42% dos problemas.
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Figura 4 – Tempo total.
Observamos nos experimentos numéricos que na média o número de correções
de centralidade é menor para o ATDS em comparação com o mesmo número para o PCx.
Portanto, de acordo com o perfil de desempenho apresentado nas Figuras 3 e
4, podemos afirmar que o ATDS é mais eficiente e robusto que o PCx considerando os
problemas testados.
5.4.3 Comparação ATDS e o Algoritmo de ajustamento ótimo para p coorde-
nadas combinado com ATDS
Nesta subseção, apresentamos os resultados computacionais obtidos ao combinar
o algoritmo de ajustamento ótimo com o ATDS, o qual referenciamos por ATDS-AJ. Na
Tabela 4, é feita uma comparação dos resultados obtido, em relação ao número total de
iterações (k), o tempo total de resolução (s) e o número de iterações continuadas realizado
(ic). O valor de ω em (3.63) para ATDS-AJ é ω1 “ 0, 94, pois assim ATDS-AJ obtém
resultados mais competitivos com ATDS, que utiliza ω1 “ 0, 96.
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Tabela 4 – Comparação entre ATDS e ATDS-AJ.
Problema ATDS ATDS-AJ
k t(s) ic k t(s) ic
baxter 26 24,34 12 26 23,33 6
dano3mip 31 7,70 13 30 7,42 11
dbic1 46 12,77 22 45 12,51 11
dbir1 24 28,34 7 24 28,32 4
dbir2 26 35,91 8 25 34,89 5
ex3sta1 8 131,30 2 8 130,39 2
lp22 29 5,20 7 45 7,57 1
nsct1 21 78,13 7 22 81,54 6
nsct2 26 99,22 10 28 105,88 6
rlfdual 14 6,05 0 15 6,42 0
route 18 3,02 4 19 3,14 4
seymourl 16 22,73 8 16 22,67 8
slptsk 20 34,20 12 20 34,32 9
south31 15 33,00 10 16 34,92 5
rlfprim 9 5195,92 0 9 5184,32 0
fome11 47 31,96 4 43 29,31 3
fome12 40 54,77 4 39 53,66 4
fome13 39 107,46 4 42 114,73 3
fome20 40 120,94 5 41 123,04 3
fome21 46 268,21 4 47 272,81 3
Ts-palko 19 130,10 13 18 123,96 5
tp-6 23 486,99 17 23 487,59 17
degme 25 1308,58 23 23 1209,60 8
karted 15 455,30 13 15 455,31 7
dfl001 38 12,97 4 38 13,06 3
pds-06 29 2,48 10 29 2,47 8
pds-10 31 12,12 7 32 12,60 5
pds-20 40 120,09 5 41 122,31 3
pds-30 46 322,87 5 44 310,88 4
pds-40 49 933,71 11 49 932,21 5
pds-50 50 1649,00 6 50 1645,82 6
pds-60 51 2798,58 6 50 2746,56 6
pds-70 52 4475,60 5 56 4792,80 4
pds-80 52 6388,71 14 51 6264,31 5
pds-90 53 8001,88 9 53 8008,47 5
pds-100 54 9055,51 7 52 8727,85 4
Watson-1 83 9,34 19 78 9,01 10
Watson-2 66 14,08 8 65 14,21 5
Capítulo 5. Experimentos computacionais 90
Observe que no ATDS-AJ ocorre redução no número de iterações em 13
problemas teste, comparando com ATDS. A maior redução foi de 4 iterações no problema
fome11, correspondendo a uma taxa de aproximadamente 8, 5%. Além disso, este é
o problema que apresenta a maior taxa de redução de tempo entre os 13 problemas
que tiveram o tempo reduzido, com aproximadamente 8, 3%. Embora com uma taxa
menor de redução do tempo total, os problemas degme, pds-60, pds-80 e pds-100, que
apresentam maiores tempo de resolução, são os que obtêm as maiores reduções de tempo,
com aproximadamente 99, 52, 124 e 327 segundos, respectivamente. Por outro lado, 12
problemas testes tiveram o número de iterações e o tempo total de resolução aumentados.
O maior aumento foi no problema lp22, de aproximadamente 55% no número de iterações
e 45% no tempo total. Nos demais problemas testes, que tiveram o número de iterações
inalterados, o aumento ou redução no tempo não foi superior a 1%. Note que ATDS-
AJ obtém, na maioria dos problemas teste, um número menor de iterações continuadas
realizadas comparado com ATDS.
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Figura 5 – Número de iterações.
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Figura 6 – Tempo total.
Pela Figura 5, observamos que a diferença de desempenho entre os dois métodos
é muito pequena. Note que, ATDS-AJ é ligeiramente mais rápido se considerarmos a taxa de
desempenho igual a 1. Esta relação se inverte para taxa de desempenho aproximadamente
1,05. Além disso, ATDS é ligeiramente mais robusto para esses problemas testes. A partir
da Figura 6 podemos chegar às mesmas conclusões com relação ao tempo total.
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Capítulo 6
Conclusões
Neste trabalho, aperfeiçoamos o método de pontos interiores preditor corretor
com as múltiplas correções de centralidade. O maior esforço computacional, em cada
iteração deste método, está na resolução de dois sistemas lineares para determinar a direção
preditora corretora e sistemas lineares adicionais dependendo do número de correções de
centralidades realizadas, com uma mesma matriz dos coeficientes. Utilizando eliminações
de variáveis para resolver estes sistema lineares, obtemos um sistema de equações normais.
Uma abordagem muito utilizada para resolvê-lo é determinando a fatoração de Cholesky
da matriz de coeficentes. Ao utilizar as múltiplas correções de centralidade, o método
preditor corretor obtém uma direção de busca que possibilita que o método prossiga na
vizinhança da trajetória central, que passos maiores sejam dados e que uma melhoria na
convergência seja obtida. Dessa forma, muitos pesquisadores consideram essa variação
dos métodos de pontos interiores a mais eficiente. No entanto, para muitos problemas a
fatoração de Cholesky é muito cara, aumentando custo computacional em cada iteração
do método de pontos interiores.
Propomos uma nova abordagem para a melhoria do método preditor corretor,
além das múltiplas correções de centralidade, apresentamos a iteração continuada. A
iteração continuada para o método de pontos interiores preditor corretor com as múltiplas
correções de centralidade é apresentada, com o objetivo de reduzir o número de iterações
e o tempo computacional que este método utiliza para resolver problemas de programação
linear de grande porte. A iteração continuada é utilizada quando os tamanhos dos passos a
serem dados em uma iteração são menores que o passo de Newton. Ela tem como propósito
calcular uma direção continuada que, combinada com a direção preditora corretora, resulte
em tamanhos de passos maiores para determinadas componentes, não violando a condição
de ponto interior. Esta abordagem não garante que o ponto esteja próximo da trajetória
central. Dessa forma, é utilizada antes que as múltiplas correções de centralidade sejam
realizadas.
A direção continuada é mantida muito próxima da direção preditora corretora,
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de forma que possibilite o aumento dos tamanhos dos passos primal e dual, reduzindo as
infactibilidades, melhorando a convergência. Duas formas de utilizar as direções continuadas
foram propostas, a direção moderada e a direção simples. A direção moderada é determinada
satisfazendo aproximadamente o sistema linear que encontra a direção preditora corretora,
anulando as componentes da direção que realizaram bloqueio. Além disso, a fatoração de
Cholesky já calculada na iteração do método é utilizada para resolver sistemas lineares
adicionais envolvidos com a matriz ADAt. Por outro lado, a direção simples recebe os
valores da direção preditora corretora calculada, anulando as componentes que realizaram
bloqueio. Esta direção tem a vantagem de não exigir a resolução de sistemas lineares
adicionais. Duas formas de utilizar as direções continuadas foram apresentadas, as formas
avançada e atrasada, diferindo entre si pela combinação feita entre direção preditora
corretora e a direção continuada. Uma análise dos resíduos foi realizada com as formas
avançada e atrasada, impondo critérios para a utilização da direção continuada para
melhoria do método de pontos interiores.
Os experimentos computacionais realizados mostraram que a forma atrasada da
direção simples para a iteração continuada, ATDS, foi a que apresentou melhores resultados
entre as formas de utilização e as direções continuadas apresentadas. Comparando PCx
e ATDS, os resultados mostraram que ATDS é mais eficiente e robusto que PCx, pois
determina a solução dos problemas testados rapidamente, além de resolver um problema
teste não resolvido pelo PCx. Ao introduzir o algoritmo de ajustamento ótimo para p
coordenadas ao ATDS, um método tão eficiente quanto o ATDS é obtido. Embora os
problemas teste de maior tempo de resolução não forneçam a maior taxa de redução
de tempo, estes apresentam uma economia de tempo total maior ao ter ao menos uma
iteração reduzida.
Portanto, a iteração continuada pela forma atrasada da direção simples com-
binada com o método de pontos interiores preditor corretor com múltiplas correções
resultou em um método de pontos interiores eficiente e robusto. Utilizando o algoritmo de
ajustamento ótimo para p coordenadas, obtemos um método tão eficiente quanto o ATDS.
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Apêndice A
Função Lagrangiana
Considere o problema:
min fpxq
s.a hipxq “ 0 i “ 1, . . . ,m.
(A.1)
em que fpxq : Rn Ñ R, hipxq : Rn Ñ R, i “ 1, . . . ,m.
Por conveniência de notação, assumimos a função hpxq : Rn Ñ Rm, em que
h “ ph1, . . . , hmq.
A função Lagrangiana lpx, λq : Rn ˆ Rm Ñ R associada ao problema (A.1) é
dada por [5]:
lpx, λq “ fpxq ` λthpxq.
Proposição 1 (Condições necessárias de 1a e 2a ordem) Seja x˚ um
ponto de mínimo local de f sujeito a hpxq “ 0 e assumindo que ∇h1px˚q, . . . ,∇hmpx˚q
são linearmente independentes. Então existe um único vetor λ˚ “ pλ˚1 , . . . , λ˚mqt, tal que:
∇fpx˚q `
mÿ
i“1
λ˚i∇hipx˚q “ 0.
Os elementos λ˚ são chamados de multiplicadores de Lagrange.
Assumindo f, g P C2, temos:
ytp∇2fpx˚q `
mÿ
i“1
λ˚i∇2hipx˚qq y ě 0,
para todo y PMpx˚q, em que Mpx˚q “ ty | ∇hipx˚qty “ 0, i “ 1, . . . ,mu.
Podemos escrever esta proposição de forma compacta, sendo que:
Se x˚ é um mínimo local e ∇h1px˚q, . . . ,∇hmpx˚q são linearmente independen-
tes, então:
∇xlpx˚, λ˚q “ 0 e ∇λlpx˚, λ˚q “ 0, (A.2)
ytLpx˚qy ě 0 @y PMpx˚q, (A.3)
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em que Lpx˚q “ ∇2fpx˚q `
mÿ
i“1
λ˚i∇2hipx˚q.
A condição (A.2) é conhecida como condição necessária de primeira ordem e a
condição (A.3) como condição necessária de segunda ordem.
Proposição 2 (Condições suficientes de 2a ordem) Sejam f, g P C2, x˚ P
Rn e λ˚ P Rm que satisfazem:
∇xlpx˚, λ˚q “ 0 e ∇λlpx˚, λ˚q “ 0;
ytLpx˚qy ě 0 @y ‰ 0 com ∇hpx˚qty “ 0.
Então x˚ é um mínimo local estrito de f sujeito hpxq “ 0.
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Apêndice B
Perfil de Desempenho
O perfil de desempenho é uma ferramenta para avaliar e comparar o desempenho
de métodos em otimização, introduzido por Dolan e Moré [15]. Considerando que temos
ns métodos e np problemas, podemos comparar os métodos em medidas diferentes de
desempenho, por exemplo, tempo de processamento, número de iterações, entre outros,
que denominamos custo. Considere S o conjunto de métodos e P conjunto de problemas,
o desempenho do método s para resolver um problema p é comparado com o melhor
desempenho de qualquer método s P S com respeito a este problema, para isso é utilizada
a taxa de desempenho dada por:
rp,s “ tp,sminttp,s : s P Su ,
em que tp,s é o custo necessário para resolver o problema p pelo algoritmo s. Considerando
o parâmetro rm fixo, rm ě rp,s para um p escolhido, temos que, rm “ rp,s se s não resolve
o problema p.
A função de distribuição acumulada ρs para a taxa de desempenho rp,s é
definida [15] por:
ρs : R ÝÑ r0, 1s
ρspτq “ 1
np
| B |,
em que | B | é a cardinalidade de B “ tp P P |rp,s ď τu. Então, ρs é a probabilidade do
método s P S resolver um problema a um fator τ, da melhor taxa de desempenho.
Assim, para um dado τ, o melhor método é o que possui o maior valor de ρspτq.
Se estamos interessados no método mais eficiente, necessitamos somente comparar os
valores da função de cada método quando τ “ 1. Considere rp,s P r1, rms, em que rp,s “ rm
somente quando algum problema p não é resolvido pelo método s. Tomando ρsprmq “ 1, a
probabilidade que o método resolve um problema é dada por:
ρ˚s “ lim
τÑrm´
ρspτq.
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Logo, se estamos interessados somente no método mais robusto, necessitamos comparar os
valores de ρ˚s de todos os métodos e escolher o de maior valor.
