I. INTRODUCTION I
N MULTIOBJECTIVE decisionmaking problems (MDMP), multiple objectives are usually noncommensurable and cannot be combined into a single objective. Moreover, the objectives usually conflict with each other in that any improvement of one objective can be achieved only at the expense of another. Consequently, the aim is to find a compromise or satisficing solution of a decisionmaker (DM), which is also Pareto optimal based on his/her subjective value judgement [1] , [2] , [6] , [9]-[12] , [14] , [40] . Three most promising types of approaches for the determination of a compromise or satisficing solution of MDMP have been developed, which are (1) goal programming approaches [3] , [4] , [15] , [16] , [20] ; (2) interactive approaches [8] , [24] - [29] , [33] , [34] , [36] , [37] , [38] , [44] ; and (3) fuzzy programming approaches [13] , [19] , [30] - [32] , [41] - [43] .
The goal-programming approaches, which assume that the DM can specify his/her goals of the objective functions, first appeared in 1961 text by Charnes and Cooper [3] in order to deal with multiobjective linear programming Manuscript received December 8, 1984; revised July 7, 1985 . M. Sakawa is with the Department of Systems Engineering, Faculty of Engineering, Kobe University, Kobe 657, Japan.
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(MOLP) problems. Subsequent works on goal programming approaches have been numerous including [4] , [15] , [16] , and [20] .
The interactive approaches, which assume that the DM is able to give some preference information on a local level to a particular solution, were first initiated by Geoffrion et al [8] and further developed by many researchers such as [24] - [29] , [33] , [34] , [36] [37] [38] , [44] .
The fuzzy programming approaches, which assume that the fuzzy goals of the DM can be quantified by eliciting his/her membership functions, were first introduced by Zimmermann [41] in solving MOLP problems and further extended by several investigators such as [13] , [19] , [30] - [32] , [42] , [43] .
Naturally, each of these approaches has its own advantages and disadvantages relative to the others. Therefore in this paper we present a new interactive fuzzy satisficing method by incorporating the desirable features of both the goal programming approaches and the interactive approaches into the fuzzy approaches. After determining the membership functions for each of the objective functions through the interaction with the DM, if the DM specifies his/her reference membership values, the augmented minimax problem is solved, and the DM is supplied with the corresponding Pareto optimal solution and the trade-off rates between the membership functions. Then by considering the current values of the membership functions together with the trade-off rates, the DM responds by updating his/her reference membership values and the satisficing solution for the DM can be derived efficiently from among a Pareto optimal solution set. On the basis of the proposed method, a time-sharing computer program is written in Fortran to implement man-machine interactive procedures. The industrial pollution control problem in the industrialized areas near Osaka City in Japan is formulated, and the interaction processes are demonstrated along with the computer outputs.
II. INTERACTIVE FUZZY SATISFICING DECISIONMAKING
In general, the multiobjective nonlinear programming (MONLP) problem is represented as the following 0018-9472/85/1100-0720$01.00 ©1985 IEEE vector-minimization problem:
(1) where x is an «-dimensional vector of the decision variables / λ (χ), ' -m ,f k (x) are k distinct objective functions of the decision vector x, g x (.x),· · ·, g m {x) are m inequality constraints, and X is the feasible set of constrained decisions.
Fundamental to the MONLP is the Pareto optimal concept, which is also known as a noninferior solution. Qualitatively, a Pareto optimal solution of the MONLP is one where any improvement of one objective function can be achieved only at the expense of another. Mathematically, a formal definition of a Pareto optimal solution to the MONLP is given in the following.
Definition 1 (Pareto optimal solution): A decision x* e X is said to be a Pareto optimal solution to the MONLP, if and only if there does not exist another x e X such that fi(x)<:fi(x*), / = 1, · · · k, with strict inequality holding for at least one /.
In practice, however, since only local solutions are guaranteed in solving a scalar optimization problem by any standard optimization technique, unless the problem is convex, we deal with local Pareto optimal solutions instead of global Pareto optimal solutions. The concept of local Pareto optimal solutions was first introduced by Geoffrion [7] Definition 2 (local Pareto optimal solution): A decision x * G X is said to be a local Pareto optimal solution to the MONLP if and only if there exists an r > 0 such that x* is Pareto optimal in I n N(x*, r), i.e. there does not exist another x e X n N(x* 9 r) such that / Z (JC) < /■(**), / = 1,· · ·, /c, with strict inequality holding for at least one i, where N(x*, r) denotes the set {x\x e E n , \\x-x*\\ < r). Usually, local Pareto optimal solutions consist of an infinite number of points, and some kinds of subjective judgement should be added to the quantitative analyses by the DM. The DM must select his/her local compromise or satisficing solution from among local Pareto optimal solutions.
In this paper, assuming that the DM has imprecise or fuzzy goals for each of the objective functions in the MONLP, we propose a new interactive fuzzy satisficing method.
In a minimization problem, a fuzzy goal stated by the DM may be to achieve "substantially less" than A. This type of statement can be quantified by eliciting a corresponding membership function.
In order to elicit a membership function μ^(χ) from the DM for each of the objective functions fix), / = 1,· · ·, k we first calculate the individual minimum f t min and maximum f max of each objective function f(x) under given constraints. By taking account of the calculated individual minimum and maximum of each objective function, the DM must determine his/her subjective membership function Hf.(x) which is a strictly monotonically decreasing function with respect to f(x). Here, it is assumed that μ / (x) = 0 or -> 0, if f(x) > f° and μ^(χ) = 1 or -> 1, if fix) < / / , where f° is an unacceptable level for f(x), and f} is a totally desirable level for /,·(*) within f mm and irnax After determining the membership functions for each of the objective functions, in order to generate a candidate for the satisficing solution, which is also local Pareto optimal, the DM is asked to specify his/her reference levels of achievement of the membership functions, called reference membership values, which can be viewed as an obvious extension of the idea of the reference point of Wierzbicki [37] . For the DM's reference membership values μ^, / = 1, · · · k, the corresponding local Pareto optimal solution, which is in a sense close to his/her requirement (or better, if the reference membership values are attainable), can be obtained by solving the following augmented minimax problem, where it is assumed that the difference (fi fj -μ^ (χ) ) is of equal importance to the DM. Thus is added to the usual minimax problem, where p is a sufficiently small positive scalar. Thus the augmented minimax problem is a natural extension of the usual minimax problem. Such an augmented minimax problem can be viewed as a modified fuzzy version of the augmented weighted Tchebycheff norm problem of Steuer and Choo [36] or Choo and Atkins [5] .
It should be emphasized here that the augmented minimax problem is simply used as a means of generating a local Pareto optimal solution, and if the DM is not satisfied with the current local Pareto optimal solution, it is possible for him/her to improve the solution by updating his/her reference membership values.
The relationships between the local optimal solutions of the augmented minimax problem and the local Pareto optimal concept of the MONLP can be characterized by the following theorems.
Theorem 1: If x* is a local optimal solution to the augmented minimax problem for some \x f = (A/^* · -,^) , then JC* is a local Pareto optimal solution to the MONLP.
Proof: Assume that x* is not a local Pareto optimal solution to the MONLP, then there exists x e X Π N(x*, r) such that /(3c) < / ( * * ) or equivalently μ^χ) > μ^χ*)
or fi f -μ / ( χ ) < A/ -/*/(**), where μ 7 (χ) = (/iy (x),· · ·, μ^(χ)). Then it holds that max (jLty -/Ay.(x)) < max (Ay. -
This means that
which contradicts the fact that i * is a local optimal solution to the augmented minimax problem (2) . Hence x* is a local Pareto optimal solution to the MONLP. Theorem 2: If x* e X is a local Pareto optimal solution to the MONLP with 0 < μ Λ (χ*) < 1 holding for all i, then there exists A/ = (A/^* * ' > £/*) s u c n t n a t ** is a local optimal solution to the augmented minimax problem.
Proof: Assume that x* is not a local optimal solution to the augmented minimax problem (2) for any A/ satisfying
Then there exists x e X n N(x*,r) such that
This implies that
Now if either any μ^ (x*) -μ^ (x) is positive or all μ^ (χ*) -μ^(χ) 9 / = 1,· · ·, k, are zero, this inequality would be violated for sufficiently small positive p. Hence must hold. Since by the assumption 0 < / x / ( x * ) < l , we have / ( x * ) > / ( x ) , which contradicts the fact that x* is a local Pareto optimal solution to the MONLP and the theorem is proved. As can be seen from the above proofs, it should be noted here that an obvious advantage of the augmented minimax problem over the usual minimax problem is that local Pareto optimality is guaranteed even if the uniqueness assumption for the solution is absent, because of the presence of the augmented term.
The geometric interpretation of the augmented minimax problem is as follows. Let us assume that (w*,x*) be an optimal solution to the augmented minimax problem (4) with all the inequality constraints of (4) or, using the above
Added insight can be obtained by comparing the isoquants of the minimax problem and the augmented minimax problem as depicted in Fig. 1 , where, in general
This relation shows that Θ is monotone increasing with respect to p. Thus for sufficiently small positive scalar, augmented minimax problems overcome the possibility to generate weak Pareto optimal solutions as was shown in Theorems 1 and 2. Hence augmented minimax problems are attractive for generating Pareto optimal solutions even if appropriate convexity assumptions are absent.
To verify the relation (7), we merely observe that the cosine of the angle Θ between the normal vector ( -p, · · ·, -p, -1 -p, -p, · · ·, -p) of the isoquant of the augmented minimax problem and the normal vector (0, · · ·, 0, -1,0, · · ·, 0) of the isoquant of the minimax problem is given by coso = (1 + p ) / y 1 + 2p + kp 2 .
uf ( Naturally, p should be a sufficiently small, but computationally significant, positive scalar. However, for practical purposes, a computationally significant lower bound p may be where a is the precision figure of the computer, and b is the figure of each membership values which the DM can distinguish. In most cases, a computationally significant value of p = 10 " 3 ~ 10 ~5 should suffice. Now given the local Pareto optimal solution for the reference membership values specified by the DM by solving the corresponding augmented minimax problem (3), the DM must either be satisfied with the current local Pareto optimal solution, or act on this solution by updating his/her reference membership values.
In order to help the DM express his/her degree of preference, trade-off information between a standing membership function μ^(χ) and each of the other membership functions is very useful. Such a trade-off between /iy (x) and μ^(χ) for each i = 2,· · ·, k is easily obtainable since it is closely related to the strict positive Lagrangian multipliers of the augmented minimax problem (3) . Let the Lagrangian multipliers associated with the constraints of the augmented minimax problem (3) be denoted by λ,, / = 1, · · ·, A:. If all λ, > 0 for each /', then by extending the results in Haimes and Chankong [12] , it can be proved that the following expression holds
1 Mathematically, it is assumed that 1) (v*, x*) is a regular point of the constraints of the augmented minimax problem 3); 2) the second-order sufficiency conditions are satisfied at (v*,x*); and 3) there are no degenerate constraints at (v*, x*), where (i;*, x*) is an optimal solution to the augmented minimax problem (3).
The formal proof of this relation can be found in Yano and Sakawa [39] and will therefore be omitted. However, geometrically, we can understand it as follows. In (μ^, ju /2 ,· · -9 μ /9 ν) space, the tangent hyperplane at some point on Pareto surface can be described by
The necessary and sufficient condition for the small displacement from this point belongs to this tangent hyperplane is AH = 0 or equivalently ΛχΔμ^ + a 2 Ajii /2 4-· · · +α Α Δ/ι /Λ + bAv = 0. For fixed values of Δ/γ = 0 (j = 2,· · -9 k 9 j Φ i) and Δυ = 0 except μ /χ and μ^9 we have βχΔμ^ 4-ο,-Δ/Xy. = 0. Similarly, for fixed values of Δμ^ = 0 (/ = 1,· · ·, k 9 / Φ j) except μ^ and v, we have Λ,-Δ/Α^. 4-bbv = 0. It follows from the last two relations that
Consequently, it holds that
Now using the Lagrangian multipliers It should be noted here that in order to obtain the ) v " trade-off rate information from (9), all the constraints of '' the augmented minimax problem (3) and right sides of b t . Fig. 2 illustrates the graph of the fuzzy equal membership function where the left function is hyperbolic inverse and the right function is exponential.
Having determined the membership functions for two types of fuzzy goals, if the DM specifies his/her reference membership values, the corresponding augmented minimax problem (3) is solved in order to generate a candidate for the satisficing solution.
When fuzzy equal is included in the fuzzy goals of the DM, it is desirable that /)(*) should be as close to b t as possible. Consequently, the notion of local Pareto optimal solutions defined in terms of objective functions cannot be applied. For this reason, we introduce the concept of local M-Pareto optimal solutions which is defined in terms of membership functions instead of objective functions, where M refers to membership.
Definition 3 (local M-Pareto optimal solution): A decision x* e X is said to be a local M-Pareto optimal solution to (11), if and only if there does not exist another x e X n N(x*, r) such that μ^(χ) > H/(x*), / = 1,· · ·, k, with strict inequality holding for at least one i.
Observe that the set of local Pareto optimal solutions is a subset of the set of local M-Pareto optimal solutions. Using the concept of local M-Pareto optimality, the following M-Pareto version of Theorems 1 and 2 can be obtained.
Theorem 3: The i * G I is a local M-Pareto optimal solution to (11), if and only if there exists jay = (μ^, · · ·, μ^) such that x* is a local optimal solution to the augmented minimax problem. The proof of this theorem is much like that of Theorems 1 and 2 and thus is omitted.
Following the above discussions, we can now construct the interactive algorithm in order to derive the local satisficing solution for the DM from among the local M-Pareto optimal solution set. The steps marked with an asterisk involve interaction with the DM.
Step 0 (Individual Minimum and Maximum): Calculate the individual minimum f™* and maximum f ( max of each objective function f t (x) under given constraints.
Step 1 * (Membership Functions): Elicit a membership function /Xy(jc) from the DM for each of the objective functions.
Step 2 (Initialization): Set the initial reference membership values μ^ = 1, i = l,'-,k and set the iteration index r = 1.
Step 3 (Local M-Pareto Optimal Solution): Set jû, y = μγ\ / = 1,· · · , / : , solve the corresponding augmented minimax problem to obtain the local M-Pareto optimal solution jc ( r ) ,/(jc ( r ) ) and the membership function value jUy(x (r) ) together with the trade-off rate information between the membership functions.
Step 4 Set r = r + 1 and return to Step 3. Here it should be stressed for the DM that any improvement of one membership function can be achieved only at the expense of at least one of the other membership functions.
III.
A N INTERACTIVE COMPUTER PROGRAM Fuzzy satisficing decisionmaking processes for multiobjective nonlinear programming (MONLP) problems include eliciting a membership function for each of the objective functions and reference membership values from the DM. Thus, interactive utilization of computer facilities is highly recommended. Based on the method described earlier, we have developed a new interactive computer program. Our new package includes graphical representations by which the DM can figure the shapes of his/her membership functions, and he/she can find incorrect assessments or inconsistent evaluations promptly, revise them immediately, and proceed to the next stage more easily.
Our program is composed of one main program and several subroutines. The main program calls in and runs the subprograms with commands indicated by the user. Here we give a brief explanation of the major commands prepared in our program.
MINMAX Displays the calculated local individual minimum and maximum of each of the objective functions under the given constraints. MF Elicit a membership function from the DM for each of the objective functions. GRAPH Depicts graphically the shape of the membership function for each of the objective functions. GO Derives the satisficing solution for the DM from among the local M-Pareto optimal solution set by updating the reference membership values. STOP Exits the program. SAVE Saves all the necessary information, which has been put in, in a file. READ Restores the information which was saved in the file.
In our computer program, the DM can select his/her membership function in a subjective manner by considering the rate of increase of membership of satisfaction from among the following five types of functions: linear [41] , exponential, hyperbolic [19] , hyperbolic inverse and piecewise linear [13] Here, it is assumed that μ^(χ) = t ir f t {x) + ^ (i.e., i /r is the slope and s ir is the ^-intercept) for each segment g ir-i </)·(*)< gir-The piecewise linear membership function can be determined by asking the DM to specify the degree of membership in each of several values of objective functions within / z max and f min .
IV. A N APPLICATION TO ENVIRONMENTAL PROBLEMS
Consider the application of the proposed method to an industrial area in Japan. The middle part of Osaka Prefecture is one of the most highly industrialized areas in Japan. Osaka City, which is the second largest industrial and commercial area in Japan, contains many small rivers which are branches of the Yodo River. The Yodo River is an important source of drinking water for Osaka's residents, but water pollution in the Yodo River basin has become increasingly serious. Air pollution is also at critical level in the greater Osaka area. In addition, the water supply capacity is limited in this area. Moreover, the limitations of land use in this area are obvious, since it is one of the most populous areas in Japan [23] .
Here the industrial pollution control problem for Osaka City is formulated as the following three objective optimization problem [24] ? 2 < | Σ * , / E * v | < < h (i4)
where
an industry (j = 1,· · ·, n\ n -20) capital value (book value of tangible fixed assets) in industry j actual capital value in industry j number of employees in industry j actual number of employees in industry j unit load .of chemical oxygen demand (COD) (/ = 1) or sulphur dioxide (S0 2 ) (/ = 2) per industrial shipment in industry j resource coefficient for land (/ = 1) or water (/ = 2) per industrial shipment in industry j capital coefficient, namely capital value per unit of shipments in industry j restriction for land (/ = 1) or water (/ = 2) upper (/ = 1) or lower (/ = 2) bound for the overall capital intensity (ratio of total capital value to total number of employees) bj, Aj parameters of the production function for each industry j , and α,β,α',β' parameters which represent friction (resistance) in the transfer of capital and labor.
The objective function f x is a Cobb-Douglas type of production function which is homogeneous of degree one and thus if to each factor the value of its marginal product is paid, total output is distributed between capital and labor in the production 1 -bj and b j9 respectively. This value should be maximized so as to increase the total production. The objective function f 2 is the total amount of COD and should be minimized so as to decrease the water pollution. The objective function f 3 is the total amount of S0 2 and should be minimized so as to decrease the air pollution. Constraints (13) are resource constraints, each of which is a land or water resource constraint. Constraint (14) is the technical constraint, which shows capital intensity as a whole. This has been utilized to indicate the direction of technological changes occurring as a result of the reformation of the industrial structure. Constraints (15) and (16) are frictional constraints: because drastic changes in the industrial structure are not desirable, frictional coefficients are imposed to provide upper and lower bounds for each decision variable. The problem is to find the compromise or satisficing allocation of production factors (capital and labor) to each industry under constraints (13) to (16).
The resource restrictions I\ and Γ 2 in the constraints (13) were assumed to be I\ = 232,200, Γ 2 = 200,000. The parameters q x and q 2 were supposed to be 1.4 and 0.9, respectively. The parameter for capital and labor, a, a\ and β, β\ were assumed to be a = a' = 0.903, ß = ß f = 1.070. The parameters for A J9 b j9 ij and oe ij9 y /y are shown in Table I and Table II , respectively. The code numbers of the industrial classification are explained in Table III . The sources for these data have been obtained mainly from Statistical Office of Osaka Prefecture [35] , the Ministry of International Trade and Industry [21] , and the Osaka Bureau of Trade and Industry [22] .
In applying our computer program to this problem, suppose that the interaction with hypothetical DM establishes the following membership function and the corresponding assessment values for the three objective functions
5 , / 2°5 ) = (147000,145000) f 3 : exponential,(/ 3°, / 3°5 , /3 1 ) = (110000,104000,102000).
In Fig. 3 the interaction processes using the time-sharing computer program under TSS of an ACOS-1000 digital computer at the computer center of Kobe University in Japan are explained-especially for the first iteration through the aid of some of the computer outputs. In this interaction, the initial values of the decision variables L 20 ) are set at their lower bounds.
Pareto optimal solutions are obtained by solving the augmented minimax problem using the revised version of for NSTOP time consecutive iterations, where FM is the current objective value, and OBJTST is the objective value at the start of the previous one dimensional search, NSTOP has a default value of 3. In Fig. 3 , it is shown that one of these conditions is satisfied. In this example, at the fourth iteration, the satisficing solution of the DM is derived and the values of the objectives and decision variables are shown in Fig. 4 . The CPU time required in this interaction process was 8.003, and the example session takes about ten minutes.
The satisficing allocation of capital and labor to each industry corresponding to the results obtained by interac- tion is summarized in Table IV together with the values in 1975.
The satisficing values for the objective functions can be interpreted as compromised values of the DM between the conflicting objectives which are the maximization of the production function and the minimization of two environmental factors (COD and S0 2 ). The satisficing solution for the decision variables Kj and L y shows the satisficing allocation of capital and labor to each industry. These results show that capital values in industry as a whole are reduced compared with the values in 1975. Capital formation in the coal and petroleum industry and in the chemicals and related products industry is especially severely reduced, and the nonferrous metals industry and the fabricated metal product industry decrease their capital formation. On the other hand, in consumer industries such as the lumber and furniture industries, as well as in machine industries such as the electrical machinery industry, capital formation is promoted.
V. CONCLUSION
In this paper, we have proposed an interactive fuzzy satisficing method using the augmented minimax problems in order to deal with the fuzzy goals of the DM in multiobjective nonlinear programming problems. In our interactive scheme, after determining the membership functions, the satisficing solution of the DM can be derived by updating his/her reference membership values based on the current values of the membership functions together with the trade-off rates between the membership functions. Furthermore, M-Pareto optimality of the generated solution in each iteration is guaranteed. Based on the proposed method, the time-sharing computer program has been written to facilitate the interaction processes. An application to the industrial pollution control problem in Osaka City demonstrated the feasibility and efficiency of both the proposed method and its interactive computer program by simulating the responses of the hypothetical DM. Although the actual DM for the formulated problem would of course select other values of the three objectives than the ones which were selected by the hypothetical DM used in this paper, the way to iterate and calculate is essentially the same. However, further applications must be carried out in cooperation with a person actually involved in decisionmaking. From such experiences the proposed method and its computer program must be revised. We hope that the proposed method and its extension will become efficient tools for man-machine interactive fuzzy decisionmaking under multiple conflict objectives.
