It is known that the variety parametrizing pairs of commuting nilpotent matrices is irreducible and that this provides a proof of the irreducibility of the punctual Hilbert scheme in the plane. We extend this link to the nilpotent commuting variety of parabolic subalgebras of M n (k) and to the punctual nested Hilbert scheme. By this method, we obtain a lower bound on the dimension of these moduli spaces. We characterize the numerical conditions under which they are irreducible. In some reducible cases, we describe the irreducible components and their dimension.
Introduction
Let k be an algebraically closed field of arbitrary characteristic. Let S [n] denote the Hilbert scheme parametrizing the zero dimensional schemes z n in the affine plane S = A 2 = Spec k[x, y] with length(z n ) = n. Several variations from this original Hilbert scheme have been considered. For instance, Briançon studied the punctual Hilbert scheme S [n] 0 which parametrizes the subschemes z n with length n and support on the origin [Br] , and Cheah has considered the nested Hilbert schemes parametrizing tuples of zero dimensional schemes z k 1 ⊂ z k 2 ⊂ · · · ⊂ z kr organised in a tower of successive inclusions [Ch1, Ch2] .
Let C(M n (k)) be the commuting variety of M n (k), i.e. the variety parametrizing the pairs of square matrices (X, Y ) with X ∈ M n (k), Y ∈ M n (k), XY = Y X. Many variations in the same circle of ideas have been considered since a first work of Gerstenhaber [Ge] who proved the irreducibility of C(M n (k)). For instance, one can consider C(a), where a ⊂ M n (k) is a subspace (often a Lie subalgebra), or N (a) ⊂ C(a) defined by the condition X, Y nilpotent (cf. e.g. [Pa, Bar, Pr, Bu, GR] ).
There is a well known connection between Hilbert schemes and commuting varieties. If z n ∈ S
[n] is a zero dimensional subscheme, and if b 1 , . . . , b n is a base of the structural sheaf O zn = k[x, y]/I zn , the multiplications by x and y on O zn are represented by a pair of commuting matrices X, Y . This link has been intensively used by Nakajima [Na] . Obviously, variations on the Hilbert scheme correspond to variations on the commuting varieties.
The goal of this paper is to study the punctual nested Hilbert schemes S [k,n] 0 and S [[k,n] ] 0 and their matrix counterparts N (p k,n ) and N (q k,n ). Here S [k,n] 0 ⊂ S [k] 0 ×S [n] 0 parametrizes the pairs of punctual schemes z k , z n with z k ⊂ z n and S [[k,n] ] 0 ⊂ S [k] 0 ×S
[k+1] 0 ×· · ·×S [n] 0 parametrizes the tuples z k ⊂ z k+1 · · · ⊂ z n , p k,n ⊂ M n (k) is a parabolic subalgebra defined by a flag F 0 ⊂ F k ⊂ F n with dim F i = i and q k,n is associated with a flag F 0 ⊂ F 1 · · · ⊂ F k ⊂ F n . Closely linked to this setting, q n,n is a Borel subalgebra of M n (k) and some properties of N (q n,n ) can be found in [GR] .
One of the reasons to study the nested punctual Hilbert schemes is that understanding their geometry is important to control the creation and annihilation operators on the cohomology of the Hilbert scheme introduced by Nakajima and Grojnowski [Na, Gr] . A typical application is the vanishing of a cohomology class which is the push-down of the class of a variety under a contractant morphism. It is then often necessary to describe the components and/or their dimension to simplify the computations [Na, Le, CE] .
Let P k,n , resp. Q k,n , be the groups of invertible matrices in p k,n , resp. q k,n . It acts on p k,n , resp. q k,n , by conjugation. In the Lie algebra setting, P k,n , resp. Q k,n , is nothing but the parabolic subgroup of GL n (k) with Lie algebra p k,n , resp. q k,n . Although P k,n and Q k,n are not reductive, it is possible in our context to make precise the connection between the Hilbert schemes and the commuting varieties by the following geometric quotient in the sense of Mumford [MFK] .
Let N cyc (p k,n ) and N cyc (q k,n ) be the open loci in N (p k,n ) × k n and N (q k,n ) × k n defined by the existence of a cyclic vector, i.e. these open loci parametrize the tuples ((X, Y ), v) with k[X, Y ](v) = k n . They are stable under the respective action of P k,n and Q k,n .
Theorem 3.2.
1. There exist geometric quotients q : N cyc (p k,n ) → N cyc (p k,n )/P k,n and q ′ : N cyc (q k,n ) → N cyc (q k,n )/Q k,n 2. There exist surjective morphisms π k,n :
3. There exist isomorphisms i : N cyc (p k,n )/P k,n → S
[n−k,n] 0 and i ′ :
. These isomorphisms identify the pro-jections to the Hilbert schemes with the geometric quotients, i.e. i • q = π k,n and i ′ • q ′ = π ′ k,n . This is directly inspired from the general construction of Nakajima's quiver varieties (see e.g. [Gi] ), the cyclicity being a stability condition in the sense of [MFK] . It can straightforwardly be generalized to any parabolic subalgebra of M n .
We then investigate the dimension and the number of components of N (p k,n ), N (q k,n ), S . Many of our proofs consider the problem for N (p k,n ), N (q k,n ) firstly and then use the above theorem and some geometric arguments to push down the information to the Hilbert schemes. Conversely, sometimes, we pull back the information from the Hilbert scheme to the commuting variety. The general philosophy is that the problems on the commuting varieties are in some sense "linear" versions of the corresponding problems on the Hilbert scheme which are "polynomial" problems. This explains why the most frequent direction of propagation of the information is from commuting varieties to Hilbert schemes. is irreducible if and only if k ∈ {0, 1, n − 1, n}. The variety N (p k,n ) is irreducible if and only if k ∈ {0, 1, n − 1, n}.
Theorem 5.12. S [[k,n] ] 0 is irreducible if and only if k ∈ {n − 1, n} or n 3. N (q k,n ) is irreducible if and only if k ∈ {0, 1} or n 3. When k = 2 or k = n − 2, we have precise results on the number of components and their dimensions. Theorem 7.3. Let w = q 2,n or p 2,n . Then N (w) is equidimensional of dimension dim w − 1. It has n 2 components.
Theorem 7.5. S follows from a transposition isomorphism between N (p k,n ) and N (p n−k,n ). Note however that there might be profound differences between the Hilbert schemes and the corresponding commuting variety because of the cyclicity condition, see remark 3.13.
Without any assumption on k ∈ [[0, n]], we have an estimate for the dimension of the components.
Proposition (Section 6).
Each irreducible component of S [[k,n] ] 0 has dimension at least n−1 which is the dimension of the curvilinear component. Each irreducible component of S [k,n] 0 has dimension at least n − 2, which is the dimension of the curvilinear component minus one. Each irreducible component of N (q k,n ) has dimension at least dim q k,n − 1. Each irreducible component of N (p k,n ) has dimension at least dim p k,n − 2.
Note that the result is not optimal for p k,n and S
as Theorems 7.3 and 7.5 shows.
Our approach does not depend on the characteristic of k. One reason that makes this possible is that we often rely on the key work of Premet in [Pr] made in arbitrary characteristic.
Reducible nested Hilbert schemes
Throughout the paper, we work over an algebraically closed field k of arbitrary characteristic.
In this section, we produce examples of reducible nested Hilbert schemes, and we identify some of their components via direct computations.
Let S = A 2 = Spec k[x, y] be the affine plane. We denote by S
[n] the Hilbert scheme parametrizing the zero dimensional subschemes z n ⊂ A 2 of length n. We denote by
the Hilbert scheme parametrizing the pairs (z k , z n ) with z k ⊂ z n . We denote by
the Hilbert scheme that parametrizes the tuples of subschemes (z k , z k+1 , . . . , z n ) with z k ⊂ z k+1 · · · ⊂ z n . An index 0 indicates that the schemes considered are supported on the origin. For instance, S
0 is the Hilbert scheme parametrizing the pairs (z k , z n ) with z k ⊂ z n and supp(z k ) = supp(z n ) = O.
All these Hilbert schemes have a functorial description. For the original Hilbert scheme, see [Gro] or [HM] for a modern treatment. For the nested Hilbert schemes see [Kee] . For the versions supported on the origin, a good reference is [Ber] . Section 3.1 will recall the main technical descriptions that we need.
is reducible.
Proof. Recall that a curvilinear scheme of length n is a punctual scheme which can be defined by the ideal (x, y n ) in some system of coordinates i.e. this is a punctual scheme included in a smooth curve. The curvilinear schemes form an irreducible subvariety of S [n] 0 of dimension n − 1 [Br] . We prove that S [k,n] 0 admits at least two components: the curvilinear component where z k and z n are both curvilinear (of dimension n − 1 since z k = (x, y k ) is determined by z n = (x, y n ) ) and an other component of dimension greater or equal than n − 1. The families that we exhibit below are special cases of more general constructions which give charts on the Hilbert schemes [Ev] .
Consider the set of subschemes z k z n , with equation I k and I n where
i=2 a i yx i−1 + bx n−2 ). Let ϕ be the change of coordinates defined by x → x, y → y − n−2 i=2 a i x i−1 . Then ϕ(I n ) = (x n−1 , yx, y 2 + bx n−2 ). In particular, for each choice of the parameters a i , b, the scheme z n has length n.
For each z n , there is a one dimensional family of subschemes z k ⊂ z n . We check this claim in the coordinate system where I n = (x n−1 , yx, y 2 + bx n−2 ).
All the ideals I n and I k are pairwise distinct since their generators form a reduced Gröbner basis for the order y >> x and a reduced Gröbner basis is unique. We thus have two families of dimension n−1, namely the curvilinear component and the family we constructed with the parameters (a i , b, c). It remains to prove that they cannot be both included in a same component V of dimension ≥ n. For this, we prove that the closure of the curvilinear locus is an irreducible component.
Let p be the projection S
0 be the curvilinear locus and C k,n = (p −1 (C n )) red be the reduced inverse image. Note that p restricts to a bijection between C k,n and C n . Let V be an irreducible variety containing the curvilinear locus
by [Br] and since p restricts to a bijection between C k,n and C n , we have dim
The number of components of S
is in general larger than the two components exhibited in proposition 2.1. We illustrate this claim in the case k = 2.
contains exactly ⌊n/2⌋ components of dimension n − 1.
Proof. Consider the action of the torus t.x = t k x (k >> 0) , t.y = ty on k[x, y] and the induced action on S [n] 0 . There is a Bialynicki-Birula decomposition of S [n] 0 with respect to this action. According to [ES, Proof of Proposition 4.2] , any cell is characterized by a partition of n, and the dimension of the cell with partition λ = (
There is a unique cell of dimension n − 1 of S [n] 0 and it is associated with the unique partition λ = (1, 1, . . . , 1) of n with λ 1 = 1. Geometrically, this cell parametrizes the curvilinear subschemes which intersect the vertical line y = 0 with multiplicity one. We call it the curvilinear cell and we denote it by F curv . There are ⌊n/2⌋ cells F λ ⊂ S
[n] 0 of dimension n−2 corresponding to the partitions λ with n boxes and λ 1 = 2 : one has to take λ = λ a,b := (2 a , 1 b−a ), with b ≥ a ≥ 1 and a + b = n.
Following [Ev] , we may be more explicit and describe the charts corresponding to the Bialynicki-Birula strata. We suppose n ≥ 3 since the proposition is clearly true for n = 2. If b = a, the Bialynicki-Birula stratum
) There is at most one term of degree one in the generators of the ideal, which appears when (b − a = 0, c 10 = 0) or (b − a = 1, e 1 = 0). In these cases, the corresponding point of the Bialynicki-Birula cell parametrizes a curvilinear scheme and it parametrizes a noncurvilinear scheme if b − a ≥ 2 or e 1 = 0 or c 10 = 0. There are ⌊n/2⌋ − 1 partitions λ a,b with b − a ≥ 2.
Consider the projection p : S
0 . The fiber p −1 (z n ) is set-theoretically a point if z n is curvilinear. If z n is not curvilinear, the fiber is P 1 , where (c : d) ∈ P 1 corresponds to the subscheme z 2 ∈ S
[2] 0 with ideal (cx + dy, x 2 , y 2 ). It follows that p −1 (F curv ) and p −1 (F λ a,b ) with b − a ≥ 2 are irreducible varieties of dimension n − 1. There are n 2 such irreducible varieties. To prove that their closures are irreducible components, note that S has dimension 0 or 1 thus the projection has dimension at least n − 2. If the projection has dimension n − 1, then the generic point of L maps to the generic point of the curvilinear component for dimension reasons, and L is the curvilinear component p −1 (F curv ). If the projection has dimension n − 2, then the generic point of L maps to the generic point of a Bialynicki-Birula cell of dimension n − 2, F λ a,b , or to a non closed point of F curv . Since the generic fiber has dimension 1, the generic point of L does not map to F curv nor to the generic point of F λ a,b , b − a ≤ 1. Hence L is included in one of the components p −1 (F λ a,b ) constructed above with b − a ≥ 2, and the equality follows from the equality of dimensions. has exactly ⌊n/2⌋ components of dimension n − 1.
More precisely, the universal ideal
with b − a ≥ 2 as above defines a n − 2 dimensional family of subschemes z n of length n. For each such subscheme z n , there is a one dimensional family of subschemes z n−2 (t) parametrized by t with z n−2 (t) ⊂ z n . In coordinates z n−2 (t) is defined by the ideal (P 0 /x, P 1 /x + tx b−1 , P 2 ). The couple (z n−2 , z n ) moves in dimension n − 1. Adding the curvilinear component, we obtain in this way the ⌊n/2⌋ components of dimension n − 1.
Hilbert schemes and commuting varieties
The goal of this section is to make precise the link between Hilbert schemes and commuting varieties in our context. More explicitly, we realize the Hilbert schemes S
as geometric quotients of the commuting varieties N cyc (p k,n ) and N cyc (q k,n ) by the groups P k,n and Q k,n (Theorem 3.2). As a consequence, we point out a precise connection between irreducible components of S
) and those of N cyc (p k,n ) (resp. N cyc (q k,n )) in Proposition 3.10. We first introduce the notation to handle the commuting varieties. Let M n,k be the set of n × k matrices with entries in k and let M n := M n,n . The associative algebra M n will more often be considered as a Lie algebra g via [A, B] := AB − BA and we will be interested in the action by conjugation of G = GL n on it (g · X = gXg −1 ). If w is a Lie subalgebra of M n and X ∈ w, we denote the centralizer (also called commutator) of X in w by
The set of elements of w which are nilpotent in M n is denoted by w nil . We define the nilpotent commuting variety of w:
Theorem 3.1. If X 0 denotes a regular nilpotent element of M n , we have
In particular, the variety
Recall that an element X ∈ M n is said to be regular if it has a cyclic vector, i.e. an element v ∈ k n such that X k (v)|k ∈ N = k n . This easily implies, and is in fact equivalent to, dim
There is only one regular nilpotent orbit. This is the orbit of nilpotent elements having only one Jordan bloc.
Originally stated in [Bar] using the correspondence with Hilbert schemes, we can find other proofs of this theorem in [Bas03] and [Pr] . In [Pr] , the result is proved whithout any assumption on char k. We have noted that an error lies in the proof of the key Lemma 3 of [Bar] and we do not know whether this Lemma remains true or not in its stated form. Nevertheless, the general strategy works and the interested reader should be able to fill the gap (e.g. with the tools described in the present paper).
Let V = k n and (e 1 , . . . , e n ) be its canonical basis. We will identify M n with gl(V ), the set of endomorphisms of V , thanks to this basis. For 1 i n, let V i = e 1 , . . . e i and U i := e i+1 , . . . e n . We define p k,n (resp. q k,n ) as the set of matrices X ∈ gl(V ) such that X(V k ) ⊆ V k (resp. X(V i ) ⊆ V i for all 1 i k). Given X ∈ p n,k , we denote by X (k) the linear map induced by X on V /V k . Let P k,n ⊂ GL n (resp. Q k,n ⊂ GL n ) be the set of invertible matrices of p k,n (resp. q k,n ). In the Lie algebra vocabulary, P k,n and Q k,n (resp. p k,n and q k,n ) are parabolic subgroups of GL n (resp. parabolic subalgebras of gl(V )) and Lie(P k,n ) = p k,n , Lie(Q k,n ) = q k,n . In fact, all the content of this section can easily be generalized to any parabolic subalgebra of gl(V ) and a corresponding nested Hilbert scheme.
We denote by N cyc (w) the set of triples (X, Y, v) with (X, Y ) ∈ N (w),
i.e. v is a cyclic vector for the pair X, Y . More precisely, we will define below a representable functor whose closed points are the triples (X, Y, v).
The groups P k,n and Q k,n naturally act on N cyc (p k,n ) and
The following theorem asserts that a GIT quotient in the sense of Mumford [MFK] exists, and that the quotients are nested punctual Hilbert schemes.
1. The geometric quotients q :
2. There exist surjective morphisms
.
There exist isomorphisms
. These isomorphisms identify the projections to the Hilbert schemes with the geometric quotients, i.e. i•q = π k,n and i
Functorial definitions
The proof of theorem 3.2 will rely on the functorial properties of the Hilbert scheme. The functorial description of the Hilbert scheme S [n] is classical, but we need to precise the functorial description of N cyc and of the variants S
of the Hilbert scheme that we use. Constructing the Hilbert scheme of the projective space, i.e. proving that the Hilbert functor is representable, is difficult [Gro, HM] . Once the construction has been done, many associated functors are easily shown to be representable. They are locally closed subfunctors of the Hilbert functor. This remark will apply to the Hilbert schemes that we introduce below. They are easily shown to be representable thanks to [HM, Proposition 2.7] or [Kee,
, and the natural evaluation morphisms
The first point of the following lemma shows that the closed points of N cyc (p k,n ) are the expected triples (X, Y, v). It could seem natural in the above definition of the functor A → m(A) to replace the condition
The second point of the lemma shows that this would add extra embedded components to N cyc (p k,n ) and we are not interested in these components.
(ii) The above conclusion may fail when replacing k by an arbitrary noetherian k-algebra R.
Proof. (i) From reduction theory, it is an elementary fact that X and Y are simultaneously strictly upper trigonalisable. Hence the equalities.
Let us now define functorially the localized Hilbert scheme. Consider the Hilbert-Chow morphism S
[n] → Sym n (A 2 ), and compose it with the natural map Sym
. We obtain a morphism ρ :
which set-theoretically sends a subscheme z n to the tuples of coordinates ({x 1 , . . . , x n }, {y 1 , . . . , y n }) where (x i , y i ) are the points of z n counted with multiplicities. A morphism Spec B → S [n] factorizes through ρ −1 (0, 0) if the corresponding ideal I(Z) ⊂ B[x, y] satisfies (x n , y n ) ∈ I(Z). However, this property gives a special status to the lines x = 0 and y = 0 as shown by the following example, whose verification is straightforward.
Consequently, we do not define S
[n] 0 as being ρ −1 (0, 0) and we ask for a definition which is more symmetric with respect to the lines. For this, we recall the well-known remark that a scheme z n of length n in S is supported on the origin if and only it is included in the fat point scheme with equation (x, y) n .
Definition 3.6. The Hilbert scheme S
[n] 0
represents the functor η from kalgebras to sets where η(A) is the set of ideals
Remark 3.7. In the above definition, A is not necessarily noetherian (see [HM] ). This will be useful in the proof of theorem 3.2, when we identify the categorical quotient N cyc (p k,n )/P k,n with a Hilbert scheme. In the context of the proof, we have no noetherian information on the categorical quotient a priori since P k,n is not reductive. The noetherianity of the quotient is a consequence of the proof.
For nested Hilbert schemes, the definition is as follows. represents the functor h from k-algebras to sets defined by h(A) = {(I, J)} where
The Hilbert scheme as a geometric quotient
In this section, we prove theorem 3.2
The cases of N cyc (p k,n ) and N cyc (q k,n ) are similar and we consider only the first case. The strategy is the following. We first construct a categorical quotient. Using the functorial properties of both the categorical quotient and of the Hilbert scheme, we construct the isomorphism of the third item.
Finally, using the description of the quotient via the Hilbert scheme, we show that the categorical quotient turns out to be a geometric quotient.
The action of P k,n , i.e. the morphism γ : 
Remark that the surjectivity of the A-linear maps ev ∆ n−k and ev ∆n is equivalent to their being an isomorphism ( [AtM] , Exercice 3.15), thus to their determinant being invertible in A. In particular, N cyc ∆ is defined by the nonvanishing of a determinant in N (p k,n ) × k n , hence it is affine. Since we have a covering of N cyc (p k,n ) with open affine P k,n -stable sets N cyc ∆ ≃ Spec A ∆ , it is possible to construct a categorical quotient on each open set as N cyc ∆ /P k,n := Spec A P k,n ∆ with the invariants functions. Since the group is not reductive, A
is not a priori finitely generated and we cannot apply [MFK, Thm 1.1] . We have to show without the general theory that the local quotients are algebraic (i.e. of finite type over k) and that the local constructions glue to produce a global categorical quotient.
Recall the functor h which defines the Hilbert scheme S
There is a morphism of functors m → h defined by
and a morphism of schemes π k,n :
associated with the morphism of functors. By construction, this map is invariant under the action of P k,n . From the universal property of the categorical quotient, we obtain a factorisation
whose image is in S ∆ , hence the factorisation
To prove that i ∆ is an isomorphism, we will construct an inverse ρ ∆ . 
This morphism is not canonically defined because of the arbitrary choice of the basis b 1 , . . . , b n . However, if ν 1 and ν 2 are two possible choices for the morphism ν, and if ϕ ∈ P k,n (A) = Hom(Spec A, P k,n ) is the decomposition matrix of the basis defining ν 1 on the basis defining ν 2 , then ν 2 = γ • (ϕ, ν 1 ), where γ is the action morphism. Since ν 1 and ν 2 differ from the action of P k,n , it follows that the morphism η = q • ν 1 = q • ν 2 is well defined. The map which sends (I, J) to η is a morphism of functors. This is the functorial description of a scheme morphism ρ ∆ : S ∆ → N cyc ∆ /P k,n . By construction, ρ ∆ and i ∆ are mutually inverse.
Since we proved that our local quotients N cyc ∆ /P k,n are isomorphic to an open set S ∆ of the Hilbert scheme S
, these local quotients are algebraic. Gluing these local quotients to form a global quotient N cyc (p k,n )/P k,n is straightforward: this corresponds to the gluing of the open sets S ∆ in the Hilbert scheme S
. The surjectivity of the morphism π k,n :
follows from the existence of the (noncanonical) local section ν constructed in the proof.
According to [MFK, Amplification 1.3] , to prove that the categorical quotient is a geometric quotient, it is sufficient to prove that the orbits are closed, i.e. that the fibers of π k,n are orbits. If a point p 1 , with evaluation map (ev n ) 1 , is in the fiber π −1 k,n (I, J), we get the following diagram, where J is the kernel of (ev n ) 1 and I is the kernel of ψ • (ev n ) 1 .
If p 2 is an other point in the fiber, we get a similar diagram with (ev n ) 2 instead of (
−1 (Ker(ψ)) = I, g sends I/J = Ker(ψ) = V k to itself. Thus g ∈ P k,n . By construction, the points p 1 and p 2 satisfy p 2 = g · p 1 and they are in the same orbit.
From N to N
In the previous section, the Hilbert schemes S
have been constructed as quotients of the schemes N cyc (p k,n ) and N cyc (q k,n ) which parametrize triples (X, Y, v) . In this section, we show how to throw off the data v. From this point and until the end of the article, we only need to work with the underlying variety structure on our schemes. In particular, we will consider the following variety for w = p k,n or q k,n :
and, since these elements generates V , we have g = Id.
(ii) Let g :
by the cyclicity condition. Moreover g is linear and g.
In particular, g stabilizes X by cyclicity of v 2 and the same holds for Y . A similar argument shows that any subspace V i ⊂ V stable under X and Y is stabilized by g. The cyclicity property implies that g.v 1 = S(X, Y )(v 1 ) and that V i is generated by (R l (X, Y )(v 1 )) l for some polynomials S,
Hence g stabilizes each such subspace V i and the result follows from the definitions of P k,n and Q k,n .
It follows from Lemma 3.9(ii) that the following set-theoretical quotient map
is well defined where ev n−k :
and ev n :
. This also allows to define π
Proposition 3.10. π k,n induces a bijection between irreducible components of S
of dimension m and irreducible components of
and N cyc (q k,n ).
Proof. As usual, we give a proof only for p k,n . Let f : Z 1 → Z 2 be an open surjective morphism with irreducible fibers. Then, the pre-image by f of any irreducible component of Z 2 is irreducible (e.g. see [TY, Proposition 1.1.7] ). On the other hand, the image of any irreducible component of Z 1 by f is irreducible. Hence f induces a bijection between irreducible components of Z 1 and Z 2 .
Then, since a geometric quotient by a connected group satisfies the above assumptions on f , we can apply the previous argument to π k,n . It also works for pr :
. The dimension statement follows since fibers of π k,n are of dimension dim p (Lemma 3.9 (i)) and those of pr
Remark 3.11. We have defined N cyc (w) as a variety. In fact, using a suitable definition as a scheme of N cyc (w) and using similar arguments to those of Section 3.2, one can show that π k,n and π ′ k,n can be seen as morphisms and that they are geometric quotients. Writing down this would add complexity to the current presentation. Since everything that will be needed in the sequel lies in Proposition 3.10, we omit the proof.
The correspondence with commuting varieties allows us to see in an elementary way some non-trivial facts on the Hilbert scheme. We give an example.
, there exists a chain of intermediate subschemes z n−k ⊂ z n−k+1 ⊂ · · · ⊂ z n . In other words, the projection map S
is surjective. The same holds for the projection map S
Proof. The first assertion follows from the fact that any commuting pair
is simultaneously trigonalizable by an element of GL V k ⊂ P k,n . Hence, in the new basis, it stabilizes the flag V 1 ⊂ V 2 , · · · ⊂ V k . The second one is the same argument applied to the pair (
Remark 3.13. Note that the opposite of the transposition yields a Lie algebra isomorphism between p k,n and p n−k,n . Hence the two varieties N (p k,n ) and
We use this duality in Lemma 5.7 where we pull back informations related to irreducibility from S [1,n] 0 to N (p n−1,n ) ∼ = N (p 1,n ). Eventually, this turns out to be a key part of our proof of the irreducibility of S However, the cyclicity condition breaks the symmetry and there might be profound differences between N cyc (p k,n ) and N cyc (p n−k,n ), hence between S both contain a curvilinear locus as an open set, and these curvilinear loci are isomorphic. On the boundary of this curvilinear locus, the two Hilbert schemes are quite different: when the scheme z 3 has equation (x 2 , xy, y 2 ) there is set theoretically only one length 1 point z 1 in z 3 , but there is a P 1 of z 2 with length 2 satisfying z 2 ⊂ z 3 .
Technical lemmas on matrices
In this section, we collect technical results that will be used later on. Most of these results aim to describe a nil ⊂ a, where a is a space of matrices commuting with a Jordan matrix of type λ ∈ P(n) and a nil is the set of nilpotent matrices of a. In particular, we will make frequent use of Lemmas 4.3 and Proposition 4.5. Parts of the results shown are well known in the more general framework of Lie algebras. Our goal is to translate this in the matrix setting and to provide a low-level understanding of the involved phenomenons.
Lemma 4.1.
nil is an irreducible subvariety of codimension n in M n .
(ii) Assume that p is the parabolic subalgebra defined by p = {X ∈ M n | ∀j, X(V i j ) ⊂ V i j } where the i j are k + 1 index satisfying 0 = i 0 i 1 . . . i k = n. Then X ∈ p is nilpotent if and only if the k extracted matrices
(iii) If p is a parabolic subalgebra of M n then p nil is an irreducible subvariety of p of codimension n.
Proof. (i) We reproduce the proof of [Bas03] of this classical fact. Define J n as the set of matrices X satisfying
is a surjective morphism whose generic fiber dimension is equal to 2n − 1. Hence the result.
(ii) First, note that X j can be viewed as the matrix of the endomorphism induced by X on V i j /V i j−1 . Then, as vector spaces,
and n is a nilpotent ideal of p. Hence X = X l + X n ∈ p is nilpotent if and only if X l is nilpotent. This is equivalent to the nilpotency of each X j .
(iii) Up to base change, one can assume that p satisfies the hypothesis of (ii). Thus p nil is isomorphic to
Let us explain (ii) in a more visual way. 
, the set of partitions of n. We define X λ ∈ M n as the nilpotent element in Jordan canonical form associated to λ. In other words, in the basis (f , we have
For Y ∈ M n , we denote the entries of Y via Y.f
An explicit characterization of
is given by the following classical lemma. 
Picturally, this means that Y can be decomposed into blocks
Proof. See [TA] or [Bas00, Lemma 3.2] for a more recent account.
Fix λ ∈ P(n). For each length ℓ ∈ N * appearing in 
Proof. It is an immediate consequence of Lemma 4.3.
Similarily we define the surjective (cf. Lemma 4.3) maps M
can be seen as the element induced by Y on W ′ ℓ . We also define (M
n (ℓ) and pr red as the surjective map:
We have a natural section ϕ : (M
of the Lie algebra morphism
where n := Ker(pr red ). A similar decomposition holds for pr ext : M Proposition 4.5.
is nilpotent if and only if Y red is. In other words (M
Proof. We associate to each basis element f In the Lie algebra vocabulary, (M X λ n ) red is a reductive part (in M n ) of the centraliser of X λ in M n . See [Pr] for an analogue of Proposition 4.5 (ii) valid for a general reductive Lie algebra.
Example 4.6. Let n = 12, λ = (4, 2, 2, 2, 1, 1) hence
Here d λ = 6, τ 4 = 1, τ 2 = 3, τ 1 = 2 and T r(Y (2)) = 0 e 1 e 2 + e 2 e 3 + e 3 e 1 − k
Definition 4.7. Let λ ∈ P(n) and w is a subspace of M n ( e.g. a Lie subalgebra of M n containing X λ ). We define the following vector spaces
The following lemmas relate the geometry of (w X λ ) nil to the one of (w
Lemma 4.8.
(i) There exists a vector space n 2 such that the following isomorphisms of algebraic varieties holds
(ii) (w X λ ) nil is irreducible if and only if (w X λ ) nil red is and
Proof. (i) Let n 2 = Ker((pr red ) |w X λ ). The first equation follows and the statement about nilpotent elements is a consequence of Proposition 4.5 (i).
(ii) is a consequence of (i).
We have a natural analogue of Proposition 4.5 (iii) in this case under some necessary restrictions.
Lemma 4.9. Let w be a subspace of M n such that the decomposition w
nil is irreducible if and only if each (w X λ (ℓ)) nil is and
(ii) In particular if, for each ℓ, w
Proof. (i) follows from Lemma 4.8.
(ii) is then a consequence of Lemma 4.1.
Remark 4.10. In most of our applications, the previous lemma applies. But, in some cases, we have (w X λ ) red ℓ w X λ (ℓ). A slightly less precise decomposition may remain valid in these cases. Define w
. Assume that there exists a decomposition of the form w
5 Irreducibility of N (p 1,n ) and
The aim of this section is to prove that N (p 1,n ) is irreducible (Theorem 5.8).
We obtain as a corollary that a necessary and sufficient condition for the irreduciblilty of N (p k,n ) and S
is k ∈ {0, 1, n − 1, n} (Theorem 5.11). In this section, we will use the simplifying notation p := p 1,n . The strategy is the following. We introduce a variety M(p) of almost commutant matrices. Since M(p) is easily described as a graph, we get its irreducibility and its dimension. The dimensions of the components of N (p) are controlled through the equations defining N (p) in M(p). From this dimension estimate, we have a small list of candidates to be an irreducible component. We finally show that only one element in this list defines an irreducible component.
In this section we assume n 2. Recall that (e 1 , . . . , e n ) is the canonical basis of V = k n , V 1 = ke 1 and U 1 := e 2 , . . . , e n . Recall also that p = p 1,n = {X ∈ gl(V ) | X(V 1 ) ⊂ V 1 }. By virtue of Proposition 3.10, we study N (p) in order to get informations on S
With respect to this decomposition, for any X ∈ p, we set X = X 1 + X 2 + X 3 where
We will often identify Hom(U 1 , V 1 ) with E := t e 2 , . . . , t e n . Define
The following Proposition and Corollary are prototypes for several similar results of Section 6.
Hence, we have an alternative definition of M(p):
In other words, M(p) is isomorphic to the graph of the morphism
and the result follows from Theorem 3.1.
Corollary 5.2. The dimension of each irreducible component of N (p) is greater or equal than n 2 − n − 1.
Proof. If n = 1, the result is obvious.
Else, we embed
by the n − 1 equations 0 = j ∈ M 1,n−1 (cf. (8)). Then, we conclude with proposition 5.1.
Let us consider the set of 1-marked partitions of n
and we define
Note that these X λ with λ ∈ P ′ (n) are a priori different from the X λ with λ ∈ P(n) in spite of the similar notation used.
Lemma 5.3 (Classification Lemma). Let P := {x ∈ p | det x = 0} be the connected subgroup of G with Lie algebra p and let X be a nilpotent element of p. There exists a unique λ ∈ P ′ (n) such that P · X = P · X λ .
Proof. Let us describe the P -action on p nil .
Hence, in order to classify P -orbits of p nil , we can restrict ourselves to the case where X 3 is in Jordan normal form and study P ′ · X where P ′ = {p ∈ P | p 3 ∈ GL X 3 n−1 }. More precisely, we fix µ ∈ P(n−1) and f
(1 i d µ , 1 j µ i ) and assume that
Recall that we identify Hom(U 1 , V 1 ) with
The action of GL n−1 on this vector space that we consider is the natural right action. For any p 3 ∈ GL
n−1 . On the other hand,
As a consequence, the P -orbit of X is uniquely determined by µ and i 0 . A
. Finally, an elementary base change in P obtained by a re-ordering of the (f
Remark 5.4. In the special case X 0 := X λ 0 where λ 0 := (n, ∅) ∈ P ′ (n), we also get P ′ · X 0 = X 0 3 + Hom(U 1 , V 1 ) as a consequence of (11), where P ′ is the subgroup of P defined in the previous proof.
When λ ∈ P ′ (n), we say that X λ is in canonical form in p. Let
Lemma 5.5.
Proof. The decomposition into a disjoint union follows from Lemma 5.3. Let λ ∈ P ′ (n) and use notation of (9). In order to apply results of section 4, we have to define a new basis (f i j ) in which X := X λ is in canonical form for M n as in (1). Set i 0 := max({i|λ i > λ 1 } ∪ {1}) and
In this basis, X becomes X µ with µ = (µ 1 · · · µ d λ ) ∈ P(n) and p is defined in M n by the single property
Then, Lemma 4.9 (ii) provides the irreducibility statement for (p X ) nil and hence for N λ (p). Together with (13), it also provides the dimension of N λ (p).
Combining this with corollary 5.2, we get that the irreducible components of N (p) are of the form N λ (p) where λ ∈ P ′ (n) has at most two parts (d λ 2). The unique irreducible component of maximal dimension is associated with λ 0 = (n, ∅) ∈ P ′ (n).
There remains to show that
when λ has two parts. In order to prove this, we distinguish two cases.
Proof. For (X 3 , Y 3 ) ∈ N (gl(U 1 )), we look at the fiber over (X 3 , Y 3 ) in N (p) and N λ 0 (p): (7)) is a vector space, it is irreducible. On the other hand, the two varieties F X 3 ,Y 3 and F
In particular, a generic element (X, Y ) of the irreducible variety
From now on, we fix X := X λ and want to show that a generic element Y of (p X ) nil satisfies (X, Y ) ∈ N λ 0 (p). This will prove the Lemma since (p X ) nil is irreducible (Lemma 5.5) and we will then have (X, (p
We have Z ∈ (p X ) nil under the hypothesis made on λ (Lemma 4.3) and Im(
The following Lemma can be proved with purely matricial arguments. However, we find the given proof more interesting. It uses the isomorphism p 1,n ∼ = p n−1,n and enlighten a bit the correspondence between S Lemma 5.7. If λ = (λ 1 , (λ 2 )) ∈ P ′ (n) with λ 1 λ 2 property (14) is satisfied.
Proof. Seen as varieties, we have S follows from that of S [n] 0 [Br, Pr] and N cyc (p n−1,n ) is then also irreducible (Proposition 3.10).
We have a Lie algebra isomorphism given by
where s is defined on the basis (e i ) i∈ [[1,n] ] by s(e i ) := e n−i . In particular, the restriction ψ : N (p 1,n ) → N (p n−1,n ) is an isomorphism of varieties. Moreover, ψ(X, Y ) has a cyclic vector if and only if ( N (p 1,n ) . It is then straightforward to check that ψ(N λ 0 (p 1,n )) ⊂ N cyc (p n−1,n ). Hence, it follows from Lemma 5.5 and the irreducibility of the open subset
Under our hypothesis on λ, we have Y ∈ p X λ 1,n (Lemma 4.3) and t g 1 1 is a cyclic vector for ( (14) is proved in our case.
Finally, it follows from discussion above (14) that the following theorem holds.
Theorem 5.8. The variety N (p 1,n ) is irreducible of dimension n 2 − n = dim p 1,n − 1.
Hence, by Proposition 3.10:
is an irreducible variety of dimension n − 1.
Remark 5.10. The above corollary was already proved in [CE] with other techniques (Bialynicki-Birula stratifications and Gröbner basis computations).
is irreducible if and only if k ∈ {0, 1, n−1, n}. N (p k,n ) is irreducible if and only if k ∈ {0, 1, n − 1, n}.
is irreducible [Br, Pr] , since S . The variety N (p k,n ) is irreducible for k = 1 by Theorem 5.8. The transposition isomorphism of (17) implies that N (p n−1,n ) ≃ N (p 1,n ) is irreducible too. The varieties N (p 0,n ) = N (p n,n ) = N (M n (k)) are irreducible by Theorem 3.1. Finally, the number of components in N (p k,n ) is greater or equal than the number of components of N cyc (p k,n ) which is, in turn, equal to the number of components in S [n−k,n] 0 (Proposition 3.10). It follows that N (p k,n ) is not irreducible for k ∈ {2, . . . , n − 2} Corollary 5.12. S [[k,n] ] 0 is irreducible if and only if k ∈ {n − 1, n} or n 3. N (q k,n ) is irreducible if and only if k ∈ {0, 1} or n 3.
for k = n − 1, n and N (q k,n ) = N (p k,n ) for k = 0, 1. The "if" part then follows from Theorem 5.11 and easy computations when n 3. For k 2, we have a sequence of surjective morphisms
(Propositions 3.10 and 3.12). Since S [n−2,n] 0 is reducible when n 4, the corollary follows.
General lower bounds for the dimension of the components
The goal of this section is to give lower bounds for the dimension of the components of
which are valid for all k, n. Let n 2 and 1 k n − 1.
Proposition 6.1. Each irreducible component of N (q k,n ) has dimension at least dim q k,n − 1.
Proof.
We proceed by induction on k, the case k = 1 being proved in Theorem 5.8 since q 1,n = p 1,n . Assume now k 2. The proof mainly follows that of Proposition 5.1 and Corollary 5.2.
For any X ∈ q k,n , we decompose X = X 1 + X 2 + X 3 as in (6), with
Thus M(q k,n ) is isomorphic to the graph of ϕ :
Hence, by induction, each irreducible component of M(q k,n ) has a dimension greater or equal than dim q k−1,n−1 − 1 + 2(n − 1). Since k − 1 1, and X 3 , Y 3 ∈ gl(U 1 ) are nilpotent, we get X 3 (e 2 ) = Y 3 (e 2 ) = 0. So the image of ϕ lies in t e 3 , . . . t e n and N (q k,n ) is defined in M(q k,n ) by n − 2 equations. Then the dimension of each of its irreducible component is greater or equal than dim q k−1,n−1 − 1 + 2(n − 1) − (n − 2) = dim q k−1,n−1 + n − 1 = dim q k,n − 1.
has dimension at least n − 1 which is the dimension of the curvilinear component.
Unfortunately, concerning p k,n we are only able to give the following less effective bound.
Once again, we proceed in a similar way to Proposition 5.1. Hence, M(p k,n ) is isomorphic to a graph over an irreducible basis of dimension (
Finally, we have the following consequence concerning nested Hilbert schemes (cf. Proposition 3.10). has dimension at least n − 2, which is the dimension of the curvilinear component minus one. In the special cases k = 2 and k = n − 2, we have a more precise estimate for the dimension of the components. The goal of this section is to describe the number and the dimension of the components for N (p 2,n ) ≃ N (p n−2,n ),
. The general strategy is the same as in Section 5.
Our first aim is a classification of orbits. We identify q 2,n with
Again, we decompose each X ∈ q 2,n with respect to this direct sum
For
Note that in the basis (g i j ) i,j of U 1 , we have (X µ ) 3 = X λ in the notation of (9). We claim that (X µ ) µ∈P ′′ (n) is a set of representatives of nilpotent orbits of q 2,n .
Lemma 7.1. Each nilpotent element of q 2,n (resp. p 2,n ) is Q 2,n (resp. P 2,n )-conjugated to X µ for some µ ∈ P ′′ (n).
Proof. Thanks to the inclusion (GL(V 2 ) × Id U 2 ) ⊂ P 2,n , we can trigonalize the gl(V 2 )-part of any element of p 2,n , hence each element of p 2,n is P 2,nconjugated to an element of q 2,n . Since Q 2,n ⊂ P 2,n , it is therefore sufficient to prove the result for q 2,n . Let X = X 1 +X 2 +X 3 ∈ q 2,n be a nilpotent element. We have X 1 = 0. The element X 3 is nilpotent so, up to conjugacy by an element of (Id V 1 ×Q 1,n−1 ) ⊂ Q 2,n , we may assume that X 3 = X λ for some fixed λ ∈ P ′ (n−1) (Lemma 5.3). Let Q ′ ⊂ Q 2,n be the subgroup of elements stabilizing this part
Hence, we are reduced to classify the different Q ′ -orbits in Hom(
n−1 with respect to the action of Q ′ given by 
. Under notation of section 4, this corresponds to the right action of (Q
1,n−1 ) ext can be described as the subgroup stabilizing g 1 1 in the parabolic subgroup stabilizing each W ℓ = g i 1 |λ i ℓ (Lemma 4.4). Picturally, this corresponds to a group of the following form: 
In the right action setting, let
On the other hand, if X 2 (g 1 1 ) = 0, we set ǫ = 1; otherwise we set ǫ = 0. Then:
Hence, if ǫ = 1 and λ i 0 λ 1 , we have X ∈ Q 2,n · X µ with µ := (λ, 0, 1). Else, we have X ∈ Q 2,n · X µ with µ := (λ, λ i 0 , ǫ).
Thanks to (20), it is an easy matter to see that µ is unique.
Note that we may have P 2,n · X µ = P 2,n · X µ ′ with µ = µ ′ . A full classification of nilpotent orbits should throw away those cases. However, the description of Lemma 7.1 will be sufficient for our purpose.
If µ = (λ, ǫ, l) ∈ P ′′ (n), we denote by d µ the number of parts in the partition of n associated to GL n ·X µ . That is N µ (q 2,n ), with N µ (q 2,n ) = Q 2,n · (X µ , (q Xµ 2,n ) nil ).
Lemma 7.2. Let w = q 2,n or p 2,n and µ = (λ, ǫ, l) ∈ P ′′ (n). Proof. The computation (13) remains valid when one replaces p(= p 1,n ) by p 2,n orq 2,n . Hence, the second assertion is a consequence of the first one. The proof is based on case by case considerations on (w Xµ ) nil red and the use of Lemma 4.9 (or Remark 4.10) in a similar manner as in Lemma 5.5.
(w
Firstly, assume that ε = 0 or l = 0. The proof of Lemma 5.5 can easily be translated here. An elementary base change (f i j ) i,j based on a reordering of (e 1 , (g i j ) i,j ) transforms X µ into an element in Jordan canonical form in M n with partition µ ′ ∈ P(n). In these cases, (w Xµ ) red is defined in (M Hence w X λ red = w X λ (ℓ 1 , ℓ 2 ) × ℓ / ∈{ℓ 1 ,ℓ 2 } w X λ (ℓ); w Xµ (ℓ) = M τ ℓ for ℓ = ℓ 1 , ℓ 2 and (w Xµ (ℓ 1 , ℓ 2 )) nil is caracterized in w Xµ (ℓ 1 , ℓ 2 ) by the conditions α = 0, B 1 , B 2 nilpotent (Lemma 4.1). Thus (w Xµ (ℓ 1 , ℓ 2 )) nil is an irreducible variety of codimension τ ℓ 1 + τ ℓ 2 − 1 in w Xµ (ℓ 1 , ℓ 2 ) (Lemma 4.1); the variety (w Xµ )
nil is also irreducible and codim w Xµ (w Xµ ) nil = d µ − 1 (Remark 4.10). Hence we have proved the first assertion follows in this last case.
Theorem 7.3. Let w = q 2,n or p 2,n . Then N (w) is equidimensional of dimension dim w − 1. It has n 2 components.
Proof. We have min{c µ |µ ∈ P ′′ (n)} = 1. Hence, it follows from Lemma 7.2 and Proposition 6.1 that each irreducible component of N (q 2,n ) has dimension dim q 2,n − 1. There are two types of µ ∈ P ′′ (n) such that c µ = 1.
• µ = ((n − 1, ∅), 0, 1) which is the only element whose associated partition of n has just one part.
• µ = ((λ 1 , λ 2 ), λ 2 , 1) with λ 2 > λ 1 . Its associated partition of n has two parts: (λ 2 + 1 λ 1 ), cf. (21) for more details. Note that this covers (the transpose of) the partitions involved in the proof of Proposition 2.2 since λ 2 > λ 1 ⇔ (λ 2 + 1) − λ 1 2.
There are n 2 such elements, whence the statement for w = q 2,n . It follows from the description above that the map {µ ∈ P ′′ (n)|c µ = 1} → P(n) which sends µ to the partition associated to GL n .X µ is injective. In particular, the different such X µ belong to different P 2,n -orbits and all the associated irreducible components of N µ (p 2,n ) of maximal dimension are distinct.
There remains to prove that there is no other irreducible component in N (p 2,n ). Let (X, Y ) ∈ N (p 2,n ). The pair (X |V 2 , Y |V 2 ) is a commuting pair in gl(V 2 ) hence, up to GL(V 2 ) × Id U 2 (⊂ P 2,n )-conjugacy, we can assume that X(e 1 ) = Y (e 1 ) = 0. That is (X, Y ) ∈ N (q 2,n ). In particular, there exists µ ∈ P ′′ (n) such that (X, Y ) ∈ N µ (q 2,n ) ⊂ N µ (p 2,n ) and c µ = 1. We have therefore shown that N (p 2,n ) ⊂ cµ=1 N µ (p 2,n ), and we are done.
Remark 7.4. (i) The key point of this last proof in the case w = p 2,n is that dim N µ (q 2,n ) and dim N µ (p 2,n ) are both related to the same integer c µ . This is what allows us to carry out the equidimensionality property from N (q 2,n ) to N (p 2,n ) (ii) The method used in this section is deeply based on the decomposition into a finite number of irreducible variety, the N µ (w), candidates for being the irreducible components of N (w). Therefore the classification into finitely many orbits of Lemma 7.1 plays a key role. This situation breaks down in general for p k,n . Using quiver theory and techniques similar to [Bo] , M. Reineke communicated to us an example of an infinite family of P 6,12 -orbits in p 6,12 .
(iii) Similarly, in [GR] , the authors shows that some continous families of Q n,n -orbits exist in q n,n (Borel case) as soon as n 6. From this, they deduce the existence of irreducible components of N (q n,n ) of dimension greater or equal than dim q n,n showing that the variety is not equidimensional in these cases.
Corollary 7.5. S components, and that these components have dimension n − 1. The result follows.
