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1. Introduction
Let B = {Bt, t ≧ 0} be a one-dimensional Brownian motion starting from 0 and
defined on a probability space (Ω,F , P ). Denoting by B(µ) = {B(µ)t = Bt + µt}
the corresponding Brownian motion with constant drift µ ∈ R, we consider the
exponential functional A(µ) = {A(µ)t } defined by
A
(µ)
t =
∫ t
0
exp(2B(µ)s )ds, t ≧ 0. (1.1)
In Part I [49] of our survey, we have discussed about the probability law of A
(µ)
t
for fixed t and about several related topics.
∗This is an original survey paper.
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Among the results, we have shown some explicit (integral) representations
for the density of A
(µ)
t . In particular, we have proven the following formula
originally obtained in Yor [63]:
P (A
(µ)
t ∈ du,B(µ)t ∈ dx) = eµx−µ
2t/2 exp
(
−1 + e
2x
2u
)
θ(ex/u, t)
dudx
u
, (1.2)
where, for r > 0 and t > 0,
θ(r, t) =
r
(2π3t)1/2
epi
2/2t
∫ ∞
0
e−ξ
2/2te−r cosh(ξ) sinh(ξ) sin
(
πξ
t
)
dξ. (1.3)
The function θ(r, t) appears in the representation for the (unnormalized) density
of the so-called Hartman-Watson distribution and satisfies∫ ∞
0
e−α
2t/2θ(r, t)dt = Iα(r), α > 0, (1.4)
where Iα is the usual modified Bessel function. For details, see Part I and the
references cited therein.
Another important fact, which has been used in several domains and also
discussed in Part I, is the following identity in law due to Dufresne [18]. Let
µ > 0. Then one has
A(−µ)∞ ≡
∫ ∞
0
exp(2B(−µ)s )ds
(law)
=
1
2γµ
, (1.5)
where γµ is a gamma random variable with parameter µ, that is,
P (γµ ∈ dx) = 1
Γ(µ)
xµ−1e−xdx, x ≧ 0.
The purpose of this second part of our surveys is to present some results ob-
tained by applying the formulae and identities mentioned in Part I to Brownian
motion and some related stochastic processes.
In Section 2 we discuss about the pricing formula for the average option, so
called, Asian option in the Black-Scholes model.
In Section 3 we present some formulae for the heat kernels of the semigroups
generated by the Laplacians on hyperbolic spaces. By reasoning in probabilistic
terms, we obtain not only the classical formulae but also new expressions.
In Section 4 we apply the results on exponential functionals to a question
pertaining to a class of diffusion processes in random environments.
In Section 5 we show Dufresne’s recursion relation for the probability density
of A
(µ)
t with respect to µ which, as we have seen in Part I, plays an important
role in several studies on exponential functionals.
Dufresne’s relation is important in studying extensions or analogues of Le´vy’s
and Pitman’s theorems about, respectively, {M (µ)t −B(µ)t } and {2M (µ)t −B(µ)t },
whereM
(µ)
t = max0≦s≦tB
(µ)
s , by means of exponential functionals. These topics
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are finally discussed in Section 6 of this survey, where we consider the stochastic
process defined by
M
(µ),λ
t =
1
λ
log
(∫ t
0
exp(λB(µ)s )ds
)
, t > 0.
By the Laplace method, we easily see that, as λ → ∞, M (µ),λt converges to
M
(µ)
t , and we prove that {M (µ),λt − B(µ)t } and {2M (µ),λt − B(µ)t } are diffusion
processes for any λ ∈ R. Hence, the classical Le´vy and Pitman theorems may
be seen as limiting results of those as λ→∞.
2. Asian options
In this section we consider the Asian or average call option in the framework of
the Black-Scholes model and present some identities for the pricing formula.
By the Black-Scholes model, we mean a market model which consists of a
riskless bond b = {bt} with a constant interest rate and a risky asset S = {St}
with a constant appreciation rate and volatility. That is, letting r > 0, µ ∈ R
and σ > 0 be constants, we let b and S be given by the stochastic differential
equation
dbt
bt
= rdt,
dSt
St
= µdt+ σdBt,
where B = {Bt} is a one-dimensional Brownian motion with B0 = 0 defined on
a complete probability space (Ω,F , P ).
For simplicity we normalize them by setting b0 = 1. Then we have
bt = exp(rt) and St = S0 exp(σBt + (µ− σ2/2)t).
Following the standard procedure, we consider the discounted stock price
S˜ = {S˜t} given by
S˜t = e
−rtSt = S0 exp(σBt + (µ− r − σ2/2)t).
Then, by Girsanov’s theorem, there exists a unique probability measure Q
which is absolutely continuous with respect to P and under which S˜ is a mar-
tingale. Q is called the martingale measure for S˜ and we have
dQ
dP
∣∣∣∣
FT
= exp
(
−µ− r
σ
BT − (µ− r)
2
2σ2
T
)
,
where FT = σ{Bs, s ≦ T }. B˜ = {B˜t = Bt + σ−1(µ− r)t} is a Brownian motion
under Q.
Let us consider the European and the Asian call options with fixed strike
price k > 0 and maturity T . The payoffs are given by
(ST − k)+ and (A(T )− k)+,
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respectively, where x+ = max{x, 0} and
A(t) = 1
t
∫ t
0
Sudu, 0 < t ≦ T.
By the Black-Scholes formula or by the non-arbitrage argument, we can show
that the theoretical price CE(k, T ) and CA(k, T ) of these call options at time
t = 0 are given by
CE(k, T ) = e
−rTEQ[(ST − k)+]
and
CA(k, T ) = e
−rTEQ[(A(T )− k)+],
where EQ denotes the expectation with respect to the martingale measure Q.
Proposition 2.1. If r ≧ 0, one has CA(k, T ) ≦ CE(k, T ) for every k > 0 and
T > 0.
Proof. We have
CA(k, T ) = e
−rTEQ
[(
1
T
∫ T
0
Stdt− k
)
+
]
.
Using Jensen’s inequality, we get
CA(k, T ) ≦ e
−rT 1
T
∫ T
0
EQ[(St − k)+]dt.
Since r ≧ 0, {St = S0 exp(σB˜t + (r − σ2/2)t)} is a submartingale under Q.
Therefore, using Jensen’s inequality again, we see that {(St − k)+} is also a
submartingale. Hence we obtain
CA(k, T ) ≦ e
−rT 1
T
∫ T
0
EQ[(ST − k)+]dt
= e−rTEQ[(ST − k)+] = CE(k, T ).
For more discussions on CA(k, T ), see Geman-Yor [24], Rogers-Shi [55] and
the references cited therein.
By using explicit expressions for the density of A
(µ)
t discussed in Part I, we
obtain several integral representations for CA(k, T ). However, they are compli-
cated. Hence we omit this approach and consider instead the Laplace transform
of CA(k, T ) in T .
In the following we set σ = 2 and consider
A
(µ)
t =
∫ t
0
exp(2B(µ)s )ds
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under the original probability measure P to follow the same convention as in
Part I and in other parts of the present article.
Let Tλ be an exponential random variable with parameter λ > 0 independent
of B. Yor [62] (see also Part I) has shown the identity in law
A
(µ)
Tλ
(law)
=
Z1,a
2γb
,
where a = (ν + µ)/2, b = (ν − µ)/2, ν =
√
2λ+ µ2, Z1,a is a beta variable with
parameters (1, a), γb is a gamma variable with parameter b and Z1,a and γb are
independent.
From this identity we deduce the following result.
Theorem 2.2. For all µ ∈ R, λ > max{2(1 + µ), 0} and k > 0, we have
λ
∫ ∞
0
e−λtE[(A(µ)t − k)+]dt
=
1
(λ− 2(1 + µ))Γ(b− 1)
∫ 1/2k
0
e−ttb−2(1− 2kt)a+1dt.
The same formula has been proven in [24] with the help of some properties
of Bessel processes.
We next present another proof of Theorem 2.2, following Donati-Martin,
Ghomrasni and Yor [16], who have used, as an auxiliary tool, the stochastic
process Y (µ)(x) = {Y (µ)t (x)} given by
Y
(µ)
t (x) = exp(2B
(µ)
t )
(
x+
∫ t
0
exp(−2B(µ)s )ds
)
.
Y (µ)(x) is a diffusion process with generator
L(µ) = 2x2 d
2
dx2
+ (2(1 + µ)x+ 1)
d
dx
= 2x1−µe1/2x
d
dx
(
x1+µe−1/2x
d
dx
)
.
In fact, in [16], the authors have taken advantage of the identity in law∫ t
0
exp(2B(µ)s )ds
(law)
= Y
(µ)
t (0) ≡ exp(2B(µ)t )
∫ t
0
exp(−2B(µ)s )ds
for every fixed t > 0 and have computed the Laplace transform of E[(Y
(µ)
t (0)−
k)+] in t by using the general theory of the Sturm-Liouville operators.
We present an explicit form of the Green function for L(µ). For this purpose
we recall the confluent hypergeometric functions Φ(α, γ; z) and Ψ(α, γ; z) of the
first and second kinds defined by
Φ(α, γ; z) =
∞∑
k=0
(α)k
(γ)k
zk
k!
(2.1)
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and
Ψ(α, γ; z) =
Γ(1− γ)
Γ(1 + α− γ)Φ(α, γ; z) +
Γ(γ − 1)
Γ(α)
z1−γΦ(1 + α− γ, 2− γ; z),
where (α)0 = 1 and
(α)k =
Γ(α+ k)
Γ(α)
= α(α+ 1) · · · (α+ k − 1), k = 1, 2, ...
For details about the confluent hypergeometric functions, we refer to Lebedev
[38]. Φ(α, γ; z) and Ψ(α, γ; z) are linearly independent solutions for the linear
differential equation
zu′′ + (γ − z)u′ − αu = 0.
We set ν =
√
2λ+ µ2 and define the functions u1 and u2 on (0,∞) by
u1(x) = x
−(µ+ν)/2Ψ
(
µ+ ν
2
, 1 + ν;
1
2x
)
(2.2)
and
u2(x) = x
−(µ+ν)/2Φ
(
µ+ ν
2
, 1 + ν;
1
2x
)
, (2.3)
respectively. Then, by straightforward computations, we can check
L(µ)ui = λui, i = 1, 2.
Moreover, u2(x) is monotone decreasing in x ∈ (0,∞). On the other hand,
recalling the integral representation for Ψ(α, γ; z):
Ψ(α, γ; z) =
1
Γ(α)
∫ ∞
0
e−zttα−1(1 + t)γ−α−1dt, α > 0, z > 0,
(cf. [38], p.268), we can easily show that u1(x) is monotone increasing. In fact,
we have
u1(x) =
1
Γ((ν + µ)/2)
∫ ∞
0
e−ξ/2ξ(µ+ν)/2−1(1 + xξ)(ν−µ)/2dξ, x ≧ 0.
About the Wronskian, it is known ([38], p.265) that
Φ(α, γ; z)Ψ′(α, γ; z)− Φ′(α, γ; z)Ψ(α, γ; z) = −Γ(γ)
Γ(α)
z−γez,
which yields
1
x−(1+µ)e1/2x
(u′1(x)u2(x)− u1(x)u′2(x)) =
2νΓ(1 + ν)
Γ((µ+ ν)/2)
.
Here the function x−(1+µ)e1/2x is the derivative of the scale function for Y (µ)(x).
Checking the boundary conditions, we obtain the following.
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Proposition 2.3. Let u1(x) and u2(x) be the functions defined by (2.2) and
(2.3). Then the Green function G(µ)(x, y;λ) for L(µ) with respect to the Lebesgue
measure is given by
G(µ)(x, y;λ) =
Γ((µ+ ν)/2)
21+νΓ(1 + ν)
yµ−1e−1/2yu1(x)u2(y), 0 ≦ x ≦ y.
In order to proceed to a proof of Theorem 2.2, we recall the following identity
presented in [16]:∫ ∞
a
(ξ − a)ξ−1−(ν−µ)/2e−1/ξΦ
(
ν + µ
2
, 1 + ν;
1
ξ
)
dξ
=
Γ((ν − µ)/2− 1)
Γ((ν − µ)/2 + 1)a
1−(ν−µ)/2e−1/aΦ
(
ν + µ
2
+ 2, 1 + ν;
1
a
)
,
which may be proven by Kummer’s transformation
Φ(α, γ;x) = exΦ(γ − α, γ;−x)
and the series expansion (2.1) of Φ. It is a special case of a general formula given
on page 279, Problem 21, Lebedev [38]. See also [23].
Then, noting that u1(0) = 2
(µ+ν)/2, we obtain
λ
∫ ∞
0
e−λtE[(A(µ)t − k)+]dt = λ
∫ ∞
k
(y − k)G(µ)(0, y;λ)dy
=
λΓ((µ+ ν)/2)Γ((ν − µ)/2− 1)
21+(ν−µ)/2Γ(1 + ν)Γ((ν − µ)/2 + 1)
× k1−(ν−µ)/2e−1/2kΦ
(
µ+ ν
2
+ 2, 1 + ν;
1
2k
)
.
Moreover, we recall the integral representation of Φ:
Φ(α, γ; z) =
Γ(γ)
Γ(α)Γ(γ − α)
∫ 1
0
ezuuα−1(1− u)γ−α−1du.
Then, after some elementary computations, we arrive at
λ
∫ ∞
0
e−λtE[(A(µ)t − k)+]dt
=
λΓ((µ + ν)/2)
4Γ((ν − µ)/2 + 1)Γ((ν + µ)/2 + 2)
∫ 1/2k
0
e−ubb−2(1− 2ku)a+1du.
Finally, by using the identity zΓ(z) = Γ(z + 1), we obtain
λΓ((µ + ν)/2)
4Γ((ν − µ)/2 + 1)Γ((ν + µ)/2 + 2) =
1
(λ− 2(µ+ 1))Γ((ν − µ)/2− 1)
and Theorem 2.2.
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3. Heat kernels on hyperbolic spaces
Let Hn be the upper half space in Rn given by
{z = (x, y) = (x1, ..., xn−1, y);x ∈ Rn−1, y > 0},
endowed with the Poincare´ metric ds2 = y−2(dx2 + dy2). The Riemannian
volume element is given by dv = y−ndxdy and the distance d(z, z′) between
z, z′ ∈ Hn is given by the formula
cosh(d(z, z′)) =
|x− x′|2 + y2 + (y′)2
2yy′
, (3.1)
where |x− x′| is the Euclidean distance between x, x′ ∈ Rn−1.
The Laplace-Beltrami operator ∆n is written as
∆n = y
2
n−1∑
i=1
(
∂
∂xi
)2
+ y2
(
∂
∂y
)2
− (n− 2)y ∂
∂y
. (3.2)
We denote by pn(t, z, z
′) the heat kernel with respect to the volume element dv
of the semigroup generated by ∆n/2. Since pn(t, z, z
′) is a function of r = d(z, z′)
for a fixed t > 0, we occasionally write pn(t, r) for pn(t, z, z
′).
Then, for n = 2 and 3, the following formulae are well known:
p2(t, r) =
√
2e−t/8
(2πt)3/2
∫ ∞
r
be−b
2/2t
(cosh(b)− cosh(r))1/2 db, (3.3)
p3(t, r) =
1
(2πt)3/2
r
sinh(r)
exp
(
− t
2
− r
2
2t
)
. (3.4)
Moreover, the following recursion formula due to Millson is also well known and
we also have explicit expressions of pn(t, r) for every n ≧ 4:
pn+2(t, r) = − e
−nt/2
2π sinh(r)
∂
∂r
pn(t, r). (3.5)
For details about the real hyperbolic space Hn and the classical formulae for
the heat kernels, we refer the reader to Davies [14].
Gruet [28] has considered the Brownian motion on Hn, which is a diffusion
process generated by ∆n/2, and has derived a new integral representation for
pn(t, r) by using the explicit expression (1.2) for the joint density of (A
(µ)
t , B
(µ)
t ).
While the classical expressions for pn(t, r) have different forms for odd and even
dimensions, Gruet’s formula (3.6) below holds for every n.
Theorem 3.1. For every n ≧ 2, t > 0, z, z′ ∈ Hn, it holds that
pn(t, z, z
′) =
e−(n−1)
2t/8
π(2π)n/2t1/2
Γ
(
n+ 1
2
)
×
∫ ∞
0
e(pi
2−b2)/2t sinh(b) sin(πb/t)
(cosh(b) + cosh(r))(n+1)/2
db,
(3.6)
where r = d(z, z′).
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Before giving a proof of (3.6), we mention its relationship to the classical
formulae. First of all we note that Millson’s formula (3.5) is easily obtained
from (3.6) if we differentiate both hand sides of (3.6) with respect to r.
When n = 3, the integrand on the right hand side of (3.6) may be extended
to a meromorphic function in b on C. Hence we can apply residue calculus and
obtain (3.4).
In the case n = 2, which is the most interesting and important, we compute
the Laplace transform in t of the right hand sides of (3.3) and (3.6). Then,
using the Hankel-Lipschitz formula for the modified Bessel functions (seeWatson
[57], p.386), we can check the coincidence of the Laplace transforms or of the
expressions for the Green function. For details, see [28], [40], [41].
We give a proof of (3.6) and see how the exponential functional A(µ) comes
into the story.
Proof of Theorem 3.1. Let (W,B, P ) be the n-dimensional standard Wiener
space with the canonical filtration {Bs}s≧0: W is the space of all Rn-valued
continuous paths w· = (w1· , ..., w
n−1
· , w
n
· ) starting from 0 with the topology of
uniform convergence on compact intervals, B is the topological σ-field, Bs is
the sub σ-field of B generated by {wu, 0 ≦ u ≦ s} and P is the n-dimensional
Wiener measure.
The Brownian motion on Hn may be obtained as the unique solution of the
stochastic differential equation{
dX i(s) = Y (s)dwis, i = 1, ..., n− 1,
dY (s) = Y (s)dwns − n−22 Y (s)ds.
We denote by Zz = {Zz(t, w) = (Xz(t, w), Yz(t, w)), t ≧ 0} the unique strong
solution satisfying Zz(0) = z = (x, y). Then we have{
X iz(t, w) = x
i +
∫ t
0
y exp(B
(µ)
s )dwis, i = 1, ..., n− 1,
Yz(t, w) = y exp(B
(µ)
t ),
(3.7)
where B
(µ)
s = wns + µs and µ = −(n− 1)/2.
Let F
(µ)
t be the R
n−1-valued random variable defined by
F
(µ)
t =
(∫ t
0
exp(B(µ)s )dw
1
s , ...,
∫ t
0
exp(B(µ)s )dw
n−1
s
)
.
Then the conditional distribution of F
(µ)
t given {Yz(s), 0 ≦ s ≦ t} or {wns , 0 ≦
s ≦ t} is the (n−1)-dimensional Gaussian distribution with mean 0 and covari-
ance matrix A
(µ)
t In−1, In−1 being the (n− 1)-dimensional identity matrix.
Note that the heat kernel pn(t, z, z
′) may be written as
pn(t, z, z
′) =
∫
W
δ˜z′(Zz(t, w))dP (w) = (y
′)n
∫
W
δz′(Zz(t, w))dP (w),
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where δ˜z′ and δz′ are the Dirac delta functions concentrated at z
′ with respect to
the volume element dv and the Lebesgue measure dz = dxdy, respectively, and
δz′(Zz(t, w)) is the composition of the distribution δz′ and the smooth Wiener
functional Zz(t, w) in the sense of Malliavin calculus (see [32]). Therefore, we
obtain
pn(t, z, z
′)
= (y′)n
∫
W
δ(x′,y′)(x+ yF
(µ)
t , y exp(B
(µ)
t ))dP
=
(
y′
y
)n ∫
W
δ((x′−x)/y,y′/y)(F
(µ)
t , exp(B
(µ)
t ))dP
=
(
y′
y
)n ∫
W
1
(2πA
(µ)
t )
(n−1)/2
exp
(
−|x
′ − x|2
2y2A
(µ)
t
)
δy′/y(exp(B
(µ)
t ))dP
=
(
y′
y
)n−1 ∫
W
1
(2πA
(µ)
t )
(n−1)/2
exp
(
−|x
′ − x|2
2y2A
(µ)
t
)
δlog(y′/y)(B
(µ)
t )dP,
(3.8)
where we have used the same notation for the Dirac delta functions on Rn and
R.
Now we apply formula (1.2) for the last expression. Then we obtain
pn(t, z, z
′) =
(
y′
y
)n−1 ∫ ∞
0
1
(2πu)(n−1)/2
exp
(
−|x
′ − x|2
2y2u
)
×
(
y′
y
)−(n−1)/2
e−(n−1)
2t/8 1
u
exp
(
−1 + (y
′/y)2
2u
)
θ(y′/yu, t)du.
Moreover, changing variables by v = y′/yu and using (3.1), we obtain
pn(t, z, z
′) =
e−(n−1)
2t/8
(2π)(n−1)/2
∫ ∞
0
v(n−3)/2 exp(−v cosh(r))θ(v, t)dv (3.9)
for r = d(z, z′).
Finally we use the integral representation (1.3) for θ(v, t). Then, changing
the order of the integrations by Fubini’s theorem, we obtain (3.6) after some
elementary computations. 
Remark 3.1. Recalling formula (1.4), we can easily obtain an explicit expression
of the Green function for ∆n from formula (3.9).
Remark 3.2. From the last expression of (3.8), we obtain
pn(t, z, z
′) =
(
y′
y
)n−1 ∫
Rn−1
e−
√−1〈x′−x,λ〉dλ
×
∫
W
exp
(
−1
2
|λ|2y2A(µ)t
)
δlog(y′/y)(B
(µ)
t )dP.
Hence, we see that the Laplacian ∆n on H
n and the Schro¨dinger operator on
R with the Liouville potential − 12 d
2
dx2 +
1
2 |λ|2e2x are unitary equivalent, which
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may be directly verified by Fourier analysis and has been already pointed out
in Comtet [11], Debiard-Gaveau [15], Grosche [26] and so on. See also [31].
In the rest of this section, we restrict ourselves to the case n = 2 and consider
two questions related to the results and formulae presented above. For other
related topics, see, e.g., [2] and [29].
Let us consider the following Schro¨dinger operator Hk, k ∈ R, on H2 with a
magnetic field:
Hk =
1
2
y2
(√−1 ∂
∂x
+
k
y
)2
− 1
2
y2
(
∂
∂y
)2
.
The differential 1-form α = ky−1dx is called the vector potential and its exterior
derivative dα = ky−2dx∧ dy represents the corresponding magnetic field. Since
dα is equal to constant k times the volume element dv, we call Hk a Schro¨dinger
operator with a constant magnetic field. It is essentially the same as the Maass
Laplacian which plays an important role in several domains of mathematics,
e.g., number theory, representation theory and so on. For details, see [22], [31]
and the references cited therein.
In [31], the authors have started their arguments from the Brownian motion
onH2 given in the above proof of Theorem 3.1 and have discussed about explicit
and probabilistic expressions for the heat kernel qk(t, z, z
′) of the semigroup gen-
erated by Hk. They have also applied the results to a study of the Selberg trace
formula on compact quotient spaces, i.e., compact Riemannian surfaces, and
have shown close relationship between the spectrum and the action integrals for
the corresponding classical paths. It should be mentioned that some physicists
have shown similar results in the context of Feynman path integrals prior to
[31]. See, e.g., [12], [25], [27].
Explicit formulae for several quantities related to the operator Hk, e.g., the
Green functions, the heat kernels, have been obtained by Fay [22] by harmonic
analysis. On the other hand, starting from computations by Feynman path
integrals, Comtet [11] and Grosche [26] have obtained explicit forms of the
Green functions.
From the point of view of probability theory along the line of [31], another
explicit representation for the heat kernel qk(t, z, z
′) has been shown in [1] by
using an extension of formula (1.2) and Gruet’s formula (3.6). We introduce the
result in [1] together with some arguments taken from [31].
To show an explicit representation for qk(t, z, z
′), we recall from Proposition
2.2 in [31] (see also the references therein) that qk(t, z, z
′) may be written in the
form
qk(t, z, z
′) =
(
z′ − z¯
z − z¯′
)k
gk(t, d(z, z
′)) (3.10)
for some positive function gk(t, r). This is a consequence of the group action
of SL(2;R) on H2. Here a point z = (x, y) ∈ H2 is identified with z = x +√−1y ∈ C, d(z, z′) is the hyperbolic distance given by (3.1), and, for ω =
|ω| exp(√−1θ) ∈ C with −π < θ ≦ π, ωk = |ω|k exp(√−1kθ). Therefore, if
x = x′, we have qk(t, z, z′) = gk(t, d(z, z′)).
H. Matsumoto, M. Yor/Exponential functionals of BM, II 359
Theorem 3.2. The function gk(t, r) on the right hand side of (3.10) is given
by
gk(t, r) =
√
2e−t/8−k
2t/2
(2πt)3/2
∫ ∞
r
cosh(2kϕ(b, r))be−b
2/2t
(cosh(b)− cosh(r))1/2 db, (3.11)
where
ϕ(b, r) = Argcosh
(
cosh(b/2)
cosh(r/2)
)
, 0 ≦ r ≦ b.
Remark 3.3. When k = 0, g0(t, r) coincides with the classical formula (3.3) for
the heat kernel p2(t, r) on H
2.
Proof. We show (3.11) when |k| < 1/2. Formula (3.11) for a general value of k
follows from this result on the special case by analytic continuation. We use the
same notations as those in the proof of Theorem 3.1.
Let It(α) denote the stochastic line integral (cf. [32]) of the differential 1-form
α = ky−1dx along the path {Zz(s), 0 ≦ s ≦ t} of the Brownian motion Zz on
H2:
It(α) =
∫ t
0
α(Zz(s)) ◦ dZz(s).
In fact, it is easy to show
It(α) =
∫ t
0
k
Yz(s)
◦ dXz(s) = kw1t .
By using the Itoˆ formula, we have
qk(t, z, z
′) =
∫
W
exp(−√−1It(α,w))δ˜z′ (Zz(t, w))dP (w)
=
∫
W
exp(−√−1kw1t )δ˜(x′,y′)(Xz(t, w), Yz(t, w))dP (w).
As in the proof of Theorem 3.1, we consider the conditional distribution of
(w1t ,
∫ t
0 exp(B
(−1/2)
s )dw1s) given {B(−1/2)s = w2s − s/2, 0 ≦ s ≦ t}. Then it is
easy to see that this conditional distribution is a two-dimensional Gaussian
distribution with mean 0 and covariance matrix(
t a
(−1/2)
t
a
(−1/2)
t A
(−1/2)
t
)
,
where
a
(µ)
t =
∫ t
0
exp(B(µ)s )ds and A
(µ)
t =
∫ t
0
exp(2B(µ)s )ds.
Taking the conditional expectation and using the Cameron-Martin theorem, we
obtain
qk(t, z, z
′) = e−t/8−k
2t/2
(
y′
y
)3/2 ∫
W
1√
2πAt(w2)
× exp
(
− 1
2At(w2)
(
x′ − x
y
+
√−1kat(w2)
)2)
δy′/y(exp(w
2
t ))dP,
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where
at(w
2) =
∫ t
0
exp(w2s)ds and At(w
2) =
∫ t
0
exp(2w2s)ds.
In the same way as is mentioned in Remark 3.2, we may write
qk(t, z, z
′) = e−t/8−k
2t/2
√
yy′
2π
∫
R
e−
√−1(x′−x)λdλ
×
∫
W
exp
(
−1
2
λ2y2At(w
2) + λkyat(w
2)
)
δlog(y′/y)(w
2
t )dP
= e−t/8−k
2t/2
√
yy′
2π
∫
R
e−
√−1(x′−x)λqλ,k(t, log y, log y′)dλ,
(3.12)
where qλ,k(t, ξ, η) denotes the heat kernel of the semigroup generated by the
Schro¨dinger operator Hλ,k on R with the Morse potential given by
Hλ,k = −1
2
d2
dξ2
+ Vλ,k, Vλ,k(ξ) =
1
2
λ2e2ξ − λkeξ.
In [1] and Part I, we have shown an explicit representation for qλ,k(t, ξ, η):
for λ > 0,
qλ,k(t, ξ, η) =
∫ ∞
0
e2ku
1
2 sinh(u)
exp(−λ(eξ + eη) coth(u))θ(φ, t/4)du, (3.13)
where the function θ(r, t) is given by (1.3) and φ = 2λe(ξ+η)/2/ sinh(u).
For λ < 0, we have qλ,k(t, ξ, η) = q−λ,−k(t, ξ, η).
We now recall the remark following the statement of Theorem 3.2 and con-
sider the case x′ = x. Then, combining (3.12) and (3.13), we obtain
qk(t, z, z
′) = gk(t, r)
= e−t/8−k
2t/2
√
yy′
2π
∫ ∞
0
(qλ,k(t, log y, log y
′) + q−λ,k(t, log y, log y′))dλ
= e−t/8−k−2t/2
√
yy′
2π
∫ ∞
0
dλ
∫ ∞
0
cosh(2ku)
sinh(u)
exp(−λ(y + y′) coth(u))
× θ
(
2λ
√
yy′
sinh(u)
,
t
4
)
du.
Note that the integral is convergent if |k| < 1/2.
Then, using the integral representation (1.3) for θ(r, t) and carrying out the
integration in λ first, we obtain
gk(t, r) =
e−t/8−k
2t/2
π(2π)3/2t1/2
∫ ∞
0
cosh(2ku)Ft(u)du,
Ft(u) =
∫ ∞
0
e2(pi
2−ξ2)/t sinh(ξ) sin(4πξ/t)
(cosh(r/2) cosh(u) + cosh(ξ))2
dξ.
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By Gruet’s formula (3.6), we have
p3(t/4, r) =
2e−t/8
π(2π)3/2t
∫ ∞
0
e2(pi
2−b2)/t sinh(b) sin(4πb/t)
(cosh(b) + cosh(r))2
db
=
(
2
πt
)3/2
r
sinh(r)
exp
(
− t
8
− r
2
t
)
.
It is now easy to show (3.11) from these formulae.
Similar arguments to those in the proofs of Theorems 3.1 and 3.2 are avail-
able to study the Laplace-Beltrami operators on the complex and quaternion
hyperbolic spaces. Also on these symmetric spaces of rank one, we have explicit
expressions of Brownian motions as Wiener functionals and we can show explicit
representations for the heat kernels and for the Green functions. For details, see
[40].
Next we consider the diffusion process on H2 associated to the infinitesimal
generator
Lν,µ = 1
2
y2
(
∂
∂x
)2
+
1
2
y2
(
∂
∂y
)2
− νy ∂
∂x
−
(
µ− 1
2
)
y
∂
∂y
,
where ν ≧ 0 and µ > 0. The operator Lν,µ is invariant under the special
transforms onH2 of the form z 7→ az+b, a > 0 and b ∈ R, while the operatorHk
and, in particular, the Laplacian ∆2 are invariant under the action of SL(2;R).
The diffusion process starting from z = (x, y) associated to Lν,µ may be re-
alized as the unique strong solution {Z(ν,µ)t = (X(ν,µ)t , Y (ν,µ)t )} of the stochastic
differential equationdXt = Ytdw
1
t − νYtdt, X0 = x,
dYt = Ytdw
2
t −
(
µ− 1
2
)
Ytdt, Y0 = y,
defined on a two-dimensional Wiener space. As in the case of Brownian motion
on H2, Z(ν,µ) is also represented as a Wiener functional byX
(ν,µ)
t = x+ y
∫ t
0
exp(B(−µ)s )dW
(−ν)
s ,
Y
(ν,µ)
t = y exp(B
(−µ)
t ),
where W
(−ν)
s = w1s − νs and B(−µ)s = w2s − µs.
Since µ is assumed to be positive, Y
(ν,µ)
t converges to 0 as t tends to ∞.
Following [4], we show that the distribution ofX
(ν,µ)
t converges weakly as t→∞
and that we can specify the limiting distribution. It is enough to consider the
special case x = 0 and y = 1.
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Theorem 3.3. When x = 0 and y = 1, the distribution of X
(ν,µ)
t on R con-
verges weakly to the distribution with density
f(ξ) = Cν,µ
exp(−2νArctan(ξ))
(1 + ξ2)µ+1/2
, ξ ∈ R.
For details on the normalizing constant Cν,µ, see [4]. Note that, if ν = 0
and µ = 1/2, that is, if we consider the Brownian motion on H2, the limiting
distribution is the Cauchy distribution as in the case of the hitting distribution
on lines of standard Brownian motion onR2. In general, the limiting distribution
belongs to the type IV family of Pearson distributions (cf. [34]).
It should be mentioned that the functional
∫∞
0 exp(B
(−µ)
s )dW
(−ν)
s has been
much studied in the context of risk theory. See Paulsen [50] and the references
cited therein about this. In [50] the density is derived when ν > 1. See also [2]
and [3] about some results in special cases. For further related discussions, see
[47] and [64].
We present a probabilistic proof taken from [4], where we also find an analytic
proof.
Proof. The limiting distribution coincides with that for the stochastic process
{X¯(ν,µ)t } given by
X¯
(ν,µ)
t = x exp(B
(−µ)
t ) +
∫ t
0
exp(B(−µ)s )dW
(−ν)
s .
We also consider the diffusion process {X˜(ν,µ)t } given by
X˜
(ν,µ)
t = exp(B
(−µ)
t )
(
x+
∫ t
0
exp(−B(−µ)s )dW (−ν)s
)
with infinitesimal generator
L˜(ν,µ) = 1 + x
2
2
d2
dx2
−
(
ν +
(
µ− 1
2
)
x
)
d
dx
.
By the invariance of the law of Brownian motion under time reversal from a
fixed time, X¯
(ν,µ)
t and X˜
(ν,µ)
t are identical in law for any fixed t > 0. Therefore,
to prove the theorem, we only have to check L˜(ν,µ)∗f = 0 for the adjoint operator
L˜(ν,µ)∗ to L˜(ν,µ).
Remark 3.4. Set
A
(−µ)
t =
∫ t
0
exp(2B(−µ)s )ds and a
(−µ)
t =
∫ t
0
exp(B(−µ)s )ds.
The joint distribution of (A
(−µ)
t , a
(−µ)
t , B
(−µ)
t ) or the Laplace transform of the
conditional distribution of A
(−µ)
t given (a
(−µ)
t , B
(−µ)
t ) has been studied in [1]
(see also Part I).
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We have, using some obvious notation,
X(ν,µ)∞
(law)
= γ
A
(−µ)
∞
− νa(−µ)∞
for a Brownian motion {γt} independent of B. Hence we obtain
f(ξ) = E
[
1√
2πA
(−µ)
∞
exp
(
− (ξ + νa
(−µ)
∞ )2
2A
(−µ)
∞
)]
.
However, we have not succeeded in obtaining Theorem 3.3 from this expression.
Remark 3.5. The limiting distribution with density f(ξ) belongs to the domain
of attraction of a stable distribution, whose characteristic function φ is of the
form
φ(t) = exp
(√−1zt+ c|t|α(1 +√−1γsgn(t) tan(απ
2
)))
, 0 < α ≦ 2, α 6= 1,
or
φ(t) = exp
(√−1zt+ c|t|(1√−1γsgn(t) log(|t|) 2
π
))
,
where c > 0,−1 < γ < 1 and z ∈ R.
It is also the case if we consider the hitting distribution on {Im(z) = a}, that
is, the distribution of X
(ν,µ)
τa when Y
(ν,µ)
0 = y > a > 0, where τa is the first
hitting time of a by {Y (ν,µ)t }. For details, see the original paper [4].
4. Maximum of a diffusion process in random environment
The purpose of this section is to survey the work by Kawazu-Tanaka [35] on
the maximum of a diffusion process in a drifted random environment. In [35],
several equalities and inequalities for the exponential functionals of Brownian
motion are used.
LetW = {W (y), y ∈ R} be a Brownian environment defined on a probability
space (Ω1,F1, P1): {W (y), y ≧ 0} and {W (−y), y ≧ 0} are independent one-
dimensional Brownian motions with W (0) = 0. For c ∈ R, we set W (c)(y) =
W (y) + cy.
For each ω1 ∈ Ω1, we consider a diffusion process X(W (ω1)) = X(W ) =
{X(t,W ), t ≧ 0}, W (ω1) = W (·, ω1), with X(0,W ) = 0, whose infinitesimal
generator is given by
1
2
exp(W (c)(x))
d
dx
(
exp(−W (c)(x)) d
dx
)
.
We denote by Pω1 the probability law of the diffusion process {X(t,W (ω1))}
and consider the full probability law P = ∫ Pω1P1(dω1) of {X(t, ·)}.
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A scale function S(c)(x) = S
(c)
W (x) for X(W ) is given by
S(c)(x) =
∫ x
0
exp(W (c)(y))dy for x ≧ 0, = −
∫ 0
x
exp(W (c)(y))dy for x ≦ 0.
By the general theory of the one-dimensional diffusion processes, {S(c)(Xt(W ))}
may be represented as a random time change of another Brownian motion and,
based on this representation, several interesting results have been obtained. For
these results, see, e.g., Brox [8], Hu-Shi-Yor [30], Kawazu-Tanaka [36].
In the rest of this section, we assume c > 0. Then we have S(c)(∞) =∞ and
S(c)(−∞) > −∞, and therefore, maxt≧0 X(t) <∞, P-a.s.
The question we discuss in the present section is how the tail probability
P(maxt≧0 X(t) > x) decays as x→∞. We have
P
(
max
t≧0
X(t) > x
)
= EP1
[ −S(c)(−∞)
S(c)(x)− S(c)(−∞)
]
, x > 0, (4.1)
and several results on the exponential functional given by (1.1) are quite useful
in this study. The random variables S(c)(x) and S(c)(−∞) are independent.
We also note (cf. (1.5)) that −S(c)(−∞) is distributed as 2γ−12c , where γ2c is a
gamma random variable with parameter 2c.
Theorem 4.1. (i) If c > 1, then one has
P
(
max
t≧0
X(t) > x
)
=
2(c− 1)
2c− 1 exp
(
−
(
c− 1
2
)
x
)
(1 + o(1)), x→∞.
(ii) If c = 1, then
P
(
max
t≧0
X(t) > x
)
=
√
2
π
x−1/2e−x/2(1 + o(1)), x→∞.
(iii) If 0 < c < 1, then
P
(
max
t≧0
X(t) > x
)
= Cx−3/2e−c
2x/2(1 + o(1)), x→∞,
where the constant C is given by
C =
25/2−2c
Γ(2c)
∫ ∞
0
· · ·
∫ ∞
0
za2c−1e−a/2
a+ z
y2ce−λ(y,u)zu sinh(u) dadydzdu,
λ(y, u) =
1 + y2
2
+ y cosh(u).
Before proceeding to a proof for each assertion, we rewrite the right hand
side of (4.1) into different forms. We set A(c) = −S(c)(−∞) and
f (c)(a, x) = EP1 [(a+ S(c)(x))−1], a > 0, x > 0.
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Then we have
P
(
max
t≧0
X(t) > x
)
= E[A(c)f (c)(A(c), x)] (4.2)
=
1
Γ(2c)
∫ ∞
0
2
ξ
f (c)
(
2
ξ
, x
)
ξ2c−1e−ξdξ. (4.3)
Moreover, considering the time reversal of W , we easily obtain
f (c)(a, x) = e−(c−1/2)xEP1
[(
a exp(W (−c)(x)) +
∫ x
0
exp(W (−c)(y))dy
)−1
× exp(W (x)− x/2)
]
.
By the Cameron-Martin theorem, we also obtain
f (c)(a, x) = e−(c−1/2)xEP1
[(
a exp(W (1−c)(x)) +
∫ x
0
exp(W (1−c)(y))dy
)−1]
.
(4.4)
By considering the time reversal again, we may write
f (c)(a, x) = e−(c−1/2)xEP1
[(
a+
∫ x
0
exp(W (c−1)(y))dy
)−1
exp(W (c−1)(x))
]
.
Proof of (i). From (4.2) and (4.4), we have
e(c−1/2)xP
(
max
t≧0
X(t) > x
)
= EP1
[
A(c)
(
A(c) exp(W (1−c)(x)) +
∫ x
0
exp(W (1−c)(y))dy
)−1]
and, by the independence of A(c) and {W (1−c)(y), y ≧ 0}, we obtain
lim
x→∞
e(c−1/2)xP
(
max
t≧0
X(t) > x
)
= E
[
2
γ2c
]
E
[
γ2(c−1)
2
]
,
where γµ is a gamma random variable with parameter µ > 0. Easy evaluation
of the right hand side yields the assertion. 
Before proceeding to a proof of (ii), we prepare two lemmas.
Lemma 4.1. Setting
ψ(x) = EP1
[(∫ x
0
exp(W (y))dy
)−1
exp(W (x))
]
,
we have
ψ(x) = EP1
[(∫ x
0
exp(W (y))dy
)−1]
and
lim
x→∞
√
2πxψ(x) = 1. (4.5)
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Proof. The first assertion is easily shown by time reversal.
We can show the second assertion from the identity
EP1
[(∫ x
0
exp(2W (y))dy
)−1∣∣∣∣W (x) = u]= ue−ux sinh(u) , x > 0, u ∈ R,
which has been shown in Part I, Proposition 5.9. However, we give another
direct proof.
Set
ϕ(x) = EP1
[
log
(∫ x
0
exp(W (y))dy
)]
.
Then we have ϕ′(x) = ψ(x) and, if we show
lim
x→∞
ϕ(x)√
x
=
√
2
π
,
we obtain (4.5) by L’Hospital’s theorem.
By the scaling property of Brownian motion, we have
ϕ(x)√
x
= EP1
[
1√
x
log
(∫ 1
0
exp(
√
xW (y))dy
)]
+
1√
x
log(x).
and, by the Laplace principle, we also have
lim
x→∞
1√
x
log
(∫ 1
0
exp(
√
xW (y))dy
)
= max
0≦y≦1
W (y).
Hence, applying the dominated convergence theorem, we obtain
lim
x→∞
ϕ(x)√
x
= EP1
[
max
0≦y≦1
W (y)
]
=
√
2
π
.
Lemma 4.2. For all x > 0, one has
EP1
[(∫ x
0
exp(W (y))dy
)−2
exp(W (x))
]
≦
{
ψ
(
x
2
)}1/2
.
Proof. We write
EP1
[(∫ x
0
exp(W (y))dy
)−2
exp(W (x))
]
≦ EP1
[(∫ x/2
0
exp(W (y))dy
)−1(∫ x
x/2
exp(W (y))dy
)−1
exp(W (x))
]
= EP1
[(∫ x/2
0
exp(W (y))dy
)−1
×
(∫ x
x/2
exp(W (y)−W (x/2))dy
)−1
exp(W (x) −W (x/2))
]
.
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Hence, using the independence of increments of Brownian motion, we obtain
EP1
[(∫ x
0
exp(W (y))dy
)−2
exp(W (x))
]
≦ EP1
[(∫ x/2
0
exp(W (y))dy
)−1]
EP1
[(∫ x/2
0
exp(W (y))dy
)−1
exp(W (x/2))
]
= {ψ(x/2)}2.
Proof of (ii). Set A(1) = −S(1)(−∞). Then, since A(1) and B(1)x are independent,
we have
EP1
[
A(1)
S(1)(x)
]
= EP1 [A(1)]EP1
[
1
S(1)(x)
]
= E
[
2
γ2
]
EP1
[(∫ x
0
exp(W (y))dy
)−1
exp(W (x) − x/2)
]
,
where γ2 is a gamma variable with parameter 2 and we have used the Cameron-
Martin theorem for the second equality. Therefore we obtain
lim
x→∞
x1/2ex/2EP1
[
A(1)
S(1)(x)
]
= 2 lim
x→∞
√
xψ(x) =
√
2
π
(4.6)
from (4.5).
We next prove
EP1
[
A(1)
S(1)(x)
]
− EP1
[
A(1)
A(1) + S(1)(x)
]
≦ Cx−3/4e−x/2 (4.7)
for some absolute constant C. Combining this with (4.6) above, we obtain the
assertion.
For this purpose we note the elementary inequality
0 ≦
a
b
− a
a+ b
≦
1
2
(
a
b
)3/2
, a, b > 0.
Then we obtain
EP1
[
A(1)
S(1)(x)
]
− EP1
[
A(1)
A(1) + S(1)(x)
]
≦
1
2
EP1 [(A(1))3/2]E[(S(1)(x))−3/2].
For the first term on the right hand side, we have
EP1 [(A(1))3/2] = 23/2
∫ ∞
0
x−3/2xe−xdx <∞.
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For the second term, we use the Cauchy-Schwarz inequality to show
EP1 [(S(1)(x))−3/2] = EP1
[(∫ x
0
exp(W (y))dy
)−3/2
exp(W (x) − x/2)
]
≦ e−x/2
{
EP1
[(∫ x
0
exp(W (y))dy
)−1
exp(W (x))
]}1/2
×
{
EP1
[(∫ x
0
exp(W (y))dy
)−2
exp(W (x))
]}1/2
.
Then, using Lemmas 4.1 and 4.2, we obtain (4.7) and the result of (ii). 
Proof of (iii). We prove this case by using formula (1.2). To do this in a direct
way, we note that
S(c)x =
∫ x
0
exp(W (c)(y))dy
(law)
= 4
∫ x/4
0
exp(2W (2c)(y))dy,
and that the latter is 4A
(2c)
x/4 , where A
(µ)
t is defined by (1.1).
Then, by using (4.1) and (1.2), we obtain
P
(
max
t≧0
X(t) > x
)
= EP1 [A(c)f (c)(A(c), x)]
=
∫ ∞
0
2
a
1
Γ(2c)
a2c−1e−ada · e−c2x/2
∫ ∞
0
du
∫
R
dξ
∫ ∞
0
db
× e2cξu−1 exp
(
−1 + e
2ξ
2u
)(
2
a
+ 4u
)−1
×
√
2
π3x
eξ
u
e(2pi
2−2b2)/x exp
(
−e
ξ cosh(b)
u
)
sinh(b) sin
(
4πξ
x
)
.
From this identity we see that the order of decay is x−3/2e−c
2x/2 and, by using
the dominated convergence theorem and changing the variables in the integra-
tion, we obtain the assertion. For details, see the original paper [35]. 
5. Exponential functionals with different drifts
The purpose of this section is to show a relationship between the laws of the
exponential functionals of Brownian motions with different drifts.
In this and the next sections, we consider several stochastic processes or trans-
forms on path space related to the exponential functional {A(µ)t }. In particular,
the following transform Z plays an important role. For a continuous function
φ : [0,∞)→ R, we associate A(φ) = {At(φ)} and Z(φ) = {Zt(φ)} defined by
At(φ) =
∫ t
0
exp(2φ(s))ds and Zt(φ) = exp(−φ(t))At(φ). (5.1)
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Let ν < µ and consider two exponential functionals A(ν) = A(B(ν)) and
A(µ) = A(B(µ)):
A
(ν)
t =
∫ t
0
exp(2B(ν)s )ds and A
(µ)
t =
∫ t
0
exp(2B(µ)s )ds,
where B
(ν)
s = Bs + νs and B = {Bs} is a one-dimensional Brownian motion
with B0 = 0 as in the previous sections.
We first consider the case where ν = −µ and µ > 0 and, using the result in
this special case, we will give the general result in Theorem 5.4 below.
Theorem 5.1. Let µ > 0 and let γµ be a gamma random variable with density
Γ(µ)−1xµ−1e−x, x > 0, independent of B. Then one has the identity in law{
1
A
(−µ)
t
, t > 0
}
(law)
=
{
1
A
(µ)
t
+ 2γµ, t > 0
}
. (5.2)
The identity in law for a fixed t > 0 has been obtained by Dufresne [19] and
the extension (5.2) at the process level has been given in [47].
Proof. We sketch a proof based on the theory of initial enlargements of filtrations
(cf. Yor [59]). Another proof based on some properties of Bessel processes has
been given in [47].
Let B(−µ)t = σ{B(−µ)s , s ≦ t} and B̂(−µ)t = B(−µ)t ∨ σ{A(−µ)∞ }. Then we can
show that there exists a {B̂(−µ)t }-Brownian motion {B̂t} independent of A(−µ)∞
such that
B
(−µ)
t = B̂t + µt−
∫ t
0
exp(2B
(−µ)
s )
A
(−µ)
∞ −A(−µ)s
ds. (5.3)
We regard this identity as an equation for {B(−µ)s } with given initial data {B̂t}
and A
(−µ)
∞ . Then, solving (5.3), we obtain
B
(−µ)
t = B̂
(µ)
t − log
(
1 +
Â
(µ)
t
A
(−µ)
∞
)
,
where B̂
(µ)
t = B̂t + µt and {Â(µ)t } = {At(B̂(µ))}.
As a consequence, it follows that
A
(−µ)
t =
∫ t
0
(
1 +
Â
(µ)
t
A
(−µ)
∞
)−2
exp(2B̂(µ)s )ds =
Â
(µ)
t
1 + Â
(µ)
t /A
(−µ)
∞
,
hence
1
A
(−µ)
t
=
1
Â
(µ)
t
+
1
A
(−µ)
∞
.
Since (A
(−µ)
∞ )−1
(law)
= 2γµ by (1.5) and {B̂(µ)t } is independent of A(−µ)∞ , we obtain
the theorem.
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Next we consider the stochastic processes Z(−µ) = Z(B(−µ)) and Ẑ(µ) =
Z(B̂(µ)):
Z
(−µ)
t = exp(−B(−µ)t )A(−µ)t and Ẑ(µ)t = exp(−B̂(µ)t )Â(µ)t .
Then we have
d
dt
(
1
A
(−µ)
t
)
=
1
(Z
(−µ)
t )
2
. (5.4)
Hence, from the identity (5.2), we obtain Z(B(−µ))
(law)
= Z(B(µ)) for any µ > 0.
Moreover, by (5.3), we have the pathwise identity Z
(−µ)
t = Ẑ
(µ)
t , t ≧ 0.
The study of the stochastic process Z(B(µ)) is in fact the main object of the
next section. We will show that, for any µ ∈ R, Z(B(µ)) = {Z(µ)t } is a diffusion
process with respect to its natural filtration {Z(µ)t }, Z(µ)t = σ{Z(µ)s , s ≦ t}, and
that this result gives rise to an extension of Pitman’s theorem ([51],[54]).
A key fact in the proof of the above mentioned result is the following Propo-
sition 5.2, which also plays an important role in the rest of this section.
Before mentioning the proposition, we note another important fact. By (5.4),
we easily obtain the following: for every t > 0,
B(µ)t = σ{A(µ)s , s ≦ t} = Z(µ)t ∨ σ{A(µ)t }. (5.5)
In particular, Z(µ)t is strictly smaller than the original filtration B(µ)t of the
Brownian motion B, as is also shown very clearly in the next proposition.
Proposition 5.2. Let µ ∈ R. Then, for any t > 0, the conditional distribution
of exp(B
(µ)
t ) given Z(µ)t is a generalized inverse Gaussian distribution and is
given by
P (exp(B
(µ)
t ) ∈ dx|Z(µ)t ) =
1
2Kµ(1/z)
xµ−1 exp
(
− 1
2z
(
x+
1
x
))
dx, x > 0,
(5.6)
where z = Z
(µ)
t and Kµ is the modified Bessel (Macdonald) function.
Corollary 5.3. Let µ = 0 and write Bt, Zt for B(0)t , Z(0), respectively. Then,
(i) the conditional distributions of exp(Bt) and exp(−Bt) given Zt are identical;
(ii) letting γδ be a gamma random variable independent of {Bt}, one has
E[f(eBt)eδBt |Zt] = E[f(eBt + 2zγδ)e−δBt |Zt]. (5.7)
Proof of the corollary. The first assertion is easily obtained.
For the second assertion, we consider random variables I
(±δ)
z whose densities
are given by the right hand side of (5.6), replacing ±δ for µ. Then, assuming
that I
(−δ)
z and γz are independent, we have I
(δ)
z
(law)
= I
(−δ)
z +2zγδ. In fact, more
general identities in law for generalized inverse Gaussian and gamma random
variables are well known. See Seshadri [56], [46] and the references therein.
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Hence, from the identity (5.6) considered for µ = 0, we obtain
E[f(eBt)eδBt |Zt] = Kδ(1/z)
K0(1/z)
E[f(I(δ)z )]
=
Kδ(1/z)
K0(1/z)
E[f(I(−δ)z + 2zγδ)]
= E[f(eBt + 2zγδ)e
−δBt |Zt].

We postpone a proof of Proposition 5.2 to the next section and, admitting this
proposition as proven, we show a general relationship between the probability
laws of the exponential functionals of Brownian motions with different drifts.
Theorem 5.4. Let ν < µ and set δ = (µ− ν)/2 and m = (µ+ ν)/2. Then, for
every t ≧ 0 and for every non-negative functional F on C([0, t]→ R), one has
eν
2t/2E
[
F
(
1
A
(ν)
s
, s ≦ t
)(
1
A
(ν)
t
)m]
= eµ
2t/2E
[
F
(
1
A
(µ)
s
+ 2γδ, s ≦ t
)(
1
A
(µ)
t
)m]
,
(5.8)
where γδ is a gamma random variable with parameter δ independent of {B(µ)s }.
Proof. We start from (5.7). Then, for any non-negative function ψ on R+, we
have
E
[
ψ
(
eBt
z
)
eδBt
∣∣∣∣Zt] = E[ψ(eBtz + 2γδ
)
e−δBt
∣∣∣∣Zt].
We also deduce from the first assertion of the corollary
E
[
ψ
(
e−Bt
z
)
e−δBt
∣∣∣∣Zt] = E[ψ(e−Btz + 2γδ
)
eδBt
∣∣∣∣Zt]
or, since Zt = exp(−Bt)At,
E
[
ψ
(
1
At
)(
z
At
)δ∣∣∣∣Zt] = E[ψ( 1At + 2γδ
)(
z
At
)−δ∣∣∣∣Zt].
Multiplying by (Zt)
−ν on both hand sides, we rewrite the last identity into
E
[
ψ
(
1
At
)(
1
At
)m
eνBt
∣∣∣∣Zt] = E[ψ( 1At + 2γδ
)(
1
At
)m
eµBt
∣∣∣∣Zt].
Then we obtain, for any non-negative functional F˜ ,
E
[
F˜ (Zs, s ≦ t)ψ
(
1
At
)
exp(νBt)
(At)m
]
= E
[
F˜ (Zs, s ≦ t)ψ
(
1
At
+ 2γδ
)
exp(µBt)
(At)m
]
.
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By the Cameron-Martin theorem, we now obtain
eν
2t/2E
[
F˜ (Z(ν)s , s ≦ t)ψ
(
1
A
(ν)
t
)(
1
A
(ν)
t
)m]
= eµ
2t/2E
[
F˜ (Z(µ)s , s ≦ t)ψ
(
1
A
(µ)
t
+ 2γδ
)(
1
A
(µ)
t
)m]
.
This identity is equivalent to (5.8) because of (5.4) or (5.5).
Let f (µ)(a, t) be the density of (2A
(µ)
t )
−1. Then the following “recursion”
formula, originally due to Dufresne [20], is deduced from (5.8).
Theorem 5.5. Let ν < µ. Then, for any t > 0, one has, with δ = (µ− ν)/2,
eν
2t/2f (ν)(a, t) = eµ
2t/2 a
−me−a
Γ(δ)
∫ a
0
(a− b)δ−1bmebf (µ)(b, t)db, a > 0.
6. Some exponential analogues of Le´vy’s and Pitman’s theorems
In this section we consider the two stochastic processes ξ(µ) = {ξ(µ)t } and Z(µ) =
{Z(µ)t } defined by
ξ
(µ)
t = exp(−2B(µ)t )A(µ)t = exp(−2B(µ)t )
∫ t
0
exp(2B(µ)s )ds
and
Z
(µ)
t = exp(−B(µ)t )A(µ)t ,
where B
(µ)
t = Bt + µt and B = {Bt} is a one-dimensional Brownian motion
starting from 0.
Our purpose here is to show that both ξ(µ) and Z(µ) are diffusion processes,
that is, they give representations for some diffusion processes starting from
0, with respect to their natural filtrations and that this result gives rise to
analogues or extensions of the celebrated Le´vy and Pitman theorems.
We start by recalling these classical theorems. Set
M
(µ)
t = max
0≦s≦t
B(µ)s .
Then the Le´vy and Pitman theorems may be stated in the following general
form with any µ ∈ R.
Theorem 6.1. (i) Let X(µ) = {X(µ)t } be the bang-bang process with X(µ)0 = 0
and with parameter µ, that is, the diffusion process with infinitesimal generator
1
2
d2
dx2−µsgn(x) ddx and let {ℓ
(µ)
t } be the local time of X(µ) at 0. Then, the following
identity in law holds :
{(M (µ)t −B(µ)t ,M (µ)t ), t ≧ 0}
(law)
= {(|X(µ)t |, ℓ(µ)t ), t ≧ 0}.
(ii) σ{M (µ)s −B(µ)s , s ≦ t} = B(µ)t ≡ σ{B(µ)s , s ≦ t}.
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Theorem 6.2. (i) Let {ρ(µ)t } be the diffusion process starting from 0 with in-
finitesimal generator
1
2
d2
dx2
+ µ coth(µx)
d
dx
and set j
(µ)
t = infs≧t ρ
(µ)
s . Then, the following identity in law holds :
{(2M (µ)t −B(µ)t ,M (µ)t ), t ≧ 0}
(law)
= {(ρ(µ)t , j(µ)t ), t ≧ 0}.
(ii) σ{2M (µ)s −B(µ)s , s ≦ t} $ B(µ)t .
(iii) As a consequence of (i), the diffusion processes {2M (−µ)t − B(−µ)t } and
{2M (µ)t −B(µ)t } have the same probability law.
When µ = 0, {|X(0)t |} and {ρ(0)t } are respectively a reflecting Brownian mo-
tion and a three-dimensional Bessel process, and the theorems give their repre-
sentations in terms of the maximum process {M (0)t } of a Brownian motion B.
For the proofs and related references, see [44], [46], [53] et al. It should be noted
that the stochastic processes {kM (µ)t −B(µ)t }, k ∈ R, are not Markovian except
for these two interesting cases k = 1, 2 and the trivial case k = 0. For a rigorous
and detailed proof, see [42].
Now, for λ > 0, we set
M
(µ),λ
t =
1
2λ
log
(∫ t
0
exp(2λB(µ)s )ds
)
.
Then, the Laplace principle implies
lim
λ→∞
M
(µ),λ
t =M
(µ)
t ,
and, by the scaling property of Brownian motion, we deduce
{M (µ),λt , t > 0}
(law)
=
{
1
λ
M
(µ/λ),1
λ2t −
1
2λ
logλ2, t > 0
}
.
Moreover, we have
log(ξ
(µ)
t ) = log
(∫ t
0
exp(2B(µ)s )ds
)
− 2B(µ)t ≡ 2(M (µ),1t −B(µ)t )
and
log(Z
(µ)
t ) = log
(∫ t
0
exp(2B(µ)s )ds
)
−B(µ)t ≡ 2M (µ),1t −B(µ)t .
Hence, if we show that ξ(µ) and Z(µ) are diffusion processes for every µ ∈ R, then
we see that {M (µ),λt −B(µ)t } and {2M (µ),λt −B(µ)t } are also diffusion processes for
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every λ > 0 and we can recover the Le´vy and Pitman theorems as the limiting
cases by letting λ→∞.
Furthermore, there is an exponential analogue of the second assertion of
Theorem 6.2 since we have shown in the previous section (see (5.5)) that Z(µ)t ≡
σ{Z(µ)s , s ≦ t} $ B(µ)t holds for every t > 0.
We can easily show that ξ(µ) is a diffusion process. In fact, from the Itoˆ
formula, we deduce
dξ
(µ)
t = −2ξ(µ)t dBt + ((2 − 2µ)ξ(µ)t + 1)dt,
which implies the following.
Theorem 6.3. Let µ ∈ R.
(i) ξ(µ) is a diffusion process with respect to the natural filtration {B(µ)t } of B(µ)
and its infinitesimal generator is given by
2x2
d2
dx2
+ ((2− 2µ)x+ 1) d
dx
.
(ii) For every fixed t > 0, one has
ξ
(µ)
t
(law)
=
∫ t
0
exp(−2B(µ)s )ds
(law)
=
∫ t
0
exp(2B(−µ)s )ds.
On the other hand, it is not as easy to show that Z(µ) is a diffusion process.
By the Itoˆ formula, we have
Z
(µ)
t = −
∫ t
0
Z(µ)s dBs +
∫ t
0
(
1
2
− µ
)
Z(µ)s ds+
∫ t
0
exp(B(µ)s )ds (6.1)
and we need to take care of the third term on the right hand side.
Here we recall Proposition 5.2, which implies
E[exp(B(µ)s )|Z(µ)s ] =
(
K1+µ
Kµ
)(
1
z
)
, z = Z(µ)s ,
by the integral representation for Kµ (cf. [38], p.119)
Kµ(y) =
1
2
(
y
2
)µ ∫ ∞
0
e−t−y
2/4tt−µ−1dt. (6.2)
Then, by replacing in (6.1) exp(B
(µ)
s ) by its projection on Z(µ)s (cf., e.g.,
Liptser-Shiryaev [39], Theorem 7.17), we see that there exists a {Z(µ)t }-Brownian
motion {βt} such that
Z
(µ)
t =
∫ t
0
Z(µ)s dβs +
(
1
2
− µ
)∫ t
0
Z(µ)s ds+
∫ t
0
(
K1+µ
Kµ
)(
1
Z
(µ)
s
)
ds.
Hence, admitting Proposition 5.2 as proven, we have obtained the following.
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Theorem 6.4. Let µ ∈ R.
(i) Z(µ) is a diffusion process on [0,∞) with respect to its natural filtration
{Z(µ)t } whose infinitesimal generator is given by
1
2
z2
d2
dz2
+
{(
1
2
− µ
)
z +
(
K1+µ
Kµ
)(
1
z
)}
d
dz
.
(ii) For every t > 0, Z(µ)t $ B(µ)t .
(iii) The diffusion processes Z(−µ) and Z(µ) have the same probability law.
To compare with the original Le´vy and Pitman theorems, we present the
following, which can be obtained from Theorems 6.3 and 6.4 by the scaling
property of Brownian motion. We call a diffusion process a Brownian motion
with drift b if its generator is given by 12
d2
dx2 + b(x)
d
dx .
Theorem 6.5. (i) For any λ > 0, the stochastic process{
1
2λ
log
(∫ t
0
exp(2λB(µ)s )ds
)
−B(µ)t +
1
2λ
logλ2, t > 0
}
is a Brownian motion with drift
c(µ),λ(x) = −µ+ 1
2
λe−2λx.
(ii) The stochastic process{
1
λ
log
(∫ t
0
exp(2λB(µ)s )ds
)
−B(µ)t + λ log λ2, t > 0
}
is a Brownian motion with drift
b(µ),λ(x) = −µ+ λe−λx
(
K1+µ/λ
Kµ/λ
)
(e−λx) =
d
dx
(
logKµ/λ(e
−λx)
)
.
Remark 6.1. By using the integral representation for Kµ(x)
Kµ(x) =
2µΓ(µ+ 1/2)
xµ
√
π
∫ ∞
0
cos(xt)
(1 + t2)µ+1/2
dt, x > 0, µ > 0,
(cf. [38], p.140), we can show
lim
λ→∞
b(µ),λ(x) = µ coth(µx).
The rest of this section is devoted to a proof of Proposition 5.2, which has
played an important role not only in this section but also in the previous section
and in Part I of our survey. To show the proposition, we prove an identity for
an anticipative transform on path space, which may be regarded as an example
of the Ramer-Kusuoka formula. For the Ramer-Kusuoka formula, see [9], [37],
[52] and [58].
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Another proof for the proposition which uses several properties of Bessel
processes has been given in [45] and a proof based on Theorem 5.1, featuring
the generalized Gaussian inverse distributions, has been given in [46].
For our purpose we consider one more transform on path space. For an R-
valued continuous function φ on [0,∞), we define Tα(φ) = {Tα(φ)t, t ≧ 0},
α ≧ 0, by
Tα(φ)t = φ(t)− log(1 + αAt(φ)). (6.3)
We now summarize some properties of these transforms on path space which
are easy to prove but play important roles in the following.
Proposition 6.6. Letting A and Z be the transforms on path space defined by
(5.1) and T be defined by (6.3), one obtains
(i)
1
At(Tα(φ))
=
1
At(φ)
+ α, (ii)Z ◦ Tα = Z,
(iii)Tα ◦ Tβ = Tα+β, α, β > 0.
The next theorem gives an example of the Ramer-Kusuoka formula. On the
left hand side of (6.4) below, the transform T
α/e
(µ)
t
depends on e
(µ)
t and it is
natural to call it anticipative. For more discussions about this transform, related
topics and references, see [17].
Theorem 6.7. Let µ ∈ R, α ≧ 0 and let F be a non-negative functional on the
path space C([0, t]→ R). Then, setting e(µ)t = exp(B(µ)t ), one has
E[F (T
α/e
(µ)
t
(B(µ))s, s ≦ t)] = E[F (B
(µ)
s , s ≦ t)Γ
(µ)
α (e
(µ)
t , Z
(µ)
t )] (6.4)
for every t > 0, where Γ
(µ)
α (x, z) = (1 + αz)µΓα(x, z) and
Γα(x, z) = exp
(
−α
2
(
x− 1
(1 + αz)x
))
.
Proof. We divide our proof into three steps.
Step 1. First, we prove that
E
[
exp(−ηet)F
(
1
As
, s ≦ t
)]
= E
[
exp(−η/et)F
(
1
As
+ 2η/et, s ≦ t
)]
(6.5)
holds for every η > 0, where et = e
(0)
t . From Proposition 6.6, we see that this
identity is equivalent to
E[exp(−ηet)F (Bs, s ≦ t)] = E[exp(−η/et)F (T2η/et(B)s, s ≦ t)]. (6.6)
Step 2. We prove (6.4) with µ = 0 from (6.6).
Step 3. We prove (6.4) for general values of µ.
We start from Theorem 5.1, which says that
E
[
F
(
1
A
(µ)
s
+ 2γµ, s ≦ t
)]
= E
[
F
(
1
A
(−µ)
s
, s ≦ t
)]
(6.7)
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holds for any µ > 0 and for any non-negative functional F on C([0, t] → R),
where γµ is a gamma random variable with parameter µ independent of B
(µ).
We rewrite the left hand side of (6.7) into the following way:
E
[
F
(
1
A
(µ)
s
+ 2γµ, s ≦ t
)]
=
1
Γ(µ)
∫ ∞
0
ηµ−1e−ηE
[
F
(
1
A
(µ)
s
+ 2η, s ≦ t
)]
dη
=
1
Γ(µ)
∫ ∞
0
ηµ−1e−ηE
[
F
(
1
As
+ 2η, s ≦ t
)
exp(µBt − µ2t/2)
]
dη,
=
e−µ
2t/2
Γ(µ)
∫ ∞
0
e−ηE
[
F
(
1
As
+ 2η, s ≦ t
)
(ηet)
µ
]
dη
η
, (6.8)
where we have used the Cameron-Martin theorem for the second identity. For
the right hand side of (6.7), we rewrite
E
[
F
(
1
A
(−µ)
s
, s ≦ t
)]
= E
[
F
(
1
As
, s ≦ t
)
exp(−µBt − µ2t/2)
]
=
e−µ
2t/2
Γ(µ)
∫ ∞
0
ηµ−1e−ηE
[
F
(
1
As
, s ≦ t
)
exp(−µBt)
]
dη
=
e−µ
2t/2
Γ(µ)
∫ ∞
0
e−ηE
[
F
(
1
As
, s ≦ t
)
(η/et)
µ
]
dη
η
. (6.9)
Now, comparing (6.8) and (6.9), we get∫ ∞
0
e−ηE
[
F
(
1
As
+ 2η, s ≦ t
)
(ηet)
µ
]
dη
η
=
∫ ∞
0
e−ηE
[
F
(
1
As
, s ≦ t
)
(η/et)
µ
]
dη
η
.
Since this identity holds for any µ > 0, we obtain∫ ∞
0
e−ηE
[
F
(
1
As
+ 2η, s ≦ t
)
f(ηet)
]
dη
η
=
∫ ∞
0
e−ηE
[
F
(
1
As
, s ≦ t
)
f(η/et)
]
dη
η
for any non-negative Borel function f on [0,∞). Since the left hand side is equal
to ∫ ∞
0
E[exp(−η/et)F
(
1
As
+ 2η/et, s ≦ t
)]
f(η)
dη
η
and the right hand side is∫ ∞
0
E[exp(−ηet)F
(
1
As
, s ≦ t
)]
f(η)
dη
η
,
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we obtain (6.5).
For Step 2, we replace F exp(ηet) by F in (6.6). Then, since exp(Tα(B)s) =
es/(1 + αAs), we obtain
E[F (Bs, s ≦ t)] = E
[
exp(−η/et) exp
(
ηet
1 + 2ηAt/et
)
F (T2η/et(B)s, s ≦ t)
]
and, setting η = α/2,
E[F (Bs, s ≦ t)] = E
[
exp
(
α
2
(
et
1 + αZt
− 1
et
))
F (Tα/et(B)s, s ≦ t)
]
. (6.10)
We now wish to find a function ϕ : R× [0,∞)→ R such that
E[ϕ(Bt, At)F (Bs, s ≦ t)] = E[F (Tα/et(B)s, s ≦ t)].
With this aim in mind, we replace F by ϕF in (6.10). Then we have
E[ϕ(Bt, At)F (Bs, s ≦ t)]
= E
[
exp
(
α
2
(
et
1 + αZt
− 1
et
))
ϕ
(
Tα/et(B)t,
At
1 + αZt
)
F (Tα/et(B)s, s ≦ t)
]
.
Hence, for our purpose, it is sufficient that
exp
(
α
2
(
et
1 + αZt
− 1
et
))
ϕ
(
Bt − log(1 + αZt), At
1 + αZt
)
= 1 (6.11)
and, if we take
ϕ(b, u) = exp
(
−α
2
(
eb − 1
eb + αu
))
,
we get (6.11). Therefore, we obtain
E[F (Tα/et(B)s, s ≦ t)] = E
[
exp
(
−α
2
(
et − 1
et + αAt
))
F (Bs, s ≦ t)
]
, (6.12)
which is precisely (6.4) with µ = 0.
For Step 3, we again use the Cameron-Martin theorem to modify the left
hand side of (6.4):
E[F (T
α/e
(µ)
t
(B(µ))s, s ≦ t)]
= E[F (Tα/et(B)s, s ≦ t) exp(µBt − µ2t/2)]
= e−µ
2t/2E[F (Tα/et(B)s, s ≦ t) exp(µTα/et(B)t)(1 + αZt)
µ].
We note Z(Tα/et(B)) = Z(B) (Proposition 6.6) and use (6.12). Then we obtain
E[F (T
α/e
(µ)
t
(B(µ))s, s ≦ t)]
= e−µ
2t/2E
[
F (Bs, s ≦ t) exp(µBt)(1 + αZt)
µ exp
(
−α
2
(
et − 1
(1 + αZt)et
))]
= E
[
F (B(µ)s , s ≦ t)(1 + αZ
(µ)
t )
µ exp
(
−α
2
(
e
(µ)
t −
1
(1 + αZ
(µ)
t )e
(µ)
t
))]
.
The proof is completed.
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We are now in a position to give a proof of the key proposition.
Proof of Proposition 5.2. At first we consider the case µ = 0. We set Qω,zt (·) =
P (·|Zt, Zt = z), the regular conditional distribution given Zt. Then, taking F
in (6.4) as ϕ(1/At)G(Zs, s ≦ t) for a non-negative Borel function ϕ on (0,∞)
and for a non-negative functional G in view of Proposition 6.6, we obtain
EQ
ω,z
t
[
exp(−ηet)ϕ
(
1
zet
)]
= EQ
ω,z
t
[
exp(−η/et)ϕ
(
1
zet
+
2η
et
)]
.
Now we assume for simplicity that the distribution of et under Q
ω,z
t has a
density gz(x) with respect to the Lebesgue measure. Then we have
EQ
ω,z
t
[
exp(−ηet)ϕ
(
1
zet
)]
=
∫ ∞
0
e−ηxϕ
(
1
zx
)
gz(x)dx
=
∫ ∞
0
e−η/zxϕ(x)gz
(
1
zx
)
1
zx2
dx
and
EQ
ω,z
t
[
exp(−η/et)ϕ
(
1
zet
+
2η
et
)]
=
∫ ∞
0
e−η/xϕ
(
2η + 1/z
x
)
gz(x)dx
=
∫ ∞
0
exp
(
− ηx
2η + 1/z
)
ϕ(x)gz
(
2η + 1/z
x
)
2η + 1/z
x2
dx.
Since the function ϕ is arbitrary, we obtain
z−1gz(v/z) exp(−ηv/z) = (2η + 1/z) exp
(
− η
(2η + 1/z)v
)
gz((2η + 1/z)v),
where we have set v = 1/x. From the last identity, we obtain
gz(x) = const. x
−1 exp
(
− 1
2z
(
x+
1
x
))
by simple algebra and, by using the integral representation (6.2) for the Mac-
donald function, we obtain (5.6) when µ = 0.
For a general value of µ, a standard argument with the Cameron-Martin
theorem leads us to the result. 
We finally show that the semigroups of the diffusion processes e(µ), ξ(µ) and
Z(µ) satisfy some intertwining properties. For some general discussions and ex-
amples of intertwinings between Markov semigroups, see [6], [10], [21], [54] and
[61] among others.
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To present these results, we denote by I
(µ)
z a generalized inverse Gaussian
random variable whose density is given by (5.6) and define the Markov kernels
K(µ)1 and K
(µ)
2 by
K(µ)1 ϕ(z) = E[ϕ(I
(µ)
z )] and K
(µ)
2 ϕ(z) = E
[
ϕ
(
z
I
(µ)
z
)]
for a generic function ϕ on R+.
Theorem 6.8. Let {P (µ)t }, {Q(µ)t } and {R(µ)t } be the semigroup of the diffusion
processes e(µ), ξ(µ) and Z(µ), respectively. Then we have
R
(µ)
t K
(µ)
1 = K
(µ)
1 P
(µ)
t and R
(µ)
t K
(µ)
2 = K
(µ)
2 Q
(µ)
t .
Proof. The key proposition (Proposition 5.2) again plays an important role. We
give a proof for the first identity. The second one is proven in a similar way.
For s, t > 0, we compute E[ϕ(e
(µ)
s+t)|Z(µ)s , Z(µ)s = z] in two ways. First, we use
the Markov property of e(µ) to obtain
E[ϕ(e
(µ)
s+t)|Z(µ)s , Z(µ)s = z] = E[E[ϕ(e(µ)s+t)|B(µ)s ]|Z(µ)s , Z(µ)s = z]
= E[(P
(µ)
t ϕ)(e
(µ)
s )|Z(µ)s , Z(µ)s = z]
= E[(P
(µ)
t ϕ)(I
(µ)
z )]
= (K(µ)1 P
(µ)
t ϕ)(z),
where B(µ)s = σ{e(µ)u , u ≦ s} = σ{B(µ)u , u ≦ s} and we have used Proposition
5.2 for the third equality.
Next, we note E[ϕ(e
(µ)
s+t)|Z(µ)s+t] = (K(µ)1 ϕ)(Z(µ)s+t). Then, by the Markov prop-
erty of Z(µ), we obtain
E[ϕ(e
(µ)
s+t)|Z(µ)s , Z(µ)s = z] = E[ϕ(e(µ)s+t)|Z(µ)s+t]|Z(µ)s , Z(µ)s = z]
= E[(K(µ)1 ϕ)(Z
(µ)
s+t)|Z(µ)s , Z(µ)s = z]
= (R
(µ)
t K
(µ)
1 ϕ)(z)
and the desired identity R
(µ)
t K
(µ)
1 = K
(µ)
1 P
(µ)
t .
References
[1] Alili, L., Matsumoto, H. and Shiraishi, T. (2001). On a triplet of exponen-
tial Brownian functionals, in Se´minaire de Probabilite´s XXXV, 396–415,
Lecture Notes in Math., 1755, Springer-Verlag. MR1837300
[2] Alili, L. and Gruet, J.-C. (1997). An explanation of a generalized Bougerol’s
identity in terms of hyperbolic Brownian motion, in [65].
[3] Baldi, P., Casadio Tarabusi, E. and Figa`-Talamanca, A. (2001). Stable laws
arising from hitting distributions of processes on homogeneous trees and
the hyperbolic half-plane, Pacific J. Math., 197, 257–273. MR1815256
H. Matsumoto, M. Yor/Exponential functionals of BM, II 381
[4] Baldi, P., Casadio Tarabusi, E., Figa`-Talamanca, A. and Yor, M. (2001).
Non-symmetric hitting distributions on the hyperbolic half-plane and subor-
dinated perpetuities, Rev. Mat. Iberoamericana, 17, 587–605. MR1900896
[5] Barrieu, P., Rouault, A. and Yor, M. (2004). A study of the Hartman-
Watson distribution motivated by numerical problems related to the pricing
of Asian options, J. Appl. Prob., 41, 1049–1058. MR2122799
[6] Biane, Ph. (1995). Intertwining of Markov semi-groups, some examples, in
Se´m. Prob., XXIX, Lecture Notes in Math., 1613, 30–36, Springer-Verlag,
Berlin. MR1459446
[7] Bougerol, Ph. (1983). Exemples de the´ore`mes locaux sur les groupes
re´solubles, Ann. Inst. H.Poincare´, 19, 369–391. MR730116
[8] Brox, T. (1986). A one-dimensional diffusion process in a Wiener medium,
Ann. Prob., 14, 1206–1218. MR866343
[9] Buckdahn, R. and Fo¨llmer, H. (1993). A conditional approach to the antic-
ipating Girsanov transformation, Prob. Theory Relat. Fields, 95, 311–330.
MR1213194
[10] Carmona, P. Petit, F. and Yor, M. (1998). Beta-Gamma variables and in-
tertwinings of certain Markov processes, Rev. Mat. Iberoamericana, 14,
311–367.
[11] Comtet, A. (1987). On the Landau levels on the hyperbolic plane, Ann.
Phys., 173, 185–209. MR870891
[12] Comtet, A., Georgeot, B. and Ouvry, S. (1993). Trace formula for Rieman-
nian surfaces with magnetic field, Phys. Rev. Lett., 71, 3786–3789.
[13] Comtet, A., Monthus, C. and Yor, M. (1998). Exponential functionals of
Brownian motion and disordered systems, J. Appl. Prob., 35, 255–271.
MR1641852
[14] Davies, E.B. (1989). Heat Kernels and Spectral Theory, Cambridge Univ.
Press.
[15] Debiard, A. and Gaveau, B. (1987). Analysis on root systems, Canad. J.
Math., 39, 1281–1404. MR918384
[16] Donati-Martin, C., Ghomrasni, R. and Yor, M. (2001). On certain Markov
processes attached to exponential functionals of Brownian motion; applica-
tion to Asian options, Rev. Mat. Iberoam., 17, 179–193. MR1846094
[17] Donati-Martin, C., Matsumoto, H. and Yor, M. (2002). Some absolute con-
tinuity relationships for certain anticipative transformations of geometric
Brownian motions, Publ. RIMS Kyoto Univ., 37, 295–326. MR1855425
[18] Dufresne, D. (1990). The distribution of a perpetuity, with application to
risk theory and pension funding, Scand. Actuarial J., 39–79. MR1129194
[19] Dufresne, D. (2001). An affine property of the reciprocal Asian option pro-
cess, Osaka J. Math., 38, 379–381. MR1833627
[20] Dufresne, D. (2001). The integral of geometric Brownian motion, Adv.
Appl. Prob., 33, 223–241. MR1825324
[21] Dynkin, E.B. (1965). Markov Processes, I, Springer-Verlag.
[22] Fay, J. (1977). Fourier coefficients of the resolvent for a Fuchsian group, J.
Reine Angew. Math., 293, 143–203. MR506038
[23] Geman, H. and Yor, M. (1992). Quelques relations entre processus de
H. Matsumoto, M. Yor/Exponential functionals of BM, II 382
Bessel, options asiatiques et fonctions confluentes hyperge´ome´triques, C.R.
Acad. Sci., Paris, Se´rie I, 314, 471–474. (Eng. transl. is found in [60].)
MR1154389
[24] Geman, H. and Yor, M. (1993). Bessel processes, Asian options, and per-
petuities, Math. Finance, 3, 349–375. (also found in [60].)
[25] Grosche, C. (1996). Path Integrals, Hyperbolic Spaces, and Selberg Trace
Formulae, World Scientific.
[26] Grosche, C. (1988). The path integral on the Poincare´ upper half plane
with a magnetic field and for the Morse potential, Ann. Phys. (N.Y.), 187,
110–134. MR969177
[27] Grosche, C. and Steiner, F. (1998). Handbook of Feynman Path Integrals,
Springer-Verlag.
[28] Gruet, J.-C. (1996). Semi-groupe du mouvement Brownien hyperbolique,
Stochastics Stochastic Rep., 56, 53–61. MR1396754
[29] Gruet, J.-C. (1997). Windings of hyperbolic motion, in [65].
[30] Hu, Y., Shi, Z. and Yor, M. (1999). Rates of convergence of diffusions
with drifted Brownian potentials, Trans Amer. Math. Soc., 351, 3915–3934.
MR1637078
[31] Ikeda, N. and Matsumoto, H. (1999). Brownian motion on the hyperbolic
plane and Selberg trace formula, J. Func. Anal., 162, 63–110. MR1682843
[32] Ikeda, N. and Watanabe, S. (1989). Stochastic Differential Equations and
Diffusion Processes, 2nd edn., North-Holland/Kodansha.
[33] Ishiyama, K. (2005). Methods for evaluating density functions of expo-
nential functionals represented as integrals of geometric Brownian motion,
Method. Compu. Appl. Prob., 7, 271–283.
[34] Johnson, N.L., Kotz, S. and Balakrishnan, N. (1994). Continuous Univari-
ate Distributions, Vol. 1, 2nd edn., John Wiley & Sons.
[35] Kawazu, K. and Tanaka, H. (1991). On the maximum of a diffusion process
in a drifted Brownian environment, in Se´m. Prob., XXVII, Lecture Notes
in Math. 1557, 78–85, Springer-Verlag, Berlin. MR1308554
[36] Kawazu, K. and Tanaka, H. (1997). A diffusion process in a Brownian
environment with drift, J. Math. Soc. Japan, 49, 189–211. MR1601361
[37] Kusuoka, S. (1982). The nonlinear transformation of Gaussian measures
on Banach space and its absolute continuity, J. Fac. Sci., Univ. Tokyo Sect.
IA, 29, 567–597.
[38] Lebedev, N.N. (1972). Special Functions and their Applications, Dover,
New York. MR350075
[39] Liptser, R.S. and Shiryaev, A.N. (2001). Statistics of Random Processes I,
General Theorey, 2nd. Ed., Springer-Verlag.
[40] Matsumoto, H. (2001). Closed form formulae for the heat kernels and the
Green functions for the Laplacians on the symmetric spaces of rank one,
Bull. Sci. math., 125, 553–581. MR1869991
[41] Matsumoto, H., Nguyen, L. and Yor, M. (2002). Subordinators related
to the exponential functionals of Brownian bridges and explicit formulae
for the semigroup of hyperbolic Brownian motions, in Stochastic Processes
and Related Topics, 213–235, Proc. 12th Winter School at Siegmundsburg
H. Matsumoto, M. Yor/Exponential functionals of BM, II 383
(Germany), R.Buckdahn, H-J.Engelbert and M.Yor, eds., Stochastic Mono-
graphs, Vol. 12, Taylor & Francis. MR1987318
[42] Matsumoto, H. and Ogura, Y. (2004). Markov or non-Markov property of
cM −X processes, J. Math. Soc. Japan, 56, 519–540. MR2048472
[43] Matsumoto, H. and Yor, M. (1998). On Bougerol and Dufresne’s identity
for exponential Brownian functionals, Proc. Japan Acad., 74 Ser.A., 152–
155.
[44] Matsumoto, H. and Yor, M. (1999). A version of Pitman’s 2M−X theorem
for geometric Brownian motions, C.R. Acad. Sci., Paris, Se´rie I, 328, 1067–
1074. MR1696208
[45] Matsumoto, H. and Yor, M. (2000). An analogue of Pitman’s 2M−X theo-
rem for exponential Wiener functionals, Part I: A time inversion approach,
Nagoya Math. J., 159, 125–166. MR1783567
[46] Matsumoto, H. and Yor, M. (2001). An analogue of Pitman’s 2M−X theo-
rem for exponential Wiener functionals, Part II: The role of the generalized
Inverse Gaussian laws, Nagoya Math. J., 162, 65–86. MR1836133
[47] Matsumoto, H. and Yor, M. (2001). A relationship between Brownian mo-
tions with opposite drifts via certain enlargements of the Brownian filtra-
tion, Osaka J. Math., 38, 383–398. MR1833628
[48] Matsumoto, H. and Yor, M. (2003). On Dufresne’s relation between the
probability laws of exponential functionals of Brownian motions with dif-
ferent drifts, J. Appl. Prob., 35, 184–206. MR1975510
[49] Matsumoto, H. and Yor, M. (2005). Exponential Functionals of Brownian
motion, I, Probability laws at fixed time, Probab. Surveys, 2, 312–347.
[50] Paulsen, J. (1993).Risk theory in a stochastic economic environment, Stoch.
Proc. Appl., 46, 327–361. MR1226415
[51] Pitman, J.W. (1975). One-dimensional Brownian motion and the three-
dimensional Bessel process, Adv. Appl. Prpb., 7, 511–526. MR375485
[52] Ramer, R. (1974). On nonlinear transformations of Gaussian measures, J.
Func. Anal., 15, 166–187. MR349945
[53] Revuz, D. and Yor, M. (1999). Continuous Martingales and Brownian Mo-
tion, 3rd. Ed., Springer-Verlag, Berlin.
[54] Rogers, L.C.G. and Pitman, J.W. (1981). Markov functions, Ann. Prob.,
9, 573–582. MR624684
[55] Rogers, L.C.G. and Shi, Z. (1995). The value of an Asian option, J. Appl.
Prob., 32, 1077–1088. MR1363350
[56] Seshadri, V. (1993). The Inverse Gaussian Distributions, Oxford Univ.
Press.
[57] Watson, G.N. (1944). A Treatise on the Theory of Bessel Functions, 2nd
Ed., Cambridge Univ. Press.
[58] Yano, K. (2002). A generalization of the Buckdahn-Fo¨llmer formula for
composite transformations defined by finite dimensional substitution, J.
Math. Kyoto Univ., 42, 671–702. MR1967053
[59] Yor, M. (1997). Some Aspects of Brownian Motion, Part II: Some Recent
Martingale Problems, Birkha¨user.
[60] Yor, M. (2001). Exponential Functionals of Brownian Motion and Related
H. Matsumoto, M. Yor/Exponential functionals of BM, II 384
Processes, Springer-Verlag.
[61] Yor, M. (1989) Une extension markovienne de l’alge´bre des lois be´ta-
gamma, C.R. Acad. Sci., Paris, Se´rie I, 308, 257–260.
[62] Yor, M. (1992). Sur les lois des fonctionnelles exponentielles du mouvement
brownien, conside´re´es en certains instants ale´atoires, C.R. Acad. Sci., Paris,
Se´rie I, 314, 951–956. (Eng. transl. is found in [60].) MR1168332
[63] Yor, M. (1992). On some exponential functionals of Brownian motion, Adv.
Appl. Prob., 24, 509–531. (also found in [60].) MR1174378
[64] Yor, M. (2001). Interpretations in terms of Brownian and Bessel meanders
of the distribution of a subordinated perpetuity, in Le´vy Processes, The-
ory and Applications, 361–375, eds. O.E.Barndorff-Nielsen, T.Mikosch and
S.I.Resnick, Birkha¨ser. MR1833705
[65] Yor, M. (Ed.) (1997). Exponential Functionals and Principal Values re-
lated to Brownian Motion, A collection of research papers, Biblioteca de la
Revista Matema´tica Iberoamericana. MR1648653
