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Abstract
Results on stability of tautological sheaves on Hilbert schemes of points are
extended to higher dimensions and transferred to abelian surfaces and to the re-
striction of tautological sheaves to generalised Kummer varieties. This provides
a big class of new examples of stable sheaves on higher dimensional irreducible
symplectic manifolds. Some aspects of deformations of tautological sheaves are
studied.
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0 Introduction
Moduli spaces of sheaves on symplectic surfaces play an important role in the construc-
tion of irreducible holomorphic symplectic (short: irreducible symplectic) manifolds. A
natural question that arises is the following: Can we iterate this process? That is, can
we construct new examples of irreducible symplectic manifolds using moduli spaces of
sheaves on known higher dimensional irreducible symplectic manifolds such as Hilbert
schemes of points on K3 surfaces or generalised Kummer varieties? Certainly it is dif-
ficult to answer this question in this generality. On the other hand almost no examples
of stable sheaves on higher dimensional irreducible symplectic manifolds had been en-
countered. In [Sch10] the first example of a rank two stable vector bundle on the Hilbert
scheme of two points on a K3 surface was found. In [Wan12] this result was drastically
generalised continuing along the following concept: Start with a stable sheaf on a K3
surface, transfer this sheaf to the Hilbert schemes of points using the universal property
of the latter and obtain what is called a tautological sheaf and, finally, prove its stability.
This article is to be understood as a sequel to [Wan12]. We further extend its results
and transfer them to the case of abelian surfaces. The Hilbert scheme of points on an
abelian surface contains as a closed subvariety the generalised Kummer variety associated
with the surface. We study the restriction of tautological sheaves to Kummer varieties
and obtain non-trivial examples of stable sheaves on these manifolds.
The paper is organised as follows: We begin in Section 1.1 by collecting known results
on the geometry of hilbert schemes of points on a surface and prove a few technical
lemmata used in the sequel. Next, in Section 1.2 we introduce the main objects of
this article, the tautological sheaves. In Section 1.3 we introduce polarisations on the
Hilbert schemes and compute the slopes of tautological sheaves with respect to these
polarisations. In Chapter 2 we analyse destabilising subsheaves of tautological sheaves
on Hilbert schemes of three or more points. The case of abelian surfaces is treated
in Chapter 3. We start by computing the Picard group and intersection numbers for
the Hilbert schemes of two (Section 3.1) resp. three (Section 3.2) points on an abelian
surface. Next we transfer the results on stability of tautological sheaves from regular
surfaces to abelian surfaces (Sections 3.3 and 3.4). Finally, we prove stability of the
restriction of certain tautological sheaves to the Kummer surface (Section 3.5) and the
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generalised Kummer variety of dimension four (Section 3.6). We conclude the paper by
studying deformations of tautological sheaves in Chapter 4. We show that the moduli
spaces of tautological sheaves can be singular in Section 4.2 and investigate in which way
we may deform tautological sheaves together with the underlying manifold in Section
4.3.
Notations and conventions
• The base field of all varieties and schemes is the field of complex numbers.
• For the intersection product inside the Chow or cohomology ring of a smooth vari-
ety we write either l.m or l ·m, for classes l and m, or we will just use juxtaposition
lm.
• A polarisation on a variety X is the choice of a class H inside the ample cone
Amp(X).
• A sheaf on a variety X is a coherent OX-module.
• We write ∼= to indicate an isomorphism of abelian groups, vector spaces and vari-
eties. We use ≃ for isomorphisms of sheaves.
• All functors such as pushforward, pullback, local and global homoorphisms and
tensor product are not derived unless mentioned otherwise.
• Let F be a locally free sheaf. A locally free subsheaf L is called a subbundle of F .
(In literature this is sometimes only used for locally free subsheaves L such that
the quotient F/L is locally free, too.)
• Let σ : Y → Z be a morphism of smooth projective varieties. For all sheaves H on
Y and G on Z there is an adjunction isomorphism of C-vector spaces
HomY (σ
⋆G,H) ∼= HomZ(G, σ⋆H)
which will be denoted by σ⋆ ⊣ σ⋆ (σ
⋆ is left adjoint to σ⋆).
• Let Y ×Z be the product of two varieties Y and Z. Denote the projections to the
corresponding factors by π1 and π2. For sheaves H on Y and G on Z we define
H⊠ G := π⋆1H⊗ π
⋆
2G and
H⊞ G := π⋆1H⊕ π
⋆
2G.
They are called exterior tensor product and exterior sum of the sheaves H and
G. In the case Y = Z and H = G we also write H⊠2 and H⊞2. This, of course,
generalises to products of more than two varieties.
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• Let G be a finite group acting on a smooth projective variety X . Let f : X → X/G
be the quotient. If L is a G-equivariant line bundle on X , the pushforward f⋆L
inherits the G-linearisation. Since G acts trivially on X/G, we can define LG to be
the sheaf of G-invariant sections of f⋆L, which is a line bundle onX/G. Conversely,
the pullback gives a homomorphisms f ⋆ : Pic(X/G) → PicG(X) to the group of
G-linearised line bundles on X. This map is injective and its image coincides with
line bundles L such that for every x ∈ X the stabiliser group Gx acts trivially on
the fibre Lx (cf. [KKV89]). Finally, by taking first Chern classes, for every class l
in NSX we can define a class lG ∈ NS(X/G).
• Let Y be a smooth projective variety Y and E a vector bundle. There is an
extension
At(E) ∈ Ext1(E , E ⊗ ΩY )
called theAtiyah class of E . It was introduced by Atiyah in [Ati57] as an obstruction
class for the existence of connections on principal bundles. This class satisfies the
following properties:
– Denote by tr : Ext1(E , E ⊗ΩY )→ H
1(Y,ΩY ) the natural trace map. We have
trAt(E) = c1(E).
– For any morphism f : Z → Y there is an induced map f˜ : Ext1(E , E ⊗ΩY )→
Ext1(f ⋆E , f ⋆E ⊗ ΩZ). The Atiyah class satisfies
f˜(At(E)) = At(f ⋆E).
– If E ′ is another vector bundle on Y, we have
At(E ⊗ E ′) = At(E)⊗ id + id⊗At(E ′).
More generally, the Atiyah class can be defined for any object in the derived
category by using locally free resolutions. For a discussion of some of the properties
of the Atiyah class in a more modern language and in the realm of algebraic
geometry the interested reader is referred to [HL97, Sect. 10.1].
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• Furthermore, we use the following notation:
TX − tangent sheaf of a variety X
ΩkX − sheaf of k-th order differentials
ωX − canonical line bundle
ωf − relative canonical sheaf of a morphism f
tdX − Todd class of a variety X
tdf − Todd class of the relative tangent bundle of a morphism f
ci − i-th Chern class
H∗ − cohomology ring of a variety
or collection of all cohomology groups of a sheaf
NSX − Ne´ron−Severi group of a variety X
PicX − Picard group of X
(−)Sn − invariant part with respect to the Sn-action
SnX − n-th symmetric product of the variety X
SnV − n-th symmetric product of the vector space V
V ∨ − dual of the vector space V
F∨ − dual of the sheaf F (defined as Hom(F ,O))
hi(F) − dimCH
i(F)
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1 Preliminairies
Throughout this chapter we consider a smooth projective surface X together with a
polarisation H ∈ NS(X).
1.1 Geometric Considerations
For n = 2 the geometry of the Hilbert scheme points on a surface is very well accessible:
In fact, X [2] is the blowup of the symmetric square S2X along the diagonal. If n > 2,
the situation is much more delicate. An important fact is that the Hilbert−Chow mor-
phism ρn : X
[n] → SnX is no longer a global blowup morphism. But following [Beau83],
we see that outside codimension two subschemes ρn is the blowup of the big diagonal.
This is important, especially if we want to determine the Picard group of the Hilbert
scheme. Nevertheless, the geometry of Hilbert schemes has been intensively studied. Let
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us summarise the most important results.
Following [EGL01, Section 1], we consider the following diagram:
X [n−1,n]
σn

wn
//
ψn
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
Ξn
pn

qn
//X
Ξn−1 ⊂ X ×X
[n−1]
pn−1vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
qn−1
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
X [n]
ρn ##❋
❋❋
❋❋
❋❋
❋❋
❋ X
n
||②②
②②
②②
②②
②
X [n−1] X SnX.
Here we denote by
Ξn := {(x, ξ) | x ∈ ξ} ⊂ X ×X
[n]
the universal subscheme and by
X [n−1,n] := {(ξ′, ξ) | ξ′ ⊂ ξ} ⊂ X [n−1] ×X [n]
the so-called nested Hilbert scheme.
We have the flat degree n covering pn : Ξn → X
[n] which is, in fact, the restriction of
the second projection X×X [n] → X [n]. Furthermore, X [n−1,n] is ismorphic to the blowup
of X × X [n−1] along the universal subscheme Ξn−1. Denote this blowup morphism by
σn and the projections from X ×X
[n−1] to X [n−1] and X by pn−1 and qn−1, respectively.
By [ES98, Prop. 2.1] the second projection ψn : X
[n−1,n] → X [n] factors through Ξn and
from [Hai01, Prop. 3.5.3] it follows that wn is an isomorphism outside codimension four
subschemes. Thus the morphism ψn is flat outside codimension four. Finally, we have
qn−1 ◦ σn = qn ◦ wn
We have
Pic0X [n] ∼= Pic0X
and embeddings
(−)X[n] : NSX →֒ NSX
[n], l 7→ lX[n] := ρ
⋆
n(l
⊞n)Sn and (−)X[n] : PicX →֒ PicX
[n].
Furthermore, there is a class δn ∈ NSX
[n], such that 2δn is the class of the divisor
consisting of all non-reduced subschemes ξ ⊂ X . There is a line bundle O(δn) with first
Chern class δn such that its pullback p
⋆
nO(δn) is the relative canonical sheaf of pn.
Lemma 1.1. Let Dn be the exceptional divisor of σn. We have
ψ⋆nO(δn) ≃ O(Dn)⊗ σ
⋆
np
⋆
n−1O(δn−1).
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Proof. This is a consequence of the geometric considerations in Section 2 of [EGL01].
We introduce the following notation: Set
ψX := ψn × idX
φn := pn−1 ◦ σn
φX := φn × idX
j := idX[n−1,n] × (qn−1 ◦ σn)
These maps fit into the following diagram, where π is the first projection:
X [n−1,n]
j // X [n−1,n] ×X
ψXww♥♥♥
♥♥
♥♥
♥♥
♥♥
φX ((PP
PP
PP
PP
PP
PP
π // X [n−1,n]
X [n] ×X X [n−1] ×X
.
Using this notation, we can write sequence (6) from [EGL01] as follows:
0→ j⋆O(Dn)→ ψ
⋆
XOΞn → φ
⋆
XOΞn−1 → 0.
To this sequence we want to apply π⋆. First note that π ◦ j = idX[n−1,n] . Furthermore,
we have a commutative diagram
X [n−1,n] ×X
π //
ψX

X [n−1,n]
ψn

X [n] ×X
pn // X [n],
where pn is the first projection as usual. Since the projections are flat we have
π⋆ ◦ ψ
⋆
X ≃ ψ
⋆
n ◦ pn⋆.
Define
O
[n]
X := pn⋆OΞn .
This is a rank n vector bundle onX [n] with determinant O(δn). Thus we find π⋆ψ
⋆
XOΞn ≃
ψ⋆nO
[n]
X and similarly π⋆φ
⋆
XOΞn ≃ φ
⋆
nO
[n−1]
X . Altogether we see that we have an exact
sequence on X [n−1,n] :
0→ O(Dn)→ ψ
⋆
nO
[n]
X → φ
⋆
nO
[n−1]
X → 0.
Hence taking determinants yields the lemma.
Corollary 1.2. We have
ψ⋆nδn = [Dn] + σ
⋆
np
⋆
n−1δn−1.
Next, there is a recursive formula for classes in NSX [n] coming from X :
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Lemma 1.3. For every class l ∈ NSX we have
ψ⋆nlX[n] = σ
⋆
n(p
⋆
n−1lX[n−1] + q
⋆
n−1l).
Proof. Denote the natural degree n covering Sn−1 ×X → SnX by fn. We have
ψ⋆nlX[n] = ψ
⋆
nρ
⋆
n(l
⊞n)Sn = σ⋆n(ρn−1 × idX)
⋆f ⋆n(l
⊞n)Sn
= σ⋆n(ρn−1 × idX)
⋆((l⊞n−1)Sn−1 ⊞ l) = σ⋆n(ρ
⋆
n−1(l
⊞n−1)Sn−1 ⊞ l)
= σ⋆n(p
⋆
n−1lX[n−1] + q
⋆
n−1l).
Remark 1.4. We leave it to the reader to formulate and prove the analogous result to
the lemma above for line bundles instead of cohomology classes.
If X is regular (i. e. h1(X,OX) = 0), we have
NSX [n] ∼= NSX ⊕ Zδn.
Finally, let us also consider the case that our surface is an abelian surface A. We
have the group law sn : A
n → A which factors through s˜n : S
nA→ A and we denote the
composition s˜n ◦ ρn by mn:
A[n]
mn
##❋
❋❋
❋❋
❋❋
❋❋
❋
ρn // SnA
s˜n

Anoo
sn
||②②
②②
②②
②②
②
A
Thus we have embeddings
(−)Mn : NSA →֒ NSA
n, l 7→ s⋆nl − l
⊞n and (1)
(−)mn : NSA →֒ NSA
[n], l 7→ m⋆nl − lX[n] .
Remark 1.5. As one can easily see from the Ku¨nneth decomposition, the class lMn is
linearly independent of the summand (NSA)⊞n inside NSAn.
Finally, let us briefly introduce the generalised Kummer varieties. If one mimics the
construction of Hilbert schemes to the case of abelian surfaces, one again obtains Ricci
flat manifolds. But they are not simply connected and contain additional factors in the
Beauville−Bogomolov decomposition. To get rid of these factors we consider (for an
abelian surface A) the fibre
Kn(A) := m
−1
n (0)
and call it generalised Kummer variety. It is a (2n−2)-dimensional irreducible symplectic
manifold (cf. [Beau83]). In the case n = 2 this just gives the Kummer surface KmA.
Note that some authors (e.g. [Beau83]) use the notation Kn for the generalised Kum-
mer variety of dimension 2n. We will use the notation introduced above which is also
used in [Huy99].
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1.2 Tautological Sheaves
Let us give the definition of tautological sheaves, the objects of main interest in this
article. Fix a sheaf F on X and recall that there is the universal subscheme Ξn ⊂ X ×
X [n]. Furthermore we have the two projections pn : X×X
[n] → X [n] and qn : X×X
[n] →
X .
Definition 1.6. The tautological sheaf associated with F is defined as
F [n] := pn⋆(q
⋆
nF ⊗OΞn).
Remark 1.7. Very important for the study of tautological sheaves is the following
observation: The universal subscheme Ξn and the nested Hilbert scheme X
[n−1,n] are
isomorphic outside codimension four subschemes (cf. Section 1.1). Let U denote the
open subset where they are actually isomorphic. The restrictions of q⋆nF and σ
⋆
nq
⋆
n−1F
to U are naturally isomorphic. Thus the restriction of F [n] to the image pn(U) in X
[n] is
isomorphic to F˜ [n] := ψn⋆σ
⋆
nq
⋆
n−1F (restricted to ψn(U) = pn(U)). Hence we can use F˜
[n]
instead of F [n] as long as we want to study properties that are not sensible with respect
to modifications in codimension four. In the case n = 2 we, in fact, have F˜ [2] ≃ F [2].
The restriction of pn to Ξn is a flat covering of degree n. Hence the following lemma:
Lemma 1.8. If F is locally free (torsion-free, resp.), so is F [n]. If F has rank r, then
F [n] has rank nr.
Proof. [Scal09b, Rem. 2.5 and Lem. 2.23].
Lemma 1.9. Let F be a locally free sheaf on X. Then
(F [n])∨ ≃ (F∨)[n] ⊗O(δn).
Proof. Recall that p⋆nO(δn) is the relative canonical sheaf of the degree n covering pn.
Using Grothendieck−Verdier duality, we have
(F [n])∨ = HomO
X[n]
(pn⋆q
⋆
nF ,OX[n]) ≃ pn⋆HomOΞn (q
⋆
nF , p
⋆
nO(δn))
≃ pn⋆(q
⋆
nF
∨ ⊗ p⋆nO(δn)) ≃ (F
∨)[n] ⊗O(δn).
Lemma 1.10. We have the following formula for the first Chern class of F [n]:
c1(F
[n]) = c1(F)X[n] − rk(F)δn.
Proof. The map pn : Ξn → X
[n] is a flat covering of degree n with branch divi-
sor δn. Thus the class of the relative canonical bundle of pn is p
⋆
nδn. Hence the
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Grothendieck−Riemann−Roch theorem reads
ch(F [n]) = ch(pn⋆q
⋆
nF) = pn⋆(q
⋆
n ch(F) · tdpn)
= pn⋆((rk(F), q
⋆
nc1(F), . . . )(1,−
1
2
p⋆nδn, . . . ))
= pn⋆(rk(F), q
⋆
nc1(F)−
1
2
rk(F)p⋆nδn, . . . )
= (n rk(F), pn⋆q
⋆
nc1(F)− rk(F)δn, . . . ).
Note that — as in the n = 2 case — we have pn⋆p
⋆
nδn = 2δn because along the divisor
2δn two sheets of the degree n covering come together.
Certainly the first Chern class is independent of modifications in codimenion four, i.e.
pn⋆q
⋆
nc1(F) = ψn⋆σ
⋆
nq
⋆
n−1c1(F). Denote by fn : S
n−1X×X → SnX the degree n covering
and by pr2 : S
n−1X × X → X the second projection. We have ψn⋆σ
⋆
nq
⋆
n−1c1(F) =
ρ⋆nfn⋆pr
⋆
2c1(F) = c1(F)X[n].
Next, we want to summarise the results of Scala and Krug about global sections and
extensions of tautological sheaves. These formulas turn out to be a powerful tool to
analyse stability and deformations of these sheaves.
Theorem 1.11. For every sheaf F and every line bundle L on X we have
H∗(X [n],F [n] ⊗LX[n])
∼= H∗(X,F ⊗ L)⊗ Sn−1H∗(X,L).
Proof. [Scal09b, Cor. 4.5], [Kru11, Thm. 6.17].
We continue by stating Krug’s formula for the extension groups of tautological
sheaves:
Theorem 1.12. Let F and E be sheaves and L and M be line bundles on X. We have
Ext∗
X[n]
(E [n] ⊗LX[n] ,F
[n] ⊗MX[n])
∼=
Ext∗X(E ⊗ L,F ⊗M)⊗ S
n−1Ext∗X(L,M)⊕
Ext∗X(E ⊗ L,M)⊗ Ext
∗
X(L,F ⊗M)⊗
Sn−2Ext∗X(L,M).
(2)
Proof. [Kru11, Thm. 6.17].
Krug also gave a description how to compute Yoneda products on these extension
groups (cf. [Kru11, Sect. 7]). The general formulas are extremely long. We will give a
more detailed account on them as needed.
Let us finish this section by deriving a special case of formula (2).
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Corollary 1.13. Let X be a K3 surface and let F be a sheaf on X satisfying h2(F) = 0.
Then we have
HomX[n](F
[2],F [2]) ∼= HomX(F ,F),
Ext1
X[n]
(F [2],F [2]) ∼= Ext1X(F ,F)
⊕
H0(X,F)⊗ H1(X,F)∨. (3)
Remark 1.14. From these equations we can deduce that tautological sheaves F [2] as-
sociated with stable sheaves F 6≃ OX are always simple: By Serre Duality a stable sheaf
F 6≃ OX on a K3 surface satisfies either h
2(F) = 0 or h0(F) = 0 and by twisting with
a suitable line bundle we may assume that h2(F) = 0. This is a first indication that
tautological sheaves might be stable.
1.3 Polarisations and Slopes
In this section we shall talk about polarisations on the Hilbert scheme of points on a
surface. In general the ample cone of these varieties is not completely known. Neverthe-
less, if we fix a polarisation H on our surface X , we will define polarisations HN on X
[n],
depending on H and an integer N .Furthermore, we shall derive and discuss the slopes
of tautological sheaves with respect to these polarisations. This will be important when
we want to study the stability of these sheaves in Chapters 2 and 3.
Fix a smooth projective surface X and an ample class H ∈ NSX . For any integer
N we consider the class
HN := NHX[n] − δn ∈ NSX
[n].
Lemma 1.15. For all sufficiently large N, the class HN is ample.
Proof. For n = 2 the Hilbert−Chow morphism ρ is a blow up. The class HX[2] is the
pullback of an ample class on S2X and −δ is ample on the fibres of ρ. For n > 2 we
proceed by induction. By Corollary 1.2 and Lemma 1.3 we have
ψ⋆nHN = σ
⋆
n(p
⋆
n−1(NHX[n−1] − δn−1) +Nq
⋆
n−1H)− [Dn].
By induction NHX[n−1] − δn−1 is ample on X
[n−1]. Hence for sufficiently large N , ψ⋆nHN
is ample. By [Laz04, Cor. 1.2.24] HN is ample, too.
Thus we have a natural candidate for a polarisation of the Hilbert scheme and, as
it turns out, in many cases tautological sheaves are stabe with respect to these polar-
isations. We will briefly summarise the results obtained in [Wan12] on the stability of
tautological sheaves on regular surfaces.
Theorem 1.16. Let F be a µH-stable vector bundle on X and assume F 6≃ OX . Then
for sufficiently large N, the tautological vector bundle F [2] on X [2] does not contain any
µHN -destabilising line subbundles.
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Theorem 1.17. Let F be a rank one torsion-free sheaf on X satisfying detF 6≃ OX .
Then for N sufficiently large, F [2] is a µHN -stable rank two torsion-free sheaf on X
[2].
Theorem 1.18. Let F be a rank two µH-stable sheaf on X and assume detF 6≃ OX .
Then for N sufficiently large, F [2] is a µHN -stable rank four sheaf on X
[2].
Next, we want to compute slopes of tautological sheaves also in the case n > 2. Hence
we need to compute intersection numbers. We have the following general result:
Lemma 1.19. Let l be a class in NSX. We have
lX[n] .H
2n−1
X[n]
=
n
2n−1
(l.H)(H2)n−1 and (4)
δn.H
2n−1
X[n]
= 0, (5)
where on the right hand side of (4) we consider the intersection in NSX.
Proof. Both lX[n] and HX[n] are pullbacks from S
nX along the Hilbert−Chow mor-
phism. We pull back along the n!-fold covering Xn → SnX and obtain the classes l⊞n
and H⊞n, respectively. We have
lX[n] .H
2n−1
X[n]
=
1
n!
(l⊞n)(H⊞n)2n−1 =
1
n!
(
n
1, 2, . . . , 2
)
n(l.H)(H2)n−1 =
n
2n−1
(l.H)(H2)n−1.
In order to prove (5), it is certainly enough to show that
(ψ⋆nδn).(ψ
⋆
nH
2n−1
X[n]
) = 0. (6)
We will use an induction argument. For n = 2, equation (6) reads
D.σ⋆(H⊞2)3 = 0.
This is true by Lemma 1.1c) in [Wan12]. Now for the induction step we use Lemmata
1.1 and 1.3:
(ψ⋆nδn).(ψ
⋆
nH
2n−1
X[n]
)
= σ⋆n
(
(p⋆n−1HX[n−1] + q
⋆
n−1H)
2n−1p⋆n−1δn−1
)
+ σ⋆n(p
⋆
n−1HX[n−1] + q
⋆
n−1H)
2n−1[Dn]︸ ︷︷ ︸
||
=
(
2n−1
2
)
p⋆n−1(δn−1.H
2n−3)q⋆n−1H
2 + ( as above ).
Now by induction the first term vanishes. And for the second term we can apply exactly
the same reasoning as in [Wan12, Lemma 1.1c)].
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Corollary 1.20. Let L be a line bundle on X with first Chern class l and F a sheaf of
rank r and first Chern class f. We have the following expansions for the slopes of F [n]
and L with respect to HN :
µHN (LX[n]) = N
2n−1 n
2n−1
(l.H)(H2)n−1 +O(N2n−2) and
µHN (F
[n]) = N2n−1
n
2n−1
1
nr
(f.H)(H2)n−1 +O(N2n−2).
If X = A is an abelian surface, there is another candidate for a polarisation. Recall
that we have a summation morphismmn : A
[n] → A and at least one additional summand
in NSA[n] containing (NSA)Mn. As will be explained in Lemma 3.7, classes in (NSA)Mn
have degree zero with repect to the polarisation HN , which turns out to be inconvenient
for the proof of stability of tautological sheaves. To circumvent this issue we will consider
the following polarisation:
Lemma 1.21. For all N ≫ 0 the class
HmN := NHX[n] − δn +Nm
⋆
nH
is ample.
Proof. By [Laz04, Exa. 1.4.4] the pullback m⋆nH is nef. Hence we can apply [Laz04,
Cor. 1.4.10] to conclude that HmN is ample.
2 Higher n
In this chapter we try to generalise the results on destabilising line subbundles in [Wan12,
Sect. 3] to higher n. From this generalisation we will be able to prove the stability of
rank three tautological sheaves on X [3]. In this chapter we fix a polarised regular surface
(X,H).
Let F be a torsion-free µH-stable sheaf on X . Denote its rank by r and its first
Chern class by f . We want to show that the associated tautological sheaf F [n] on X [n]
has no destabilising subsheaves of rank one. We will first assume that F is reflexive, i.e.
locally free. Thus we may assume that a destabilising rank one subsheaf of F [n] is also
reflexive, that is, a line bundle.
Proposition 2.1. For sufficiently large N, there are no µHN -destabilising line subbundles
in F [n] of the form LX[n] , (L ∈ PicX), except the case r = 1 and L ≃ F ≃ OX .
Proof. Denote the first Chern class of L by l. Using Scala’s calculations of cohomology
groups of tautological sheaves with twists as stated in Theorem 1.11 we can immediately
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deduce the following formula for homomorphisms from line bundles of the form LX[n] to
tautological sheaves F [n]:
HomX[n](LX[n] ,F
[n]) ∼= HomX(L,F)⊗ HomX(L,OX).
Let us first assume r > 1. Since F is µH-stable, we have necessary conditions for the
existence of a line subbundle of F [n]:
l.H <
f.H
r
and l.H ≤ 0. (7)
The first inequality is due to the stability of F and the second comes from the fact that
if a line bundle has a section, its first Chern class has non-negative intersection with any
ample class H. If LX[n] ⊂ F
[n] is destabilising, by Corollary 1.20 we must have
l.H ≥
f.H
nr
.
But this is certainly a contradiction to (7).
If r = 1, we can proceed as above but additionally have to consider the special case
L ≃ F , i.e. l.H = f.H . The destabilising condition together with l.H ≤ 0 immediately
yields l.H = 0. But now HomX(L,OX) can only be nontrivial if L ≃ OX .
Similarly to the proof of Proposition 4.1 in [Wan12] we can deduce the following
lemma:
Lemma 2.2. For all locally free sheaves G and H on X×X [n−1] and all a ∈ Z we have:
HomX[n−1,n](σ
⋆
nG ⊗ O(aDn), σ
⋆
nH) ⊆ HomX×X[n−1](G,H)
Now we consider arbitrary line subbundles LX[n] ⊗ O(aδn), L ∈ PicX, a ∈ Z, and
show that we can reduce to the case of Proposition 2.1:
Lemma 2.3. Let LX[n]⊗O(aδn) be a line bundle on X
[n], Then for any locally free sheaf
F on X we have
HomX[n](LX[n] ⊗O(aδn),F
[n]) ⊆ HomX[n](LX[n] ,F
[n]).
Proof. We use Remark 1.7, adjunction, the recursive formulas in Corollary 1.2 and
Lemma 1.3, Remark 1.4, Lemma 2.2 above and, finally, the Ku¨nneth formula:
HomX[n](LX[n] ⊗O(aδn),F
[n])
∼= HomX[n](LX[n] ⊗O(aδn), ψn⋆σ
⋆
nq
⋆
n−1F)
∼= HomX[n−1,n](ψ
⋆
n(LX[n] ⊗O(aδn)), σ
⋆
nq
⋆
n−1F)
∼= HomX[n−1,n]
(
σ⋆n
(
p⋆n−1(LX[n−1] ⊗O(aδn−1))⊗ q
⋆
n−1L
)
⊗O(aDn), σ
⋆
nq
⋆
n−1F
)
⊆ HomX×X[n−1](p
⋆
n−1(LX[n−1] ⊗O(aδn−1))⊗ q
⋆
n−1L, q
⋆
n−1F)
∼= HomX(L,F)⊗HomX[n−1](LX[n−1] ⊗O(aδn−1),OX[n−1]).
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Now we can use induction to conclude. The initial step for n = 2 is, again, settled by
similar arguments as in [Wan12, Prop. 4.1].
We are ready to prove the first main result of this section.
Proposition 2.4. Let F be a torsion-free µH-stable sheaf on X. Assume that its reflexive
hull F∨∨ 6≃ OX . Then F
[n] does not contain µHN -destabilising subsheaves of rank one
for all N ≫ 0.
Proof. If F is locally free, we can simply apply Proposition 2.1 and Lemma 2.3 above.
If F is not locally free, we proceed as usual in order to reduce to the locally free case:
Let E := F∨∨ be the reflexive hull of F . It has the same rank and first Chern class
and is a locally free µH-stable sheaf. Thus we get an injection of F
[n] into the locally
free tautological sheaf E [n] which again has the same rank and first Chern class. Now
we can apply the lemmata above. Note that every destabilising subsheaf of F [n] also
destabilises E [n].
Since the tautological sheaf on X [3] associated with a rank one sheaf has rank three,
the above proposition is enough to show that these sheaves are stable (except O
[3]
X , of
course).
Theorem 2.5. Let F be a torsion-free rank one sheaf on X satisfying detF 6≃ OX . Then
for all sufficiently large N the associated rank three sheaf F [3] on X [3] is µHN -stable.
Proof. As usual we can reduce to the case that F is locally free. We have seen that
F [3] cannot contain destabilising subsheaves of rank one. But any destabilising subsheaf
of rank two yields a rank one destabilising subsheaf of the dual sheaf. Using Lemma 1.9
we are done.
3 Abelian Surfaces and Generalised Kummer Vari-
eties
In this Chapter we study the stability of tautological sheaves on Hilbert schemes of
points on abelian surfaces and their restrictions to the associated generalised Kummer
varieties.
3.1 Geometric Considerations: n = 2
As explained already at the end of Section 1.1, for abelian surfaces A the structure of
the Ne´ron−Severi group of NSA[n] is more complicated as in the case of regular surfaces.
In order to prove the stability of tautological sheaves nevertheless, we will restrict to the
case of principally polarised abelian surfaces (p.p.a.s.) (A,H) of Picard rank one. We
begin with a technical lemma:
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Lemma 3.1. Let A and A′ be complex tori. Then we have an isomorphism of abelian
groups
NS(A×A′) ∼= NS(A)⊕ Hom(A′, Â)⊕ NS(A′),
where Â denotes the dual torus.
Proof. The proof of this lemma was pointed out to me by H. Ohashi. The Ku¨nneth
formula yields a decomposition of NS(A × A′) into direct summands, two of which are
naturally isomorphic to NS(A) and NS(A′), respectively. The remaining summand can
be written as(
(H1,0(A)⊗ H0,1(A′))⊕ (H0,1(A)⊗H1,0(A′))
)
∩
(
H1(A,Z)⊗ H1(A′,Z)
)
. (8)
We can interpret H1,0(A)⊗H0,1(A′) as Hom(H0,1(Â),H0,1(A′)) and so we see that (8) is
just the set of morphisms of integral Hodge structures
H1(Â,Z)→ H1(A′,Z).
Denote by s : A × A → A the group law. An important role will play the class
HM := s
⋆H − H⊞2, which is called the Mumford class associated with H. By Lemma
1.5 it is linearly independent from the summand (NSA)⊞2 inside NS(A × A). We will
restrict to a certain (large) set of p.p.a.s.:
A is a p.p.a.s. such that
 NSA ∼= ZHand
NS(A×A) ∼= NSA⊞2 ⊕ ZHM .
 (⋆)
Lemma 3.2. The class of abelian surfaces satisfying condition (⋆) is the complement
of a countable union of analytic subsets in the moduli space A2 of principally polarised
abelian surfaces.
Proof. It is well known that the set of abelian surfaces of Picard rank one is very
general in A2 (cf. [BL92, Exerc. 1a), p. 244]). So we can assume NSA ∼= ZH , where H
is a principal polarisation. For the second assertion note that we always have NSA⊞2 ⊂
NS(A × A) and there is at least one additional summand containing the class HM . In
order to show that for a very general abelian surface no more summands show up, we use
Theorem 9.1 in [BL92] (or Theorem 4.7.1 in [Ara]) — both stating that a very general
A satisfies Hom(A,A) ∼= Z — and Lemma 3.1 above. Finally, let us show that the class
HM is primitive. By Lemma 3.1 it is certainly enough to prove that HM corresponds to
the identity in Hom(A,A). To the class H we can associate the homomorphism
ϕH : A→ Â, x 7→ t
⋆
xO(H)⊗O(−H),
which is an isomorphism since H is a principal polarisation and it yields an identification
Hom(A,A) ∼= Hom(A, Â). Furthermore, on A× Â we have the Poincare´ line bundle P.
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Altogether we can describe the inclusion Hom(A,A) →֒ NS(A×A) as follows:
Hom(A,A) → Hom(A, Â) → NS(A× A)
f 7→ ϕH ◦ f,
ϕ 7→ c1((idA × ϕ)
⋆P).
Finally, equation (9.8) in [Huy06, Chapt. 9] says that
(idA × ϕH)
⋆P ≃ s⋆O(H)⊗O(−H)⊠2.
Remark 3.3. By the considerations on Page 198 in [Huy06] we see that the first Chern
class of (idA × ϕH)
⋆P is contained in the Ku¨nneth summand H1(A,Z)⊠2. Thus the
identity
s⋆H = H⊞2 +HM
is exactly the Ku¨nneth decomposition.
If H is not a principal polarisation, the homomorphism ϕH is no longer an isomor-
phism. Thus it is not clear if the class HM is primitive.
Corollary 3.4. If A satisfies (⋆), we have
NSA[2] ∼= ZHA[2] ⊕ ZHm ⊕ Zδ.
Proof. For details of the geometry of the Hilbert schemes of two points on a surface
we refer to Section 1 in [Wan12]. The Corollary follows easily from the assumption (⋆)
and the fact that A˜×A
ψ
−→ A[2] is the S2-quotient.
We continue by deriving intersection numbers and slopes for the case n = 2.
Lemma 3.5. We have the following identities in H8(A× A,Z) ∼= Z:
s⋆H2 · (H ⊗H) = 4, (9)
s⋆H2 · (1⊗H2) = s⋆H2 · (H2 ⊗ 1) = 4 and
s⋆H · (H ⊗H2) = s⋆H · (H2 ⊗H) = 4.
Proof. The first equality is true for all p.p.a.s. A if and only if it is true for one. Thus
we may choose A to be the product of two elliptic curves E and E ′ and we represent H
by E × {0} + {0} × E ′. We shall prove the lemma by replacing this representation of
the class H by appropiate translates such that the intersection (9) becomes transversal
and then calculate the set-theoretic intersection. Thus let x1, x2 and y1, y2 be points on
E and E ′, respectively. For all but a finite number of choices of these four points, the
following intersection in A×A = (E ×E ′)× (E × E ′) is transversal:
s−1(H + (x1, y1)) ∩ s
−1(H + (x2, y2)) ∩ π
−1
1 H ∩ π
−1
2 H
=
{
(0, y2, x1, 0), (0, y1, x2, 0), (x1, 0, 0, y2), (x2, 0, 0, y1)
}
.
The other equalities can be proven in the same way.
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Corollary 3.6. We have
HM(H
2 ⊗H) = HM(H ⊗H
2) = 0 and (10)
(HM)
2 ·H ⊗H = −4.
Proof. The first equality follows directly from the lemma above. Furthermore, we
have
(HM)
2 = s⋆H2 − 2s⋆H ·H⊞2 +H2 ⊗ 1 + 1⊗H2 + 2H ⊗H.
Intersecting with H ⊗H yields
(HM)
2 ·H ⊗H = 4− 2 · 2 · 4 + 0 + 0 + 2 · 4 = −4.
In the case of regular surfaces we used the polarisation HN := NHX[2] − δ. The
following lemma indicates that this polarisation is not the ideal choice in the abelian
surface case. Note that in analogy to the definition of the Mumford class we defined
Hm := m
⋆H −HA[2] .
Lemma 3.7. We have the following expansion:
Hm ·H
3
N = 0 +O(N
2).
Proof. We pullback along the double cover ψ : X˜ ×X → X [2]. Note that ψ⋆HX[2] =
σ⋆H⊞2 and ψ⋆Hm = σ
⋆HM . We have
Hm ·H
3
N =
1
2
σ⋆HM · (σ
⋆HN )
3 = 1
2
σ⋆(HM · (H
⊞2)3) +O(N2)
= 1
2
HM(3H
2 ⊗H + 3H ⊗H2) +O(N2).
Now we use (10) in Corollary 3.6 and we are done.
Thus the leading term in the expansion of the slope of a line bundle with first Chern
class Hm is zero.
In Lemma 1.21 we defined the polarisation HmN := NHX[2]−δ+Nm
⋆H . With respect
to this polarisation the slope of line bundles with first Chern class m⋆H does not vanish:
Lemma 3.8. We have the following expansions:
(HmN )
3HA[2] = 72N
3 +O(N2),
(HmN )
3Hm = −36N
3 +O(N2) and
(HmN )
3m⋆H = 36N3 +O(N2).
Proof. First observe that by definition
(HmN )
3m⋆H = (HmN )
3HA[2] + (H
m
N )
3Hm.
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Therefore, we will only prove the first two equalities. Note that we have H3 ⊗ 1 =
1⊗H3 = 0 = s⋆H3. We write down the expansion of ψ⋆(HmN )
3:
ψ⋆(HmN )
3 = N3ψ⋆(HX[2] +m
⋆H)3 +O(N2)
= N3σ⋆
(
3(H2 ⊗H +H ⊗H2) + 3s⋆H(H2 ⊗ 1 + 2H ⊗H + 1⊗H2)
+3s⋆H2(H ⊗ 1 + 1⊗H)
)
+ O(N2). (11)
Using Lemma 3.5, we have
ψ⋆((HmN )
3HA[2]) = ψ
⋆(HmN )
3σ⋆H⊞2
= N3
(
6H2 ⊗H2 + 18s⋆H(H2 ⊗H) + 6s⋆H2(H2 ⊗ 1)
+ 6s⋆H2(H ⊗H)
)
+O(N2)
= N3(6 · 4 + 18 · 4 + 6 · 4 + 6 · 4) +O(N2)
= 144N3 +O(N2).
For the second equality we use Corollary 3.6: We do not have to consider the term
3(H2 ⊗H +H ⊗H2) in the expansion (11). Thus we have
ψ⋆((HmN )
3Hm) = ψ
⋆(HmN )
3σ⋆(s⋆H −H⊞2)
= N3
(
3s⋆H2(H2 ⊗ 1 + 2H ⊗H + 1⊗H2)− 18s⋆H(H ⊗H2)− 6s⋆H2(H ⊗H)
− 6s⋆H2(H2 ⊗ 1)
)
+O(N2)
= N3(3 · (4 + 2 · 4 + 4)− 18 · 4− 6 · 4− 6 · 4 +O(N2)
= − 72N3 +O(N2).
3.2 Geometric Considerations: n = 3
Now we turn to the case n = 3 which is not essentially different from the case n = 2
but the calculations are somewhat more difficult. We still assume that (A,H) is an
abelian surface satisfying (⋆). We denote the projections A3 → A by πi, i = 1, 2, 3 and
the projections A3 → A2 by pjk, 1 ≤ j < k ≤ 3. If A satisfies (⋆), a similar analysis as
in Lemma 3.1 yields
NSA3 ∼=
3⊕
i=1
Zπ⋆iH ⊕
⊕
1≤j<k≤3
Zp⋆jkH (12)
Note that no more complicated effects occur since the Ne´ron−Severi group is a subgroup
of the second (!) cohomology. An important class in NSA3 is HM .We need the following
lemma to write this class according to decomposition (12).
Lemma 3.9. We have
s⋆3H = −
3∑
i=1
π⋆iH +
∑
1≤j<k≤3
p⋆jks
⋆H.
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Proof. Certainly s⋆3H is S3-invariant. Hence we can write
s⋆3H = a
3∑
i=1
π⋆iH + b
∑
1≤j<k≤3
p⋆jks
⋆H, a, b ∈ Z.
We will intersect with different curve classes to determine a and b. Fix points x0 and y0
in A and intersect with the class l1 := {x0} × {y0} ×H. We have s
⋆
3H · l1 = π
⋆
3H · l1 =
p⋆13s
⋆H · l1 = p
⋆
23s
⋆H · l1 = H
2 and all other intersections vanish. This yields 1 = a+ 2b.
Next, we intersect with the class l2 := {x0} × ∆⋆H. We have π
⋆
2H · l2 = π
⋆
2H · l2 =
p⋆12s
⋆H · l2 = p
⋆
13s
⋆H · l2 = H
2 but s⋆3H · l2 consists of triples (x, y, z) such that x = x0,
y = z ∈ H and x0+2z ∈ H . For a general x0 this gives H
2 multiplied by the number of
two-torsion points, which is 16. Furthermore, we get the same number for p⋆23m
⋆H ·l2 and
the remaining term vanishes. Altogether we get the following system of linear equations:
1 = a+ 2b
16 = 2a+ 18b,
which implies a = −1, b = 1.
Corollary 3.10. We have
HM3 =
∑
1≤j<k≤3
p⋆jkHM .
Proof. We just plug in the definition of HM from (1) at the end of Section ??. We see
that s⋆3 =
∑3
i=1 π
⋆
iH +
∑
1≤j<k≤3 p
⋆
jkHM .
From (12) and Corollary 3.10 we deduce
NSA[3] ∼= ZHA[3] ⊕ ZHm3 ⊕ Zδ3.
Recall that we defined our polarisation HmN as follows:
HmN := N(HA[3] +m
⋆
3H)− δ3.
In order to calculate slopes of sheaves on A[3], we need to have an expansion of certain
intersection products in terms of N .
Lemma 3.11. We have:
(HmN )
5 ·HA[3] = 3 · (H
m
N )
5 ·m⋆3H +O(N
4). (13)
Proof. We have
(HmN )
5 = N5
(
H5
A[3]
+ 5H4
A[3]
m⋆3H + 10H
3
A[3]
(m⋆3H)
2
)
+O(N4)
and we therefore need to compute all terms of the form H i
A[3]
(m⋆3H)
j with i + j = 6,
j ≤ 2. (Note that (m⋆3H)
j vanishes for j > 2.) All the divisors involved are actually
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pullbacks along the Hilbert−Chow morphism ρ and we can therefore compute them on
S3A or, even more easily, their pullbacks on A3. Since we are not interested in the exact
value but only want to compare both sides of (13), we do not care about scaling factors
like the factor 6 when we pull back to A3. To make computations easier we define the
class
Hs := m
⋆
3H +HA[3].
The images of the classesHA[3] andHs onA
3 areH⊞3 by Lemma 1.3 and
∑
1≤j<k≤3 p
⋆
jks
⋆H
by Lemma 3.9, respectively. For degree reasons many terms vanish. We use the fact
that
s⋆H = H⊞2 +HM
is the decomposition into Ku¨nneth factors (cf. Remark 3.3). We use Lemma 3.5 to
compute the remaining terms:
H6
A[3]
=
(
6
2, 2, 2
)
· π⋆1H
2 · π⋆2H
2 · π⋆3H
2 = 90(H2)3,
H5
A[3]
Hs = 3 · 2 ·
(
5
2, 2, 1
)
· (p⋆12s
⋆H · π⋆1H · π
⋆
2H
2 · π⋆3H
2)
= 3 · 2 · 30(H2)3 = 180(H2)3,
H4
A[3]
H2s = 3 · (H
⊞3)4 · p⋆12s
⋆H2 + 6 · (H⊞3)4 · p⋆12s
⋆H · p⋆23s
⋆H
= 3 ·
(
2 ·
(
4
2, 0, 2
)
· π⋆1H
2 · π⋆3H
2 +
(
4
1, 1, 2
)
· π⋆1H · π
⋆
2H · π
⋆
3H
2
)
· p⋆12s
⋆H2
+6 ·
(
2 ·
(
4
1, 1, 2
)
· π⋆1H · π
⋆
2H · π
⋆
3H
2 +
(
4
1, 2, 1
)
· π⋆1H · π
⋆
2H
2 · π⋆3H
+
(
4
2, 0, 2
)
· π⋆1H
2 · π⋆3H
2
)
· p⋆12s
⋆H · p⋆23s
⋆H
= 3 ·
(
2 · 6 · (H2)3 + 12 · (H2)3
)
+ 6 ·
(
2 · 12 · (H2)3 + 12 · (H2)3 + 6 · (H2)3
)
= 324(H2)3.
Now we resubstitute m⋆3H = Hs −HA[3] . We have
H5
A[3]
m⋆3H = (180− 90)(H
2)3 = 90(H2)3
H4
A[3]
(m⋆3H)
2 = (324− 2 · 180 + 90)(H2)3 = 54(H2)3.
Altogether we have
(HmN )
5 ·HA[3] = N
5
(
90 + 5 · 90 + 10 · 54
)
· (H2)3 +O(N4) = 1080 · (H2)3 +O(N4)
and
(HmN )
5 ·m⋆3H = N
5
(
90 + 5 · 54
)
· (H2)3 +O(N4) = 360 · (H2)3 +O(N4).
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Remark 3.12. The exact values in equation (13) in Lemma 3.11 are, of course, of no
interest. Much more important is the fact that the degree of H and 3m⋆3H with respect
to HmN is the same.
3.3 Abelian Surfaces: n = 2
Now we will apply the computations of Section 3.1 and obtain similar stability results
as in the case of regular surfaces in [Wan12] (cf. Section 1.2). We proceed similarly
as in the proofs in Sections 3 and 4 in [Wan12] and will first exclude destabilising line
subbundles. Note that for a p.p.a.s. satisfying (⋆) we can write every line bundle L on
A˜× A as
L ≃ r⋆1M1 ⊗ r
⋆
2M2 ⊗ σ
⋆O(bs⋆H)⊗O(cD)
with Mi ∈ PicA and b, c ∈ Z.
Proposition 3.13. Let A be a p.p.a.s. satisfying (⋆) and let F be a µH-stable vector
bundle on A of rank r and first Chern class c1(F) = fH, f ∈ Z. Then r⋆1F does not
contain any line bundle L ≃ r⋆1M1 ⊗ r
⋆
2M2 ⊗ σ
⋆O(bs⋆H)⊗O(cD) with c1(Mi) = aiH,
ai, b, c ∈ Z satisfying the tautological destabilising condition
a1 + a2 + b ≥
f
r
,
but in the case F ≃M1, M2 ≃ OA, b = c = 0.
Remark 3.14. Note that the tautological destabilising condition does not contain c at
all. This is in perfect analogy to [Wan12, Cor. 3.2].
Proof. We consider a line bundle L ≃ r⋆1M1 ⊗ r
⋆
2M2 ⊗ σ
⋆O(bs⋆H) ⊗ O(cD) with
c1(Mi) = aiH and ai, b, c ∈ Z. Note that since σ⋆O(bs⋆H) comes from A × A, we can
assume — analogously to [Wan12, Lem. 4.1] — that c = 0. Thus it is enough to show
that
HomA×A(π
⋆
1M1 ⊗ π
⋆
2M2 ⊗ s
⋆O(bH), π⋆1F) (14)
vanishes. To prove this we use adjunction (π⋆1 ⊣ π1⋆, π
⋆
2 ⊣ π2⋆ and s
⋆ ⊣ s⋆) to get the
following three different representations of this vector space:
(14) ∼= HomA
(
M1,F ⊗ π1⋆(π
⋆
2M
∨
2 ⊗ s
⋆O(−bH))
)
(15)
∼= HomA
(
M2, π2⋆(π
⋆
1(F ⊗M
∨
1 )⊗ s
⋆O(−bH))
)
∼= HomA
(
O(bH), s⋆(π
⋆
1(F ⊗M
∨
1 )⊗ π
⋆
2M
∨
2 )
)
. (16)
According to these three representations we shall consider three cases.
a) a2 + b ≥ 0: The restriction of π
⋆
2M
∨
2 ⊗ s
⋆O(−bH) to a fibre π−11 (x) is isomorphic
toM∨2 ⊗ t
⋆
xO(−bH), where tx : A→ A is the translation by x. This is a line bundle with
first Chern class −(a2 + b)H on A. Thus if a2 + b > 0, the space of global sections on
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the fibres is trivial and so is (15). If a2 + b = 0 and b 6= 0, then H
0(M∨2 ⊗ t
⋆
xO(−bH))
is zero outside a finite number of x ∈ A. (Note that since H is an ample class, we have
#{x ∈ A | t⋆xO(−bH) ≃ M
∨
2 } < ∞.) Hence π1⋆(π
⋆
2M
∨
2 ⊗ s
⋆O(−bH)) would have finite
support but since it is torsion-free, it vanishes. The remaining case is a2 = b = 0. Now
H0(M∨2 ⊗ t
⋆
xO(−bH)) = H
0(M∨2 ) vanishes but in the case M2 ≃ OA. Furthermore,
(15) equals Hom(M1,F). The destabilising condition yields a1 ≥
f
r
which implies
Hom(M1,F) = 0 but in the case F ≃M1.
b) a2 < 0: Similar to above we consider the restriction of π
⋆
1(F ⊗M
∨
1 )⊗ s
⋆O(−bH)
to a fibre π−12 (x). Taking global sections, this yields
H0(F ⊗M∨1 ⊗ t
⋆
xO(−bH))
∼= Hom(M1 ⊗ t
⋆
xO(bH),F),
which, by the stability of F , has to vanish since the destabilising condition implies
a1 + b >
f
r
.
c) b < 0: Analogously to b) we now use (16). This time the destabilising condition
yields a1 + a2 >
f
r
.
From Lemma 3.8 and Proposition 3.13 above we can deduce:
Corollary 3.15. Assume F 6≃ OA. Then for N ≫ 0 there are no µHm
N
-destabilising line
subbundles in F [2].
Proof. Let L′ be a destabilising line subbundle of F [2]. We write its pullback L := ψ⋆L′
as L = σ⋆(M⊠2⊗O(bs⋆H))⊗O(cD) with c1(M) = aH , a ∈ Z. As usual, by adjunction
we get a homomorphism L → r⋆1F . By Lemma 3.8 the destabilising condition on L
yields
2a+ b ≥
f
r
,
which implies that L satisfies the tautological destabilising condition from Proposition
3.13.
This result on destabilising line subbundles suffices to prove the stability of rank
two locally free tautological sheaves. We use the same argument as in the proof of
Proposition 2.4 to generalise to the torsion-free case.
Theorem 3.16. Let F be a rank one torsion-free sheaf on A satisfying detF 6≃ OA.
Then the rank two tautological sheaf F [2] is µHm
N
-stable for sufficiently large N.
Next, we prove the analogue of Theorem 1.18. Since the proof is almost the same,
we only touch upon the crucial parts.
Theorem 3.17. Let F be a rank two µH-stable sheaf on A and assume detF 6≃ OA.
Then for N sufficiently large F [2] is a µHm
N
-stable rank four sheaf on A[2].
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Proof. As above we may assume that F is locally free. We write c1(F) = fH , f ∈ Z.
Let E be the maximal destabilising sheaf of F [2]. Write c1(E) = eHA[2] + gm
⋆H + aδ,
e, g, a ∈ Z. We only consider the case that E is of rank two. We use the same notation
as in the proof of Theorem 1.18:
If rk ker β = 0, we must have that
r⋆1 detF ⊗ ψ
⋆ det E∨
has a section. From this we deduce that either a < 0 and detF ≃ OA (which we
excluded) or a ≤ 0 and the class
(f − e)H ⊗ 1− 1⊗ e− gσ⋆s⋆H
on A˜× A is effective and nonzero. This time the evaluation against the polarisation
ψ⋆HmN gives a contradiction to the destabilising condition on E .
If rk ker β = 1, we write c1(im β) = l1H⊗1+1⊗ l2+hσ
⋆s⋆H+bD with l1, l2, h, b ∈ Z.
The semistability of E yields
2e+ g ≤ 2(l1 + l2 + h)
and the destabilising condition on E implies
2e + g ≥ f.
Thus we found a line bundle in r⋆1F with
2(l1 + l2 + h) ≥ f
contradicting Proposition 3.13.
3.4 Abelian Surfaces: n = 3
In this section we prove the following result:
Theorem 3.18. Let A be a p.p.a.s. satisfying (⋆) and let F be a rank one torsion-free
sheaf on A satisfying detF 6≃ OA. Then for all N sufficiently large F
[3] is µHm
N
-stable.
We denote the projection A3 → A to the i-th factor by πi and — in analogy to the
case n = 2 — we begin by analysing line subbundles of the sheaf π⋆1F on A
3.
Proposition 3.19. Let F be a µH-stable vector bundle on A of rank r and first Chern
class fH, f ∈ Z. Then π⋆1F does not contain any line subbundles of the form
L =M⊠3 ⊗ s⋆3O(bH),
M∈ PicA, c1(M) = aH, a, b ∈ Z, satisfying the tautological destabilising condition
3a+ b ≥
f
r
,
but in the case a = b = 0, M≃ F ≃ OA.
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Proof. Again, we distinguish three cases:
a) 2a+ b ≥ 0: We push forward along π1:
Hom(L, π⋆1F)
∼= H0(π⋆1F ⊗ L
∨)
∼= H0(F ⊗M∨ ⊗ π1⋆(π
⋆
2M
∨ ⊗ π⋆3M
∨ ⊗ s⋆3O(−bH)︸ ︷︷ ︸
=:G
)). (17)
Restricting G to a fibre π−11 (x), x ∈ A yields (we identify π
−1
1 (x) = {x} × A
2, keep
the notation for the projections πi, i = 2, 3 but denote with s the multiplication of the
second two factors):
π⋆2M
∨ ⊗ π⋆3M
∨ ⊗ s⋆t⋆xO(−bH).
The class of this line bundle on A2 has degree −(2a+ b) with respect to the polarisation
H⊞2+ s⋆H (cf. Lemma 3.8). Thus we get a contradiction but in the case a = b = 0 and
M ≃ OA. In this case we have (17) ∼= Hom(OA,F), which vanishes by the stability of
F but in the case F ≃ OA.
b) a < 0: we push forward along π2:
Hom(L, π⋆1F)
∼= H0(π⋆1F ⊗ L
∨)
∼= H0(M∨ ⊗ π2⋆(π
⋆
1(F ⊗M
∨)⊗ π⋆3M
∨ ⊗ s⋆O(−bH)︸ ︷︷ ︸
=:H
)).
Again, we restrict H to a fibre π−12 (x), x ∈ A and then take global sections:
H0(H|π−12 (x))
∼= H0(π⋆1(F ⊗M
∨)⊗ π⋆3M
∨ ⊗ s⋆t⋆xO(−bH))
∼= Hom(π⋆1M⊗ π
⋆
3M⊗ s
⋆t⋆xO(bH)︸ ︷︷ ︸
=:L′
, π⋆1F).
But this leads to a contradiction to Proposition 3.13: The first Chern class of L′ is
aH⊞2 + bs⋆H and by assumption we have
f
r
≤ 3a+ b < 2a+ b.
c) b < 0: We push forward along s3:
Hom(L, π⋆1F)
∼= H0(π⋆1F ⊗ L
∨)
∼= H0(O(−bH)⊗ s3⋆(π
⋆
1(F ⊗M
∨)⊗ π⋆2M
∨ ⊗ π⋆3M
∨︸ ︷︷ ︸
=:E
)).
The fibre of s3 over a point x ∈ A can be identified with A
2 as follows:
A2 → s−13 (x), (y, z) 7→ (y, z, x− (y + z)).
Under this identification π1 and π2 remain the same and π3 is replaced by tx ◦ ι◦s, where
ι : A→ A is the inverse. Thus we see that the restriction of E to s−13 (x) is isomorphic to
π⋆1F ⊗ π
⋆
1M
∨ ⊗ π⋆2M
∨ ⊗ s⋆ι⋆t⋆xM
∨︸ ︷︷ ︸
=:L′′
.
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Now, exactly as in b) above we get a contradiction to Proposition 3.13: The first Chern
class of L′′ is a(H⊞ + s⋆H) and by assumption we have
f
r
≤ 3a+ b < 3a.
Proof of Theorem 3.18. First of all we can reduce to the case that F is a line bundle
in the same way as in the proof of Theorem 1.17. Next, let L ⊂ F [3] be a destabilising
line subbundle. As usual we see that this yields a nontrivial element in
Hom(L,F [3]) ∼= Hom(L, ψ3⋆σ
⋆
3q
⋆F) ∼= Hom(ψ⋆3L, σ
⋆
3q
⋆F).
By the same reasoning as in Section 2 we may assume that L ≃MA[3] ⊗m
⋆
3O(bH)),
c1(M) = aH, a, b ∈ Z (we do not have any term of the form O(cδ3)). Thus ψ⋆3L descends
to a line bundle L′ on A× A[2]. Furthermore, the pullback (idA × ψ)
⋆L′ on A× A˜×A
descends to a line bundle L′′ on A3. Thus we have
Hom(ψ⋆3L, σ
⋆
3q
⋆F) = Hom(L′, q⋆F)
⊆ Hom((idA × ψ)
⋆L′, (idA × σ)
⋆π⋆1F)
= Hom(L′′, π⋆1F).
Looking more closely we see that L′′ ≃ M⊠3 ⊗ s⋆3O(bH). Altogether we end up with a
homomorphism on A3:
M⊠3 ⊗ s⋆3O(bH)→ π
⋆
1F .
Now by Lemma 3.11 the destabilising condition on L reads
3a+ b ≥ f,
which exactly corresponds to the tautological destabilising condition of Proposition 3.19.
3.5 Restriction to the Kummer Surface
In Section 3.3 we proved the stability of tautological sheaves on the Hilbert scheme of
two points on an abelian surface A. This Hilbert scheme contains the Kummer sur-
face KmA associated with A. Recall that KmA is a K3 surface. In this section we
shall prove the stability of the restriction of certain tautological sheaves to the Kummer
surface. Throughout this Section we fix an arbitrary(!) polarised abelian surface (A,H).
Let us recall the famous Kummer construction. The natural involution on A given by
the inverse ι : a 7→ −a has 16 fixed points (which are exactly the 16 two-torsion points).
Thus if we blow up the 16 A1-singularities in A/ι, we obtain a smooth surface which can
easily be shown to be K3. It is the so-called Kummer surface KmA associated with A.
An alternative construction of KmA goes as follows: Let b : A˜→ A denote the simul-
taneous blowup of all fixed points of the involution ι on A and denote by E1, . . . , E16 the
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exceptional divisors. On A˜ we still have an involution which fixes the El pointwise. We
consider the quotient τ : A˜→ KmA which is a degree two covering onto the associated
Kummer surface. By [BHPV04, VIII Prop. 5.1] we have a monomorphism
α = τ!b
⋆ : H2(A,Z)→ H2(KmA,Z)
satisfying
α(x)α(y) = 2xy for all x, y ∈ H2(A,Z).
We have an inclusion of finite index
α(NSA)⊕
16⊕
l=1
ZNl ⊂ NS(KmA),
where Nl = τ(El). It is well known that E
2
l = −1 and N
2
l = −2. Furthermore, the class∑
lNl is 2-divisible and we have τ
⋆(1
2
∑
lNl) =
∑
lEl and τ
⋆Nl = 2El.
Finally, we have
NS A˜ ∼= b⋆NSA⊕
16⊕
l=1
ZEl and Pic
0 A˜ ∼= b⋆ Pic0A. (18)
We consider the following diagram:
A 
 u // A× A
s
""❊
❊❊
❊❊
❊❊
❊❊
A˜
b
OO

 j˜ //
τ

A˜× A
σ
OO
//
ψ

A
KmA 
 j // A[2]
ρ
==③③③③③③③③③
,
where we define u(x) := (x,−x) and j˜ as the pullback of u and σ. With this convention
we have π1 ◦ u = idA. Finally, note that since ψ is flat, we have j
⋆ ◦ ψ⋆ ≃ τ⋆ ◦ j˜
⋆.
We define a class
HKmN := Nα(H)−
1
2
∑
l
Nl
on KmA, which is ample for sufficiently large N. Recall that on A[2] we defined two
different polarisations HN := NHA[2] − δ and H
m
N := N(HA[2] +m
⋆H)− δ.
Lemma 3.20. We have
HKmN = j
⋆HN = j
⋆HmN .
Proof. It is clear that j⋆m⋆H = 0 since KmA is a fibre of m. Also observe that the
class of the intersection of the exceptional divisor of the Hilbert−Chow morphism ρ with
KmA is exactly
∑
lNl.
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Definition 3.21. Let F be a sheaf on A. We set
FKm := τ⋆b
⋆F .
Lemma 3.22. The sheaf FKm is the restriction of the tautological sheaf F [2]:
j⋆F [2] ≃ FKm.
Proof. We have
j⋆F [2] = j⋆ψ⋆σ
⋆π⋆1F ≃ τ⋆j˜
⋆σ⋆π⋆1F ≃ τ⋆b
⋆u⋆π⋆1F ≃ τ⋆b
⋆F = FKm.
Now we want to prove the stability of FKm in the case that F is of rank one or two.
The method is completely analogous to the one used in the preceding sections. Thus we
will leave a few details to the reader. As in the previous cases we begin with the analysis
of line subbundles in the pullback b⋆F :
Proposition 3.23. Let F be a µH-stable sheaf on A of rank r and first Chern class
f ∈ NSA. Then b⋆F does not contain any line bundle L′ = b⋆G ⊗ O(
∑
l alEl) with
G ∈ Pic(A), c1(G) = g
′ satisfying
H.g′ ≥
1
r
H.f
but in the case r = 1, G ≃ F .
Proof. As usual we may assume that F is locally free. We want to show that
HomA˜(b
⋆G ⊗O(
∑
l
alEl), b
⋆F)
vanishes. Using adjunction (b⋆ ⊣ b⋆) and a similar induction argument as in the proof
of [Wan12, Prop. 3.1], we see that it is enough to prove that
HomA(G,F) = 0.
This easily follows from the stability of F if F 6≃ G.
Next, we will show that Proposition 3.23 implies that there are no destabilising line
subbundles in FKm. We only need to calculate slopes.
Lemma 3.24. Let F be a sheaf on A of rank r and first Chern class f. We have
c1(τ⋆b
⋆F) = α(f)−
r
2
∑
l
Nl.
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Proof. We have c1(ωA˜) =
∑
l El. Thus the Grothendieck−Riemann−Roch theorem
reads
ch(τ⋆b
⋆F) = τ⋆(ch(b
⋆F) tdτ ) = τ⋆((r, b
⋆f, . . . )(1,−1
2
∑
l El, . . . ))
= τ⋆(r, b
⋆f − r
2
∑
lEl, . . . ).
Let L be a line bundle on KmA. By equation (18) in Section ?? there is a line bundle
G on A and integers al such that
τ ⋆L ≃ b⋆G ⊗ O(
∑
l
alEl).
Set g := c1(G). Note that since L comes from KmA, the line bundle G has to be
symmetric, i.e. ι⋆G ≃ G.
Corollary 3.25. Let L be a line bundle on KmA as above. We have
µHKm
N
(FKm) =
1
r
NH.f − 4 and
µHKm
N
(L) = NH.g +
1
2
∑
l
al.
Proof. We pullback all classes to A˜: Note that τ ⋆(1
2
∑
lNl) =
∑
l El and τ
⋆α(f) = 2b⋆f
for all f ∈ NSA. Thus we have α(f).α(H) = 2f.H. Furthermore, we have
(∑
lEl
)2
=
16 · (−1) = −16 and
(∑
lEl
)(∑
l alEl
)
= −
∑
l al. Finally, we have to divide everything
by two because we pulled back along a degree two covering.
Corollary 3.26. Let F be a non-symmetric (i.e. ι⋆F 6≃ F) µH-stable sheaf on A. Then
FKm does not contain µHKm
N
-destabilising line subbundles for all N ≫ 0.
Proof. Let L be a destabilising line subbundle of FKm. Again, we can write τ ⋆L ≃
b⋆G ⊗ O(
∑
l alEl) for a symmetric line bundle G ∈ PicA. The destabilising condition
yields
H.g ≥
1
r
H.f.
As usal we use adjunction τ ⋆ ⊣ τ⋆ to obtain a homomorphism τ
⋆L → b⋆F . This gives
a contradiction to Proposition 3.23 but in the case r = 1, G ≃ F . But this cannot be
since F was chosen not to be symmetric.
We immediately deduce:
Theorem 3.27. Let F be a non-symmetric rank one torsion-free sheaf on A. Then for
all N sufficiently large, FKm = τ⋆b
⋆F is a rank two µHKm
N
-stable sheaf.
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Example 3.28. We apply the theorem to the case c1(F) = 0. Denote by Aˆ the dual
abelian variety and by Aˆ[2] its two-torsion points. The assignment Pic0A ∋ F 7→ FKm
gives a map
Aˆ \ Aˆ[2]→M,
where M :=MHKm
N
(v) is the moduli space of HKmN -stable sheaves with
v = (2,−
1
2
∑
l
Nl,−2).
Note that v2 = 0 and the first Chern class −1
2
∑
lNl is primitive. Hence M is smooth
of dimension two. Since FKm ≃ (ι⋆F)[Km], this map is two-to-one. Furthermore, let
us consider the case that F is symmetric, i.e. F ∈ Aˆ[2]. We concentrate on the case
F = OA. We have extensions
0→ O(−
1
2
∑
l
Nl)→ E → O → 0.
The sheaf OKmX is isomorphic to the trivial extension O(−
1
2
∑
lNl) ⊕ O (cf. [BHPV04,
Lem. 17.2]), which is not stable. On the other hand one can show that every nontrivial
extension is µH-stable, which can be proven as in Lemma ??. The vector space of
extensions E is two-dimensional and thus we have a P1 ⊂ M parametrising the E .
Altogether we see thatM is isomorphic to the Kummer surface KmAˆ of the dual abelian
surface Aˆ.
If F has nontrivial first Chern class f ∈ NSA, we may choose a symmetric line
bundle L satisfying c1(L) = −f . Then F ⊗ L is in Pic
0(A) and
(F ⊗ L)[Km] ≃ FKm ⊗O(α(−f)).
Thus the moduli space containing FKm is isomorphic to KmAˆ, too.
But by [GH98, Thm. 1.5] the Kummer surfaces KmA andM∼= KmAˆ are isomorphic.
We finish the section by proving the analogue of Theorem 1.18.
Theorem 3.29. Let F be a µH-stable rank two sheaf on A such that detF is not
symmetric. Then FKm is a µHN -stable rank four sheaf on KmA.
Proof. We exactly imitate the proof of Theorem 1.18. Assume that F is locally free
and let f := c1(F). Let E be a reflexive semistable rank two subsheaf of F
Km and write
c1(E) = α(e) +
∑
l alNl. The destabilising condition thus implies
2H.e ≥ H.f.
We have a homomorphism β : τ ⋆E → b⋆F . Again, the only difficult case is when ker β =
0: If the first Chern class of the Q := coker β is trivial, we see that the homological
dimension of Q is 2. Since b⋆F is locally free, this would contradict the fact that τ ⋆E is
30
reflexive. Thus Q = 0 and β has to be an isomorphism. But since τ ⋆E is symmetric and
F is not, we are done.
If there is an effective divisor with first Chern class c1(Q), the line bundle
b⋆ detF ⊗ τ ⋆ det E∨(−
∑
l
alNl)
must have a section. Hence either al < 0 ∀l and detF ≃ OA (which we excluded) or
al ≤ 0 ∀l and
H.f > 2H.e
which contradicts the stability condition.
3.6 Generalised Kummer Varieties of Dimension Four
Let (A,H) be a p.p.a.s. satisfying (⋆) and let A[3] be the Hilbert scheme of three points on
A. In this section we prove some results concerning the stability of the restriction of tau-
tological sheaves to the four dimensional generalised Kummer variety j : K3(A) →֒ A
[3].
We have an isomorphism
NS(A[3]) ∼= ZHA[3] ⊕ Zm
⋆
3H ⊕ Zδ3.
Restricting to K3(A), we obtain
NS(K3(A) ∼= Zj
⋆HA[3] ⊕ Zj
⋆δ3.
Note that again j⋆m⋆3H = 0. Considering the polarisations HN = NHA[3] − δ3 and
HmN = N(HA[3] +m
⋆
3H)− δ3 on A
[3], we define a polarisation
HKN := j
⋆HN = j
⋆HmN = Nj
⋆HA[3] − j
⋆δ3.
Lemma 3.30. We have
(HKN )
3 · j⋆δ3 = 0 +O(N
4).
Proof. By definition of HKN we have (H
K
N )
3 · j⋆δ3 = j
⋆((HN)
3δ3). Now the lemma
follows from equation (5) in Lemma 1.19.
Proposition 3.31. Let F be a µH-stable sheaf on A of rank r and first Chern class
fH. If F∨∨ 6≃ OA, then for N sufficiently large F
K3 := j⋆F [3] does not contain any
µHK
N
-destabilising subsheaves of rank one.
Proof. We may assume that F is locally free. Since all line bundles on K3(A) come
from A[3], we may assume that a destabilising line bundle is of the form j⋆M′ with
M′ ∈ Pic(A[3]). Furthermore, since j⋆µ⋆3H = 0, we may assume that we have no
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contribution of this summand inM′ and by a similar reasoning as in [Wan12, Prop. 3.1]
we can reduce to the case where we have no contribution of the δ3-summand neither.
Thus there is, in fact, a line bundle M on A such that M′ ≃MA[3]. Let l ∈ Z be such
that lH = c1(M).
We consider the following two diagrams:
A[2,3]
σ3 //
ψ3

A×A[2]

A× A˜× A
ψoo
σ

(K˜3(A), j˜)
ψ′3

σ′3 // (B, k)

(B˜, k˜)
σ′

ψ′oo
A[3]
ρ3 //
m3
$$■
■■
■■
■■
■■
■■
■ S
3A
s˜3

A3oo
s3
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣
(K3(A), j) //
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲
s˜−13 (0)

(s−13 (0), g)
oo
xxrrr
rr
rr
rr
rr
A {0} .
The right diagram is a subdiagram of the left one. Where needed the symbols for the
inclusion morphisms are added. For example, (B, k) denotes B := {(x, ξ) | x+m(ξ) = 0}
together with the inclusion k : B →֒ A × A[2] and K˜3(A) is the strict transform of B
along σ3. In the left diagram we used the abreviations ψ and σ to denote idA × ψ and
idA × σ, respectively.
Note that ψ3 is flat outside codimension four and thus its restriction ψ
′
3, too, because
K˜3(A) is the preimage of K3(A) under ψ3. Thus for all sheaves G on K3(A) and H on
A[2,3] we have an isomorphism
Hom(G, j⋆ψ3⋆H) ∼= Hom(G, ψ
′
3⋆j˜
⋆H).
Furthermore, we have
ψ′⋆3 j
⋆ ≃ j˜⋆ψ⋆3, j˜
⋆σ⋆3 ≃ σ
′⋆
3 k
⋆, ψ′⋆k⋆ ≃ k˜⋆ψ⋆ and k˜⋆σ⋆ ≃ σ′⋆g⋆.
Finally, we have
ψ⋆3MA[3] ≃ σ
⋆
3(M⊠MA[2]) and
ψ⋆(M⊠MA[2]) ≃ σ
⋆M⊠3.
We denote the projections A3 → A by πi. We have
Hom(j⋆M, j⋆F [3]) ∼= Hom(j⋆M, j⋆ψ3⋆σ
⋆
3π
⋆
1F)
∼= Hom(j⋆M, ψ′3⋆j˜
⋆σ⋆3π
⋆
1F)
∼= Hom(ψ′⋆3 j
⋆M, j˜⋆σ⋆3π
⋆
1F)
∼= Hom(j˜⋆ψ⋆3M, j˜
⋆σ⋆3π
⋆
1F)
∼= Hom(j˜⋆σ⋆3(M⊠MA[2]), j˜
⋆σ⋆3π
⋆
1F)
∼= Hom(σ′⋆3 k
⋆(M⊠MA[2]), σ
′⋆
3 k
⋆π⋆1F)
∼= Hom(k⋆(M⊠MA[3]), k
⋆π⋆1F)
⊆ Hom(ψ′⋆k⋆(M⊠MA[3]), ψ
′⋆k⋆π⋆1F)
∼= Hom(k˜⋆ψ⋆(M⊠MA[3]), k˜
⋆ψ⋆π⋆1F)
∼= Hom(k˜⋆σ⋆M⊠3, k˜⋆σ⋆π⋆1F)
∼= Hom(σ′⋆g⋆M⊠3, σ′⋆g⋆π⋆1F)
∼= Hom(g⋆M⊠3, g⋆π⋆1F)
∼= H0(g⋆(M∨⊠3 ⊗ π⋆1F)).
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In order to proceed, we choose an isomorphism s−13 (0)
∼= A2 by sending (x, y, z) to (x, z)
and denote the projections A2 → A by πˆi. In this picture we have the identifications:
π1 ◦g = πˆ1, π2 ◦g =̂ ι◦s and π3 ◦g =̂ πˆ2. (Recall that s : A
2 → A denotes the summation
map.) Thus pushing forward along p1 (p2 in the second line), we have
H0(g⋆(M∨⊠3 ⊗ π⋆1F))
∼= H0(F ⊗M∨ ⊗ πˆ1⋆(πˆ
⋆
2M
∨ ⊗ s⋆ι⋆M∨)) (19)
∼= H0(M∨ ⊗ πˆ2⋆(πˆ
⋆
1(F ⊗M
∨)⊗ s⋆ι⋆M∨)). (20)
By Lemma 3.30 the destabilising condition of j⋆M in j⋆F [3] implies
l ≥
f
3r
.
If l ≥ 0, we see that the right hand side of (19) vanishes but in the caseM≃ OA ≃ F .
If l < 0, the destabilising condition implies
2l >
f
r
.
In this case the right hand side of (20) has to vanish by Proposition 3.13.
As usual, from Proposition 3.31 we can deduce the stability of rank three restricted
tautological sheaves associated with rank one sheaves:
Theorem 3.32. Let F be a torsion-free rank one sheaf on A. Assume detF 6≃ OA.
Then for all sufficiently large N the sheaf j⋆F [3] is µKN -stable.
4 Deformations and Moduli Spaces of Tautological
Sheaves
This chapter collects a few results on different aspects of the behaviour of tautological
sheaves under deformations.
4.1 Deformations of Tautological Sheaves
In this section we will make the following general assumption:(
X is a K3 surface and F a stable sheaf on X with Mukai vector v such that
for every sheaf G ∈ Ms(v) the associated tautological sheaf G[n] is also stable.
)
Note that in the cases where the stability of tautological sheaves has been explicitly
proven the tautological sheaf associated with a sheaf F is stable if and only if it is true
for every other G in the same moduli space. (We are only considering sheaves on K3
surfaces.)
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Denote by v[n] ∈ H∗(X [n],Q) the Mukai vector of F [n]. The assignment
F 7→ F [n]
yields a morphism
[−][n] : Ms(v)→Ms(v[n]).
We shall mainly discuss the case n = 2. Let us prove the following lemma which shows
that [−][2] is injective on closed points.
Lemma 4.1. For every sheaf F on X we have
F ≃ Tor1OX×X(O∆, σ⋆ψ
⋆F [2]).
Thus we can reconstruct the original sheaf F from the tautological sheaf F [2].
Proof. Recall that we have an exact sequence on X ×X (cf. Propostion ??):
0→ σ⋆ψ
⋆F [2] → F⊞2 → ∆⋆F → 0. (21)
We tensor this sequence with the structure sheaf of the diagonal ∆ ⊂ X ×X . Of course
we have
π⋆1F|∆ ≃ ∆
⋆π⋆1F ≃ F
and the higher Tors ToriOX×X(O∆, π
⋆
1F) vanish. Therefore we have an isomorphism
Tor1OX×X (O∆, σ⋆ψ
⋆F [2]) ≃ Tor2OX×X(O∆,∆⋆F).
By Proposition 11.8 in [Huy06] we find
ToriOX×X (O∆,∆⋆F) =
{
F i = 0, 2 and
F ⊗ ΩX i = 1.
Remark 4.2. If we tensor (21) with O∆ as above, the first terms of the resulting long
exact Tor-sequence yield a short exact sequence
0→ F ⊗ ΩX → σ⋆ψ
⋆F [2]|∆ → F → 0.
It is not clear if this exact sequence is split or if it is equivalent to the natural extension
corresponding to the Atiyah class of F .
Let us consider a stable sheaf F on a K3 surface X . The stability implies that either
h0(X,F) or h2(X,F) = h0(X,F∨) vanishes. Let us assume the former is the case. (The
case h2(X,F) = 0 can be treated in exactly the same way.) Corollary 1.13 shows that
we have a natural monomorphism
[−][2] : Ext1(F ,F) →֒ Ext1(F [2],F [2]),
which maps an infinitesimal deformation of F to its induced deformation of F [2].
34
Definition 4.3. We call an infinitesimal deformation of F [2], the class of which lies
in the image of [−][2] above, a surface deformation. Deformations lying in the other
summand of equation (3) in Corollary 1.13 are referred to as additional deformations.
We conclude:
Proposition 4.4. We have an embedding of moduli spaces
Ms(v) →֒ Ms(v[2]).
The additional deformations are isomorphic to H0(X,F)⊗ H1(X,F)∨.
Corollary 4.5. Let F be such that h1(X,F) = 0. Then we have a local isomorphism of
the corresponding moduli spaces.
Corollary 4.6. Let F be such that Ms(v) is compact and h1(X,G) = 0 for all G ∈
Ms(v). Then we have an isomorphism ofMs(v) with a connected component ofMs(v[2]).
4.2 The Additional Deformations and Singular Moduli Spaces
In the last section we have seen that the surface deformations of tautological sheaves are
unobstructed. This is not true for all deformations. Indeed, in this section we will give
an explicit construction of an example of a sheaf F on an elliptically fibred K3 surface
such that F [2] is stable and the corresponding point in the moduli space is singular.
To prove this statement let us recall the most basic properties of the Kuranishi map:
The general idea of the deformation theory of a stable sheaf F is that infinitesimal
deformations are parametrised by Ext1(F ,F) and the obstructions lie in Ext2(F ,F).
This is formalised by the so-called Kuranishi map. More precisely it can be shown that
there is a map κ : Ext1(F ,F)→ Ext2(F ,F) such that the completion of the local ring
of the point of the moduli space corresponding to F is isomorphic to the local ring of
κ−1(0) in 0. In general there is no direct geometric description of the Kuranishi map but
it is known that the constant and linear terms of the power series expansion of κ vanish
and that its quadratic part is given by κ2 : Ext
1(F ,F)→ Ext2(F ,F), e 7→ 1
2
(e ◦ e).
For a K3 surface this quadratic term always vanishes since it is exactly the Serre
duality pairing which is known to be alternating. But if we consider a tautological sheaf
F [2] the quadratic part of the Kuranishi map may be non-trivial. This would correspond
to the existence of a quadratic part in the equation of the tangent cone of the point
in the moduli space corresponding to F [2]. Consequently, the tangent cone would be
strictly smaller than the tangent space and we would end up with a singularity.
Example 4.7. Let X be an elliptically fibred K3 surface with fibre class E and section
C. Consider the line bundle G := O(kF ), k ≥ 2. We have h0(G) = k + 1 and h1(G) =
k − 1. Certainly G is stable and the moduli space is a reduced point. The rank two
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tautological sheaf G[2] is also stable and the tangent space of its moduli space at the
point corresponding to G[2] is isomorphic to H0(X,G)⊗H1(X,G)∨, which has dimension
k2 − 1. The quadratic term of the Kuranishi map vanishes identically but it is not clear
if we can deform G[2] along any of these infinitesimal directions.
Example 4.8. We continue with the same elliptic K3 as above. From [?] we learn that
the linear system of the line bundle L with first Chern class C + kE has C as a base
component for k ≥ 2. We have h0(G) = k + 1 and h1(G) = 0. Now let p be a point
on the curve C and denote by Ip the corresponding ideal sheaf. We set F := L ⊗ Ip.
Certainly F is a torsion-free rank one sheaf with nonvanishing first Chern class. Hence
F [2] is stable by Theorem 1.17.
Theorem 4.9. The point in the moduli space corresponding to F [2] is singular.
By the above considerations we have to prove the following lemma:
Lemma 4.10. For the example F [2] = (L ⊗ Ip)
[2] the quadratic part of the Kuranishi
map does not vanish.
Proof. We have to analyse the Yoneda square
Ext1(F [2],F [2]) → Ext2(F [2],F [2]).
x 7→ x ◦ x
Therefore let us use Krug’s formula (3) in Corollary 1.13 to write down the extension
groups explicitly. Note that h2(F) = 0.
Ext1(F [2],F [2]) ∼= Ext1(F ,F)
⊕
H1(F)∨ ⊗ H0(F),
Ext2(F [2],F [2]) ∼= Ext2(F ,F)
⊕
H0(F)∨ ⊗ H0(F)
⊕
H1(F)∨ ⊗ H1(F).
According to this decomposition we can decompose the Yoneda square as well following
the detailed formulas in [Kru11, Sect. 7]:
Ext1(F ,F)
⊕
H1(F)∨ ⊗ H0(F) →
e + a⊗ b 7→
Ext2(F ,F)
⊕
H0(F)∨ ⊗ H0(F)
⊕
H1(F)∨ ⊗H1(F).
e ◦ e︸︷︷︸
=0
+ (a ◦ e)⊗ b + a⊗ (e ◦ b)
Hence we need to show that the map
Ext1(F ,F)× H0(F)→ H1(F)
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is not the zero map. The geometric interpretation of this map is the following: Let
e ∈ Ext1(F ,F) be an infinitesimal deformation of F and ϕ ∈ H0(F) be a global section.
Then ϕ ◦ e is zero if and only if we can deform the section ϕ along e.
It is time to return to the geometry of our example. Since p is on the base curve C,
we have H0(F) ∼= H0(L). The deformations of F are those of Ip, which correspond to
deforming the point p in X . Now if we deform p into a direction normal to C, the space
of global sections will shrink since the point will fail to be a base point of L and thus
we can find a section ϕ ∈ H0(F) that does not deform with e.
The Zariski tangent space is (k + 3)-dimensional and we can explicitly derive the
quadratic equation of the tangent cone. It is equivalent to the intersection of a plane
(corresponding to the surface deformations) and a hyperplane (the additional deforma-
tions and the curve C) in a line (the curve C).
4.3 Deformations of the Manifold X [n]
A question which has not been touched so far, is the following: The manifold X [n] has
an unobstructed deformation theory. Does the tautological sheaf F [n] deform with X [n]?
The technique to answer this question is presented in [?]. We can summarise as
follows:
Theorem 4.11 (Huybrechts−Thomas). Let Y be a projective manifold and E a sheaf on
Y. Let κ ∈ H1(Y, TY ) ∼= Ext
1(ΩY ,OY ) be the Kodaira−Spencer class of an infinitesimal
deformation of Y and denote by At(E) ∈ Ext1(E , E ⊗ ΩY ) the Atiyah class of E . The
sheaf E can be deformed along κ if and only if
0 = ob(κ, E) := (κ⊗ idE) ◦ At(E) ∈ Ext
2(E , E).
For every sheaf E on Y there are natural trace maps
tr : Ext1(E , E ⊗ ΩY ) → H
1(Y,ΩY ) and
tr : Ext2(E , E) → H2(Y,OY ),
which — up to a sign — commute with the Yoneda product. Furthermore, it is well
known that
tr(At(E)) = c1(E) and
tr(ob(κ, E)) = ob(κ, det E)
Applying this theorem to our situation, we get the following picture: The tangent
space of the Kuranishi space at the point corresponding to X [n] is isomorphic to
H1(X [n], TX[n])
∼= H1(X [n],ΩX[n])
∼= H1(X,ΩX)⊕ Cδn.
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We write a class in H1(X [n],ΩX[n]) as (κ, a) with κ ∈ H
1(X,ΩX) the class of an
infinitesimal deformation of the surface X and a ∈ C. Unfortunately there is no de-
composition of the Atiyah class At(F [n]) at hand. But we can at least study its trace
tr(At(F [n])) = c1(F
[n]) = c1(F)X[n] − rδn, where we set r := rkF . We have:
tr(ob((κ, a),F [n])) = ob(κ, detF)− raδ2n ∈ H
2(X [n],OX[n]).
But we have ob(κ, detF) = κ · c1(F) and δ
2
n = 2(1 − n), where we consider the
Beauville−Bogomolov pairing. Thus we see:
• If F deforms along κ, then surely the tautological sheaf F [n] deforms along (κ, 0).
• If the determinant line bundle detF does not deform along κ, then F [n] does not
deform along (κ, 0).
• If κ · c1(F) 6= 2(1− n)ra, the tautological sheaf F
[n] does not deform along (κ, a).
Thus there is an interesting hyperplane inside the space of infinitesimal deformations
of X [n] consisting of all pairs (κ, a) such that κ · c1(F) = 2(1 − n)ra: It is an open
question if the tautological sheaf deforms along these directions.
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