Abstract: Ni IV lines can be used as diagnostics for temperature and density for various astrophysical objects. In addition, ionization of Ni 2+ is one of the causes of the opacity in the interstellar medium. We calculate the photoionization of Ni 2+ and the electron-impact excitation of Ni 3+ . We use a fully-relativistic Dirac Atomic R-Matrix Code (DARC) method. We include a large set of configurations in the expansion of the wave functions of the target, up to the n = 6 atomic shell. We show preliminary results for the photoionization cross-sections of Ni 2+ and the electron-impact excitation collision strengths of Ni 3+ . The expected final results can be implemented in the available software packages for astrophysical plasma simulation, such as CLOUDY. We also show a preliminary estimation of the error of the data by the comparison of different sets of calculations.
Introduction
The R-matrix method [1] has provided a large quantity of electron-impact excitation data within various astrophysical databases such as CLOUDY [2] , AtomDB 1 , CHIANTI [3] and Open-ADAS 2 . The Fe-peak elements have a nuclear charge that allows us the opportunity to assess this variation between a semi-relativistic Breit-Pauli [4] and a fully-relativistic Dirac-Coulomb [5] framework for near-neutral (or low-ionized) systems.
Lowly-charged ions of the iron-peak elements (Fe q+ , Co q+ , Ni q+ , q = 0 − 3) contribute in general significantly to the opacity of the interstellar gas clouds and other astrophysical objects. If the good conditions are given for nickel to be in its atomic form and not to be depleted in grains, then the absorbance lines of its lowly-charged ions will contribute in a significant way to the opacity. Nickel can be important in stellar atmospheres, and models of hot stars in nonlocal thermodynamic equilibrium should take into account these photoionization cross-sections. Photoionization of these species initially in the ground or a low-energy metastable state is the principal process for this opacity. For the correct interpretation of the collected spectra from a variety of astrophysical objects, such as interstellar clouds, nebulae, remains of supernovae or the previously mentioned stellar atmospheres, it is essential to rely on accurate data for the photoionization of ions present in the interstellar clouds. The Opacity Project [6] 3 represents an international collaboration between research institutions to maintain a large database of opacity tables.
Opacity calculations are also an important part of the CLOUDY software package used in the simulation and interpretation of the spectra collected from interstellar clouds [2] 4 . CLOUDY is extensively used by groups in theoretical astronomy all over the world.
Using Ni 3+ as our benchmark system, we assess the variation in the electron-impact excitation and photoionisation rates using a Dirac atomic R-matrix code (DARC). To get the atomic structures to be used in the different calculations as close as possible, we use the same set of configurations in the target configuration interaction (CI) expansions. We discuss issues of convergence in terms of the atomic structure CI and close coupling (CC) expansions with the goal of generating uncertainty information for every transition as a function of electron temperature.
Recent work for a low-ionized iron peak element was performed by Zhang and Pradhan [7, 8] . They calculated the electron-impact excitation of Fe + . Subsequently, Ramsbottom and co-workers performed several calculations, each with an improved structure of the target [9] [10] [11] . They included in the expansion orbitals up to n = 4 and a total of 113 LS terms in the close coupling expansion.
Other works along the isoelectronic sequences of low-ionized iron peak elements are Zhang and co-workers [12] for electron-impact excitation of Fe 3+ and Bautista [13] for electron-impact excitation The definitive results will be ready to be used by any modelling code.
Method
We used a fully-relativistic DARC method [5, 14, 15] to calculate the photoionization of Ni 2+ and electron-impact excitation of Ni 3+ . For the atomic structure of the Ni 3+ target, we used the general relativistic atomic structure package (GRASP) [16, 17] . We include a set of 23 non-relativistic configurations, distributing the 25 electrons of the target among 13 orbitals:
Even parity 3p 6 3d 6 4s, 3p 5 With this configuration set, we obtained a total of 6841 J π levels. From the total set of target levels, we included the lowest-energy 262 states in the CC expansion. With this basis, we obtained a reasonably complete description of the system within our computational capabilities.
To build the configuration set for the bound states of the initial ion Ni 2+ , we added one electron to the previous set for Ni 3+ . This led to an enormous amount of configurations and levels and made the calculation impossible even for current supercomputer capabilities. Hence, we simplified the structure cutting the highest-excited configurations from our set.
In addition, we included for each symmetry J π 20 continuum functions. With this set, we can describe with good accuracy the continuum up to 10 Ry.
As a test of the accuracy of our dataset, we performed two variants of the close coupling calculation. In the first one, we kept the Hamiltonian of the final ion Ni 3+ as theoretically determined by DARC. In the second one, we manually modified the diagonal elements of the Hamiltonian before its diagonalization, to ensure that the energies of the final ion Ni 3+ agreed exactly with the recommended values of the NIST database [18] , and as consequence, the transition wavelengths agreed exactly with the observed ones.
Level Energies
As a comparison, we performed a second calculation for the atomic structure of the target using the program AUTOSTRUCTURE [19] . In this calculation, we included exactly the same configuration set as the one with GRASP in order to get an atomic structure as close as possible for both calculations. The scaling parameters obtained with AUTOSTRUCTURE after the optimization process were: 1s 1.42396; 2s 1.30959; 2p 1.12342; 3s 1.10133; 3p 1.06211; 3d 1.04845; 4s 1.04299; 4p 1.04410; 4d 1.55730; 5s 1.07620; 5p 1.03593; 6s 1.02930; 6p 1.01296. Table 1 shows a comparison of the level energies with respect to the ground state between both calculations, GRASP and AS, and the recommended values of the NIST data table [18] . Key: i, level index; configuration term, maximum weight; J, total angular momentum; GRASP, GRASP calculation, AS, AUTOSTRUCTURE calculation; NIST, recommended value from NIST database [18] . Figure 1 shows the relative deviation in percentage of the calculated excitation energy values of Ni 3+ with GRASP and AUTOSTRUCTURE with respect to the recommended data of NIST. In general terms, the relative errors of GRASP and AS were the same order, being the GRASP one slightly smaller. The largest deviation was order 12%, and this was a quite acceptable limit if we consider the difficulty of the system, with 13 active electrons and an open d shell. Each configuration split into several tens of J π levels, and with the present expansion, we obtained a total of 6841 levels. We also obtained a smaller error than the previous works for the isoelectronic system Fe + , of 25% in LS coupling for the one of Pradhan and Berrington [7] and of 15% for the one of Ramsbottom et al. [9] . 
Preliminary Results
We calculated the photoionization cross-sections of Ni 2+ from its ground and the lowest excited initial levels. We included all possible dipole-allowed transitions in the close coupling expansion.
The maximum number of channels for any partial wave was 1662. Figure 2 shows the photoionization cross-sections as a function of the photon energy. We display for each initial level both versions of the calculation, with shifted and unshifted target level energies. The photoionization cross-sections showed the usual structure. A threshold was present for photon energies below the ionization potential, and in the case of the ground level, its values was 2.5862 Ry. Below the energy threshold for each initial level, the cross-section had a value of zero. For energies above the threshold, there was a resonance structure corresponding with exact excitation energies to bound levels of the ionized species Ni 3+ . As expected, the main difference between the shifted and unshifted calculations lied in the position of these resonances, as the level energies of the target Ni 3+ had been shifted. On the other hand, the background of the curve was equal in both versions of the calculation. Finally, for photon energies higher than the last excitation energy included in the close coupling expansion, no resonances were present, and the cross-section took a smooth form. Curves for both versions of the calculation were equal in this high-energy region, as it did not depend on the exact position of the target energies. Figure 3 shows the electron-impact excitation of Ni 3+ for some relevant transitions in astrophysical plasma modelling, and Figure 4 shows the effective collision strength convoluted with a Maxwellian distribution for the same transitions. We also compare both versions of the calculation, with the shifted target energies to the observed values and the unshifted ones. We also appreciated in the excitation collision strengths the usual resonance structure over a background. The differences between both versions of the calculation lied in the position of the resonances. The effective collision strengths differed mainly at low temperature, where the Maxwellian envelope was narrow and the position of the resonances contributed the most. The peak abundance temperature for Ni 3+ in a local thermodynamical equilibrium collisional plasma had a valued of 50 × 10 3 K [20, 21] . In the range of the peak-abundance temperature, the difference in the effective collision strengths between both versions of the calculation was practically zero. As a test of accuracy, we can take the difference between the two versions of the calculation, with shifted and unshifted target energies. To avoid large overestimation in the error due to the position of the resonances in the case of the photoionization, we performed a Gaussian convolution of the cross-sections and calculated the difference in the convoluted results. In the case that the convolution was performed with an envelope width of 0.1 Ry, the maximum relative difference was order 10%, if we reduce the width to 0.01 Ry, the maximum difference was order 20%. The maximum differences lied in the resonance region, for photon energy below 4.5 Ry. In the higher-energy region, the relative difference was below 1%, even for convolution widths below 10 −3 Ry. In the case of the electron-impact excitation, performing the Maxwellian convolution, the largest differences were in the low temperature region. In the worst case, these differences reached 30%.
The principal source of error lied in the atomic structure of the target. To analyse that, we would need to check the results with a different atomic structure, for example performing the CC calculation with the structure obtained with AUTOSTRUCTURE. That was a problem, which will be treated in a further work. Another source of error in the excitation calculation was the convergence of the expansion in partial waves. We have checked several expansions, including partial waves up to J = 26, J = 32 and J = 36 and including top-up to J infinity. The largest difference in the collision strengths between the calculations with and without top-up was order 10 −3 , and the largest disparity between the calculations up to J = 32 and J = 36 was order 10 −4 , so the calculation was clearly converged in terms of partial wave expansion.
The present results are the first available R-matrix dataset in the literature for the photoionization of Ni 2+ and electron-impact excitation of Ni 3+ .
Conclusions
We presented preliminary results for the photoionisation of Ni 2+ and the electron-impact excitation of Ni 3+ . We adopt a fully-relativistic Dirac atomic R-matrix code (DARC) with a configuration interaction expansion of the target including a total of 6841 intermediate coupling levels. The 262 lowest levels were included in the close coupling expansion. For each of the two processes, we performed two variations of the calculation. The first one was done without any modification of the Hamiltonian matrix, including the target energies and atomic wave functions, as obtained within GRASP. In the second version, we replaced prior to the diagonalization the calculated energies by the recommended values tabulated in the NIST database. For both processes, the differences between the two calculations performed was negligible with the background cross-section. The main difference remained in the position of the resonances, but after performing a proper convolution, this difference was softened. Accuracy checks were performed throughout the analysis, and we are confident that the present data represent the best available to date for use by the astrophysics and plasma physics communities. For electron-impact excitation within the levels split from the ground term and Maxwellian temperatures in the range of the peak abundance, we gave a preliminary estimation of the accuracy of present data as 10%. For lower temperatures, such as those in photoionised plasma, where Ni 3+ can exist, we estimated the accuracy as 20%. For the photoionization of Ni 2+ and photons in the ultraviolet region, we estimated the accuracy of the calculation as 10%. Further calculations and comparison will be carried out in order to limit the accuracy of the present data.
