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Abstract
In this paper, we propose a fast and effective polarity-based active contour for salient object detection in grey-level
images and color images. The adopted variational level set formulation forces the level set function to be close to a
signed distance function and therefore completely eliminates the need of the re-initialization procedure and speeds
up the curve evolution. Moreover, instead of the classical and widely used gradient-based stopping function,
depending on the image gradient, to stop the curve evolution, we use a polarity-based stopping function. In fact,
comparatively to the gradient information, the polarity information accurately distinguishes the boundaries or edges
of the salient objects in images. One other nice result of the use of polarity information is that the ad hocmanual and
local initializations of the evolving curves inside and outside the image objects can be avoided. Therefore, one trivial
and global initialization of the evolving curve can be performed to detect image salient objects. We also investigate
the multi-spectral polarity information to generalize the proposed active contour to color images. Experiments are
performed on several grey-level images and color images to show the advantage and the effectiveness of our new
active contour model.
Keywords: Active contour model; Variational level set approach; Salient object detection; Multi-spectral gradient;
Multi-spectral polarity; Color images
1 Introduction
In the last decades, image segmentation has been the
subject of active research in computer vision and image
processing. A large body of work on geometric active con-
tours, i.e., active contours implemented via level set meth-
ods, has been proposed to address a wide range of image
segmentation problems [1-3]. Level set methods were first
introduced by Osher and Sethian [4] for capturing mov-
ing fronts. Active contours were introduced by Kass et al.
[5] to segment objects in images using dynamic curves.
The existing active contour models can be classified as
either parametric active contour models or geometric
active contour models according to their representation
and implementation. In particular, the parametric active
contours [5,6] are represented explicitly as parameterized
curves in a Lagrangian framework, while the geomet-
ric active contours [1,3,7] are represented implicitly as
level sets of a two-dimensional function that evolves in
an Eulerian framework. Geometric active contours were
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introduced by Caselles et al. [1] and Malladi et al. [3],
respectively. These models are based on curve evolution
theory [8] and level set method [9]. The basic idea is
to evolve a level set function representing the contours
according to a partial differential equation (PDE). The
main advantage of this approach over the traditional para-
metric active contours is that the contours represented by
the level set function may break or merge naturally dur-
ing the evolution, and the topological changes are thus
automatically handled [10]. Early geometric active con-
tour models [1,3,7] utilize a Lagrangian formulation that
leads to a certain evolution PDE of a parametrized curve.
Then, a new evolution PDE for a level set function is
obtained using the related Eulerian formulation from level
set methods. More precisely, the new evolution PDE can
be directly derived from the problem of minimizing a
certain energy functional defined on the level set func-
tion. These methods are known as variational level set
methods [11-13]. These methods are more robust than
the pure PDE-driven level set methods. In fact, they are
more convenient for incorporating additional information
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such as shape and region location [14]. In implement-
ing the traditional level set methods, it is numerically
necessary to keep the evolving level set function close
to a signed distance function [9,15]. Re-initialization, a
technique for periodically re-initializing the level set func-
tion to a signed distance function during the evolution,
has been extensively used as a numerical remedy for
maintaining stable curve evolution and ensuring usable
results. However, re-initialization can cause a disagree-
ment between the theory of the level set method and its
implementation [16]. Moreover, it has a disadvantageous
side effect of moving the zero level set away from its origi-
nal location. Generally speaking, the problem is when and
how to apply the re-initialization [16]. For this reason,
Chunming et al. [17] proposed a new variational formu-
lation that forces the level set function to be close to a
signed distance function and therefore completely elim-
inates the need of the costly re-initialization procedure.
The variational level set formulation presented in [17] has
three main advantages over the traditional level set for-
mulations. First, a significantly larger time step can be
used for numerically solving the evolution PDE and there-
fore speeds up the curve evolution. Second, the level set
function could be initialized as functions that are com-
putationally more efficient to generate than the signed
distance function. Third, the proposed level set evolution
can be implemented using simple finite difference scheme,
instead of complex upwind scheme as in traditional level
set formulations [17]. However, like most of classical
snakes and active contour models, the model proposed in
[17] relies on edge indicator functions or gradient-based
stopping functions, depending on the image gradient, to
stop the curve evolution. These models can detect only
objects with edges defined by gradient. In practice, the
discrete gradient modules can have relatively small local
maximums on the object edges and then the stopping
function can be relatively far from zero on the edges, and
the curve may pass through the boundary. Also, the local
maximums of the discrete gradient modules in the tex-
tured or noisy regions can be very close or equal to those
of the object edges. Therefore, the evolving curve may
stop before reaching the object boundaries. Moreover, if
the image is very noisy, the isotropic smoothing Gaussian
(used to compute the gradient module values) has to be
strong, which will smooth the edges too. To solve these
problems, we propose a stopping function which is based
on the polarity information of the image edges. The polar-
ity vanishes or is very close to zero inside a noise or texture
region, whereas it maintains values very close to 1 on the
relevant or main region edges. Consequently, the evolv-
ing curve will stop at these edges. Combining the polarity
information with the active contour model of [17] has two
advantages. First, the ad hoc manual and local initializa-
tions of the evolving curves inside and outside the image
objects can be avoided. Only one trivial and global initial-
ization of the evolving curve can be performed to detect
image salient objects. Second, we obtain a fast and re-
initialization-free active contour model which is robust to
the textured and noisy regions. We also investigate the
multi-spectral polarity information to generalize the pro-
posed active contour to color images. The computation of
the multi-spectral polarity is based on the multi-spectral
gradient proposed by [18].
1.1 Relatedwork
Among the most recent active contour models based on
the level set formalism, some use boundary information
to guide the contour evolution (based on association of
a speed of propagation to each contour point) [7,19,20],
whereas others are guided by the statistics of the regions
enclosed by the contours (based on optimization of a
global homogeneitymeasure) [11,21-24]. In the first group
of active contour models, most of the proposed methods
are based on edge indicator functions depending on the
image gradient. Moreover, they do not avoid the heavy
re-initialization procedure. In the latter group, two dif-
ferent approaches have been investigated for extracting
and modeling region information. In the first approach,
the region information (the number and statistics of the
regions) is calculated prior to curve evolution, using the
whole image data. Region contours are then evolved to
build a partition of the image that conforms to the a pri-
ori extracted information [25-27]. In the second approach,
the segmentation is data-driven; that is, the region infor-
mation is extracted adaptively to the region contour evo-
lution. However, the approach assumes the number of
regions is fixed a priori by the user, which means the seg-
mentation is not fully unsupervised [11,22,23]. In general,
in both approaches, the segmentation is not fully unsu-
pervised. In fact, they need prior knowledge about the
image texture and regions. Moreover, these approaches
are generally computationally prohibitive [28,29]. Among
the relevant region-based active contours which are re-
initialization free and recently proposed in the literature,
we can mention the ones proposed in [30,31] and [32].
In [30], the authors proposed a region-based active con-
tour model based on local image fitting to extract the local
image information, with respect to intensity inhomogene-
ity. Besides that, a method based on Gaussian filtering
was introduced to regularize the level set function in
order to avoid the costly re-initialization method. In [31],
an active contour model based on selective binary and
Gaussian filtering regularized level set was proposed. This
model benefits from the advantages of geodesic active
contours (GAC) [7] and C-V region-based active con-
tours [33]. In the proposed method, a new region-based
signed pressure function (SPF) was introduced using sta-
tistical information inside and outside the contour. SPF
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acts like edge stopping function in GAC model, which
stops the contour evolution on the object boundaries.
Moreover, like C-V model, the proposed active con-
tour model is able to automatically detect all contours
regardless of the location of the initial contour. Also, a
Gaussian filter was applied to regularize level set func-
tion and avoid re-initialization. More recently, in [32],
the authors proposed a novel reaction-diffusion method
for implicit region-based active contours [33], which is
completely free of the costly re-initialization procedure in
level set evolution. This method outperforms other clas-
sical region-based active contours methods, especially, on
noisy images. Note that the active contour models in [32]
and [30] were mainly conceived to deal with image with
intensity inhomogeneity. However, region-based active
contours generally suffer from low performance on images
with high-intensity inhomogeneity, such as, texture [14].
Recently, active contour models, which exploit together
region and boundary information, are proposed in the
literature. We can mention Allili and Ziou [14] who pro-
posed an unsupervised color-texture image segmentation
method based on active contour. The variational level
set formulation adopted relies on a stopping function
which utilizes polarity information of the image edges.
However, its active contour model is based on homo-
geneous seed initialization for different image regions.
Moreover, it does not avoid the costly re-initialization
procedure, and its curve evolving process is based on an
expectation-maximization type algorithm [34] to fit the
mixture parameters to the region data enclosed by the
contours after evolution, which is computationally expen-
sive. More recently, Tian et al. [35] proposed a level set
active contour combining edge and region information. Its
level set formulation consists of the edge-related term, the
region-based term, and the regularization term. The edge-
related term is derived from the image gradient and facil-
itates the contours evolving into object boundaries [7].
The region-based term is constructed using both local and
global statistical information and related to the direction
and velocity of the contour propagation [36]. The last term
ensures stable evolution of the contours [37,38]. Finally, a
Gaussian filtering is used to regularize the level set func-
tion following each iteration, which avoids the calculation
of a signed distance function and re-initialization. How-
ever, in [35], the boundary information is also represented
by the classical gradient.
This paper is organized as follows. In Section 2, we will
explain the derivation of the polarity information, and we
will compare it to the gradient information. Also, we will
present the multi-spectral and grey-level gradient infor-
mation and then explain the derivation the multi-spectral
and grey-level polarity information. In Section 3, we will
describe our new active contour model which is the com-
bination of the active contour model of [17] with the
polarity information. Section 4 provides an experimen-
tal evaluation and comparison of the polarity-based active
contour to the edge-based active contour proposed in [17]
and to the region-based active contour models proposed
in [30] and [31], on grey level and color images. Finally, we
present our conclusions.
2 The polarity information
The most common type of edge detection techniques has
used gradient operators, of which there have been numer-
ous variations [5,11-13,17,39]. To detect salient region
or object borders, we employ the pixels’ polarity. Using
polarity information, we can figure out whether a pixel
lies on textured or noisy regions or on an edge separating
two salient regions. In fact, comparatively to the gradient
information, the polarity information accurately discrim-
inates the boundaries of the salient objects. The pixel
(x, y) polarity P((x, y)) [14,34] is a local image property
described as a measure of the extent to which the gra-
dient vectors in a certain neighborhood ℵ((x, y)) of (x, y)
are oriented in the same and dominant direction that we
denote by −→η . Thus, the method looks at the structure
of the gradient vectors in the pixel (x, y) neighborhood
ℵ((x, y)). This structure is represented by the following
second-moment matrix (or structure matrix).
Mσ (x, y) =
∑
(u,v)∈ℵ((x,y))
Gσ (u, v)(∇I(u, v))(∇I(u, v))T ,
(1)
where ∇I(u, v) is the gradient of the image intensity at the
pixel (u, v) in the neighborhood ℵ((x, y)) of the pixel (x, y)
andGσ = 1√2πσ exp
− u2+v22σ2 is a smoothingGaussian kernel
with variance σ 2. The scale σ is defined to be the width
of the Gaussian window within which the gradient vec-
tors of the image are pooled. Moreover, this smoothing
scale should be adapted to the texture in hand since coarse
textures need larger scale values than fine ones. Assume
now thatm1 andm2 are the eigenvalues ofMσ (x, y), where
m1 > m2. As m1 >> m2, the neighborhood ℵ((x, y)) has
a dominant orientation in the direction of the eigenvector
that corresponds to m1. This eigenvector represents −→η .
Therefore, we express the polarity information P((x, y)) at











‖ ∇I(u, v) ‖‖ −→η ‖ cos(ς)




Gσ (u, v)cos(ς), (2)
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where 〈〉 denotes the vector scalar product and ς repre-
sents the angle between the vectors ∇I(u, v) and −→η . The
smoothing scale for the pixel (x, y) is chosen by looking at
the behavior of the polarity to the changing of the value
of the scale σ . In a typical image region, homogeneous in
color or texture, region edges will be located where the
polarity maintains values near 1 for all possible scale val-
ues (cos(ς = 0) = 1 in sum (2)) (see Figure 1a); whereas,
the polarity vanishes inside a homogeneous color inten-
sity or texture regions as the value of the scale is increased
(since multiple vector directions ςs will be included in the
sum (2)) (see Figure 1b,c). By varying the scale σ from 1
to 6, we choose the smoothing scale beyond which the
polarity does not vary more than a fixed threshold T.
For color or multi-spectral images, edges are typically
modeled as color changes which are not only associated
with color brightness discontinuities or color intensity
contrast between the homogeneous regions but also with
orientation changes of the color vectors associated to the
color image pixels. According to [18], a color image edge
detection is based on finding local maxima in the first
directional derivative of the vector-valued color intensity
function, which represents the color image and asso-
ciates to each color image pixel a vector containing the
local color channels. The magnitude of the strongest
change of the vector-valued function which represents the
multi-spectral gradient module coincides with the largest
Figure 1 Different values of the polarity of a pixel represented
by the green point. In a (a) salient boundary separating two
different regions (P 
 1), (b) noisy or texture region (P 
 0), and (c)
homogeneous color intensity region (P 
 0) (The arrows represent
the gradient vectors).
eigenvalue of the matrix JT J , denoted by λmax, where J is
the Jacobian matrix of the vector-valued function repre-
senting the color image. Thus, the multi-spectral gradient
∇I(u, v) at the pixel (u, v) in the neighborhood of (x, y) is
simply the eigenvector ϑ(u, v) associated with the largest
eigenvalue λmax(u, v) [18]. Note that gradient information
in grey-level images is only a particular case of multi-
spectral images. In this case, the image is represented by






is computed by the convolution of the
image with the first derivative of a Gaussian filter along
each dimension.
From Figure 2, we can clearly notice that compara-
tively to the gradient information, the polarity information
accurately distinguishes the boundaries or edges of the
salient objects.
3 The active contourmodel using polarity
information
In image segmentation, active contours are dynamic
curves that moves toward the object boundaries. To
achieve this goal, an external energy is defined to move
the zero level curve toward the object boundaries. Let I
be a grey-level image and g be the classical gradient-based
stopping function defined by
g =
{ 1
1+|∇I|2 if I is a grey-level image,
1
1+λ2max if I is a multi-spectral image,
(3)
Most of the classical snakes and active contour models
use this function as a stopping criteria [5,11-13,17]. The
function g is supposed to vanish when the active contour
is very close to the boundaries. However, in practice, the
discrete gradient modules |∇I| and λmax can have rela-
tively small local maximums on the object edges and then
the stopping function can be relatively far from zero on
the edges, and the curve may pass through the boundary.
Also, for the textured or noisy regions, |∇I| and λmax can
be very close or equal to those of the object edges. There-
fore, the evolving curve may stop before reaching the
object boundaries.Moreover, if the image is very noisy, the
isotropic smoothing Gaussian (used to compute the gra-
dient module values) has to be strong, which will smooth
the edges too. Hence, we propose the use of a stopping
function based on the polarity information and defined by
gp =
{
1 − P(I) polarity P(I) for grey-level image I,
1 − Pm(I) polarity Pm(I) for multi-spectral image I.
(4)
As the active contour is very close to an edge inside a
noisy or textured region, gp is very close to 1, and if the
active contour is very close to a salient object boundary,
gp is very close to zero. Therefore, the active contour will
keep evolving till reaching the salient object boundaries.





Figure 2 Comparison between polarity information and gradient information. (a, d, g) Original grey-level images; (b, e, h) gradient images of
the original images; and (c, f, i) polarity images of the original images (σ = 6).
Combining the proposed polarity-based stopping func-
tion with the variational formulation of [17], a total energy


















where λ > 0 and ν are constants, φ is the level set func-
tion [40], δ is the univariate Dirac function, 
 ∈ 2, H






1|2)dxdy is a metric or penalizing energy to characterize
how close a function φ is to a signed distance function in

, this penalization is controlled by the parameter μ. The
metric plays a key role in the variational level set formu-
lation, since it avoids the costly re-initialization procedure
while the active contour is evolving [17]. The total energy
E(φ) drives the zero level set toward the object bound-
aries while penalizing the deviation of φ from a signed
distance function during its evolution. The total energy
function is minimized using calculus of variations [41] and
the Gateaux derivative (first variation) of the functional
E(φ) in Eq. (5). Since the function φ that minimizes this
functional satisfies the Euler-Lagrange equation A˛ ∂E
∂φ
= 0.
The steepest descent process for minimization of the








where  is the Laplacian operator. This gradient flow is
the evolution equation of the level set function in the
proposed method [17]. Because of the diffusion term
introduced by the penalizing energy, there is no longer
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need for the upwind scheme [10,17] as in the traditional




∂y are approximated by the central difference, and
the temporal partial derivative ∂φ
∂t is approximated by the
forward difference [17]. So, the approximation in Eq. (6)
can be simply written as
φk+1i,j = φki,j + τL(φki,j), (7)
Figure 3 Comparison between the different active contour models. (a) First column - original grey-level images with initial active contours
(represented by white lines), (b) second column - segmentation results using gradient-based active contour, (c) third column - segmentation
results using region-based active contour of [31], (d) fourth column - segmentation results using region-based active contour of [30], and (e) fifth
column - segmentation results using polarity-based active contour.
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where τ is the time step. The coefficient ν can be pos-
itive or negative, depending on the relative position of
the initial contour to the object of interest. For exam-
ple, if the initial contours are placed outside the object,
the coefficient ν in the weighted area term should take
positive value so that the contours can shrink faster.
If the initial contours are placed inside the object, the
coefficient ν should take negative value to speed up the
expansion of the contours. However, since the stopping
function gp depends on the polarity information, the ad
Figure 4 Comparison between the different active contour models. (a) First column - original grey-level images with initial active contours
(represented by white lines), (b) second column - segmentation results using gradient-based active contour, (c) third column - segmentation
results using region-based active contour of [31], (d) fourth column - segmentation results using region-based active contour of [30], and (e) fifth
column - segmentation results using polarity-based active contour.
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hocmanual and local initializations of the evolving curves
inside the image objects can be avoided, as the noise
and texture outside the objects have no more effect or
removed.
4 Experimental results
In this section, in order to tease out the advantage of
using polarity information, we compare the active con-
tour model based on the polarity information to the
Figure 5 Comparison between the different active contour models. (a) First column original grey-level images with initial active contours
(represented by white lines), (b) second column - segmentation results using gradient-based active contour, (c) third column - segmentation
results using region-based active contour of [31], (d) fourth column - segmentation results using region-based active contour of [30], and (e) fifth
column - segmentation results using polarity-based active contour.
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gradient-based active contour model of [17], on grey-level
and color images, and to the region-based active con-
tours proposed in [30] and [31], on only grey-level images.
These comparisons are performed on 17 grey-level images
(standard 256 color map images) and RGB color images,
and the results are illustrated in Figures 3, 4, 5, and 6. From
Figure 6 Comparison between the two active contour models.
(a) First column (left to right) - original color images with initial active
contours (represented by red lines), (b) second column (left to right) -
segmentation results using multi-spectral gradient-based active
contour, and (c) third column (left to right) - segmentation results
using multi-spectral polarity-based active contour.
these figures, we can clearly notice that the proposed
active contour model based on the polarity information
outperforms significantly the other active contour mod-
els, on all the grey-level images and color images used, in
term of salient object detection. Moreover, we can see that
the salient objects in each image are efficiently detected
using the polarity-based active contour, despite of the
global and easy initialization of the evolving curve out-
side of the salient objects. Hence, no more need for the
ad hoc local initializations of the evolving curves inside
and outside the image objects. For example, to detect the
desired object in Image 12 using the gradient informa-
tion, the initialization of the evolving curve should be
performed manually and locally inside the desired object.
However, this latter can be easily detected using the polar-
ity information and a global and simple initialization of
the evolving curve, since the noise around the desired
object is removed thanks to the polarity smoothing.
Here, the proposedmethod outperforms the region-based
active contour models, since the used images are clouted
with texture and noise, and the region-based active con-
tours generally show low performance in segmenting
and detecting objects in images with high-intensity
inhomogeneity.
In implementing the proposed level set method, the
time step τ can be chosen significantly larger than the time
step used in the traditional level set methods [17].We have
tried several values of the time step τ in our experiments
for the different grey-level and multi-spectral images,
ranging from 0.1 to 80. Also, according to our experi-
ments, we have found that in order to maintain stable
active contour evolution, the time step τ and the coeffi-
cient μ must be chosen such a way that τμ < 0.25. More-
over, we noticed that using larger time step τ can speed up
the evolution but may cannot locate the boundary prop-
erly, if τ is chosen relatively too large. There is a tradeoff
between choosing larger time step and accuracy in bound-
ary location. Usually, we have used 5 ≤ τ ≤ 10 for most of
the grey-level andmulti-spectral images. Generally speak-
ing, for most of the grey-level and multi-spectral images,
we used the parameters λ = 5, μ = 0.04, and ν = 3
(note that we should set ν = −3 if the initial level set is
computed from the region enclosed by the salient object),
and the curves evolutions take from 280 to 600 iterations.
Since most of the grey-level and multi-spectral images
used in our experiment have coarse textures, the polar-
ity smoothing scale was generally chosen relatively large
σ 
 6. However, as we choose relatively large scales σ s
in a neighborhood of each image pixel, we pool the local
gradient vectors within a larger smoothing Gaussian win-
dow. As a pleasing consequence, the coarse texture within
the image regions is removed, but the salient edges (with
polarity values close to 1) would be thicker (i.e., see the
results in Figure 2 with σ = 6). Thus, we expect the
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Table 1 Values of the objective criteria (OC) of our active contour model and the active contourmodels of [17,31] and
[30], computed on grey-level images
Image OCwith g ([17]) OC with [31] OC with [30] OC with gp (ours)
Grey-level image 1 0.11 0.26 0.4 0.48
Grey-level image 2 0.15 0 0.55 0.65
Grey-level image 3 0.12 0.52 0.57 0.67
Grey-level image 4 0.1 0.4 0.35 0.45
Grey-level image 5 0.13 0 0.43 0.55
Grey-level image 6 0.09 0.01 0.4 0.46
Grey-level image 7 0.16 0 0.34 0.54
Grey-level image 8 0.18 0.04 0.49 0.56
Grey-level image 9 0.17 0.2 0.42 0.52
Grey-level image 10 0.2 0.47 0.18 0.57
Grey-level image 11 0.14 0.58 0.32 0.63
Grey-level image 12 0.09 0.47 0.42 0.54
active contour to stop evolving slightly (not remarkable for
most of the images used in our experiments) before the
ground truth edges, to end with a negligible edge localiza-
tion error. Nevertheless, our segmentation performance
remains much more better than the other active con-
tour models proposed in [17,30] and [31]. Note that with
small or moderate σ values for fine textures, we have bet-
ter edge localization or localization property of polarity
information.
In experimenting the method in [30], the initial con-
tour was set globally, such a way, it includes all image
objects. The experiments were conducted with different
values of the variance (also denoted by σ ) and with differ-
ent numbers of iterations. More precisely, the number of
iterations was set to 600 and the parameter σ was set to 7
for best results. Small values of σ lead to the undesirable
results, and large values make the experiment costly and
very time-consuming.
In experimenting the method in [31], the initial contour
was set globally, such a way, it includes all image objects.
The numbers of iterations (range of values from 80 to 150)
and the parameter denoted by α (range of values from 5 to
80) were set according the image used. Other parameters
were kept fixed as default values for all images.
In order to compare and measure the segmentation
accuracies of our active contour model and the models
proposed in [17,31] and [30], we use the objective cri-
terion proposed in [42] and the well-known Dice and
Jaccard similarity measures. We first denote by Ri, i ∈
{1, 2, ...,NR} and R´j, j ∈ {1, 2, ..., N´R} the sets of regions
Table 2 Values of the Jaccard (J) similarity of our active contour model and the active contourmodels of [17,31] and [30],
computed on grey-level images
Image J with g ([17]) J with [31] J with [30] J with gp (ours)
Grey-level image 1 0.15 0.17 0.45 0.51
Grey-level image 2 0.17 0 0.53 0.61
Grey-level image 3 0.14 0.45 0.57 0.62
Grey-level image 4 0.12 0.41 0.32 0.48
Grey-level image 5 0.16 0 0.32 0.52
Grey-level image 6 0.1 0.04 0.37 0.41
Grey-level image 7 0.18 0 0.38 0.58
Grey-level image 8 0.2 0.03 0.46 0.51
Grey-level image 9 0.2 0.22 0.34 0.49
Grey-level image 10 0.25 0.46 0.15 0.59
Grey-level image 11 0.16 0.54 0.25 0.67
Grey-level image 12 0.11 0.43 0.41 0.5
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Table 3 Values of the Dice (D) similarity of our active contourmodel and the active contourmodels of [17,31] and [30],
computed on grey-level images
Image Dwith g ([17]) D with [31] D with [30] D with gp (ours)
Grey-level image 1 0.15 0.2 0.48 0.54
Grey-level image 2 0.19 0 0.58 0.65
Grey-level image 3 0.15 0.51 0.59 0.66
Grey-level image 4 0.13 0.45 0.41 0.5
Grey-level image 5 0.19 0 0.48 0.57
Grey-level image 6 0.12 0.06 0.4 0.45
Grey-level image 7 0.21 0 0.51 0.63
Grey-level image 8 0.22 0.05 0.5 0.56
Grey-level image 9 0.25 0.27 0.43 0.54
Grey-level image 10 0.29 0.49 0.34 0.64
Grey-level image 11 0.17 0.61 0.32 0.7
Grey-level image 12 0.12 0.47 0.45 0.55
or segments composing the segmentation of a tested or
evaluated active contour model and the ground truth (i.e.,
perfect segmentation of the silent objects), respectively.
The objective criteria (OC) measures the accuracy error
of boundary localization between segmented regions and
ground truth regions. The objective criteria is zero for
worst segmentation and is equal to one for perfect seg-
mentation. The Dice and Jaccard similarities measure the
overlap between the segmented regions and ground truth
regions. They are defined as the size of the intersection of
the segmented regions and ground truth regions divided
by the size of their union. The Jaccard (J) and Dice (D)
similarities are zero if the two regions are disjoint, i.e., they
have no common pixels, and are equal to one if the regions
are identical. Higher similarity values indicate better
agreement in the regions. The Dice and Jaccard similari-
ties facilitate the interpretation of the evaluation results in
terms of the standard ‘False Positive,’ ‘False Negative,’and
‘True Positive’ ratios. In our case, the segmented regions
represent the ‘False Positive,’ the ground truth regions rep-
resent the ‘False Negative,’ and the intersection between
the ground truth regions and segmented regions represent
the ‘True Positive.’ A higher ‘True Positive’ relatively to
‘False Positive’ plus ‘False Negative’ corresponds to better
matching between ground truth regions and segmented
regions and then to better segmentation performance.
In Tables 1, 2, and 3, we illustrate, respectively, the val-
ues of the objective criterion and the Dice and Jaccard
similarities computed on the grey-level images, using the
compared active contour models. For the color images,
the computed objective criterion and Dice and Jaccard
similarities, using the polarity-based active contour and
the gradient-based active contour, are shown in Table 4.
From these tables, we can clearly notice that our active
contour model yields the least error or the best accuracy
of boundary localization comparatively to the models of
[17,31] and [30], for all grey-level images and color images
used.
5 Conclusions
We have proposed a fast and efficient active contour
model for salient object detection in grey-level images
and color images. By combining the polarity informa-
tion with the active contour model of [17], the salient
objects can be easily detected. In fact, comparatively
Table 4 Values of the objective criteria (OC), Jaccard (J), and Dice (D) of our active contourmodel and the active contour
model of [17], computed on themulti-spectral images
Image OC with g OCwith gp J with g J with gp Dwith g Dwith gp
Color image 1 0.08 0.68 0.12 0.71 0.13 0.75
Color image 2 0.11 0.65 0.15 0.7 0.16 0.74
Color image 3 0.15 0.71 0.18 0.75 0.2 0.8
Color image 4 0.13 0.69 0.16 0.73 0.17 0.77
Color image 5 0.1 0.67 0.15 0.63 0.16 0.69
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to the gradient information, the polarity information
accurately distinguishes the boundaries or edges of the
salient objects. Moreover, thanks to the use of polarity
information, the ad hoc local initializations of the evolv-
ing curves inside and outside the image objects can be
avoided, since the noise and texture outside the object
have no more effect or removed. Our experimental results
showed clearly that the proposed active contour model
based on the polarity information outperforms signifi-
cantly the gradient-based active contour model of [17]
and the relevant region-based active contour models of
[31] and [30], in terms of salient object detection and
segmentation accuracy, especially, on real-world textured
images with high-intensity inhomogeneity. Future work
will be dedicated improve the performance of the pro-
posed active contour using relevant region and shape
information.
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