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Abstract
Robot Soccer is a very attractive platform in terms of research. It contains a number of challenges in the areas of robot control,
artiﬁcial intelligence and image analysis. This article presents a look at the overall architecture of the game and describes some
results of our experiments in analysis and optimization of strategies using sequence extraction. We have extracted sequences of
game situations from the log of a game played in our simulator, as they occurred during the game. Afterwards, these sequences
were compared by methods LCS, LCSS and T-WLCS, which are usually used for sequence comparison in the sequence alignment
area. Using these methods, we are able to visualize the relations between the sequences of game situations and clusters of similar
game situations in a graph. In conclusion, a possible description improvement of these game situations is introduced. Therefore, a
possible strategy improvement to ensure a smoother and faster performing of actions deﬁned by these situations is described.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Robot soccer is interesting mainly for its multi-agent research1, including real-time image processing2 and control,
path planning, obstacle avoidance and machine learning. The robot soccer game presents an uncertain and dynamic
environment for cooperating agents3. In a robot soccer, the game situation on playground is typically read in terms
of robot postures and a ball position. Using real-time information of this dynamically changing game situation, the
system of robot soccer team would need to continually decide the action of each team robot and to direct each robot
to perform a selected action. The very objective of the game is as simple as in real soccer. Win the game over an
opponent by higher number of scored goals. To achieve this goal, the best possible cooperation of team players and the
adaptability to the opponent’s actual strategy is necessary. However, this is not quite as easy, because your opponent
is obviously trying the same thing.
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Fig. 1. Robot soccer architecture
Robot soccer games can be divided into games with autonomous or centralized control. In the games based on
autonomous control, the players are considered to be mutually independent agents. Each player has only information
about its surroundings which in most cases contains information simulating a ﬁeld of view of this player. Each player
also has his own strategy or a set of rules that deﬁnes how he should behave in the current situation. By a situation
is meant information about objects that are currently in players ﬁeld of view. The second type of games contains the
game with a central management. As the name suggests, there is one central element that has information about all
the objects located on the game ﬁeld at every step of game and a behavior of robots in speciﬁc situations is controlled
by one central strategy. Our robot soccer architecture uses the centralized control.
Next chapters contain an explanation of our robot soccer architecture, our view of strategies, rules and how we use
them for mapping coordinates of the real world. Then, our method is practically applied to a robot soccer game created
in our robot soccer simulator. The ﬁnal section of the paper contains the results of experiments focused on sequence
extraction from the robot soccer game strategies and the discussion about their impact to the actual architecture state
and to its potential further development.
2. Robot soccer architecture
The main objective was to create a uniﬁed and robust library for the robot soccer game, which will be used for the
game of real robots and also for the game running in the simulator. The library consists of a number of interconnected
modules that contain the functionality required for prediction, image analysis and derivation of the opponent’s strategy
or robot control. Such architecture brings many advantages, in particular the possibility to experiment with diﬀerent
methods used to select the best winning strategy, or even create partially simulated game containing real and simulated
robots.
Figure 1 shows a scheme of the architecture. The proposed architecture consists of modules falling into three main
categories: Game information, Game and Log. Game information is a storage of information about the actual game
state. It consists of our and the opponent’s robots positions and directions and a ball position. Besides having infor-
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Fig. 2. Inner game ﬁeld representation
mation about actual game situation on the game ﬁeld it is possible to ﬁll this storage also with predicted information
about the robots and the ball. Game part consists of the all necessary functionality for the calculations over strategies
and tactics, mentioned in Section 2. This part is also used for the experiments with picking up the opponent’s strat-
egy. Such type of calculations is performed every game step and the results are continuously actualized in the part
Game information which is primarily used for the robots control. The last part Log is used speciﬁcally for record of a
complete game progress and for the ﬁnal log generation. Due to such proposed architecture, it is possible to use this
library for the real robot soccer or for the games running int the simulator.
2.1. Strategies and tactics
In the game theory4, strategy is a complete set of options which are available to players in any game situation in
order to achieve the objective. The result of this strategy depends not only on the actions of the individual player
but also on the actions of other players or elements of the game. As a strategy5 can be considered any mapping or
description of the space in which we know the geographic positions of objects located in it and in which we have
deﬁned a ﬁnite set of rules that tell us how these objects can behave in given situations. This approach is called
strategy planning6 and can be applied to a number of areas from the real world. We can use strategies to describe a
space and objects in it, and to use the subsequent search for the optimal path or relocation of these objects in order to
achieve our desired goals.
In our work, the game is separated into logical and physical parts7. The logical part includes the strategy selection,
calculation of robot movement and adaptation of rules to the opponents strategy. The physical part includes robot
actual movement on the game ﬁeld and recognition of the opponent movement. Due to this separation, the logical
part is independent on the ﬁeld size and the resolution of the camera (or physical engine of simulation) used in visual
information system. In the logical part, the game is represented as an abstract grid with a very high resolution, which
ensures a very precise position of the robots and the ball. However, this detailed representation of the game ﬁeld is not
suitable for the strategy description. Too many rules are required to describe a robot behavior. Therefore, a strategy
grid is used which has a much lower resolution than an abstract grid. This simpliﬁcation is suﬃcient, because it is
unnecessary to know the robot’s exact position in the scope of a strategy (see Fig. 2). Using the physical part based
on the size of the game ﬁeld and camera/engine resolution, we only need to transform the abstract grid into physical
coordinates. The strategy, as we understand, is the quaternion < X, Y, p,m > where
• X ⊂ XU where X is a selected set of game situations and XU is the universe of all situations that may occur
during the game
• Y ⊂ YU where Y is a selected set of instructions to control the robots and YU is the universe of all possible
instructions
• p is mapping X → Y
• m is mapping XU → X
• p(m(xu)) ∈ XU where xu ∈ XU : every real situation on the game ﬁeld is assigned to a game situation from the
strategy which also contains the instructions on where to move our robots
Strategy is a ﬁnite set of the rules that describes the current situation on the game ﬁeld. Each rule can be easily
expressed as the quaternion < M,O, B,D >, where M are the grid coordinates of our robots, O are the grid coordinates
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Table 1. Strategy rule
Pseudo rule Real rule
Mine M1 M2 M3 M4 Mine 1,1 2,1 3,1 2,2
Opponent O1 O2 O3 O4 Opponent 5,2 4,1, 3,2 4,3
Ball B1 Ball 3,4
Destination D1 D2 D3 D4 Destination 2,2 3,1 3,2 2,3
of opponent’s robots, B are grid coordinates of the ball and D are grid coordinates of where our robots should move
in the next step. An example of a rule is described in Table 1. The real situation on the game ﬁeld is compared with
the situations described by the strategy rules during the each game step. On the basis of a priori deﬁned metrics, it is
selected the most similar rule from the strategy, according to which are set the positions of the players on the game
ﬁeld in the following step. A detailed description of this metrics and the algorithm for the optimal rule selection can
be found in8.
The robot’s behavior in the grid coordinates is then controlled by so called tactics9. The tactics contain functions
for robot control such as turning the robot, shooting at goal or passing the ball. Therefore, in the terms of hierarchy,
the strategy takes care of the placement of the robots in the grid coordinates while the tactics work with the physical
coordinates and controls the robot inside the grid coordinate.
Fig. 3. Robot soccer simulator
2.2. Robot soccer simulator
A 3D robot soccer simulator has been created using the mentioned robot soccer architecture, see Figure 3. This
simulator has been created using Unity engine10. Unity is a professional game engine, available for general public. It is
a multi-platform engine, which allows us creation of the games for mobile devices, Windows, Linux, web applications,
etc. It is available for free usage with several restrictions. One restriction is that the engine allows the game publication
only for PC, which means for Windows, Linux, and Mac OS. Another restriction forces the display of the promotional
Unity3D logo during the start of the application.
The rendering engine uses Direct3D (Windows, Xbox 360), OpenGL (Mac, Windows, Linux), and OpenGL ES
(Android, iOS). It also has bump mapping support, reﬂection mapping, parallax mapping, dynamic shadows by
shadow maps, and full-screen post processing eﬀects. Unity supports formats from modeling tools such as 3ds Max,
Maya, Softimage, Blender, and many others. The game engine scripting is based on open source project Mono, which
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uses .NET Framework implementation. Developers can also use UnityScript, JavaScript, C# or Boo. Unity also in-
cludes the support of physical engine PhysX from Nvidia with additional support for material simulation of fabric and
leather, ray casts, and collision layers. The last version of Unity brought extra support for 2D applications by Box2D
engine.
This engine has been selected for its support of physical engine PhysX11. Using already created physical engine
eases simulator design very much; especially, it allows us to avoid the necessity to create our own physics and all the
problems connected with own solution of object collision on the game ﬁeld. We can easily set material and weight of
the robots, ball, and the game ﬁeld using the Unity engine. The object collision is computed by the physical engine
itself. The physical engine in Unity is non-deterministic, which means that the same simulation, launched repeatedly
can return diﬀerent results. This non-deterministic behavior is a price for the fast physical engine, which is able to
perform fast computations. Of course, there exist deterministic engines, but their main disadvantage is their slowness.
However, we do not mind the non-determinism in our architecture. Just as in the real world, the robot soccer is quickly
changing dynamic system, and our proposed architecture must count with this non-determinism, and must be able to
react to this. In other words, the team with better strategy should be able to win, regardless to minor diﬀerences in
physical engine computation during the repeatedly launched simulation.
3. Strategy optimization
Previous sections mentioned the method for ﬁnding the most suitable rule from the strategy. This means that in
each game step, the real situation on the game ﬁeld is compared with the situation in the strategy rules. Then, the
most similar rule is selected as the winning rule, and the new grid coordinates of robots are selected on the basis
of Destination coordinates. However, the rules in the strategy do not have any connection to others. It is selected
a new rule from the whole set of strategy rules every game step. Therefore, the current strategy do not deﬁnes the
game situation, in which for example the ﬁrst ﬁve rules from the strategy represent the left oﬀensive line, next ﬁve
rules the right oﬀensive line, and after them the rules for the defensive. This process of rules can be intended during
the design, however due to the actual strategy deﬁnition, it is possible that the algorithm for ﬁnding the optimal rule
selects the oﬀensive rule in one step, and the defensive rule in the following step. In addition, it is possible, that the
strategy can contain the duplicated, or almost duplicated rules in the cases of high amount of rules in one strategy.
The minor diﬀerence can be only in one coordinate, for example. The following sections describe method for possible
optimization of the strategy design, using the sequence extraction from the log of played game.
3.1. Robot Soccer and Game Proﬁle
The proposed approach for game proﬁle extraction proceeds from the original social network approach with a
modiﬁcation focused on robot soccer game. The modiﬁcation is based on a deﬁnition of the ”relationship” between
played games. The original approach into the analysis of social networks deals with the assumption that the social
network is a set of people (or groups of people) with social interactions among themselves12. Social interaction
is commonly deﬁned as an interaction between actors, such as communication, personal knowledge of each other,
friendship and membership etc.
The modiﬁcation extends the original approach of social network analysis by the perspective of the complex net-
works. This type of view diﬀers from the original approach due to the description of the relations between nodes
(in the presented context: played games). The relation between the games is deﬁned by their common attributes,
characterising by game situations extraxted from game log ﬁle.
The game proﬁles are extracted using the methods from process mining, especially the methods from log mining.
Let us assume that an event log from the analysed system contains data related to rules selected from game strategy
from played game.
Deﬁnition 1. (Base game proﬁle, sequences)
Let U = {u1, u2, . . . , un}, be a set of games, where n is a number of games ui. Then, sequences of strategy rules σi j =〈
ei j1, ei j2, . . . ei jmj
〉
, are sequences of strategy rules executed during a game ui in the simulator, where j = 1, 2, . . . , pi
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is a number of that sequences, and mj is a length of j-th sequence. Thus, a set S i =
{
σi1, σi2, . . . σipi
}
is a set of all
sequences executed during a game ui in the system, and pi is a number of that sequences.
Sequences σi j extracted with relation to certain game ui are mapped to set of sequences σl ∈ S without this relation
to games: σi j =
〈
ei j1, ei j2, . . . , ei jmj
〉
→ σl = 〈e1, e2, . . . , eml〉, where ei j1 = e1, ei j2 = e2, . . . , ei jmj = eml.
Deﬁne matrix B ∈ N |U |×|S | where
Bi j =
{
f requency o f sequence σ j ∈ S f or game ui if σ j ∈ S i
0 else
A base game proﬁle of the games ui ∈ U is a vector bi ∈ N |S | represented by row i from matrix B.
3.2. Comparison of Sequences
There are two main basic groups of algorithms known for the comparison of two or more categorical sequences.
The ﬁrst group divides the algorithms by the fact of whether or not the sequences consist of ordered or unordered
elements. The second group of algorithms focuses on the comparison of the sequences with diﬀerent lengths and with
possible error or distortion. In this paper the methods representing each group were selected.
The basic approach to the comparison of two sequences, where the order of elements is important, is The longest
common substring method (LCS). This is used in exact matching problems13. It is obvious from the name of the
method that its main principle is to ﬁnd the length of the common longest substring. Given the two sequences
x = 〈x1, x2, . . . , xm〉 and y = 〈y1, y2, . . . , yn〉, we can ﬁnd such substring z =
〈
z1, z2, . . . , zp
〉
, where zk = xi+k−1 = y j+k−1
∀k = 1, . . . p and p ≤ m, n.
Unlike substrings, the objects in a subsequence might be intermingled with other objects that are not in the se-
quence. The longest common subsequence method (LCSS) allows us to ﬁnd the common subsequence14. Given the
two sequences x = 〈x1, x2, . . . , xm〉 and y = 〈y1, y2, . . . , yn〉, we can ﬁnd the subsequence z =
〈
z1, z2, . . . , zp
〉
, where
zk = xik = y jk ∀k = 1, . . . p and ik < ik+1 and jk < jk+1.
Where the similarity between compared sequences is deﬁned as a function using a length of common subsequence,
one characteristic of this method can be found. The length of the common subsequence is not immune to the recurrence
of the identical elements that may occur only in one of the compared sequences. We can ﬁnd such situations as a result
of inappropriate sampling or any kind of distortion. In some applications it is suitable (or sometimes even required) to
eliminate such type of distortions and to work with them like with the equivalent elements. The solution is in another
method, The time-warped longest common subsequence (T-WLCS)15. This method combines the advantages of the
LCSS method with dynamic time warping16. Dynamic time warping is used for ﬁnding the optimal visualisation of
elements in two sequences to match them as much as possible. This method is immune to minor distortions and to
time non-linearity. It is able to compare sequences, which are for standard metrics, evidently not comparable.
3.3. Sequence extraction
The log of the played game was used for extraction of the strategies. The log has been generated by the standard
game which lasted 2 minutes between two strategies. Strategy1 (Table 2) contains 40 rules and Strategy2 contains 21
rules. Both strategies were created with respect to potential continuity of the rules as mentioned before. The sequence
extraction has been performed only for the team on the left side; we are interested only in the rules of the Strategy1.
The log ﬁle consists of the complete information about the game ﬁeld situation for each game step. Besides the
coordinates of the all robots and the ball, it also consists of information about the actual selected rule from the strategy
for the left as well as the right side. Thus, the sequence is created by the sequence of the selected rules during the
game for the left side team. The whole game lasted 2 minutes; one game step was performed every 20ms. Therefore,
the ﬁnal log ﬁle consisted of 6.000 records. It was necessary to decide which game situation will be the basic for
the sequence determination (unless we obtain one long sequence consisted of 6.000 elements). Due to this reason, it
was selected the situation ’holding the ball’. The robot is holding the ball, when it touched the ball and after that it
is inside the set border distance. The example of the extracted sequence format is presented in Table 3. The column
’Sequence’ consists of sequence ID, the column ’Possession’ represents the ball holding (0 - none, 1 - our team, 2 -
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Table 2. Strategy1
Rule1 Rule2 Rule3 Rule4 Rule5
Mine 3,2 3,3 2,1 2,4 Mine 4,2 4,3 2,2 3,3 Mine 5,2 5,3 2,2 3,3 Mine 6,2 5,3 3,2 3,3 Mine 3,2 3,3 2,1 2,4
Opp 4,2 4,3 5,1 5,4 Opp 4,2 4,3 5,1 5,4 Opp 5,2 5,2 5,1 5,4 Opp 5,2 5,2 5,1 5,4 Opp 4,2 4,3 5,1 5,4
Ball 3,2 Ball 4,2 Ball 5,2 Ball 6,2 Ball 4,3
Dest 4,2 4,3 2,2 3,3 Dest 5,2 5,3 2,2 3,3 Dest 5,2 5,3 3,2 3,3 Dest 5,2 5,3 3,2 3,3 Dest 3,2 3,3 2,1 2,4
Rule6 Rule7 Rule8 Rule9 Rule10
Mine 3,2 3,3 2,1 2,4 Mine 4,2 4,3 2,2 3,3 Mine 5,2 5,3 3,2 3,3 Mine 5,2 6,3 3,2 3,3 Mine 3,2 3,3 2,1 2,4
Opp 4,2 4,3 5,1 5,4 Opp 4,2 4,3 5,1 5,4 Opp 5,2 5,3 5,1 5,4 Opp 5,2 5,3 5,1 5,4 Opp 4,2 4,3 5,1 5,4
Ball 3,3 Ball 4,3 Ball 5,3 Ball 6,3 Ball 4,3
Dest 4,2 4,3 2,2 3,3 Dest 5,2 5,3 3,2 3,3 Dest 5,2 5,3 3,2 3,3 Dest 5,2 6,3 3,2 3,3 Dest 3,2 3,3 2,1 2,4
Rule11 Rule12 Rule13 Rule14 Rule15
Mine 3,2 3,3 2,1 2,4 Mine 3,2 2,3 2,2 2,4 Mine 3,1 2,3 2,2 2,4 Mine 3,1 2,3 2,2 2,4 Mine 3,1 3,3 2,2 2,4
Opp 3,2 4,3 5,1 5,4 Opp 3,2 3,3 5,2 5,3 Opp 3,2 3,3 5,2 5,3 Opp 2,2 2,3 5,2 5,3 Opp 3,2 3,3 5,2 5,3
Ball 3,2 Ball 3,2 Ball 2,2 Ball 2,2 Ball 3,3
Dest 3,2 2,3 2,2 2,4 Dest 3,1 2,3 2,2 2,4 Dest 3,1 2,3 2,2 2,4 Dest 3,1 3,3 2,2 2,4 Dest 2,1 2,3 2,2 2,4
Rule16 Rule17 Rule18 Rule19 Rule20
Mine 2,1 2,3 2,2 2,4 Mine 5,3 3,2 3,3 3,3 Mine 5,2 3,2 3,3 3,2 Mine 6,2 4,2 3,3 3,2 Mine 5,3 3,2 3,3 3,2
Opp 3,2 3,3 5,2 5,3 Opp 3,2 3,3 3,1 3,4 Opp 3,2 3,3 3,1 3,4 Opp 3,2 3,3 3,1 3,4 Opp 3,2 3,3 3,1 3,4
Ball 2,3 Ball 5,3 Ball 5,2 Ball 6,2 Ball 5,3
Dest 3,2 3,3 2,1 2,4 Dest 5,3 3,2 3,3 3,2 Dest 5,2 3,2 3,3 4,2 Dest 5,3 4,2 3,3 3,2 Dest 5,3 4,2 3,3 3,2
Rule21 Rule22 Rule23 Rule24 Rule25
Mine 6,3 3,2 3,3 3,2 Mine 5,3 3,2 3,3 3,2 Mine 4,2 4,3 4,1 4,4 Mine 4,2 4,3 4,1 4,4 Mine 4,2 4,3 4,1 4,4
Opp 3,2 3,3 3,1 3,4 Opp 3,2 3,2 3,1 3,4 Opp 2,3 4,2 4,3 4,3 Opp 1,3 4,2 4,3 4,3 Opp 2,2 4,2 4,3 4,3
Ball 6,3 Ball 6,3 Ball 2,3 Ball 1,3 Ball 2,2
Dest 5,1 3,2 3,3 4,2 Dest 5,1 3,2 3,3 4,2 Dest 4,2 4,3 4,1 4,4 Dest 4,2 4,3 4,1 4,4 Dest 4,2 4,3 4,1 4,4
Rule26 Rule27 Rule28 Rule29 Rule30
Mine 3,2 4,3 4,1 3,4 Mine 4,2 4,3 4,1 4,4 Mine 5,2 6,3 3,2 3,3 Mine 5,2 5,3 3,2 3,3 Mine 4,2 4,4 3,2 3,4
Opp 2,2 4,2 4,3 4,3 Opp 1,2 4,2 4,3 4,3 Opp 5,2 5,3 5,1 5,4 Opp 5,2 5,3 5,1 5,4 Opp 5,2 4,3 4,1 4,4
Ball 2,2 Ball 1,2 Ball 6,3 Ball 4,4 Ball 4,4
Dest 4,2 4,3 4,1 4,4 Dest 4,2 4,3 4,1 4,4 Dest 5,2 5,3 3,2 3,3 Dest 4,2 4,4 3,2 3,4 Dest 3,3 3,4 2,2 2,3
Rule31 Rule32 Rule33 Rule34 Rule35
Mine 3,3 3,4 2,2 2,3 Mine 3,3 3,4 2,2 2,3 Mine 2,3 3,4 2,2 2,4 Mine 5,2 5,3 3,2 3,3 Mine 5,2 4,3 3,2 3,3
Opp 5,2 4,3 4,1 4,4 Opp 4,2 3,2 3,1 3,4 Opp 4,2 3,2 3,1 3,4 Opp 5,2 5,3 5,1 5,4 Opp 5,2 5,3 5,1 5,4
Ball 3,4 Ball 3,4 Ball 3,4 Ball 6,2 Ball 5,2
Dest 3,3 3,4 2,2 2,3 Dest 2,3 3,4 2,2 2,4 Dest 2,3 3,4 2,2 2,4 Dest 5,2 4,3 3,2 3,3 Dest 4,2 4,3 3,2 3,3
Rule36 Rule37 Rule38 Rule39 Rule40
Mine 4,2 4,3 3,2 3,3 Mine 3,2 3,3 2,2 2,3 Mine 3,2 3,3 2,2 2,3 Mine 5,2 5,3 3,2 3,3 Mine 4,2 4,3 2,2 3,3
Opp 4,2 5,3 4,1 4,4 Opp 4,2 4,3 4,1 3,4 Opp 3,2 3,3 4,1 3,4 Opp 5,2 5,3 5,1 5,4 Opp 5,2 5,3 5,1 5,4
Ball 4,2 Ball 4,2 Ball 3,2 Ball 5,3 Ball 4,3
Dest 3,2 3,3 2,2 2,3 Dest 3,2 3,3 2,2 2,3 Dest 3,2 3,3 2,2 2,3 Dest 4,2 4,3 2,2 3,3 Dest 4,2 4,3 2,2 3,3
Table 3. Extracted sequences example
Sequence Possession Rules
59 0 12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,12,15,15,15,15,15,15,15,15,
15,15,15,15,15,15,15,15,15,15,15,15,15,15,15,15,15,15
88 2 7,7,7,2,2,2,2,2,2,2,2
91 1 2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,8,39,8,
39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8
opponent’s team) and the column ’Rules’ consists of the sequence of the left team rules and their progress during the
game until the holding has been changed.
Such sequence collection contains 98 records. However, the obtained collection of extracted sequences includes
very similar sequences, almost the same game situations which occurred during the game on the game ﬁeld. For our
purpose, it is suﬃcient to ﬁnd the representatives of the similar sequences and to include only the representatives into
the proposed optimized game strategy. We have applied the algorithms for ﬁnding the similar sequences under the
sequence collection, especially the LCS, LCSS, and T-WLCS method. The visualization of the found similar sequence
clusters is presented in Figure 4. As we can see, all the used algorithms found clusters with similar sequences, while
the results were almost the same. For better illustration, we have selected one sequence cluster, which is described in
1452   Václav Svatoň et al. /  Procedia Computer Science  35 ( 2014 )  1445 – 1454 
Fig. 4. Complete graphs of sequences (a) LCS; (b) LCSS; (c) T-WLCS
Fig. 5. Selected cluster of sequences (a) LCS; (b) LCSS; (c) T-WLCS
more details in the following text. This cluster can be seen in Figure 5; it is presented for all the three methods for
sequence comparison again.
Table 4. Sequences from the selected cluster
Sequence-Possession Rules
96-2 8
93-1 39,8
94-2 39,8
97-1 39,8,39,8
92-2 39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,
39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,
39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8
98-2 39,8,39,8,39,8,39,8,39,8,39,8,39,8,9,28,9,28,9,28,9,28,9,28,9,28,9,28,9,28,9,28,9,28,9,28,9,28,9,28,8,39,8,39,
8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39
95-1 39
64-1 8,39,8,7,7
63-2 7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39,40,40,40,
40,40,40,40,40,36,36,36,36,36,36,36,36,36,36,36,40,40,40,40,40,7,7,7,7,7,8,39,8,39,8,39,8,39,8,39,8,39,8,39,8,39
65-2 7,7
66-1 7
67-2 7
68-1 7,7,7
Figure 5 shows the sequence labels of the similar sequences (which represents the similar game situations). The
list of the main sequences from this cluster is presented in Table 4. Some of the found sequences are very short (the
holding of the ball has changed in very short time). Such sequences can be ignored during the game situation design
(it is impossible to create the game situation only with one rule). The other sequences show that they contain almost
the same strategy rules. Such sequences in one cluster can be represented by one representative sequence, which
describes a game situation on the game ﬁeld. The representative sequence can be selected as the most appropriate
sequence from the cluster, or the new sequence can be created from the similar sequences in the cluster. Due to the
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information about holding the ball, we are able to classify the the sequences into the supposed oﬀensive or defensive
game situation. If we select, for example, the sequence labeled as 63-2 as the representative than we can deﬁne the
defensive game situation which includes the rule sequence 7, 8, 39, 40, and 36. The size of such found clusters (the
amount of nodes in cluster of the representative sequence) can also tell us, how often this game situation was used
during the whole game. Such approach allows us to design the game strategy created by the game situations, while the
selection of the following game step would have been done with respect to the actual game situation. Such approach
avoid the skipping between the oﬀensive and defensive rules.
4. Conclusion and future work
In this work, the strategies of the robot soccer game were discussed. The description of the approach for strategy
deﬁnition was presented. The main part of the article discussed the optimization of strategy creation using the extrac-
tion of sequences and the ﬁnding the similar sequences in accordance to creation of the more appropriate description
of the game situations and strategies.
Presented approach allows the author to create a strategy, which will be performed during the game by such way,
by which it was intended. It means that the players/robots will perform the strategy activities more continuously and
in faster way then using the original approach.
The obtained results give the author a feedback about the important game situations, for example the sequences,
during which the opposite team is holding the ball and it could be useful to add new rules to change this situation
(weak places in the strategy).
Not negligible part of the paper is the deﬁnition of game proﬁles, which are important for the comparison of the
played games among themselves. The game proﬁles will allow us to ﬁnd and describe the details of diﬀerences
between the games, or which games were similar.
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