Model Description
We applied the Spatial Processes in HYdrology (SPHY) hydrological model (Terink et al., 2015) , which is a spatially distributed leaky-bucket type of model applied on a cell-by-cell basis at a daily time step. The SPHY model is fully coupled with the Morgan-Morgan-Finney soil erosion model (MMF; Morgan and Duzant, 2008) . The SPHY-MMF model is described in detail in Eekhout et al. (2018) and can be accessed at this location: https://github.com/JorisEekhout/SPHY/tree/SPHY2.1-MMF.
Hydrological Model
SPHY simulates most relevant hydrological processes, such as interception, evapotranspiration, dynamic evolution of vegetation cover (including seasonal patterns and response to climate change), surface runoff, and lateral and vertical soil moisture flow. Here we describe the main modification we made for this study, i.e. the inclusion of a infiltration excess surface runoff equation. See Terink et al. (2015) for a detailed description of the model.
The previous version of the SPHY model only accounted for saturation excess surface runoff. Here, we also account for infiltration excess surface runoff, with a new infiltration excess surface runoff equation, which runs at a daily time step. The equation is inspired by the Green-Ampt equation (Heber Green and Ampt, 1911) . We assumed a constant infiltration rate f (mm hr −1 ), which is determined for each cell and each day by:
where K eff is the effective hydraulic conductivity, θ sat is the saturated water content, θ is the initial soil moisture content at time step t, and λ is a calibration parameter. Bouwer (1969) suggested an approximation of K eff ≈ 0.5 K sat . Equation S1
deviates for some aspects from the original Green-Ampt equation. The soil moisture content θ is the soil moisture content of the previous time step. We divide by θ sat to account for the differences in soil properties, which are originally expressed by the matric suction head at the wetting front. The cumulative infiltration in the Green-Ampt equation reduces the infiltration capacity in each subsequent time step. To account for this non-linear behaviour, we included the calibration parameter λ. This simplification of the Green-Ampt equation is considered justified for assessments with a daily time step and for large study areas with a coarse spatial resolution. Infiltration excess surface runoff occurs when the precipitation intensity exceeds the infiltration rate f (Beven, 2012) . Analysis of hourly precipitation time series for 25 years from 5 precipitation stations in the catchment showed that, on average, the highest precipitation intensity was recorded in the first hour of the rain storm and decreases linearly until the end of the storm. We assumed a triangular-shaped precipitation intensity p(t) (mm hr −1 ) according to:
where α is the fraction of daily rainfall that occurs in the hour with the highest intensity, P is the daily rainfall (mm), and t is an hourly time step. Daily infiltration excess surface runoff Q surf is determined as follows:
When the hourly precipitation intensity αP is higher than the infiltration rate f , surface runoff equals the triangular shaped area of the precipitation above the infiltration rate. The amount of precipitation below the infiltration rate will infiltrate into the rootzone. Parameter α was set to 0.34, which follows from the analysis of the hourly rainfall data.
Daily Morgan-Morgan-Finney soil erosion model
We integrated the Morgan-Morgan-Finney (MMF; Morgan and Duzant, 2008) soil erosion model into the SPHY hydrological model. MMF is a conceptual soil erosion model that originally is applied at an annual time step. We modified the original MMF model such that it runs at a daily time step and is fully integrated into the SPHY model. This means that MMF receives input from the SPHY model, such as effective precipitation (throughfall), runoff and canopy cover. Detachment of soil particles is determined separately for raindrop impact and surface runoff. The detachment of soil particles by raindrop impact (F ; kg m −2 ) is a function of the kinetic energy of the effective rainfall, the detachability of the soil (K; J m −2 ) and the ground cover (GC; expressed as a proportion between zero and unity). The kinetic energy of the effective rainfall is in turn determined separately for direct throughfall and leaf drainage, and is subsequently summed to obtain the total rainfall energy KE. Canopy cover (fraction between 0 and 1 and obtained from the dynamic vegetation module) is used to separate direct throughfall and leaf drop from effective precipitation. The ground cover protects the soil from detachment and includes the proportion of vegetation and stones covering the surface and is set to 1 in case of the presence of snow. In order to allow for the particle-size distribution of the soil, the effective rainfall is proportioned according to the proportion of clay (c), silt (z) and sand (s) particles in the soil and subsequently summed:
With i the textural class, i.e. c for clay, z for silt and s for sand. Based on data from Quansah (1982) , values of K c , K z and K s are taken respectively as 0.1, 0.5 and 0.3 g J −1 . The detachment of soil particles by runoff (H; kg m −2 ) is a function of the volume of accumulated runoff (Q; mm), the detachability of the soil by runoff (DR; g mm −1 ), the slope angle (S; • ) and the ground cover (GC; -). The detachment by runoff is also proportioned by texture class and subsequently summed:
Based on data from Quansah (1982) , values of DR c , DR z and DR s are taken respectively as 1.0, 1.6 and 1.5 g mm −1 . The detachment of soil particles by raindrop impact (F ) and runoff (H) are subsequently summed. Only a proportion of the detached soil will be delivered to the runoff for transport, the remainder will be deposited within the cell of its origin. The percentage of the detached sediment that is deposited within the cell of its origin is estimated from the relationship obtained by Tollner et al. (1976) , calculated separately for each particle size:
Where N f is the particle fall number and DEP is maximized by 100. The particle fall number is a function of the flow velocity, which is a function of the presence and abundance of vegetation and the surface roughness.
The amount of soil particles that will be delivered to the runoff for transport is calculated as follows:
Sediment Routing
Transport of sediment by runoff is restricted by the transport capacity of the flow. We modified the transport capacity equation as proposed by Prosser and Rustomji (2000) by introducing a landuse-specific roughness factor:
Where flow factor is a spatially distributed roughness factor, q is the accumulated runoff per unit width (m 2 day −1 ), S is the local energy gradient, approximated by the slope, and β and γ are model parameters. As suggested by Prosser and Rustomji (2000) we set γ = 1.4 and we used β in the calibration procedure. The landuse-specific roughness factor flow factor is a function of the presence and abundance of vegetation and the surface roughness. Reservoir sediment trapping efficiency, the percentage of sediment trapped by the reservoir, is calculated according to Brown (1943) :
where T E is the trapping efficiency (%), D is a constant within the range 0.046-1, we adopted the mean value of 0.1, C is the reservoir capacity (m 3 ), and A basin is the drainage area of the subcatchment (km 2 ).
Dynamic Vegetation Module
SPHY-MMF includes a dynamic vegetation module that allows characterization of the seasonal and inter-annual differences in vegetation cover. A time series of the Normalized Difference Vegetation Index (NDVI) images is used as input for the dynamic vegetation module. The Leaf Area Index (LAI) is determined from the individual NDVI images using a logarithmic relation (Sellers et al., 1996) . The LAI is used in the hydrological model to determine canopy storage, interception and the resulting precipitation throughfall. The latter is subsequently used in both the hydrological and soil erosion model. The canopy cover, from the soil erosion model, is defined as the LAI maximized by 1. The NDVI is also used to determine the crop coefficients, which are used in the calculation of the potential evapotranspiration. Crop coefficients are determined from NDVI with a linear relation. See Terink et al. (2015) for a detailed description of the dynamic vegetation module.
Model input data
All model input data were prepared at a 200 m resolution. Textural fractions (sand, clay and silt) and organic matter content were obtained from the global SoilGrids dataset (Hengl et al., 2017) at 250 m resolution. The soil hydraulic properties (saturated hydraulic conductivity, saturated water content, field capacity, and wilting point) were obtained by applying pedotransfer functions (Saxton and Rawls, 2006) .
The SRTM dataset (Farr et al., 2007) at 30 m resolution was resampled to the model grid to obtain a Digital Elevation Model (Fig. 1d ). The spatially distributed rock fraction map was obtained by applying the empirical formulations from Poesen et al. (1998) , which determines rock fraction based on slope.
Both the hydrological and the soil erosion model require landuse-specific input. We used a national landuse map (MAPAMA, 2010), which provides 57 landuse classes within the study area. Values for the landuse-specific tabular value of the depletion fraction were obtained from Allen et al. (1998) (Table 22 ). Values for the maximum LAI were obtained from Sellers et al. (1996) . The soil erosion model requires landuse-specific input for plant height, stem density, stem diameter, canopy cover fraction, ground cover fraction and Manning's roughness coefficient for vegetation. We obtained values for each of these parameters through observations from aerial photographs, expert judgement and as part of the calibration procedure.
NDVI images were obtained from bi-monthly Moderate Resolution Imaging Spectroradiometer (MODIS) data for the period 2000-2012. For model calibration (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) we used each of the individual NDVI images, after gap-filling (mainly due to cloud cover) with the long-term average 16-day period NDVI for the period 2000-2012.
For the reference and future scenarios no NDVI images of sufficient quality and resolution were available, therefore we prepared the NDVI model input, accounting for the intra-and inter-annual variability. The intra-annual variability was obtained from the long-term average 16-day period NDVI for the period 2000-2012. The inter-annual variability was determined based on a log-linear relationship between the annual precipitation sum, annual average temperature, annual maximum temperature and annual average NDVI for each of the 57 landuse classes for the period 2000-2012:
Where N DV I is the annual average NDVI, P the annual precipitation sum, T avg the annual average temperature, T max the annual maximum temperature, and β 0−6 coefficients of the log-linear regression model. We used the annual climate indices of two years, the current year and the previous year, to account for the climate lag that may influence the vegetation development.
A stepwise model selection procedure was applied for each of the 57 landuse classes, selecting the best combination of variables from Eq. S10 with the lowest AIC (Akaike Information Criterion) in R (version 3.4.0), using the stepAIC algorithm from the MASS package (Venables and Ripley, 2002) .
Model Calibration & Validation
Model calibration and validation were performed in five headwater subcatchments that are not affected by water extractions for irrigation ( Fig. 1b) . To prevent overfitting and achieve most realistic model calibration we set most of the potential calibration parameters at literature values and maintained the other parameters within reasonable physical limits of the parameter domain. Calibration and validation were performed for the periods 2001-2010 and 1987-2000, respectively. These periods were chosen such that we could make best use of the limited available data, i.e. daily discharge, precipitation, temperature and NDVI images. Daily discharge time series were used to determine model performance. Data were obtained from the Segura River Basin Agency for the Fuensanta reservoir (Fig. 1b) . We only considered the discharge originating from the Fuensanta subcatchment, by subtracting the discharge from the upstream located subcatchments, both for the observed and the simulated time series. The calibration procedure consisted of two steps. First, we optimized the water balance by comparing the observed and simulated discharge sum (percent bias). We adjusted the calibration parameter λ from Eq. S3 and model parameters from the dynamic vegetation module and soil hydraulic properties to optimize the percent bias of the discharge (Table S1 ). In the second step we optimized the Nash-Sutcliffe model efficiency (NSE; Nash and Sutcliffe, 1970 ) by adjusting a model parameter from the routing module (kx). The calibration resulted in a NSE of 0.47 for the daily discharge, a NSE of 0.76 for the monthly discharge and a percent bias of 2.3% (Fig. S1a ). Model validation resulted in a NSE of 0.25 for the daily discharge, a NSE of 0.39 for the monthly discharge and a percent bias of -18.7% (Fig. S1b ).
Next, we calibrated the soil erosion model. First, we optimized the detached material going into transport G for 8 aggregated landuse classes, based on literature data (Cerdan et al., 2010; Maetens et al., 2012) , see Eekhout et al. (2018) (Table 1) for an overview of the model parameters per land use class. We optimized sediment yield at the reservoirs with reservoir sediment yield data from 4 reservoirs (Avendaño-Salas et al., 1997) ( Fig. 1b ). Model performance was evaluated based on percent bias. The calibration procedure focused on a model parameter from the sediment transport module. We obtained a percent bias of 0.0% in the calibration and -19.8% in the validation.
Global Infiltration Excess Surface Runoff
Infiltration excess surface runoff occurs when the precipitation intensity exceeds the soil infiltration rate (Beven, 2012) . Based on global precipitation and soil data, we determined a global map indicating the areas prone for infiltration excess runoff during extreme precipitation events.
Global daily precipitation data were obtained from the Global Precipitation Climatology Centre (GPCC; Schamm et al., 2016) . The GPCC dataset contains daily global land-surface precipitation data, interpolated on a regular 1 • grid for the period 1988-2013. For each grid cell we determined the extreme precipitation (Fig. S2a) , defined as the 95th percentile of daily precipitation, considering only rainy days (>1 mm day −1 , Jacob et al., 2014) . Infiltration excess runoff is a sub-daily process. While no global sub-daily precipitation data were available, we assumed that 34% of the daily rainfall occurs in the hour with the highest intensity. This fraction we obtained from analysis of hourly precipitation data from 5 precipitation stations within the Segura River catchment covering a period of 25 years . This fraction may vary globally and global extrapolation introduces uncertainty in regions where this fraction differs from our estimate. A higher (lower) fraction may lead to an increase (decrease) of the area prone for infiltration excess surface runoff. Nevertheless, in the absence of better estimates we extrapolated the fraction to illustrate the potential extent of global sensitive areas to infiltration excess runoff.
Infiltration rate was estimated based on the saturated hydraulic conductivity. We obtained global sand, clay and organic matter maps at 10 km resolution from the SoilGrids dataset (Hengl et al., 2017) . Saturated hydraulic conductivity (Fig. S2b) was obtained by applying pedotransfer functions (Saxton and Rawls, 2006) . To obtain an estimate of the infiltration rate we determined the effective saturated hydraulic conductivity K eff . Bouwer (1969) showed that, because of entrapped air, K eff should be smaller than K sat and suggested an approximation of K eff ≈ 0.5 K sat . Year S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 Year S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 
