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Darboux–Moutard transformations and
Poincare–Steklov operators ∗
R.G. Novikov † I.A. Taimanov ‡
To S.P. Novikov on the 80th birthday
Abstract
Formulas relating Poincare–Steklov operators for Schro¨dinger equa-
tions related by Darboux–Moutard transformations are derived. They
can be used for testing algorithms of reconstruction of the potential from
measurements at the boundary.
Investigations of inverse problems for two-dimensional Schro¨dinger operators
at a given energy level were initiated within the framework of the theory of soli-
tons by S.P. Novikov and his scientific school. In particular, in [1] the spectral
data were introduced for the two-dimensional periodic Schro¨dinger operator, in
a magnetic field, which is finite-gap at one energy level, and the inverse problem
of reconstructing the operator from these data was solved; in [2, 3], in terms of
these data, potential operators were singled out and there were derived the evo-
lutionary equations (the Novikov–Veselov equations) which preserve this class
of operators and their spectra at the given energy level, and theta-functional
formulas for solving the equations were obtained; in [4] the first results on the
inverse scattering problem at the negative energy level were obtained and for
the first time in the theory of inverse problems the methods of the theory of
generalized analytic functions were used.
In this paper we develop an approach to direct and inverse problems, for the
two-dimensional Schro¨dinger operator, based on the Moutard transformation.
Since the Darboux transformation is a one-dimensional reduction of the Moutard
transformation, our results on two-dmensional operators from §2 are extended
to the case of one-dimensional Schro¨dinger operators (see §3).
∗The work was supported by the French–Russian grant (RFBR 17-51-150001 NCNI a/PRC
1545 CNRS/RFBR) and done during the visit of the second author (I.A.T.) to Centre de
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1 Preliminary facts
1.1 Darboux–Moutard transformations
The Moutard transformation constructs from solutions of a second order equa-
tion of the type
∂v∂wϕ+ uϕ = 0
solutions ϑ of another second order equation of the same type
∂v∂wθ + u˜θ = 0
and is determined by a solution of the initial equation [5]. We consider its
special reduction for which the variables v and w are complex–conjugate and
after renormalizations the second order equation reduces to the Schro¨dinger
equation
Hϕ = −∆ϕ+ uϕ = 0, (1)
where
∆ =
∂2
∂x2
+
∂2
∂y2
is the Laplace operator on the two-plane R2. Let us take a solution ω of (1) and
construct by using this solution the new Schro¨dinger operator
H˜ = −∆+ u˜
with the potential
u˜ = u− 2∆ logω = −u+ 2
ω2x + ω
2
y
ω2
. (2)
Is is easy to show by straightforward computations that if a function ϕ
satisfies (1), then the function θ, which is determined by the relations
(ωθ)x = −ω
2
(ϕ
ω
)
y
, (ωθ)y = ω
2
(ϕ
ω
)
x
, (3)
satisfies the equation
H˜θ = −∆θ + u˜θ = 0, (4)
obtained from (1) by the Moutard transformation determined by the initial
solution ω. We note that the relations (3) determine θ up to summands of the
form Cω , C = const, the function ω
−1 = 1ω satisfies the equation
H˜
1
ω
= 0
and determines the inverse Moutard transformation from H˜ to H :
u
ω
−→ u˜ = u− 2∆ logω
1/ω
−→ u = u˜− 2∆ log
1
ω
= u˜+ 2∆ logω.
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For a potential
u = u(x)
which depends on one variable the Moutard transformation reduces to the Dar-
boux transformation [6]. Let H1 be a one-dimensional Schro¨dinger operator
H1 = −
d2
dx2
+ u
and ω1 be its eigenfunction:
H1ω1 = Eω1, E0 = κ
2.
The Moutard transformation, of the two-dimensional Schro¨dinger operator,
determined by the solution
ω(x, y) = eκyω1(x)
of (1), maps the potential of the operator into
u˜(x) = u(x)− 2∆ log(eκyω1(x)) = u− 2
d2
dx2
logω1(x).
Therewith the corresponding one-dimensional Schro¨dinger operatorH1 is trans-
formed into the one-dimensional operator
H˜1 = −
d2
dx2
+ u˜.
This transformation is called the Darboux transformation. Its action on eigen-
functions takes the following form. Let
H1ϕ1 = Eϕ1, ϕ1 = ϕ1(x), E = µ
2.
We put
ϕ = eµyϕ1(x).
It is clear that Hϕ = 0 and, by (3), we get the Moutard transformation of ϕ in
the form
θ = eµyθ1(x), (5)
were the second of relations (3) gives the Darboux transformation of eigenfunc-
tions:
θ1 =
1
µ+ κ
(
d
dx
−
d logω1
dx
)
ϕ1, (6)
H˜1θ1 = −
d2θ1
dx2
+ u˜θ1 = Eθ1, E = µ
2,
and the first one gives its inversion
ϕ1 =
1
κ− µ
(
d
dx
+
d logω1
dx
)
θ1. (7)
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In this case, since the image of the transformation is sought in the form (5), the
transformation of eigenfunctions becomes single-valued, because the addition of
summands of multiple 1ω does not preserve the form (5) (for µ 6= κ).
The Darboux transformation was repeatedly used and was often rediscovered
(see, for example, [7]) for solving problems of mathematical physics and the
spectral theory [8, 9] (see also the review [10]).
The Moutard transformation and its extension for solutions of the Novikov–
Veselov equations [11, 12] in recent years has been applied to the construction
of the first examples of two-dimensional Schro¨dinger operators with fast decay-
ing potential and with a nontrivial kernel [12] and blowing-up solutions of the
Novikov–Veselov equation with regular initial data [13, 14] (see the numerical
analysis of the negative discrete spectrum and its dynamics for these examples
in [15]), to the construction of explicit examples of two-dimensional potentials of
Wigner–von Neumann type [16]. In [17], the action of the Moutard transforma-
tion on the Faddeev eigenfunctions at the zero energy level was described, and
in[18], using this transformation, Faddeev’s eigenfunctions at the zero energy
level for multipoint delta-like potentials were found.
In [19, 20], it was established a relation of the generalized Moutard transfor-
mation for two-dimensional Dirac operators [21] to the conformal geometry of
surfaces in three- and four-dimensional spaces, and with this were constructed
blowing-up solutions of the modified Novikov–Veselov equation with regular ini-
tial data [22, 23]. A generalization of the Moutard transformation to the case of
generalized analytic functions, in particular, gave an approach to constructing
the theory of generalized analytic functions with contour poles [24, 25, 26, 27]
and also allowed to construct a Moutard–type transformation for the conduc-
tivity equation [28].
1.2 Poincare–Steklov operators
Let in the domain D with the boundary ∂D there is given an elliptic differential
equation
Lψ = Eψ. (8)
We single out two boundary conditions, each of which, as a rule, completely
determines the solution of the equation. Then the Poincare-Steklov operator,
by definition, takes the value of one boundary condition into the value of another
condition.
Let us consider the most well-known particular cases of Poincare-Steklov
operators. Let the elliptic equation (8) be given by a linear differential second-
order expression L. Then
1. if E is not an eigenvalue of the problem (8) with the Dirichlet condition
ψ|∂D = 0, then the boundary data ψ|∂D determine the solution of (8)
uniquely and we define the DN (Dirichlet-to-Neumann) operator, which
takes the values of ψ on the boundary to the values of the derivatives of
ψ along the exterior normal ν to the boundary (the data of the Neumann
4
problem):
DN : ψ|∂D −→
∂ψ
∂ν
|∂D; (9)
2. if E is not an eigenvalue of the problem (8) with the Neumann condition
∂ψ
∂ν |∂D = 0, then the ND (Neumann-to-Dirichlet) operator is defined:
ND :
∂ψ
∂ν
|∂D −→ ψ|∂D; (10)
3. the above operators are special cases of the RR (Robin-to-Robin) operator,
which in the general case relates mixed boundary conditions (the Robin
conditions). If E is not an eigenvalue of the problem (8) with the boundary
condition (
cosαψ − sinα
∂ψ
∂ν
)
|∂D = 0,
then the RR operator maps the boundary data
Γαψ =
(
cosαψ − sinα
∂ψ
∂ν
)
|∂D
to the boundary data Γα−pi/2ψ:
RR : Γαψ −→ Γα−pi/2ψ.
As particular cases, we get the DN operator for α = 0 and the ND operator
for α = pi
2
.
2 The action of the Moutard transformation on
Poincare-Steklov operators
We assume that equation (1) holds in a bounded simply-connected two-dimen-
sional domain D ⊂ R2 with a smooth boundary ∂D and that u is a regular
function on D ∪ ∂D.
Let H˜ and u˜ be the operator and the potential from (4), i.e., the Moutard
transformations of H and u, determined by a solution ω of (1) via formulas (2).
For equation (1) we consider the operator
Φu = DN
of the form (9) with E = 0 and the operator
Φ−1u = ND
of the form (10) with E = 0, where u is the potential from (1). Let σD(H) and
σN (H) denote the spectra of the operators defined by H = −∆ + u and the
Dirichlet and Neumann boundary conditions, respectively.
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For solutions ϕ of (1) we consider also the following boundary data on ∂D:
Γτωϕ = ω
(ϕ
ω
)
τ
= ϕτ −
ωτ
ω
ϕ (11)
and
Γνωϕ = ω
(ϕ
ω
)
ν
= ϕν −
ων
ω
ϕ, (12)
where ω is the fixed solution of (1) in D, ν is the outer normal to ∂D, τ is the
path-length parameter on ∂D, which grows in the direction of ν⊥ = (−ν2, ν1)
with ν = (ν1, ν2); the lower indices τ and ν denote the derivations in τ and
along the normal ν.
For simplicity, we assume that ω has no zeroes on ∂D.
The important observation is that relations (3) on ∂D can be rewritten as
Γνω−1θ = −Γ
τ
ωϕ, (13)
Γτω−1θ = Γ
ν
ωϕ. (14)
Lemma 1 Assuming that 0 /∈ σD(H), the following formulas hold:
KerΓτω = {cω : c ∈ C},
ImΓτω = {f :
∫
∂D
ω−1f dτ = 0},
where Γτω is considered as an operator on solutions of (1).
Lemma 1 follows from the definition of Γτϕ by (11) and the fact that under
our assumptions the Dirichlet problem for (1) is uniquely solvable.
Lemma 2 Assuming that 0 /∈ σD(H˜), we have
KerΓνω = {cω : c ∈ C}, (15)
ImΓνω = {f :
∫
∂D
ωf dτ = 0},
where Γνω is considered as an operator on solutions of (1).
Remark 1. The condition 0 /∈ σD(H˜) we understand in the sense that the
Dirichlet problem for (4) is uniquely solvable. That may be essential if ω has
zeroes, on D, implying singularities of u˜.
Lemma 2 follows from relation (14), the fact that relations (3) determine θ
from ϕ up to summands of the form const · ω−1 and ϕ from θ up to summands
of the form const · ω, and from Lemma 1 applied to equation (4).
For equation (1) and boundary data (11) and (12) we consider the following
Poincare–Steklov operators Λu,ω and Λ
−1
u,ω:
Λu,ω : Γ
τ
ωϕ→ Γ
ν
ωϕ, 0 /∈ σD(H) (16)
and
Λ−1u,ω : Γ
ν
ωϕ→ Γ
τ
ωϕ, 0 /∈ σD(H˜). (17)
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Proposition 1 Assuming that 0 /∈ σD(H), the operators Φu and Λu,ω are re-
lated by the following formulas:
Λu,ωΓ
τ
ωϕ = (ΦuωIω
−1 − ωνIω
−1)Γτωϕ,
Φuϕ = (Λu,ωΓ
τ
ω + ωνω
−1)ϕ,
where ω (in the cases where ω is not a lower index), ω−1, and ων denote the
operators of multiplication by the corresponding functions on ∂D and
Iω−1f(τ) =
∫ τ
0
ω−1(t)f(t) dt
for f ∈ ImΓτω.
Proposition 1 follows from the definitions given by formulas (9), (11), and
(16), and from straightforward computation.
Proposition 2 If 0 /∈ σN (H)∪σD(H˜), the operators Φ
−1
u and Λ
−1
u,ω are related
as follows:
Λ−1u,ωΓ
ν
ωϕ = Γ
τ
ωΦ
−1
u
(
Id−
ων
ω
Φ−1u
)−1
Γνωϕ,
where Id is the identity operator. Therewith,
Ker
(
Id−
ων
ω
Φ−1u
)
= {cων : c ∈ C}
and the inverse operator
(
Id− ωνω Φ
−1
u
)−1
is defined on ImΓνω up to summands
of the form cων , c ∈ C.
Proposition 2 follows from formulas (10), (11), (12), (15), and (17), from the
representation
Γνωϕ =
(
Id−
ων
ω
Φ−1u
)
ϕν ,
and from straightforward computations.
In the assumptions of this section on D and ω we have the following result.
Theorem 1 Let 0 /∈ σD(H) ∪ σD(H˜). Then the following formuals hold:
Λu˜,ω−1 = −Λ
−1
u,ω,
Λ−1u˜,ω−1 = −Λu,ω.
Theorem 1 follows from relations (13) and (14) and from Lemmas 1 and
2 which describe the domains of definition of the operators Λu,ω,Λ
−1
u,ω,Λu˜,ω−1 ,
and Λ−1u˜,ω−1 under the assumption of Theorem 1.
Propositions 1 and 2 and Theorem 1 provide ways to find the operators Φu˜
and Φ−1u˜ from Φu and Φ
−1
u and from the restrictions of ω and ων onto ∂D. In
this case it is required only the invertibility of operators acting on functions
on ∂D. In this sense these methods are essentially simpler than the direct
reconstruction of Φu˜ and Φ
−1
u˜ from u˜, when it is necessary to invert an operator
acting on functions defined on the whole domain D. This effect becomes quite
obvious for the Darboux transformation that we are demonstrating in the next
section.
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3 The action of the Darboux transformation on
Poincare-Steklov operators
Let us consider the Schro¨dinger equation
H1ψ =
(
−
d2
dx2
+ u
)
ψ = Eψ, E = µ2 (18)
on the interval D =]a, b[⊂ R and the Schro¨dinger equation
H˜1ψ˜ =
(
−
d2
dx2
+ u˜
)
ψ˜ = Eψ˜, (19)
which is obtained from (18) by using the Darboux transformation determined
by the solution ω1 of the equation
H1ω1 = κ
2ω1. (20)
We assume that u(x) is a regular function of the closed interval [a, b] = D∪∂D.
For an equation of type (18) we consider the operators Qu and Q
−1
u such
that
Qu : ψ|∂D −→
dψ
dx
|∂D, (21)
Q−1u :
dψ
dx
|∂D −→ ψ|∂D, (22)
i.e., the DN and ND operators of the form (9) and (10), where, for simplicity,
the derivation along the out normal ν is replaced by the derivation in x.
Let σD(H1) and σN (H1) define the spectra of the operators defined by H1
and the Dirichlet and Neumann conditions, respectively.
For solutions ψ of (18) we also consider the following boundary condition on
∂D:
Γxω1ψ = ω1
(
ψ
ω1
)
x
= ψx −
ω1,x
ω1
ψ,
where ω1 is the given solution of (20) which determines the Darboux transfor-
mation.
We assume that ω1 has no zeroes on ∂D.
The relations (6) and (7) on ∂D can be rewritten as follows:
1
κ− µ
Γx
ω−1
1
ψ˜ = ψ, (23)
ψ˜ =
1
κ+ µ
Γxω1ψ. (24)
Lemma 3 Assuming that 0 /∈ σD(H˜1) and κ 6= ±µ, we have
KerΓxω1 = 0, CokerΓ
x
ω1 = 0,
where Γxω1 is considered as an operator on solutions of (18).
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Remark 2. The condition 0 /∈ σD(H˜1) is understood in the sense similar to
Remark 1.
Lemma 3 follows from (7), (24), and the two-dimensionality of the space of
functions on ∂D and the spaces of solutions of (18) and (19).
Theorem 2 Assuming that 0 /∈ σN (H1) ∪ σD(H˜1) and κ 6= ±µ, the following
formula is valid:
Qu˜ = −
ω1,x
ω1
+ (κ2 − µ2)Q−1u
(
Id−
ω1,x
ω1
Q−1u
)−1
, (25)
where
ω1,x
ω1
is the operator of multiplication by the corresponding function on
∂D.
The formula (25) explicitly specifies the transformation of the DN and ND
operators due to the Darboux transformation. Such formulas can be used,
in particular, for testing the algorithms for reconstructing the potential from
measurements at the boundary.
Proof of Theorem 2. We have the representation
Γxω1ψ =
(
Id−
ω1,x
ω1
Q−1u
)
ψx. (26)
It follows from Lemma 3 and (26) that the operator Id−
ω1,x
ω1
Q−1u is invertible.
Further, using (21) and (22), we rewrite the relations (23) and (24) in the form(
Qu˜ +
ω1,x
ω1
)
ψ˜ = (κ− µ)ψ, (27)
ψ˜ =
1
κ+ µ
(
Id−
ω1,x
ω1
Q−1u
)
ψx. (28)
With the help of (21) and (28), we get
ψx = (κ+ µ)
(
Id−
ω1,x
ω1
Q−1u
)−1
ψ˜,
ψ = (κ+ µ)Q−1u
(
Id−
ω1,x
ω1
Q−1u
)−1
ψ˜. (29)
Formula (25) follows from (27) and (29) after equating the expressions for ψ.
Theorem 2 is proved.
Example. Let us consider the operator H = − d
2
dx2 on the interval ]a, b[ with
0 < a < b and its Darboux transformation determined by ω1 = x. We have
u = 0, u˜ =
2
x2
.
Let us take
µ 6= κ, where κ = 0.
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A general solution of the equation
Hψ = −ψ′′ = µ2ψ (30)
has the form
ψ = α cosµx+ β sinµx.
Therefore, (
ψ(a)
ψ(b)
)
=
(
cosµa sinµa
cosµb sinµb
)(
α
β
)
= A
(
α
β
)
,
(
ψ′(a)
ψ′(b)
)
= µ
(
− sinµa cosµa
− sinµb cosµb
)(
α
β
)
= B
(
α
β
)
,
and the DN operator for the problem (30) takes the form
Q0 = BA
−1 =
µ
sinµ(b− a)
(
− cosµ(b − a) 1
−1 cosµ(b− a)
)
.
It is clear that sinµ(b−a) 6= 0 if and only if µ2 does not belong to the spectrum
of the Dirichlet problem for H = − d
2
dx2 .
The Darboux transformation for solutions takes the form
ψ˜ =
1
µ
(
d
dx
−
1
x
)
ψ,
which implies that
ψ˜′ =
1
µ
(
ψ′′ +
1
x2
ψ −
1
x
ψ′
)
=
1
µ
(
−µ2ψ +
1
x2
ψ −
1
x
ψ′
)
and the DN operator for the problem(
−
d2
dx2
+
2
x2
)
ψ˜ = µ2ψ˜
is equal to
Q2/x2 =
1
µ
(
−µ2 +
1
x
(
1
x
−Q0
))
µ
(
Q0 −
1
x
)−1
= −
1
x
− µ2
(
Q0 −
1
x
)−1
,
which is a particular case of (25).
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