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하는이중흐름합성곱신경망 (Two-stream Convolutional Network)을제시하였다.
공간적 신경망(Spatial Network)에서는 비디오 프레임(이미지)를 처리하여 시각적
인식에관여하며,시간적신경망(Temporal Network)에서는프레임사이의움직임의
변화를나타내는옵티컬플로우(Optical Flow)를처리하여움직임과변화를인식한
다.이중흐름합성곱신경망 (Two-stream Convolutional Network)은시각적정보와






서는 상호작용하지 않는다. 이러한 독립적인 이중 흐름 합성공 신경망은 UCF-101
데이터 [9]와 같이 ‘축구’, ‘서핑’, 등등 상대적으로 행동이 명확하게 구분될 때는
단순한 신경망 구성으로도 꽤 좋은 성능을 갖는다(88% [1]). 하지만 HMDB-51 데
이터 [10]의 경우, 미세한 인간의 행동과 관련된 부분이 많아 상대적으로 어렵다
(59.4% [1]).예를들어 HMDB-51데이터중 ‘씹다(chew)’와 ‘미소짓다(smile)’을구
분할때,사람의얼굴이나온고정이미지로는공간적신경망(Spatial Network)에서
차이를찾기어렵다.이때,시간적신경망(Temporal Network)에서얻은정보를통해
턱과 볼이 많이 움직이고 있으니 그 부분에 집중해야한다는 점을 알 수 있다면, 이
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(a) RGB (b) Temporal Attn (c) Optical Flow (d) Spatial Attn
그림 1.1: 시공간 주의집중. 이 그림은 시간적 신경망과 공간적 신경망에서 추출한
Attention map이어떻게상대신경망에도움을줄수있는지를보여준다.
행동은 ‘씹다(chew)’라는 것을 잘 맞출 수 있을 것이다. HMDB-51 데이터의 또 다
른예로 ‘공을차다(kick ball)’와 ‘차다(kick)’의경우를생각해보자.이전프레임과
비교해서 움직임을 알려주는 옵티컬 플로우의 경우, 두 행위 모두 한 발을 움직이
고자 하는 부분은 비슷할 것이다. 이 때, 시각적 정보에서 ‘축구공’을 인식하여 이
곳에도주의집중할필요가있음을알려준다면,공을차는행위인지그냥발을차는
행위인지차이를더잘인식할수있을것이다.
그림 1.1에서 이러한 attention 예시를 보여주고 있다. 그림 1.1 의 (a, b)는 각각
씹다(‘chew’) 에 해당하는 비디오 프레임 이미지와 시간적 Attention 이다. (b)에서
시간적 Attention 은 사람이 껌을 씹을 때 가장 많이 움직이는 구겨지는 턱과 입 모
양에 attend하도록잡아준다.한편,그림 1.1의 (c, d)는각각공을차다(‘kick ball’)




흐름 신경망이 서로의 정보를 주고 받을 수 있는 시공간 주의집중 (spatio-temporal









Deep Convolutional Network 는 최근 비디오 행동 인식 연구 분야에서 좋은 성
능을 나타냈다. 그 중에서도 데이터를 이중 흐름 신경망(Two-stream ConvNet [1])
에서제안된두개의서로다른경로에서데이터를처리하는아이디어는현재많은
연구에서기본적으로사용하고있는성공적인방법중하나이다.이중흐름신경망
(Two-stream ConvNet [1])에서공간적신경망(Spatial Network)은정지된이미지로
부터객체 (‘무엇’)를인지하며,시간적신경망(Temporal Network)은여러개로쌓인
옵티컬플로우(Optical Flow)로부터움직임(‘어떻게’)을인식한다.
그러나 이러한 이중 흐름 신경망(Two-stream ConvNet)은 한 번에 하나의 이미
지,또는일련의옵티컬플로우를처리하여비디오의장기적인컨텍스트를반영할
수없다.따라서 TSN [2]논문에서는시간적맥락을제시함으로써이중흐름신경망
(Two-stream ConvNet [1])의성능을향상시켰다. TSN [2]은비디오클립을동등한기
간의K 세그먼트(segment)로나누고각세그먼트에대해이미지와옵티컬플로우를
추출하여이중흐름신경망을훈련한다.그리고각신경망의합의모듈(Consensus)
이 세그먼트(segment) 간의 결과를 결합하여 최종적인 비디오 레벨 예측이 이루어
진다.
이러한기존의이중흐름(Two-stream)접근법에서는마지막융합레이어에서각
네트워크에서 얻은 예측 점수를 결합하기 전까지는 상대 네트워크에 영향을 미치
지않는다.그러나개별적인정지된장면이나 ‘무언가’의움직임은비디오내에서의





고, 실제 액션과 관련된 부분에 더 많은 주의를 기울일 때 잘 학습될 것이다. 특히
카메라 이동, 장면 전환 등 전체 픽셀에 상당한 움직임이 발생하는 경우 더 효과적




포함하는연구가증가하고있다.이중흐름 FCAN (Two-Stream FCAN) [4]은 Cross
link 레이어를 통해 시간적 신경망(Temporal Network)에서 공간적 신경망(Spatial
Network)으로 Attention을추가하는 Flow-guided Convolutional Attention Network
를제안했다. Cross link레이어는시간적특징(temporal features)으로부터 Attention
map을생성하고이것을공간적신경망(Spatial Network)에상호대응하는레이어의
Activation map에 element-wise로곱해준다. Two-stream FCAN [4]은초기레이어




[11]에 영감을 받은 residual connection을 두 신경망 사이에 넣어 시공간 상호작용
을고안했다.시공간상호작용을통해서로보완적인정보를전달하고성능향상을
도모했다는 점에서 본 논문의 모티베이션과 가장 유사하다. 하지만 본 논문에서는




Attention map 추출을 위해 본 논문에서는 Grad-CAM [12] 기법을 활용한다.
Grad-CAM [12]은 학습된 네트워크가 왜 특정한 예측 결과를 나타내는지 시각적
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으로 이해하기 위해 제안된 기법이다. Grad-CAM [12] Gradient 기반의 위치 측정
(localization)을통해서예측된결과의이유를차별적으로잘설명하는히트맵을만
들 수 있다는 점에 착안하였다. Grad-CAM [12]을 통해 한 이미지가 주어졌을 때
학습된네트워크가특정 class로판단하기위해더영향을미치는픽셀의 weight를
구할 수 있기 때문에, 이를 신경망 훈련시 Attention map으로 활용하였다. 신경망






work)간의 상호 작용을 가능하게하는 시공간 주의집중 모듈을 제안한다. 그림 3.1
에서보듯이각네트워크에서공간적및시간적의미를독립적으로학습하고,학습
된 정보는 상대 네트워크의 입력값으로 전달된다. 공간적 신경망(Spatial Network)
에서는 RGB이미지에 temporal attention을주기때문에시간적으로중요한부분에
더집중하며이미지에서의객체를잘인식할수있다.시간적신경망(Temporal Net-




이미지 내에서 관련된 상황에 더 주의를 줄 수 있다. 이러한 교차 상호작용을 통해
각 신경망은 보다 복잡한 동작도 잘 인식할 수 있다. 학습 시에는 attention map는
label에대한 gradient를타겟합성곱레이어로보내어정확한 localization유도할수
있다. Attention map은 label을이용하여 Grad-CAM으로구할수있으나, test시에는
label을모르므로 label없이 Atention map을추정할수있는합성곱신경망을훈련할
수있는구조를제안하였다.
뇌의 Ventral stream과마찬가지로공간적신경망과(Spatial Network)은 RGB이
미지를 처리하여 객체(’무엇’)를 식별하도록 고안되었다. 시간적 신경망(뇌의 Dor-
sal stream)은 옵티컬 플로우(Optical Flow)를 처리하여 물체의 움직임 (’How’)을
담당하도록 설계되었다. 옵티컬 플로우(Optical Flow)는 관찰자와 장면 사이의 상
대적인 움직임에 의해 유발되는 물체, 표면 및 가장자리의 움직임의 패턴이다. 곧,
시간적순서가있는두이미지사이의움직임을계산하는방법으로컴퓨터비전분
야에서 널리 연구되고 있다. 비디오는 미세하게 변화하는 여러 이미지의 순서라고
볼 수 있는데, 이 프레임들을 바로 사용하는 것이 아닌, 옵티컬 플로우를 활용하여
움직임을계산하는것이더효과적임이최근연구에서많이밝혀졌다.따라서옵티
컬 플로우를 처리하는 시간적 신경망에서는 학습이 진행됨에 따라 사람의 동작과
관련된공간및시간적특성이학습된다.
이때각네트워크는학습된정보를 attention map의형태로상대네트워크에입
력으로 전달하므로 각각의 네트워크는 보다 복잡한 작업을 더 잘 인식 할 수 있게
















신경망에서 시각적인 설명을 제공하는 Grad-CAM [12]에 주목했다. Grad-CAM은
타겟액션예측에긍정적인영향을주는영역에대한히트맵을유도할수있고,타겟
액션이달라지면히트맵도달라진다(조건 1 & 2만족).또한, Grad-CAM을사용하면
원하는 합성곱 레이어를 선택할 수 있으므로 깊은 신경망 레이어에서 더 복잡하고




map을 뽑도록 제안했다. 이를 통해 우리는 타겟 행동 y에 대하여 공간적 주의집중
맵(spatial attention map) T과시간적주의집중맵(temporal attention map) S를구할
수있다.타겟행동 y의예측점수를 zy,추출하고자하는M 개의타겟합성곱레이
어의 feature map을 L(1), · · · , L(M)라고하자.이때m번째합성곱레이어의 feature
map L(m)은 Cm개채널과가로Wm,세로Hm크기를가졌다고하자. L
(m)
c 이 L(m)
















위에서 구한 중요도 가중치를 통해 m번째 합성곱 레이어의 행동 차별적인 (action-
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다.위에서구한 localization map의크기는합성곱레이어의피쳐크기인Wm ×Hm
이기때문에이를입력 RGB이미지혹은옵티컬플로우의사이즈와같은W ×H 로
만들어주기위해서이중선형보간법(bilinear interpolation)을사용한다.이후,여러
개의 합성곱 레이어에서 구한 localization을 결합하고 attention map 값이 0에서 1
사이값을갖도록 normalize해줄수있다.같은방식으로공간적 attention map S 도
구할수있다.
Attention map 학습. Grad-CAM으로 구한 attention map은 타겟 label을 주어
야구할수있으므로신경망훈련시는사용할수있으나 label을모르는 test sample
에 대해서는 정확한 attention map을 구할 수가 없다. 이를 해결하기 위해 Test 시
그림 3.2: Attention Network 학습. 이 그림은 attention map 학습을 위한 attention
network의세부적인아키텍쳐를보여준다.
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사용될 attention map을생성하는합성곱신경망(Attention Network)을설계하여훈
련하였다.그림 3.2에서보듯이,공간적/시간적네트워크에서추출된 feature map이
입력으로들어가같은사이즈의 attention map을출력으로하는신경망을학습하게
된다. 전체 신경망은 두 개의 간단한 합성곱 레이어로 이루어져 있으며, 첫번째 합
성곱레이어에서 Batch normalization과 ReLU activation을수행한다.마지막합성곱
레이어에서는 attention map추출을위해합성곱후 Sigmoid activation을수행하여
attention map의출력값이 0에서 1사이의히트맵을가지도록한다.
입력은각각의공간적신경망및시간적신경망의합성곱레이어에서활성화된
피쳐맵(L(m) ∈ RWm×Hm×Cm)을사용하며,출력은 attention map (T, S ∈ RWm×Hm)
이된다.이후, Section 3.1에서와마찬가지로이중선형보간법(bilinear interpolation)
을사용하여 attention map의사이즈를W ×H로만들어준다.이때의합성곱레이어
는 Grad-CAM으로 attention map을구할때와같은합성곱레이어(L(m))를사용한다.
학습 시 정답 출력으로 쓰일 desired attention map는 위에서 Grad-CAM으로 구한
attention map(T (m)GradCAM ∈ RW×H )을 사용하며, label을 알고 있는 training sample에
대해 8:2의 비율로 training set과 validation set으로 구분하여 학습시켰다. attention
network를통해구한 attention map을 Test시입력으로줌으로써공정한 Test를할수
있다.
Attention map학습을위한목적함수는다음의 Binary Cross Entropy Loss로나
타낼수있다. attention network를통해출력된시간적 attention map을 T (∈ RW×H ),
desired attention map을 T (m)GradCAM라고할때,
LossBCE = Minimize
w,b
− T (m)GradCAMlogT − (1− T
(m)
GradCAM)log(1− T ).
이때, w, b는합성곱신경망의파라미터이다. attention map학습시위와같은 Binary
Cross Entropy Loss를사용하는것이좋은이유는다음과같이쉽게증명가능하다.













⇒ −T (m)GradCAM(1− T ) + (1− T
(m)
GradCAM)T = 0
⇒ T = T (m)GradCAM.
따라서 Binary Cross Entrop Loss 함수를 사용함으로써 두 attention map이 같아지
도록 학습을 유도할 수 있다. 이 때 구현에서 학습을 위한 Optimization Algorithm




중치 갱신)으로 이루어 진다. 본 연구의 목적은 주어진 비디오 클립 V로부터 행동
y ∈ {1, · · · , A}를인식하는것이다.이를위해우선,비디오클립 V로부터연속적인
RGB 이미지 {X1, · · · , Xn} 와 옵티컬 플로우 {(u1, v1), · · · , (un−1, vn−1)}를 추출
한다.이때,공간적신경망(Spatial Network)는 RGB이미지(Xi ∈ RW×H×3)와시간
적 attention map (Ti ∈ RW×H )을입력값으로가지며,이때이미지와 attention map은
모두가로W ,세로 H 크기를가진다.동시에시간적신경망(Temporal Network)는
m개만큼쌓아붙인옵티컬플로우 {(ui, vi), · · · , (ui+m−1, vi+m−1)} ∈ RW×H×2m
와 공간적 attention map Si ∈ RW×H 을 입력값으로 가진다. 이 때 두 이미지의
크기는가로W ,세로 H로,위와동일하다.
본 논문에서는 attention map을 임의적으로 0.1로 초기화하였다. attention map
이 0에서 1사이값을가지는데,이때많은값이 0근처에존재하기때문이다.휴리
스틱하지만 이 방식이 이 방식이 1.0이나 0.5로 초기하는 것보다 안정적인 학습을
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보였다. 이렇게 초기화된 시간적 attention map와 RGB image를 입력으로 하여 공






비디오 행동 인식은 A개의 Class를 구분하는 문제이기 때문에 이중 흐름 신경
망의학습을위한목적함수는다음과같이정의할수있다.각각의공간적신경망/
시간적 신경망을 통해 예측된 행동을 p, 실제 label을 y라고 한다면, 각각 신경망의














초기화 Attention maps Si, Ti 를 0.1로초기화
for총학습횟수 do
- Xi 와 temporal attention Ti로부터 Spatial Net학습.
-학습된 Spatial Net으로 spatial attention Si 업데이트 (GradCAM방법
이용).
- (u,v)와 spatial attention Si로부터 Temporal Net학습.









51 [10]에 대해 실험을 실시했다. UCF-101은 13,320개 비디오와 101개의 행동 클
래스를 가지고 있으며, HMDB-51에는 6,766개의 비디오에 51개 행동 카테고리에
대한 주석이 달려있다. 두 데이터는 모두 3개의 training/testing split으로 나누어져
있다. 이 때, 비디오 데이터셋에서 옵티컬 플로우는 OpenCV에서 CUDA로 구현된
TVL1알고리즘 [14]을사용하여추출한다.
학습 세부 과정: 공간적 신경망과 시간적 신경망의 구조는 모두 Inception-V3
[15]를사용했다.이때,학습시간을단축시키고성능을높이기위해두신경망모두
PyTorch [16]에서 이미지 분류를 위한 큰 데이터인 ImageNet [17]으로 미리 학습
된 모델을 활용했다. 또한, 모서리 자르기(corner cropping), 다양한 크기로 자르기
(multi-scale cropping),임의수평반전(random horizontal flipping)과같은 TSN [2]
에서 소개된 학습 팁을 활용하였다. 이를 통해 학습 데이터에 변화를 부여함으로
써 비디오 행동 인식의 데이터 부족 문제를 해결하고, 일반화 성능을 향상시킬 수
있었다.
공간적신경망과시간적신경망은 Stochastic gradient descent를통해학습시켰
으며,이때 adaptive learning rate알고리즘을사용하여특정에폭이후 learning rate
을 10−1 로 줄였다. HMDB-51 데이터의 경우, 초기 learning rate을 10−3으로 학습
후 30 에폭, 250 에폭 이후에 각각 10−1로 줄일 때 좋은 성능을 유도할 수 있었다.
공간적신경망과시간적신경망의학습속도를증진시키기위해,매번 attention map
을계산하기보다 0.1로초기화한 attention map으로일정에폭학습하여기존의이중
흐름신경망과유사한성능을얻은후, Section 3.1의방법을사용하여 attention map
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을 추출했다. 다시 말해, 두 단계로 나누어 Step 1에서는 초기화된 attention map과
RGB/옵티컬플로우로성능이 saturation될때까지학습하였다.이후이렇게학습된
모델에서 attention map을추출하고, Step 2에서추출된 attention map을넣어서같은
모델을 다시 학습하였다. 그림 4.1에서 보는 것처럼 이러한 2단계 트레이닝이 end-
to-end방식으로매번 attention map을뽑는것보다더빨리트레이닝되며 attention
map을계산하는시간을줄일수있어효율적이었다.
그림 4.1: End-to-end학습비교.이그림은 Training단계에서 End-to-end Training과
2 phase training의 Loss/Precision차이를보여준다.
Grad-CAM [12] 방법은 한 합성곱 레이어를 대상으로 제시되었지만, 본 논문
에서는 Inception-V3에서 Fully-connected레이어직전의,여러개의합성곱레이어






막 블록인 Mixed_7C 레이어에서 얻은 피쳐맵으로 attention map을 만들었다 그림
4.2에서인셉션모듈에따른attention map변화를보여준다.
Inception-V3모델에서 Fully connected레이어직전인셉션모듈인Mixed 7c를
기준으로그앞의모듈은각각Mixed 7b, Mixed 7a이다.일반적으로신경망에서초
기에는 선과 같이 일반적으로 공유될 수 있는 단순한 패턴을 인식하다가 레이어가
깊어질수록더액션과관련있는복잡한패턴이학습되는것이알려져있다.그림 4.2
(a), (b)에서보듯이, Mixed 7a, Mixed 7b모두자전거를타다(‘ride bike’)에대해배경
에더집중하는더넓은범위의 attention map이추출되었음을볼수있다.한편,그림
(c)의 Mixed 7c 모듈의 경우 더 자전거 바퀴와 길과 같은 카테고리와 직접적으로
관련된구체적인부분에 attention map을형성하는것을볼수있다.따라서Mixed 7c
모듈에서추출하는것이원하는타겟액션카데고리와관련되면서필요한부분에만
attention을줄수있는 attention map을얻을수있다.




테스트 방법을 수행했다. 한 비디오에 대해 25개의 이미지 프레임과 옵티컬 플로
(a) Mixed 7a (b) Mixed 7b (c) Mixed 7c
그림 4.2:인셉션모듈에따른 attention map변화.이그림은선택한인셉션모듈에
따라추출된 attention map이달라지는양상을보여준다.
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우 스택을 뽑아 전체 예측 결과를 평균내는 방식을 사용했다. 이 때, 미리 학습된
attention network로추출한 attention map을사용하였다.
4.2 성능비교
Attention 효과 우선, attention map을 사용하는 효과가 있는지 HMDB-51 데
이터에 대해 확인해보았다. 각 공간적, 시간적 신경망에서 attention map의 효과를
확인해볼 수 있다(표 4.1). attention map을 넣지 않은 baseline 모델( [1, 2])에 비해
attention map을넣은경우각각의신경망에서조금씩성능향상이있음을확인할수
있다. 특히, 이 결과는 공간적 신경망(Spatial Net)과 시간적 신경망(Temporal Net)




Spatial Net Temporal Net Fusion
Two-Stream [1] 40.5% 54.6% 59.4%
TSN [2] 55% 63% 68.5%




있다. UCF-101데이터의경우 Temporal Segment를통해여러시간의데이터를함께
고려하는 TSN [2]모델의성능이더좋았다.한편 HMDB-51데이터에서는본논문
에서제시한시공간주의집중(spatio-temporal attention)을추가한모델의성능이더




Two-Stream [1] 88.0% 59.4%
TSN (2 modalities) [2] 94.0% 68.5%






공간 주의집중 맵을 추가하는 것으로 통해 성능 향상을 기대할 수 있었다. 특히 이
성능향상은 HMDB-51과같이미세하게유사한행동이많아구별하기어려운행동
인식에서더좋은성능을보여주었다.한편,성능향상이대용량Kinetics데이터에서
pre-training하거나이중흐름신경망을 3D Convolution등다양한방식으로 pooling
하는등오늘날최신비디오행동인식연구 [5]에비해서는크지않다는문제가있
다.하지만,본논문의아키텍쳐는해당연구에비해계산할파라미터수증가가크지
않고,대용량 Kinetics data pre-training없이 ImageNet Pretraining되어있는모델을
바로이용함으로써도성능향상이있었다는장점이있다.
본논문의추가적인성능향상을위해더다양한아키텍쳐개선과연구를진행할
예정이다. Grad-CAM [12]방식의 attention map을뽑는방식은비디오데이터특성
상한비디오안에수십장에서수백장사이의연속된프레임을계산하는데시간이
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ABSTRACT
Two-stream architecture has been mainstream since the success of [1], but two
important information is processed independently and not interacted until the late
fusion. We investigate a different spatio-temporal attention architecture based on two
separate recognition streams (spatial and temporal), which interact with each other by
cross attention. The spatial stream performs action recognition from still video frames,
whilst the temporal stream is trained to recognise action from motion in the form of
dense optical flow. Both streams convey their learned knowledge to the other stream
in the form of attention maps. Cross attentions allow us to exploit the availability of
supplemental information and enhance learning of the streams. To demonstrate the
benefits of our proposed cross-stream spatio-temporal attention architecture, it has been
evaluated on two standard action recognition benchmarks where it boosts the previous
performance.
keywords: Action recognition, Two stream network, Spatio-temporal attention
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