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Abstract  
This research addresses a batch scheduling model for a single-machine under a Just-In-Time (JIT) production system that 
produces discrete parts. The objective is to minimize the total actual flow time, defined as the time when parts are flowing on the 
shop floor from its arrival time to their common delivery time. The decision variables are the number of batches, integer batch 
sizes, and the sequence of the resulting batches. The problem is solved based on the Lagrange Relaxation method. The optimality 
test of the proposed algorithm is done by comparing the result of the proposed algorithm with the Integer Composition method. 
The result of numerical experiments demonstrates that the proposed algorithm is very efficient to solve the problems. 
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1. Introduction 
In the manufacturing industry, several jobs of a similar family can be processed in a batch. There is a setup time 
between two consecutive batches. Processing jobs in batches is an important strategy to increase the capability of the 
machine and to decrease the total number of setups (see Baker and Trietsch [1]). For example, in the heat-treatment 
process, a number of jobs are processed in oven simultaneously in order to maximize the capacity of oven and 
minimize the consumption of energies. Another example, it can be seen in the Numerical Control (NC) machining 
process. Several parts of a similar family are proceeded in a batch so that the number of setups can be reduced.   
Recently, batch scheduling problems have been discussed with several objectives, as in Dobson et al. [2], Dobson 
et al. [3], Halim et al [4], Ghazvini and Dupont [5], Lin and Jeng [6], Lin et al. [7], and Chung et al. [8]. The readers 
can refer to Potts and Kovalyov [9] to get an extensive review on scheduling with batching. Some of the authors, 
e.g., Dobson et al. [2], and  Dobson et al. [3]  have discussed batching problems on single-machine problems to 
minimize flow time. In Dobson et al. [2], flow time adopts the so-called the forward scheduling approach. The 
researchers assume that all parts have been available at time zero, and the parts in respective batches are delivered 
exactly at the completion time of the batches. On single-part single-machine scheduling problems, the trade-off is as 
follows. If all parts are processed in a single batch, the setup time can be reduced but the total flow time of parts will 
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increase.  However, if all parts are processed in the number of parts, the setup time will increase. In order to 
minimize the total flow time of parts, Dobson et al. [2] propose the formula for calculating batch sizes and the 
number of batches. The researchers show that the minimum flow time can be obtained by sequencing the resulting 
batches by using the Shortest Processing Time (SPT) rule.  
The assumptions in Dobson et al. [2] are not always applied to real problems such as in a Just-In-Time (JIT) 
production system. There is a condition where the completed parts must be delivered exactly at the time coinciding 
with a due date, and the company is capable of managing the arrival of parts at the time when the machine starts 
processing. Halim et al. [4] propose an objective of actual flow time, defined as the time when parts are flowing on 
the shop floor from its arrival times to their common delivery time. The actual flow time adopts the backward 
scheduling approach. The application of the objective has been proved effectively to minimize total inventory cost 
in a Just-In-Time production system (see Halim and Ohta [10]) 
This research develops a model in Halim et al. [4] discussed a single-machine batch scheduling problems with 
non-integer batch sizes, this current research considers integer batch sizes. It is because, in the real system, there are 
situations where manufacturing systems produce discrete parts. The motivation of this research is the real-life 
situation in the production process of Enviplast. There is a step to print the Enviplast label by using printing 
machine. When the number of Enviplast reaches a certain discrete quantity, the operator must stop the machine and 
setup it again to refill the ink. Then, the quantity of Enviplast has been processed before the setup is called as one 
batch-size. However, the completed products in a batch are saved in a warehouse, and these are delivered to the 
consumer after the quantity reaches demand. Since all products must be delivered exactly at the common due date, 
this research uses the actual flow time as an objective.  
The structure of this paper is as follows. The next section presents the problem formulation. The third section 
explores the solution method. The fourth section discusses several numerical experiments. Finally, the last is the 
remarks. 
 
2. Problem Formulation 
If there is a single-machine that processes n number of parts in N number of batches, thus there are integer batch 
sizes Q[i] where i=1,2,3, .., N. It is assumed that there is a setup time (s) between two consecutive batches. Further 
assumptions are: all parts in a batch are processed on the machine one by one consecutively with identical 
processing time (t), the arrivals of parts at the time when the machine start to process (B[i]), and the delivery of 
finished parts at the common due date (d). If the objective is to minimize total actual flow time (Fa), Halim et al. [4] 
has been developed a mathematical model for non-integer batch sizes problems as follows. 
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It is stated in Equation (1) that the objective is to minimize total actual flow time. Constraint (2) states that the 
number of all parts must be produced equal to the demand. Constraint (3) shows that all parts in the batches should 
be processed during the interval time from time zero to the due date. Constraint (4) states that the completion time of 
batch scheduled backwardly in the first order should be delivered precisely at the due date. Constraint (5) shows the 
non-negative constraint. 
Halim, et. al [4] has been proposed the formula for calculating the number of batches and batch sizes and generate 
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the optimal solution. For integer batch size problems, this research develops a model in Halim et al. [4] and propose 
new constraint as follows. 
> @ 1 and integeriQ t  (6) 
1  N nd d and integer, (7) 
Constraint (6) states the batch sizes should be larger than or equal to 1 and integer. Based on Equation (6), it is 
proposed Constraint (7), that is the number of batches should be a positive integer between 1 and demand. 
 
3. Solution Method 
This optimal solution can be found by generating all feasible batch size combinations by using the Integer 
Composition method (ICM) and then choosing the combinations with the minimum of total actual flow time. For 
example, if it is known the value of parameters as follows: t= 0.5, n= 3, d= 10, s= 1, the solution is as shown on 
Table 1 below. 
Table 1: The Integer Composition Results 
N Q[i], i= (1, 2,...N) B[i], i= (1, 2,...N) Fa 
1 (3) (8.5) 4.5* (optimal solution) 
2 (2,1) (9, 7.5) 4.5* (optimal solution) 
3 (1,2) (8.5, 6.5) 8.5 
4 (1,1,1,1) (9.5, 8, 6.5, 5) 11 
Table 1 shows that there are 4 integer batch-size combinations. The minimum total actual flow time is 4.5 when 
the numbers of batches are 1, and 2 with the batch size for N=1 is 3 and the batch sizes for N=2 are 2 and 1. Because 
the minimum of actual flow time is to be obtained from all feasible batch size combinations, the solution is optimal. 
However, it takes a long time to compute for generating all feasible batch size combinations. The total number of 
integer batch-size combinations can be counted by using the formula as follows. 
1( ) 2  nf n    (8) 
Shen and Evan [11] have proved that the total number of integer batch-size combinations can be solved on a worst-
case time complexity O(n2n-1). 
 
Preposition 1: batch scheduling problem for single-machine to minimize total actual flow time can be solved in a 
worst-case time complexity O(n2n-1). 
Proof: if there are n unit demands, the total number of integer batch-size combinations can be solved on O(n2n-1). 
Because the total number of integer batch-size combinations can be counted using formula 2n-1, the total number of 
batch-size transformations can be solved in O(2n-1). If time complexity for searching the minimum of total actual 
flow time can be solved in O(1). it can be solved in a worst-case time complexity O(n2n-1). □ proven 
Since the solution of batch size combinations is proved by Preposition 1 can be solved in a worst-case time 
complexity O(n(2(n-1))2), this research proposes a heuristic algorithm based on the Lagrange Relaxation Methods and 
also proposes the formula for calculating the number of batches and batch sizes as follows. 
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 However, the minimum of total actual flow time can be obtained by sequencing the resulting batches by using the  
Longest Processing Time (LPT). It is proved by using Preposition 2 as follows. 
Preposition 2: Minimizing total actual flow time in batch scheduling problems on single-machine can be obtained 
by sequencing the resulting batches by using the LPT rule in a backward scheduling approach. 
 
Proof: There are two feasible schedules for N batches, and these are arranged by using backward scheduling 
approach. The first schedule places the batch of (i)-th position at the (i)-th position and the batch of (i+1)-th position 
to the (i+1)-th position. The last schedule is only different from the first schedule in the batch of (i)-th position at the 
(i+1)-th position and the batch of (i+1)-th position at the (i)-th position. If Fa1 and Fa2 are the values of total actual 
flow time for the first schedule and the second respectively, the following is obtained 
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The value of total actual flow time on the left side will be minimum relative than that at the right side if a batch size 
on the left side is greater than that at the right side. Therefore, minimizing total actual flow time is obtained by 
sequencing the batches in order to use the LPT rule in the backward scheduling approach. □ Proven 
Based on Eq. (8), (9) and Preposition 2, it is proposed a heuristic algorithm as follows. 
Step 1. Input parameters n, d, t, s. Continue to Step 2. 
Step 2. Find Nmax by Eq. (9). Determine j as an index for the number of batches (j = 1, …,Nmax).  
Continue to Step 3. 
Step 3. Begin with j = 1. Determine Q[1] = n. Continue to Step 4. 
Step 4. Calculate total actual flow time F[1] by Eq. (1). Determine the value of F[1] as F* (that is a temporary optimal 
solution). Continue to Step 5. 
Step 5. Set  j=j+1. If  1< j <Nmax, continue to Step 6, otherwise determine F* as an optimal solution and then STOP. 
Continue to Step 6. 
Step 6. Determine N=j. Continue to Step 7. 
Step 7. Based on Preposition 2, calculate the batch sizes (Q[i]) by using Eq. (10). Continue to Step 8. 
Step 8. Compute the total actual flow time F[j] by Eq. (1). Continue to Step 9. 
Step 9. Compare the value of total actual flow time F[j] and F*. If F[j] < F*, determine F[j] as F* and then return to 
Step 5, otherwise determine F* as an optimal solution and then STOP.  
 
4. Numerical Experiment 
A numerical experiment test was conducted by giving the following input data parameters: t= 0.5, n = 20, d = 50, 
s = 2. The result of processing the proposed algorithm yields Nmax = 3. Table 2 presents the solution of the 
algorithm. 
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Table 2.Testing Results of The Heuristic Algorithm. 
N Q[i], i= (1, 2,...N) B[i], i= (1, 2,...N) Fa 
1 (20) (40) 200 
2 (12, 8) (44,   38) 168 
3 (10, 7, 3) (45, 39.5,  36) 165.5 *   
(The optimal solution) 
4 (10, 7, 2,1) (45, 39.5,  36.5, 34) 166.5 
The search of solution start from the number of batches (N) that equals 1, and the result of total actual flow time 
is 200. The search is continued for N=2, and the result of total actual flow time is 168. The step is continued by 
comparing the value of the total actual flow time between N=2 and N=1. It is found that the total actual flow time for 
N=2 is smaller than N=1. Thus, the value of the total actual flow time for N=2 is defined as the temporarily optimal 
solution. The search of the solution is continued for N=3. The result of total actual flow time is 165.5. The step is 
continued by comparing the value of the total actual flow time between N=3 and N=2. It is found that the total actual 
flow time for N=3 is smaller than N=2. The value of the total actual flow time for N=3 is defined as the temporarily 
optimal solution. The search of the solution is continued for N=4. The result of total actual flow time is 166.5. The 
step is continued by comparing the value of the total actual flow time between N=4 and N=3. It is found that the 
total actual flow time for N=3 is smaller than N=4. The algorithm is stopped by determining the total actual flow 
time of N=3 as an optimal solution.  
The tests are continued by testing the effectiveness of the heuristic algorithm by comparing the solution of the 
Integer Composition method (ICM) and the Heuristic Algorithm (HA). The Algorithms are coded in C++, and the 
results are reported by using the computer processor Intel Core i5-3337U, 1.8 GHz with 4 GB of Random Access 
Memory. The comparison tests have been done on more than 200 problems. If there are more than 300 unit 
demands, the solutions will not be found out because there is out of memory. In order to make well understanding 
about the behavior of comparison tests, Table 3 shows the examples of comparison tests for 10 problems with 
different input parameters as show as follows. 
Table 3.Comparison Test between ICM and HA. 
Input parameters Total actual flow time Time to Compute Memory usage 
n t d s ICM HA ICM HA ICM HA 
6 10 1.4 0.9 28.0 28.0 < 1 second < 1 second 1,4 KB < 1 KB 
8 13 1.2 0.6 33.0 33.0 < 1 second < 1 second 2,91 KB < 1 KB 
9 15 1.3 0.7 47.1 47.1 < 1 second < 1 second 8,44 KB < 1 KB 
10 18 1.5 0.8 65.7 65.8 00:00:01:0034 < 1 second 32,28 KB 1,3 KB 
14 23 1.3 1.4 200.3 200.3 00:00:01:9931 < 1 second 102,8 KB 1,49 KB 
15 26 1.7 1.2 201.2 201.2 00:00:02:0009 < 1 second 619,01KB 2,21 KB 
16 26 1.3 0.8 154.1 154.1 00:00:03:0602 < 1 second 701,99 KB 2,66 KB 
18 24 1.2 0.4 104.4 104.4 00:00:06:8201 < 1 second 1.92 MB 2,91 KB 
21 29 0.8 0.9 281.6 281.6 00:00:08:3972 < 1 second 2.3 MB 3,20 KB 
28 41 0.9 0.5 282.45 282.45 00:00:10:1996 00:00:01:0421 4.75 MB 4,42 KB 
 
Table 3 shows that the Heuristic Algorithm produce the optimal solution because it has similar results with ICM 
algorithm. It can also be showed that for the need of  time to compute and memory usage, the solutions of Heuristic 
Algorithm are more efficient than another one.  
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5. Concluding Remarks 
The current research deals with a single-machine integer batch scheduling problems to minimize total actual 
flow time, and it can be solved in a worst-case time complexity O(n2n-1). This paper proposes the heuristic algorithm 
that is developed by the Lagrange Relaxation method. The heuristic algorithm produces an optimal solution, and the 
application of the algorithm is very efficient to solve the problems. The extension of the research is under 
consideration and directed to multi-item case and multi-due date case.  
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