In this paper, we consider the estimation problem of the population density of organisms in an area. We formulate this biometric problem as a variant of the sequential estimation problem of the intensity of the Poisson process and propose a method for simultaneously optimizing both the decision of an observation subarea and the estimation. By request from the application side, we define the equivariance of a procedure composed of a decision rule of an observation subarea and an estimator of population density under the scale transformations of an observation area, and then construct a scale-equivariant procedure. As a result of using the invariance principle, we utilize the framework of statistical decision theory, not the conventional framework of sequential estimation using asymptotic methods, and discuss the admissibility and minimaxity of our proposed procedure.
Introduction
Assessing the population size and population density of animals or plants in an area is one of the fundamental topics in ecology. For various organisms, their population size or population density has been assessed or estimated (for example, see Trewhella et al. (1988) , Miller et al. (1997) , Gitelson et al. (2000) , Krebs et al. (2001) , and Macia et al. (2001) ). Counting viable cells in an environment has been of importance in microbial ecology (Kogure et al. (1979) ). In methodological research for these problems, various methods of direct counting, remote sensing, and statistical estimation have been developed (see Lee and Chao (1994) , Joux and Lebaron (1997) , Mcdonald and Fox (1999) , Skaug and Schweder (1999) , and others). In practical surveys, it is sometimes impossible to make the observation throughout the whole area where the observation should be done because of the vastness of an area or the cost for sampling. In this study, we consider the estimation problem of population density together with the decision problem of an observation subarea. We propose a method for simultaneously optimizing both population density estimation and observation subarea decision and give a theoretical foundation of our method.
As stated in the next section in detail, our problem can be considered a vari-ant of the sequential estimation problem of the intensity of the Poisson process. In a sequential estimation problem, it is normal to choose an estimator commonly used in the corresponding fixed-size estimation problem, to construct a stopping time in Robbins (1959) ' method, and to show that the regret of the sequential procedure converges to 0 or the risk efficiency to 1 as the observation cost per unit time approaches to 0. For example, for the sequential estimation problem of the intensity of the Poisson process, Vardi (1979) discussed the asymptotic property of the sequential procedure constructed in this manner. The theory of sequential estimation by this approach was comprehensively treated by Ghosh et al. (1997) .
In population density estimation problems, some observation areas are a broad tropical area or a vast ocean area, and others are a small amount of soil or seawater. Therefore, the range of an observation area has the meaning of geographical distance or length, and the unit of measurement varies from case to case. Consequently, we require that a decision rule of an observation subarea and an estimator of population density are equivariant under the scale transformations of an observation area. As the result of using the invariance principle, we discuss the optimality of our procedure in the framework of statistical decision theory, not in the conventional framework of sequential estimation using asymptotic methods. This approach to sequential estimation problems was stated in Kiefer (1957) .
Formulation of the problem
Our problem is described as follows: For a constantT > 0, we set S 1 = {v ∈ R 2 : v T } and S 2 = {v ∈ R 3 : v T }. S 1 and S 2 are the whole area where the observation should be done if possible. However, it is impossible, and consequently we choose a radius T ∈ [0,T ) of an observation subarea, observe the number X(T ) of individuals in {v ∈ R 2 : v T } ⊂ S 1 or in {v ∈ R 3 : v T } ⊂ S 2 , and estimate the population density η 1 in S 1 or η 2 in S 2 . As well as assuring the estimation accuracy, controlling a radius T is requested. We also require the equivariance under the scale transformations of the radius of an observation area for a decision rule of T and an estimator of η 1 and η 2 .
We set the probabilistic model of {X(t) : t ∈ [0,T )} as the Poisson process with the unknown intensity θ. Then we have
For i = 1 and 2, we formulate the decision and estimation problem of the radius T of an observation subarea and population density η i as the problem of observing {X(t)} and sequentially estimating η i with respect to the loss function
where d is an estimate for η i and c is a constant interpreted as various costs for sampling. In this study, we assume c ∈ (0, 1). In the case whereT is large relative to c, and T cannot be equal toT , this problem can be reduced to the sequential estimation problem of the intensity θ of {X(t)} with respect to the loss function for the decision and estimation problem of an observation subarea and population density in the two-dimensional and three-dimensional case respectively.
Having a similar argument to that of the invariance principle in a fixed-size estimation problem, we can see the following: Let {X(t)} be a stochastic process with the property that, if X(t) has a distribution with a parameter θ, then X(at) has a distribution with a parameter aθ for any a > 0. We consider the sequential estimation problem of θ with respect to a loss function that satisfies
Then we may consider only the class of sequential procedures that satisfy
where T a = inf{r 0 : τ r (X(at) : 0 t r) = 1}, from the invariance viewpoint. We define a time-scale invariant sequential estimation problem as a problem composed of a stochastic process that possesses the above property and a loss function that satisfies (2.3) for any a > 0, and a time-scale equivariant sequential procedure as a procedure that satisfies (2.4). We can easily check that the sequential estimation problem of the Poisson intensity formulated above is time scale-invariant. The decision and estimation problem of the radius of an observation subarea and population density is invariant under the scale transformations of an observation area. A procedure constructed from a time scale-equivariant sequential procedure according to (2.2) is equivariant.
Equivariant sequential procedure
In this subsection, we construct an equivariant sequential procedure for the sequential estimation problem of the unknown intensity θ of the Poisson process {X(t)} with respect to the loss function (2.1). We take the first hitting time
as a stopping time. T x is equivariant. Denoting the class of all stopping times, equivariant stopping times and the first hitting times by Σ, Σ E and Σ H respectively, we have Σ ⊃ Σ E ⊃ Σ H . However, we consider only the class of the first hitting times for a technical reason. X(T ) = x T is sufficient for θ when {X(t)} is observed until time T , and therefore we consider estimators of the form
for a function k on the set of nonnegative integers. δ Tx (x) is equivariant. Letting ∆, ∆ E and ∆ E be the class of all estimators, equivariant estimators and equivariant estimators having the above form respectively, we have
Since the decision risk of δ Tx is written by
noting the transitivity of the scale transformation group on the parameter space and using (iii) in the Appendix, we see that
Since the first hitting time T x of the Poisson process {X(t)} with the intensity θ to the point x has the gamma distribution Gamma(x, θ) with the shape parameter x and the scale parameter θ, 1/T x has the inverted gamma distribution IGamma(x, θ). Therefore, we have
Hence, the best equivariant estimator in ∆ E is given by
Since the risk of the sequential procedure (T x , δ Tx ) is written by
we see that the optimal value of x is
for the function rud that returns the closest integer to an argument by pretending that x is continuous and differentiating R(1, T x , δ Tx ) with respect to x, as in searching for the optimal sample size. When rud(1/ √ c + 1) < 3 holds, there does not exist E θ [1/T 2 x ], and consequently we set x * = 3. Therefore, we get the best equivariant sequential procedure in
Decision-theoretic properties
In this section, we discuss the admissibility and the minimaxity of the sequential procedure (3.1) constructed in the previous section. Results stated below can be translated to the procedure for the original decision and estimation problem of the radius of observation subarea and population density.
Admissibility
A sequential procedure (T, δ T ) is inadmissible if there exists a sequential procedure (T , δ T ) such that
A sequential procedure (T, δ T ) is admissible if (T, δ T ) is not inadmissible. In this subsection, we treat the admissibility problem of the sequential procedure (3.1). First we demonstrate the following lemma. The proof is done by a variant of the method of Hodges and Lehmann (1951) and Girshick and Savage (1951) generalized by Blyth and Roberts (1972) and Blyth (1974) . We consider the case where 1/ √ c+1 itself is an integer for the simplicity of notation. For convenience, we denote the estimator in (3.1) byδ T x * with tilde.
Lemma 1. When the Poisson process {X(t)} with the unknown intensity θ is observed until the time
there does not exist an estimator in ∆ that dominates
with respect to the loss function (2.1).
Proof. (Step 1.) We show that the inadmissibility inequality
The inequality (4.2) has only the trivial solution δ T x * =δ T x * if and only if the inequality (4.3) has only the trivial solution δ T x * =δ T x * . By applying Jensen's inequality to the first term in the left hand, (4.3) is relaxed to
If the inequality (4.4) has only the trivial solution δ T x * =δ T x * , so does (4.3). In fact, supposing that (4.4) does not have any nontrivial solutions and (4.3) has some nontrivial solutions, that cause the contradiction to the inequality [the left hand of (4.3)] [the left hand of (4.4)], because [the left hand of (4.4)] > 0 for any estimator =δ T n * if (4.4) does not have any nontrivial solutions and there exists an estimator =δ T n * such that [the left hand of (4.3)] 0 holds if (4.3) has some nontrivial solutions. Hence, it suffices to show that (4.4) has only the trivial solution δ T n * =δ T n * .
(Step 2.) To begin with, we consider the case of x * = 1/ √ c + 1. First we put When m(θ) = (1 − √ c)θ, replacing by =, we observe that (4.5) becomes
Hence, we put
and reduce the problem of showing that (4.5) has the unique solution m(θ) = (1 − √ c)θ to the problem of showing that the inequality obtained by replacing
] by u(θ) in (4.5) has the unique solution u(θ) = √ c. For this purpose, we consider the quantity
Therefore, the inequality (4.5) has the unique solution m(θ) = (1 − √ c)θ if and only if the following inequality (4.6) has the unique solution u(θ) = √ c that is obtained by replacing
in (4.5) respectively.
Then we have u(θ) = v(θ) + √ c and u (θ) = v (θ) and we can rewrite (4.6) as
Since (4.7) is the inequality obtained by replacing u(θ) by v(θ) + √ c in (4.6), the inequality (4.6) has the unique solution u(θ) = √ c if and only if the inequality (4.7) has the unique solution v(θ) = 0.
Although we want to show that the inequality (4.2) has only the trivial
, it suffices to show that the inequality (4.7) has the unique solution v(θ) = 0, because we found that
]. from (4.7). We have v(θ) = 0 from (4.9), (4.10) and (4.11).
We can also use the same arguments as in Steps 2 and 3 in the case of x * = 3. This completes the proof of the lemma.
In the usual case where only estimators of which decision risks monotonely decrease as the observation time increases are considered, we can obtain the following theorem from the above lemma. Proof. This is immediately obtained from Lemma 1. Remark 1. We followed the definition of the admissibility of a sequential procedure by Burkholder and Wijsman (1963) and Ghosh (1970) . According to their definition, when the observation of {X(t)} is stopped at time T 0 by a sequential procedure (T, δ T ), (T, δ T ) is admissible if there does not exist an estimator that dominates δ T 0 (X(t) : 0 t T 0 ) based on {X(t) : 0 t T 0 }. An optimality criterion that there does not exist a sequential procedure such that
will be worth consideration. (4.12) is a stronger condition than (4.1). Under the condition (4.12), the relations between equivariance and admissibility and between minimaxity and admissibility in fixed-size estimation problems can be imported in sequential estimation problems.
Minimaxity
In this subsection, we discuss the minimaxity of the sequential procedure (3.1). First we show that the sequential procedure (3.1) is a Bayes sequential procedure in Σ H × ∆ with respect to the invariant prior of which the density is given by π(θ) = 1/θ. Let {X(t)} be the Poisson process with the intensity θ. Noting that the increments {X(
where x i = X(t i ). Hence, to get the posterior given the sample path of {X(t) : 0 t T }, it suffices to calculate the posterior given X(T ) = x T . Consequently, we may use
as the posterior at time T . Then the posterior expected loss at time T is written by
Therefore, the Bayes estimator with respect to π is given by
T and its posterior expected loss is written by
Considering only the class of the first hitting times here too, we see that the Bayes stopping time with respect to π is given by
does not exist, and consequently we set x * = 3. Hence, the best equivariant sequential procedure in Σ H × ∆ E is also the Bayes sequential procedure in Σ H × ∆ with respect to the invariant prior. From this fact, we can obtain the following theorem about the minimaxity of the sequential procedure (3.1). The proof is done by the method of approximating the improper prior by a sequence of proper priors.
Theorem 2. For the sequential estimation problem of the intensity θ of the Poisson process {X(t)} with respect to the loss function (2.1), the sequential procedure (3.1) is minimax in Σ H × ∆.
Proof. We choose Gamma(ν, λ) as the prior and denote its density by π ν,λ . Since the posterior density given x is
the posterior expected decision loss is written by
Therefore, the Bayes estimator with respect to π ν,λ is given by
and its decision risk is written by Combining (4.13) and (4.14) gives
This completes the proof.
aθ, a > 0},Ĝ = {ĝ a :ĝ a T = a −1 T, a > 0} andG = {g a :g a d = ad, a > 0} on the parameter space Ω = (0, ∞) and on the decision spaces of stopping and estimation T = [0, ∞) and D = (0, ∞) respectively. We denote the sample path of {X(g a t)} by x a when the sample path of {X(t)} is x. Using this notation, we can easily check the following (i), (ii), and (iii).
(i) For any g a ∈ G and θ ∈ Ω, we have P θ (X(t) = x) = Pḡ aθ (X(t) = x a ) ⇔ P θ (X(g a t) = x) = Pḡ aθ (X(t) = x), that is, the family of distributions P = {P θ : θ ∈ Ω} is invariant under G if and only if the distribution of X(g a t) is written as Pḡ aθ when the distribution of X(t) is P θ .
(ii) If P is invariant under G, then Eḡ aθ [f (X(t))] = E θ [f (X (g a t) )] holds for any integrable function f on R.
(iii) If a sequential estimation problem is invariant under G and a sequential procedure (T, δ T ) is equivariant under G, then R(θ, T, δ T ) = R(ḡ a θ, T, δ T ) holds for any g a ∈ G, that is, the risk of (T, δ T ) is constant on each orbit of Ω.
