In the simulation study, the biomarker-adaptive design preserved the power to detect the overall effect when the new treatment is broadly effective. When the proportion of sensitive patients as identified by the biomarker is low, the proposed design provided a substantial improvement in efficiency compared with the traditional trial design. Recommendations for sample size planning and implementation of the biomarker-adaptive design are provided.
Human cancers are heterogeneous with regard to their molecular and genomic properties. Recent advances in biotechnology have resulted in a shift toward molecularly targeted anticancer agents. These new therapeutics are likely to benefi t only a subset of the patients with a given cancer. Defi nitive testing of such targeted agents requires the identifi cation of the appropriate "sensitive" population. When biomarkers to identify the patients who are likely to benefi t from the new therapy are available, targeted clinical trials that restrict eligibility to sensitive patients should be used ( 1 ) . However, reliable assays to identify sensitive patients are often unavailable. In the absence of a reliable biomarker, broad-eligibility clinical trials are used routinely. Most of these trials use a conventional design, in which the primary analysis is based on comparison of all randomly assigned patients. This often leads to the failure to recognize effective agents due to dilution of the treatment effect by the presence of the patients who do not benefi t from the agent. Retrospective analysis of trials with a conventional design can be used as an initial step in identifying biomarkers for the sensitive subpopulation. However, retrospectively identifi ed biomarkers typically have to be validated in a confi rmatory prospective randomized phase III clinical trial ( 2 ) . This approach is ineffi cient and may considerably prolong clinical development.
Previously, we have proposed a design [adaptive signature design ( 3 ) ] that combines a defi nitive test for treatment effect in a broad population with identifi cation and validation of a genomic signature for the subset of sensitive patients if the broad population test is negative. The adaptive signature design was developed for high-dimensional data such as gene expression microarrays, where only a few unknown genes among thousands assayed may be relevant and where a classifi er (signature) to identify sensitive patients is not available. The design incorporates both the identifi cation and the validation of a pharmacogenomic signature for sensitive patients.
Often, preliminary information on a biomarker to identify the sensitive subset of patients is available but an appropriate cutoff Wenyu Jiang , Boris Freidlin , Richard Simon
Background
Many molecularly targeted anticancer agents entering the definitive stage of clinical development benefit only a subset of treated patients. This may lead to missing effective agents by the traditional broadeligibility randomized trials due to the dilution of the overall treatment effect. We propose a statistically rigorous biomarker-adaptive threshold phase III design for settings in which a putative biomarker to identify patients who are sensitive to the new agent is measured on a continuous or graded scale.
Methods
The design combines a test for overall treatment effect in all randomly assigned patients with the establishment and validation of a cut point for a prespecified biomarker of the sensitive subpopulation. The performance of the biomarker-adaptive design, relative to a traditional design that ignores the biomarker, was evaluated in a simulation study. The biomarker-adaptive design was also used to analyze data from a prostate cancer trial.
value to separate sensitive from insensitive patients has not been properly established (or validated). Many biomarkers that are originally measured on a continuous or graded scale (such as the proportion of cells in S phase) are then used to categorize patients into several distinct categories for clinical management. In particular, pharmacogenomically developed drugs often rely on assays to measure target expression levels (e.g., HER2 or epidermal growth factor receptor [EGFR]) on a graded scale; these levels are then converted to dichotomous (positive/negative) status based on a cutoff that has not been properly validated. For example, various cut points have been used when EGFR is measured immunohistochemically with the DAKO kit, and the "optimal" threshold has not been established ( 4 ) .
Here, we propose a statistically rigorous phase III trial design for settings in which a putative biomarker is measured on a continuous or graded scale. The design combines a test for overall treatment effect in all randomly assigned patients with the establishment and validation of a cut point for a prespecifi ed biomarker for identifying the sensitive subpopulation. The procedure provides prospective tests of the hypotheses that the new treatment is benefi cial for the entire patient population or that it is benefi cial for a subset of patients defi ned by the biomarker.
In addition to a formal test for any treatment effect (overall or in a subpopulation), our procedure provides an estimate of the optimal biomarker cutoff and a graph for estimating the probability that a patient with given biomarker value would benefi t from the new therapy. These tools can be useful in selecting a biomarker-defi ned subpopulation with an improved risk -benefi t ratio as well as in guiding treatment decisions for individual patients.

Design Considerations
The gold standard for definitive evaluation of a new agent is a randomized phase III trial. Consider a trial that is designed to assess whether the addition of a new therapy to standard care is beneficial. In such a trial, patients are randomly assigned to receive the combination of the new and standard treatment (experimental arm) or the standard treatment alone (control arm). The two treatment arms are compared with respect to time ( t ) to a clinical event, such as death or disease progression. Time-to-event data of this type are frequently modeled using the proportional hazards model ( 5 ) . The hazard function denotes the instantaneous risk of the event (e.g., death or disease progression) as a function of time t . When the data conform to the proportional hazards assumption, the logarithm of the ratio of the hazard function for patients in the experimental treatment arm to the hazard function for patients in the control arm is a constant independent of time. This model is conventionally written as
where h E ( t ) and h C ( t ) denote the hazard functions for experimental and control arms, respectively, and ␥ denotes treatment effect. In a standard broad-eligibility trial, the primary analysis is often based on the log likelihood ratio statistic ( S ) for overall treatment effect. A log likelihood ratio statistic is simply the minus log of the ratio of the likelihood of the data under the null hypothesis that there is no treatment benefit to the likelihood of the data without such restriction. Now, consider a setting for which there is preliminary evidence that the new therapy may be benefi cial in only a "sensitive" subset of patients, as defi ned by a quantitative biomarker, and that the risk -benefi t ratio will be maximized in patients with biomarker levels above some unknown cutoff value. We formalize this in the following model: 
where c 0 denotes the unknown cutoff value. This model assumes that patients with biomarker values above c 0 benefit from the new treatment and that patients with biomarker values below c 0 do not. Without loss of generality, it is assumed that the biomarker (and c 0 ) take values in the interval (0, 1). Model [ 2 ] reduces to model [ 1 ] when c 0 = 0. Model [ 2 ] is sometimes referred to as a "cut-point" model ( 6 ) . It is a simplifi ed version of a more general model that describes the relationship among outcome, treatment, and biomarker value. For a technical discussion of the models, see Appendix A .
CONTEXT AND CAVEATS
Prior knowledge
Many molecularly targeted anticancer agents have the potential to benefit only a subset of patients, that is, those whose levels of the target exceed a certain threshold level. When a biomarker for the target is available but a cutoff to distinguish sensitive from insensitive patients has not been defined, a clinical trial will include insensitive as well as sensitive patients, and any effect of the agent on the subset of sensitive patients may therefore be missed.
Study design
A phase III trial design was developed that combines a test for treatment effect in all patients with the identification and validation of a cutoff point for a prospectively chosen biomarker. The design was tested in a simulation study and was also used to analyze data from an existing trial.
Contribution
In the simulation study, the design allowed a benefit to be seen both when the agent was effective in a broad patient population and when it was effective in a smaller, biomarker-defined subset. For example, when the treatment causes a 79% reduction in hazard in just 10% of the patients, the trial design has a power of 63% whereas a standard design would have a power of only 24%.
Implications
Using this design, it should be possible to prospectively incorporate validation of a biomarker for identifying sensitive patients into a randomized phase III trial design in such a way that an overall effect can still be detected if one exists.
Limitations
The approach has not yet been tested in an actual clinical trial. Some increase in sample size may be necessary. The approach requires that a quantitative biomarker for sensitivity has already been identified. Procedures A and B The objective of the design is to determine whether 1) the experimental arm is better than the control arm for all randomly assigned patients, 2) the experimental arm is better than the control arm for a subset of patients defined by values of biomarker greater than some value c 0 , or 3) the experimental arm is not better than the control arm. The adaptive signature design ( 3 ) makes it possible to combine development of a pharmacogenomic signature for selecting a subset of sensitive patients with a statistically rigorous integration of both a test of the new treatment overall (for all randomly assigned patients) and a test of the new treatment in the adaptively defined subset. The same strategy for combining two tests can be applied in the present setting, as follows. First, a test for treatment effect in all patients is conducted at a reduced significance level, ␣ 1 . If the test is statistically significant, then for the purpose of formal evaluation, the procedure stopped and the null hypothesis of no treatment effect for the randomized patients as a whole is rejected. Otherwise, an algorithm (see "Simulation Study" below) is applied to test for treatment effect in a biomarker-defined subset of patients at a significance level of ␣ 2 = ␣ − ␣ 1 (where ␣ is typically .05). This procedure, hereafter referred to as procedure A, controls the probability of making any false-positive claim at the prespecified level ␣ . To preserve the ability of procedure A to detect an overall effect, we recommend setting ␣ 1 to 80% of ␣ and ␣ 2 to 20% of ␣ (see Appendix A for a discussion on the choice of ␣ 1 and ␣ 2 ). For example, setting ␣ 1 = .04 and ␣ 2 = .01 corresponds to a procedure-wise ␣ level of .05. The advantage of procedure A is its simplicity and that it explicitly separates the test of treatment effect in the broad population from the subset selection. Thus, at the end of the study, one of the three distinct outcomes is established: 1) treatment benefi t is shown in a broad population, 2) treatment effect is shown in a biomarker-defi ned subset of patients, or 3) no treatment effect is detected. However, the procedure takes a conservative approach in adjusting for multiplicity that results from combining the overall and subset tests.
Procedure B is a generalization of procedure A that is based on a more effi cient approach to combining the overall and subset tests by incorporating the correlation structure of the test statistics. For each candidate biomarker cutoff value in the interval (0, 1), model [ 2 ] is fi tted on the subset of patients with biomarker values above that cutoff value and a log likelihood ratio statistic is calculated for testing the hypothesis that there is no treatment effect in patients with biomarker exceeding that value (note that for a cutoff value of 0, the likelihood ratio statistic is the overall effect statistic, S ). A natural approach to converting a series of statistics that are calculated over the range of possible cutoff values into a single test is to take the maximum ( 7 ) . To ensure that the resulting procedure has reasonable power when the new treatment is effective for the entire population, we weight up the contribution of the overall test S . This is achieved by adding a positive constant R to statistic S before taking the maximum; the resulting statistic is denoted T . Adding a constant to S is a generalization of the approach taken in procedure A, where a higher portion of the procedure-wise error rate is allocated to the overall effect test. We recommend R = 2.2, which we found to provide the best balance between the ability of procedure B to detect an overall effect and its ability to detect a subset effect (see Appendix A ).
Statistic T uses a cutoff value that is optimized over the range of possible cutoff points. Because of the well-known multiple testing problem, the standard asymptotic theory does not apply ( 6 , 8 ) .
To provide a statistically valid P value, we use the permutation distribution of the test statistic T , in which the treatment group labels are permuted ( 9 ); see Appendix A for details.
If procedure B rejects the null hypothesis of no treatment effect, the next step is to identify the biomarker threshold above which the new treatment is more effective than the control. We obtain both a point estimate and a confi dence interval (CI) for the cutoff c 0 , as described in Appendix A . In addition, we propose using a graphical representation of the distribution function of the estimate of c 0 as a convenient tool for communicating the study result to patients and clinicians. In situations where there is no overall treatment effect, this graph is interpreted as the probability that a patient with a given biomarker value will benefi t from the new treatment. It can therefore be used as a clinical management tool for guiding individual patient decisions. In theory, one can obtain the estimate of cutoff c 0 even if procedure B did not reject the null hypothesis. However, we do not recommend doing so because the estimate will be diffi cult to interpret.
It is important to prospectively incorporate the biomarkerbased procedures into the study design and describe them in the study protocol. In particular, the procedures require careful sample size planning (see "Sample Size Considerations" below).
Simulation Study
We conducted a simulation study to evaluate the performance of procedures A and B relative to a standard broad eligibility phase III design (based on testing for overall effect in the entire study population). In procedure A, the second-stage biomarker-defined subset effect test was based on the permutation distribution of the maximized log likelihood ratio statistic with cutoff value range restricted to the interval (0.5, 1). (This creates a test focused on treatment effect that is limited to a relatively small subpopulation and is therefore unlikely to be detected by the overall effect test.)
The simulations corresponded to clinical trials with 200 patients randomly assigned between the experimental and control arms. Outcome data were generated from an exponential model
Biomarker values were generated from a uniform distribution on the interval (0, 1). Administrative censoring resulting from staggered entry ranged between 10% and 20%. We used a grid of candidate biomarker cutoff values of 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9. Procedure A used ␣ 1 = .04 and ␣ 2 = .01. Constant R = 2.2 was used in procedure B.
For the fi rst set of simulations, it was assumed that all patients benefi t from the new therapy (corresponding to model [ 1 ] ). A second set of simulations generated data corresponding to model [ 2 ] , in which only patients with biomarker values above a certain cutoff value benefi t from the new treatment. We performed simulations with cutoff values of c 0 = 0.25, 0.5, 0.75, and 0.9. To evaluate the performance of the proposed procedures under a departure from model [ 2 ] , we considered two additional situations. In one ("linear trend"), the log hazard ratio (HR) of benefi t of the experimental over the standard arm increases linearly over the entire range of biomarker values. In the other ("delayed linear trend"), there was no benefi t (log HR = 0) for patients with biomarker value below 0.5 and a linear increase in log hazard ratio for patients with biomarker values above 0.5.
The simulation results are presented in terms of empirical power, that is, the percentage of the simulated replications of the design that reached the prespecifi ed level of statistical signifi cance.
Results
Simulations
Simulation results for the overall treatment effect test and for procedures A and B are presented in Table 1 . For each setting, the different rows represent different magnitudes of the treatment effect.
Simulation 1 addresses the situation in which the new therapy is benefi cial for all patients. Not surprisingly, the overall effect test had the highest power under this model. However, procedures A and B had similar power, with only marginal loss relative to that of the overall test. Simulations 2 -5 address situations in which only a proportion of patients benefi t from the new therapy. The standard phase III design, with its reliance on the test for overall effect, generally resulted in a considerable loss of power. Indeed, the simulations showed that the ability of the standard design to detect treatment effect decreased as the proportion of the sensitive patients in the population decreases. For example, for a 43% reduction in hazard (in sensitive patients), the power to detect the benefi t in the overall test was reduced from 97% when all patients benefi t to less than 20% when only 25% of patients (those with biomarker values greater than 0.75) benefi t. The proposed procedures provide improved power under the subset effect scenarios 2 through 5. In many instances, the improvement is substantial. For example, when there is a 79% reduction in hazard in 10% of patients (only in those with biomarker values above 0.90; simulation 5), the power of procedure A is 63% compared with 24% for the overall test. Under a linear trend model (simulation 6), the proposed procedures had slightly better power than the standard design. Under the delayed trend model, the power advantage of procedure B was considerable (simulation 7).
Thus, the simulation study showed that procedures A and B provide good power for detecting a subset effect while preserving the ability to detect an overall treatment effect when it is present. In general, procedure B has a higher power than procedure A across the settings considered.
Application to Prostate Cancer Data
To illustrate how the proposed procedures would work in practice, we used data from the second Veterans Administration Cooperative Urologic Research Group clinical trial ( 10 , 11 ) . This double-blind clinical trial randomly allocated 506 prostate cancer patients to one of four arms: placebo, 0.2 mg of diethylstilbestrol (DES), 1.0 mg DES, or 5.0 mg DES. Similar to Byar and Corle ( 10 ), in our analysis, the two lower doses (placebo and 0.2 mg DES) were combined in a single arm (designated arm C) and the two higher doses (1.0 mg DES and 5.0 mg DES) were combined in a single arm (designated arm E). Arms E and C were then compared with respect to overall survival (i.e., death from any cause). We investigated two biomarkers in the analysis of the prostate cancer data, serum prostatic acid phosphatase (AP) and the combined index of tumor stage and histologic grade (SG), to determine whether either biomarker can be used to identify a subset of patients for whom DES is benefi cial. The variable AP measures the serum prostatic AP level in King-Armstrong units; the numbers are continuous from 1 to 5960, with a median value of 7. The variable SG records the combined index of tumor stage and histologic grade; it takes integer values ranging from 5 to 15, with a median of 10.
As Table 2 shows, a standard clinical trial design based on testing overall treatment effect (in all randomly assigned patients with nonmissing AP values) failed to detect a benefi t for DES at the .05 signifi cance level ( P = .084). We next applied procedure A, fi rst performing the overall test at a .04 signifi cance level. Because this signifi cance level was not reached, we proceeded to testing for subset effect at the .01 level. As Table 2 indicates, the subset test P value was .019. Thus, procedure A failed to reject the null hypothesis of no effect (at an overall .05 level). Procedure B yielded a P value of .041, indicating that treatment was effective in a subset of the population with high AP values. The estimated cutoff value ( Table 3 ) was 36 (95% CI = 9 to 170). This cutoff corresponded to a 77th percentile of the study population AP values. The estimated probability of benefi t for a patient with a given value of AP is summarized in Fig. 1 . For example, a patient with AP value of 100 is estimated to have more than 90% probability of benefi t, whereas a patient with AP value of 20 has only about 10% chance of benefi t.
Similarly, for the SG biomarker, procedure A failed to reject the null hypothesis (overall test P = .11, subset effect test P = .025). Procedure B indicated that DES is benefi cial in a subset of patients with high SG values ( P = .05). The cutoff value was estimated to be 11 (95% CI = 10 to 13; Table 3 ) -that is, patients with SG values above 11 (corresponding to the 53rd percentile of the study population SG distribution) benefi ted from the treatment. The estimated probability of benefi t for a patient with a given value of SG is summarized in Fig. 2 . For example, a patient with SG value of 12 is estimated to have more than 90% probability of benefi t, whereas a patient with SG value of 10 has less than 5% probability of benefi t.
Sample Size Considerations
The simulation results in Table 1 were then used to develop an approach to sample size planning for procedures A and B. Many new agents coming to the definitive stage of clinical testing have been developed to focus on a specific biologic target and thus may benefit only a subset of patients with a given disease. For practical considerations, however, most definitive clinical trials are designed with eligibility criteria that focus on the broadest possible population in which beneficial effect can be reasonably expected. Therefore, the sample size calculations are based on having adequate power for detecting an overall treatment effect in all randomly assigned patients. The target treatment effect is typically set at the minimal clinically meaningful benefit (for example, many trials in cancer are designed to detect a 25% reduction in hazard). A simple approach to sample size planning is to use the standard broad-eligibility sample size calculation with a reduced statistical signifi cance level (e.g., using the .04 signifi cance level instead of .05) and to follow the analysis plan of procedure A (as defi ned in "Methods"). This approach (biomarker-adaptive design A) ensures no reduction in statistical power for the overall analysis, provides an opportunity to establish the effectiveness of the new treatment for a subset when the overall test is negative, and entails only a modest increase in sample size compared with a trial that ignored the biomarker.
Consider a typical phase III clinical trial in cancer designed with 80% power to detect a 25% reduction in hazard (at a twosided .05 signifi cance level). This standard broad-eligibility design requires 380 events. Design A incurs only a marginal increase in the required number of events (to 406). If the putative biomarker is not useful in identifying sensitive patients, design A preserves the power of the overall comparison. On the other hand, if the biomarker is successful in identifying the sensitive subpopulation, design A can provide a substantial increase in power compared with the standard design, which ignores the biomarker ( Table 4 ) . For example, if the new treatment produces a 60% reduction in hazard in 25% of the patients, as defi ned by the biomarker, design A will have 91% power to detect this reduction, whereas the standard design will have 65% power to detect it (see Appendix B for details). If only 10% of the patients are sensitive to the new treatment, as defi ned by the biomarker, then design A will have 93% power to detect the 60% reduction in hazard, whereas the standard design will have only 35% power to detect this reduction.
When confi dence in the ability of the biomarker to identify sensitive patients is reasonably high and preliminary information on the fraction of sensitive patients is available, a more rigorous approach to sample size planning can be adopted (biomarkeradaptive design B; Appendix B ). This approach may require a larger sample size than design A because it is considered more likely that the treatment effect will be limited to a subset of patients. However, design B permits the sample size to be reduced compared with a design that ignores the biomarker and evaluates only the diluted overall treatment effect. Table 5 presents the sample size reduction (in terms of the number of events required to detect a 60% reduction in hazard) under a range of fractions of sensitive patients. For example, a broad-eligibility design would need to observe approximately 600 events to have 80% power for detecting a 60% reduction in hazard that is restricted to an undefi ned subset of 25% of the patients. Design B reduces the required number of events by almost 50% (to 316 events).
Discussion
We have shown that validation of a biomarker for identifying sensitive patients can be prospectively incorporated into randomized phase III trial design without compromising the ability to detect an overall effect. The procedure we have proposed allows drug development to be optimized by combining definitive testing for overall effect with biomarker validation. For the efficiency and validity properties of the procedure to be fully realized, it must be incorporated prospectively in the study protocol.
We used a simplifi ed cutoff model (model [ 2 ] ) to develop the proposed procedure. This model is based on categorizing the patient population into two groups: sensitive and nonsensitive. Although such categorization results in some loss of information, the resulting test procedure was robust to departures from the cutoff model. The procedure avoids the multiplicity problem ( 12 , 13 ) , with selection of an optimal cutoff level by using a permutation resampling approach.
The approach we have presented is directly applicable to predictive indices such as predictive scores based on gene expression microarrays or any other multiple biomarker -based composite indices without a predefi ned cutoff. The signifi cance-testing component of our approach is also applicable to settings in which the composite index involves one or more cutoff points for each of several biomarkers. The estimation component of our approach needs to be generalized to the multivariable framework to be used with multiple cut points (see Appendix A for details). Development and validation of biomarkers to identify patients who are sensitive to new molecularly targeted drugs is a timeconsuming process, and thus, reliable biomarkers are often not available at the time defi nitive phase III studies are designed. If overall treatment effect is not detected in a traditional broad eligibility phase III design, statistically rigorous testing for a subset effect requires a randomized confi rmatory study (leading to a considerable increase in cost and duration of the drug development process). For example, Ravaud et al. ( 14 ) reported a randomized study of the EGFR/ErbB2 tyrosine kinase inhibitor lapatinib in renal cell cancer patients who express either EGFR or ErbB2. The primary analysis in all patients showed no difference in overall survival (median 46.9 weeks with lapatinib versus 43.1 weeks without it; P = .29). Among patients whose tumors overexpressed EGFR, however, median survival was 46.0 weeks in those who received lapatinib versus 37.9 weeks in those who did not receive it ( P = .02). This result, however, came from a secondary subset analysis that will have to be confi rmed in a prospective randomized study. In a setting of this type, our procedure can provide an effi cient drug development tool because it combines a formal test for treatment effect in the broad population and a test for a biomarker-defi ned subset effect in a single clinical trial. In situations where benefi t is restricted to a subset of patients, our approach provides a point estimate and confi dence interval for the cutoff identifying the sensitive subpopulation. In addition, the estimated probability of benefi ting from the new therapy as a function of the biomarker value can be presented to assist in clinical decision making.
If the treatment effect is restricted to a relatively small fraction of the study population (less than 50%), a study that is sized to detect a clinically meaningful overall effect in all randomized patients may have inadequate power. To address this problem, we proposed two biomarker-based trial designs: 1) a simple approach that requires a small increase in sample size for situations in which only limited information on the biomarker is available and 2) a more rigorous approach for situations where preliminary information on the fraction of sensitive patients is available. We showed that the proposed designs provided a substantial gain in effi ciency (if the sensitive subpopulation is identifi ed by the biomarker).
In summary, the proposed biomarker-adaptive threshold approach provides a statistically rigorous phase III evaluation of new therapies. The procedure preserves the ability to detect an overall effect if the intervention is benefi cial in a broad population. At the same time, the procedure provides a statistically valid test if benefi t of the new therapy is limited to a subset of patients as defi ned by the biomarker. This structured approach is contained within a single randomized clinical trial.
For a patient with biomarker value v , a general representation of model [ 2 ] is
where µ is the main treatment effect, is the main biomarker effect, ␥ is treatment by biomarker interaction, is the treatment group indicator ( = 0 for control arm and = 1 for experimental arm), and I () is an indicator function that takes value 0 when v ≤ c 0 and 1 when v > c 0 . If the main biomarker effect is assumed to be 0, model [ 2 ] is obtained. Note that in our simulations it was assumed that the biomarker values follow a uniform distribution. In many applications, the population distribution of the biomarker is not uniform. To make the distribution uniform, the biomarker values need to be transformed to the percentile scale. . 5 1 c is used.
The choice of ␣ 1 (and by implication ␣ 2 = ␣ − ␣ 1 ) for procedure A and the choice of R for procedure B allow one to balance the procedure ' s ability to detect an overall effect and its ability to detect a subset effect. For procedure A, we chose ␣ 1 = .04 to preserve the power of the overall test. At the same time, ␣ 2 = .01 was shown to provide a reasonable power against a strong subset effect. Similarly, for procedure B, the choice of R was based on optimizing the ability to detect a subset effect without compromising the overall effect power. We chose R = 2.2, which is equal to the difference between the 95th and 80th percentiles from the chisquared distribution with 1 df.
To adjust for the multiple testing inherent in the construction of statistic T , a resampling-based approach is used ( 9 ) . First, statistic T is evaluated on the observed data. Then, K permuted datasets are constructed by randomly permuting treatment labels. For each permuted dataset, the corresponding test statistic T * is calculated. The permutation P value is given by . For a given biomarker value, function F c 0 gives the estimated probability that the true cutoff level c 0 is below that value. When there is no overall treatment effect, this function is interpreted as the probability that a patient with given biomarker value will benefi t from the new therapy. Percentiles of the empirical distribution function provide a confi dence interval for c 0 . Confi dence intervals for It is widely accepted that, for ethical reasons, randomized clinical trials need to have interim effi cacy monitoring. Procedures A and B can be readily adjusted to accommodate interim monitoring. We recommend a conservative monitoring procedure that preserves most of the type I error for the fi nal analysis. For procedure A, interim monitoring can be performed with respect to the overall test controlling the signifi cance level at ␣ 1 . The subset test is performed at signifi cance level ␣ 2 . The overall signifi cance level of the procedure ␣ = ␣ 1 + ␣ 2 is preserved. For procedure B, we also recommend using the overall test for interim monitoring. If the study is not stopped early for strong overall effect, procedure B is applied at the fi nal analysis using the balance of the type I error.
Appendix B: Sample Size for Treatment Effect Restricted to a Subpopulation
In a standard broad-eligibility design with time-to-event outcomes, the sample size calculation is usually based on the number of observed events required to detect the target treatment effect in all randomly assigned patients (at signifi cance level ␣ ) with power 1 − ␤ (where ␤ denotes the false-negative error rate). The target treatment effect is usually expressed in terms of the ratio of the hazard in the experimental arm over that in the control arm ∆ = h h That is, the number of events required for the standard design when treatment effect is limited to a fraction of the population is the number of events that would be required if an effect of the same magnitude applied to the entire study population divided by 2 .
Description of Biomarker-Adaptive Design B .
If there is reasonable confidence that treatment effect may be limited to a biomarker-defi ned subset of patients and there is preliminary information on the fraction, , of sensitive patients, the sample size for clinical trials using procedure B is derived in two steps. First, the relative power (relative effi ciency) of procedure B relative to the broad eligibility design is estimated from Table 1 by the ratio of column 4 over column 6 for the row corresponding to the expected proportion of sensitive patients and the design hazard ratio ⌬ . This relative effi ciency is used to calculate the power of the overall test corresponding to the desired power of procedure B. In the second step, formula B2 is used to estimate the number of events needed for the overall test to have this power. For example, for = 25% and ⌬ = 0.4 (a 60% reduction in hazard), the relative effi ciency is 0.429/0.641 = 0.67 (from simulation 4 line 2). Therefore, when procedure B has power of 80% to detect ⌬ = 0.4, the corresponding overall effect test has power 80% ×.67 = 53%. From formula B2, approximately 316 events are needed to have 53% power with ⌬ = 0.4 and = 25% ( ␣ = 0.05, two-sided). Thus, a study using procedure B will need 316 events to have 80% power to detect the treatment effect ( ⌬ = 0.4) limited to 25% of the population. By contrast, a broadeligibility study requires 600 events for the same power. In general, it is reasonable to expect a larger treatment effect from a targeted drug in the sensitive subpopulation than the effect sizes used in designing broadeligibility trials. For example, Tsao et al. ( 16 ) reported an HR of 0.44 for the tyrosine kinase inhibitor erlotinib versus placebo in the subset of non -small-cell lung cancer patients with high EGFR gene copy number. This hazard ratio corresponds to a substantially higher treatment effect than the hazard ratios that are typically used in design of broad-eligibility trials in cancer (e.g., an HR of 0.75). Thus, it is reasonable to use the target subset HR of 0.4 in the sample size calculation for the procedure B -based design. The design is illustrated in Table 5 . It presents the number of events required for 80% power to detect a HR of 0.4 for ( 1 ) a standard broad-eligibility design, and ( 2 ) a trial using procedure B, for fractions of sensitive patients = 75%, 50%, 25%, and 10%. Table 4 (for biomarker-adaptive design A) was obtained through the relative effi ciency calculation using Table 1 as described above.
Once the required number of events is determined, the total number of patients needed is calculated as the required number of events divided by the expected average event rate. Where the expected average event rate is a function of the average hazard rate in two arms h h h 
