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Abstract—This paper investigates energy-efficient resource al-
location for the two-user downlink with strict latency constraints
at users. To cope with strict latency constraints, the capacity
formula of the finite blocklength codes (FBCs) is adopted, in
contrast to the classical Shannon capacity formula. The FBC
formula explicitly specifies the trade-off between blocklength
and reliability. We first consider the case where the transmitter
uses super-position coding based non-orthogonal multiple access
(NOMA). However, due to heterogeneous latency constraints
and channel conditions at users, the conventional successive
interference cancellation may be infeasible. We thus propose to
use different interference mitigation schemes according to het-
erogeneous user conditions and solve the corresponding NOMA
design problems. Though the target energy function is non-convex
and implicit, optimal user blocklength and power allocation
can still be identified for the considered NOMA schemes and
checking the problem feasibility is simple. It is observed that
when the latency requirements are more heterogeneous, the
NOMA scheme cannot achieve the best energy-efficiency of the
downlink. In view of this, a hybrid transmission scheme which
includes time division multiple access (TDMA) and NOMA as
special cases is considered. Although the energy minimization
is even challenging than the pure NOMA design problem, we
propose a concave approximation of the FBC capacity formula
which allows to obtain computationally efficient and high-quality
solutions. Simulation results show that the hybrid scheme can
benefits from both NOMA and TDMA.
Index Terms—Ultra-reliable and low-latency communications
(URLLC), finite blocklength codes, energy efficiency, non-
orthogonal multiple access
I. INTRODUCTION
The ultra-reliable and low-latency communication (URLLC)
is one of the emerging application scenarios in 5G [2] [3],
where the system promises to serve multiple autonomous
machines with high reliability and low latency [4]–[6]. The
traffic of such an URLLC system is drastically different from
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that of the human-centric 4G LTE. More specifically, the
communication is required to have no less than 99.999%
reliability (that is, 10−5 packet error probability), no longer
than 1ms latency, and small packet size (such as 32 bytes)
[7]. Therefore, especially for multi-user channels, new system
architectures and transmission schemes compared to the tradi-
tional human-centric communications are required to achieve
the URLLC specifications. Moreover, energy-efficiency is a
key performance indicator of 5G communications [8], and it
is important to develop new energy-efficient transmissions for
URLLC multi-user channels.
However, the existing energy-efficient transmission proto-
cols only target at human-centric communications, and are
based on the traditional Shannon capacity formula, such as
[9] [10]. The Shannon capacity is accurate only when the
codeword blocklength is infinitely long [11] [12], and thus not
applicable to the URLLC system. Therefore, it motivates us
to investigate the system design using the finite blocklength
code (FBC). Recently, the maximal achievable rate of FBC
in the Gaussian channel has been characterized in [13], and
it is latter extended to the ergodic fading channel [14] and
the outage-constrained slow fading channel [15]. The new
capacity formula for FBC [13] explicitly characterizes the
relationship between transmission rate, codeword blocklength
and decoding reliability, and thus is particularly suitable for
evaluating the performance of the URLLC system. Moreover,
with only a 0.25dB loss, the information-theoretic capacity
result in [13] can be practically approached via the polar code
[16]. The capacity of FBC has been successfully applied to the
study of various communication scenarios with strict latency
constraints, as in [17]–[24]. In the context of energy-efficiency,
[17] considered the energy-efficient packet scheduling problem
in a point-to-point system and showed that using the classical
Shannon capacity [11] can significantly underestimate the
energy with the FBC.
As a promising enabling technique of 5G, the non-
orthogonal multiple access (NOMA), which allows multiple
users to transmit simultaneously over non-orthogonal chan-
nels, has been extensively studied [25] [26]. Indeed, for the
downlink channel, the super-position coding based NOMA
is shown to be capacity achieving when the blocklength is
long [12]. Moreover, similar transmission scheme, known
as the multiuser superposition transmission (MUST), has
already been approved by the 3rd generation partnership
project (3GPP) [27]. Compared to the orthogonal multiple
access (OMA), NOMA can exploit the channel diversity more
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2efficiently via smart interference management techniques such
as the successive interference cancellation (SIC) [12] [25].
Recently, NOMA system designs with FBC attract lots of
attentions [28]–[31]. In the downlink channels, [29] aims to
minimize the common blocklengths of users while guarantee-
ing different reliability requirements; also under equal block-
lengths, [30] considers the maximization of effective through-
put. Finally, assuming all users experience equal channel
conditions in the downlink, the FBC transmission by grouping
users at the transmitter and decoding all user messages at each
receiver is considered in [31]. All the former works [28]–[31]
assume certain kinds of homogeneity such as the same block-
lengths (latency constraints) or the same channel conditions.
In practice, downlink users may ask for heterogeneous quality
of service (QoS), and designing corresponding transmission
protocols is crucial.
In this paper, we consider energy-efficient resource allo-
cation for a two-user heterogeneous NOMA downlink with
FBC. In particular, based on the superposition coding, we
aim to solve the energy minimization problems subject to
heterogeneous latency and reliability constraints at downlink
users. Due to heterogeneous latency constraints (blocklength)
and channel conditions, unlike downlinks with homogeneous
constraints [29]–[31], SIC may not always be feasible since
sometimes none of the receivers can decode messages of
the other users. Thus for different combinations of channel
conditions and latency constraints, we will consider different
interference management techniques according to whether SIC
is feasible or not. Solving our optimization problem is also
challenging because the FBC capacity formula [13] does not
admit a closed-form expression for our target energy function.
Finally, unlike downlink with homogeneous latency constraints
[12] [29] [30], we find out that in some channel conditions the
NOMA scheme may cost larger energy than the OMA such
as the time division multiple access (TDMA). Aim on this
issue, we further present a hybrid transmission scheme which
includes both NOMA and TDMA as special cases. Solving the
corresponding energy minimization problems are even more
challenging than those for the NOMA downlinks. The main
contributions of this paper are summarized as follows.
• We optimally solve the energy minimization problems
in NOMA downlinks under heterogeneous latency con-
straints and channel conditions, where SIC may be infea-
sible. Though the target energy is an non-convex implicit
function, the optimal blocklengths and powers for users to
minimize the total consumed energy can still be obtained.
The key is identifying the monotonicity of the energy
function with respect to user blocklengths with aids of
the implicit function theorem [32]. Moreover, unlike the
solver for TDMA [17], the feasibility of our solver for
NOMA downlink can be simply checked.
• We propose a hybrid transmission scheme which consists
of the NOMA and TDMA as special cases, and can
be strictly better than both. However, the corresponding
energy minimization is harder than that for only NOMA.
We then find a tight approximation of the FBC capacity
formula, with given blocklength and error probability,
to develop a suboptimal but computationally efficient
solver. The efficiency results from the convexity of our
approximation function and its inverse function. The
resulted solver has much smaller complexity compared
with the one based on naive linear search, and easy
feasibility check inherited form NOMA.
Our simulation results with URLLC settings in 3GPP [7]
[33] show that the superposition-coding based NOMA is more
energy efficient than the TDMA when two latency constraints
have small difference and are more homogeneous. Also the
hybrid scheme can enjoy the benefits from the both. Finally,
using traditional Shannon capacity formula would significantly
under-estimate the consumed energy in the URLLC NOMA
downlink.
Synopsis: Section II presents the energy minimization prob-
lems of NOMA schemes under heterogeneous user require-
ments. The hybrid transmission scheme is investigated in
Section III with the convex approximation of FBC capacity
presented in Section III-A. Simulation results with URLLC
settings and Conclusions are presented in Section IV and V
respectively.
II. SYSTEM MODEL AND ENERGY EFFICIENT NOMA
SCHEMES
A. System model
We investigate an energy-efficient packet transmission prob-
lem in a downlink single-antenna system where a transmitter
wants to send two private messages to two heterogeneous
receivers respectively, as in Figure 1. According to the NOMA
principle, the transmitter encodes the Nk message bits for
receiver k into a codeword with block length mk (sym-
bols), k = 1, 2; and transmit the superposition of these two
codewords to the receivers. The transmitted signal is then√
p1x1 +
√
p2x2. Here x1 and x2 are the unit-power coded
symbols of receiver 1 and receiver 2 respectively, and p1 and
p2 are the transmission powers allocated to receiver 1 and
receiver 2 respectively. The received signal for receiver k is
given by
yk = h˜k(
√
p1x1 +
√
p2x2) + nk, k = 1, 2, (1)
where h˜k ∈ C is the channel coefficient of user k, and
nk ∼ CN (0, σ2k) is the Gaussian noise at receiver k. Different
from the traditional downlink schemes [12], strict latency
constraints are imposed such that the codeword block length
mk must be smaller than Dk symbols (channel uses), k = 1, 2.
To cope with the new latency constraints, we adopt the FBC
capacity formula in [13] since the classical Shannon capacity
formula is no longer appropriate.
Besides the encoder, the conventional SIC based decoders in
[12] also need to be re-designed due to the latency constraints.
Note that we consider heterogeneous receivers, that is, unlike
[31] the channel gains can be unequal |h˜1| 6= |h˜2| and
unlike [29], [30] the latency constraints can also be different
D1 6= D2. Thus unlike [12], when D1 < D2 and h1 > h2,
where h1 = |h˜1|2/σ21 and h2 = |h˜2|2/σ22 are the normalized
channel gain at receiver 1 and receiver 2, respectively, receiver
1 may not be able to decode receiver 2’s message and cancel
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Fig. 1. Latency-constrained NOMA downlink, where the deadline D2 of
receiver 2 is longer than that of receiver 1.
the corresponding interference. Also, the signal y2 received at
receiver 2 may not be a degraded (always worse) version of
y1. Thus one needs to design decoding strategies according
to not only the channel gains hks but also the heterogeneous
latency constraints Dks. Without loss of generality, we assume
D1 < D2 as in Figure 1 and consider two cases in this paper,
that is, h1 ≤ h2 and h1 > h2. The corresponding energy
efficient transmission optimization problems are detailed in
the next subsection
B. NOMA Transmission Under Different Channel Conditions
Case I (h1 ≤ h2) : Let us start from the case of h1 ≤ h2. Since
D1 < D2, receiver 2 can apply SIC if m1 ≤ m2, whereas
receiver 1 can only treat interference as noise. Specifically,
for receiver 1, interference symbol x2 is treated as Gaussian
noise [13, equation(198)] in (1). Thus the achievable rate under
FBC is given by [13] [17]
N1
m1
= log2(1+γ1)−
√
1
m1
(
1− 1
(γ1+1)2
)
Q−1(1)
ln 2
, (2)
where γ1 = p1h1p2h1+1 is the received signal-to-interference-plus-
noise ratio (SINR) for receiver 1, 1 is the predefined block
error probability for receiver 1, and Q−1(·) is the inverse of
the Gaussian Q-function 1. By the principle of SIC, receiver 2
would decode receiver 1’s codeword with SINR p1h2p2h2+1 in the
first stage. Since h1 ≤ h2, the SINR value p1h2p2h2+1 is higher
than γ1 and therefore the SIC can achieve the corresponding
block error probability 1. By successfully subtracting x1 from
y2 in (1) with probability 1 − 1, receiver 2 then decodes its
private message, with probability 1 − 2, and achieves a rate
satisfying
N2
m2
= log2(1+γ2)−
√
1
m2
(
1− 1
(γ2+1)2
)
Q−1(2)
ln 2
, (3)
where γ2 = p2h2 and 2 is the error probability conditioned on
correct SIC. Note that the correct SIC needs that the decoding
of interference, or user 1’s codeword, be successful at receiver
2. The successful probability at stronger receiver 2 will be
larger than the one at weaker receiver 1, i.e., 1 − 1. So the
overall decoding error probability of receiver 2 is given by
¯2 = (1− 1)2 + 1 (4a)
= 1 + 2 − 12 (4b)
1 Compared with the AWGN capacity upper-bound in [13, equation (612)],
achievable rate in (2) has loss within log(m1)+O(1)
m1
Based on the above models, the latency-constrained energy-
efficient design problem when h1 < h2 is formulated as
min
{mk,pk,γk}k=1,2
m1p1 +m2p2 (5a)
s. t. Fk(mk, γk) = 0, k = 1, 2, (5b)
mˆ ≤ mk, k = 1, 2, (5c)
m1 ≤ m2, mk ≤ Dk, k = 1, 2, (5d)
p1 + p2 ≤ Pmax, 0 ≤ pk, k = 1, 2, (5e)
γ1 =
p1h1
p2h1 + 1
, (5f)
γ2 = p2h2, . (5g)
where (5d) are the latency constraints, and (5b) are the FBC
constraints with
Fk(mk, γk) ,
√
1
mk
(
1− 1
(γk + 1)2
)
Q−1(k)
ln 2
− log2(1 + γk) +
Nk
mk
. (6)
Note that (5b) with k = 1 corresponds to (2), and (5b) with
k = 2 corresponds to (3). Constraints (5c) represents the
minimum blocklength constraint for (5b) holding true [13]
[17] (typically mˆ = 100), while (5e) is the transmission power
constraint.
Here we remark that solving problem (5) is challenging. In
particular, the variables are coupled in the constraints in a non-
convex and complex fashion. However, in upcoming Section
II-C1, we will show how (5) can be globally solved.
Case II (h1 > h2) : As aforementioned, unlike the case of
h1 ≤ h2, SIC may not be always feasible when h1 > h2
and D1 < D2. Thus we consider two scheduling policies as
follows.
B.1 Full latency for receiver 2: In this case, we allow
m1 ≤ m2 since D1 < D2. Therefore, receiver 1 is not able to
perform SIC, but instead treats x2 as noise. Then the energy
minimization problem is formulated as
min
{mk,pk,γk}
m1p1 +m2p2 (7a)
s. t. (5b)− (5e),
mk ≤ Dk, k = 1, 2, (7b)
γ1 =
p1h1
p2h1 + 1
, (7c)
γ2 =
p2h2
p1h2 + 1
. (7d)
B.2 Short latency for receiver 2: In this case, we force
m2 ≤ m1. (8)
Note that m1 ≤ D1 < D2, thus the original latency constraint
m2 ≤ D2 is automatically satisfied. Under the setting of m2 ≤
m1, SIC can be performed at receiver 1 to completely remove
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Fig. 2. Energy consumption comparison of problem (7) and (9) with D2 =
3800, h1 = 100, h2 = 10, 1 = 2 = 10−6, N1 = N2 = 256 bits and
Pmax = 40 dBm.
the interference from receiver 2. Then the energy minimization
problem is formulated as
min
{mk,pk,γk}
m1p1 +m2p2 (9a)
s. t. (5b)− (5e),
m1 ≤ D1, m2 ≤ m1, (9b)
γ1 = p1h1, (9c)
γ2 =
p2h2
p1h2 + 1
. (9d)
The solutions of aforementioned two problems are given in
Section II-C2. Here we point out that problem (9) can yield
a smaller energy than (7) when the two deadlines D2 and
D1 are close, thanks to the performance gain brought by SIC.
However, when D2 is significantly larger than D1, formulation
(7) can become more energy efficient by benefiting from long
code transmission as shown in Fig. 2.
C. Optimal Solutions of NOMA Transmission Problems
In this subsection, we present the solutions to the NOMA
problems in (5), (7), and (9).
1) Optimal Solutions for Problem (5): By (5b) and by
applying the implicit function theorem [32], there exist con-
tinuously differentiable implicit functions Γk(·) such that
Γk(mk) = γk, k = 1, 2. (10)
Note that Γk(mk) can be treated as the SINR function with
respect to blocklength mk. Thus from (5g), we have
p1 =
γ1γ2
h2
+
γ1
h1
=
Γ1(m1)Γ2(m2)
h2
+
Γ1(m1)
h1
, (11a)
p2 =
γ2
h2
=
Γ2(m2)
h2
. (11b)
Then by (10), we can rewrite the target energy of (5a) as a
function of block length mks as
m1Γ1(m1) (Γ2(m2)h1/h2 + 1)
h1
+
m2Γ2(m2)
h2
. (12)
Now we have the following Lemma.
Lemma 1 Function Ek(mk) , mkΓk(mk) is strictly de-
creasing with blocklength mk ∈ [mˆ,∞) provided that the
error probability k and packet size Nk satisfy
Q−1(k)√
Nk
≤ 2
√
ln 2
4−√2 = 0.64394 · · · . (13)
Proof: The proof is relegated to Appendix A.
It is worthwhile to note that comparing to [17, Proposition 1],
condition (13) is less restrictive as it allows the monotonicity
holds under much milder conditions (e.g., k ≥ 10−10 and
Nk ≥ 100). Indeed, (13) is satisfied in the URLLC system,
where the typically required codeword error probability is
10−6 and the packet size is around 256 bits (32 bytes) [7].
Based on the monotonicity presented in Lemma 1, we can
obtain the global optimal solution to problem (5) as follows.
Theorem 1 Suppose that (13) is met and that problem (5) is
feasible. The optimal solution to problem (5) is given by
m∗k = Dk, for k = 1, 2,
γ∗k = Γk(Dk), for k = 1, 2,
p∗1 =
γ∗1γ
∗
2
h2
+
γ∗1
h1
= Γ1(D1)Γ2(D2)h2 +
Γ1(D1)
h1
,
p∗2 =
γ∗2
h2
= Γ2(D2)h2 ,
(14)
where the implicit function Γk(·) satisfy (10) and the optimal
SINR γ∗k = Γk(Dk) can be obtained through Algorithm 1.
Proof: We first claim that (5d) must hold with equality at
the optimum, i.e., the optimal blocklengths must be m∗k = Dk
for all k = 1, 2. Suppose that this is not true, i.e., m∗k < Dk for
k = 1 or k = 2. Then one can further increase m∗k. According
to [17, Proposition 1], Γk(mk) is monotonically decreasing
with mk > 0. Since
p1 + p2 =
Γ1(m1)Γ2(m2)
h2
+
Γ1(m1)
h1
+
Γ2(m2)
h2
, (15)
p∗1 + p
∗
2 can be reduced without violating (5e) when m
∗
k in-
creases. Besides, by Lemma 1, we also know that mkΓk(mk)
is decreasing with mk. Thus the energy function in (12) can
be reduced when m∗k increases. These two facts contradict
with the optimality of m∗k. So we must have m
∗
k = Dk for
all k = 1, 2. Correspondingly, γ∗k = Γk(m
∗
k) from (10) and
p∗k can be obtained from (11) accordingly, which lead to the
optimal solution in (14).
Finally, note that γk = Γk(mk) from (10) is strictly
decreasing with mk [17, Proposition 1], and thus the optimal
and unique SINR γ∗k = Γk(Dk) can be efficiently computed
by the bisection search in Algorithm 1 [34]. Interestingly, by
(5b), the inverse of implicit function Γ−1k (γk) can be expressed
in closed-form as (16).
Remark 1 Note that for given block error rate and latency
requirements, problem (5) may not be feasible due to the
limited Pmax and the deep channel fadings. However, thanks
to the obtained closed-form solution of problem (5) in (14), its
feasibility can be easily checked. In particular, from the proof
of Theorem 1, if
Γ1(D1)Γ2(D2)
h2
+
Γ1(D1)
h1
+
Γ2(D2)
h2
≤ Pmax, (17)
5Algorithm 1 Algorithm to find optimal SINR for problem (5)
1: Given the initial values Γ`k = 0, Γuk = Pmaxhk+δ with δ > 0,
and the tolerance 0.
2: while Γuk − Γ`k > 0 do
3: γ¯k = 12 (Γuk + Γ`k).
4: Compute m¯k = Γ−1k (γ¯k) as[
1
2 log2(1+γ¯k)
(
Q−1(k)
ln 2
√
1− 1
(γ¯k+1)2
+
√(
1− 1
(γ¯k+1)2
)(
Q−1(k)
ln 2
)2
+4Nk log2(1+γ¯k)
)]2
(16)
5: if m¯k < m∗k then
6: Update Γuk = γ¯k.
7: else
8: Update Γ`k = γ¯k.
9: end if
10: end while
Ensure: γ∗k = Γk(m∗k)
the problem (5) is feasible under Pmax and for channel
realizations (h1, h2). Otherwise, problem (5) is infeasible.
Remark 2 It is important to point out that the overall com-
munication reliability of receiver k is the product of the
receiver decoding probability and the feasibility of problem
(5). For instance, assume the infeasible probability of the
problem (5) is ifp, the overall reliability for receiver 2 should
be (1 − ¯2)(1 − ifp) ≈ 1 − ¯2 − ifp, where ¯2 is given
in (4). Note that for given block error rate and latency
requirements, the feasibility of the optimization problems is
determined by Pmax and the random channel realizations.
Thus, for given distribution of the channel gain, the block
error rate and Pmax should be jointly selected to guarantee
the communication reliability of the receivers, which will be
studied in the simulation section.
2) Optimal Solutions for Problem (7) and (9): Similar to
problem (5), the optimal solutions of problem (7) and (9) can
be obtained by using the monotonicity in Lemma 1, which are
summarized in the following corollaries.
Corollary 1 If condition (13) is met, the optimal solution of
problem (7) is given by
m∗k = Dk, for k = 1, 2,
γ∗k = Γk(Dk), for k = 1, 2,
p∗1 =
γ∗1h2+γ
∗
1γ
∗
2h1
h1h2(1−γ∗1γ∗2 ) ,
p∗2 =
γ∗2h1+γ
∗
1γ
∗
2h2
h1h2(1−γ∗1γ∗2 ) ,
(18)
whenever it is feasible, where the optimal SINR γ∗k (k = 1, 2)
can be obtained through Algorithm 1.
Corollary 2 If condition (13) is met, the optimal solution of
problem (9) is given by
m∗k = D1, for k = 1, 2,
γ∗k = Γk(D1), for k = 1, 2,
p∗1 =
γ∗1
h1
,
p∗2 =
γ∗1γ
∗
2
h1
+
γ∗2
h2
,
(19)
receiver 1 m1
m21
m1 · D1
m1 + m22 · D2
m22
receiver 1 m1
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m1 · D1
m1 · m21
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m1 · D1
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m21 m1
Fig. 3. Hybrid transmission scheme where the packet of receiver 2 is split
into two parts which are scheduled with m21 and m22 symbols respectively.
Here h1 ≤ h2 and receiver 2 performs SIC.
whenever it is feasible, where the optimal SINR γ∗k (k = 1, 2)
can be obtained through Algorithm 1.
Proof: The proofs of Corollary 1 and 2 are similar to that
of Theorem 1. Thus we omit it here.
It is important to point out that, due to the heterogeneous
latency requirements (D1 < D2) of the receivers, the proposed
NOMA scheme is conservative and cannot achieve the same
energy efficiency of traditional NOMA schemes that assume
perfect SIC [26]. Specifically, when h1 < h2, we have
assumed that receiver 2 performs SIC given that the interfering
signal from receiver 1 has the same blocklength as the signal
of receiver 2. However, in fact, there is no interference during
the last D2 −D1 symbols; on the other hand, when receiver
1 performs SIC for h1 ≥ h2, it needs m2 = m1 = D1 < D2.
Thus the blocklength of receiver 2 is limited, which would
incur more energy consumption according to Lemma 1. With
this consideration, we investigate a novel hybrid transmission
scheme in the ensuring sections.
III. PROPOSED HYBRID NOMA TRANSMISSION SCHEMES
In this section, we introduce data splitting with time
domain power allocation to NOMA and propose a hybrid
scheme that incorporate the NOMA in the previous section
and TDMA as special cases. In particular, the data packet for
user 2 is split into two parts, where the first part has N21
bits and the second has N22 bits and N21 + N22 = N2. The
N21 bits are encoded into m21 symbols, and combined with
the encoded symbols for user 1 using the non-orthogonal
super-position coding; whereas the rest N22 bits are encoded
into m22 symbols and scheduled in the non-overlapping time
slots. Note that when N21 = 0, the hybrid scheme degrades
into the TDMA studied in [17]; while when N22 = 0, the
hybrid scheme degrades into the NOMA in Section II. As in
Section II-B, according to the different channel conditions at
receivers, we study the problem by considering the following
cases.
Case I (h1 ≤ h2 with SIC at receiver 2) : In this case,
the transmission scheme is sketched in Fig. 3 and receiver
2 performs SIC. The transmitter first transmits the N1 bits of
receiver 1 and N21 bits of receiver 2 by using the NOMA
scheme. The transmit signal is
√
p1x1 +
√
p21x21, where x21
and p21 are the unit-power coded symbols and correspond-
ing allocated power for user 2, respectively. Also we have
p1 + p21 ≤ Pmax.
6For user 1, the N1 bits are encoded with a FBC with
length m1 and the achievable rate is same as (2) with SINR
γ1 =
p1h1
p21h1+1
. For receiver 2, it can cancel the interference
from user 1 using the received from the first m21 received
symbols since p1h2p21h2+1 > γ1. After that, receiver 2 decodes
its own information with SINR γ21 = p21h2, and from the
corresponding achievable rate N21m21 satisfies
N21
m21
= log2(1+γ21)−
√
1
m21
(
1− 1
(γ21+1)2
)
Q−1(21)
ln 2
.
(20)
Remind that receiver 2 needs to receive all information sym-
bols of receiver 1 to perform SIC, thus we require that
m21 ≥ m1. (21)
Once the transmission of the first m21 symbols is complete,
the transmitter starts to deliver the rest N22 bits solely for user
2 using m22 symbols and power p22. The achievable rate N22m22
satisfies
N22
m22
= log2(1 + γ22)−
√
1
m22
(
1− 1
(γ22+1)2
)
Q−1(22)
ln 2
,
(22)
where γ22 = p22h2. Notice that the SIC at receiver 2 is
successful only when the interference (from user 1’s message)
is perfectly subtracted as well as the N21 and N22 bits are
both successfully decoded. Also for the decoding of user 1’s
codeword, the successful probability at stronger receiver 2 will
be larger than the one at weaker receiver 1, i.e., 1− 1. Then
the overall block error rate for receiver 2 is upper-bounded by
2 = 1− (1− 1)(1− 21)(1− 22). (23)
With slightly abuse of notations, the implicit SINR function
in (10) is denoted as γk , Γk(Nk,mk). Therefore, the energy
minimization problem can be formulated as follows
min
N21,N22,
m1,m21,m22,
p1,p21,p22
m1p1 +m21p21 +m22p22 (24a)
s. t. γ1 =
p1h1
p21h1 + 1
= Γ1(N1,m1), (24b)
γ21 = p21h2 = Γ21(N21,m21), (24c)
γ22 = p22h2 = Γ22(N22,m22), (24d)
m1 ≤ min{D1,m21}, (24e)
m21 + sgn(N22)m22 ≤ D2, (24f)
m1,m21,m22 ≥ mˆ, (24g)
p1 + p21 ≤ Pmax, p22 ≤ Pmax, (24h)
p1, p21, p22 ≥ 0, (24i)
N21 +N22 = N2, 0 ≤ N21 ≤ N2. (24j)
where sgn(·) denotes the sign function, and satisfies
sgn(N22) = 0 with N22 = 0, sgn(N22) = 1 with N22 ≥ 1.
Note that when N21 = 0 problem (24) degrades to energy
minimization with TDMA; and when N22 = 0, problem (24)
degrades into (5) with pure NOMA. Since (5) has been already
optimally solved in Section II-C, we only need to focus on the
receiver 1 m1
m21
m1 · D1
m1 + m22 · D2
m22
receiver 1 m1
m21
m1 · D1
m1 · m21
m21 + m22 · D2
m22
receiver 1 m1
m1 · D1
m2 · D2
m2
m21 m1
Fig. 4. Hybrid transmission scheme when h2 ≤ h1 and receiver 1 performs
SIC.
cases of 0 ≤ N21 ≤ N2 − 1 (thus N22 ≥ 1) in problem (24)
in the upcoming solver.
Case 2 (h2 < h1 with SIC at receiver 1): In this case, receiver
1 performs SIC to cancel the interference from user 2 and
the transmission scheme is depicted in Fig. 4. To satisfy the
requirement of SIC at receiver 1, the latency constraints are
given by
m21 ≤ m1 ≤ D1, (25a)
m1 +m22 ≤ D2, (25b)
m1,m21,m22 ≥ mˆ. (25c)
The energy minimization problem can be formulated as
min
N21,N22,
m1,m21,m22,
p1,p21,p22
m1p1 + p21m21 + p22m22 (26a)
s. t. (24d), (24h), (24i), (24j), (25), (26b)
γ1 = p1h1 = Γ1(N1,m1), (26c)
γ21 =
p21h2
p1h2 + 1
= Γ21(N21,m21) (26d)
Here we should point out that problems (24) and (26) are
more challenging to solve compared to problems (5), (7)
and (9) in Section II due to the following reasons. First,
the blocklengths m21 and m22 of user 2 in the two trans-
mission stages are coupled in the constraints, consequently,
the monotonicity of the energy function cannot be used to
attain the solution directly as in Section II. Second, now the
integer packet sizes N21 and N21 of user 2 are the additional
optimization variables, which also complicates the constraints
(24c) and (24d). To solve these problems efficiently, a concave
approximation of the FBC capacity formula is provided next.
A. Convex Approximation of the FBC Capacity
We start from the convexity analysis of the FBC capacity as
in upcoming Proposition 1 and then propose a concave approx-
imation of the FBC capacity in (33), with given blocklength
and error probability. The inverse of proposed approximation
function (33) is also convex. For the simplicity of notation,
we remove the subindex of all variables and let x denote the
SINR. The FBC capacity formula then becomes
N
m
= ln(1 + x)−
√
1
m
(
1− 1
(1 + x)2
)
Q−1()
ln(2)
. (27)
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Fig. 5. Comparison of FBC capacity formula and its approximations; here m = 300 and  = 10−7, and correspondingly a = 0.4431.
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With given blocklength m and error probability , by letting
a = Q
−1()√
m ln 2
, we define f(x) as
f(x) , ln(x+ 1)− a
√
x(x+ 2)
x+ 1
(28)
Also, given m, we define SINR function with respect to packet
size as Γ(N,m) = f−1(Nm ). Then we have the following
proposition, with the proof relegated to Appendix B, as
Proposition 1 Let constant β , g(x0) = g2(x0), where x0 =
0.6904 is the positive solution of equation g2(x) = g(x) with
g2(x) ,
(x+ 1)(x(x+ 2))
3
2
3x2 + 6x+ 1
(29a)
g(x) , (x+ 1) ln(x+ 1)√
x(x+ 2)
. (29b)
For a given a, the convexity of f(x) in (28) is given by
if a>β, f(x) is concave and increasingfor x>g−1(a),
if a≤β,{
f(x) is concave and increasing for x>g−12 (a),
f(x) is convex and increasing for g−1(a)≤x≤g−12 (a).
(30)
Note that only positive f(x) is meaningful by definition, so
x must be larger than g−1(a) from (28). Besides, whenever
f(x) is concave in x, Γ(N,m) is convex in N .
Proposition 1 shows that f(x) (Γ(N,m)) is not always
concave (convex). To overcome this problem, as shown in
Fig. 6(a), we consider approximating f(x) in the interval
g−1(a) ≤ x < g−12 (a) by taking a linear upper bound and
lower bound. Specifically, since f(x) is convex in the interval
g−1(a) ≤ x < g−12 (a) for a ≤ β, the linear function
fu(x) =
f
(
g−12 (a)
)
g−12 (a)− g−1(a)
(
x− g−1(a)) ; (31)
is an upper bound of f(x); the first-order Tylor expansion of
f(x) at x = g−12 (a), i.e.,
f`(x) = f
′ (g−12 (a)) (x− g−12 (a))+ f (g−12 (a)) . (32)
is a lower bound of f(x).
In Fig. 5, we show the tightness of these two approxima-
tions, and the linear approximation is applied in the interval
where 0.3307 = g−1(a) ≤ x ≤ g−12 (a) = 0.4921.
Although both of the linear approximations are quite tight
from Fig. 5, we will use the lower-bound approximation
(32). First, the lower-bound approximation can be treated
as an achievable rate. Second, by using the lower-bound
approximation, the approximated FBC capacity formula f(x)
is a concave function. Then the corresponding SINR function
8Γk(·) in Problems (24) and (26), is increasing and convex in
the (normalized) number of data bits N/m [35, Proposition
2]. An example is shown in Fig 6(b). In the meanwhile,
with the upper-bound approximation, the approximated FBC
formula is only quasi-concave, and thus the convexity of SINR
functions cannot be guaranteed. Finally, by using (32), the
approximation of the FBC capacity with given blocklength m
and error probability (30) reads
N
m
= fM (x) ,ln(x+ 1)−a
√
x(x+2)
x+1 , if
{
a>β & x≥g−1(a)
a≤β & x≥g−12 (a)
(32), if a≤β & g−1(a) ≤ x<g−12 (a).
(33)
where x is the SINR while a and β are given in Proposition
1.
B. Solving Problems (24) and (26) with Approximation (33)
Now we turn to solve the mixed-integer problems (24) and
(26). Since (24) and (26) have similar structures we first focus
on problem (24). We first provide a solver based on exhaustive
linear search as a benchmark, and then present a more efficient
one based on Lemma 1 and approximation (33).
Benchmark : solver using exhaustive linear search : Note
that the SINR constraints and transmit power constraints in
(24h) and (24i) actually restrict the packet size and block-
lengths to a subset that
H ,
{
N21,m1,m21,m22
∣∣∣
p1 =
Γ1(N1,m1)Γ21(N21,m21)
h2
+
Γ1(N1,m1)
h1
,
p21 =
Γ21(N21,m21)
h2
, p22 =
Γ22(N2 −N21,m22)
h2
and (24h) and (24i) are satisfied
}
. (34)
Thus problem (24) can be rewritten as
min
N21,m1,
m21,m22
m1Γ1(N1,m1)
h1
+
m1Γ1(N1,m1)Γ21(N21,m21)
h2
+
m21Γ21(N21,m21)
h2
+
m22Γ22(N2−N21,m22)
h2
(35a)
s. t. m1 ≤ min{m21, D1}, (35b)
m21 +m22 = D2, (35c)
m1,m21,m22 ≥ mˆ, (35d)
N21 +N22 = N2, (35e)
0 ≤ N21 ≤ N2 − 1, (35f)
(N21,m1,m21,m22) ∈ H, (35g)
where the “=” in (35c) is attained from Lemma 1. It can
be readily verified that, by ignoring constraint (35g), problem
(35) is fully determined by variables N21, m1 and m21. Thus
it can be solved to its global optimal solutions by using a 3-D
exhaustive search method as stated in Algorithm 2, in which
steps 8 − 12 is to guarantee the obtained solution is feasible
to problem (35).
Algorithm 2 Benchmark : 3-D linear search for energy
minimization problem (35)
1: for N21 = 1 : N2 − 1
2: N22 = N2 −N21;
3: for m1 = mˆ : min{D1, D2 − mˆ}
4: for m21 = m1 : D2 − mˆ
5: m22 = D2 −m21;
6: Obtain Γ1, Γ21 and Γ22 through bisection search method.
7: Calculate p1, p21, p22 based on (24b),(24c) and (24d).
8: if (N21,m1,m21,m22) ∈ H.
9: Calculate En based on (35a).
10: else.
11: En = +Inf.
12: end if.
13: end for
14: end for
15: end for
16: Output: Eoptn = min{En};
The complexity of Algorithm 2 is determined by linear
searching of N21 with complexity order O(N2), those of
m1 and m21 with complexity order O
(
1
2
(
2D2 − 3mˆ +
2 − min{D1, D2 − mˆ}
)(
min{D1, D2 − mˆ} + 2 − mˆ
))
.
Besides, in each iteration, it contains 3 times bisection
search to find the optimal SINRs with complexity order of
O
(
3 log
(
maxk{hkPmax}
0
))
where 0 > 0 is the desired
accuracy. Summarily, the total complexity order is given by
O
(
3N2
2
(
2D2−3mˆ+ 2−min{D1, D2− mˆ}
)(
min{D1, D2−
mˆ} + 2 − mˆ) log (maxk{hkPmax}0 )). Considering the high
computational complexity of the 3-D linear search, we seek a
more efficient way to solve problem (35).
Solver based on Convex Approximation : Now we present
the solver which is more efficient than the previous one using
three-dimensional linear search. First by properly utilizing the
latency constraints, problem (35) can be decoupled into two
subproblems each can be solved by two-dimensional linear
search. Then with aids of the convex approximation of FBC
capacity, the search range can be significantly reduced. More
specifically, based on (35b) and Lemma 1, problem (35) can
be decoupled as cases (a) and (b) in the following
a) m21 < D1 : In this case, we have m1 = m21 from Lemma
1 and thus the objective function of problem (35) becomes
m21Γ1(N1,m21)
h1
+
m21Γ1(N1,m21)Γ21(N21,m21)
h2
+
m21Γ21(N21,m21)
h2
+
(D2−m21)Γ22(N2−N21, D2−m21)
h2
;
(36)
and by ignoring constraint (35g), problem (35) becomes
min
N21,m21
m21Γ1(N1,m21)
h1
+
(m21Γ1(N1,m21) +m21) Γ21(N21,m21)
h2
+
(D2 −m21)Γ22(N2 −N21, D2 −m21)
h2
(37a)
s. t. mˆ ≤ D2 −m21, (37b)
mˆ ≤ m21 ≤ D1, (37c)
0 ≤ N21 ≤ N2 − 1. (37d)
9b) m21 ≥ D1 : In this case, we have m1 = D1 from Lemma
1 and the objective function of problem (35) becomes
D1Γ1(N1, D1)
h1
+
D1Γ1(N1, D1)Γ21(N21,m21)
h2
+
m21Γ21(N21,m21)
h2
+
(D2−m21)Γ22(N2−N21, D2−m21)
h2
(38a)
=
(m21+D1Γ1(N1, D1))Γ21(N21,m21)
h2
+
(D2−m21)Γ22(N2−N21, D2−m21)
h2
+
D1Γ1(N1, D1)
h1
.
(38b)
Therefore by ignoring constraint (35g), problem (35) is equiv-
alent to
min
N21,m21
(
m21 +D1Γ1(N1, D1)
)
Γ21(N21,m21)
+ (D2−m21)Γ22(N2−N21, D2−m21) (39a)
s. t. mˆ ≤ D2 −m21, (39b)
D1 ≤ m21, (39c)
0 ≤ N21 ≤ N2 − 1. (39d)
Notice that problem (37) and (39) are determined by variables
m21 and N21, indicating that problem (35) can be solved by
2-D linear search of m21 and N21. Remind that we decouple
problem (35) based on the value of m21, thus we do linear
search of m21 first and then find the optimal N21. Specifically,
for given m21, problem (37) degrades into
min
N21
(m21Γ1(N1,m21) +m21) Γ21(N21,m21)
+ (D2 −m21)Γ22(N2 −N21, D2 −m21) (40a)
s. t. 0 ≤ N21 ≤ N2 − 1. (40b)
and problem (39) degrades into
min
N21
(
m21 +D1Γ1(N1, D1)
)
Γ21(N21,m21)
+ (D2 −m21)Γ22(N2 −N21, D2 −m21) (41a)
s. t. 0 ≤ N21 ≤ N2 − 1. (41b)
With convex approximations in Sec. III-A, Problem (40)
and (41) can be solved by approach which is more efficient
than linear searching N21. With the aids of (33), we also have
the convex approximation of SINR function Γ21(N21,m21). It
can be verified that if approximated Γ21(N21,m21) is convex
in N21, then approximated Γ22(N2 −N21, D2 −m21) is also
convex in N21, and then the low complexity golden section
search method [36] can be modified to find the optimal integer
N21. The remaining challenge is that we still cannot have an
explicit expression of approximated Γ21(N21,m21) due to the
implicit and complex structure of it. Thanks to the monotonic-
ity with respect to Nk, the bisection search algorithm as in
Algorithm 1 can be used to find approximated Γ21(N21,m21)
with given N21. The overall solver with convex approximation
is described in Algorithm 3, which consists of 2-D search. The
outer search is the linear search of m21 and the inner search,
from step 4 to 22, is to find the minimum consumed energy
for given m21 by using the golden section search method, in
Algorithm 3 Proposed convex approximation based algorithm
for problem (35)
1: Given system parameters N1, N2, D1, D2, 1, 21, 22, and calculate
f(x0).
2: for m21 = mˆ : D2 − mˆ
3: Calculate a21, a22, g−1(a21), g−1(a22), f21
(
g−1(a21)
)
,
f22
(
g−1(a22)
)
.
4: Set Nmin = 0, Nmax = N2, and A = 0.618;
5: while Nmax −Nmin ≥  do
6: Set N` = (1−A)(Nmax−Nmin) and Nu = A(Nmax−Nmin).
7: Let N21 = N`
8: if a21 ≤ g−1(x0)
9: if 0 ≤ N21 ≤ f21
(
g−1(a21)
)
, Obtain Γ21(N21,m21) based
on (32);
10: else Obtain Γ21(N21,m21) through bisection search.
11: end if
12: else Obtain Γ21(N21,m21) through bisection search.
13: end if
14: Repeat step 8-13 to calculate Γ22(N22,m22) with a22.
15: if m21 ≤ D1, Calculate consumed energy E` based on
(40a);
16: else Calculate E` based on (41a).
17: end if
18: Let N21 = Nu; Repeat step 7-17 to attain Eu.
19: if E` ≥ Eu, Update Nmin = N`;
20: else Update Nmax = Nu.
21: end if
22: end while
23: Set N ′` =
⌊
Nmax+Nmin
2
⌋
, and N ′u =
⌈
Nmax+Nmin
2
⌉
.
24: Calculate E′N (N
′
`), E
′
N (N
′
u) and
let EoptN = min
{
E′N (N
′
`), E
′
N (N
′
u)
}
.
25: EoptN = (E` + Eu)/2.
26: if EoptN ≤ Eopt, Update Eopt = EoptN .
27: end if
28: end for
which step 7-17 is to find the consumed energy with N21 = N`
where step 8-13 is to find Γ21(N21,m21) with N21 = N`.
The computational complexity of Algorithm 3 is shown
as follows. Given the latency requirement of receiver 2,
D2, the outer search of m21 needs O(D2 − 2mˆ) rounds
to find the optimal m21. In each round, the golden sec-
tion search will be applied to find the optimal N21 with
a complexity order of O
(
logφ
(
N2
0
))
where φ = 1/A
and A is the golden section search parameter. And, in each
golden section search of N21, it contains at most 4 times
bisection search to find optimal Γ. Thus the worse case
complexity order in each round of golden section search
to find N21 is given by O
(
4 log2
(
maxk{Pmaxhk}
0
))
. Sum-
marily, the total complexity of algorithm 3 is bounded
by O
(
4(D2 − 2mˆ) log2
(
N2
0
)
log2
(
maxk{Pmaxhk}
0
))
. Com-
pared to algorithm 2, the computation complexity of algorithm
3 is reduced dramatically by transforming the 3-D linear
search to a 2-D search approach and further its inner search is
conducted by using the efficient golden section search method.
Finally, we present solver for Problem (26). Similar to that
in problem (24), we remove the power constraints in problem
(26) and solve it with the linear search method. Based on the
monotonicity of the energy function in Lemma 1, the optimal
m21 satisfies m∗21 = m1. Thus problem (26) can be solved
by 2-D linear search of m1 and N21. Therefore, for any given
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Fig. 7. Infeasible probabilities of proposed transmission schemes with D2 =
640.
m1, problem (26) is equivalent to
min
N21
m1Γ1(N1,m1)Γ21(N21,m1)
h1
+
m1Γ21(N21,m1)
h2
+
Γ22(N2 −N21, D2 −m1)
h2
(42a)
s. t. 0 ≤ N21 ≤ N2 − 1. (42b)
Same as problem (40) and (41), by using the convex approxi-
mation of FBC capacity (33), problem (42) can be efficiently
solved with the golden section search method.
IV. SIMULATION RESULTS
In this section, simulation results are given to compare the
performance of NOMA and hybrid scheme with that of the
TDMA under FBC. From the discussions on URLLC in 3GPP
[7] [33], we assume that the packets contain equal size of 32
bytes. Also from [7] [33], blocklengths 256, 384 and 640 are
adopted for QPSK modulations with channel code rates 1/2,
1/3 and 1/5 respectively. These will be served as benchmarks
to choose blocklengthes for users D1 and D2 in our following
simulations. The block error probability of each user is set to
be (around) 10−6. For NOMA and the hybrid scheme, we set
1 = 2 = 10
−6 and 21 = 22 = 5 × 10−7 such that the
error probabilities in (4b) and (23) are both around 10−6. We
assume the channel coefficient is composed by the large-scale
path loss and the small-scale Rayleigh fading. In particular,
the distance-dependent path loss is modeled by 10−3d−α
where d = 10 meter is the Euclidean distance between the
transmitter and receiver and α = 2 is the path loss exponent;
and the variance of the small-scale Rayleigh fading is unity.
The energy is obtained by averaging 1000 channel realizations,
if without specification. The system bandwidth is 1MHz and
the noise power density is set to be σ21 = σ
2
2 = −110dBm.
When h1 > h2, both problems (7) and (9) are solved and the
one that yields the smaller energy is chosen as the consumed
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(a) Energy consumption averaged for cases where h1 < h2.
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Fig. 8. Comparisons of consumed energy under NOMA and TDMA with
D2 = 640 and Pmax = 40 dBm.
energy of the NOMA scheme. The energy of TDMA is solved
from the successive upper-bound minimization (SUM) method
in [17].
As noted in Remark 2, the reliability is determined by the
feasibility probability of the optimization problem and the
decoding error probability of each user. We set the communi-
cation reliability requirement of each user as 1− 10−5. With
10−6 block error probability, the maximum infeasible proba-
bility of the optimization problem is approximately 9× 10−6.
Now we evaluate the feasibility probability of each scheme
and determine the corresponding Pmax. Benefit from the
feasibility conditions in Remark 1, the feasibility probabilities
for NOMA and hybrid schemes are easy to find. Remind that
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number of combined packets, with D1 = D2 = 640, Pmax = 40 dBm.
NOMA is just a special cases of the hybrid scheme, thus
the feasibility of the latter is also checked. The feasibility of
TDMA can be checked by checking that of the SUM solver
in [17] while the corresponding complexity is much larger
than Remark 1. Fig. 7 shows the probabilities when TDMA
problem and NOMA problems (5)(7)(9) are infeasible, for
different values of latency constraints and maximum available
power Pmax by performing 107 channel realizations. Note
that when Pmax ≥ 35dBm, the infeasible probabilities are
all smaller than 4 × 10−6, thus the overall communication
reliability can be satisfied. We thus chose Pmax ≥ 35dBm in
the following simulations. From Fig. 7, one can observe that
the infeasible probabilities decrease with the increase of D1.
It can also be observed that when D1 = 256, the TDMA is
a better option; while when D1 = 384 and 640, the NOMA
schemes can outperform the TDMA due to that SIC can be
efficiently performed at receivers.
Fig. 8 compares the total consumed energy of the NOMA
and TDMA schemes with different latency requirements of
user 1, in which Fig. 8(a) averages the cases of h1 < h2 and
Fig. 8(b) averages the cases of h1 ≥ h2. As it can be seen in
Fig. 8(a), the total consumed energies for both schemes decline
with the increase of D1. Specifically, for the NOMA scheme,
the total consumed energy is strictly decreasing with D1. The
reason is that, from Section II the optimal blocklength m∗1 of
user 1 is D1, then a larger D1 allows a longer m∗1 and thus
a smaller power and energy for delivering the packet for user
1. The consumed energy for user 2 is also decreased due to
the reduced interference from user 1, and together resulting
strictly decreasing energy with increasing D1. While for the
TDMA scheme, unlike NOMA, the optimal blocklength m∗1
does not always equal to D1. When D1 is small, same as
NOMA the optimal m∗1 = D1, and the total consumed energy
decreases when D1 increases. However, when D1 is large
enough, m∗1 < D1 and m
∗
1 becomes a constant when D1
increases. As a result, the total consumed energy decreases
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(a) Energy consumption with D2 = 640and N = 32, by averaging 1000
channel realizations.
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(b) Energy consumption withD2 = 640, N = 32∗3, and channel realization
h1 = 300 and h2 = 30.
Fig. 10. Energy consumption of proposed transmission schemes with Pmax =
40dBm and D2 = 640.
first and then keeps unchanged in TDMA. From Fig. 8(b), we
can observe that the consumed energy of the TDMA scheme is
almost a constant when D1 ≥ 280, indicating that the schedule
of user 1 is finished before D1 with high probability due to the
good channel condition h1. Finally, it is important to note that
D1 approaches D2, the NOMA scheme gradually performs
better than the TDMA scheme since SIC can effectively reduce
the interference as long as it is feasible.
We also compares the energy consumptions predicted by
invoking FBC capacity and Shannon capacity in Fig. 9, by
fixing latency requirements but varying numbers of transmitted
packets combined. Since it was already pointed out in [17]
that the Shannon capacity formula underestimates the energy
12
for TDMA, we only shows the energy consumption of NOMA
by using the Shannon capacity. Again, using Shannon capacity
still results in under-estimation of the energy consumption in
NOMA. Furthermore, Shannon capacity may not will predict
the feasibility of SIC and decoding probabilities may increases.
It can be also observed that the performance gain of NOMA
compared to TDMA increases with the increase of the number
of transmitted packets due to higher spectrum efficiency from
non-orthogonal super-position coding. Finally, to investigate
the energy consumption of the proposed hybrid scheme, in
Fig. 10(a), it is compared with those from pure NOMA and
TDMA when the packet size is 32 bytes. One can observe
that the proposed hybrid transmission scheme possesses the
advantages of both the TDMA and NOMA scheme. Moreover,
the hybrid scheme can be even more promising when the
packet size is lager than 32 bytes. For example, in Fig. 10(b),
when the combined packet size is 32 × 3 = 96 bytes, the
hybrid scheme can be “strictly” better than both NOMA and
TDMA schemes even when D1 is only half D2, that is,
D1 = 320. The simulations for Fig 10(b) are performed under
Pmax = 40dBm, where the infeasible probability is smaller
than 7× 10−6 when D1 = 256.
V. CONCLUSIONS
In this paper, we have considered the energy-efficient trans-
mission design problems subject to heterogeneous and strict
latency and reliability constraints at receivers. The FBC has
been adopted to explicitly describe the trade-off between la-
tency and reliability. We first investigated the NOMA scheme.
However, due to the heterogeneous latency requirements, tra-
ditional SIC scheme may not be valid. To cope with this, novel
interference mitigation schemes have been proposed. Then
by well utilizing the structure of the formulated nonconvex
problems in NOMA schemes, optimal transmission powers
and code block lengths have been derived and the feasibility
of the problem is easy to check. We have found that, due to
the heterogeneous latency, the NOMA scheme cannot achieve
its best energy efficiency as the traditional ones. In view of
this, we have presented a hybrid scheme which can include
the TDMA and NOMA as special cases. While the problem
is difficult to solve, by approximating the FBC capacity
formula, we have proposed the suboptimal but computationally
efficient algorithm. The simulation results have shown that the
hybrid scheme can possess the advantages of both NOMA and
TDMA.
APPENDIX A
PROOF OF LEMMA 1
For the simplicity of notations, we remove the subindex of
all variables and let x denote the SINR. Based on (5b), we
define
F (m,x) , m ln(x+ 1)−√m
√
x(x+ 2)
(x+ 1)
Q−1()−N ln 2
= 0, (43)
and the partial derivatives of F (m,x) with m and x can be
described as
F ′m = ln(x+ 1)−
Q
2
√
m
√
x(x+ 2)
x+ 1
, (44a)
F ′x =
m
x+ 1
− Q
√
m
(x+ 1)2
√
x(x+ 2)
. (44b)
As is shown in [17], F ′m > 0 and F
′
x > 0 always hold with
m > 0 and x > 0 respectively. The monotonicity of E(m) =
mΓ(m), where Γ(m) = x, can be verified by checking the
sign of its first derivative. From the implicit function theorem
[32]
dE
dm
=
dmx
dm
=x+m
dx
dm
=x−mF
′
m
F ′x
$xF ′x −mF ′m, (45)
where A $ B denotes that A and B have the same sign. The
sign of dEdm is checked in (46). Note that the right-hand side
of (43) is a quadratic equation of
√
m, and by letting Q =
Q−1() and c =
√
x(x+ 2)Q2 + 4(x+ 1)2 ln(x+ 1)N ln 2,
the positive root
√
m given x in (46c) is
√
m =
√
x(x+ 2)Q+ c
2(x+ 1) ln(x+ 1)
(47)
and it results in (46d); also (46c) and (46f) hold due to√
m > 0 and 2
√
x(x+ 2)(x + 1)2 ln(x + 1) > 0 for x > 0
respectively; (46i) holds because of x− (x+ 1) ln(x+ 1) < 0
with x > 0 and the fact that 2
√
a+ b ≥ √2(√a + √b) for
a, b > 0; (46j) holds owing to ln(x+ 1) ≥ 2xx+2 for x > 0. In
addition, (46m) holds since x3(x+ 2) > 0 for x > 0.
To prove that E(m) is a monotonically decreasing function,
we need f1(Q,N) < 0 and f2(Q,N) < 0 in (46), indicating
Q√
N
≤ 2
√
ln 2
4−√2 (48)
Note that both f1(Q,N) and f2(Q,N) increase with Q and
decrease with N , and Q = Q−1() is a monotonically
decreasing function with . Therefore, for the pair (,N)
satisfying (48), if we increase  and N , the monotonicity of
E(m) also holds. This completes the proof. 
APPENDIX B
PROOF OF PROPOSITION 1
Due to f(x) ≥ 0, it needs
a ≤ (x+ 1) ln(x+ 1)√
x(x+ 2)
, g(x) (49)
To verify the monotonicity and convexity of f(x), we give its
first and second-order derivatives as follows
f ′(x) =
1
x+ 1
− a
(x+ 1)2
√
x(x+ 2)
, (50a)
f ′′(x) =
−1
(x+ 1)2
+
a(2(x(x+ 2)) + (x+ 1)2)
(x+ 1)3(x(x+ 2))
3
2
(50b)
To guarantee f(x) a monotonically increasing function, we
require f ′(x) ≥ 0. Thus it needs
a ≤ (x+ 1)
√
x(x+ 2) , g1(x) (51)
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dE
dm
$ xF ′x −mF ′m =
mx
x+ 1
− Q
√
mx
(x+ 1)2
√
x(x+ 2)
−m ln(x+ 1) + Q
√
m
2
√
x(x+ 2)
x+ 1
(46a)
=
(
x
x+ 1
− ln(x+ 1)
)
m+
(x+ 1)(x(x+ 2))− 2x
2(x+ 1)2
√
x(x+ 2)
Q
√
m (46b)
$
(
x
x+ 1
− ln(x+ 1)
)√
m+
x3 + 3x2
2(x+ 1)2
√
x(x+ 2)
Q (46c)
=
(
x
x+ 1
− ln(x+ 1)
) √
x(x+ 2)Q+ c
2(x+ 1) ln(x+ 1)
+
x3 + 3x2
2(x+ 1)2
√
x(x+ 2)
Q (46d)
=
x
√
x(x+ 2)Q+ cx
2(x+ 1)2 ln(x+ 1)
− ln(x+ 1)
√
x(x+ 2)Q+ c ln(x+ 1)
2(x+ 1) ln(x+ 1)
+
x3 + 3x2
2(x+ 1)2
√
x(x+ 2)
Q (46e)
$ x2(x+2)Q+cx
√
x(x+2)−x(x+1)(x+2) ln(x+1)Q− c(x+1)
√
x(x+2) ln(x+1) + (x3 + 3x2) ln(x+ 1)Q (46f)
=
(
x2(x+2)−(x3+3x2+2x) ln(x+1)+(x3+3x2) ln(x+1))Q+(x−(x+1) ln(x+1))√x(x+2)c (46g)
=
(
x2(x+2)−2x ln(x+1))Q+(x−(x+1) ln(x+1))√x(x+2)√x(x+2)Q2+4N(x+1)2ln(x+1)ln 2 (46h)
≤ (x2(x+2)−2x ln(x+1))Q+√2
2
(
x−(x+1) ln(x+1))√x(x+2)(√x(x+2)Q2 +√4N(x+1)2 ln(x+1) ln 2) (46i)
≤
(
x2(x+2)−2x 2x
x+2
)
Q+
√
2
2
(
x−(x+1) 2x
x+2
)
x(x+2)Q+
√
2
(
x−(x+1) 2x
x+2
)
(x+1)
√
x(x+2)
√
2x
x+2
N ln 2 (46j)
=
(
x2(x+ 2)2 − 4x2) (x+ 2)Q− √2
2
x3(x+ 2)2Q−
√
2x2(x+ 1)
√
x(x+ 2)
√
2x(x+ 2)N ln 2 (46k)
= x3(x+ 4)(x+ 2)Q−
√
2
2
x3(x+ 2)2Q− 2x3(x+ 1)(x+ 2)
√
N ln 2 (46l)
$ 2(x+ 4)Q−
√
2(x+ 2)Q− 4(x+ 1)
√
N ln 2 (46m)
= (2Q−
√
2Q− 4
√
N ln 2)︸ ︷︷ ︸
f1(Q,N)
x+ 8Q− 2
√
2Q− 4
√
N ln 2︸ ︷︷ ︸
f2(Q,N)
. (46n)
It can be easily proved that g1(x) ≥ g(x) for x ≥ 0, which
implies that if the finite blocklength capacity formula holds
then f(x) is a monotonically increasing function. Further, to
guarantee f(x) a concave function, we require f ′′(x) ≤ 0 and
have
f ′′(x) =
−1
(x+ 1)2
+
a(2(x(x+ 2)) + (x+ 1)2)
(x+ 1)3(x(x+ 2))
3
2
(52a)
=
a(3x2 + 6x+ 1)− (x+ 1)(x(x+ 2)) 32
(x+ 1)3(x(x+ 2))
3
2
(52b)
$ a(3x2 + 6x+ 1)− (x+ 1)(x(x+ 2)) 32 ≤ 0 (52c)
or equivalently
a ≤ (x+ 1)(x(x+ 2))
3
2
3x2 + 6x+ 1
, g2(x) (53)
On the contrary, when a ≥ g2(x), f(x) is convex.
With some algebraic manipulations, we can find that g(x)
and g2(x) are monotonically increasing functions, and g2(x) ≤
g(x) for 0 ≤ x ≤ x0; g2(x) > g(x) for x > x0 where
x0 = 0.6904 is the positive solution of equation g2(x) = g(x).
Therefore, for given parameter a and defining β , g(x0) =
g2(x0), if a > β, f(x) is concave for x ≥ g−1(a); if a ≤ β,
f(x) is convex for g−1(a) ≤ x ≤ g−12 (a) and concave for
x > g−12 (a). This completes the proof. 
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