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El presente trabajo propone el diseño de un modelo de datos, que permita identificar 
y predecir pasatiempos y afinidades académicas a partir de la detección de 
patrones. La extracción de la información tiene como fuente la cuenta oficial de 
Twitter de la Universidad Católica de Colombia (“@UCatolicaCol”). 
Este modelo de datos permite detectar, clasificar, cuantificar y predecir gustos 
personales. A partir de información ya procesada por el modelo, el proyecto se 
convierte en un insumo para el área de bienestar universitario y con ello, aumentar 
la participación de estudiantes y docentes en actividades extracurriculares ofrecidas 
por la Universidad Católica de Colombia, que también será insumo para crear 
comunidades de interés a partir de personalizaciones de la información. 
En primera instancia, se extraerán los datos a partir de la red social Twitter, por 
medio de Apis y librerías, las cuales están creadas para los diferentes lenguajes de 
programación, estos datos serán insertados en archivos Json. Posterior a esto, los 
registros serán extraídos desde los Json y almacenados en archivos con formato 
csv, que finalmente serán los Dataset, los cuales servirán como fuente de 
información para el modelo de datos. 
Luego de esto, se procesarán y clasificarán estos datos, usando dos algoritmos de 
clasificación, obteniendo como resultado los diferentes grupos de datos, 
dependiendo sus características en común y siendo clasificados por los mismos 
algoritmos de Machine Learning. Luego procesa los nuevos datos entrantes y los 
clasifica en uno de los grupos ya creados anteriormente por el mismo algoritmo de 
clasificación, de esta manera es como el modelo ya entrenado, puede predecir a 
qué grupo pertenece cada registro nuevo, a partir de uno de los campos definidos 
en el Dataset. 
Finalmente se realiza una prueba de clasificación, sacando una muestra de los 
Dataset obtenidos en la extracción de datos, definiendo un porcentaje no mayor al 
50% para pruebas y el restante para el entrenamiento de los algoritmos de 
clasificación. Se validan los resultados obtenidos del procesamiento, contra 
información real extraída de las diferentes cuentas de Twitter. 
Palabras clave: Modelo de datos, patrones, Twitter, Apis, Json, Csv, Dataset, 





En estos últimos tiempos, las redes sociales se han convertido en un espacio muy 
relevante para la libre expresión, en las cuales se exponen diferentes opiniones 
personales, se publican gustos o afinidades por ciertas actividades o pasatiempos. 
Debido a esto, se han convertido en fuentes de información muy importantes, para 
poder conocer o detectar inclinaciones políticas, culturales y sociales, pasatiempos 
favoritos, afinidades académicas y opiniones personales. 
 
Una de las redes sociales más usada por personas de todas las edades es Twitter, 
ya que es una gran fuente de información en tiempo real, para temas de interés y 
que son principal tendencia en cualquier parte del mundo. Estas tendencias, 
descripciones u opiniones personales, pueden ser de gran utilidad para lograr 
identificar que le gusta o que le disgusta a una persona. Por lo anterior expuesto y 
analizando la importancia de la información que reposa la red social, se identifica 
que al utilizar las técnicas de Machine Learning y algoritmos de clasificación, se 
puede detectar, predecir, clasificar y cuantificar información relevante, la cual se 
convierte en insumo para perfilar actividades de interés que pueden ser ofrecidas a 
esta comunidad. 
 
Estos algoritmos de clasificación de Machine Learning, nos permite identificar 
patrones en grandes cantidades de datos y clasificarlos a partir de alguna 
característica en común, una de sus grandes ventajas es que permite predecir cierta 
información desde un entrenamiento sobre los datos extraídos y almacenados. 
 
Es de anotar que Machine Learning, es una rama de la inteligencia artificial (IA), la 
cual se encarga de “desarrollar técnicas que permiten a las computadoras aprender 
y generalizar comportamientos a partir de una información no estructurada” 27.  
 
Dentro del Machine Learning hay dos tipos de aprendizajes: el supervisado “es 
cuando entrenamos un algoritmo dándole las preguntas (características) y las 
respuestas (etiquetas). Así en un futuro el algoritmo pueda hacer una predicción 
conociendo las características” 2. El cual será implementado dentro del presente 
modelo de datos. Y existe también el tipo de aprendizaje no supervisado, “aquí solo 
le damos las características al algoritmo, nunca las etiquetas. Queremos que nos 
agrupe los datos que le dimos según sus características. El algoritmo solo sabe que 
como los datos comparten ciertas características, de esa forma asume que pueda 
que pertenezcan al mismo grupo” 2. 
 
_______________________ 
27 Peter Lang. Studien zur romanischen sprachwissenshcaft und interkulturellen kommunikation – Internationaler verlag der 
Wissencharften – Chapter 2 Page 101 




En el presente modelo de datos, se implementará un aprendizaje supervisado, ya 
que los algoritmos serán entrenados por medio de ciertas características (campos 
de entrada) y etiquetas (campos de respuesta). En este tipo de aprendizaje hay dos 
clases de algoritmos: de clasificación y de regresión. Concretamente se 
implementarán los algoritmos de clasificación: “kneighbors” y “RandomForest”. Ya 
que esperamos que el algoritmo nos diga a qué grupo pertenece el registro asignado 
como entrada. De igual manera en el algoritmo se encuentran patrones de datos, 
que asignan y clasifican grupos y es así como se puede predecir a que grupo 






































1. PLANTEAMIENTO DEL PROBLEMA 
1.1 Descripción del problema 
La Universidad Católica de Colombia al corte del 31 de diciembre de 2020, tiene un 
total de 34 programas académicos, en los cuales se encuentran matriculados: 7801 
estudiantes de Pregrado; 1.771 de Especialización; 111 de Maestría; 20 de 
Doctorado; para un total de 9.703 estudiantes. Cuenta también con 370 profesores 
de tiempo completo; 5 de medio tiempo y 233 profesores de cátedra; para un total 
de 608 docentes 1. De los cuales todos tienen interacción con por lo menos una red 
social, publicando constantemente pasatiempos favoritos o afinidades académicas 
por algún tema en particular. Esta información publicada en redes sociales, no está 
clasificada de manera adecuada, para poder detectar fácilmente cuales son los 
principales temas de interés de la comunidad universitaria. 
Cada día las personas, empresas e instituciones académicas se involucran más en 
el uso del Internet y el intercambio de información por medio de las redes sociales, 
y  la Universidad Católica de Colombia no es ajena a esta tendencia,  actualmente 
cuenta con 20.756 seguidores en la red social Twitter 3 y estos flujos de información 
no se aprovechan en un 100% o de manera adecuada,  ya que es un medio de 
comunicación que puede ser efectivo para toda la comunidad académica de la 
Universidad. 
Se puede decir que el mayor tiempo del día estamos conectados con nuestras redes 
sociales por medio de nuestro celular o un computador, existe un constante 
intercambio de información dependiendo de nuestros gustos personales e intereses 
académicos. Muchas veces toda esta información no es canalizada y aprovechada 
de manera correcta. Dentro de la comunidad académica de la Universidad Católica 
de Colombia, pueden existir pasatiempos, opiniones personales, inclinaciones 
políticas, deportes o afinidades académicas en común, pero no existe la forma de 
clasificar esta información de manera adecuada, a partir de los datos expuestos en 
las redes sociales, concretamente en Twitter. 
Debido al intercambio constante de información por medio de redes sociales, en 
este caso Twitter, se pretende detectar cuáles son los pasatiempos y temas de 
interés más comunes dentro de la comunidad académica de la Universidad Católica 
de Colombia. 
_______________________ 
1 ucatolica.edu.co [en línea] Universidad en cifras <https://www.ucatolica.edu.co/portal/nuestra-universidad/universidad-en-cifras/> 




Para abordar este tipo de problemas, existen servicios diseñados especialmente 
para la implementación de algoritmos de Machine Learning, ya sean de regresión o 
clasificación, un ejemplo es SageMaker de AWS, el cual permite: construir, entrenar 
e implementar modelos de Machine Learning. Logrando generar flujos de trabajo 
replicables, escalables y automatizados. Que van desde la preparación de los datos 
hasta la implementación y  la gestión de los modelos, pasando por la construcción, 
el entrenamiento y la optimización de estos. Este servicio permite desde el inicio, 
recolectar y preparar los datos, construir o elegir algoritmos ya construidos y poder 
entrenar modelos. Estos servicios combinan una amplia gama de técnicas y 
algoritmos de Machine Learning, principalmente trabaja con algoritmos de 
clasificación y regresión, que básicamente lo que hacen es agrupar datos. El 
algoritmo encuentra patrones en los datos que le damos y los clasifica en grupos. 
Luego compara los nuevos datos de entrada y los ubica en uno de los grupos, 
dependiendo de alguna característica en común y es así como puede predecir a 
que categoría pertenece el dato. 2 Obteniendo esta clasificación de datos, se puede 
mejorar  la participación de la comunidad académica en actividades 
extracurriculares, ya que esta misma es muy baja, porque en la actualidad no existe 
un método que permita identificar, clasificar, categorizar y cuantificar este tipo de 
información. Debido a esto, es importante implementar un modelo de datos, el cual 
nos permita identificar fácilmente cuales son los principales pasatiempos e intereses 




















1.2 Formulación del problema 
 
De acuerdo con lo anterior, podemos plantear la siguiente pregunta de 
investigación:   
¿Cómo se puede automatizar el proceso de detección y clasificación de 
pasatiempos y afinidades académicas para la comunidad académica de la 









































2.1 Objetivo general  
Proponer un modelo de datos para detectar patrones, que permitan identificar 
pasatiempos y afinidades académicas, a partir de una muestra de los seguidores 
de la cuenta oficial de Twitter de la Universidad Católica de Colombia 
(@UCatolicaCol). 
2.2 Objetivos específicos 
Construir un Dataset, extrayendo datos de los seguidores de la cuenta oficial de 
Twitter de la Universidad Católica de Colombia (@UCatolicaCol), para usarlos como 
fuente principal del modelo de datos. 
Clasificar los datos,  por medio de algoritmos de Machine Learning, para categorizar 
y cuantificar la información. 
Proponer la estructura y arquitectura del modelo de datos, para la implementación 
de los algoritmos de clasificación. 
Evaluar la eficiencia de los algoritmos, por medio de una prueba de clasificación de 

















Los algoritmos de clasificación son muy útiles al momento de clasificar y predecir 
información  a partir de ciertas características, ya que se encargan de encontrar 
patrones en grandes cantidades de datos, que se asignan como entrada y los 
clasifica en grupos dependiendo de las características en común, luego de esta 
misma manera y ya entrenado el algoritmo con cierta cantidad de datos, compara 
los nuevos datos y los clasifica en los grupos ya creados y de esta manera es que 
realiza las predicciones de información2. 
 
La clasificación supervisada, la cual será implementada en el modelo de datos “es 
una de las tareas que más frecuentemente son llevadas a cabo por los denominados 
Sistemas Inteligentes. Por lo tanto, un gran número de paradigmas desarrollados 
bien por la Estadística (Regresión Logística, Análisis Discriminante) o bien por la 
Inteligencia Artificial (Redes Neuronales, Inducción de Reglas, Árboles de Decisión, 
Redes Bayesianas) son capaces de realizar las tareas propias de la clasificación28.  
 
Como fuente de datos principal, se va a utilizar la red social Twitter, de la cuenta 
oficial de la Universidad Católica de Colombia (@UCatolicaCol), la cual cuenta con 






















2 redicces.org.sv [en línea]  Lilian Judith Sandoval, Algoritmos de aprendizaje automático para análisis y predicción de datos 
<http://redicces.org.sv/jspui/handle/10972/3626> 
28 bookdown.org [en línea] Métodos de clasificación <https://bookdown.org/content/2274/metodos-de-clasificacion.html> 
3 twitter.com [En Línea] cuenta @UcatolicaCol <https://twitter.com/UCatolicaCol>  
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4. ALCANCE Y LIMITACIONES   
4.1 Alcance 
El alcance del proyecto estará dado hasta la propuesta de un modelo de datos, el 
cual detectará patrones para identificar pasatiempos y afinidades académicas a 
partir de las cuentas seguidoras de la cuenta oficial de Twitter, de la Universidad 
Católica de Colombia (@UCatolicaCol). 
4.2 Limitaciones  
El modelo de datos que se presenta en el proyecto, se limita hasta la fase de diseño, 
y tendrá como objeto la analítica y procesamiento de datos para la red social Twitter 
de la comunidad académica de la Universidad Católica de Colombia. 
La implementación de este diseño, estará sujeto a una segunda fase de desarrollo, 
este documento será insumo para la posterior fase y requerirá ser aprobado por el 





























5. MARCO REFERENCIAL 
 
A continuación, se presenta el marco teórico y el marco conceptual. 
5.1 MARCO TEÓRICO 
La clasificación automática de textos es por lo general un proceso supervisado 
(Baeza-Yates & Ribeiro-Neto, 1996). Esto significa que requiere de un conjunto de 
documentos previamente clasificados por expertos humanos que funcionan como 
entrenamiento para el sistema. Así, un conjunto de documentos clasificados por un 
humano en cierta categoría sirven para que el clasificador automático genere una 
clasificación propia frente a datos desconocidos. El desempeño del clasificador 
automático dependerá de qué tan similar sea esta clasificación respecto a la 
humana (Sebastiani, 2002) 29.  
5.1.1 Twitter API: 
Es la interfaz por medio de la cual Twitter proporciona a las empresas, 
desarrolladores y usuarios acceso programático a los datos de Twitter. Se puede 
utilizar para recuperar y analizar datos32.  
Esta API proporciona acceso a una variedad de recursos: 
● Tweets 
● Usuarios 




En un nivel superior, las API son la forma en que los programas informáticos 
"hablan" entre sí para solicitarse y enviarse información. Para esto, se le permite a 
la aplicación del software que llame a lo que se denomina punto de conexión: una 
dirección que corresponde a un tipo específico de información que proporcionamos 
(generalmente, los puntos de conexión son únicos, como los números telefónicos). 
Twitter permite acceder a partes de nuestro servicio mediante las API para 
permitirles a las personas crear software que se integre con Twitter, como una 
solución que ayuda a una empresa a responder a la opinión del cliente en Twitter. 
_______________________ 
29 scielo.conicyt.cl [en línea] Clasificación automática de textos usando redes de palabras 
<https://scielo.conicyt.cl/pdf/signos/v47n86/a01.pdf> 
32 help.twitter.com [en línea] API de Twitter <https://help.twitter.com/es/rules-and-policies/twitter-
api#:~:text=Para%20compartir%20informaci%C3%B3n%20en%20Twitter,interfaces%20de%20programaci%C3%B3n%20de%20apli
caciones).>    
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Los datos de Twitter son únicos y se extraen a partir de datos de la mayoría de las 
otras redes sociales porque reflejan información que los usuarios deciden compartir 
de forma pública. Twitter API ofrece un amplio acceso a los datos de Twitter que los 
usuarios han decidido compartir con el mundo. Twitter también es compatible con 
Apis que permiten a los usuarios administrar su propia información de Twitter que 
no es pública (como los Mensajes directos) y brindarla a los desarrolladores. 
Ventajas del uso de API: 
● No depende de la estructura HTML de la página. 
● Para iniciar con la extracción de datos, no es necesario desarrollar un 
complemento de Software adicional. 
Desventajas del uso de API: 
● No proporcionan toda la información disponible. Solo exponen una 
parte de los datos. 
● Tienen ciertas limitaciones al momento de exponer datos. 
5.1.1.2 Acceso a datos de Twitter 
Cuando se quiere acceder a la API de Twitter se debe registrar una aplicación. De 
forma predeterminada, las aplicaciones solo pueden acceder a información pública 
en Twitter. Ciertos puntos de conexión, como aquellos responsables del envío o 
recepción de Mensajes directos, requieren que se  otorguen permisos adicionales 
antes de poder acceder a la información. Estos permisos no se otorgan de forma 
predeterminada; se debe elegir según cada aplicación si se desea otorgar este 
acceso. 
Las API de Twitter incluye una gran variedad de puntos de conexión, que se dividen 
en cinco grupos principales: 
Cuentas y usuarios  
Les permitimos a los desarrolladores administrar de forma programática el perfil y 
la configuración de una cuenta, silenciar o bloquear usuarios, administrar usuarios 
y seguidores, solicitar información sobre actividad de una cuenta autorizada y 
mucho más. Estos puntos de conexión pueden ayudar a servicios ciudadanos, como 
el Commonwealth of Virginia’s Department of Emergency Management 
(Departamento de administración de emergencias del Commonwealth de Virginia) 




Tweets y respuestas  
Los Tweets y las respuestas públicas están a disposición de los desarrolladores, y 
les permitimos publicar Tweets a través de nuestra API. Los desarrolladores pueden 
acceder a los Tweets al buscar palabras clave específicas o solicitar una muestra 
de Tweets de cuentas específicas. 
Las ONG, como la ONU, usan estos puntos de conexión para identificar, 
comprender y contrarrestar información errónea sobre iniciativas de salud pública. 
Por ejemplo, en Indonesia, existían rumores permanentes de que las vacunas 
contenían productos porcinos o provocan infertilidad. Al comprender cómo se 
iniciaron los rumores y cómo se divulgaron, la ONU organizó un equipo en terreno 
para ayudar a disipar estos mitos, que causaban una gran inquietud en esta nación 
principalmente musulmana. De la misma forma, ayudamos a los investigadores a 
notar señales tempranas de síntomas de brotes de enfermedades y supervisar su 
contagio. Recientemente, un equipo en la Northeastern University desarrolló una 
técnica nueva para hacer seguimiento de la gripe mediante los datos de Twitter que 
prevé brotes hasta con seis semanas de anticipación, mucho antes que otros 
modelos, sin perder precisión.  
Mensajes directos 
Hay puntos de conexión de Mensajes directos que brindan acceso a las 
conversaciones por DM de usuarios que han otorgado permiso de forma explícita a 
una aplicación específica. No vendemos Mensajes directos. Nuestras API de DM 
proporcionan acceso limitado a desarrolladores para crear experiencias 
personalizadas en Twitter, como la campaña de Wendy's: March Madness bracket 
builder. En el caso de las cuentas que son de las empresas o cuentas que 
administran, pueden crear estas experiencias de diálogos en función de personas o 
chatbots para comunicarse directamente con clientes para ofrecerles atención, 
marketing o experiencias de interacción con la marca.  
Anuncios  
Existen un conjunto de Apis para permitir a los desarrolladores, como Sprinklr, 
ayudar a las empresas a crear y administrar automáticamente campañas de 
anuncios en Twitter. Los desarrolladores pueden usar Tweets públicos para 
identificar temas e intereses, y así brindar a las empresas herramientas para 




32 help.twitter.com [en línea] API de Twitter <https://help.twitter.com/es/rules-and-policies/twitter-
api#:~:text=Para%20compartir%20informaci%C3%B3n%20en%20Twitter,interfaces%20de%20programaci%C3%B3n%20de%20apli
caciones).>    
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Herramientas y SDK del editor  
Proporcionamos herramientas para desarrolladores y editores de software que 
permiten integrar las cronologías de Twitter, el botón para compartir y otros 
contenidos de Twitter en las páginas web. Estas herramientas les permiten a las 
marcas incluir conversaciones públicas en vivo de Twitter en su experiencia web, 
de forma de que los clientes puedan compartir fácilmente información y artículos de 
sus sitios32.  
 
5.1.2 Tweepy 
Librería de Python que sirve para acceder a Twitter API. Me permite comunicarme 
con el API simplemente llamando funciones 4. 
5.1.3 Machine Learning  
 
Es una rama de la Inteligencia Artificial que se encarga de generar algoritmos que 
tienen la capacidad de aprender y no tener que programarlos de manera explícita. 
El desarrollador no tendrá que sentarse a programar por horas tomando en cuenta 
todos los escenarios posibles ni todas las excepciones posibles. Lo único que hay 
que hacer es alimentar el algoritmo con un volumen gigantesco de datos para que 
el algoritmo aprenda y sepa qué hacer en cada uno de estos casos 2.  
5.1.4 Algoritmos de clasificación 
Esperamos que el algoritmo nos diga a qué grupo pertenece el elemento en estudio. 
El algoritmo encuentra patrones en los datos que le damos y los clasifica en grupos. 
Luego compara los nuevos datos y los ubica en uno de los grupos y es así como 
puede predecir de qué se trata. La variable por predecir es un conjunto de estados 
discretos o categóricos. Pueden ser:  
Binaria: {Sí, No}, {Azul, Rojo}, {Fuga, No Fuga}, etc.  
Múltiple: Comprará {Producto1, Producto 2…}, etc.  




32 help.twitter.com [en línea] API de Twitter <https://help.twitter.com/es/rules-and-policies/twitter-
api#:~:text=Para%20compartir%20informaci%C3%B3n%20en%20Twitter,interfaces%20de%20programaci%C3%B3n%20de%20apli
caciones).>   
4 tweepy.org [en línea] Tweepy <https://www.tweepy.org/> 




Figura 1 Gráfico de un algoritmo de clasificación 
 
Fuente: Algoritmos de aprendizaje automático para análisis y predicción de datos [autor] Sandoval 
Serrano, Lilian Judith Disponible en internet: <http://redicces.org.sv/jspui/handle/10972/3626> 
 
 
5.1.5 Modelos de árbol  
Son modelos precisos, estables y más sencillos de interpretar básicamente porque 
construyen unas reglas de decisión que se pueden representar como un árbol. A 
diferencia de los modelos lineales, pueden representar relaciones no lineales para 
resolver problemas. En estos modelos, destacan los árboles de decisión y los 
RandomForest (una media de árboles de decisión). Al ser más precisos y 
elaborados, obviamente ganamos en capacidad predictiva, pero perdemos en 
rendimiento2.   
_______________________ 




Figura 2 Gráfico de un Modelo de Árbol 
 
Fuente: Algoritmos de aprendizaje automático para análisis y predicción de datos [autor] Sandoval 
Serrano, Lilian Judith Disponible en internet: <http://redicces.org.sv/jspui/handle/10972/3626> 
5.1.6 Clasificación automática de textos como Máquinas de Aprendizaje 
Bajo el marco formal de Máquinas de Aprendizaje se define como “D” el espacio de 
entrada que representa los documentos de textos y “C” el espacio de salida de un 
proceso de clasificación realizado por un humano, donde cada par {d i,ci} 
corresponden al documento y la categoría en la que este fue clasificado, 
respectivamente. Asimismo, se define Z como el conjunto de todos estos pares de 
documentos y sus clasificaciones, zi = (di ,ci). Los valores de “Z” corresponden a los 
datos que sirven de ejemplo para que la Máquina de Aprendizaje utilice en su 




Figura 3 Esquema de la clasificación automática de textos. 
 
Fuente: Clasificación automática de textos usando redes de palabras [autor] Juan Pablo Cárdenas. 
Disponible en internet: <https://scielo.conicyt.cl/pdf/signos/v47n86/a01.pdf> 
5.1.7 Pre procesamiento de datos 
En el pre procesamiento de datos, los registros se someten a una serie de técnicas 
que permiten limpiar y reducir las características de los textos, facilitando el análisis 
de los datos mediante ML30. 
5.1.8 RandomForest 
RandomForest (RF) es un algoritmo de aprendizaje supervisado con el cual se crea 
y se combina aleatoriamente los múltiples árboles de decisión, además es un meta 
estimulador que se ajusta a distintos clasificadores y utiliza el promedio para mejorar 






29 scielo.conicyt.cl [en línea] Clasificación automática de textos usando redes de palabras 
<https://scielo.conicyt.cl/pdf/signos/v47n86/a01.pdf> 
30 scielo.org.co [en línea] Análisis de sentimientos, mediante ML <http://www.scielo.org.co/scielo.php?script=sci_arttext&pid=S2215-
910X2021000100001> 
31 scikit-learn.org [en línea] RandomForest with scikit-learn <https://scikit-
learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html>    
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Las estructuras en los datos crecen lo suficientemente grandes, teniendo en cuenta 
la baja parcialidad. Los árboles de decisiones son ruidosos, puesto que estos se 
miden con el promedio, además ya que cada árbol que se genera se distribuye de 
manera idéntica31. 
Figura 4 Árbol de decisión RandomForest 
 
Fuente: From a single decision tree to a random forest [autor] Rosaria Silipo Disponible en 
internet:<https://www.dataversity.net/from-a-single-decision-tree-to-a-random-forest/> 
5.1.9 Amazon SageMaker  
Servicio de AWS que ayuda a los científicos de datos y a los desarrolladores a 
preparar, crear, entrenar e implementar con rapidez modelos de aprendizaje 
automático de alta calidad al poner a disposición un amplio conjunto de capacidades 
especialmente creadas para el aprendizaje automático.  
El primer entorno de desarrollo completamente integrado que se ha diseñado 
específicamente para el aprendizaje automático y que trae todo lo que se necesita 





31 scikit-learn.org [en línea] RandomForest with scikit-learn <https://scikit-
learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html>    
5 aws.amazon.com [en línea] AWS SageMaker <https://aws.amazon.com/es/sagemaker/> 
24 
 
Figura 5 Gráfico del ciclo SageMaker 
Fuente: AWS [en línea]. Disponible en internet: < https://aws.amazon.com/es/sagemaker/> 
5.2 MARCO CONCEPTUAL 
 
En el marco conceptual se detalla los modelos de teoría, los conceptos, argumentos 
e ideas que se desarrollaron en el trabajo de grado.   
5.2.1 Red Social 
Las redes sociales son una serie de plataformas digitales que permiten la conexión 
e interacción entre diversas personas, así como la difusión ilimitada de información6. 
5.2.2 Dataset 
Es un conjunto de datos tabulados en cualquier sistema de almacenamiento de 
datos estructurados. El término hace referencia a una BD de origen, la cual se puede 
relacionar con otras, cada columna del Dataset representa una variable y cada fila 
corresponde a cualquier dato que estemos tratando7.  
5.2.3 Inteligencia Artificial (IA) 
Es la combinación de algoritmos planteados con el propósito de crear máquinas 
que presenten las mismas capacidades que el ser humano8.  
5.2.4 Machine Learning 
Es una rama de la Inteligencia Artificial que se encarga de generar algoritmos que 
tienen la capacidad de aprender y no tener que programarlos de manera explícita2. 
____________________ 
6 mpmsoftware.com [en línea] mpm insurance Software Solutions <https://www.mpmsoftware.com/es/blog/redes-sociales-definicion-
y caracteristicas/> 
7 keepcoding.io [en línea] KEEPCODING Tech School <https://keepcoding.io/blog/que-son-datasets/> 
8 iberdrola.com [en línea] IBERDROLA IA <https://www.iberdrola.com/innovacion/que-es-inteligencia-artificial> 




5.2.5 Amazon Web Services (AWS)  
Es la plataforma en la nube más adoptada y completa en el mundo, que ofrece más 
de 200 servicios integrales de centros de datos a nivel global. Millones de clientes, 
incluso las empresas emergentes que crecen más rápido, las compañías más 
grandes y los organismos gubernamentales líderes, están usando AWS para reducir 
los costos, aumentar su agilidad e innovar de forma más rápida9.  
5.2.6 Informática en la nube  
Es la distribución de recursos de TI bajo demanda a través de Internet mediante un 
esquema de pago por uso. En vez de comprar, poseer y mantener servidores y 
centros de datos físicos, puede obtener acceso a servicios tecnológicos, como la 
capacidad informática, el almacenamiento y las bases de datos, en función de sus 
necesidades a través de un proveedor de la nube como Amazon Web Services 
(AWS). La nube le permite reemplazar los gastos de capital (como los centros de 
datos y servidores físicos) por gastos variables y pagar solo por los recursos de TI 
a medida que los utiliza10.   
5.2.7 DevOps 
Es un modelo en el cual los equipos de desarrollo y operaciones ya no están 
“aislados”. A veces, los dos equipos se fusionan en uno solo, donde los ingenieros 
trabajan en todo el ciclo de vida de la aplicación, desde el desarrollo y las pruebas 
hasta la implementación y las operaciones, y desarrollan una variedad de 
habilidades no limitadas a una única función11.  
5.2.8 Python 
Es un lenguaje de programación el cual permite trabajar rápidamente e integrar 
diferentes sistemas de una manera más efectiva12.  
5.2.9 API 
Es un conjunto de definiciones y protocolos que se utiliza para desarrollar e integrar 
el software de las aplicaciones. API significa interfaz de programación de 
aplicaciones. Las API permiten que sus productos y servicios se comuniquen con 
otros, sin necesidad de saber cómo están implementados13. 
_______________________ 
9 aws.amazon.com [en línea] What is AWS? <https://aws.amazon.com/es/what-is-aws/?nc1=f_cc> 
10 aws.amazon.com [en línea] AWS What is cloud computing? <https://aws.amazon.com/es/what-is-cloud-computing/?nc1=f_cc> 
11 aws.amazon.com [en línea] AWS What is Devops? <https://aws.amazon.com/es/devops/what-is-devops/?nc1=f_cc> 
12 python.org [en línea] Python <https://www.python.org/> 
13 redhat.com [en línea] RedHat <https://www.redhat.com/es/topics/api/what-are-application-programming-
interfaces#:~:text=Una%20API%20es%20un%20conjunto,de%20saber%20c%C3%B3mo%20est%C3%A1n%20implementados.> 




5.2.10 Aprendizaje supervisado 
Es cuando entrenamos un algoritmo de Machine Learning dándole las preguntas 
(características) y las respuestas (etiquetas). Así en un futuro el algoritmo pueda 
hacer una predicción conociendo las características2. 
 
5.2.11 Aprendizaje no supervisado 
Aquí solo le damos las características al algoritmo, nunca las etiquetas. Queremos 
que nos agrupe los datos que le dimos según sus características. El algoritmo solo 
sabe que como los datos comparten ciertas características, de esa forma asume 

























Dado que lo que se busca es obtener información de valor a partir de la extracción 
y procesamiento de la data obtenida desde la red social Twitter, el modelo de datos 
se elaborará bajo el planteamiento metodológico de investigación de enfoque mixto, 
el cual representa un conjunto de procesos sistemáticos, empíricos y críticos de 
investigación e implican la recolección y el análisis de datos cuantitativos y 
cualitativos, así como su integración y discusión conjunta, para realizar deducciones 
del producto de toda la información recolectada y lograr un mayor entendimiento del 
fenómeno bajo estudio (Hernández Sampieri y Mendoza, 2008) 14. 
Figura 6 Diagrama de flujo de la metodología   
 
Fuente: El autor 
Teniendo en cuenta que el objetivo del modelo, será clasificar y procesar datos de 
la red social Twitter, se recurrirá a un diseño de investigación no experimental y 
transversal. Según Hernández y Baptista, la investigación no experimental: “Es la 
que se realiza sin manipular deliberadamente las variables; lo que se hace en este 
tipo de investigación es observar fenómenos tal y como se dan en un contexto 
natural, para después analizarlos” (Hernández, Fernández y Baptista, 2003), 
comparando las predicciones de los algoritmos de clasificación, contra la 
información real. Estos autores también señalan que los diseños de investigación 
transversal: “recolectan datos en un solo momento, en un tiempo único. Su propósito 
es describir variables y analizar su incidencia e interrelación en un momento dado” 
(Hernández, Fernández y Baptista, 2003)15, como se pretende con la propuesta del 
modelo de datos. 
 
_______________________ 
14 virtual.cuautitlan.unam.mx [en línea] Hernández Sampieri y Mendoza, 2008 <https://virtual.cuautitlan.unam.mx/rudics/?p=2612> 









Extracción de datos: En esta etapa se recolecta una serie de datos (Dataset), 
desde la red social Twitter, teniendo como referencia todas las cuentas seguidoras 
(“followers”) de la cuenta oficial de Twitter de la Universidad Católica de Colombia 
(@UCatolicaCol). En esta etapa se obtienen: 
● Tendencias. 
● Seguidores. 
● Cuentas a seguir. 
● Tweets frecuentes. 
● Timelines (Todos los post que ha realizado un usuario). 




Caracterización de datos: En esta etapa se realiza una caracterización de los 
datos, realizando una asignación de registros a un conjunto de datos o categorías, 
a partir de palabras clave, teniendo como referencia el campo “Description”, de los 
Dataset obtenidos en la etapa anterior. Como se muestra en la siguiente figura 
 
Figura 7 Caracterización de datos 
 
Fuente: El autor 
 
 
Clasificación: Después de extraer la información a través de la API de Twitter y de 
caracterizar los datos, se realizará una distribución de registros por medio de 






Figura 8 Clasificación de datos fuente 
 
Fuente: Ecured [en línea]. Disponible en internet: < 
https://www.ecured.cu/Algoritmos_de_clasificaci%C3%B3n_supervisada> 
Salida: Luego de todo el proceso de clasificación, se obtendrá una información 
resultante, la cual es la distribución de los datos dependiendo sus características en 
común y patrones que identifica el algoritmo implementado. En esta etapa final se 
realizará una prueba de clasificación, para poder evaluar la eficacia de los 
algoritmos de clasificación implementados, agrupando los registros procesados en 
diferentes grupos o categorías, dependiendo los patrones detectados, como se 
muestra en la figura 1. 
 
Figura 1 Gráfico de un algoritmo de clasificación 
 
Fuente: Algoritmos de aprendizaje automático para análisis y predicción de datos [autor] Sandoval 
Serrano, Lilian Judith Disponible en internet: <http://redicces.org.sv/jspui/handle/10972/3626> 
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7. DESARROLLO DE LA PROPUESTA 
 
A continuación se describe el paso a paso de la implementación y propuesta del 
modelo de datos.  
 
7.1 Construcción  del Dataset 
 
Como primera instancia dentro de los objetivos específicos,  se definió la 
construcción del Dataset a partir de las cuentas que siguen la cuenta oficial de 
Twitter de la Universidad Católica de Colombia “@UCatolicaCol”. Para la extracción 
de estas cuentas y datos de las mismas, se implementó una conexión a la API Rest, 
la cual permite crear Software que se integre con Twitter directamente y obtener: 
● Tweets. 
● Timelines de usuario: Son todos los post que ha realizado un usuario en un 
lapso de tiempo. 
● Mensajes directos. 
● Tendencias: Son el resultado del cálculo de un algoritmo de Twitter para 
indicar de qué tema se está hablando en una zona geográfica específica. 
● Lugares: Ubicación geográfica del usuario. 
● Permite obtener los seguidores o cuentas que sigue (followers / followees) 
un usuario16. 
Para lograr la conexión a la API Rest de Twitter y extraer los datos, es necesario 
realizar una autenticación por medio del protocolo llamado Oauth 2.0, este protocolo 
permite una conexión a la API de Twitter por medio de dos llaves: API Key y API 
Secret y dos Tokens: Access Token y Access Token Secret16. 
Para acceder al API de Twitter se utiliza la librería de Python Tweepy, la cual provee 
acceso a todos los métodos del API. Cada método puede aceptar varios parámetros 
y retornar diferentes respuestas17. 
Finalmente y luego de extraer los datos, se almacenan en archivos Json por medio 
de la función “Write” de Python19. 
_______________________ 
16 dev.twitter.com [en línea]  Doc. Twitter <https://dev.twitter.com/docs> 
17 tweepy.readthedocs.io [en línea] Tweepy read the docs <http://tweepy.readthedocs.io/en/v3.5.0/> 
19 w3schools.com [en línea]  Write file in Python <https://www.w3schools.com/python/python_file_write.asp> 
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7.1.1 Creación del API 
“Twitter API” provee las herramientas necesarias para contribuir al análisis de datos, 
proporcionados por los diferentes usuarios de la red social.  
Como primera instancia y pre requisito principal, se debe tener creada una cuenta 
activa en la red social Twitter, luego desde el sitio oficial de “Twitter Apps” 
(https://apps.twitter.com/) se crea una App. 
 
Figura 9 Creación TwitterApps 
 Fuente: TwitterApps [en línea]. Disponible en internet: < https://apps.twitter.com/> 
Es importante resaltar que al hacer uso de estas Apis, contamos con ciertas 
limitaciones, las cuales son: 
● Solamente se pueden realizar 180 request por cada 15 min. 
● Solamente se pueden obtener 450 Tweets por request. 
● Solamente se puede consultar 900 usuarios por request. 
● En un timeline solo se puede obtener 1500 Tweets por request. 
● Solamente se puede obtener los últimos 3200 Tweets de una cuenta. 
Una vez creada la API y desde esta misma, se generan las llaves y Tokens 
necesarios, para dar paso a la autenticación. 
7.1.2 Autenticación: 
Para realizar la autenticación a la API de Twitter, se realiza por medio del protocolo 
OAuth 2.0. Al usar este método se necesita un Token,  el cual es generado a partir 
del “consumer Key” y “consumer key Secret”  proporcionado por la API. 
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Flujo para realizar la autenticación: 
● La aplicación codifica el “consumer Key” y “consumer key Secret”. 
● La aplicación hace una petición “POST” al “EndPoint” oauth2/token para 
intercambiar estas credenciales por un Token. 
● Cuando se accede al “REST API”, la aplicación usa el token para autenticar16.  
 
Figura 10 Flujo de autenticación Oauth2.0 






16 dev.twitter.com [en línea]  Doc. Twitter <https://dev.twitter.com/docs> 
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El proceso de autenticación desde la App, se realiza por medio de la opción “Keys 
and tokens” 
Figura 11 Keys and tokens 
 
Fuente: Apps Twitter [en línea]. Disponible en internet: <https://apps.twitter.com/> 
 
Luego de generar las “Keys” y “Tokens” desde la App, se crea un método y se 
definen 4 variables, pasando como parámetros cada una de estas credenciales 
generadas por la App. 
 
Figura 12 Método Auth 
 
Fuente: El autor 
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Luego de tener la autenticación con las 4 credenciales  por medio del protocolo 
Oauth 2.0 y la librería Tweepy, se realiza un llamado a la API de Twitter para iniciar 
con la extracción de la data16. 
7.1.3 Extracción de datos 
Teniendo en cuenta que el lenguaje de programación implementado para la 
extracción de los datos es Python, se hace uso de la librería propia del lenguaje 
llamada Tweepy.  
La librería Tweepy de Python permite acceder directamente a los datos 
proporcionados por la App de Twitter, una vez se tenga la autenticación exitosa. 
Como ventaja en el uso de esta librería, es que permite comunicación directa con 
el API, simplemente llamando funciones y métodos propios de la librería. Otro punto 
importante para resaltar, es que facilita notablemente el proceso de autenticación. 
Al implementar Tweepy se cuenta también con ciertos beneficios, en los que cabe 
resaltar que: no es necesario realizar una petición Http; tampoco enviar parámetros 
en el Body del request o en la Url; proporciona acceso a todos los métodos de la 









16 dev.twitter.com [en línea]  Doc. Twitter <https://dev.twitter.com/docs> 
17 tweepy.readthedocs.io [en línea] Tweepy read the docs <http://tweepy.readthedocs.io/en/v3.5.0/> 
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Las siguientes, son las principales funciones que se pueden implementar con 
Tweepy 
 
Figura 13 Funciones Tweepy 
 
Fuente: docs Tweepy [en línea]. Disponible en internet: 
<https://docs.tweepy.org/en/latest/api.html#api-reference> 
 
A partir de la cuenta oficial de Twitter de la Universidad Católica de Colombia 
“@UCatolicaCol” se tiene como resultado que al mes de Abril del año 2021, cuenta 
con 20658 seguidores3, se considera que de esta población se extraerán los datos 
como fuente principal, para el diseño del Dataset que se implementara en el modelo 
de datos. 
 
Con el uso de la librería Tweepy y por medio del método  “api.followers”, se pueden 
extraer datos de todos los seguidores (“followers”) de cualquier cuenta de Twitter, 













3 twitter.com [En Línea] cuenta @UcatolicaCol <https://twitter.com/UCatolicaCol>  
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Figura 14 Extracción de seguidores (“followers”) 
 
Fuente: El autor 
 
En este caso, Twitter tiene un limitante por temas de paginación y solamente permite 
extraer 20 cuentas “followers”. Para evitar esta limitación de datos, es necesario 
recurrir a una clase de Python denominada “tweepy.Cursor”. 
 
tweepy.Cursor 
Esta clase puede ser usada para paginar cualquier método de la API, que admita 
paginación. 
 
Figura 15 Estructura clase tweepy.Cursor 
 





Se implementa la clase “tweepy.Cursor” y se extraen 20658 mensajes en formato 
Json, pertenecientes a todas las cuentas seguidoras de la cuenta de Twitter 
“@UcatolicaCol”. 
 
Figura 16 Extracción de seguidores con “tweepy.Cursor”  (“followers”) 
Fuente: El autor 
 
Tweepy ofrece muchos métodos para la extracción de datos. Es posible obtener los 















Figura 17 Extracción de datos, método “api.me” 
 
Fuente: El autor 
 
Dentro del objeto “user”, se encuentra toda la información de la cuenta, en los tags 
más relevantes se encuentran: el “ID”, el cual es un número único de identificación 
que Twitter asigna a cada usuario registrado en la red social; “Friend_count”, es la 
cantidad de usuarios seguidos; “Followers_count”, es la cantidad de seguidores; 
“Screen_name”, es el nombre de la cuenta; “Created_ad”, retorna la fecha en la cual 
el usuario creo la cuenta de Twitter. 
 
De la misma manera como se extraen los datos de la cuenta autenticada en el API; 
Tweepy también entrega estos mismos datos de cualquier cuenta creada en Twitter, 
por medio del método “api.get_user” ingresando como parámetros el: “id” / “user_id” 

















Figura 18 Extracción de datos método “api.get_user” 
 
Fuente: El autor 
 
Aparte de los métodos “User”, con Tweepy también podemos hacer uso de los 
métodos  “Timeline”. Uno de los más relevantes es el “API.user_timeline”, al cual se 
le pueden hacer peticiones por medio de los siguientes parámetros: 
 
● id: Especifica el “id” o “screen_name” del usuario 
● user_id: Especifica el Id del usuario 
● screen_name:  Especifica el “screen_name” del usuario 
● since_id: Retorna solo estados con un Id mayor al especificado (es decir más 
recientes) 
● max_id: Retorna solo estados con un Id menor o igual al especificado (es 
decir los más antiguos) 
● count: Especifica el número de estados a recuperar 





La estructura general del método es: 
 
API.user_timeline([id/user_id/screen_name][, since_id][, max_id][, count][, page]) 
 
Retornando un objeto “Lista de estados” 17. 
 
Figura 19 Extracción de datos método “API.user_timeline” 
 
Fuente: El autor 
 
Dentro de la extracción de datos, Tweepy también cuenta con métodos de ayuda, 
para realizar búsquedas de Tweets por medio de alguna cadena de caracteres o 
palabra clave. Esta extracción de datos, se realiza por medio del método 
“API.search”, recibiendo “q” como parámetro, que es una cadena de caracteres, 










17 tweepy.readthedocs.io [en línea] Tweepy read the docs <http://tweepy.readthedocs.io/en/v3.5.0/> 
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Figura 20. Búsqueda de Tweets, método “API.search” 
 
Fuente: El autor 
7.1.4 Generación del Dataset 
Se plantea el uso de escritura de archivos Python para la generación de los Dataset, 
a partir de la extracción de datos generada por medio de Tweepy. Python cuenta 
con diferentes funciones para realizar la escritura de archivos, los métodos que se 
plantean implementar para dicha labor son: “open” y “write”. Por medio de estos 
métodos se puede escribir sobre un archivo existente. 
Para le escritura de archivos en Python, el método puede recibir los siguientes 
parámetros: 
● “a” - “Append” - Se agregara al final del archivo. 













Figura 21 Ejemplo para escritura y lectura de un archivo en Python  
 




Python también permite crear archivos, haciendo uso del método “open ()”. 
 
Para crear un archivo en Python, el método puede recibir los siguientes parámetros: 
● “x”- “Create” - Creará un archivo, retornando un error si el archivo existe 
● “a” - “Append” - Creará un archivo, si el archivo especificado no existe 
● “w”- “Write” -  Creará un archivo, si el archivo especificado no existe19. 
Al implementar los métodos nombrados anteriormente, se realiza escritura de los 
datos extraídos a archivos en formato Json; ya que es la estructura con la que 









Figura 22 Escritura en archivo Json, métodos: open (); write () 
 
Fuente: El autor 
 



















Figura 23. Archivo Json_Followers 
 
Fuente: El autor 
 
Una vez se obtienen los archivos Json con toda la información extraída desde la red 
social Twitter, se procede a crear un “DataFrame”, realizando una conversión de 
formato .json a formato .csv, con ayuda de las librerías Python: “Pandas” y 
“flatten_json”. 
 
Al trabajar con datos tabulados, como por ejemplo, los que se encuentran 
almacenados en hojas de cálculo o DB, pandas resulta de mucha utilidad, ya que 
ayuda a explorar, limpiar y procesar los datos. En pandas a una tabla se le conoce 
como “DataFrame”. 
 
Pandas soporta la integración con diferentes tipos de formatos, como lo son: csv, 
Excel, json, SQL, parquet (Formatos de ficheros Big Data), entre otros. 
 
Pandas permite filtrar filas o columnas específicas de un DataFrame, por medio de 
una condición dada en un parámetro de entrada21. 
 
Por otra parte, “flatten_json” sirve para organizar un objeto, eliminando las 
jerarquías que comúnmente trae un archivo Json y dejando los registros en una sola 
dimensión, lo cual es de mucha utilidad si se requiere pasar los datos a una tabla22. 
_______________________ 
21 pandas.pydata.org [en línea] Pandas <https://pandas.pydata.org/docs/pandas.pdf> 
22 pypi.org [en línea] flatten-json <https://pypi.org/project/flatten-json/> 
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A continuación un ejemplo implementando “flatten_json” al objeto “dic” 
 
Figura 24. Ejemplo de Implementación “flatten_json”  
 
 
Fuente: pypi.org [en línea]. Disponible en internet: <https://pypi.org/project/flatten-json/> 
 
Se plantea el uso de las librerías: “pandas” y “flatten_json”, con el objetivo de 
convertir el archivo Json, el cual contiene la extracción de todos los datos, a un 














Figura 25 Creación de archivos csv 
 
Fuente: El autor 
 
Luego de la implementación de las librerías “Pandas” y “flatten_json”, se obtiene la 
conversión del archivo json a un archivo csv 
 
Figura 26 Archivo csv, DataFrame resultante 
 
Fuente: El autor 
Luego de obtener el “Dataframe” resultante en formato csv, se procede a realizar 
una limpieza de datos tomando una muestra de 100 mensajes, a la cual se le aplica 
una caracterización, a partir del campo “Description” y agregando la columna 
“IdDescription”, asignándole un valor numérico (*) a cada una de las categorías o 







Figura 7 Caracterización de datos 
 
Fuente: El autor 
 
7.2 Procesamiento de datos 
 
Para iniciar con el procesamiento de datos, los cuales ya se encuentran 
almacenados y caracterizados en el Dataset, se implementan los algoritmos de 
Machine Learning, con el fin de clasificar correctamente los registros obtenidos y 
comparar eficiencia y exactitud de predicción entre dos diferentes algoritmos de 
clasificación. Para el modelo de datos se seleccionaron los algoritmos: 
“RandomForest” y “kneighbors”, ya que permiten agrupar correctamente los datos 
a partir de patrones encontrados, teniendo como referencia el campo de entrada 
“description”, del objeto “user”, retornado por el método “Api. Followers”. 
 
Se define también un marco de trabajo sobre el cual serán implementados los 
algoritmos de clasificación, para este caso se seleccionó el Framework “Scikit-
learn”, ya que está enfocado en machine Learning para el lenguaje de programación 
Python, el cual es el implementado en el modelo de datos. Este Framework, aparte 
de trabajar con algoritmos de clasificación, también maneja algoritmos de regresión, 
de clustering, K Means, entre otros. Esa selección de algoritmos, se realiza 
dependiendo de lo que se quiere obtener y de las características de los datos, que 
tenemos como fuente principal para alimentar el modelo. 
 
Para el procesamiento de los datos, es necesario definir los campos del Dataset 
que servirán como entrada para los algoritmos de clasificación. 
 
De la muestra obtenida del Dataset con los 100 mensajes y ya con la caracterización 






Tabla 1 Caracterización de datos 
IdDescription Description Keywords 




















































































Fuente: El autor 
 
Una vez realizada la caracterización de los registros, se crea un diccionario de datos 
a partir de las etiquetas ya establecidas. Las cuales definen cada una de las 
categorías o conjunto de datos, en los cuales se van a clasificar los mensajes 






















Figura 27 Diccionario de datos 
 
Fuente: El autor 
 
Una vez se tiene establecido el diccionario de datos, se define como entrada el 
archivo que contiene los registros del Dataset, ya con las etiquetas definidas para 
el procesamiento de los registros. Esto con el fin de obtener la cantidad de registros 









Figura 28 Cantidad de registros por categoría 
 
Fuente: El autor 
 
7.2.1 Algoritmos de Clasificación: 
 
En primer lugar para la selección del algoritmo, se tuvieron en cuenta diferentes 
características, como detección de patrones para retornar y agrupar datos que 
tengan características iguales o similares dentro del campo “description”, el cual 
será usado en el prototipo para la clasificación de datos, esto con el fin de poder 
evaluar los datos resultantes retornados por el algoritmo, clasificando usuarios, 
dependiendo de sus gustos personales o afinidades académicas que publican en la 
descripción de sus cuentas de Twitter. 
 
Los algoritmos de clasificación se usan cuando el resultado deseado es una etiqueta 
discreta, en otras palabras, son útiles cuando la respuesta al problema cae dentro 
de un conjunto finito de resultados posibles23. 
 
Dentro de las técnicas de clasificación de datos, se pueden encontrar diferentes 
algoritmos de clasificación, como lo son: 
● Bayesiano Ingenuo 
● Máquina de vectores de soporte 
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● K Vecinos más Cercanos (Kneighbors) 
● Árboles de Decisión 
● RandomForest. 
 
Para la clasificación de datos, se implementarán los algoritmos de clasificación: 
“Kneighbors” y “RandomForest”. 
 
7.2.1.1 Algoritmo Kneighbors 
 
Es un algoritmo de clasificación, el cual almacena todos los posibles casos y 
clasifica los datos basado en valores cercanos24. 
 
Para la implementación del algoritmo KNeighbors, es necesario definir los campos 
de entrada para dar inicio al procesamiento de los datos. 
 
Tomando como referencia el Dataset de los “Followers” de la cuenta oficial de 
Twitter de la Universidad Católica de Colombia, se definen los siguientes campos 
de entrada: 
 
● "Followers_count" (número de cuentas seguidoras) 
















23 aprendeia.com [en línea] Algoritmos de Clasificación <https://aprendeia.com/diferencia-entre-algoritmos-de-clasificacion-y-
regresion/#:~:text=Los%20algoritmos%20de%20clasificaci%C3%B3n%20se,conjunto%20finito%20de%20resultados%20posibles.> 
24 saedsayad.com [en línea] kneighbors <http://www.saedsayad.com/k_nearest_neighbors.htm> 
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Figura 29 Muestra Json_FollowersUCatolica 
 
Fuente: El autor 
 
Una vez definidos los campos de entrada para el algoritmo, los cuales servirán como 
insumo para pruebas y entrenamiento del mismo, se procede a la implementación.  
 
Figura 30 Implementación del algoritmo “KNeighbors” 
 




En esta parte se define también el porcentaje de datos que se van a utilizar para las 
pruebas y para el entrenamiento del algoritmo.  
 
Figura 31 Porcentaje de datos para pruebas y entrenamiento 
 
Fuente: El autor 
 
Se obtienen los valores con las estadísticas básicas, para los campos de entrada: 
'Followers_count' (número de cuentas seguidoras) y 'Friend_count' (número de 
cuentas seguidas), ya que son cantidades numéricas y donde se puede predecir, 
que la cantidad de cuentas seguidas o seguidores que tiene un usuario, dependen 
directamente de los gustos personales identificados y publicados en la descripción 
de sus cuentas de Twitter. 
 
Para  el entrenamiento de los algoritmos de clasificación, se dispone el 50% de los 
registros y el porcentaje restante se toma para las pruebas 
 
 
Figura 32 Estadísticas para los valores de entrada del algoritmo 
 
Fuente: El autor 
 
Una vez implementado el algoritmo “KNeighbors”, Se obtiene la gráfica de exactitud, 
dependiendo la cantidad  de vecinos. La cual es de gran ayuda para la calibración 










Figura 33 Gráfica de exactitud algoritmo  “KNeighbors” 
 
Fuente: El autor 
7.2.1.2 Algoritmo RandomForest 
 
Es un algoritmo de clasificación, el cual se puede utilizar para obtener una variable 
de respuesta categórica, denominada "clasificación", o una respuesta continua, 
denominada "regresión"25. 
 
Para la implementación del algoritmo RandomForest, es necesario definir los 
campos de entrada para dar inicio al procesamiento de los datos. 
 
Tomando como referencia el Dataset de los “Followers” de la cuenta oficial de 
Twitter de la Universidad Católica de Colombia, se definen los siguientes campos 





Una vez definidos los campos de entrada para el algoritmo de clasificación, los 
cuales servirán como insumo para pruebas y entrenamiento del mismo, se procede 





25 link.springer.com [en línea] RandomForest <https://link.springer.com/chapter/10.1007/978-1-4419-9326-7_5> 
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Figura 34 Implementación algoritmo RandomForest 
 
Fuente: El autor 
7.2.2 Framework Scikit-learn 
De acuerdo con el uso de algoritmos de clasificación mencionados con anterioridad, 
se implementa este framework de Machine Learning, el cual está enfocado al 
lenguaje de programación Python y posee varios algoritmos dentro de su 
clasificación; tiene algoritmos de clasificación; de regresión; de clustering. Se 
selecciona el algoritmo dependiendo del caso y de los diferentes tipos de datos. En 
el caso del presente modelo de datos, se implementan los algoritmos de 
clasificación: “KNeighbors” y “RandomForest”. 
Scikit-learn es un framework de “Machine Learning”, de código abierto que admite 
el aprendizaje supervisado y no supervisado. También proporciona varias 
herramientas para el ajuste de modelos, pre procesamiento de datos, selección y 
evaluación de modelos y muchas otras utilidades 26. 
Scikit-learn proporciona docenas de algoritmos y modelos de “Machine Learning” 
integrados, llamados estimadores. Cada estimador se puede ajustar a los datos 
utilizando su método de ajuste 26. 









26 scikit-learn.org [en línea] Framework scikit-learn <https://scikit-learn.org/stable/getting_started.html> 
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Figura 35 Ejemplo implementación “Scikit-learn” 
 Fuente: Scikit-learn [en línea]. Disponible en internet: <https://scikit-
learn.org/stable/getting_started.html> 
 
Una vez se definen los algoritmos con los cuales se va a trabajar, se implementa 
el framework Scikit-learn 
 
Figura 36 Implementación Scikit-learn 
 
Fuente: El autor 
7.3 Diseño y arquitectura para la implementación del modelo de datos 
Una vez se encuentra definido el framework y los algoritmos de clasificación a 
implementar, se procede a definir la arquitectura a usar para la implementación del 
modelo de datos. En este caso se toma como referencia una arquitectura nube, 





7.3.1 AWS SageMaker 
Amazon SageMaker es un servicio de AWS, por medio del cual se preparan, crean, 
entrenan e implementan con rapidez modelos de aprendizaje automático de alta 
calidad, al poner a disposición un amplio conjunto de capacidades especialmente 
creadas para el aprendizaje automático 5. 
 
Figura 37 Funcionamiento SageMaker 
 Fuente: AWS [en línea]. Disponible en internet: <https://aws.amazon.com/es/sagemaker/> 
Se hace uso de este servicio, por la facilidad y adaptación que brinda en la 
integración con Jupyter Notebook (Proyecto utilizado para el desarrollo e 
implementación del modelo de datos) y con los diferentes Frameworks y algoritmos 
de clasificación de Machine learning. 




5 aws.amazon.com [en línea] AWS SageMaker <https://aws.amazon.com/es/sagemaker/> 
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Figura 38 Servicio SageMaker en consola AWS 
Fuente: El autor 
 
Por el módulo de “Notebook”, se selecciona “Notebook Instances” para crear la 
instancia y realizar la integración con el Jupyter Notebook ya construido. 
 
Figura 39 Integración Jupyter Notebook SageMaker 
Fuente: El autor 
 







Figura 40 Jupyter Notebook instances 
Fuente: El autor 
 
Se importa código ya construido desde la Instancia de AWS 
 
Figura 41 Jupyter Notebook desde AWS 
Fuente: El autor 
 
7.4 Evaluación de la eficiencia del algoritmo 
 
Una vez finalizada la extracción de todos los datos, la generación de los Dataset, la 
implementación del framework y de los algoritmos de clasificación sobre el servicio 
de AWS SageMaker, necesarios para la prueba de clasificación y validación del 
funcionamiento adecuado de los algoritmos implementados, se realizan pruebas 
inyectando valores de entrada, por medio de los campos "Followers_count" y 
"Friend_count". Lo que se busca mediante esta prueba, es validar la eficiencia y 
precisión de los algoritmos de clasificación implementados, prediciendo un 
pasatiempo, por medio de la cantidad de seguidores y cuentas a seguir que brinda 
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el Dataset extraído de las diferentes cuentas de Twitter y por medio del cual fueron 
entrenados los algoritmos. 
7.4.1 Prueba de clasificación 
Finalmente y luego de la implementación de los algoritmos, se procede a ingresar 
valores de entrada, en referencia a los datos, por medio de los cuales se entrenaron 
los algoritmos de clasificación. 
 




● Followers_count = 1 
● Friend_count = 43 
 
 
Figura 42 Entrada de valores, algoritmo “KNeighbors” 
 
Fuente: El autor 
 
Se obtiene el siguiente resultado: 
 
Figura 43 Resultado predicción “KNeighbors” 
 




Al validar el Dataset, se evidencia que la predicción es correcta: 
 
Figura 44 muestra Dataset Followers “@UcatolicaCol” 
 
Fuente: El autor 
 
Se ingresan los siguientes valores, para una prueba de predicción, por medio del 
algoritmo “RandomForest”: 
 
● Followers_count = 280 
● Friend_count = 1978 
 
Figura 45 Entrada de valores, algoritmo “RandomForest” 
 
Fuente: El autor 
 
Se obtiene el siguiente resultado: 
 
Figura 46 Resultado predicción “RandomForest” 
 
Fuente: El autor 
 




Figura 47 muestra Dataset “FollowersUcatolica” 
 
Fuente: El autor 
 
Se ingresan los siguientes valores de entrada, para un comparativo entre los dos 





Se obtiene el siguiente resultado para los dos algoritmos de clasificación: 
 
Figura 48 comparativo: “RandomForest” Vs. “KNeighbors” 
 
Fuente: El autor 
 
Al validar el Dataset, se evidencia que la predicción es correcta, para los dos 






Figura 49 muestra Dataset “FollowersUcatolica” 
 
Fuente: El autor 
 
Se evidencia que el valor de precisión es muy similar entre los dos algoritmos. 
 
Tabla 2. Resultados de predicción algoritmos de clasificación 





Followers_count Friend_count   
63 135 Kneighbors 0,176470588235 Religión 
63 135 RandomForest 0,117647058824 Religión 
Fuente: El autor 
 
Luego de realizar las pruebas unitarias, comparando la predicción de los dos 
algoritmos de clasificación. A partir de una muestra del Dataset con 100 registros, 
se procede a ejecutar 39 pruebas de clasificación, con el fin de obtener el valor recall 
y precisión de los algoritmos de machine learning: Kneighbors y RandomForest, por 
medio de la métrica de rendimiento “F1-Score”,  distribuidas por categorías de la 
siguiente manera: 
 
Cantidad de pruebas por categorías: 
 Derecho: 4 pruebas 
 Política: 4 pruebas 
 Lectura: 4 pruebas 
 Religión: 4 pruebas 
 Arte: 4 pruebas 
 Arquitectura: 4 pruebas 
 Civil: 4 pruebas 
 Futbol: 4 pruebas 
 Música: 3 pruebas 
 Mascotas: 2 pruebas 
 Fotografía: 1 prueba 






















TP = “True Positive”  El dato y la predicción es verdadera 
FP=“False Positive”  El dato es falso y la predicción es positiva, errónea 
FN=“False Negative” El dato es verdadero y la predicción es negativa, errónea 33. 
 
Se obtienen los siguientes resultados: 
 
Tabla 3 Resultados de predicción categoría: Derecho 





Followers_count Friend_count   
2806 1023 
Kneighbors 0,22 Arte 
RandomForest 0,14 Derecho 
6 66 
Kneighbors 0,22 Derecho 
RandomForest 0,2 Derecho 
639 4541 
Kneighbors 0,22 Arte 
RandomForest 0,18 Derecho 
40 528 
Kneighbors 0,22 Derecho 
RandomForest 0,16 Derecho 
Cantidad de 
Registros Algoritmo Recall     
23 Kneighbors 0.5   
 RandomForest 1   





33 Pramod Gupta, Naresh K. Sehgal. Introduction to Machine Learning in the Cloud with Python – Concepts and Practice – Part 2 
Page 68, 69 
66 
 
Tabla 4 Resultados de predicción categoría: Política 





Followers_count Friend_count   
15 941 
Kneighbors 0,22 Lectura 
RandomForest 0,14 Política 
66 162 
Kneighbors 0,22 Política 
RandomForest 0,24 Política 
114 1855 
Kneighbors 0,22 Política 
RandomForest 0,18 Política 
130 1866 
Kneighbors 0,22 Política 
RandomForest 0,12 Política 
Cantidad de 
Registros Algoritmo Recall   
19 Kneighbors 0.75   
 RandomForest 1   
Fuente: el autor 
 
Tabla 5 Resultados de predicción categoría: Lectura 





Followers_count Friend_count   
148 645 
Kneighbors 0,22 Arquitectura 
RandomForest 0,2 Lectura 
201 843 
Kneighbors 0,22 Política 
RandomForest 0,14 Lectura 
95 164 
Kneighbors 0,22 Política 
RandomForest 0,16 Lectura 
33 194 
Kneighbors 0,22 Religión 
RandomForest 0,22 Lectura 
Cantidad de 
Registros Algoritmo Recall   
12 Kneighbors 0   
 RandomForest 1   









Tabla 6 Resultados de predicción categoría: Religión 





Followers_count Friend_count   
63 139 
Kneighbors 0,22 Religión 
RandomForest 0,22 Religión 
99 587 
Kneighbors 0,22 Lectura 
RandomForest 0,18 Religión 
59 391 
Kneighbors 0,22 Derecho 
RandomForest 0,14 Religión 
12 132 
Kneighbors 0,22 Religión 
RandomForest 0,16 Religión 
Cantidad de 
Registros Algoritmo Recall   
11 Kneighbors 0.5   
 RandomForest 1   
Fuente: El autor 
 
Tabla 7 Resultados de predicción categoría: Arte 





Followers_count Friend_count   
743 1403 
Kneighbors 0,22 Política 
RandomForest 0,14 Arte 
1 43 
Kneighbors 0,22 Derecho 
RandomForest 0,2 Arte 
527 3845 
Kneighbors 0,22 Arte 
RandomForest 0,16 Arte 
260 278 
Kneighbors 0,22 Religión 
RandomForest 0,22 Arte 
Cantidad de 
Registros Algoritmo Recall   
7 Kneighbors 0.25   
 RandomForest 1   










Tabla 8 Resultados de predicción categoría: Arquitectura 





Followers_count Friend_count   
15 72 
Kneighbors 0,22 Derecho 
RandomForest 0,16 Derecho 
86 525 
Kneighbors 0,22 Religión 
RandomForest 0,22 Arquitectura 
1 34 
Kneighbors 0,22 Derecho 
RandomForest 0,26 Arquitectura 
1 16 
Kneighbors 0,22 Derecho 
RandomForest 0,22 Arquitectura 
Cantidad de 
Registros Algoritmo Recall   
4 Kneighbors 0   
 RandomForest 0.75   
Fuente: El autor 
 
Tabla 9 Resultados de predicción categoría: Civil 





Followers_count Friend_count   
14 18 
Kneighbors 0,22 Derecho 
RandomForest 0,18 Civil 
188 156 
Kneighbors 0,22 Política 
RandomForest 0,22 Lectura 
24 154 
Kneighbors 0,22 Religión 
RandomForest 0,2 Civil 
83 729 
Kneighbors 0,22 Lectura 
RandomForest 0,2 Civil 
Cantidad de 
Registros Algoritmo Recall   
4 Kneighbors 0   
 RandomForest 0.75   










Tabla 10 Resultados de predicción categoría: Fútbol 





Followers_count Friend_count   
33 553 
Kneighbors 0,22 Lectura 
RandomForest 0,2 Derecho 
272 276 
Kneighbors 0,22 Religión 
RandomForest 0,18 Arte 
12 637 
Kneighbors 0,22 Lectura 
RandomForest 0,16 Fútbol 
49 59 
Kneighbors 0,22 Derecho 
RandomForest 0,18 Fútbol 
Cantidad de 
Registros Algoritmo Recall   
4 Kneighbors 0   
 RandomForest 0.5   
Fuente: El autor 
 
Tabla 11 Resultados de predicción categoría: Música 





Followers_count Friend_count   
3 15 
Kneighbors 0,22 Derecho 
RandomForest 0,2 Civil 
869 725 
Kneighbors 0,22 Arte 
RandomForest 0,18 Música 
322 4138 
Kneighbors 0,22 Arte 
RandomForest 0,16 Música 
Cantidad de 
Registros Algoritmo Recall   
3 Kneighbors 0   
 RandomForest 0.6666   











Tabla 12 Resultados de predicción categoría: Mascota 





Followers_count Friend_count   
11 89 
Kneighbors 0,22 Derecho 
RandomForest 0,16 Religión 
4 61 
Kneighbors 0,22 Derecho 
RandomForest 0,16 Mascota 
Cantidad de 
Registros Algoritmo Recall   
2 Kneighbors 0   
 RandomForest 0.5   
Fuente: El autor 
 
Tabla 13 Resultados de predicción categoría: Fotografía 





Followers_count Friend_count   
24 362 
Kneighbors 0,22 Derecho 
RandomForest 0,16 Fotografía 
Cantidad de 
Registros Algoritmo Recall   
1 Kneighbors 0   
 RandomForest 1   
Fuente: El autor 
 
Tabla 14 Resultados de predicción categoría: Matemáticas 





Followers_count Friend_count   
5 122 
Kneighbors 0,22 Derecho 
RandomForest 0,2 Matemáticas 
Cantidad de 
Registros Algoritmo Recall   
1 Kneighbors 0   
 RandomForest 1   








Se calcula el F1-Score obteniendo las siguientes matrices de confusión. 
 
Tabla 15 Matriz de confusión RandomForest 
 
 
Tabla 16 F1-Score RandomForest 
F1 Score RandomForest 
  Precision Recall 
Derecho 0,666666667 1 
Política 1 1 
Lectura 0,8 1 
Religión 0,8 1 
Arte 0,8 1 
Arquitectura 1 0,75 
Civil 0,75 0,75 
Futbol 1 0,5 
Música 1 0,666666667 
Mascotas 1 0,5 
Fotografía 1 1 
Matemáticas 1 1 
Total 0,901388889 0,847222222 
F1 Score RandomForest 0,873466596  
 






Derecho Política Lectura Religión Arte Arquitectura Civil Fútbol Música Mascotas Fotografía Matemáticas Ground Truth Totals
Derecho 4 0 0 0 0 0 0 0 0 0 0 0 4
Política 0 4 0 0 0 0 0 0 0 0 0 0 4
Lectura 0 0 4 0 0 0 0 0 0 0 0 0 4
Religión 0 0 0 4 0 0 0 0 0 0 0 0 4
Arte 0 0 0 0 4 0 0 0 0 0 0 0 4
Arquitectura 1 0 0 0 0 3 0 0 0 0 0 0 4
Civil 0 0 1 0 0 0 3 0 0 0 0 0 4
Fútbol 1 0 0 0 1 0 0 2 0 0 0 0 4
Música 0 0 0 0 0 0 1 0 2 0 0 0 3
Mascotas 0 0 0 1 0 0 0 0 0 1 0 0 2
Fotografía 0 0 0 0 0 0 0 0 0 0 1 0 1
Matemáticas 0 0 0 0 0 0 0 0 0 0 0 1 1
Total Predicted 6 4 5 5 5 3 4 2 2 1 1 1
Predicted Label RandomForest
True label
Derecho Política Lectura Religión Arte Arquitectura Civil Fútbol Música Mascotas Fotografía Matemáticas Ground Truth Totals
Derecho 2 0 0 0 2 0 0 0 0 0 0 0 4
Política 0 3 1 0 0 0 0 0 0 0 0 0 4
Lectura 0 2 0 1 0 1 0 0 0 0 0 0 4
Religión 1 0 1 2 0 0 0 0 0 0 0 0 4
Arte 1 1 0 1 1 0 0 0 0 0 0 0 4
Arquitectura 3 0 0 1 0 0 0 0 0 0 0 0 4
Civil 1 1 1 1 0 0 0 0 0 0 0 0 4
Fútbol 1 0 2 1 0 0 0 0 0 0 0 0 4
Música 1 0 0 0 2 0 0 0 0 0 0 0 3
Mascotas 2 0 0 0 0 0 0 0 0 0 0 0 2
Fotografía 1 0 0 0 0 0 0 0 0 0 0 0 1
Matemáticas 1 0 0 0 0 0 0 0 0 0 0 0 1





Tabla 18 F1-Score Kneighbors 
F1 Score Kneighbors 
  Precision Recall 
Derecho 0,142857143 0,5 
política 0,428571429 0,75 
Lectura 0 0 
Religión 0,285714286 0,5 
Arte 0,2 0,25 
Arquitectura 0 0 
Civil 0 0 
Futbol 0 0 
Música 0 0 
Mascotas 0 0 
Fotografía 0 0 
Matemáticas 0 0 
Total 0,088095238 0,166666667 
F1 Score Kneighbors 0,115264798  
 
 




Predicciones exitosas 33 8 
Predicciones fallidas 6 31 
Total de Pruebas 39 39 
F1-Score 0.8734 0.1152 



















8. ANÁLISIS DE RESULTADOS 
8.1 Desarrollo de los objetivos: 
Se planteó como primer objetivo específico, la construcción de un Dataset a partir 
de los seguidores de la cuenta oficial de Twitter de la Universidad Católica de 
Colombia (@UcatolicaCol), se implementó Tweepy, librería de Python la cual extrae 
directamente los datos desde el Api de Twitter. Por medio del método “api.followers”, 
se extrajeron 20658 cuentas de Twitter, las cuales fueron el insumo principal para 
el modelo de datos, luego de esto, se implementó escritura de archivos Python, por 
medio del método write (), para almacenar estos registros dentro de archivos Json, 
la cual es su estructura original. Se implementaron las librerías “Pandas” y 
“flatten_json” para dejar finalmente los Dataset almacenados en archivos csv, ya 
que este formato facilita: explorar, limpiar y procesar los datos extraídos. 
En el segundo objetivo específico, clasificar los datos  por medio de algoritmos de 
clasificación de Machine Learning. A partir de los archivos csv ya almacenados, se 
realizó una caracterización de datos, a partir del campo “Description” del Dataset 
“FollowersUCatolica”, como se muestra en la tabla 1. Una vez realizada la 
caracterización de los registros, se crea un diccionario de datos a partir de las 
etiquetas ya establecidas, como se muestra en la figura 27. En la implementación 
se define como entrada el archivo “FollowersUCatolica” ya con la caracterización de 
datos aplicada, se obtiene la cantidad de registros por cada una de las categorías 
ya establecidas a partir de una muestra del Dataset de 100 registros, como se 
muestra en la figura 28. Finalmente se procede a implementar los algoritmos de 
clasificación: “Kneighbors” y “RandomForest”, destinando un 50% de registros para 
pruebas y el 50% restante se toman para el entrenamiento de los algoritmos. 
En el tercer objetivo específico, proponer la estructura y arquitectura para la 
implementación del modelo de datos. Se toma como referencia una arquitectura 
nube AWS y se  realiza la implementación de los algoritmos de clasificación y de su 
framework sobre el servicio de AWS SageMaker. Ya que permite integrar diferentes 
algoritmos de Machine Learning con Jupyter Notebook, proyecto por medio del cual 
se implementó la extracción de datos y la clasificación de registros a través de los 
algoritmos: “Kneighbors”, “RandomForest” y el framework “Scikit-learn”. 
Compatibles con el Servicio de AWS, como se puede evidenciar en la figura 42. 
 
Para el cuarto objetivo específico, evaluar la eficiencia de los algoritmos, por medio 
de una prueba de clasificación, validando la categorización de los datos. A partir de 
una muestra del Dataset ya caracterizado, se toman como datos de entrada los 
campos: “Followers_count”; “Friend_count”, los cuales fueron el insumo para el 
entrenamiento de los algoritmos de clasificación. Primero se realiza una prueba 
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unitaria por cada uno de los algoritmos, teniendo como resultado una predicción 
exitosa en cada uno de ellos. Luego de esto, se realiza una segunda prueba unitaria, 
ingresando los mismos valores para los dos algoritmos de clasificación, con el fin 
de obtener un comparativo entre los dos procesamientos y determinar su valor de 
precisión, en esta prueba se obtiene de igual manera una predicción exitosa, con 
una diferencia muy pequeña entre sus valores de precisión, como se observa en la 
tabla 2. 
 
Finalmente se ejecutan 39 pruebas de clasificación, a partir de una muestra del 
Dataset de 100 registros, con el fin de obtener un comparativo de precisión y 
exactitud entre los dos algoritmos de clasificación. Se obtiene un valor F1-Score de 
0.8734 para RandomForest y un 0.1152 para Kneighbors, deduciendo de esta 










































for i,k in enumerate(neighbors): 
    knn=KNeighborsClassifier(n_neighbors=k) 
    knn.fit(X_train,y_train) 
    train_exactitud[i]=knn.score(X_train,y_train) 
    test_exactitud[i]=knn.score(X_test,y_test) 



































Se logró identificar y clasificar pasatiempos y afinidades académicas, a partir de una 
muestra del Dataset de las cuentas seguidoras (“Followers”) de la cuenta oficial de 
Twitter de la Universidad Católica de Colombia (“@UCatolicaCol”), obteniendo 
como resultado la cantidad de cuentas por categorías, mediante el uso de las 
librerías: “Tweepy” y “Pandas”. 
 
Tomando como referencia el Dataset “FollowersUCatolicaCol”, y definiendo como 
campos de entrada: "followers_count", "friends_count", para los algoritmos de 
clasificación: “KNeighbors” y “RandomForest” como se muestra en la figura. 30 
“Muestra Json_FollowersUCatolica”, se define el 50% de los datos para las pruebas 
y el 50% restante para el entrenamiento de dichos algoritmos. 
 
Se realizó un análisis frente a las pruebas de clasificación ejecutadas, para los 
algoritmos de ML: “KNeighbors” y “RandomForest”, realizando una comparación 
entre sus valores de F1-Score, como se muestra en la Tabla 19 “Resultados finales 
pruebas de predicción”, con el fin de evidenciar cuál de estos dos algoritmos de 
Machine Learning es más óptimo para este tipo de predicciones, ya que son de los 
más implementados para estos modelos de datos. 
 
Se implementó un modelo de Machine Learning, junto con algoritmos de 
clasificación,  por medio del cual se categorizaron pasatiempos y afinidades 
académicas de los seguidores (“Followers”) de la cuenta oficial de Twitter de la 
Universidad Católica de Colombia, comprobando y obteniendo como resultado que 
se puede predecir un gusto personal, a partir del número de seguidores o cuentas 
seguidas que se tiene en una red social. 
 
Se evaluaron los resultados en las predicciones de los algoritmos “KNeighbors” y 
“RandomForest”, demostrando que el algoritmo RandomForest es el más óptimo a 












Anexo A: Dataset 




Anexo B: Codigo 
Se realiza entrega de los códigos diseñados, para la extracción de datos y de igual 




Anexo C: Resultados F1-Score Algoritmos de clasificación 
Se realiza entrega de los resultados obtenidos por medio de la métrica F1-Score, 
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